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1Chapter 1
Introduction
1.1 General Introduction
In most daily situations we do not appreciate the fact that our sensory
signals can provide ambiguous information. Yet, there are some situa-
tions where this is brought to our attention, such as when we are faced
with an optical illusion (like in Figure 1.1). A mere glance at this fig-
ure is sufficient to illustrate the ambiguity faced by our visual system;
our brain can interpret the retinal input from this image as being consis-
tent with both a rabbit and a duck. How is our brain inferring that this
image could both be a duck and a rabbit? An influential historical the-
ory (the theory of unconscious inference) states that rather than relying
purely on sensory information, perception is mediated by unconscious
assumptions, which are learned by experience [1]. The retinal projection
created by the image in the figure is equally compatible with it being
generated by a rabbit or by a duck. Thus when we try to infer which
animal it is, we cannot disambiguate them and thus switch between the
percept of a rabbit and a duck.
This theory of unconscious inference presents a high-level explana-
tion of perception, including optical illusions. However, this leaves out
the question of how exactly this inference is being performed. Interest-
ingly, the historical idea of unconscious inference is intimately related to
more recent and mathematically formalized ideas about the brain per-
forming Bayesian inference (see [2–4]). Bayesian inference is a method
of inference based on Bayes’ theorem [5] which specifies how the con-
ditional probabilities of two events are related (i.e., given one event has
occurred what is the probability of the other event). Mathematically this
is written as:
p(A|B) = p(B|A)p(A)/p(B) (1.1)
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In which p(A|B) is the probability of A given B and is typically re-
ferred to as the posterior, which we are trying to compute. Further,
p(B|A) is the probability of B given A; this is called the likelihood, p(A)
is called the prior probability, or prior for short; this is the probability of
our hypothesis without any further information. Finally, p(B) is called
the marginal likelihood, and serves as a normalization constant. All of
this may seem unrelated to the idea of our brain making inferences based
on sensory information, but if we define A as being the state of the world
and B as our sensory information, then this equation obtains a specific
interpretation. The probability of the world being in state A given our
sensory information B is obtained by multiplying the likelihood of our
sensory information arising from a given world state p(B|A) and the
prior probability of this particular world state p(A). A large variety of
human behavior seems to be in qualitative agreement with this idea of
Bayesian inference, including integration of multiple sensory cues [6, 7],
inferring whether a visual scene has changed [8], estimating the speed
of objects [9, 10], or estimating the passage of time [11, 12].
In order for an observer to perform Bayesian inference, he/she needs
to have a model which relates the state of the world to our sensory sig-
nals and a model of how likely different world states are. Exactly how
our brain obtains the prior and likelihood is unknown, but there is ev-
idence suggesting they are learned from experience [13] based on the
natural statistics of our environment [14, 15].
Each chapter of this thesis contains some form of Bayesian (or ap-
proximately Bayesian) model. Thus it is instructive for the reader to un-
derstand how the brain could infer the state of the world by using Bayes’
rule and how we (as scientists) can test between different models.
1.2 Bayesian inference in the sensory system
To give a more concrete example about Bayesian computations, consider
a hunter trying to estimate the location of an animal in a forest (this ex-
ample also bears a strong resemblance to the research problem of Chap-
ter 4). As the animal moves through the forest, it generates a variety of
cues that indicate its potential location (e.g. flashes of color through the
trees, the sound of twigs under the animal). How could the hunter esti-
mate the position of the animal? For simplicity let us assume the hunter
is going to perform Bayesian inference and has access to a visual cue xv
and an auditory cue xa about the animal’s position. Furthermore, the
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FIGURE 1.1: "Kaninchen und Ente" ("Rabbit and Duck"). An illustrative optical
illusion in which we can perceive both a rabbit and a duck [16].
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hunter assumes that the animal generated both cues, and assumes that
the cues are conditionally independent (one cue provides no information
about the other cue). The hunter should then calculate [7]:
p(s|xa, xv) = p(xa, xv|s)p(s)∫
s p(xa, xv|s)p(s)
(1.2)
where p(s|xa, xv) indicates the posterior probability of a particular
animal’s position s, p(xa, xv|s) represents a model of how the state of the
world maps to our sensory information (termed the likelihood) and p(s)
represents the prior probability of different positions.
Given that the hunter assumed that the animal generated both cues
and that the cues are independent, the equation simplifies to:
p(s|xa, xv) = p(xa|s)p(xv|s)p(s)∫
s p(xa|s)p(xv|s)p(s)
(1.3)
To illustrate the effect of this computation let us assume that p(s),
p(xa|s) and p(xv|s) are all Gaussian probability distributions with means
x0, xa and xv and variances σ20 , σ
2
a and σ2v respectively. The likelihoods
given by the individual cues and the resulting posterior are plotted in
Figure 1.2A. The Gaussian assumption allows us to determine the pos-
terior in closed form (this is rarely possible), which is again Gaussian,
with a mean µpost and variance σ2post:
p(s|xa, xv) = N(µpost, σ2post)
µpost =
x0
σ20
+ xv
σ2v
+ xa
σ2a
1
σ20
+ 1
σ2v
+ 1
σ2a
σ2post =
1
1
σ20
+ 1
σ2v
+ 1
σ2a
(1.4)
As shown, the posterior is obtained by a weighted combination of the
different cues (weighted by the inverse of their variance) and is narrower
than the single distributions of either cue or the prior. This illustrates
that combining cues in a Bayesian way gives a more precise estimate
than just using a single cue. Note, the same solution can be obtained by
finding the weights that provide the estimate with lowest variance (see
Trommershauser et al. [17] and Ghahramani [18]).
In the example above we made the crucial assumption that the
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hunter knows that the auditory and visual cue come from the same ani-
mal. Given that there can be multiple animals in a forest, there could be
wind, or even other hunters, it is possible that one of the cues was gen-
erated by a different source. If the two cues are from different sources,
combining the two cues may give an incorrect estimate. How then
should the hunter deal with the cues given the uncertainty about the
source of the cues? The solution for the problem with two sources has
previously been previously derived [7]. To illustrate it, we first introduce
an additional variable C which indicates whether the cues arose from
one source (C = 1, as shown in Figure 1.2A) or two different sources
(C = 2, as shown in Figure 1.2B). As before the hunter wishes to com-
pute p(s|xa, xv), however, unlike before, it cannot be assumed the cues
always come from the same source, so this additional level of uncer-
tainty must be taken into account. From a Bayesian perspective this is
done by weighting the different possibilities (same source / different
sources) by their respective probability. As a result, the probability of
the animal’s position becomes,
p(s|xa, xv) = ∑
C=1,2
p(s|xa, xv, C)p(C|xa, xv) (1.5)
in which p(s|xa, xv, C) is the posterior conditional on whether the cues
had the same or different sources and p(C|xa, xv) is the posterior prob-
ability that the cues have the same or different sources. An important
note here is that if C = 2 then the underlying position of the animal did
not generate both cues thus s is now two dimensional; one dimension
for the visual position sv and one dimension for the auditory position
sa. For simplicity, we assume our hunter only cares about the audi-
tory position in this case. In order to compute the posterior we need
to calculate p(s|xa, xv, C) and p(C|xa, xv) for both C = 1 and C = 2. We
have previously derived p(s|xa, xv, C = 1) so we only still have to deter-
mine p(s|xa, xv, C = 2) and p(C|xa, xv). As all the specified distributions
are Gaussians, these expressions can all be calculated in closed form [7].
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Specifically, p(sa|xa, xv, C = 2) is:
p(sv|xa, xv, C = 2) = N(µpostC2, σ2postC2)
µpostC2 =
x0
σ20
+ xa
σ2a
1
σ20
+ 1
σ2a
σ2postC2 =
1
1
σ20
+ 1
σ2a
(1.6)
It can be seen that if the hunter infers that the two cues have different
sources, the visual cue should be ignored (see Figure 1.2B). The posterior
on the source (same or different) is obtained by noting that,
p(C|xa, xv) = p(xv, xa|C)p(C)∑C=1,2 p(xv, xa|C)P(C)
(1.7)
in which p(xv, xa|C) indicates the likelihood of the cues coming from the
same or different source and p(C) represents the prior probability of the
cues coming from the same or different sources.
The likelihood is obtained by integrating over the possible positions
of the animal. In the case of C = 1 this means integrating over s, in the
case of C = 2 this means integrating over sv and sa. Doing so yields,
p(xa, xv|C = 1) =
∫
s
p(xv, xa|s)p(s) =
∫
s
p(xv|s)p(xa|s)p(s) (1.8)
p(xa, xv|C = 2) =
∫
sv
p(xv|sv)p(sv)
∫
sa
p(xa|sa)p(sa) (1.9)
These integrals can be computed analytically, which results in the
following expressions:
p(xv, xa|C = 1) = 1
2pi
√
σ2vσ
2
a + σ
2
vσ
2
0 + σ
2
aσ
2
0
exp[−1
2
(xv − xa)2σ20 + (xv − x0)2σ2a + (xa − x0)2σ2v
σ2vσ
2
a + σ
2
vσ
2
0 + σ
2
aσ
2
0
]
(1.10)
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p(xv, xa|C = 2) = 1
2pi
√
(σ2v + σ
2
0 ) + (σ
2
a + σ
2
0 )
exp[−1
2
(
(xv − x0)2
σ2v + σ
2
0
+
(xa − x0)2
σ2a + σ
2
0 )
)]
(1.11)
Although these expressions have some complexity, the crucial element
to note is that the probability of a common source to the cues decreases
as a function of the spatial distance between the cues. That is, if the cues
are close together it is more likely they were generated from the same
cause, whereas if they are far apart it is less likely. This is quite intuitive,
if the hunter perceives a large discrepancy between the auditory and
visual cue it is unlikely they are caused by a single animal. Figure 1.2
illustrates how the unknown source affects the hunter’s estimate. Panel
A shows the posterior when the hunter assumes the cues had the same
source, panel B illustrates the posterior when the hunter assumed differ-
ent sources and panel C shows the hunter who integrates over the two
(the Bayesian observer when C is unknown). As shown, the posterior
when integrating over C is different from either posterior conditional
on C. This illustrates a crucial component of modeling human behavior
with Bayesian models; the solution is highly dependent on the assump-
tions of the observer.
Because the assumptions of an observer are not directly accessible to
an experimenter, it is important for experimenters to make explicit the
assumptions they are using when modeling an observer’s process of in-
ference. It would also be helpful to test as many models as possible in
order to identify which assumptions observers are using when perform-
ing an experimental task.
1.3 Bayesian inference over time
In the previous section I highlighted how a Bayesian observer could in-
tegrate different sensory cues to estimate, for example, the position of
an animal in a forest. However, our previous treatment neglected a cru-
cial component; the influence of time in the estimation process. In daily
life, we rarely observe just a single perceptual event (a single auditory
cue for instance). Typically our sensory systems are exposed to a stream
of sensory information and thus can accumulate information over time.
8 Chapter 1
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FIGURE 1.2: An illustration of sensory cue integration. The colored lines indi-
cate the probability density for the prior (green), the posterior (red) and corre-
sponding auditory (blue) and visual (orange) cues for position estimation of an
animal. Panel A illustrates the posterior and sensory cues when an observer
assumes the source of the cues is the same (C = 1); panel B illustrates the poste-
rior and cues when an observer assumes the cues have different sources (C = 2)
and the observer only cares about the auditory position. Panel C illustrates the
posterior when an observer treats the source as unknown. For this example,
xa = 0 (deg), xv = 5 (deg), x0 = 0 (deg), σa = 2.15 (deg), σv = 2.15 (deg),
σ0 = 12.3 (deg), p(c) = 0.28. Parameters were set based on Kording et al. [7]
(with the exception of σa which was set equal to σv to facilitate visualization of
the different models).
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This accumulation has been shown for a variety of different tasks and
domains such as audio-visual cue integration [19] and perception of vi-
sual motion [20].
Within this thesis, two chapters (2 and 5) describe tasks which re-
quire observers to estimate the position and velocity of an object over
time. As such it is useful to understand how a Bayesian observer can
estimate the changing state of the world over time. To illustrate such
dynamic estimation, consider a temporal version of the above discussed
audio-visual cue integration example. In this task, an observer obtains a
series of auditory and visual cues from a possibly moving animal rather
than just a single observation of each cue. As before, the solution to this
problem depends on the assumptions of the observer. For simplicity we
will assume that the observer believes the position of the animal evolves
according to a linear Gaussian system of the form:
St = ASt−1 +ωt (1.12)
Here St represents the state at time t, A represents the state transition
matrix which maps from the state at one time step to the state at the
next step, and ωt is normally distributed noise ∼ N(0, Qx) representing
stochastic fluctuations in states inherent to the underlying system (al-
though see Chapter 5 for an alternative in which Qx could be treated as
noise added during the prediction process).
An observer receives an observation, Yt, of the true state at each time
step according to :
Yt = HSt + ψt (1.13)
in which H is an observation matrix which maps from states to sensory
measurements and ψt is normally distributed noise ψt ∼ N(0, R) which
represents the noise added to the sensory measurements.
A useful property of this notation is that we can represent the as-
sumptions that the cues come from a single source or different sources
within the same framework [21]. To do this, we first define the vector of
states as St = [sa, sv]T, where sv and sa represent the visual and auditory
states respectively. Now by simply changing the definition of H we can
represent both the common source and different source models. For the
common source we define H as: [
1 0
1 0
]
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This indicates that the observer assumes that both sensory observa-
tions come from a single state sa. In the case of separate sources. H is:[
1 0
0 1
]
This matrix represents that each sensory observation comes from a
different source, one for audition and one for vision. Thus, if we can
derive an inference solution which differs only in terms of H, then it is
applicable to both assumptions. As before the observer wishes to infer
the position of the object, but unlike before, the observer has an entire se-
quence of observations Y1:t from which to estimate the position, thus an
observer wishes to calculate p(St|Y1:t). Given our assumption of mea-
surement independence and the Markovian property of 1.12 (the next
state is only dependent on the previous state and no others), we can
write the posterior as:
p(St|Y1:t) = p(Yt|St)p(St|Y1:t−1)p(Yt|Y1:t−1) (1.14)
In this equation, p(Yt|St) represents the measurement likelihood and
p(St|Y1:t−1) represents the predictive distribution (e.g. how likely is this
state to be next given previous measurements; in other words a prior on
the next state). Thus, the posterior is now a combination of our measure-
ment likelihood and a prediction. In order to evaluate this expression,
we must first define p(Yt|St) and p(St|Y1:t−1). Fortunately, p(Yt|S1:t) is
straightforwardly obtained from 1.13 and p(St|Y1:t−1) is obtained by not-
ing that
p(St|Y1:t−1) =
∫
St−1
p(St|St−1)p(St−1|Y1:t−1) (1.15)
which, under the assumption that p(St−1|Y1:t−1) is Gaussian with a mean
of Sˆt−1 and variance of Pt−1, becomes,
p(St|Y1:t−1) = N(Sˆt|t−1, Pt|t−1) (1.16)
Pt|t−1 = APt−1AT + Qx (1.17)
Sˆt|t−1 = ASˆt−1 (1.18)
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We can now evaluate the posterior (see Appendix D for a more detailed
derivation), which is a Gaussian:
p(St|Y1:t) = N(Sˆt, Pt) (1.19)
in which the mean Sˆt and covariance Pt are defined as as:
Sˆt = Sˆt|t−1 + Kt(Yt − HSˆt|t−1) (1.20)
Pt = (I − KtH)Pt|t−1 (1.21)
Kt = Pt|t−1HT(HPt|t−1HT + R)−1 (1.22)
As shown, the mean of the posterior is a weighted average of the
prediction (Sˆt|t−1) and sensory information (Yt). Note, Kt also incorpo-
rates the integration of the different auditory and visual measurements
through H. Importantly, this weighting depends on the relative vari-
ances of the prediction and sensory information; as R increases Kt de-
creases, indicating that the more uncertain (i.e., less precise) the sensory
information, the less weight it has on the estimate. This is an important
property, which will be exploited in Chapter 5.
An important point is that the posterior above is mathematically
equivalent to the mean and covariance calculated using a common es-
timation method; the Kalman filter [22]. This equivalency is not general,
it only applies when using a linear Gaussian system in the absence of
state dependent uncertainty (e.g. Rt depends on the value of St).
The solution derived above can be applied to an observer who be-
lieves the sensory observations have the same or different sources sim-
ply by changing the H matrix. However, what if, as before, the observer
is uncertain about the underlying number of sources? The optimal solu-
tion in this case (as before) is to integrate over the different possibilities
(one source or two sources). To express this mathematically, we first de-
note the H matrix for the common source case as HC1 and the H matrix
in the case of different sources as HC2 . Using the previous equations, we
can compute the posterior distribution of St conditionally on the differ-
ent assumptions, which we denote as p(St|Y1:t, HC1) and p(St|Y1:t, HC2),
respectively. The posterior averaged over the different H matrices is as
follows:
p(St|Y1:t) = ∑
C=1,2
p(St|Y1:t, HC)p(HC|Y1:t) (1.23)
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in which p(HC|Y1:t) is the posterior of a particular model. The posterior
over the different H matrices can then be obtained by,
p(HC|Y1:t) = p(Y1:t|HC)p(HC)∑C=1,2 p(Y1:t|HC)p(HC)
(1.24)
in which p(Y1:t|HC) can be written as [23]:
p(Y1:t|HC) =
t
∏
k=1
p(Yk|Y1:k−1, HC) (1.25)
=
t
∏
k=1
∫
Sk
p(Yk|Sk, HC)p(Sk|Y1:k−1, HC) (1.26)
=
t
∏
k=1
N(HCSˆk|k−1, HCPk|k−1HTC + R) (1.27)
This expression can be computed recursively at each time step, pre-
venting the need for an observer to recall all previous observations.
Figure 1.3 shows an example simulation of an observer estimating
the position of an object given a sequence of visual (sv) and auditory (sa)
observations. The top left panel shows the evolution of an observer’s
estimate depending on the belief the observations have the same source
(red line), different sources (blue line) or integrating over the different
models (green line). It can be seen that, over time, all the estimates de-
viate from the initial prior (centered on 0) converging towards station-
ary estimates. The HC1 model converges toward the average of the two
sensory observations (due to averaging the two observations), the HC2
model converges toward the sv observation and the model which inte-
grates over the two converges to the estimate of the HC2 model. The
reason for this convergence towards the HC2 model is illustrated in the
top right panel, which shows the posterior probability of model HC1 over
time. As shown, information is accumulated over time and p(HC1|Y1:t)
converges towards zero (due to the consistent offset between the obser-
vations). This causes an observer’s estimate to converge towards the
estimate of the HC2 model. The lower panels illustrate the probability
density of the prediction and posterior (according to model HC2) for two
separate time points, showing that early in time the posterior is clearly
a combination of the prediction and the sensory observation with the
mean shifting over time. This influence is much harder to see later in
time, with the primary change being in the variance. Note, in a realistic
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FIGURE 1.3: An example simulation of an observer with different assumptions
estimating the position of an object. The top left panel shows the value of the
underlying observations sv and sa over time as well as the position estimate ac-
cording to the common source model (red line), the separate source model (blue
line), and the model which integrates over both (green line). The top right panel
shows the posterior probability of HC1 over time. The bottom left panel shows
the probability density of the prediction (gray line), the probability density of
the posterior (blue line) and the sensory observation (dashed light blue line) for
an early time step. The bottom right panel shows the same information for a
later time step. For the simulation relevant matrices were set to A = diag(1, 1),
R = diag(1.15, 1.15) (deg2), Qx = diag(0.15, 0.15) (deg2). The initial state esti-
mate was set to [0, 0]T (deg), and the initial covariance was set to Qx. The prior
for HC1 was set to 0.5.
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scenario, the observations sv and sa would be corrupted by noise such
that the estimate would not converge towards a fixed value (although,
the posterior variance and therefore Kalman gain do), but it is possible
to derive analytically the corresponding distribution of estimates (see
Chapter 5).
1.4 Observers estimate distributions
The previous sections illustrate how an observer can estimate the state of
the world using Bayesian inference. I illustrated that an observer’s infer-
ence about the world depends on the assumed prior, likelihood, sensory
measurements and underlying model. This introduces significant diffi-
culties for the analysis of experimental data. Ideally, a scientist wishes
to use an experiment to infer the model an observer is using (e.g. by
comparing different assumed priors and likelihoods). However, the esti-
mate an observer gave during the experiment is a function of the sensory
measurements received. The received measurements, are of course, un-
observable to an experimenter. How can an experimenter then compare
between different models?
One method to overcome this problem is to note that what an exper-
imenter wishes to compute is the likelihood of a subject’s data given a
particular model and parameter set. This can be written as,
p(Sˆ|S, m, θ) =
∫
x
p(Sˆ|m, x, θ)p(x|S, θ) (1.28)
in which Sˆ is the data set of a subject’s estimates, m is the model the
subject is using, x are the perceived sensory measurements and θ is the
parameter set of the subject (e.g. the individual sensory noise levels). To
illustrate this further, consider an experimental version of our example
in section 1.2 in which an observer receives an auditory measurement xa
and a visual measurement xv from some true auditory and visual state S,
and estimates the underlying state (e.g., by pointing to where he or she
believes the stimulus is). The observer’s posterior of S is conditional on
the perceived measurements, the assumption of the causal structure (see
1.4 and 1.6) and the particular sensory noises. If an experimenter wished
to determine what assumption the observer was using when estimating
the state, then Equation 1.28 needs to be computed for all possible mod-
els.
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An astute reader may notice another complication; how to get from
a posterior (e.g. Equations 1.4 and 1.6) to the estimate distribution
p(Sˆ|m, x, θ). Models typically assume the subject uses the mean [7] or
MAP [24] of the posterior as an estimate. However, there is a more
formal way of specifying how to obtain an estimate from a posterior,
namely by using Bayesian decision theory.
Bayesian decision theory specifies that an observer should select an
estimate that minimizes the expected cost. Here, this could be written
as:
Sˆ = arg min
Sˆ
∫
S
p(S|x)L(Sˆ, S) (1.29)
in which p(S|x) is the posterior over S and L(Sˆ, S) is the loss incurred
by selecting an estimate when the true state is S. This equation can be
interpreted as stating that the optimal action is the one with the low-
est average cost. In general, any loss function could be used but typi-
cally ones which provide closed form solutions for Sˆ are used (although
see Acerbi et al. [12] for an analysis of variety of loss functions, some of
which do not possess closed form solutions). For instance the mean of
the posterior corresponds to the optimal action for a quadratic loss func-
tion L(Sˆ, S) = (Sˆ − S)2, the median of the posterior corresponds to an
absolute loss function L(Sˆ, S) = |Sˆ− S| and the mode corresponds to a
zero-one loss function [25]:
L(Sˆ, S) =
{
1 if Sˆ = S
0 otherwise
We now have all the necessary ingredients to derive an estimate distri-
bution given a particular model. As an illustration we will consider the
different response distributions which arise when comparing the three
different models (same source, different source, averaging over both)
discussed in section 1.2. For simplicity, we will assume the observer
uses a quadratic loss function, which means that the optimal estimate
is the mean of the posterior. In the case of the same source model, the
optimal estimate is the mean defined in 1.4, in the case of the different
source model it is the mean defined in 1.6, and for the causal inference
model it is a weighted average of the mean for the other two models:∫
s
sp(s|xa, xv) = ∑
C=1,2
p(C|xa, xv)
∫
s
sp(s|xa, xv, C) (1.30)
16 Chapter 1
We now need to determine p(Sˆ|m, x, θ). For simplicity let’s assume
that an observer is capable of providing an exact estimate to the exper-
imenter (for instance, we are neglecting motor noise). This entails that
p(Sˆ|m, x, θ) is a delta function,
p(Sˆ|m, x, θ) = δ(Sˆ− µ(m, θ)) (1.31)
in which µ(m, θ) represents the mean of the posterior for the different
models and parameter settings. We can now obtain the response distri-
bution by evaluating 1.28. For the same source model this can be done
analytically, yielding the following response distribution:
p(Sˆ|S, m = C1, θ) = N(
x0
σ20
+ Sv
σ2v
+ Sa
σ2a
1
σ20
+ 1
σ2v
+ 1
σ2a
,
1
σ2v
+ 1
σ2a
( 1
σ2v
+ 1
σ2a
+ 1
σ20
)2
). (1.32)
This can also be done analytically for the different source model
yielding,
p(Sˆ|S, m = C2, θ) = N(
x0
σ20
+ Sv
σ2v
1
σ20
+ 1
σ2v
,
1
σ2v
( 1
σ2v
+ 1
σ20
)2
) (1.33)
Unfortunately, for the model which treats C as unknown there is no
closed form solution so it must be obtained numerically. This can be
done by numerical integration [26] or Monte Carlo sampling [7]. An ex-
ample plot of the different distributions can be seen in Figure 1.4. This
figure shows that despite the observer being presented the same under-
lying stimuli, the models make very different predictions about the es-
timates the observer would produce. This also indicates that we may
be able to design experiments that allow us to determine which of the
possible assumptions or models is being used by a particular subject.
1.5 Model comparison
The previous section provides the mechanism for an experimenter to de-
rive the response distribution of an observer conditional on a particular
model and parameter set. Typically an experimenter is not merely in-
terested in the response distribution that could be produced (with the
exception of forward model simulations), but rather in comparing dif-
ferent models based on an experimental data set.
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FIGURE 1.4: An example illustration of estimate distributions predicted by dif-
ferent models. The colored lines indicate the estimate likelihood for the C un-
known model (green), for the C = 1 model (orange) and the C = 2 model
(blue). For this example, Sa = 0, Sv = 5, x0 = 0, σa = 9.15, σv = 2, 15, σ0 = 12.3,
p(c) = 0.28. Parameters were set based on Kording et al. [7].
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In general, there are multiple ways to compare models (see Gelman
et al. [27]), but one of the most straightforward ways is to derive the
posterior probability of a particular model. This can be done by noting
that the posterior probability of a particular model m, given a particular
set of presented stimuli S and a given set of responses Sˆ, can be written
as:
p(m|Sˆ, S) = p(Sˆ|S, m)p(m)
∑m p(Sˆ|S, m)p(m)
(1.34)
with:
p(Sˆ|S, m) =
∫
θ
p(Sˆ|S, θ, m)p(θ|m) (1.35)
in which p(m|Sˆ, S) is the posterior probability of a particular model,
p(Sˆ|S, m) is the marginal likelihood, and p(m) is the prior over mod-
els. There are two important components to notice from this equation.
Firstly, the ability to dissociate models not only depends on the data but
also on the exact stimuli set used. This means that we need an exper-
iment with the appropriate stimuli in order to dissociate models. Sec-
ondly, in order to compute the posterior probability of a model it is nec-
essary to integrate over the parameter space of each model. For some
models this integration can be computed analytically and if the number
of model parameters is small enough (see Chapter 3) then numerical in-
tegration can be used, but if the models possess too many parameters,
we may need to analytically approximate the posterior probability. One
of the most common approximations (see Chapter 4 for an example) is
the BIC [28], which is defined as,
BIC = ln(n)k− 2 ln(Lˆ) (1.36)
Here, BIC stands for Bayesian information criterion, n is the number
of data points, k is the number of parameters and Lˆ is the maximized
value of the likelihood (e.g., the value of Eq 1.28 after finding the pa-
rameter values which maximize it). This approximation is convenient as
it only requires the likelihood at the parameter set which maximizes it,
which can usually be obtained by an optimization algorithm, rather than
requiring integration over all the parameter space, which is much more
difficult. However, as with all approximations, it is important to keep in
mind that depending on the problem at hand the approximation can be
reasonable or poor.
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These complexities could be taken to suggest that model comparison
is too difficult and instead a qualitative method may be more appropri-
ate. However, it is possible to test whether the approximation used and
the stimuli set are appropriate via a simulation analysis. Specifically, by
generating synthetic data using Eq 1.28 for different models and then
performing model comparison we can estimate how identifiable differ-
ent models are. For instance, to test if the different models discussed
in section 1.2 are recoverable given a particular comparison metric (e.g.
BIC) and stimulus set, we could generate a number of data sets for each
model (ideally with different parameter sets), and then compute the BIC
for each model applied to the synthetic data. If the metric and stimuli
are adequate we should observe that the BIC analysis supports the gen-
erative model in most cases. This type of analysis is integral to compar-
ing different computational models as it ensures that any conclusions
reached are at least robust to the comparison metric and stimulus set
used. As a concrete example, recent work has used a simulation anal-
ysis to show that computational models of working memory cannot be
compared using summary statistics (i.e. based on means and variances
of the data) but instead a comparison based on raw data (e.g. a BIC type
metric) is needed [29]. We also make extensive use of this type of simu-
lation in Chapters 3, 4 and 5 to ensure models and their corresponding
parameters can be well inferred from our experimental paradigms.
1.6 Outline of the thesis
In this thesis, we developed and tested a number of statistical models
for a variety of tasks, including how people track objects, how people
combine sensory information across self-motion, and how the number
of items affects our ability to generate predictions as well as encode vi-
sual information in motion and position perception. We also developed
and tested a novel algorithm for designing experiments to test between
different models in an optimal manner.
In Chapter 2 we examined the effect that depth information has on
people’s ability to track multiple objects. We measured observers’ abil-
ity to track multiple targets with and without depth information over a
variety of object speeds and distances between objects. The experimen-
tal data indicated that depth information improves observers’ ability to
20 Chapter 1
track objects. We then formulated different Kalman filter based mod-
els, similar to those discussed in section 1.3, to explore whether depth
information should be beneficial and the role it plays in object tracking.
In Chapter 3 we extended the model comparison approach discussed
in section 1.5 from using a pre-determined stimulus set to an approach
which selects stimuli in order to dissociate computational models. This
was done by designing an algorithm to select stimuli on a trial-to-trial
basis such that the most information is gained about which model un-
derlies the subject’s data. We subsequently tested the algorithm using
simulations (similar to those discussed in section 1.5) and in human ob-
servers. We applied our algorithm to two separate problems, one of com-
paring different models of sensory noise (how the noise in our sensory
system relates to the stimuli) and one of comparing different models of
target selection preference during self-motion.
In Chapter 4 we investigated how observers combine information
about the position of an object before and after self-motion. Using quan-
titative model comparison we compared a variety of models inspired
by the different models discussed in section 1.2. Specifically, we tested
a model in which an observer believes the object did not move dur-
ing the motion (similar to the C1 model), a model in which the object
was assumed to have moved (analogous to the C2 model) and a model
in which the observer integrates over both possibilities (similar to the
C unknown model). To do this we derived the response distribution
for each model (using the approach discussed in section 1.4) and deter-
mined which model best fits the subjects data (see 1.5). We also validated
the model comparison using the simulation based analysis mentioned in
section 1.5.
In Chapter 5 we explored whether estimating the state of multiple
objects affects the uncertainty of observers’ sensory information and the
uncertainty of observers’ prediction in position and motion perception.
We first derived a mathematical model of how observers should com-
bine noisy sensory information with noisy predictions (similar to the
Kalman filter models illustrated in section 1.3). We subsequently de-
rived the qualitative predictions of this model for the case when the un-
certainty of both sensory information and prediction increases with the
number of items, the case when only sensory uncertainty increases, and
the case when only predictive uncertainty increases. We then test these
predictions in human observers using a motion and position perception
task with multiple items. Finally, we fitted the computational model to
the subject data (by using the response distribution method illustrated in
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section 1.4). We also tested how well the parameters of this model can be
recovered using a simulation-based analysis similar to that mentioned in
section 1.5.
Finally, in Chapter 6, a summary and discussion of the limitations
and implications of my thesis research as well as some suggestions for
future research is provided.
22
Chapter 2
Effect of depth information on
multiple-object-tracking in
three dimensions: A
probabilistic perspective
Adapted from:
Cooke, J. R., ter Horst, A. C., van Beers, R. J., & Medendorp, W. P. (2017).
Effect of depth information on multiple-object tracking in three dimen-
sions: A probabilistic perspective. PLOS Computational Biology, 13(7),
e1005554.
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Abstract
Many daily situations require us to track multiple objects and people.
This ability has traditionally been investigated in observers tracking ob-
jects in a plane. This simplification of reality does not address how ob-
servers track objects when targets move in three dimensions. Here, we
study how observers track multiple objects in 2D and 3D while manipu-
lating the average speed of the objects and the average distance between
them. We show that performance declines as speed increases and dis-
tance decreases and that overall tracking accuracy is always higher in
3D than in 2D. The effects of distance and dimensionality interact to pro-
duce a more than additive improvement in performance during tracking
in 3D compared to 2D. We propose an ideal observer model that uses the
object dynamics and noisy observations to track the objects. This model
provides a good fit to the data and explains the key findings of our ex-
periment as originating from improved inference of object identity by
adding the depth dimension.
Author summary
Many daily life situations require us to track objects that are in mo-
tion. In the laboratory, this multiple object tracking problem is classically
studied with objects moving on a two-dimensional screen, but in the real
world objects typically move in three dimensions. Here we show that,
despite the complexity of seeing in depth, observers track multiple ob-
jects better when they move in 3D than 2D. A probabilistic inference
model explains this by showing that the association of noisy visual sig-
nals to the objects that caused them is less ambiguous when depth cues
are available. This highlights the role that depth cues play in our every-
day ability to track objects.
2.1 Introduction
Throughout daily life we need to monitor and track our surroundings,
avoiding collisions while walking, cycling or driving. This ability is
based on estimating our self-motion and the motion of objects around
us using visual cues such as retinal motion, binocular disparity, rela-
tive size and motion parallax. A complexity arises because these cues
are noisy and often ambiguous; for example, both a moving object and
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an eye movement create retinal motion. To form inferences about how
objects move in the world around us, the brain must therefore disam-
biguate cues and integrate noisy information. Here, we focus on the
complexities involved in tracking with multiple moving objects.
Within the laboratory, our ability to track moving objects is typically
investigated using a multiple object tracking (MOT) paradigm, in which
a subject tracks a subset of targets out of a larger number of objects as
they move on a 2D screen. These experiments have a long history show-
ing that many factors influence our tracking capability. Tracking accu-
racy appears to decline with increasing object speed [30], number of ob-
jects [31] and the relative closeness of objects [32], but can be increased
by simply coloring objects differently [33] or altering object shapes [34].
Although these findings may seem disparate, Vul et al. [35] have re-
cently provided a normative explanation. The authors view multiple
object tracking as a data association or correspondence problem, refer-
ring to a problem that broadly needs to be solved in cognitive behaviors,
such as in the matching of binocular images for stereovision or to pre-
vent multiple items to be swapped when stored in memory [36, 37].
Vul and colleagues modeled object tracking by devising an ideal ob-
server model in which the uncertainty of position and velocity signals
affects how well these signals can be associated to the objects that caused
them. In the model, the position uncertainty increases with number of
tracked objects, similar to other suggestions [38]. As a result of this un-
certainty, noisy position measurements cannot distinguish between ob-
jects if these are close together. The model, however, also uses velocity
signals to distinguish between objects, which is especially useful when
they are close. However, as objects move faster, the velocity measures
will become more uncertain, so that at high velocities, the ability to dis-
tinguish between objects will decline and the predictions about their fu-
ture position will deteriorate. This causes performance to decline as ob-
jects move closer together and as they move faster.
While multiple object tracking studies generally focus on objects
moving in the two-dimensional frontoparallel plane, this is an atypi-
cally simple, special case. In real life, objects move continuously in all
three dimensions [39–43]. If multiple object tracking reflects an associ-
ation problem, then adding depth information may promote tracking.
More specifically, two objects that move closely together from a two-
dimensional frontoparallel perspective but far apart in depth, may still
be correctly associated using depth cues. Indeed, Rehman et al. [44] al-
ready reported that tracking performance improves when the moving
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objects are separated by moving in different depth planes. But, again,
during realistic 3D object motion objects are not restricted to moving
only in different depth planes. How is tracking performance affected
when realistic depth cues and continuous motion in depth are present?
Thus far, only few studies have performed a direct comparison be-
tween object tracking in 2D and 3D. Both Liu et al. [45] and Vidakovic
& Zdravkovic [46] added monocular pictorial depth cues to the scene,
but found no significant improvement in object tracking, suggesting that
such cues are not precise enough to help solve the correspondence prob-
lem. Of course, this cannot be generalized to all depth cues. For exam-
ple, binocular disparity is the main binocular cue for depth, and known
to be more reliable than pictorial cues [47].
In this study, we investigated how tracking performance changes
when objects move in continuous 3D space (displayed using both
monocular and binocular cues) compared to moving in a single depth
plane. To assess the role of depth information, we manipulated the av-
erage speed and average distance between the objects in all dimensions.
Following Vul et al. [35], we constructed four versions of an ideal ob-
server model to test how position and velocity information could be in-
corporated into multiple object tracking in 3D.
2.2 Methods
2.2.1 Data Availability
Data are available from the Donders Institute for Brain, Cognition and
Behaviour repository at http://hdl.handle.net/11633/di.dcc.DSC_
2017.00054_259.
2.2.2 Participants
Ten healthy naïve subjects (8 female), aged 18-30 years, participated in
this study. All subjects had normal or corrected to normal vision, in-
cluding normal stereovision (tested using the Randot Stereo test (Stereo
Optical Inc., Chicago, USA)) and no known history of neurological or
visual disorders. Informed written consent was obtained from all sub-
jects prior to the experiment and the experiment was approved by the
Ethics Committee of the Faculty of Social Sciences. One subject failed
to comply with the task instructions, and was removed from the subject
pool.
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2.2.3 Apparatus
Visual stimuli were projected using two digital stereo DLP R©-rear projec-
tion cubes (EC-3D-67-SXT+ -CP, Eyevis GmbH, Reutlingen, Germany)
on a 2.83 X 1.05 m (width X height) surface with a resolution of 2800
by 1050 pixels. Subjects were seated 1.75 m in front of the center of the
screen, which thus subtended 77.9◦ X 33.4◦ of visual angle. Vertical re-
traces of the images were synchronized using an Nvidea Quadro K5000
graphics card. The visual display was updated at 60 Hz. Stereoscopic
images were generated using channel separation, based on interference
filter technology (INFITEC GmbH, Ulm, Germany), projecting images
for the left and right eye using different wavelengths. Subjects wore a
pair of glasses with selective interference filters for each eye and used a
chin rest for stabilization.
2.2.4 Stimuli
Visual stimuli (referred to as objects from now on) consisted of spheres
shaded to appear 3D. The shading was constant across objects and
depth, which prevented it being used to discriminate different objects.
The objects subtended 0.5◦ visual angle at screen depth and were ren-
dered in a virtual space of 3.00 m wide, 2.00 m high, and 1.75 m deep
(0.875 m in front and 0.875 m behind the screen) using their 3D position.
The visual scene also contained a stationary yellow fixation cross of 0.2◦
visual angle at screen depth straight ahead of the observer. Objects were
rendered in OpenGL using a realistic perspective transformation, thus
providing multiple depth cues such as relative size, motion parallax and
binocular disparity.
During each trial the position of the objects was updated according
to a modified Ornstein-Uhlenbeck process, as used by Vul et al. [35]. Ob-
jects moved according to Brownian motion while being attached to a
virtual spring situated at zero (where zero is the center of the display):
xt = xt−1 + vt (2.1)
vt = λvt−1 − kxt−1 + wt
wt ∼ N(0, σ2w)
(2.2)
in which xt, vt, wt are the position, velocity and random acceleration
of the object at time step t, respectively. k is a spring constant which was
varied to generate desired dynamics and λ is a damping term which
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was fixed to 0.9. These dynamics cause the objects’ position and veloc-
ity to evolve stochastically but allow their variances to be expressed in
closed form. This enabled us to systematically manipulate how close
the objects were to each other on average, and how fast they moved on
average. Specifically, we calculated the spring constant k and the accel-
eration variance σ2w, to produce a desired σx: the standard deviation in
object position and σv: the standard deviation of their velocity. This was
done by assuming that these variances do not change across time steps.
The stationary standard deviations of position and velocity of an object
are as follows:
σx =
√
(1+ λ)σ2w
k(λ− 1)(k− 2λ− 2) (2.3)
σv =
√
2σ2w
(λ− 1)(k− 2λ− 2) (2.4)
These equations can be rearranged to calculate the spring constant
and acceleration variance required to produce a desired σv and σx.
σ2w =
(λ2 − 1)σ2v (σ2v − 4σ2x)
4σ2x
(2.5)
k =
(1+ λ)σ2v
2σ2x
(2.6)
We used the same dynamics but independent noise for each dimen-
sion of object motion. For the frontoparallel plane these calculations
were performed in visual angle and then converted into meters for dis-
play. The same value in meters was used for the depth dimension.
2.2.5 Procedure
The subject had to track three out of six moving objects (see Fig 1). Each
trial began with the presentation of six stationary objects for 1.5 s. Three
of these objects were white and the ones that had to be tracked were
cued red. Next, all objects turned white and began to move according to
the dynamics described above. The subject had to track the cued objects
for 5 s after which all objects stopped moving and one was randomly
turned red. The subject had to indicate if this was one of the originally
cued objects, using a button press. Then the next trial began.
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FIGURE 2.1: Schematic representation of multiple object tracking task. (a) Mul-
tiple object tracking. Subjects tracked three indicated objects before responding
whether or not a probed object was a target. (b) Example trajectories of four ob-
jects through virtual space. Dashed lines indicate object trajectories over 1.5s,
disks indicate trajectory start and the grey plane indicates the screen. The blue
and red lines represent part of the 2D and 3D trajectories, respectively. Trajec-
tories were taken from trials with σx = 4◦ and σv= 0.2◦ per frame.
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The initial positions and velocities of the objects were randomly sam-
pled using the position and velocity standard deviation for that trial, i.e.,
σx and σv, respectively (see Table 2.1). Furthermore, objects moved ei-
ther in 2D (frontoparallel plane) or in 3D. Each subject was tested in 60
conditions, split into 6 sessions of 45 minutes, the order of which was
counterbalanced across subjects. In each session, we fixed the value of
σx to reduce performance effects caused by estimation of the movement
dynamics. Within each session, σv was randomly selected on each trial
from a set of fixed values (see Table 2.1) and 30 trials were performed for
each value. Prior to each session, subjects performed 15 practice trials,
leading to a total of 1890 trials (6 sessions * 10 parameter values * 30 trials
+ 6 practice blocks *15 trials).
Exp σx(◦) σv(◦/frame) Dim
1 2 0.005, 0.02, 0.035, 0.05, 0.065, 0.08, 0.1, 0.12, 0.156, 0.2 2D
2 3 0.005, 0.0267, 0.0483, 0.07, 0.0917, 0.1133, 0.135, 0.1567, 0.1783, 0.2 2D
3 4 0.005, 0.0267, 0.0483, 0.07, 0.0917, 0.1133, 0.135, 0.1567, 0.1783, 0.2 2D
4 2 0.005, 0.02, 0.035, 0.05, 0.065, 0.08, 0.1, 0.12, 0.156, 0.2 3D
5 3 0.005, 0.0267, 0.0483, 0.07, 0.0917, 0.1133, 0.135, 0.1567, 0.1783, 0.2 3D
6 4 0.005, 0.0267, 0.0483, 0.07, 0.0917, 0.1133, 0.135, 0.1567, 0.1783, 0.2 3D
TABLE 2.1: Experimental sessions with σx, σv, and depth conditions.
2.2.6 Analysis
Data were analyzed using Matlab 2014b (The MathWorks, Natick, MA,
USA). To assess how tracking accuracy changed as a function of σv, we
fit a psychometric curve to the proportion of correct responses for each
session. Because of asymmetry in the data we used a cumulative Weibull
distribution:
p = g + (1− g− γ) ∗ (1− e−( 1aσv )β) (2.7)
in which p is the proportion of correct responses, g is the guess rate, γ
is the lapse rate, σv is the velocity standard deviation of the trial, a is
the scale parameter and β is the shape parameter. Because a Weibull
distribution requires β > 0, we used 1σv as the stimulus because this co-
varies positively with performance.
We fit the parameters of the psychometric function to the data of each
subject and session separately, allowing the scale, shape, and lapse rate
to change across sessions and subjects. Fitting was performed using a
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maximum likelihood approach by computing the probability of each re-
sponse given the parameter values and finding the parameter values that
maximized this probability. Furthermore, γ was constrained between 0
and 0.2 and g was fixed to 0.5 in the fitting procedure.
To measure the effect of distance and depth cues we compared the
fitted psychometric curves by inverting the Weibull function to identify
the velocity standard deviation σv value that would yield a particular
correct response probability.
σv =
1
a ∗ log( γ+g−1γ+p−1
1
β
(2.8)
For our comparisons, we used the 0.75 proportion correct as criterion
level of performance. These values were submitted to a within-subject
analysis of variance (ANOVA) to assess the influence of spatial extent
(three levels: σx= 2, 3, and 4◦) and dimensionality (two levels: 2D and
3D).
2.2.7 Model
Vul et al. [35] described and used a Bayesian tracking solution for multi-
ple object tracking in 2D. Here we used and expanded this modeling ap-
proach to account for object tracking in 3D, in which depth information
is added to the model and used to resolve uncertain data associations.
In the model, we assume the observer represents the objects by their po-
sition and velocity in 3D, that is a position and velocity state for x, y and
z (i.e., depth) dimensions (see Fig 2.1). We used meters and meters per
frame for the position and velocity units, respectively.
Given the linear Gaussian dynamics of the objects and noisy observa-
tions, we estimated the state of each object using a Kalman filter. This is
an approximation since the Kalman filter is a suboptimal estimator when
the noise in the measurements is state dependent (see below). However,
the difference between the distributions is small and this approximation
allows us to maintain analytical tractability.
The Kalman filter incorporates two sources of noise, process noise,
which is part of the object dynamics, and measurement noise, which
arises in the observer during observation of the stimuli. The variance of
the process noise is given by σ2w (see Eq. 2.5). The measurement noise
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is specified by the sensory noise of position and velocity in each dimen-
sion. It is assumed that position noise in the frontoparallel plane (x and
y axis) increases with eccentricity [48].
σpx = c(1+ 14|px|) (2.9)
σpy = c(1+ 14|py|) (2.10)
in which c is a free scaling parameter and px and py are the x and y posi-
tion of the object in meters relative to the fixation point. The depth noise
follows from stereoscopic uncertainty, which is known to modulate as a
function of retinal eccentricity [49] and distance from fixation in depth
[50]. We converted the scaling factors found in these studies into meters
yielding:
σpz = d(1+ 14
√
p2y + p2x)(1+ 1.5|pz|) (2.11)
where d is a free scaling parameter for our stimuli and pz is the position
along the depth axis (z axis) with zero at the fixation point, which is at
the center of the screen.
For modeling the velocity noise in the frontoparallel plane (x and y
axis), we used Weber scaling [51].
σvx = 0.05|vx| (2.12)
σvy = 0.05|vy| (2.13)
Finally, the model takes the noise in the stereomotion signals into ac-
count. Based on Cumming [52] we assume a linear relationship between
stereoacuity and stereomotion thresholds, with a slope of about 1.66. As
a result, the standard deviation of velocity noise in the depth direction
was taken as.
σvz = σpz 1.66 (2.14)
Given the above measurement equations and the dynamics de-
scribed in the stimuli section, we used the Kalman filter to estimate
the state of a single object (see Appendix A). Because multiple objects
must be tracked, there is an additional complexity for the model, i.e.
which measurement to use to update the state of which object? The ex-
act Bayesian solution to this problem is to estimate the state of each ob-
ject given every measurement and then to sum the state estimates based
on how likely this assignment is. This is computationally demanding
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given that the six objects in our task yield 720 possible permutations of
assignments at each time step.
In the model, this is resolved by selecting the assignments based on
their probability [35]. Using the Kalman filter approach, the probability
that a perceptual measurement originated from a particular object can
be computed in closed form, which indicates how likely each permuta-
tion of assignments is. The model selects the three assignments with the
highest probability and computes the state estimate based on them [53,
54]. See Appendix A for full description of the tracking algorithm.
The model uses three data assignment vectors at each time step, fol-
lowing previous sample based models [24, 55, 56]. The model simulated
1000 trials for each of the conditions subjects underwent. Each trial con-
sisted of three main phases. First, the model was provided stationary
objects to initialize the state estimates without velocity information. Sec-
ondly, the model tracked the moving objects for the same duration as
the human observers using noisy perceptual measurements of the true
states. Finally, we drew a sample from the final state of one object (the
probe), and corrupted it with additive measurement noise according to
the above equations and computed the probability of this belonging to
the estimates of each object. The model responded the probe was from
a target if the sum of the target probabilities exceeded that of the non-
targets. A schematic illustration of the model can be seen in Fig 2.2.
2.2.8 Model versions
The model tracks the objects based on the perceptual signals it has avail-
able. Because there is no consensus in how velocity information is incor-
porated into object tracking [35, 57, 58], we considered four variants of
our model.
First, we tested the full extrapolation model (FE model). This is the
most complete version of the model, as described above, predicting the
objects future positions using the process dynamics that generated the
object trajectories (see Stimuli). Hence, this model represents an ob-
server who knows, according to the dynamics, how the objects move,
thereby combining extrapolation and noisy perceptual measurements.
Second, we considered two models without the velocity-based ex-
trapolation step (NE models). These versions of the model represent an
observer who perceives velocity and uses it to dissociate assignments,
but does not use the velocity information for extrapolation. We imple-
mented this as follows. In one version, λ was set to 0.9 in Eqs 2.5 and
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FIGURE 2.2: Schematic representation of ideal observer MOT model. White cir-
cles indicate the model’s estimate of an object state; black circles indicate their
noisy perceptual measurements (indicated by σm). Grey squares indicate the
predictions of their future state. σ2w represents the process noise variance used
for prediction. The initial model estimates are set to the objects’ start position.
The model proceeds to track the objects for the duration of the trial. This is
accomplished by predicting the future state using the process dynamics and
combing this with noisy perceptual measurements to determine the measure-
ment assignments. The assignments are used to estimate the objects’ state. The
estimates are used to generate predictions and the process is repeated until the
end of a trial. At the end of a trial the model is probed to test if objects were cor-
rectly tracked. This was done by drawing a random sample from the position
of one object and calculating the probability this sample came from a target or
non-target.
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2.6 and 0 in Eq 2.2, thereby representing an observer with correct knowl-
edge of the object dynamics but without extrapolation (NE-cd). In the
other version, we set λ to 0 in Eqs 2.2, 2.5, 2.6, which means that the
observer does not extrapolate, as for the NE-cd model, but also uses in-
correct dynamics for tracking (NE-id).
Finally, we considered a version of the model in which tracking is
based on position measurements only, without involving velocity infor-
mation in any way (No Velocity (NV) model). In this version of the
model, we removed the velocity states from the Kalman filter, thereby
modeling an observer who did not use velocity at any point in the track-
ing process.
For illustration purposes, Fig 2.3A shows a simulation of the NE-cd
model in a simplified tracking task with two objects. As shown, during
the tracking, the model initially tracks the position of each object quite
accurately but at about 3.7 s, a point of confusion occurs and the model
swaps the two objects in the further tracking. Fig 2.3B, which shows
the likelihood of the measurements arising from each object at the point
of confusion, suggests that measurements in this case are more likely
to come from the other object. Depth information may improve track-
ing by making this association problem easier, as illustrated in Fig 2.3B.
As shown, a measurement that would incorrectly be assigned in one di-
mension, may be correctly assigned using the information from the addi-
tional dimension. In other words, the additional dimension helps to cor-
rectly infer which object generated the measurement, thus disambiguat-
ing the assignment. Of note, this disambiguation not only depends on
the dimensionality of the task but also how well the future positions of
the objects can be predicted.
Fig 2.3C illustrates the predictions of the FE and NE-cd model. In
contrast to the FE model, in the NE-cd model current velocity does not
influence the position and velocity estimate at the next time step. Not us-
ing velocity information causes a bias towards zero velocity at the next
step. A bias towards zero position is also seen due to the spring dy-
namics used. Accordingly, it is more difficult to accurately predict the
motion of the objects and therefore assign the perceptual measurements
correctly.
2.2.9 Model Fitting
In the model, parameters c and d are free scaling parameters. We fit
these parameters to the pooled group data using a maximum likelihood
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FIGURE 2.3: Simplified model illustration. (A) NE-cd model run on object
trajectories for two objects, including confusion of objects. The red and blue
dashed lines represent the actual trajectory for two different objects, the green
line indicates the model’s position estimate of one object. The vertical black line
indicates the time point of the data used in B. (B) Likelihood of a measurement
coming from object 1 (blue) and object 2 (red) in the 2D case (left) and 3D case
(right). Contour plots represent four slices of the two-dimensional likelihood
function, evenly spread from the minimum to maximum likelihoods. Similar
likelihoods in one dimension can be disambiguated in the other dimension. (C)
Contour plots of predicted state and covariance given the posterior distribution
of previous time step (black) for FE (magenta) and NE-cd (cyan) model, NE-cd
does not use velocity information in the prediction, leading to biases towards
zero velocity and position. Data was generated with σx = 2◦ and σv= 0.2◦ per
frame using the best fit parameters from the NE-cd model (see Table 2.2).
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approach. The fit procedure was performed by finding the values that
maximize the likelihood of the data given our model. As the data takes
the form of a discrete number of correct answers for each of the 60 con-
ditions, we computed the log likelihood of our data given the model as
log L(ci|model) =
60
∑
i=1
log(B(ci; Ni, pi)) (2.15)
where B is a binomial distribution evaluated for each condition i with the
number of correct responses ci, number of trials Ni and the proportion
correct of the model pi as the probability.
2.3 Results
2.3.1 Psychometric results
The left panels of Fig 2.4 show the results of a typical subject when ob-
jects were tracked in either 2D (in blue) or 3D (in red). Data points in-
dicate the percentage of correct responses as a function of the velocity
standard deviation (σv), for the three values of the position standard de-
viation (σx). Note the reversed velocity axis (abscissa) – the origin is on
the right of the x-axis. When objects move at the highest average speed
(σv)= 0.2◦/frame), the subject reports at chance level (50% correct), while
for lower speeds tested (σv < 0.03◦/frame) performance is nearly per-
fect, irrespective of the position variance. We fitted psychometric curves
through these data (see Methods, Eq 2.7).
As a performance threshold we took the velocity standard deviation
at which the subject responds in 75% of the trials with a correct answer.
As shown, performance thresholds are higher when objects move in 3D
than in 2D (red curve are leftward shifted relative to the blue curves)
and are also increased in the sessions with higher position variance. This
suggests that this subject could track objects at a higher speed when the
mean distance between the objects increased and when depth informa-
tion was added.
The results of this subject are exemplary for all subjects. Their aver-
age data and fitted curves are shown in the right panels of Fig 2.4. The
2D results are consistent with the observations of Vul et al. [35], tracking
accuracy declines as speed increases but increases with distance between
objects. The 3D results show that adding depth information improves
tracking performance.
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FIGURE 2.4: Accuracy data from tracking experiment. Data and fitted psy-
chometric curves for a single subject (left) and group data (right). Data points
indicate percentage of correct responses. Error bars indicate 1 standard error
calculated across subjects. Shaded areas indicate standard error of psychome-
tric curves across subjects. Dashed lines indicate σv value for 75% correct per-
formance used for comparison across conditions.
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FIGURE 2.5: Distance and depth interaction. Interaction between depth and
distance for the σv value required for 75% correct performance in 2D and 3D
conditions for the different models. Solid lines indicate 3D conditions, dashed
lines the 2D conditions, black lines indicate data and the colors represent model
predictions (Blue: FE, green: NE-cd, orange: NE-id and yellow: NV). Error bars
indicate one standard error.
Threshold values were extracted based on the individual fits, then
averaged, and plotted in Fig 2.5 as a function of position standard de-
viation (black dashed and solid lines). A within-subject ANOVA with
position standard deviation (three levels: σx= 2, 3 and 4◦) and dimen-
sionality (two levels: 2D and 3D) as factors revealed not only significant
main effects of position standard deviation (F(2, 16) = 78.52, p<.001) and
dimensionality (F(1,8) = 151.07, p<.001), but also a significant interaction
(F(2,16) = 5.20, p=.018). Posthoc testing showed the difference between
2D and 3D tracking is significant for all three σx values (paired t-tests,
p<0.01). Thus tracking performance is better when objects are further
apart not only in 2D but also 3D, with the depth interacting to produce
a more than additive effect on performance.
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2.3.2 Model predictions
In order to account for the data, we specified four versions of the op-
timal observer model for object tracking in 2D and 3D. The model ver-
sions differ as to how the velocity information is taken into account by
the observer. More specifically, the FE model tracks objects optimally
by combining extrapolation with noisy position and velocity measure-
ments. The NE models obtain noisy perceptual measurements of veloc-
ity information without using this information for extrapolation and the
NV model does not take velocity information into account at all. The
colored lines in Fig 2.6 present the predictions of the four model ver-
sions together with the subject data. The FE-model does not capture the
data well, while the NE-id, NE-cd and NV-models perform reasonably
well. This can also be seen in the predicted velocity standard deviation
thresholds shown in Fig 2.5, where the FE model underestimates some
thresholds while overestimating others in 3D and underestimates them
in 2D. To perform a quantitative comparison of the models, we com-
puted the relative log likelihood of each model (compared to most likely
model) given our data and the best fit parameters (see Table 2.2). The rel-
ative log-likelihoods show evidence in favor of the NE-cd model. Note,
as all models include the same number of parameters, corrections such
as AIC or BIC are not required for model comparison [59]. It should be
noted that for computational reasons these fits were obtained through a
rough grid search and as such slightly better fits may be obtainable. We
verified for each model that the likelihood function had a concave shape
for the grids used. Therefore, the minima of each should be a reasonable
representation of the parameters.
2.4 Discussion
We show that objects that move in 3D are tracked better than objects
moving in 2D and that the magnitude of this improvement increases
with the mean distance between objects in 3D space. We compared four
ideal observer models to aid in providing a quantitative explanation be-
hind these results. We find an ideal observer model that tracks objects
optimally (FE-model) by extrapolating the next position and combining
this with noisy perceptual measurements cannot account for our behav-
ioral data. Instead models that assume subjects use velocity information
suboptimally (NE-cd, NE-id, and NV models) provide a better fit to the
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FIGURE 2.6: Model Predictions. Data points indicate percentage of correct re-
sponses for this stimulus combination. FE is full extrapolation model, NE-cd is
the no extrapolation with correct dynamics model, NE-id is the no extrapola-
tion with incorrect dynamics model and NV is no velocity model. Blue and red
lines indicate percentage correct predictions for 2D and 3D conditions, respec-
tively. Error bars indicate one standard error.
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Model c (m) d (m) Relative log likelihood
FE 0.020 0.0169 -580.74
NE-cd 0.0082 0.0202 0
NE-id 0.010 0.0250 -32.80
NV 0.0014 0.0101 -69.91
TABLE 2.2: Maximum Likelihood parameters and quality of fit for the four
models. c is a free scaling parameter for position noise in the frontoparallel
plane, d is a free scaling parameter for position noise in the depth plane.
data. Specifically, we find that our No Extrapolation with correct dy-
namics (NE-cd) model, which receives velocity measurements from the
objects but cannot use velocity to predict the next position, provides the
best fit.
The NE-cd provides an intuitive explanation for the benefit of depth
information. When we track multiple objects we must infer which ob-
jects generated which noisy perceptual measurements to both identify
the targets and to generate accurate predictions. As we mentioned previ-
ously, inferring the correct data assignments is easier when we have the
additional depth dimension because assignments that can be confused in
2D are likely to be disambiguated in 3D. The interaction between depth
and distance can be explained in a similar manner. Although having an
additional dimension provides the capability to disambiguate which ob-
jects generated which measurements, the distance between the objects in
this additional dimension is crucial. If objects are close together in depth
then perceptual noise could still cause objects to be confused. As we in-
crease the distance we reduce the overlap between the predictions of one
object and the measurements of another making it more difficult to con-
fuse them. As such, our model can explain our finding that increasing
speed lowers tracking performance because it increases our uncertainty
[35] and depth improves tracking by also making it harder for predic-
tions and measurements to overlap. In addition, our model also allows
us to explain why objects placed in depth planes are tracked more accu-
rately [44, 60]. Placing objects in different planes disambiguates object to
measurements assignments when they are close together in 2D thereby
reducing the number of incorrect assignments.
Additionally, if our model is a realistic approximation to the task then
the noise parameters obtained after fitting should be consistent with
other work. Indeed, the frontoparallel noise scaling (c) and depth noise
scaling (d) of the best-fit model are similar to those previously reported.
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Bays & Husain [61] found the precision of positional short term working
memory for 3 items to be approximately 0.5 deg−1 with the items being
shown 10 deg to the left of fixation. Using equation (9) and convert-
ing to their units produces an estimated precision from our model of 0.7
deg−1. For eccentricity scaling of depth noise our model predicts a stan-
dard deviation of 0.0202 m at fixation and 0.0981 m at 9 deg, similar to
previously reported values which were between 0.0087-0.0195 m in the
fovea and between 0.0479-0.1831 m at 9 deg [49]. Although these tasks
are different from ours they do illustrate the values obtained are plau-
sible and within the range of previous data providing some additional
support of our model.
Despite the NE-cd model successfully explaining our experimental
observations there are still components of the tracking process that need
further investigation. Firstly, the noise terms we use in our model are
simplifications. Investigation into how realistic these simplifications are
is needed. To illustrate this, the current model cannot explain the finding
that tracking objects in two different planes is harder when the planes
are separated by large distances compared to small distances [44]. One
explanation is that the noise in our estimates of object position in the
frontoparallel plane is affected by distance from fixation, a component
that was not introduced into our model. However, it could also be that
the additional distance alters the size and contrast of the retinal image
thereby changing the perceptual uncertainty while maintaining the in-
dependence of frontoparallel noise and depth. Therefore, research is
needed to investigate how distance from fixation affects tracking in a vir-
tual rather than real 3D set up where these properties can be tightly ma-
nipulated. Secondly, we only compare four possible models for velocity
usage, one of which predicts the next position of the object and combines
this with noisy measurement (FE), two of which perceive velocity infor-
mation but do not use it for prediction (NE models) and one of which
uses only position information for all the tracking (NV). There are addi-
tional possibilities for how observers could use velocity information. It
is possible that observers do extrapolate but that there is a difference be-
tween the true motion of the objects in experiments and the model used
by subjects, an idea which has also been presented to explain findings in
visual working memory [62]. Alternatively, individuals may not build
models of object motion in tracking tasks, but instead make predictions
only using perceived velocity and Newtonian dynamics [58]. This mul-
titude of possibilities makes it difficult to draw too strong conclusions
about the role of velocity information in MOT. However, as the perfect
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extrapolation model produced the worst fit it is evident that some form
of under extrapolation is present. This is consistent with experiments
showing that when objects are being tracked and become occluded, ac-
curacy is higher if they reappear where they disappeared rather than at
their extrapolated position [63, 64].
An attractive way to investigate which sensory noise model and ve-
locity model underlies our tracking ability would be to use factorial
model comparison [65, 66]. Essentially, this uses Bayesian model com-
parison [67, 68] to compare sets of models. This could be used to in-
vestigate different noise models and different ways velocity is incorpo-
rated to identify which pairing best fits human tracking data. Unfortu-
nately, modeling MOT is difficult as the task is inherently computation-
ally intensive and model comparison requires thousands of iterations
per model to integrate over the parameter space. As such it may be ap-
pealing to consider simpler tasks that still capture the elements of MOT
to facilitate modeling attempts of the underlying processes. For exam-
ple, Ma & Huang [38] modeled multiple trajectory tracking, a task in
which observers see multiple dots moving left to right and have to re-
port whether they deviated at the mid-point. This simple task embodies
some elements of MOT such as the influence of sensory noise and solv-
ing the correspondence problem. It can be formulated in an analytical
way to allow for efficient model comparison. However, this task may
not be ideal to study the role of velocity information, as it does not re-
quire a large focus on extrapolation. A similar experiment that requires
more positional extrapolation may prove useful to determine different
noise models and how velocity is used. Additionally, in this experiment
each object is relevant to the task, in contrast MOT tasks typically incor-
porate distracters, which may affect the tracking process.
Furthermore, we made the assumption that observers track both
non-targets and targets identically. Other models have been proposed
that exclusively track targets [58], however, there is experimental evi-
dence that both targets and non-targets are tracked. That is, if subjects
perform an MOT task and are asked to report when a probe is presented
on a target or non-target they detect the probe more often on a target, but
still detect it on non-targets as well [69]. This suggests observers track
both targets and non-targets but not in identical ways. An additional
extension to our model would be to consider modifications that allow
tracking to differ between targets and non-targets while maintaining its
current explanatory power.
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Our model also has implication for future work in MOT. Specifi-
cally, it makes predictions about which factors should influence the dif-
ficulty of the assignment problem and therefore which factors should
affect tracking performance. For example, our model predicts that the
amount of facilitation that 3D motion provides is dependent on the pre-
cision of the depth information. If the precision of our depth estimate is
low then the improvement should also be low and vice versa. This has
been tested somewhat indirectly, as precise depth cues such as disparity
alone can improve tracking performance [60] but less precise depth cues
such as relative size do not [45]. We do not know of any experiments di-
rectly testing if gradual manipulations in depth cue reliability produce
the expected effect. Our model also has implications for 2D MOT. The-
ories have proposed that tracking performance is limited only by the
distance between objects, and not to the number of objects or speed [70].
Our model suggests it is not distance alone but the relationship between
distance and measurement precision. This yields the experimental pre-
diction that objects can be close together and are still trackable if mea-
surement precision is high but creating poorer precision should require
moving objects to be further apart to produce the same performance. To
our knowledge there is no work testing the role of measurement preci-
sion on tracking in either 2D or 3D MOT. Doing so would greatly im-
prove our knowledge of the role uncertainty plays in our capability to
track multiple objects.
Due to the generality of the correspondence problem in visual per-
ception and cognition, the finding that depth cues reduce correspon-
dence errors has implications for other topics. For example, a signifi-
cant source of errors within working memory experiments are so called
’swap errors’ [37]. These refer to errors in which an observer recalls not
the item probed but another memorized item. It has been shown the
number of these errors increases as objects are brought closer together
[37]. This suggests that these errors result from making an incorrect cor-
respondence between the location probed and the existing memory rep-
resentation. Depth cues could play a role in reducing the occurrence of
this type of errors within working memory. A recent change detection
experiment provided some support for the idea that depth cues reduce
swap errors [71]. In this experiment, subjects had to memorize a display
of colored items whose position was either 2D or 3D. Subsequently, they
were shown a second display where the colors could change and had
to indicate if the display had changed. Results indicated subjects were
more accurate at detecting a change when the items were presented in
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3D than 2D. One reason for this improvement could be a reduction in
swap errors when making the comparison between the two displays.
This could be tested more directly by estimating the proportion of swap
errors when items are presented either on a single plane or multiple
depth planes. If a reduction in swap errors occurs, this would suggest
that depth information is a crucial component in solving multiple forms
of visual correspondence.
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Bayesian adaptive stimulus
selection for dissociating
models of psychophysical
data
Adapted from:
Cooke, J. R., Selen, L. P., van Beers, R. J., & Medendorp, W. P. (2018).
Bayesian adaptive stimulus selection for dissociating models of psy-
chophysical data. Journal of Vision, 18(8), 12.
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Abstract
Comparing models facilitates testing different hypotheses regarding the
computational basis of perception and action. Effective model compari-
son requires stimuli for which models make different predictions. Typ-
ically, experiments use a predetermined set of stimuli or sample stim-
uli randomly. Both methods have limitations; a predetermined set may
not contain stimuli that dissociate the models whereas random sam-
pling may be inefficient. To overcome these limitations, we expanded
the psi-algorithm [72] from estimating the parameters of a psychomet-
ric curve to distinguishing models. To test our algorithm, we applied
it to two distinct problems. First, we investigated dissociating sensory
noise models. We simulated ideal observers with different noise mod-
els performing a 2-afc task. Stimuli were selected randomly or using
our algorithm. We found using our algorithm improved the accuracy of
model comparison. We also validated the algorithm in subjects by infer-
ring which noise model underlies speed perception. Our algorithm con-
verged quickly to the model previously proposed [10], whereas if stimuli
were selected randomly model probabilities separated slower and some-
times supported alternative models. Second, we applied our algorithm
to a different problem; comparing models of target selection under body
acceleration. Previous work found target choice preference is modulated
by whole body acceleration [73]. However, the effect is subtle making
model comparison difficult. We show that selecting stimuli adaptively
could have led to stronger conclusions in model comparison. We con-
clude that our technique is more efficient and more reliable than current
methods of stimulus selection for dissociating models.
3.1 Introduction
Within neuroscience there is a clear interest in developing computational
models to explain neural systems and behavior. This is seen in many
disciplines, such as working memory [8, 74], speed perception [10], mul-
tisensory integration [7, 26], effector selection [75], contrast gain tuning
[76], and temporal interval reproduction [12].
Inferring the best model out of several proposed models is impor-
tant. Unfortunately, model comparison is typically difficult. In addition
to the computational problem of having to integrate over the parameter
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space of each model, it is also necessary to present stimuli which can dis-
sociate the models. If different psychophysical models make similar pre-
dictions for many of the stimuli presented then it is difficult to dissociate
these models. Despite the importance of appropriate stimuli selection
many studies comparing models either select stimuli randomly [8, 74]
or use a set of constant stimuli [7, 12, 26, 75]. Both of these approaches
may select stimuli that are uninformative for model comparison, result-
ing in a large number of trials to accurately distinguish different models.
A more efficient approach is to select stimuli that optimize some cri-
terion (often referred to as a utility function). The idea of utility-based
stimulus selection has been studied extensively in statistics and machine
learning, typically called active learning [77, 78], adaptive design opti-
mization [79] and optimal experiment design [80]. These types of algo-
rithms have been applied to a wide range of problems including neu-
ronal tuning curve estimation [81], testing for deficits in auditory per-
ception [77], and machine classification [82] but are not commonly em-
ployed in psychophysics. For a more comprehensive review on the ap-
plication of adaptive stimulus selection in sensory systems neuroscience
see DiMattina & Zhang [83].
Within psychophysics, selecting stimuli in an adaptive manner has
been used extensively for estimating the parameters of a specific psy-
chophysical model. For example, Kontsevich & Tyler [72] used an in-
formation theoretic approach to estimate the slope and threshold pa-
rameters of a one-dimensional psychometric function, selecting on each
trial the stimulus which maximizes the information gain about these
parameters. Additional work then improved on this by marginaliz-
ing out unwanted parameters in order to improve the estimates of
desired parameters [84]. However, many psychophysical models are
not uni-dimensional and as such this approach was extended to multi-
dimensional models [85–87].
What if instead of inferring the parameters of these multidimen-
sional models, we wish to dissociate different models? Wang & Simon-
celli [88] developed an algorithm specifically designed for generating
stimuli on a trial-to-trial basis to compare two psychophysical models.
However, in many cases there are more than two candidate models.
More recent work used an information theoretic approach to derive a
method for optimal stimulus selection to compare an arbitrary number
of models [76]. However, this approach does not determine the opti-
mal stimulus on a trial-to-trial basis and therefore may be a subopti-
mal approach. Recently, a general approach for determining the optimal
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stimulus to compare multiple models has been proposed in the field of
cognitive science [79, 89, 90]. This approach, named Adaptive Design
Optimization (ADO), which simulates the utility distribution of possible
stimuli, can be done on a trial-to-trial basis [90] and could be used to
distinguish more than two models. This makes it a potentially power-
ful tool to select stimuli for comparing models of psychophysical data.
However, implementing this approach requires a detailed understand-
ing of Monte Carlo based simulation approaches such as particle filter-
ing and simulated annealing.
This difficulty may prohibit widespread adoption of ADO. There-
fore, we present an alternative and easier to implement algorithm for
selecting stimuli on a trial-to-trial basis to dissociate multiple models
of psychophysical data. The algorithm is a generalization of the classi-
cal psi-method [72, 84], shifting from estimating parameters of models
to comparing models. In order to test our algorithm, we applied it to
two very different psychophysical problems. First, we tested dissociat-
ing distinct models of sensory noise which affect speed perception. In
order to do this we constructed three generative models, each with its
own noise properties, that were probed by an ideal observer performing
a 2-afc task. Stimuli were either selected randomly, using our adaptive
algorithm. We found that when stimuli are selected adaptively, the ac-
curacy of model comparison improved. We also tested our algorithm
in real subjects by inferring which of three sensory noise models best
explains their behavior in a speed perception task. To do this, we used
a psychophysical experiment in which stimuli were either selected ran-
domly, adaptively or using a more classical approach of measuring psy-
chometric curves around a variety of fixed references. The adaptive pro-
cedure converged to the model proposed in earlier work [10] whereas
the random sampling method was often inconclusive about the under-
lying noise model. Second, we tested the algorithm on dissociating two
models of saccadic target selection under whole body acceleration [73].
Based on the original experimental data it is hard to dissociate between
an acceleration-dependent or acceleration-independent target selection
model at the individual subject level. However, using simulations, we
show that selecting the stimuli adaptively could have led to stronger
conclusions during model comparison. We conclude that our technique
is more accurate and faster than the current methods to dissociate psy-
chophysical models. In addition, we provide a python implementation
of our algorithm, as well as the code and data to perform the simulations
and analysis presented.
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3.2 Methods
Our algorithm is based on an experimenter wishing to determine which
of a set of m discrete psychophysical models best describes subject’s be-
havior, under the assumption that the model underlying subjects behav-
ior is contained in the set of models. Under a traditional experimental
approach an experimenter would present a number of stimuli x to a sub-
ject and obtain the corresponding responses to these stimuli r. Using
Bayes’ rule, we can compute the probability of a particular psychophys-
ical model m given the responses and stimuli as:
p(m|r, x) = p(r|x, m)p(m)
∑m p(r|x, m)p(m)
(3.1)
where p(m) is the prior probability of each model m, p(m|r, x) is the
posterior distribution of each model and p(r|x, m) is referred to as the
marginal likelihood. The marginal likelihood is obtained by marginaliz-
ing over the parameters θ of the particular model:
p(r|x, m) =∑
θ
p(r|x, θ, m)p(θ|m) (3.2)
Equation 3.1 makes it clear that our ability to dissociate models is
dependent on the stimuli x that were presented to the subject. Different
stimuli and responses produce different posterior distributions of mod-
els. We can characterize the quality of a possible posterior using a partic-
ular utility function. Following previous work in model comparison, we
use the entropy of the posterior distribution to characterize its quality
[76, 79, 89, 90]:
H(x, r) = −∑
m
p(m|x, r) log(p(m|x, r)) (3.3)
A posterior with lower entropy entails more certainty about which
model underlies the subjects’ behavior. A minimal entropy distribution
across models would be a posterior mass of 1 at a single model and 0 at
all others.
How should we select stimuli to minimize the expected entropy of
the model posterior? Here we propose using a similar approach to that
used previously for minimizing the entropy of a parameter posterior
[72], by numerically calculating on each trial the stimulus that minimizes
the expected entropy of the model posterior. For our algorithm, we rep-
resent the possible stimuli on each trial x and parameters θ on discrete
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grids, similar to Kontsevich & Tyler [72]. This requires three quantities: a
prior distribution over models p(m), a prior distribution of parameters
for each model p(θ|m), and a likelihood look-up table for each model
p(r|x, θ, m) which represents the probability of a response given a model
and parameter set. Using these quantities, we can design an iterative
algorithm to select the optimal stimuli on a trial-to-trial basis, which is
as follows:
1. Calculate for each model and all possible stimuli the marginal like-
lihood of a response at trial t given stimulus x:
pt(r|x, m) =∑
θ
p(r|x, θ, m)pt(θ|m)
2. Compute the posterior distribution of models given response r in
the next trial to stimulus x:
pt(m|r, x) = pt(r|x, m)pt(m)∑m pt(r|x, m)pt(m)
Note, ∑m pt(r|x, m)pt(m) can also be written pt(r|x) and should be
stored as the term is also used in step 4.
3. Compute the entropy of the posterior distribution over models
given presented stimulus x and response r:
Ht(x, r) = −∑
m
pt(m|x, r) log(pt(m|x, r))
4. Because the response is unknown before the trial, we must
marginalize over all possible responses to obtain the expected en-
tropy:
E[Ht(x)] =∑
r
Ht(x, r)pt(r|x)
5. Find the stimulus that produces a posterior with the minimum ex-
pected entropy:
xt+1 = arg min
x
E[Ht(x)]
6. Use xt+1 as the stimulus on the next trial to receive response rt+1.
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7. Because step 1 requires a prior on the parameters pt(θ|m), this
prior must be recursively updated in addition to updating the
model priors. As such we set the parameter and model priors to
their posteriors:
pt(θ|m, rt+1, xt+1) = pt(θ|m)p(rt+1|xt+1, θ, m)∑θ pt(θ|m)p(rt+1|xt+1, θ, m)
pt+1(θ|m) = pt(θ|m, rt+1, xt+1)
pt+1(m) = pt(m|rt+1, xt+1)
8. Return to the first step until the desired number of trials is com-
pleted or sufficent model evidence has been obtained.
3.3 Experiment 1: Velocity judgment
Introduction
Most computational models of perception and action take one particular
assumption about how the sensory uncertainty depends on the stimuli
presented. For example, there are models that assume sensory noise is
constant and independent of the stimuli presented [7, 91], some assume
a linear increase in the standard deviation of the noise with the stimulus
magnitude [55, 92], others take a combination of these two [10, 93, 94]. To
our knowledge only a few papers made an explicit comparison between
sensory noise models [11, 12, 26]. A striking finding in these compari-
son studies is that the sensory noise model can vary among subjects [12,
26]. Given that the predictions of complex models, for example, models
of multisensory integration [26] are dependent on the assumed sensory
noise model, it is important to have an accurate model of each subject’s
sensory noise model. It is therefore essential to validate the assumed
sensory noise model to ensure it is accurate.
One way to validate these assumptions is by performing an ad-
ditional experiment designed to estimate the observer’s sensory noise
model. However, performing an additional experiment requires more
time and resources. Being able to minimize the number of trials required
to perform this type of comparison (as well as increasing the inference
accuracy) is therefore beneficial. This presents a potential use of our al-
gorithm, a method to validate sensory noise models and infer them for
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use in more complex models. Here, we use both simulation and a be-
havioral experiment to demonstrate that our algorithm can be used to
facilitate inference of a subject’s sensory noise model. More specifically,
as an illustrative example, we focus on inferring the sensory noise model
underlying speed perception. We used this paradigm for two reasons.
First, it is experimentally quick to test so we can compare our algorithm
to other methods of stimuli selection. Second, previous work assumed a
sensory noise model which consisted of both a constant component (the
sensor is not perfect even when speed is zero) and a component that lin-
early increases with speed [10] and thus we can compare our inference
to this model.
Methods
Models
In order to test between different sensory noise models we need to spec-
ify a model of the subjects’ responses. We derived a simple 2-afc model
of subject responses using signal detection theory (see Appendix B). This
leads to the response probability given a probe s2 and a reference s1, de-
scribed by:
p(r|s2, s1, θ) = λ+ (1− 2λ)Φ(s2 − s1; α, σ22 (m) + σ21 (m)) (3.4)
in which Φ is the cumulative density function of a Gaussian distri-
bution, evaluated at point s2 − s1 with a mean α and variance σ22 (m) +
σ21 (m), σ
2
2 (m) and σ
2
1 (m) are the variances of the sensory noise for the
probe and reference stimuli respectively, λ is a lapse rate accounting for
trials where an observer guesses randomly, and α is a bias parameter ac-
counting for biases in subject’s responses. We assume the subject’s sen-
sory noise changes with the stimulus in one of three ways. The first, and
simplest model, assumes sensory variance is independent of the stim-
ulus. We denote this the constant noise model. The second model as-
sumes that the standard deviation of the sensory noise increases linearly
with the signal intensity, and thus has zero standard deviation if the sig-
nal is absent. This model is referred to as the Weber model. Finally, we
consider a model where the sensory noise is non-zero when the signal is
absent and also has a linearly increasing part, which we will refer to as
the generalized model.
54 Chapter 3
For the constant model, we assume the sensory variance is constant
σ2 = (5β)2 (this parameterization allows β to be kept in a similar range
for each model), for the Weber model we assume σ2 = (βs)2, and for
the generalized model we assume σ2 = γ2 + (βs)2. The above response
model means we can parametrize a subject’s response behavior (regard-
less of model) using 4 parameters, θ = [α, β,γ,λ].
Simulation experiment
In order to investigate whether using our adaptive algorithm facilitates
comparison of sensory noise models, we first performed a simulation
experiment. To this end, we need to specify the grids to use for the
stimuli and parameters as well as the priors. The lower bound, upper
bound, and number of steps for all variables are shown in Table 3.1. For
the prior over parameters p(θ|m), we assumed a uniform discrete dis-
tribution for each parameter and that the parameters are independent.
Finally, for the prior over models p(m) we used a uniform distribution
over the three models.
As different subjects could have different parameters and noise mod-
els it is important to test our algorithm over a wide range of parameters
and models. As such, we first generated 2000 possible parameter combi-
nations. The parameters were drawn independently from a continuous
uniform distribution with the same upper and lower bounds as those
specified in Table 3.1. Next, in order to assess how well we can infer
the correct generative model, we simulated 750 trials from each model
for each parameter combination. This entailed using the same parame-
ter combination for each model (as the constant and Weber models are
not dependent on γ, it was not used for these models). The stimuli for
these trials were either selected adaptively using our algorithm, or ran-
domly from the same stimulus grid. This led to a total of 12000 simulated
datasets.
We used uniform priors to match the uniform distribution we drew
our parameters from. In practice any prior distribution could be used,
but if it is continuous, the grid representation will create a discrete ap-
proximation. We also performed an additional simulation using a trun-
cated Gaussian parameter distribution (Appendix B) to better asses the
performance of our algorithm.
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Variable Lower bound grid Upper bound grid Number of steps
s1 (deg/s) 0.6 9 10
s2 (deg/s) 0.3 9 20
α (deg/s) -0.6 0.6 17
β (-) 0.01 0.5 25
γ (deg/s) 0 2 20
λ (-) 0 0.1 10
TABLE 3.1: Parameter grids used for simulation experiment 1 and the adap-
tive and random conditions in our subject experiment. s1 is the reference speed
stimulus, s2 is the probe speed stimulus, α is a bias parameter, β is a scaling pa-
rameter for the subject’s sensory uncertainty, γ is the base sensory uncertainty
of an observer (only used in the generalized model), and λ is the lapse rate of
an observer.
Real experiment
We also tested whether our algorithm could facilitate model compari-
son in actual subjects. This was done using a 2-afc speed judgment task
in which stimuli were selected in one of three ways, adaptively (using
our algorithm), randomly (from the same stimulus grid as adaptive),
or using the traditional approach of measuring separate psychometric
curves for different reference values [10, 95] using the psi algorithm [72].
We tested 6 naive subjects (4 female, aged 25-34). The experiment was
approved by the local ethics committee of the Social Sciences Faculty
of Radboud University. In accordance with the Declaration of Helsinki
written informed consent was obtained from all subjects prior to the ex-
periment.
The stimuli consisted of two drifting Gabor patches and a black fix-
ation dot, which were drawn using PsychoPy [96]. Both patches were
3 deg of visual angle in size, with a spatial frequency of 1.5 cycle/deg,
the contrast of each was set to 90%, and the stimuli were drawn at 6 deg
on either side of fixation. The background was grey with a luminance of
95.17 cd/m2. The fixation dot was 0.2 deg in size and drawn in the cen-
ter of the screen. The stimuli were displayed at a resolution of 1024 by
768 on a gamma corrected 17 inch Iiyama HM903DTB monitor (Iiyama,
Tokyo, Japan) viewed from a distance of approximately 43.5 cm.
On each trial, the subject saw both Gabors drift simultaneously and
horizontally for 1 s. Both Gabors moved in the same direction on a given
trial (direction was left or right and was selected randomly for each trial).
One Gabor (the reference) drifted with speed s1 deg/s and the other (the
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probe) with speed s2 deg/s. The subject was asked to judge which of
the two was faster and indicate this with a button press. The position of
the reference stimulus (left or right of fixation) was randomized on each
trial. The experiment was split into two sessions, the ordering of which
was counterbalances across subjects. In one session (algorithm session)
subjects performed 1500 trials, 750 of which were adaptive trials and 750
were random trials. On an adaptive trial, the Gabor speeds were selected
using our algorithm based on the previous stimuli (and responses) gen-
erated by this algorithm; on a random trial the speed of each Gabor was
selected randomly from the stimulus grid. The stimuli and parameter
grids used were the same as for the simulation experiment. In this ses-
sion the screen was refreshed at 72 Hz.
In another session (psi session), subjects performed 750 trials de-
signed to measure their psychometric curve for five reference values (150
trials per reference, see Table 3.2 for the reference values used). On each
trial, s1 was randomly selected from a set of 5 possible values, the value
of s2 on this trial was then selected using the psi-marginal algorithm [84]
(see Table 3.2 for the grids used). This was done in order to maximize
the information gain about µ (the point of subjective equality) and σ (the
standard deviation) for this particular value of s1 under the assumption
the probability of a subjects response follows:
p(r|s2, s1) = λ+ (1− 2λ)Φ(s2; µ, σ2) (3.5)
in this equation σ2 is the variance of the normal distribution and µ is
the mean of the distribution. Selecting stimuli in this manner, allows us
to assess how effective the more traditional fixed reference approach is
to separating sensory noise models compared to our algorithm. In this
session, stimuli were refreshed at 144 Hz. Note that the probe s2 had
a denser grid in this session (see Table 3.2 compared to Table 3.1); this
allows us to better estimate the psychometric curve of each subject but
may also give an advantage to this method in terms of model compari-
son. Prior to each session, subjects performed 20 practice trials from the
respective session.
Analysis
For our analysis, we used Python 2.7 (Python Software Foundation,
https://www.python.org) and additional python based toolboxes, pri-
marily SciPy [98], Numpy [99], Matplotlib [100], scikit-learn [101] and
Pandas [102].The data and code for this article can be found at http:
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Variable Lower Upper Number of steps Prior s1 (deg/s)
bound bound
µ (deg/s) 0.001 3 41 N(0.5, 2) 0.5
σ (deg/s ) 0.01 3 51 U 0.5
λ (-) 0 0.1 15 B(2, 20) 0.5
s2 (deg/s) 0.01 3 61 N/A 0.5
µ (deg/s) 0.001 4 41 N(1, 2) 1
σ (deg/s) 0.01 4 51 U 1
λ (-) 0 0.1 15 B(2, 20) 1
s2 (deg/s) 0.01 4 61 N/A 1
µ (deg/s) 0.1 6 41 N(2, 2) 2
σ (deg/s) 0.01 6 51 U 2
λ (-) 0 0.1 15 B(2, 20) 2
s2 (deg/s) 0.1 6 61 N/A 2
µ (deg/s) 1 9 41 N(4, 2) 4
σ (deg/s) 0.01 9 51 U 4
λ (-) 0 0.1 15 B(2, 20) 4
s2 (deg/s) 1 9 61 N/A 4
µ (deg/s) 0.001 14 41 N(8, 2) 8
σ (deg/s) 0.01 14 51 U 8
λ (-) 0 0.1 15 B(2, 20) 8
s2 (deg/s) 3 14 61 N/A 8
TABLE 3.2: Parameter grids used in our fixed reference condition. N(a, b) indi-
cates the prior was normally distributed with mean a and standard deviation
σ, U indicates a discrete uniform distribution and B(a, b) indicates a beta dis-
tribution with shape parameters a and b. The values for s1 were determined
based on previous work on speed perception [95]. The prior for µ was selected
based on the assumption that the psychometric curve for a 2-afc task will be
close to unbiased. The prior for λ was selected based on recommendations for
the psignifit toolbox [97] (see http://psignifit.sourceforge.net).
//hdl.handle.net/11633/di.dcc.DSC_2017.00053_185, in addition a
standalone implementation of the algorithm can be found at https:
//gitlab.socsci.ru.nl/sensorimotorlab/AdaptiveModelSelection.
In addition to computing the model probabilities for every subject for
the different sampling methods, we also estimated each subject’s param-
eters for each model by maximizing the log-likelihood of the parameter
values based on the subject’s responses (to increase accuracy we pooled
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the data from all sessions). This provides more sensitive parameter es-
timates than the grid we used for model comparison and also allows us
to check the parameters are not close to the edges of the grids we used.
We assumed the subject’s responses are independent across trials.
The subject’s response probability on each trial can then be computed
using equation 3.4. The log-likelihood of a parameter set given a sub-
ject’s entire data set, is given by
log(L(θ)) =
2250
∑
i
log(Bern(ri, p(ri|s2i, s1i, θ))) (3.6)
in which i is the trial index, r is a vector of subject response, s1 is a vector
of the reference stimuli, s2 is a vector of probe stimuli and Bern stands
for a Bernoulli distribution.
Parameter estimates θˆ were then obtained by minimizing the nega-
tive log-likelihood:
θˆ = arg min
θ
(− log(L(θ))) (3.7)
This optimization was done numerically using the L-BFGS-B
algorithm [103], implemented in SciPy [98] and applied in the
scipy.optimize.minimize function. The L-BFGS-B is an iterative algorithm
designed to optimize a nonlinear function subject to parameter bound-
aries [103]. The parameter bounds were set to those in Table 3.1, with the
exception of β which had bounds of [0.001,1]. To ensure a global min-
imum was found we used 200 random initializations and selected the
parameter set with the highest log-likelihood. The initial values were
obtained by drawing each parameter value from a continuous uniform
distribution with the same bounds as specified above.
In order to validate the results of the grid-based model comparison
we also computed the Akaike Information Criterion (AIC) for each of the
models. This is a metric which summaries how well a model fits (higher
likelihood) the data while correcting for the number of parameters [59,
104],
AIC = 2k− 2 log(L(θˆ)) (3.8)
in which k is the number of parameters of the model. It is important to
note that computing model probabilities using equation 3.1 also implic-
itly corrects for the number of parameters [68].
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Results
Simulation experiment
Figure 3.1 shows the model probabilities over trials averaged across the
different parameter sets from our simulation experiment. As expected,
the model probabilities trend towards 1 along the diagonal, indicating
that both adaptive and random sampling converge towards the correct
model. This demonstrates that our algorithm does not introduce any
bias during model comparison, even when the number of parameters
differs between models. It can also be observed that the probability
of the correct model rises faster and is higher when we select stimuli
adaptively (green curves) than when stimuli are selected randomly (or-
ange curves). This indicates the strength of evidence towards the correct
model is higher when we use adaptive sampling.
Although Figure 3.1 provides evidence that adaptive sampling im-
proves the strength of evidence towards the correct model, it does not
quantify how this increase would affect the conclusions of an experi-
ment. In order to quantify the practical benefit of adaptive sampling, we
computed the ratio of the probability of the generative model against
the other models (commonly referred to as the Bayes factor). This ratio
represents how much more probable one model is than the other model
[68]. Because we consider three models, this yields two Bayes factors,
which the experimenter can use to decide whether there is significant
evidence in favor of a particular model. A commonly used criterion is a
that a Bayes factor over 3 indicates positive evidence towards this model
[105].
Figure 3.2 shows the proportion of simulations where the Bayes fac-
tors for the correct model against the other two models were both over
3. This represents the proportion of simulations in which we would find
evidence in favor of the correct model. We see that adaptive sampling
has a higher proportion than random sampling, indicating an experi-
menter would conclude in favor of the correct model more often using
adaptive sampling. For example, an experimenter would be twice as
likely to find strong evidence in favor of the correct model using our
approach if the underlying model was the generalized one.
While Figure 3.2 shows that adaptive sampling increases the proba-
bility of concluding in favor of the true generative model, it is not ap-
parent why the proportion of Bayes factors over 3 is lower when stim-
uli are selected randomly. One possibility is that random sampling still
supports the true generative model but the strength of this support is
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FIGURE 3.1: Evolution of model probabilities over trials for different gener-
ative models and algorithms. Columns indicate the model used to generate
the data, rows indicate the probability of each model. The dark lines indicate
the mean probability averaged over simulations, light lines indicate example
simulations. Green coloring indicates stimuli were selected adaptively, orange
coloring indicates stimuli were selected at random from the same stimulus grid.
insufficient; another possibility is that random sampling supports the
incorrect model.
In order to explore these possibilities we plotted the probability of
the correct model for each sampling method as a function of β and γ (see
Figure 3.3). Figure 3.3 shows that the model probabilities are primarily
green to yellow when the generative model is Weber or Constant. This
indicates both methods mostly select the correct model. We can also see
that in general adaptive sampling produces model probabilities which
trend closer to 1 (i.e. yellow) indicating stronger evidence in favor of the
correct model. When the generative model is the Generalized model,
a substantial number of simulations produce probabilities supporting
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FIGURE 3.2: Proportion of simulations where both Bayes factors of the genera-
tive model relative to an alternative model is over 3, plotted as a function of the
number of trials. Each column indicates the model used to generate the data.
Subject Model α (deg/s) β (-) λ (-) γ (deg/s) ∆AIC
1 Weber -0.043 0.354 0 N/A -17.459
1 Constant 0.075 0.073 0.1 N/A -202.656
1 Generalized 0.006 0.314 0 0.187 0
2 Weber -0.009 0.223 0.005 N/A -16.031
2 Constant 0.043 0.061 0.054 N/A -220.883
2 Generalized 0.016 0.197 0.004 0.122 0
3 Weber -0.136 0.268 0.055 N/A -171.633
3 Constant 0.027 0.195 0.027 N/A -141.811
3 Generalized 0.049 0.222 0.002 0.584 0
4 Weber -0.034 0.308 0.003 N/A -14.415
4 Constant 0.026 0.052 0.1 N/A -180.728
4 Generalized 0.002 0.272 0.004 0.161 0
5 Weber 0.019 0.256 0.023 N/A -109.731
5 Constant 0.074 0.182 0.007 N/A -151.102
5 Generalized 0.041 0.18 0 0.447 0
6 Weber -0.028 0.424 0 N/A -85.408
6 Constant 0.19 0.188 0.06 N/A -175.483
6 Generalized 0.149 0.303 0 0.533 0
TABLE 3.3: Best fit parameters and AIC (∆AIC, generalized - other model) of
each model and subject.
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alternative models (indicated by the blue shading). At first this seems
counter intuitive. However, for small values of γ and β, the generalized
model becomes almost equivalent to the Weber and constant model. Be-
cause these have fewer parameters, they are favored in this situation.
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FIGURE 3.3: Probability of the generative model as a function of parameter
values for different generative models and algorithms. Columns indicate the
model used to generate the data, rows indicate the sampling method used to
determine stimuli. Each point indicates the probability of the correct model
as a function of the parameters γ and β for one simulation. Note, the We-
ber and constant models are independent of γ and thus model probabilities
do not change systematically as a function of γ. The γ value plotted refers to
the γ used in the generalized model for this simulation, all other parameters are
shared between the models. The red ellipse indicates the mean ± two standard
deviations of the subjects’ parameter estimates for γ and β obtained from the
generalized model (see Table 3.3)
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Actual experiment
The previous section suggests that, in simulation, adaptive sampling
provides a large benefit to model comparison. We next tested whether
this improvement also transfers to actual experiments. Figure 3.4 shows
the model probabilities of each subject obtained from our speed percep-
tion experiment and the average across subjects. As shown, on aver-
age adaptive sampling supports the generalized model, which is consis-
tent with previous work [10, 106]. By contrast, both random sampling
and sampling from the psi algorithm are indecisive as to the underlying
noise model. The reason follows from inspecting the individual subject
data. When stimuli are selected adaptively, the probability of the gener-
alized model is high for all subjects. By contrast, random sampling sup-
ports the Weber model for 3 subjects and the generalized for the others
(although the probability is lower than that found from adaptive sam-
pling). The psi session provides similar results to the random session;
3 subjects are best described by a generalized model and the remaining
by the Weber model. Given that the findings of the different sampling
methods are disparate, we also computed AIC values on the data of all
sessions grouped together, which allows us to assess which model is the
best based on the entire data set (see Table 3.3). Shown by this table,
the AIC results favor the generalized model for every subject, indicating
that the results of the adaptive sampling method are comparable to the
results of the grouped data. In addition, to asses the possibility that our
adaptive technique was supporting the incorrect model, we performed
additional simulations to verify that the observed differences between
the sampling methods are as expected. Indeed, when the data is gen-
erated from the generalized model, the random sampling method often
converges to the wrong, (i.e., Weber ) model (see Appendix B). Together
this suggests the conclusions drawn from the adaptive sampling method
are more accurate than conclusion drawn from both random sampling
or measuring independent psychometric curves.
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FIGURE 3.4: Evolution of model probabilities over trials for each subject.
Columns indicate the probability of a particular model, rows indicate the sub-
ject. Green lines show the model probabilities when the stimuli were selected
adaptively using our algorithm, orange lines indicate the model probabilities
when stimulus were selected at random from the same stimuli grid, and blue
lines indicate stimuli were selected using the psi algorithm. The lines in the
mean plot show the mean model probabilities over subjects, the shaded area
indicates ± 1 SEM over subjects.
Although the results of the model comparison match previous work,
it is important to note that a model being the most likely does not entail
it fits the data well, just that it fits better than the other models. It is
important to check the predictions of the models against the data.
Figure 3.5 illustrates the data of each subject obtained from the psi
session as well as the predicted psychometric curves obtained from fit-
ting the models to the data obtained from the adaptive algorithm only
(therefore the models were not fit to the data shown). As shown, the
constant model is in general a poor predictor of the data. By contrast,
both the predictions of the Weber and generalized model are close to the
data. This matches the results of AIC comparison (see Table 3.3) which
indicated that the Weber and generalized model produce better fits to
the data than the constant model. This also means that the assumptions
with regards to our models (see Appendix B) are reasonable.
Another important property of adaptive algorithms is that they do
not sample uniformly across the entire stimulus space. Instead, the stim-
uli selected are those that are most informative to compare the models.
In order to visualize which stimuli these are in this experiment we plot-
ted the stimuli selected using the adaptive method for a representative
subject (see Figure 3.6). The adaptive sampling method alternates be-
tween high and low speeds for the reference and probe stimuli. This
sampling strategy is sensible as the noise models make distinct predic-
tions for high and low speeds and thus sampling at high and low speeds
allows for effective dissociation of the models.
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FIGURE 3.5: Data and model predictions for psychometric curves measured
in the psi session. Each row indicates the psychometric curves of a particu-
lar subject, each column indicates the reference value (s1) for this psychometric
curve. Grey dots indicate proportion of trials where observers report s2 > s1,
proportions were obtained by binning responses in 10 bins from the minimum
to maximum probe value (s2) for this subject and reference (s1) value. Curves
indicate the predicted proportion from each of the models. Note, the parame-
ters used for the predictions were obtained from fitting only to stimuli selected
using our algorithm and thus were not fit to the data shown.
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FIGURE 3.6: Stimuli adaptively selected for subject 2. The left plot shows the
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3.4 Experiment 2 : Target selection
Introduction
The previous section illustrates the use of our algorithm as a method
to dissociate different sensory noise models. However, this is only one
example comparison. To ensure our algorithm is broadly applicable, it
is important to validate it in multiple settings. Here, as an additional
application, we consider comparing models of saccadic target selection
during self-motion [73], a study recently performed in our lab. This ex-
ample allows us to investigate how much benefit our algorithm provides
when the models being compared are highly non-linear and the signal-
to-noise ratio in the data is low.
In this experiment, subjects were passively translated from left to
right in a sinusoidal motion profile and at 8 pre-defined phases of the
oscillation two targets were presented. The subjects were instructed to
make a saccade to one of the two targets, which were presented asyn-
chronously with a particular stimulus onset asynchrony (SOA). This
produces a single psychometric curve of subject’s choice as a function
of SOA for each phase. This curve can then be used to determine the
SOA at which the probability of selecting each target is equal, referred
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to as the balanced time delay (BTD). The experiment showed that, on
the group level, BTD changes sinusoidally as a function of the motion
phase suggesting that subject’s target selection behavior, and thus pref-
erence, is influenced by current body motion. However, the amplitude
of the modulation was small and the signal-to-noise ratio was low, which
made comparing a sinusoidal modulation to alternative models difficult
at the individual subject level. Our algorithm may provide a solution to
this difficulty, as adaptive sampling selects the most informative stimuli
to dissociate the selected models.
Here, we first reanalyze data from this experiment and show that the
data of approximately half of the subjects are best described by a sinu-
soidal modulation rather than a constant choice bias. In other subjects
the results of the model comparison are inconclusive. We next demon-
strate with simulations that using our algorithm for stimulus selection
would have improved model comparison accuracy. This suggests our al-
gorithm is also useful to help dissociate models in circumstances where
the signal-to-noise ratio is limited.
Methods
Models
In order to test whether self-motion has any effect on psychophysical
choice behavior we consider two models of choice behavior, a constant
bias model and a sinusoidal bias model [75]. We model choice behavior
as:
p(r|φ, SOA) = Φ(SOA; µ, σ) (3.9)
in which r is the subject’s response, φ is the phase at which the targets
are presented,Φ is a cumulative Gaussian with mean µ and standard de-
viation σ evaluated at the SOA. For the constant model, µ is a fixed value
across phases: µ = α. In this model choices are independent of the phase
of the motion. The sinusoidal model entails µ changes sinusoidally as a
function of phase, and is thus written µ = α + β sin(φ + φo), in which
α, β and φo are free parameters representing a subject’s fixed bias, am-
plitude of the modulation and phase offset, respectively. Regardless of
the model, we can parameterize the subject response probability using
θ = [α, β, φo, σ].
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Reanalysis
In order to test whether the individual subject’s choice behavior is mod-
ulated sinusoidally and to obtain reasonable parameters to utilize in our
simulations we reanalyzed the data of 17 subjects from Rincon-Gonzalez
et al. (2016). We fit both the sinusoidal and constant bias models to each
subject’s choice data. We assumed the responses are independent across
trials. The response probability on each trial can be computed using
equation 3.9. The log-likelihood of a subjects’ data set is then,
log(L(θ)) =
N
∑
i
log(Bern(ri, p(ri|SOAi,φi, θ))) (3.10)
in which i is the trial index, N is the number of trials, r is a vector of sub-
ject responses, SOA is a vector of the SOA’s the subject was presented,
φ is a vector containing the phase the targets were presented at and Bern
stands for a Bernoulli distribution.
Parameter estimates θˆ were then obtained using equation 3.7. As
before this optimization was done numerically using the L-BFGS-B al-
gorithm [103]. The parameter bounds were set to those in Table 3.4, with
the exception of α, β and σ, which had bounds set to [-250, 250], [0, 250]
and [0.1, 250]. To ensure a global minimum was found we used 300 ran-
dom initializations and selected the parameter set with the highest log-
likelihood. The initial values were obtained by drawing each parameter
value from a continuous uniform distribution with the same bounds as
specified above.
In order to validate the results of the grid-based model comparison
we also computed the Akaike Information Criterion (AIC) for each of the
models using equation 3.8. As an additional analysis we fit a cumulative
Gaussian (see equation 3.5) to the data from each phase (using the same
bounds as for the constant model and λ set to 0) to provide us with a
semi-parametric estimate of BTD for each phase.
Simulation experiment
In order to investigate whether using our adaptive algorithm could help
to dissociate these different models of target selection, we performed a
simulation experiment. The required grids are specified in Table 3.4. As
priors we used a uniform discrete distribution for each parameter and a
uniform distribution over the two models.
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We first generated 2000 possible parameter combinations. Parame-
ters were drawn independently from a continuous uniform distribution
with the same upper and lower bound as those specified in Table 3.4.
Next, in order to assess how well we can infer the correct generative
model for each parameter combination we simulated a synthetic subject
performing 1000 trials for each generative model and parameter combi-
nation. Note, the constant model is independent of β and φ0 and thus
they were removed from the parameter set when simulating this model.
The stimuli for these trials were selected either randomly from the stim-
ulus grid shown in Table 3.4 or using our adaptive algorithm. This led
to a total of 8000 simulated datasets. Additional simulations were per-
formed based on a truncated Gaussian parameter distribution, reflecting
the estimated behavioral parameter range (see Appendix B).
Variable Lower bound grid Upper bound grid Number of steps
φ (rad) 0 5.5 8
SOA (ms) -250 250 25
α (ms) -70 70 15
β (ms) 0 60 15
φo (rad) -3 3 15
σ (ms) 50 190 15
TABLE 3.4: Parameter grids used for simulation experiment 2.
Results
The AIC scores and parameter estimates for both models are shown in
Table 3.5. In order to interpret the AIC scores it is useful to note that
an AIC difference of over 4 is considered positive evidence towards the
model with the lower score [59]. This suggests the model comparison
in 8 of the subjects is ambiguous (AIC difference under 4), no subjects
are best described by the constant bias model and 9 subjects are best de-
scribed the sinusoidal bias model. Interestingly, it can be seen that even
in the ambiguous cases the amplitude parameter β is not at zero. This
implies the modulation of BTD is sinusoidal but the effect on the log-
likelihood is insufficient to overcome the penalization for the additional
parameters. This is also supported by the model predictions shown in
Figure 3.7, illustrating that the sinusoidal model is a closer fit than the
constant model to the independent estimate of BTD for each phase.
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FIGURE 3.7: Sinusoidal and constant model predictions for an example subject
and across subjects. For the group the dashed line indicates the mean predicted
BTD across subjects, for the example subject it indicates the predicted BTD. The
shaded regions indicates ± 1 SEM across subjects. Data points are the BTD
obtained by fitting a psychometric curve to each phase. The error bars indicate
± 1 SEM across subjects.
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Subject Model α (ms) β (ms) φo (rad) σ (ms) ∆AIC
1 Sinusoidal Bias 67.478 15.895 -0.002 74.505 0.000
1 Constant Bias 67.467 N/A N/A 76.780 -8.469
2 Sinusoidal Bias -69.792 19.323 -1.653 158.262 0.000
2 Constant Bias -69.589 N/A N/A 160.475 -2.810
3 Sinusoidal Bias -14.556 8.692 1.436 65.669 0.000
3 Constant Bias -14.492 N/A N/A 66.621 -1.480
4 Sinusoidal Bias 42.007 47.468 -1.161 176.735 0.000
4 Constant Bias 42.793 N/A N/A 190.810 -23.854
5 Sinusoidal Bias -25.052 1.283 0.607 61.613 0.000
5 Constant Bias -25.050 N/A N/A 61.623 3.871
6 Sinusoidal Bias -54.271 15.12 -0.481 65.382 0.000
6 Constant Bias -54.346 N/A N/A 67.457 -11.753
7 Sinusoidal Bias 21.550 24.817 -1.21 68.076 0.000
7 Constant Bias 21.652 N/A N/A 73.418 -30.514
8 Sinusoidal Bias 12.830 14.322 1.012 95.736 0.000
8 Constant Bias 12.836 N/A N/A 97.677 -3.968
9 Sinusoidal Bias 0.216 16.564 -0.529 97.097 0.000
9 Constant Bias 0.318 N/A N/A 99.491 -4.859
10 Sinusoidal Bias 3.735 15.64 -0.956 127.027 0.000
10 Constant Bias 3.783 N/A N/A 129.383 -1.729
11 Sinusoidal Bias 60.449 13.294 -0.295 116.987 0.000
11 Constant Bias 60.467 N/A N/A 118.368 -0.652
12 Sinusoidal Bias 7.974 16.892 0.394 117.834 0.000
12 Constant Bias 8.233 N/A N/A 119.763 -3.079
13 Sinusoidal Bias -1.041 19.071 -0.359 74.627 0.000
13 Constant Bias -1.056 N/A N/A 77.387 -16.147
14 Sinusoidal Bias -27.310 17.567 -0.847 151.860 0.000
14 Constant Bias -27.203 N/A N/A 154.390 -0.969
15 Sinusoidal Bias -13.869 10.955 -0.759 68.580 0.000
15 Constant Bias -13.752 N/A N/A 69.499 -5.662
16 Sinusoidal Bias -4.454 48.497 1.085 122.325 0.000
16 Constant Bias -4.918 N/A N/A 141.447 -56.525
17 Sinusoidal Bias 39.354 14.658 0.227 68.175 0.000
17 Constant Bias 39.470 N/A N/A 70.346 -12.939
TABLE 3.5: Best fit parameters and AIC differences (∆AIC, sinusoidal - other
model) for each model for all subjects.
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In order to explore if our algorithm can facilitate model comparison,
we plotted the average model probabilities across trials for both mod-
els and sampling methods used in our simulation experiment (see Fig-
ure 3.8). The model probabilities trend to 1 along the diagonal, indicat-
ing both adaptive and random sampling converge towards the correct
model. As before, the probabilities are higher for the adaptive sampling
method compared to random sampling suggesting that our algorithm
increases the strength of evidence towards the correct model. The mag-
nitude of this increase is lower than observed in simulation experiment
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FIGURE 3.8: Evolution of model probabilities over trials for different gener-
ative models and algorithms. Columns indicate the model used to generate
the data, rows indicate the probability of each model. The dark lines indicate
the mean probability averaged over simulations, light lines indicate example
simulations. Green coloring indicates stimuli were selected adaptively, orange
coloring indicates stimuli were selected at random from the same stimulus grid.
We also quantified how each sampling method affects the conclu-
sions drawn by computing the Bayes factor of the generative model
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against the other model. These Bayes factors are plotted in Figure 3.9.
Interestingly, if stimuli are selected randomly and the correct model is
sinusoidal we only conclude in favor of it in 60% of the simulations.
This matches with the mixed results from the reanalysis. Adaptive sam-
pling increases the proportion of simulations in which we find strong
evidence in favor of the correct model. For the sinusoidal model, we ob-
tained a benefit of about 15%, which is a smaller benefit than observed
in the noise model simulation.
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FIGURE 3.9: Proportion of simulations where the Bayes factors with respect
to the generative model is over 3. Each column indicates the model used to
generate the data.
In order to explore why the models cannot be strongly dissociated
in each simulation, we plotted the probability of the correct model as a
function of σ and β (see Figure 3.10). If the generative model is the con-
stant bias model, both adaptive and random sampling method lead to
model probabilities favoring the correct model but the adaptive method
produces only slightly higher probabilities. Adaptive sampling leads
to the probability of the correct model being slightly higher (indicated
by a more yellow hue), which leads to a larger proportion of Bayes fac-
tors being over 3. By contrast, when the generative model is the sinu-
soidal model, the model probabilities range from strongly in favor of
the sinusoidal model to strongly in favor of the constant model for both
sampling methods. This is understandable because the smaller the am-
plitude of the sinusoid, the closer the sinusoidal model becomes to the
constant model and thus penalizing for the additional parameters leads
to favoring the simpler constant model. Interestingly, the shift in model
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probabilities from sinusoidal to constant is dependent on the variability
of a subjects decisions; the smaller σ is, the lower β can be, while still
inferring in favor of the sinusoidal model.
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FIGURE 3.10: Probability of the generative model as a function of parameter
values for different generative models and algorithms. Columns indicate the
model used to generate the data, rows indicate the sampling method used to
determine stimuli. Each point indicates the probability of the correct model as
a function of amplitude β and standard deviation of a subject’s choices σ. Note,
constant bias model is independent of amplitude β, thus model probabilities
do not change systematically as a function of β. The β value plotted refers to
the value used in the sinusoidal model. The red ellipse indicates the mean ±
one standard deviation of the subject’s parameters obtained from the sinusoidal
model (see Table 3.5).
To determine why adaptive sampling improves the chance of infer-
ring in favor of the correct generative model, Figure 3.11 illustrates the
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phase and SOA selected using the adaptive algorithm for an example
simulation. In the initial trials, the algorithm samples broadly over the
phase and SOA, but then converges to a few combinations of SOA and
phase. Specifically, adaptive sampling selects the phases where the BTD
is maximal or minimal and SOA values close to the current α estimate.
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FIGURE 3.11: Stimuli selected adaptively for an example simulation. The upper
two plots indicate the phase and SOA sampled across trials. In both plots the
blue dots indicate the sampled stimuli for a particular trial. For the phase plot
the dashed lines indicate the phases (from our stimulus set) for which the BTD
is maximal or minimal. For the SOA plot the dashed line indicates the baseline
BTD (the BTD independent of phase modulations). The lower plot indicates a
scatter plot of the combination of phase and SOA. The radius of the data point
is proportional to
√
N where N is the number of times this combination was
selected.
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3.5 Discussion
Using a series of simulations in which the correct generative model is
known, we show that selecting stimuli adaptively increases the proba-
bility of inferring the correct generative model. We further show this in-
crease affects the conclusions an experimenter could draw. When stim-
uli are selected adaptively an experimenter is more likely to conclude
strongly in favor of the correct generative model and it requires fewer
trials to reach this conclusion. For example, in Figure 3.2 when the gen-
erative model is the generalized model, our adaptive algorithm yields in
only 250 trials strong evidence towards the correct model in 60% of the
simulations. By contrast almost none of the simulations using random
sampling showed strong evidence.
We illustrate this model comparison benefit in two distinct settings,
firstly, dissociating different sensory noise models and secondly, dissoci-
ating models of target selection. As an additional step towards practical
application, we also used our algorithm to test between sensory noise
models of human speed perception. We found that selecting stimuli
adaptively increases the strength of evidence towards the model pre-
viously proposed [10, 95].
Our findings match with previous work in cognitive science which il-
lustrate that models of memory retention can be better dissociated by se-
lecting stimuli adaptively [79, 89]. We also illustrate that the magnitude
of improvement provided by adaptive sampling is highly specific to the
models being compared. Specifically, we found a dramatic improvement
in dissociating sensory noise models but only a small improvement in
dissociating models of saccadic target selection. This illustrates, that the
performance of our algorithm will depend on a variety of factors, includ-
ing the specific models, where the subjects lie in the parameter space of
the models and how coarse the grids being used are.
Being able to compare models in an efficient manner encourages
comparison of different models which may otherwise not be compared.
For example, in many cases the sensory noise model is a single com-
ponent of a more complex model [11, 12, 26]. In the aforementioned
work, the possibility of different sensory noise models is dealt with
through model comparison. However, incorporating multiple sensory
noise models adds an additional degree of freedom, to the space of possi-
ble models, which can introduce difficulties in model comparison [107].
Specifically, multiple models with different components (for instance,
sensory noise, priors, loss functions) can fit the same data equally well
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which makes inferring the correct components difficult [107]. This study
also indicated a possible solution to this problem; fixing certain model
components and parameters based on previous work or additional ex-
periments. As such an experimenter could perform an additional ex-
periment to test the sensory noise model (and also obtain parameter es-
timates) for each subject, which could then be fixed in the model com-
parison. Our algorithm presents an efficient way to test between the
noise models in a small number of trials and therefore could be used as
a method for efficient model selection.
Although we illustrate, in two distinct practical examples, the bene-
fits of using our algorithm, there are limitations to our approach. One
major limitation is the grid-based approach we use in our algorithm.
While this approach is reasonable for the relatively simple models we
tested here. It is unfeasible for more complex models (models with ei-
ther more parameters or more stimuli dimensions). This is because if
we use the same sized grid for each parameter the number of points in-
creases exponentially with the number of parameter dimensions or stim-
uli dimensions [85]. For more complex models, these grids could exceed
the RAM memory available in certain computers, preventing our algo-
rithm from being applicable. In addition, more complex models will re-
quire more time to compute the optimal stimulus. For example, it takes
approximately 100 ms with our current models, the additional time in-
crease may render the current implementation unfeasible for more com-
plex models. Fortunately, there are a number of different approaches
which can compensate for these problem. One method is to use an adap-
tive approach to selecting the number of grid points and their positions
[108, 109]. The notion is that the contribution of each point in the param-
eter space is not equal and thus more points should be used for more
informative regions of the parameter space. This approach, previously
suggested in the context of parameter estimation [85] could allow our
algorithm to scale to higher dimensional models, or to more than three
models. Another alternative solution is to use an analytic approximation
to the parameter posterior, for example by using a Laplace approxima-
tion [85] or by a sum-of-Gaussians [80] and compute the optimal stim-
uli based on the approximated posterior. With such an approximation
it is only necessary to maintain the parameters for the approximation
rather than large grids. Again allowing our algorithm to scale up to
higher dimensions and more models. However, this comes at the com-
putational cost of having to refit each of these approximations to every
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model on each trial. As the time required to evaluate the likelihood typ-
ically increases approximately linearly with the number of datapoints,
this means the time required to refit these approximation increases with
the duration of the experiment [85]. Additionally, if the shapes of the
posteriors are a poor match to these approximations (for example, highly
skewed distributions are poorly approximated using a Laplace approx-
imation) then this approach may perform poorly compared to grid ap-
proximations which present a non-parametric method of representing
the posterior [85]. Given that these different approaches have distinct
costs and benefits, it is important to quantitatively test them to see how
each performs in terms of accuracy, computation time and memory us-
age. A detailed comparison of this type has been performed in terms
of adaptive stimulus selection for parameter estimation [85], but to our
knowledge, no such analysis has been performed for model compari-
son. An important avenue for further work would be to explicitly com-
pare our algorithm to other existing algorithms [76, 79] to identify the
relative costs and benefits of each approach.
In addition to the practical limitations of our approach, it is im-
portant to consider the theoretical implications of using adaptive sam-
pling on model comparison. For example, adaptive sampling could sig-
nificantly change the distribution of stimuli presented to the subjects
(see Figure 3.6) and therefore could violate assumptions used in cer-
tain model comparisons. For example, it is assumed the subject’s un-
derlying model is independent of the stimuli presented and typically
Bayesian observer models assume that the subject’s priors matches the
stimulus distribution [8, 74]. The adaptive approach may cause viola-
tions of these assumptions. To illustrate this, consider the change detec-
tion experiments referenced above [8, 74]. In these experiments subjects
are first shown a number of oriented ellipses which the subject has to
memorize. Subsequently the ellipses are displayed again either with the
same orientation or a changed orientation and the observer must report
whether a change is perceived or not. All the models compared for this
task assumed the subject used a circular uniform prior over the size of
the change (the same used to generate the stimuli). If we were to gen-
erate the change magnitude adaptively instead, this could create a non-
uniform distribution. Presenting a non-uniform distribution of change
magnitude may cause subjects to alter their response strategy. For exam-
ple, if a subject is only being presented trials with large changes he/she
may shift from encoding the stimuli precisely to a more coarse encoding
of the stimuli as precise encoding is no longer needed for the task. This
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biased distribution could also create a mismatch between the assumed
(uniform circular) prior in the model and the actual experiment, which
could cause biases in model comparison.
Although these issues may seem severe, the risk can be mitigated.
Our suggestion is to not rely only on adaptive techniques as definitive
evidence towards a model. It is important that multiple experiments and
sampling methods support the same model. In some cases discrepan-
cies may be found between sampling methods (e.g. in our noise model
comparison experiment). In these cases it is important to perform simu-
lations to see if these results are to be expected (see Appendix B for the
simulation we performed) or if the adaptive technique could be biasing
the comparison.
A final theoretical point is that our algorithm makes a number of
assumptions, for example, the ’true’ model used by the subject is part
of the included set of models being considered (an assumption in all
parametric model comparisons). If the true model is not part of this set
then the stimuli are not optimized to find evidence for this model. Obvi-
ously, in real subjects, it is impossible to know what the ’true’ model is,
rather we are searching for realistic models that best explain the subject
data. It is important to be aware that when using any adaptive approach
the stimuli are only optimized for dissociating the assumed model set.
We additionally assumed that the trials are conditionally independent,
that is there is no inter-trial dependence. To our knowledge, there is no
detailed analysis of how adaptive approaches fair if their assumptions
are violated. An important direction for further work would be to ex-
plore how robust adaptive approaches are to violations of assumptions,
as well as ways to mitigate the effects of the violations.
An additional area for further work is the importance of priors in
dissociating models. For simplicity, we used uniform priors for both
models and parameters. However, this neglects prior information which
may reduce the number of trials necessary to estimate which model is
the best. How should we determine these priors? Within statistics itself
there is little consensus on how this should be done, ranging from the
prior being a subjective choice of the experimenter [110] to the prior be-
ing objectively estimated from data [25]. Recent work has embraced the
latter approach and used hierarchical Bayesian modeling to estimate the
prior based on previous subjects [108]. For example, this approach has
been successful in determining parameter priors to use for observer’s
contrast sensitivity functions, both in simulations and in actual experi-
ments [108, 111]. A similar approach could be taken for estimating both
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parameter and model priors by creating a hierarchical model which in-
corporates the different models to be compared and fitting this to data
from previous subjects. An important step for further work would be
to formalize this generalization and investigate how these priors affect
model inference.
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Causal inference for spatial
constancy across whole-body
motion
Adapted from:
Perdreau, F., Cooke, J. R., Koppen, M., & Medendorp, W. P. (2018).
Causal inference for spatial constancy across whole body motion. Jour-
nal of Neurophysiology, 121(1), 269-284.
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Abstract
The brain uses self-motion information to internally update egocentric
representations of locations of remembered world-fixed visual objects.
If a discrepancy is observed between this internal update and reafferent
visual feedback, this could be due to either an inaccurate update or be-
cause the object has moved during the motion. To optimally infer the
object’s location it is therefore critical for the brain to estimate the prob-
abilities of these two causal structures and accordingly integrate and/or
segregate the internal and sensory estimates. To test this hypothesis, we
designed a spatial updating task involving passive whole-body trans-
lation. Participants, seated on a vestibular sled, had to remember the
world-fixed position of a visual target. Immediately after the transla-
tion, the reafferent visual feedback was provided by flashing a second
target around the estimated “updated” target location, and participants
had to report the initial target location. We found that the participants’
responses were systematically biased toward the position of the second
target position for relatively small but not for large differences between
the “updated” and the second target location. This pattern was bet-
ter captured by a Bayesian causal inference model than by alternative
models that would always either integrate or segregate the internally-
updated target location and the visual feedback. Our results suggest
that the brain implicitly represents the posterior probability that the in-
ternally updated estimate and the visual feedback come from a common
cause, and use this probability to weigh the two sources of information
in mediating spatial constancy across whole-body motion.
News & Noteworthy
When we move, egocentric representations of object locations require
internal updating to keep them in register with their true world-fixed
locations. How does this mechanism interact with reafferent visual in-
put, given that objects typically do not disappear from view? Here, we
show that the brain implicitly represents the probability that both types
of information derive from the same object, and use this probability to
weigh their contribution for achieving spatial constancy across whole-
body motion.
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4.1 Introduction
Motor acts have immediate consequences for the sensory input. For
example, a saccadic eye movement across the visual scene temporar-
ily suppresses visual processing [112] and alters the retinal image [113].
Nevertheless, the brain retains correspondence between the presaccadic
and postsaccadic scenes – called visual stability – by dissociating these
changes in retinal input from those due to changes of the visual scene
itself [114].
To do this, it has been suggested that the brain uses an internal for-
ward model that, based on a copy of the saccadic motor command, pre-
dicts the postsaccadic scene, which can then be compared with the actual
feedback of the postsaccadic scene [115, 116]. However, this evaluation
process is not flawless because both signals, i.e., the predicted and the ac-
tual feedback, are noisy [117], such that a change in retinal input could
be attributed to either an inaccurate prediction or to a change of the vi-
sual scene itself (e.g. an object has moved). The optimal strategy for the
brain to cope with such uncertainty is through statistically weighting
the evidence that the predicted and the actual feedback reflect the same
scene or not. This strategy is known as Bayesian causal inference [7].
Recently, we provided evidence for this strategy using the saccadic
suppression of displacement task [118], testing how participants judge
the presaccadic location of a visual object that shifted during a saccade
[119]. Following the rules of Bayesian causal inference, integration was
strong when predicted and actual feedback represented spatially close
target locations (as if they had a common cause), but weakened with
larger spatial differences, depending on the precision of these signals
[119].
Although the saccadic system has provided evidence for Bayesian
causal inference, it is not trivial that this mechanism is also applied to
retain visual stability in other motion conditions. Saccades are rapid,
self-generated movements that result in an abrupt alteration of the visual
scene [120] and, more critically, in a selective suppression of visual infor-
mation [121]. Therefore, a mechanism that predicts the reafferent visual
information based on motor commands (via forward models) may be
a prerequisite for visual updating across saccades [115, 116]. In con-
trast to saccades, passively induced motions, such as riding a car, induce
slow and progressive changes of the visual input, and do not have cor-
responding motor commands that could be used to predict the visual
consequences of self-motion. Given these differences, it is not clear how
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the brain deals with passive self-motion when the environment remains
visible.
During passive self-motion, the brain must rely on vestibular and
other sensory signals to infer the motion [122–125]. Various studies sug-
gested that there is a clear compensation for passive self-motion in the
egocentric updating of visual space, although compensation is not al-
ways perfect [126–128]. Other studies have shown that this compensa-
tion is severely compromised when the vestibular system is lesioned,
indicating that vestibular signals weight significantly into visual space
updating [129].
Despite these insights, it is important to point out that most of these
studies operationalized visual updating by measuring how the brain, in
darkness, keeps track of remembered target locations during the motion,
for which reliance on self-motion feedback in updating is necessary. In
heuristic terms, these self-motion updates may be superfluous in some
real-life scenarios, where the visual world remains stationary and con-
tinuously available, uninterrupted by the motion [130], but not in others,
where the visual world is dynamic and disparity with visual feedback
and earlier seen locations occurs. Here, we ask whether the brain ap-
plies Bayesian causal inference in the processing of self-motion-based
visual updates and actual visual feedback signals or whether it simply
derives heuristic, suboptimal solutions to achieve visual stability during
passive self-motion, i.e., by relying on visual feedback alone, or on the
internal estimate alone, or on always integrating the internal estimate
and the visual feedback.
To address this question, we designed a spatial updating task across
passive whole-body translation, in which participants, seated on a
vestibular sled, had to remember the world-fixed position of a visual tar-
get and report its location after the intervening body displacement. Crit-
ically, in contrast to previous studies, the target was briefly presented
again at the end of the displacement (as actual visual feedback), but
shifted relative to the updated target location, which was estimated from
the individual updating gain measured in trials without visual feedback.
In line with the predictions of Bayesian causal inference, we found
that our participants’ responses were systematically biased to the actual
visual feedback, depending on its spatial discrepancy with the updated
location. Our data could not be accounted for by a standard optimal
integration model that integrates the internal update and actual feed-
back irrespectively of their spatial discrepancy, or by reliance on either
one of these signals alone. Our findings suggest that the brain explicitly
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represents the causal structure in multiple signal integration for visual
stability across whole-body motion.
4.2 Methods
4.2.1 Data and code availability
The data and code for this article can be found at https://data.
donders.ru.nl/collections/di/dcc/DSC_2017.00056_170.
4.2.2 Participants
Eleven participants took part in the present study [mean age = 27.3 yrs
(SE = 2.4), 7 men, 4 women]. All subjects had normal or corrected-to-
normal vision and had no known vestibular or neurological disorders.
The present study was approved by the Ethics Committee of the Faculty
of Social Sciences of the Radboud University, Nijmegen. Every partici-
pant gave written informed consent prior to participating in the experi-
ment.
4.2.3 Apparatus
Participant’s displacement was operated by a custom-made sled, con-
sisting of a chair mounted on an 800-mm track (see Clemens et al. [123]
for more details). The sled was powered by a linear motor (TB15N; Tech-
notion, Almelo, The Netherlands) and controlled by a Kollmorgen S700
drive (Danaher, Washington, DC). The movements of the sled were con-
trolled with a precision better than 0.034 mm, 2 mm/s and 150 mm/s2.
Participants were seated with their interaural axis aligned with the direc-
tion of the sled motion. Head movements were restricted by an ear-fixed
mold and a chin rest so that participants’ eyes were kept at a distance of
1.47 m orthogonal to an OLED screen of size 1234 x 676 mm (55EA8809-
ZC; LG, Seoul, South Korea). The screen had a refresh rate of 60 Hz, a
spatial resolution of 1920 x 1080 pixels, and an uniformally black back-
ground. It was placed in front of the sled, aligned with its center (see
Fig. 1A). A black cardboard frame was mounted on the screen to pre-
vent any residual illumination that could make the screen edges visible.
The luminance of the screen’s background measured near the edges of
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the screen was 0.00 cd/m2. This ensured that, apart from the visual stim-
uli displayed on the screen, no other visual information could be used
as localization reference.
A linear guide was mounted on the sled, in front of the participants
and at the level of their thoracic diaphragm. By moving a slider on this
guide, subjects controlled the horizontal motion of a cross-hair cursor
displayed on the screen. Position of the slider was continuously tracked
at 200 Hz using two Optotrak Certus systems (NDI-Northern Digital
Instruments, Waterloo, Canada). The experiment and setup were con-
trolled using software written in Python 2.7.
4.2.4 Procedure
We designed a task that addresses spatial updating across whole-body
passive translation. The task comprised two kinds of trials, update-only
trials and feedback trials. In the update-only trials, participants had to
remember the world-fixed position of a target, briefly flashed prior to
the motion, and report its location after the motion. Previous work has
shown imperfect spatial updating for passive translation in complete
darkness [127, 131] and the update-only trials were used to determine
the updating gain per participant (see below). The feedback trials were
identical to the update-only trials, with the exception that at the end of
the motion, but prior to the participant’s response, the target was briefly
displayed again. The location of this probe target varied, but was cen-
tered on the internally-updated target location, as estimated on the ba-
sis of the update-only trials. This manipulation was critical because the
internally-updated location (where the participant thinks the target to be
in the world) is misaligned relative to the initially perceived world-fixed
location due to an underestimation of self-motion. Therefore, in line
with the predictions of Bayesian causal inference, presenting the probe
target around the initial target location would likely result in a stronger
segregation of the probe, whereas flashing the probe target around the
internally-updated location is expected to yield a stronger integration.
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FIGURE 4.1: Setup and procedure. A: experimental setup. Participants were
seated on a vestibular sled. They viewed stimuli on a screen and could control a
cursor using a linear guide mounted to the sled. B: procedure. A feedback trial
started after the participant had moved a cursor (green cross) to the homing
position (yellow square). Next, a target (red disk) whose world-centered loca-
tion had to be remembered, was flashed for 300 ms. Then, the participant was
displaced by 40 cm within 1 s, after which a probe target appeared for 50 ms,
shifted relative to the updated target position estimated from the updating-only
trials. Finally, the green cursor reappeared and the participant had to position
it at the remembered world-centered location of the target.
Participants were told that a target will appear before the whole-
body translation and then briefly again after the motion, possibly at an-
other location, and that their task was to report the initial world-centered
location of the target. Thus, it was ambiguous to the participant whether
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the object would move during the motion or not, and therefore whether
the probe target should be integrated or not in order to locate the initial
target. The detailed procedure was as follows (see Fig. 1B): At the begin-
ning of each trial, participants were passively moved to the homing po-
sition of the sled, either at -200 mm or at +200 mm relative to the screen’s
center, depending on whether the trial was to test updating across right-
ward or leftward translation. Then, participants were presented with
a 20x20 mm green cursor on the screen, along with a 20x20mm yellow
square (cursor homing position) and a gray body-fixed fixation dot (ra-
dius: 3.5 mm) that participants had to fixate throughout the trial (Fig
1B). Using the linear guide, participants had to bring the cursor onto the
homing position such that both disappeared, which triggered the onset
of the target (red disc, radius: 12.5 mm), presented for 300 ms, at one of
five possible locations (-100, -50, 0, 50, 100 mm relative to screen center).
At target offset, participants were passively moved sideways by 40 cm
to the left or to the right for a duration of 1 s with a minimum-jerk ve-
locity profile (peak velocity: 0.7 m/s, peak acceleration: 2.2 m/s2; Flash
& Hogan [132]). In the feedback trials, at the end of the motion a probe
target was briefly flashed for 50 ms with one of eight possible shifts (-
228, -80, -28, -8, 8, 28, 80, 228 mm) relative to the internally updated
target location, which was estimated by a preceding block of update-
only trials. Finally, in both kinds of trials the cursor reappeared at a
pseudo-randomized location and a brief sound cued the participants to
give their localization response by moving the cursor, controlled by the
linear guide, to the initial world-fixed location of the target. Participants
had 2.5 s to provide their response. If no response was detected within
the time limit, the trial was repeated later during the experiment. After
the participant had given his/her response, a new trial started, testing
updating across motion in the opposite direction. To keep participants
motivated and focused on good performance, a message was displayed
after every 20 trials showing the average error of the last 20 trials. If the
average error was smaller than at the previous message, it was displayed
in green (red otherwise). Every participant was instructed to aim for a
green feedback signal as often as possible.
The experiment started with a block of 80 update-only trials (eight
replications of the five target positions for two motion directions). For
each such trial we computed a motion updating gain of 1 − r−sD , with
s the actual target position, r the response position and D the signed
motion amplitude (D < 0) for leftward, (D > 0) for rightward motion)
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of the trial (all in screen coordinates). This gain equals unity for a per-
fect motion update and zero if any motion update is lacking. A partic-
ipant’s updating gain α was determined as his/her average updating
gain across all trials of the update-only block and this α was then used to
compute his/her internally updated target position in the feedback trials
as follows: xupdated = xtarget + (1− α)D. To allow for asymmetric updat-
ing, separate updating gains were computed for leftward vs. rightward
motion.
Next, the experiment’s feedback block started, consisting of a mix of
feedback trials and update-only trials. Each participant performed 640
feedback trials (8 replications of 2 motion directions x 5 target locations
x 8 probe target shifts). In addition, the feedback block contained 160
update-only trials, 66% of them randomly interleaved in the first half of
the feedback block and the remaining in the second half. These trials
were included to check that the internal update estimate of the preced-
ing update-only block was still valid and to help maintain it [133]. The
outcomes of these trials were also used to progressively update the par-
ticipant’s gain parameter α as the overall average updating gain across
all his/her update-only trials
αt =
1
t
t
∑
i=1
ri − si
D
(4.1)
with t the total number of updating-only trials tested up to the current
trial, r the localization response, s the target position (both in screen co-
ordinates) on a particular trial, and D the signed motion amplitude.
Target locations and probe target shifts used in the experiment were
selected based on pilots and simulations to ensure model recovery.
4.3 Data analysis
4.3.1 Behavior
For every trial, a response was validated if the cursor reached a velocity
of 5 cm/s or less for 300 ms (in screen coordinates). Response error was
then computed as the difference between the validated response position
and the target position and expressed in mm. Subsequent offline data
and statistical analyses were performed using MATLAB (2015b) and R
(3.3.2; R Development Core Team, 2016).
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Individual updating gains α were derived as described above and
computed separately for leftward and rightward motion directions. To
determine whether the individual updating gain could be modeled by a
single parameter irrespective of motion direction we performed a paired
samples t-test on leftward vs. rightward updating gains.
For the feedback trials, we compared individual response error and
variability across conditions by testing linear mixed models using the
lme4 R package [134] with motion direction (left, right) and probe tar-
get shift (8 levels ranging from -228 to +228 mm) as predictors. In order
to compare models, linear and quadratic trends of the probe target ef-
fect were investigated. Overall, threshold for statistical significance was
defined as 5%.
For the purpose of plotting only, participants’ data were remapped
to a rightward body-displacement.
4.3.2 Model
In this study’s main task a trial started with flashing a visual target.
Next, the participant was moved sideways and at the end of the motion
a probe was flashed either at or with an horizontal deviation from the
internally-updated target position (determined using the update-only
trials; see Procedure). Throughout the trial a body-fixed fixation cross
was present. The participant was then required to indicate the world-
fixed position of the target presented before the motion. The purpose
was to investigate whether in this situation of passive self-motion and
uninterrupted visual input the brain solves the position updating task
by combining the available memory and sensory information, on the one
hand the internally-updated position of the pre-motion target, denoted
m, and on the other hand the post-motion probe target position, denoted
v, in a statistically optimal fashion, i.e., according to a causal Bayesian
inference mechanism [7, 119]. The ideas of this approach are now sum-
marized informally, but more details and specific equations can be found
in Appendix C.
The causal Bayesian inference model is principally probabilistic: both
update m and visual probe feedback v are considered to be contaminated
by noise and represented as probability distributions, taken to be Gaus-
sian. In addition, the model involves a prior distribution, also Gaussian,
representing the participant’s a priori beliefs about target position, in-
dependent of trial information. According to the model, on each trial
two hypotheses are considered: one being that m and v have a common
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cause (here: the probe was displayed at the correct internally-updated
target position), the other that they have distinct causes (the probe was
displaced relative to the internally-updated location).
Under the first hypothesis (v gives ‘true’ information), the optimal
way to combine the m, v, and prior distributions is by Bayesian integra-
tion, resulting in a Gaussian distribution with intermediate mean and
higher precision, with precision defined as inverse variance. To be pre-
cise, the mean of the integration is the average of the m and v and prior
means, each weighted by its own precision, while the integration pre-
cision is the sum of the m, v, and prior precisions. Under the second
hypothesis (v is from displaced probe), the optimal way to proceed is to
simply ignore v and just integrate m and the prior. This is called segre-
gation.
To optimally apply the distributions for the two hypotheses, the inte-
gration distribution for a correctly positioned visual probe and the seg-
regation distribution for a displaced probe, the probability of the probe
being displaced or not is still needed. The model assumes the participant
has a prior probability for the probe being correctly positioned, which on
each trial is combined with the m and v information of that trial to result
in the corresponding posteriori probability. (Qualitatively: the less over-
lap between m and v, the more evidence for displaced v; again, for the
equations see Appendic C material). The final model distribution is the
mixture of the integration and segregation distributions, each weighted
by the posteriori probability of the corresponding hypothesis.
In fitting this model, we have to decide about specifications of the
various distributions involved. Priors are regarded as free parameters:
the prior probability p(C=1) of correct probe position and the mean pi and
variance σ2pi of the prior for pre-movement target position. We assume
the perception of the visual feedback probe is unbiased, which results
in the distribution v being centered on the visual probe location with
variance σ2v treated as a free parameter.
The distribution m for the internally-updated position of the pre-
motion target cannot be assumed to be accurate: it has been established
that, under the conditions of our experiment, passive self-motion am-
plitude is underestimated [123]. We allow for such underestimation by
introducing a gain factor α. For a pre-motion target position s in body co-
ordinates, the correct update after a movement with amplitude D would
be s− D. Assuming underestimation of distance D by a factor α, how-
ever, the actual update is s − αD, implying that in world coordinates
the distribution m is not centered on s, but on s + (1− α) ∗ D. For each
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participant this gain α was estimated in the first block of update-only
trials, which estimate was then used and repeatedly updated in the ex-
periment. The precision of m, on the other hand, contributes another free
parameter σ2m. Finally, we also modeled the possibility that participants
lapse on a certain proportion of trials and give a uniformally random
localization response with probability λ (lapse rate; λ < 0.06).
Alternative models
The Bayesian causal inference model is a true ‘ideal observer’ model.
All available information is used in a statistically optimal way, including
computation of the posterior probe displacement probability for deter-
mining the weights in the mixture model. Although this model explains
saccadic updating quite well [119], this theoretical benchmark is hard
to attain in the present conditions and the brain might instead resort
to some approximating heuristic [135]. A plausible alternative would be
that, instead of averaging, the brain selects one of the two competing hy-
potheses, correct or displaced probe position, based on their maximum-
a-posteriori ratio. This is referred to as model selection, which has pre-
viously been tested in the context of Bayesian causal inference [56, 136].
An even simpler heuristic would be to not select the respective hypothe-
ses or weigh their probabilities a posteriori, on a trial-by-trial basis, but
rather to deterministically, a priori, choose one or the other, i.e., always
integrate or always segregate, respectively. The first alternative, forced
fusion, has been previously suggested for saccadic eye-movements [117,
137]. It is an extreme case of the causal inference mixture model with
0-1 weights. Similarly, choosing to always segregate corresponds to the
opposite 0-1 weighting in the mixture model.
A third possible heuristic is segregation with roles reversed: just pro-
cess the directly given visual cue and do not consider memory updates.
The plausibility of this approach derives from the fact that during pas-
sive whole-body movements the brain lacks the possibility to predict the
consequence of self-motion due to the absence of motor commands. The
usefulness of keeping track of memory and applying updates is not clear
for naturalistic situations, where continuous visual feedback is available.
For the update-only trials without visual feedback the memory model is
retained, based on the assumption that, in the absence of other, more
precise information, the brain is able to spatially update an object based
on an internal estimate of self-motion.
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Next to the causal inference model also these simpler models, one
integration and two segregation models, were fitted and the model fits
were compared.
Models predictions
Fig 4.2B shows the predictions of the respective models of the response
error (distance between the participant localization response and the tar-
get location; left panel) and response variability (standard deviation of
response error; right panel). Generally, the memory-only model (light
blue line) corresponds to a flat line (with as intercept the optimal mem-
ory update estimate given by equation C.6 in Appendix C). The visual-
only model (dark red line) predicts a straight line with slope close to one
(visual precision divided by sum of visual and prior precisions). The
optimal integration model (orange line) is represented by a straight line
with an intermediate slope, determined by the relative precisions of the
visual probe target perception, internal memory update, and prior po-
sition. The causal inference (green line for model averaging, and violet
line for model-selection strategy) prediction is very similar to the inte-
gration model close to zero probe target shift (reflecting a high weight
for common cause, thus integration), but its slope diminishes in ab-
solute value and may even reverse sign, curving back to the horizon-
tal memory-only axis, reflecting the growing weight for the segregate-
memory branch of the mixture distribution with increasing discrepancy
of the visual feedback signal.
Furthermore, the causal inference models also makes testable pre-
dictions about response variability (Fig 4.2B, right panel). The inte-
gration branch of this mixture model, which minimizes variability, has
a high weight (common cause probability) close to zero probe target
shift and this weight decreases with growing spatial discrepancy, i.e.,
with growing shift amplitude. Therefore, our participants’ response
variability should decrease as the spatial discrepancy between the ex-
pected and actual feedback decreases. In contrast, the weights predicted
by the optimal integration model as well as by the segregation models
(memory-only and visual-only) do not depend on the actual spatial dis-
crepancy between the internally-updated target position and the probe
position. Therefore, as predicted by these models, response variability
as a function of probe displacement follows a flat line, whose intercept
depends on the precisions of the internal update (optimal integration
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and memory-only), of the perception of the probe location (optimal in-
tegration and visual-only), and of the prior position (all three models).
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FIGURE 4.2: Model variables and predictions. A: variables. given a target was
initially presented at the world-fixed location s, the task of the observer was
to estimate its position after having been passively moved over a distance D.
To do so, the observer can use two sources of information: the internally up-
dated target location m and the (feedback) probe target position v. However, be-
cause the self-motion is underestimated, the internally updated target location
m would not actually be centered on the true world-fixed location s but rather
on s+ (1− α) ∗D. B: models predictions for response error (left) and variability
(right): The causal inference model (green) predicts that localization response
is biased toward the probe target location (black horizontal lines) for relatively
small spatial discrepancies between the probe target (red arrowheads) and the
internal update m (red dashed horizontal line) and becomes aligned with m
for larger discrepancies. Accordingly, response variability should be greatest
for intermediate discrepancies while decreasing as the probe target and the
internal update get optimally integrated (small discrepancies) or segregated
(large discrepancies). Alternative models are depicted in orange (optimal in-
tegration), red (visual feedback only) and light blue (memory-only) and violet
(causal inference – model selection), see text for further explanation. Because,
in these models, m and v are always either integrated or segregated according
to these alternative models, the corresponding predicted response variability
should not depend on the probe shift. Parameters used to generate these pre-
dictions are: σv = 25 mm, σpi = 400 mm, σm = 55 mm, α = 0.5, p(C=1) = 0.25, pi =
0, λ = 0.0.
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4.3.3 Model fitting and evaluation
The causal inference model has seven free parameters: the variances σ2m
and σ2v of the m and v distributions, the mean pi and variance σ2pi of the
target prior, the updating gain α, lapse rate λ, and the prior probability
of correct probe position p(C=1). The last parameter has no role in the
integration model and the visual-only segregation model, for which six
parameters are left. The memory-only model has again one parameter
less, the variance of the ignored distribution, σ2v , for a total of five pa-
rameters. All these models were fit to 1D localization data from both
update-only and feedback trials, which were composed of 8 displace-
ment sizes, 5 targets locations and 2 self-motion directions. Given there
is no visual feedback during updating-only trials, we assumed subjects
used the memory-model in these conditions to compute their estimate.
Thus, parameters were optimized for both updating-only and feedback
trials.
In order to fit our models’ parameters, we computed the likelihood
of our participants data according to each parameter and model:
L(θ, model) = p(D|θ, model) (4.2)
To obtain the likelihood we compared the subject’s responses to the
predicted responses from each model. To obtain the model predictions
we simulated each trial 10,000 times. The likelihood computation is dis-
tinct for the two types of trials, updating-only and feedback trials. For
the feedback trials this consisted of drawing 10,000 samples from the dis-
tributions of m and v (see Appendix C; for the segregation models dis-
missing sampling the ignored distribution) and computing the optimal
response for each sample. For the updating-only trials, samples were
only drawn from the distribution of m, given the visual probe is absent.
Although the segregation and integration processes possess closed-form
likelihoods, we used the same simulation approach throughout for con-
sistency.
From the discrete draws, a likelihood function was obtained by ker-
nel density estimation (KDE, see Botev et al. [138]). Assuming x, the
observed localization response on a particular trial, is an i.i.d. variable,
the kernel density estimator is given by
fˆh(x) =
1
nh
√
2pi
n
∑
i=1
exp[−1
2
(x− xmodel,i)2] (4.3)
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with h, the bandwidth parameter determined in our case as the Silver-
man’s rule of thumb (h = (4/3n)1/5σˆ ∼= 0.168σˆ, with σˆ the sample SD;
Silverman [139]).
This KDE approach has been used before [140], but alternatively the
model draws can be binned into a likelihood histogram [7, 119] or the
likelihood can be approximated without sampling through numerical
integration [26] or linearization [141]. To our knowledge, no study has
explicitly compared these approximations.
Given a KDE of the model’s response distribution we can compute
the subject’s response likelihood in a particular trial t as
p(D|θ)t = λ ∗ f (xt| − 700, 700) + (1− λ) ∗ fˆh(xt) (4.4)
with fh(x) the likelihood function given by Equation 4.3, λ the probabil-
ity of a random response due to lapse, and f (xt| − 700, 700) the probabil-
ity of the response xt given a uniform distribution bounded by the screen
size. We assume the trials are statistically independent and therefore, we
can write the log-likelihood of the subject’s response as
LL(θ) = log p(D|θ) = log
n
∏
t=1
p(D|θ)t =
n
∑
t=1
log p(D|θ)t) (4.5)
Likelihood optimization was performed numerically using Bayesian
Adaptive Direct Search (BADS, [142]). BADS requires specification of
upper and lower bounds as well as plausible upper and lower bounds;
the bounds we used can be found in Table 4.1.
For every model and participant we computed 100 fits using random
parameter initializations and selected the best from these. Some param-
eters, such as the memory noise σ2m and the gain α can be estimated from
the updating-only trials, but others, such as the visual noise σ2v , do not
have corresponding conditions. Therefore, the choice of their bounds
can impact on the parameters values recovered by the model. For ex-
ample, increasing the visual noise to unrealistic values (e.g., 1 m) will
decrease visual reliability and its weight in the optimal integration esti-
mate, which will allow the optimal integration model to approximate a
memory-only model’s predictions. To estimate the constraint imposed
by visual noise, we designed a brief control experiment (N=5, mean
age = 23.6 yrs. (SE = 6.0), 3 males). In this psychophysical experiment,
we briefly flashed a target at the farmost peripheral probe position pre-
sented across all of our participants in the main experiment (x = −557)
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σv[mm] σpi[mm] α σm[mm] p(C=1) pi[mm] λ
Lower
boundary 1 1 -0.1 1 0 -100 0
Upper
boundary 100 400 1.1 200 1 100 0.03
TABLE 4.1: Hard boundaries for the models’ parameters search space.
mm relative to body). A probe target was then flashed and participants
had to report whether it was to the left or to the right of the target’s loca-
tion. The participants’ visual noise, computed as the standard deviation
of the fitted cumulative Gaussian divided by
√
2 [6], ranged from 17 mm
to 99 mm [mean = 49.6 (SE = 16.2) mm]. We thus set the upper bound
for the visual noise parameter (σv) to 100 mm.
Model comparison
We compared our models in terms of quality of fit using the root mean
square error (RMSE),
RMSE =
√
1
n
n
∑
i=1
(θˆi − θi)2 (4.6)
in which θˆi and θi are the predicted and observed variables respectively.
Next, to further compare the models’ prediction and account for their
respective number of free parameters, we computed the Bayesian Infor-
mation Criterion [143]. This is a metric approximating the model evi-
dence and trading off a particular model’s likelihood against the number
of parameters used in the model:
BIC = log(n)k− 2 log(Lˆ) (4.7)
where k is the number of free parameters and Lˆ is the likelihood of the
data set at the maximum likelihood solution.
4.3.4 Parameters and model recovery analyses
To validate our fitting procedure, we performed both a parameter and
model recovery analysis to ensure parameters and models can be in-
ferred well given our experimental design and analysis pipeline.
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To do so, we first fitted a multivariate Gaussian to the best-fit param-
eters distribution of the Causal inference model (full model), using the
actual covariance matrix of the parameters. However, because our pa-
rameters were bounded (e.g. 0 ≤ p(C=1) ≤ 1), we truncated the fitted
parameters distribution to avoid sampling out-of-range values. Next,
for each of the five models tested, we generated 95 data sets from pa-
rameters randomly drawn from the fitted distribution. Then, we fitted
all models to these datasets, with 100 random parameters initializations.
Table 4.2 shows the confusion matrix of the average BIC difference be-
tween the test model (columns) and the generative model (rows) and its
standard error in square brackets. A successful recovery of the models
should translate into BIC differences greater than or equal to 0, which we
see in all cases. Table 4.3 presents the proportion of times each test model
(column) won against the others (i.e. in terms of lowest BIC value) given
a particular generative model (row). Perfect model recovery is demon-
strated by a proportion of 1 on the diagonal of the confusion matrix. Fig-
ure 4.3 shows the scatterplots of the predicted parameter values against
the generative parameter values along with the regression line for every
parameter (rows) and model (columns).
CI-MS CI-MA OI MO VO
CI-MS 0.0 [0.0] 64.4 [83.7] 302.3 [330.9] 619.5 [614.0] 1097.0 [873.2]
CI-MA 53.3 [74.1] 0.0 [0.0] 246.0 [233.7] 486.2 [508.4] 1087.0 [796.2]
OI 6.8 [2.2] 6.9 [2.2] 0.0 [0.0] 756.5 [794.1] 743.8 [897.9]
MO 12.7 [2.6] 13.1 [2.1] 320.0 [177.4] 0.0 [0.0] 1254.8 [828.3]
VO 188.0 [188.1] 188.2 [188.2] 181.5 [188.0] 1309.8 [749.6] 0.0 [0.0]
TABLE 4.2: Model recovery analysis. Datasets were generated from each model
(CI-MS: causal inference model-selection, CI-MA: causal inference model-
averaging, OI: optimal integration, MO: memory-only, VO: visual-only). Listed
are mean and SD of the BIC difference between the generative (rows) and the
test models (columns). Note that the BIC difference between the OI model and
the CI models reflects the penalty given to the CI models for using one addi-
tional parameter (log (640) ∗ 7− log (640) ∗ 6 ≈ 6.46).
4.4. Results 101
CI-MS CI-MA OI MO VO
CI-MS 0.83 0.05 0.05 0.06 0.00
CI-MA 0.11 0.79 0.05 0.05 0.00
OI 0.00 0.00 0.99 0.01 0.00
MO 0.00 0.00 0.00 1.00 0.00
VO 0.00 0.00 0.00 0.00 1.00
TABLE 4.3: Proportion of correct model recovery. Each cell of the confusion
matrix shows the proportion of datasets that were better fitted, in terms of low-
est BIC value, by a test model (column) compared to the others and given a
particular generative model (row). A perfect model recovery is indicated by a
proportion of 1 on the diagonal of the confusion matrix.
4.4 Results
The present study aimed at determining the inference mechanism used
by the brain to estimate the position of an object after a passive, whole-
body translation. More specifically, we were interested in examining
whether the brain would only rely on the visual feedback, given it is
continuously available during self-motion, or also consider the expected
sensory feedback, and then either just use the latter, or always integrate
both sources of feedback, or weighting these two possibilities according
to the causal inference model. To do so, we designed a spatial updating
task across whole-body passive translation where our participants’ task
was to remember the world-fixed position of a target displayed prior to
the translation and then shown again as a probe at the end of the dis-
placement, at a location shifted relative to the internally updated target
position. We were particularly interested in examining the effect of the
probe shift on the response bias and variability.
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FIGURE 4.3: Parameters recovery analysis: predicted parameters values plotted
against the generative parameters values for every parameter (rows) and model
(columns). The dashed line represents the diagonal, whereas the solid black line
shows the regression line.
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4.4.1 Estimation of updating gain
For each target position, the internally updated position around which
to present the probe target was determined based on the individual up-
dating gain parameter α, during the experiment estimated and updated
as the participant’s average across all preceding update-only trials. On
average, participants had an updating gain of 0.47 (SE= 0.05). The updat-
ing gains between leftward and rightward motion were not significantly
different [αle f t = 0.47, αright = 0.46, t(10)=0.451, confidence interval (95%)
= [-0.018, 0.027], P=0.662], so individual updating gains were captured
by a single parameter in our models.
4.4.2 Response error and variability
Fig 4.4A shows the response error of one participant (s11) plotted as a
function of probe shift from the internally-updated target. While data
are replicated from panel to panel, each panel illustrates a specific model
prediction. Fig 4.4B shows the same plots for the group data. While three
models predict the relationship to be linear with either a null (memory-
only) or positive (visual-only and integration) probe shift slope, both
causal inference variants posit a curvilinear relationship with slopes de-
creasing from zero shift outwards, possibly reversing direction. In a lin-
ear mixed model analysis of the response error data, with motion direc-
tion and probe target shift as predictors, this opposed curvature (con-
cave down for positive, concave up for negative probe shifts) was mod-
eled by a ‘signed’ quadratic component: the probe shift values squared
with a sign reversal added for negative shifts. Motion direction had no
main or interaction effect (all P > 0.38). Beside a positive linear effect
[χ2(1) = 10.23, p = 0.001], probe shift also revealed a significant [χ2(1)
= 5.37, p = 0.020] quadratic effect (with the sign consistent with the CI
model). The mixed model required random effects for intercept and both
linear and quadratic shift components.
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FIGURE 4.4: Response error for an individual participant (A) and the group av-
erage (B). A: response error of participant s11 plotted as a function of the spatial
discrepancy between the internally-updated target location and the probe tar-
get location together with models’ predictions. Small blue dots represent indi-
vidual responses, whereas white-filled dots and error bars present the median
response and the interquartile range for a specific condition. Solid, orange lines
show median models’ predictions and colored areas display the interquartile
range of the predicted response distribution. Colored dashed line represents
the average internally-updated target position, whereas the gray dashed line
stands for the target position and the black horizontal bars indicate the probe
target position. B: average participants response error plotted as a function of
probe target displacement. Error bars represent the SE of the mean. Each dot
is the average response of one participant. Solid orange line and shaded area
represent the average model prediction and the SE, respectively. Horizontal
dashed gray line depicts the target position, whereas red dashed line and the
solid, black lines indicate the average internally-updated target and the probe
target positions, respectively.
Fig 4.5A shows the response variability (standard deviation of re-
sponse error) of an example participant (s11) along with our models
predictions (one model per panel). Similarly, Fig 4.5B presents the same
plots at the group level. These variability data were also subjected to a
mixed model analysis with motion direction and a linear plus (ordinary)
quadratic probe target component as predictors. Again, no main or in-
teraction effect for motion direction was found (all p > 0.86). Target shift
showed no linear [χ2(1) = 0.24, p = 0.621], but a highly significant [χ2(1)
= 62.47, p < 10−14] concave-up quadratic effect, as predicted by the CI
model. Here, the random part consisted of a random intercept only.
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FIGURE 4.5: Average response variability for an individual participant (A) and
the group average (B). A: individual participant’s (s11) response variability
(standard deviation of response error) and models’ predictions (solid colored
lines) plotted as a function of the spatial discrepancy between the internally-
updated target location and the probe target location, as well as for ’updating-
only’ trials (data plotted in gray area). B: average participants response vari-
ability plotted as a function of target displacement relative to the internally-
updated location. The causal inference model is the only of the tested mod-
els that captures the effect of spatial discrepancy on our participants’ response
variability.
4.4.3 Model fits and evaluation
Bayesian causal inference [causal inference model-averaging (CI-MA)]
predicts that the memory-based updated target location and the visual
feedback are integrated in proportion to the posterior probability that
they refer to a same target location (common cause). We tested this hy-
pothesis against the predictions made by four alternative models. One
of these is an optimal integration model (OI) that combines the mem-
ory update and visual feedback based on their respective precisions re-
gardless of their spatial discrepancy. The other two models rely on the
heuristic of using just one of both sources: a memory-only model (MO)
disregarding the probe target and a visual-only model (VO) disregarding
the internal update. In addition to these models, we tested an alternative
decision strategy for causal inference that exclusively selects either the
integration or the segregation estimate based on the maximum a posteri-
ori ratio of their respective posterior probability [model selection; causal
inference model-selection (CI-MS)]. Predictions of the five models are
outlined in Fig. 4.2B (see Methods).
To quantitatively compare the predictions of our five models at the
individual level, we computed model fits per participant. RMSE com-
puted on each participant’s average response and the model predictions
in every condition suggests that our participants’ data were best de-
scribed by the CI-MA model [RMSE = 10.50 mm, SE = 1.63 mm], fol-
lowed by the CI-MS model [RMSE = 10.90 (±1.66) mm], the optimal
integration model [RMSE = 15.92 (±1.88) mm], the memory-only model
[RMSE= 36.94 (±13.97) mm], and the visual-only model [RMSE = 75.41
(±10.47) mm]. A similar analysis applied to our participants’ response
variability revealed that the variability pattern (Fig. 4.5) clearly could
better be captured by the two causal inference models [CI-MA: RMSE =
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12.06 (±2.72) mm; CI-MS: RMSE = 11.92 (±2.58) mm], followed by the
optimal integration model [RMSE = 16.47 (±3.21) mm], the memory-
only model [RMSE = 38.15 (±13.57) mm], and the visual-only model
[RMSE = 43.39 (±9.24) mm].
Since this fit measure does not take the number of free parameters
used by the models into account, we also computed the Bayesian Infor-
mation criterion (BIC) for each individual model fit. Averaged across
participants the CI-MA model better predicted the participants behavior
than the CI-MS model (∆ BIC = 19.76, SE = 17.65) and clearly outper-
formed the integration model (∆ BIC = 209.77, SE = 91.77), the memory-
only model (∆ BIC = 589.54, SE = 282.98), and the visual-only model (∆
BIC = 1198.07, SE = 219.88). Given that differences in BIC larger than
20 are considered strong evidence for one model against the other [105,
144], this suggests overwhelming evidence for the two causal inference
models compared to the three alternative models (see Fig. 4.6). Best-fit
parameters for every model and participant are reported in Table 4.4.
ID Model σv σpi α σm p(C=1) pi λ ∆BIC
[mm] [mm] [mm] [mm]
s1 CI-MA 25.45 400.00 0.41 32.50 0.1932 94.48 0.000 0
CI-MS 49.50 207.06 0.41 30.99 0.5247 100.00 0.000 10
OI 100.00 156.18 0.39 30.91 98.79 0.001 50
MO 162.17 0.39 32.07 100.00 0.000 38
VO 100.00 226.93 0.39 34.06 -1.17 0.004 1717
s2 CI-MA 3.27 68.64 0.30 96.29 0.0000 -7.30 0.009 0
CI-MS 3.17 69.23 0.31 95.95 0.0002 -7.31 0.008 -15
OI 100.00 54.09 0.32 73.79 -7.13 0.030 205
MO 69.78 0.25 102.28 -7.39 0.012 -16
VO 100.00 110.27 -0.03 200.00 -1.09 0.030 1347
s3 CI-MA 10.80 83.55 0.06 82.29 1.0000 10.74 0.029 0
CI-MS 9.94 132.92 0.44 70.90 0.9993 16.34 0.007 -73
OI 11.15 76.99 -0.10 91.47 6.24 0.030 14
MO 313.77 0.44 129.71 66.80 0.000 2851
VO 12.47 114.31 0.44 50.42 9.47 0.027 16
s4 CI-MA 12.96 128.81 1.04 62.20 0.1856 -17.69 0.000 0
CI-MS 99.72 117.99 1.04 55.65 0.6273 -15.87 0.000 10
OI 100.00 177.10 1.04 50.37 -85.06 0.013 122
MO 131.70 1.04 57.48 -22.58 0.000 27
VO 100.00 107.83 1.05 61.31 -6.72 0.030 832
s5 CI-MA 100.00 69.16 0.07 45.09 0.6467 1.75 0.018 0
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ID Model σv σpi α σm p(C=1) pi λ ∆BIC
[mm] [mm] [mm] [mm]
CI-MS 99.70 68.80 0.08 44.47 0.6531 3.18 0.024 0
OI 100.00 67.04 0.07 43.02 1.23 0.020 60
MO 70.56 0.07 44.48 2.62 0.011 0
VO 100.00 225.11 0.31 44.09 -13.24 0.029 1549
s6 CI-MA 9.29 268.63 0.42 34.37 0.7121 63.81 0.000 0
CI-MS 14.76 346.79 0.42 31.13 0.4908 98.10 0.004 109
OI 98.22 119.36 0.37 36.16 31.49 0.002 558
MO 151.22 0.39 37.28 65.02 0.000 604
VO 100.00 283.62 0.42 30.71 32.33 0.003 2066
s7 CI-MA 1.06 120.60 0.71 48.05 0.2126 -28.51 0.005 0
CI-MS 27.57 169.59 0.73 41.49 0.4329 -59.29 0.009 46
OI 99.99 145.14 0.72 40.63 -49.97 0.016 236
MO 141.84 0.72 43.20 -35.27 0.006 164
VO 99.98 135.73 0.72 41.33 -10.10 0.030 1312
s8 CI-MA 98.89 73.79 -0.08 49.83 0.0018 24.76 0.000 0
CI-MS 100.00 76.41 -0.06 50.40 0.5132 25.53 0.000 3
OI 99.73 73.85 -0.05 46.37 25.02 0.002 92
MO 75.63 -0.04 46.79 28.27 0.009 17
VO 100.00 288.82 0.23 36.14 42.96 0.017 1607
s9 CI-MA 32.70 203.35 0.92 199.981.0000 -45.50 0.013 0
CI-MS 33.17 205.06 0.92 200.001.0000 -40.12 0.008 1
OI 33.17 202.46 0.94 200.00 -39.57 0.009 -7
MO 400.00 0.78 143.38 -100.00 0.000 1749
VO 33.17 238.25 0.88 80.17 -99.25 0.009 -95
s10 CI-MA 100.00 79.98 -0.10 80.90 0.9983 -7.91 0.000 0
CI-MS 100.00 81.03 -0.10 81.38 0.9894 -6.37 0.000 -9
OI 99.99 78.53 -0.10 79.08 -6.27 0.002 -8
MO 92.90 -0.10 89.50 -4.65 0.000 28
VO 100.00 152.82 -0.10 133.52 -6.24 0.007 834
s11 CI-MA 9.71 110.05 0.61 48.40 0.8854 -14.56 0.000 0
CI-MS 16.38 150.06 0.65 41.45 0.8947 -49.52 0.000 137
OI 100.00 140.88 0.64 48.31 23.10 0.006 986
MO 133.65 0.63 48.26 -15.56 0.009 1023
VO 15.82 204.89 0.67 44.53 -73.85 0.030 1994
CI-
MA
Mean 36.74 146.05 0.40 70.90 0.5305 6.73 0.007 0
Median 12.96 110.05 0.41 49.83 0.6467 -7.30 0.000 0
110 Chapter 4
ID Model σv σpi α σm p(C=1) pi λ ∆BIC
[mm] [mm] [mm] [mm]
S.E.M 12.48 31.69 0.12 14.32 0.1253 12.34 0.003 0.00
CI-
MS
Mean 50.36 147.72 0.44 67.62 0.6478 5.88 0.005 20
Median 33.17 132.92 0.42 50.40 0.6273 -6.37 0.004 3
S.E.M 12.39 25.22 0.11 14.63 0.0929 15.98 0.002 18
OI Mean 85.66 117.42 0.39 67.28 -0.19 0.012 210
Median 99.99 119.36 0.37 48.31 1.23 0.009 92
S.E.M 9.58 15.14 0.12 14.48 14.57 0.003 92
MO Mean 158.47 0.42 70.40 7.02 0.004 590
Median 133.65 0.39 48.26 -4.65 0.000 38
S.E.M 31.75 0.11 11.84 16.79 0.002 283
VO Mean 78.31 189.87 0.45 68.75 -11.54 0.020 1198
Median 100.00 204.89 0.42 44.53 -6.24 0.027 1347
S.E.M 11.30 20.64 0.11 15.84 12.50 0.004 220
TABLE 4.4: Models’ best-fit parameters. Best-fit parameters recovered from
participants data for the 5 models. BIC, Bayesian information criterion; CI-
MA, causal inference-model averaging, CI-MS, causal inference-model selec-
tion; MO,memory-only segregation model; OI, Bayesian optimal integration;
VO, visual-only segregation model; α, updating gain; λ, lapse rate; pi, prior
on target location; σv, visual noise; σpi , prior width; σm, memory-noise; p(C=1),
prior on common cause.
4.5 Discussion
Because the shift of object images on our retina can be partly caused by
our own motion (eye and/or body motion) and partly by the objects
moving themselves, the brain must compensate for our motion in or-
der to keep a spatially constant representation of the world. This spatial
updating mechanism involves that the brain internally updates remem-
bered object locations based on the estimated self-motion. To explain
spatial constancy across saccadic eye movements, we recently suggested
that the brain relies on a causal inference mechanism [119], showing that
the updated target location after saccades and the new visual feedback
are integrated and/or segregated based on the posterior probability that
they refer to the same position in the world. However, passive self-
motion differs from saccadic eye-movements in that visual feedback is
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FIGURE 4.6: Bayesian information criterion (BIC) differences between the
Bayesian causal inference model (CI-MA) and the four alternative models:
model selection (CI-MS), optimal integration, memory-only, and visual-only.
Negative differences would suggest stronger evidence for the alternative model
than for the causal inference model and an absolute difference < 10 can be
judged uninformative.
typically continuously available and spatial updating cannot rely on the
efference copy of the motor commands. Therefore, the present study
aimed at determining whether the brain would call on Bayesian causal
inference or whether it would use a simpler heuristic, for instance solely
relying on the available visual feedback for spatial updating after pas-
sive whole-body motion. In line with the prediction made by Bayesian
causal inference, our results show that responses were biased toward
the probe location, with proportionally stronger bias for small probe dis-
placements and a relatively smaller bias for the larger displacements. We
conclude that, in order to maintain spatial constancy across passive body
motion, the brain would weigh the integration of the internally-updated
target position and of the visual feedback based on the posterior proba-
bility that they refer to a common position in the world.
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As quantitative support for this conclusion, we fitted a Bayesian
Causal inference model and compared its predictions to those of four al-
ternative models: a causal inference model using a model selection strat-
egy, an optimal integration model, a visual-only as well as a memory-
only segregation model. Overall, the response patterns of our partici-
pants could be better captured by the Causal inference models (model
averaging and model selection) compared to these alternative models,
both in terms of quality of fit and of model evidence as measured by the
RMSE and the Bayesian Information Criterion. Another important pre-
diction of causal inference is that response variability should decrease
non-linearly as target and probe are optimally integrated, that is, as the
spatial difference of the probe target with the internally-updated target
position is smaller. Again, this response variability pattern was observed
in most of our participants.
As alternative explanations for the response pattern we observed, it
could be argued that the brief presentation of the visual probe interferes
with the memory representation of the updated target location [145], or
has induced an attraction of the memory representation toward its loca-
tion due to attentional cueing [146]. Although both explanations account
for a response bias toward the probe location, they do not clearly sug-
gest a relationship with spatial disparity or a decrease of the response
variability.
It should be realized that causal inference could not only operate in
the spatial but also in the temporal dimension. In the present study, the
probe was always presented 1 s after the presentation of the initial target,
thus after the intervening motion, which means that time has factored
out. Knowing that spatial memories can be maintained for more than
seconds [147], it is thus very plausible that they are integrated with later
visual feedback, consistent with saccadic updating [119] as well as with
our data.
The fitted prior on the probability of having a common cause, p(C=1),
was on average about 0.53 but varied across participants, with some par-
ticipants showing a behaviour closer to the predictions made by optimal
integration [p(C=1) ≈ 1 ; e.g. in s3, s9 and s10] and others being closer
to the predictions made by the memory-only model [p(C=1) ≈ 0, e.g.
in s2]. Previous research has reported similar intersubject variability in
saccadic updating [119]. It remains unclear whether this parameter pro-
vides an actual readout of the participant’s prior belief about a common
cause: recent research has shown that the estimated p(C=1) did not al-
ways match the experimental p(C=1) [26].
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Across subjects, our results suggest that updating responses rely on
a Bayesian causal inference. Within this framework, we compared the
predictions made by a model averaging strategy with those made by
a model selection strategy. According to the former strategy, both in-
tegration and segregation estimates are combined and weighted based
on the posterior probability of having a common cause in a particular
trial (see e.g. Kording et al. [7] and Atsma et al. [119]). The latter strat-
egy, which exclusively selects one of these intermediate estimates based
on their maximum a posteriori ratio (see e.g. Rohe & Noppeney [136]),
could only significantly better predict the responses of 2 of our partici-
pants. Previous studies on cue combination and unity judgment tasks
also found model averaging to outperform with alternative strategies,
including probability matching ([119, 136] but see Wozny et al. [56]) and
coupling prior [7, 148, 149].
In this study and in previous work [119] we assumed the computa-
tions regarding causal inference for spatial constancy are Bayes optimal,
and thus the decision boundary for the presence of a common cause is
uncertainty dependent. A more recent study [119] suggested a decision
rule solely depending on the observed spatial difference between the
cues and some fixed criterion. Future work would need to explicitly ma-
nipulate uncertainty and test both cues independently (e.g. report the
location of the probe and the visual target independently) in order to
compare these decision rules. For instance, the precision of the mem-
ory update could be manipulated by varying the time elapsed since the
presentation of the initial target, which would result in a stronger effect
of the visual probe. Similarly, the precision of the probe could be in-
creased by changing presentation duration, which was done previously
in the context of spatial constancy across saccades [119], resulting in par-
ticipants’ responses being more biased toward the probe location. With
these manipulations, it may be possible to distinguish a Bayes optimal
decision strategy from a suboptimal heuristic decision strategy [4].
Previous research has investigated spatial updating across body
translation in complete darkness using psychophysical procedure where
participants have to compare the position of a probe target to a reference
[127, 128]. Despite the similarity with our feedback trials where a probe
target was shown at the end of the translation, the aim of these studies
was in fact closer to the goal of our updating-only trials: measuring how
an observer updates an object position based on vestibular cues only. A
critical difference with our feedback trials lies in the role played by the
probe target and the way it can be used. Comparing the probe position to
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the target position necessarily implies to segregate these positions and to
regard them as being generated by different causes (compare one object
vs. another). In contrast, we used an estimation task where participants
had to report the location of the target, possibly combining the probe
location as an additional source of information. In contrast to using a
2-AFC task as previously described, our estimation procedure allows us
to determine the way visual feedback regarding the target can be used
in order to more precisely update the target location.
Our spatial updating task involved passive linear body-translation in
complete darkness with restricted eye-movements due to the body-fixed
fixation target. This allowed us to better control the types of sources of
information that the brain could use in order to estimate the translation
amplitude and consequently update the target location. Optic flow was
not available at all. Therefore, the amplitude estimate could mostly be
derived from the integration of canals and otoliths signals about the an-
gular and linear acceleration of the head in space respectively [122, 150].
In these circumstances, it is known that observers underestimate their
motion [123], which results in a misalignment of the updated target lo-
cation with respect to the initially perceived, world-fixed location of the
target. Accordingly, we found a stronger integration of the probe tar-
get around the internally-updated location than around the initial target
location. Here, we assumed that the amount of underestimation of mo-
tion amplitude linearly scales with motion amplitude, as modeled by
the updating gain, Recent studies have shown that uncertainty of self-
motion increases with motion amplitude [123], possibly resulting in a
non-linear scaling of the updating gain due to a stronger effect of the
prior on slower velocity [151]. It could hence be predicted that, in sim-
ilar conditions as in our experiment, the spatial difference between the
true target location and the internally-updated target location increases
with self-motion amplitude, but that more weight should be given to
the visual feedback due to the increased uncertainty of the internal esti-
mate. Because we only tested one single motion amplitude in the current
study, the assumption of linear scaling is unlikely to impact our results.
Underestimation of self-motion is observed in specific lab conditions,
but increasing the number of sensory and motor sources about self-
motion, reflecting more ecological situations, would also not rule out
the use of causal inference. Integration of these multiple sources of infor-
mation would actually result in a more precise estimate of the updated
target location, which would then be better discriminated from the sen-
sory feedback of the target. The sharpening of the sensory cue estimates
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should finally impact on the posterior probability of having a common
cause and, consequently, on the weighting of integration and/or segre-
gation of these estimates. Interestingly, this causal inference could take
place at multiple stages of processing: e.g. related to the multisensory
cue-combination to estimate self-motion, and related to the integration
of the sensory feedback in order to improve the estimate of the target
location or to detect an external change in the object.
Finally, we used a computational approach to describe and predict
human updating behavior. Future research is needed in order to deter-
mine how Bayesian causal inference in spatial constancy could be actu-
ally neurally implemented given the daunting complexity of the model
evidence (marginalization) computation in population codes [135]. The-
oretical work has suggested that Bayesian optimal integration could be
supported by the linear combination of neural population activity that
can be approximated by Poisson-like distributions [152, 153]. In line
with this suggestion, it has been shown in macaques that MSTd neurons
compute the weighted sum of their inputs, the weights of which were
varying according to motion coherence, which was a manipulation of
cue reliability [154]. Similar evidence for neuronal correlates of optimal
integration has been found in studies involving visuo-vestibular stim-
uli [155]. More recently, an audio-visual cue-combination study com-
bined with fMRI found evidence for a possible cortical hierarchy imple-
menting causal inference [156]. At the bottom of the hierarchy, primary
sensory areas encode their preferred stimulus (segregation estimates),
whereas optimal integration of the sensory cues and the encoding of the
uncertainty about their causal structure would occur higher in the hier-
archy (posterior intraparietal sulcus and anterior intraparietal sulcus re-
spectively). This study, however, considered Bayesian causal inference
in a task that involves the combination of unisensory cues. In contrast,
spatial updating involves the combination of a sensory feedback and an
internal, amodal estimate of the expected sensory feedback itself derived
from multisensory sources of information. Therefore, it remains to be de-
termined whether this cortical hierarchy would also support Bayesian
causal inference for spatial constancy. Interfering techniques, such as
TMS, could be used in order to test whether it affects how participants
integrate sensory cues given their spatial disparity in spatial updating
tasks.
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Set size effects on sensory and
predictive uncertainty in
position and motion
perception
Adapted from:
Cooke, J. R., Selen, L. P., van Beers, R. J., & Medendorp, W. P. (in prepa-
ration). Set size effects on sensory and predictive uncertainty in position
and motion perception.
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Abstract
Psychophysical experiments and computational models of visual per-
ception suggest that increasing the number of items in a visual scene
affects the uncertainty of the encoded representations. However, many
perceptual tasks require an observer to not only encode items but also
perform additional computations based on these representations. For
example, when playing football it is necessary to encode the current po-
sition of the players and ball as well as predict future positions. Given
that increasing set size decreases the fidelity of encoded sensory infor-
mation, how does set size affect our ability to generate future predic-
tions? Here, we studied how set size affects the uncertainty of sensory
representations and subsequent predictions in visual motion and posi-
tion perception. To this end, we extended a task designed to measure
position and motion perception in relation to sensory uncertainty, ma-
nipulated by stimulus eccentricity [9], with a manipulation of set size.
Consistent with previous results, our findings show that when sensory
uncertainty was increased, the observer perceived the object as mov-
ing slower, and its position more biased towards the direction of the
motion. Set size primarily increased the variability in these perceptual
judgments, and only slightly increased the perceptual biases. A Bayesian
observer model, which optimally combines predictions and sensory in-
formation, could qualitatively explain this result with an observer whose
sensory but not predictive uncertainty increases with set size. Model fits
showed that the parameter representing the increase in sensory uncer-
tainty with increasing set size was larger than the parameter represent-
ing the set size dependent increase in predictive uncertainty, although
the model parameters could not be well estimated according to a model
recovery analysis. With these reservations, our results suggest that set
size does not, or only with a limited amount, affect the uncertainty of
observers’ predictions in position and motion perception.
5.1 Introduction
Visual inputs are encoded by neural populations, which are inherently
noisy [157]. As a result, there is uncertainty in the encoded visual infor-
mation, which depends on a variety of factors such as the stimuli con-
trast [10], retinal eccentricity [9], and the number of items an observer
is trying to encode [158]. The dependence of sensory uncertainty on the
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number of task-relevant items has been found in a myriad of tasks, rang-
ing from visual search tasks [159], sameness inference paradigms [160]
and delayed estimation tasks [161]. For all tasks, it was reported that
increasing the number of items an observer has to encode decreases the
precision of the encoded information. However, many tasks require not
only encoding of sensory information but also require further computa-
tions based on the encoded information. For example, sensory informa-
tion is used to generate predictions about the future states of the world
[9, 162–165]. A common component in this previous work is that predic-
tion increases the uncertainty of the state estimate, due to the assump-
tion that the underlying system dynamics are stochastic [9, 162] or due
to additional noise being added during the computation of the predic-
tion [162, 165]. This raises an interesting question: does this additional
uncertainty which is added during the predictive process also increase
with set size or is this increase in uncertainty only limited to sensory
information?
In order to answer this question, it is necessary to design an experi-
mental task that can dissociate the effect of set size on sensory encoding
and predictions. A suitable task must produce distinct predictions when
only sensory uncertainty changes, when both sensory and predictive un-
certainty change, and when only predictive uncertainty changes. Fur-
thermore, because it can be difficult to draw conclusions based purely
on summary statistics [29], the task needs to be guided by a computa-
tional model that can account for trial-to-trial variations in a subject’s
data set. To illustrate the difficulty in meeting all these criteria, con-
sider previous attempts to develop a model of multiple object tracking
(MOT) with varying set size [35]. In this work, the authors developed
a Kalman filter based computational model in order to understand the
earlier behavioral observation that tracking performance declines with
set size [166]. The model reproduced this decrease when additional un-
certainty (linearly increasing with set size) was added to the prediction
step of the model. Yet, as the authors note, increasing the sensory noise
by the same amount would have had a similar effect, indicating their
model cannot produce distinct predictions to separate the effects of set
size on predictive uncertainty and on sensory uncertainty.
Here, we adapted a recent experimental task to measure visual mo-
tion and position perception [9] by including a set size component. The
results of this previous task were explained by a Bayesian observer
model which optimally combined sensory information and a prediction
about the future object state based on three main assumptions. Firstly,
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that the state of an object can be appropriately summarized in three
states: the object’s position, the object’s physical velocity (the speed of
the object moving in the world) and the velocity of the object’s pattern.
Secondly, that observers believe moving objects slow down over time.
And finally, that from the perspective of retinal input an object’s physi-
cal velocity and its pattern velocity cannot be dissociated. To understand
these assumptions, it is intuitive to consider a ball flying through the air.
The first assumption represents the fact that the ball can both translate
through the air but can also rotate, the second assumption represents
the fact that without continuous application of a force, the ball will slow
down due to air resistance, and the final assumption represents the no-
tion that the retinal input from the ball is a combination of both its trans-
lation through the air as well as the rotation of the texture on the ball.
This model was then used to design several experimental tasks which,
by appropriately manipulating the position, physical velocity and pat-
tern velocity of the object, should show distinct visual illusions in terms
of an observer’s perception of position and velocity. Results of the exper-
iments matched with the visual illusions predicted by the model. One of
the key illusions is that observers perceive the speed of a moving object
in the retinal periphery as slower than a moving object presented close
to fixation, while their perception of object position is more biased in
the direction of motion when presented peripherally; an illusion at odds
with Newtonian physics. The model attributes this illusion to optimal
state estimation; the increase in sensory noise for peripherally presented
objects causes the prediction to be weighted more heavily. Due to the
assumption that objects slow over time and the perceptual ambiguity
between physical and pattern velocity, an object’s velocity is under esti-
mates and an object’s position is estimates biased in the direction of the
pattern motion.
This type of task and model meets the criteria we posed above for
investigating the set size dependent effects on predictive and sensory
uncertainty. The model produces qualitatively distinct predictions for
changes to both types of uncertainty: perceptual illusions decrease when
sensory uncertainty decreases and increase when predictive uncertainty
decreases. Furthermore, the model can be fit at the single-trial level. It
is straightforward to extend the task and model with a set size manipu-
lation, which simply requires increasing the number of moving objects
on a given display. Thus, here we will assess how set size influences
observer’s sensory and predictive uncertainty in position and motion
perception.
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5.2 Materials and methods
5.2.1 Experimental task
Subjects
We tested 4 subjects (1 author (JC) and 3 naive subjects, 3 female). The
experiment was approved by the local ethics committee of the Social
Science Faculty of Radboud University. Informed consent was obtained
from all subjects prior to the experiment.
Apparatus and stimuli
The stimuli were displayed on a 144 Hz 17” Iiyama HM903DTB monitor
with a resolution of 1024-by-768 pixels. During the experiment, the sub-
ject’s head was kept stable by a chin rest, which was horizontally aligned
with the center of the screen. The screen was at a viewing distance of
approximately 52 cm. The stimuli were generated and displayed using
PsychoPy ([167]). During the experiment, fixation was monitored with
an infrared eye tracker (Eyelink1000+).
Each stimulus consisted of a translating texture pattern (patch) pre-
sented within a circular, stationary envelope. The patches were pre-
generated prior to the experiment. The texture patterns used were low-
pass filtered noise patches (see Figure 5.1), similar to those used in pre-
vious work [9], displayed in a circular mask of 0.8 deg (radius). The
stimuli were created by first sampling a 256x256 patch of pixel values
uniformly between 0 and 1. Note, this patch size is bigger than the cor-
responding mask, which was done to ensure observers could not track
a single point to estimate speed. Filtering of the patches was performed
in the frequency domain using the fast Fourier transformation functions
implemented in numpy ([168]). Specifically, the patches were converted
into the Fourier domain using the fft2 function. The resulting spectrum
was centered using fftshift and then a Gaussian filter was applied. For
the Gaussian filter we used the following equation,
exp− (x
2 + y2)
σ2
(5.1)
where x and y refer to the frequency component in the horizontal and
vertical dimensions and σ is the standard deviation. In our case we
used a σ of 1.8 cycles/deg, which was converted into pixels, and x and
y were defined in cycles/pix. Following filter application, the stimuli
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were transformed back from the frequency domain (using ifftshift and
ifft2)into the time domain. To ensure the different patches were rela-
tively similar in appearance we repeatedly generated patches until we
found 6 which had a Michelson contrast within 0.0001 of 0.5.
Trial Procedure
All subjects performed two types of tasks, a position task and a velocity
task. In both tasks, we manipulated the number of pairs the subject had
to judge (1 pair, 2 pairs, 3 pairs) and the eccentricity of the stimuli (5 deg,
10 deg, 15 deg) relative to fixation. This was done to manipulate both set
size (the number of pairs) and sensory uncertainty (by the eccentricity).
In the position task, the subject was first presented a mid grey back-
ground (103.3 cd/m2) with a small black fixation circle (0.2 deg radius).
After the subject fixated the circle for 500 ms, he or she was presented a
number of pairs of stimuli (1, 2 or 3) for 1 s. The stimuli had a pattern
velocity of 10 deg/s and a physical velocity of 0 deg/s (i.e. the mask
was stationary and the pattern cycled at 10 deg/s). After the objects dis-
appeared, the subject was presented the background screen and an indi-
cation of which pair the subject should be comparing was shown (’Top’
pair, ’Middle’ pair, or ’Bottom’ pair). The subject then indicated which
stimulus (the left or the right) within the probed pair (here ’Middle’) was
higher (see Figure 5.1). In each pair, one of the patches had an upward
pattern motion and one had a downward pattern motion. On each trial,
we selected the absolute horizontal eccentricity and positional offset (the
additional height added to the downward stimulus) of the probe pair
from the combinations shown in Table 5.1. All the patches had an abso-
lute horizontal eccentricity equal to that sampled. The vertical location
of the probe pair was determined at random, based on whether it was a
’Top’, ’Middle’ or "Bottom" pair, which had vertical positions of 3.8, 0, -
3.8 deg (relative to screen center) respectively. The non-probed pairs also
had vertical positions determined by which pair they were (Top, Middle,
Bottom, which was determined by sampling without replacement). We
then added the sampled positional offset to the downward motion stim-
ulus of the probe pair and the non-probed pairs also had the position
of the downward stimulus offset by an amount which was randomly
drawn from the corresponding eccentricity condition (see Table 5.1).
In the velocity task, the subject was first presented the same back-
ground screen, including a fixation circle, as in the position task. Once
the subject had fixated for 500 ms, a number of stimuli pairs (1, 2, or 3)
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Task Eccentricity Position offset (deg) Position offset (deg) Speed (deg/s) Speed (deg/s) n
lower bound upper bound lower bound upper bound
Position 5 -0.4 0.8 10 10 13
Position 10 -0.4 1.1 10 10 13
Position 15 -0.4 1.4 10 10 13
Velocity 5 0 0 4 16 13
Velocity 10 0 0 3 15 13
Velocity 15 0 0 2 14 13
TABLE 5.1: Possible stimuli conditions. Lower boundary refers to the lowest
stimuli value used, upper boundary refers to the highest stimuli value used
and n indicates the number of stimuli between these boundaries ( stimuli were
equally spaced between the bounds).
were presented for 1 s (all stimuli had either downward or upward pat-
tern velocity, sampled at random). After the stimuli had disappeared, a
final screen was displayed which indicated the pair the observer should
respond to (’Top’, ’Middle’, ’Bottom’). The subject was asked to indi-
cate which stimulus within this particular pair (the probe pair) moved
faster (see Figure 5.1). In the probe pair, one of the patches had an ec-
centricity of 5 deg and had a pattern velocity selected from the stimuli
combinations shown in Table 5.1. The other patch of the probed pair
had an absolute horizontal eccentricity selected from Table 5.1 and had
a fixed pattern velocity of 10 deg/s. Similarly, in the non-probe pairs,
one of the stimuli had a horizontal eccentricity of 5 deg (the side was
identical for all pairs) and a pattern velocity selected at random from
the possible stimuli combinations. The other stimulus within each pair
had a horizontal eccentricity sampled at random (without replacement)
from the available eccentricity conditions (with the probe pair eccentric-
ity removed) and a fixed pattern velocity of 10 deg/s. As with the po-
sition task, the vertical positions of the stimuli were determined based
on which pair they were (Top, Middle, Bottom) (which was determined
by sampling randomly) with the same vertical positions as those used in
the position task (minus the positional offset manipulation).
In both tasks, we measured eye movements during the fixation
screen and during stimuli presentation. If observers broke fixation dur-
ing stimuli presentation the trial was repeated at a random point during
the session. We defined fixation as broken when gaze deviated outside
of a 2 deg radius circle centered on the fixation point.
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FIGURE 5.1: Schematic illustration of the behavioral task for the 3 pair com-
parison condition. Panel A indicates the trial procedure for the position task.
Panel B illustrates the trial procedure for the velocity task. The arrows indicate
the motion direction of the stimulus.
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Experiment procedure
Each observer performed 8 sessions, consisting of 1 practice session for
the position task, 1 practice session for the velocity task, 3 main sessions
for the velocity task, and 3 main sessions for the position task. During
the practice sessions, the subject performed all the stimuli combination
shown in Table 5.1 and repeated each combination 15 times (yielding 585
trials). The number of pairs presented to the participant during the prac-
tice sessions always started with 1 pair which then switched to 2 pairs
after a third of the trials and finally switched to 3 pairs after a further
third. The practice sessions ensured participants were given practice in
all the task conditions before the main sessions began. During the main
sessions, the subjects also performed each stimuli combination 15 times
each session but the number of pairs was fixed in each session (1 session
for each number of pairs). This was primarily done to reduce the task
difficulty resulting from subjects not knowing the number of pairs in the
upcoming trial. To prevent task interference, we blocked together all
sessions in the velocity and position task. That is, subjects performed all
the sessions of a single task and then performed the other task sessions
(e.g. performing all the position sessions, then all the velocity sessions).
The ordering of position and velocity tasks was counterbalanced.
5.2.2 Model
Without a computational model it is difficult to relate the data from the
behavioral experiment to the effect that set size has on sensory uncer-
tainty and predictive uncertainty. This includes both qualitative predic-
tions, e.g. the general trends we might expect to observe in our data, and
quantitative analysis, for instance how much more does set size increase
sensory uncertainty compared to prediction uncertainty. Before deter-
mining the specific experimental predictions that our model makes, we
first qualitatively illustrate the different effects that set size could have
on predictive and sensory uncertainty in general. In order to do this, we
utilize the Kalman filter [22], which represents the Bayes-optimal filter
for a linear and Gaussian system, and is based on combining a prediction
with incoming sensory information (see Appendix D). As such, it repre-
sents a useful algorithm to investigate how changing the uncertainty of
prediction and sensory information affects inference. By outlining the
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model using the canonical form, our approach can be applied to any ap-
propriate system (e.g. the models used by Bonnen et al. [169] and Kwon
et al. [9] both fall into this framework).
For simplicity we assume a passive linear Gaussian system. The un-
derlying system can be written as,
xt = Axt−1 + ηt (5.2)
where xt represents the state at time t, A is the state transition matrix
which maps from the state at one time step to the state at the next step
and ηt is normally distributed noise ηt ∼ N(0, Qx), which indicates the
noise is zero mean with covariance Qx, representing the stochastic fluc-
tuations in states. We also assume an observer receives an observation
(yt) of the true state at each time step according to,
yt = Hxt + wt (5.3)
where H is an observation matrix which maps from states to observa-
tions, and wt is normally distributed noise wt ∼ N(0, R), which indicates
the sensory noise added is zero mean with covariance R.
A Bayes optimal observer tries to infer xt from previous sensory ob-
servations y1:t; that is, an optimal observer should compute p(xt|y1:t).
It can be shown that the solution to this problem is equivalent to the
Kalman filter (see Appendix D). The Kalman filter algorithm consists of
two steps. First a prediction is created about the future state xˆt|t−1 with
covariance Pt|t−1 given by:
xˆt|t−1 = Axˆt−1
Pt|t−1 = APAT + Qx
(5.4)
This prediction is then updated with incoming sensory information to
create a new estimate xˆt with covariance Pt:
St = HPt|t−1HT + R
Kt = Pt|t−1HTS−1t
xˆt = xˆt|t−1 + Kt(yt − Hxˆt|t−1)
Pt = (I − KtH)Pt|t−1
(5.5)
In order to help understand the equations above it is convenient to
rewrite the state estimate update equation as,
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xˆt = Ktyt + (I − KtH)xˆt|t−1 (5.6)
From this we can see that the Kalman gain represents the relative
weighting between the observer’s sensory measurements and their for-
ward prediction. We can also see that the Kalman gain depends on the
sensory uncertainty and the predictive uncertainty. This is most appar-
ent by noting that as R increases the term S−1t decreases, which in turn
causes the Kalman gain to decrease, thereby reducing the contribution
of the sensory information. By contrast when Qx increases, Pt|t−1 and
therefore the Kalman gain increases. While this formulation assumes
there is no other uncertainty added when generating the prediction (i.e.
the prediction is a deterministic transformation of the posterior), it is
more likely that merely computing the prediction also adds noise [162].
In accordance with previous work [162] we assumed that normally dis-
tributed noise is added to the predictions. Doing so yields a slightly
augmented form of the above equations. The prediction step now be-
comes:
xˆt|t−1 = Axˆt−1 + et
Pt|t−1 = APAT + Qx + Qp
(5.7)
where Qp is the covariance of the prediction noise, and et is the noise
added to the predictions. For our model, we assume the observer uses
the above modified prediction step and the posterior computation de-
fined in Equation 5.5. We also assume that Qx is always zero, which
represents an observer who assumes the dynamics themselves are de-
terministic (as is the case in our task) but is subject to prediction noise.
Note, there are other ways an observer could incorporate prediction
noise (see Appendix D and Discussion).
Next, we derive the predictions of this type of Kalman filtering
model for our specific multiple item position and velocity perception
task. The state vector St for a specific object in the scene consists of three
states, the position of the object xt, the physical velocity of the object v
obj
t ,
and the pattern velocity of the object vpatt ,
St = [xt, v
obj
t , v
pat
t ]
T (5.8)
The state transition matrix for this system is defined as,
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A = [1,∆, 0; 0, α, 0; 0, 0, β] (5.9)
where ∆ is the time step (set to 0.001 seconds) and α and β are parameters
representing how much of the physical and pattern velocity is conserved
over time steps.
The observation matrix H is defined as,
H = [1, 0, 0; 0, 1, 0; 0, 1, 1] (5.10)
This encodes the assumption that the retinal input alone cannot dis-
sociate the physical velocity of an object from the pattern velocity of an
object, as such the observation is a combination of both [9]. For exam-
ple, consider a ball flying through the air, the retinal input from the ball
is a combination of its translation through the air as well as the rota-
tion of the texture on the ball. In the original experiment and model by
Kwon et al. [9], sensory uncertainty was assumed to increase with retinal
eccentricity. Here, we add the possibility that sensory uncertainty also
changes due to set size [74, 159–161], with a power law relationship [74,
170]. This entails that R is dependent on both retinal eccentricity r and
set size n. Thus, we define R(r, n) as:
R(r, n) = diag(σ2x(r), σ
2
vobj(r), σ
2
vpat(r))n
ks (5.11)
in which σx(r), σvobj(r), σvpat(r) indicate the standard deviation of the
sensory noise for position, physical object velocity, and pattern object
velocity, respectively, and n indicates the set size. We assume the indi-
vidual sensory standard deviations scale linearly with eccentricity ([9])
with the following forms,
σx(r) = ax + bxr
σvobj(r) = hσx(r)
σvpat(r) = av + bvr
(5.12)
Similarly, rather than assuming that an observer has constant predic-
tion noise Qp, we also assume this can depend on set size. As such we
define Qp(n) as:
Qp(n) = diag(σ
p2
x , σ
p2
vobj , σ
p2
vpat)n
kp (5.13)
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where σpx , σ
p
vobj , σ
p
vpat represent the standard deviation of the prediction
noise for position, physical velocity and pattern velocity, respectively.
Within this framework, assessing how set size affects sensory and
predictive uncertainty, amounts to estimating ks and kp respectively. To
assess how these parameters affect the qualitative predictions of the
model, we simulated the model using parameter estimates based on the
individual subject data from Kwon et al. [9] (see Appendix D). Because
this experiment only used a single pair of stimuli, we added additional
pairs and simulated for a variety of ks and kp values. Figure 5.2 shows
the predicted point of subjective equality (i.e. the 50% point of the psy-
chometric curve) and the predicted threshold (the 75% point - 50% point
of the psychometric curve) for one example subject, as a function of dif-
ferent values of ks and kp. Specifically, the figure illustrates the extreme
cases where the uncertainty in predictions and sensory information in-
crease at the same rate (ks = 1, kp = 1), when only the prediction uncer-
tainty increases (ks = 0, kp = 1) and when only the sensory uncertainty
increases (ks = 1, kp = 0). In order to help interpret the predictions it is
useful to note that perfect task performance corresponds to a set size in-
dependent PSE at 0 (deg) for the position task and a set size independent
PSE at 10 (deg/s) for the velocity task. When looking at the predictions
for the position task, we can clearly see that if both prediction uncer-
tainty and sensory uncertainty increase at the same rate then the model
predicts that increasing set size does not alter a subject’s PSE, only the
threshold. In contrast, when only prediction uncertainty increases, per-
ception becomes more veridical as set size increases, and when only sen-
sory uncertainty increases, perception becomes more biased. For the ex-
emplar subject, we see a similar pattern in the velocity task. When only
prediction uncertainty increases, perception becomes more veridical as
set size increases, and when only sensory uncertainty increases, percep-
tion becomes more biased. The predictions for the position task were
similar for all subjects but predictions for the velocity task were some-
what subject dependent: some subjects show similar predictions to the
example subject while other subjects had predictions with the inverse
pattern (increasing set size yields more veridical PSEs).
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FIGURE 5.2: PSE and threshold predictions for different model parameter set-
tings for an example subject. With the exception of ks and kp the parameters
were set to the maximum likelihood estimates (subject 3 specifically) resulting
from fitting our model to the data set of Kwon et al. [9] (see Appendix D). Black
lines indicate the actual stimulus height and velocity, the red lines indicate the
predictions for the 1 comparison condition, the green lines indicate the 2 com-
parison condition and the blue curve indicates the 3 comparison condition. The
first column indicates the predicted PSE for the position task, the second col-
umn indicates the predicted threshold for the position task, the third column
indicates the predicted PSE for the velocity task and the final column indicates
the predicted threshold point for velocity task.
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5.3 Data Analysis
5.3.1 Data processing
Prior to our analysis we converted the trial level judgment data (i.e. the
left or right response) of the position task into whether a subject indi-
cated the down motion stimulus was higher or lower than the upward
motion stimulus. We also converted the trial level judgment data in the
velocity task into whether the participant indicated the variable speed
stimulus was faster or slower than the fixed speed stimulus (which had
variable eccentricity). As our analysis did not factor in the different verti-
cal locations of the stimuli (’Top’, ’Middle’, ’Bottom’) or the temporal na-
ture of the trials, we collapsed across both (we treated the vertical height
as always centered on 0). This yields 234 conditions (3 eccentricities * 3
set sizes * 2 tasks * 13 offsets/speeds). For each condition we computed
the number of times a subject indicated the down motion stimulus was
higher (for the position task) and the number of times the subject indi-
cated the variable speed stimulus was faster (for the velocity task).
5.3.2 Model Fitting
In order to determine the parameters of the model, we fit the model to
each subject’s data set using a maximum likelihood approach. Given
that the data were summarized as a number of counts for each condition,
the log probability of a particular data set given a probability predicted
by the model can be written as:
log(p(D|θ, X)) =∑
i
log(Bin(Di, ni, pi(ri|Xi, θ))) (5.14)
where i is the condition index, D indicates the complete data set of the
subject, θ indicates the parameter set of the model, X indicates the rel-
evant stimulus information for each condition (e.g. the heights and
speeds of the stimuli), n indicates the number of repeats for each con-
dition, pi(ri|Xi, θ) indicates the proportion of responses predicted by
the model for this condition (e.g. the proportion of times a subject
would response faster or higher) and parameter setting, and Bin indi-
cates the binomial distribution. The full description of how we com-
puted pi(ri|Xi, θ) can be found in Appendix D.
To fit the model we numerically maximized Equation 5.14 using the
fmincon function in MATLAB. The upper parameter boundaries were
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set to [3 (deg), 60 (deg/s), 30 (deg/s), 1, 1, 5 (deg), 5, 30, 30 (deg/s), 10,
5, 5] for the following parameters, [σpx , σ
p
vobj , σ
p
vpat ,a,b,ax,bx, h, av, bv,ks,kp];
the lower bound for all parameters was set to 1e-06. To facilitate finding
a global minimum in the parameter space we repeated the optimization
200 times with different initializations and selected the parameter set
with the highest likelihood. The initial value for each parameter was
sampled from a uniform distribution with the same upper and lower
boundary used in the fitting procedure.
5.4 Result
Figure 5.3 illustrates the psychometric data of all four subjects, sepa-
rately for both the position and velocity task, and separately organized
for the three eccentricity conditions. The rightmost panels show the
mean across subjects for these tasks. As can be seen, there are clear
differences depending on whether subjects judge the pair of stimuli in
its own presence, or when part of another or two other stimulus pairs
(the set size manipulation). More specifically, in the position task, the
increase of set size leads to a decrease in the slope of observers’ psy-
chometric curves, as well as a small shift of the curve to the right (most
apparent in subjects 0 and 1). In the velocity task we see that as set size
increases, there is a large decrease in the slope of the observers’ psycho-
metric curve, but there is minimal shift of the curves. There is also a
systemic effect of eccentricity on the judgments. For the position task,
we see a large rightwards shift of the curves as retinal eccentricity is
increased as well as decrease in the slope of the psychometric curves.
In the velocity task, we see a large leftwards shift of the psychometric
curves as retinal eccentricity increases, but minimal effect on the slope
of the psychometric curves. In order to help interpret the shift patterns,
it is useful to note what the axes represent. In the position task, the x
axis represents the difference in position between the down motion and
up motion stimulus, thus a rightwards shift is indicative of an observers’
perception of position being biased in the direction of the stimulus pat-
tern motion. In the velocity plots, the x-axis represents the speed of the 5
(deg) eccentricity stimulus, thus a leftward shift is indicative of perceiv-
ing the other (eccentrically changing) stimulus slower. Thus, the pat-
terns observed in the data suggest that increasing eccentricity and set
size causes observers to perceive objects as slower and for their percept
of position to be more biased by the pattern motion of the stimulus.
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In order to assess how well our normative Bayesian model is able
to capture the subjects’ data patterns, we superimpose the predictions
from the best fitting model (see Figure 5.3). We can see that, in general,
the model fits the data reasonably, although the fit to the 3 pair velocity
condition appears somewhat worse than the other conditions. Specifi-
cally, the model well captures the observation that perceptual biases in-
crease as a function of eccentricity: in the position task this corresponds
to a rightward shift in psychometric curve, and in the velocity task this
corresponds to a leftward shift in psychometric curves, indicating the
model predicts that observers should perceive objects slower the more
eccentrically they are presented, but observers’ position perception is
more influenced by the pattern motion of the object. In addition, the
model also captures the trend that, as set size increases, the slope of the
psychometric curve is reduced (indicating higher response variability).
Finally, it also captures the small increase in perceptual biases (primarily
for the position task) when the number of pairs is increased. It is useful
to note that red lines and red circles (i.e. data and predictions from the
single comparison condition) correspond to a close replication of the first
experiment of Kwon et al. [9]. Comparing our data to their results, we
observe similar perceptual biases in both the position and velocity task
(note, Kwon et al. [9] plot the position data as a function of half the stim-
ulus difference). We do see that our psychometric curves are less steep
than those shown in Kwon et al. [9], which may be caused by the differ-
ences in the two experimental designs (e.g. in our experiment stimuli
are not always presented on the vertical midline of the screen).
In order to assess how consistent these results are with the qualita-
tive predictions we derived above (Figure 5.2), we plotted the PSE and
threshold (defined as the 75% point - 50% point) inferred based on the
model fit (see Figure 5.4). As shown, the model suggests that perceptual
biases increase as a function of both eccentricity and number of pairs
(although less clear in subject 2). Note that the change in perceptual bi-
ases is much smaller for the set size manipulation than the eccentricity
manipulation. For the position task, there is a systematic increase in the
threshold of the psychometric curve as a function of set size and eccen-
tricity. For the velocity task, there is a large increase in threshold as a
function of set size but a rather small change with eccentricity. By com-
paring Figure 5.4 to Figure 5.2, it can be seen that the predictions of the
model fitted to the data, resemble the qualitative prediction in Figure 5.2
in which sensory uncertainty increases with set size but predictive un-
certainty does not. This suggests that, at least in the present experiment,
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set size primarily increases sensory uncertainty.
FIGURE 5.3: Subject data and model predictions. The circles represent the
psychometric data; the lines indicate the predicted proportions according to
the model (using the maximum likelihood parameter estimates). The first 4
columns indicate the data and predictions for the individual subjects, the final
column indicates the average of the data and predictions. The first 3 rows show
the data and fits for the position task for the three different eccentricities, the
final 3 rows indicate the data and fits for the velocity task for the three differ-
ent eccentricities. Red coloring indicates the 1 pair conditions, blue coloring
indicates the 2 pair condition and the green coloring indicates the 3 pair condi-
tion. For the position task the x axes indicates the position offset between the
down motion and up motion stimuli and the y axes indicates the proportion
of times that the down motion stimulus is indicates as higher. For the velocity
task the x axis represents the speed of the 5 deg eccentricity stimulus and the y
axis indicates the number of times this 5 deg eccentricity stimulus is indicated
as faster.
In order to quantitatively assess whether the model parameters also
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FIGURE 5.4: PSE and threshold predictions of the fitted model for the position
and velocity task. The red lines indicate the 1 comparison condition, the green
lines indicate the 2 comparison condition and the blue curve indicates the 3
comparison condition.
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support this interpretation, we examined the maximum likelihood esti-
mates of ks and kp, the parameters in the model describing the increase in
sensory and predictive noise with set size. Table 5.2 shows the fitted pa-
rameter values for each subject. As shown, for each subject ks is higher
than kp, which supports the notion that sensory uncertainty increases
more with set size than predictive uncertainty. To further examine the
robustness of this finding, we performed a recovery simulation by gen-
erating 50 data sets for each of the parameter sets shown in Table 5.2 and
then fit the model to this simulated data. A plot of the estimates result-
ing from this simulations and the corresponding interpretation can be
found in the Appendix D, showing that a large number of the param-
eters are poorly recovered. Despite these issues, if the generative and
estimated values for kp are plotted against the generative and estimated
values of ks (see Figure 5.5), all data points fall below the identity line.
This suggests that our finding that kp is less than ks for each subject is a
robust inference despite, difficulties in parameter identification.
Finally, we also used the maximum likelihood parameter estimates
to calculate the ratio between each observer’s sensory and predictive
uncertainty (at a set size of 1 and eccentricity of 5 deg, see Table 5.2).
From this we can see that in most cases the sensory uncertainty is or-
ders of magnitude higher than the predictive uncertainty. It is also in-
structive to compute the actual magnitude of observers’ sensory uncer-
tainty to assess how realistic the estimates from the model are, which
can be achieved straightforwardly by multiplying the predictive uncer-
tainty terms by the ratio. This yields estimates for σx between 2.82 and
10.12 deg, for σvobj between 1.1 and 8.15 deg/s, and estimates for σvpat
between 1.13 and 31.68 (deg/s). Given that the maximum vertical po-
sitional difference was 1.4 deg and the maximum pattern velocity was
16 deg/s, these values suggest sensory uncertainty is over double the
stimuli range tested, which is beyond what one could expect.
5.5 Discussion
To investigate how set size affects sensory uncertainty, predictive un-
certainty, and their effect on state estimation, we designed a behavioral
experiment in which subjects judged the relative position or pattern ve-
locity of objects. By manipulating the eccentricity and number of objects
displayed we were able to systematically assess how changing sensory
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uncertainty (using eccentricity) and set size changes observers’ percep-
tion of object position and pattern velocity. Using previously published
data, we generated qualitative predictions for how perception should
change if set size only increases sensory uncertainty, only increases pre-
dictive uncertainty, or increases both. Specifically, if only sensory uncer-
tainty increases, observers should perceive the stimuli more illusory, by
contrast if only predictive uncertainty increases then observers should
perceive the stimuli less illusory. If they both increase by the same
amount we should see no change. We found that our experimental data
matched the predictions of the model in which only the sensory uncer-
tainty increased with set size. By fitting a Bayesian observer model, we
quantified this result by estimating the parameters governing the in-
crease. The fitted model was able to capture the general trends in the
data and supported the qualitative conclusions that set size increases
sensory uncertainty more than predictive uncertainty. However, because
parameter recovery simulations were not always convincing and the es-
timated sensory uncertainty was unrealistically large, we should be cau-
tious in interpreting the underlying parameters. In this respect, our find-
ings thus only represent preliminary evidence in favor of the idea that set
size primarily increases sensory uncertainty. Currently, we do not know
the underlying origin for the poor parameter recovery. We did verify
that the poor parameter recovery was not due to our introduction of a
set size manipulation, as it also occurs (although, not as severely) when
applying our model to the data of Kwon et al. [9] (see Appendix D). One
of the difficulties in identifying the cause of the non-identifiability is due
to maximum likelihood simulation approach we used. Specifically, a
maximum likelihood approach does not provide the full posterior dis-
tribution over parameters. A better approach would be to compute the
posterior distribution of parameters given the data for each subject [26,
171, 172]. The posterior allows us to assess if there are any strong corre-
lations between parameters which are hindering recovery and identify
which parameters are particularly problematic. It allows us to narrow
down the cause of the non-identifiability. Computing the posterior also
provides additional benefits; it could be used to simulate the parame-
ter values for recovery [26, 171, 172], thereby providing a wider variety
of simulated data sets to better asses parameter recovery, and the pos-
terior can be used to compute the probability for each subject that ks
> kp, the primary comparison we are interesting in. Combined, com-
puting a posterior may facilitate identifying any pathological aspects of
the model, allow us to perform more advanced recovery simulations,
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as well as providing a direct method to assess the strength of our con-
clusions. However, given that our model requires numerically solving
Lyapunov and Ricatti equations (see Appendix D) and possesses a rel-
atively large number of parameters (12) by neuroscientific standards, it
would likely require MCMC simulations to obtain the posterior [27]. Yet,
in this case, the highly non-linear relationship between parameters and
the likelihood, as well as the inability to calculate partial derivatives with
respect to each parameter, makes even MCMC difficult, as many of the
state of the art MCMC approaches require gradient information [173].
Therefore, an alternative avenue to further assess our conclusions more
rigorously would be to improve the model and experiment such that the
parameters are well recovered using maximum-likelihood simulations.
Due to our normative modelling approach, it is possible to perform fur-
ther simulations with different experimental designs and models to test
whether these changes improve parameter recovery. As an initial av-
enue, we suggest increasing the number of eccentricity conditions and
the number of points probed for measuring the psychometric curves,
which would give a richer data set to infer parameters. It may also be
useful to incorporate additional tasks, as currently we do not have a
task where the physical velocity of the object is manipulated, essentially
leaving this state unmeasured in our current experiment. It may also be
helpful to employ a more adaptive style of experiment (e.g., using the
algorithm of [84] on each eccentricity and set size), which would ensure
that for all subjects the PSE and slope of the psychometric curve are well
probed in the experiment.
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Variable Subject 0 Subject 1 Subject 2 Subject 3
σ
p
x (deg) 0.00525 0.0139 0.00484 0.000937
σ
p
vobj (deg/s) 2.4 0.0006 0.0108 6.33
σ
p
vpat (deg/s) 0.0291 2.41 0.00913 0.0178
a 0.999 1 1 0.451
b 0.999 0.172 1 1
ax (deg) 0.868 1.08 6.38e-05 1.7
bx 0.393 0.349 0.911 1.69
h 1.48 0.391 1.79 0.134
av (deg/s) 18.2 0.914 25.6 30
bv 0.75 0.0435 0.902 0.327
ks 0.976 0.991 1.51 1.03
kp 0.478 2.76e-05 6.11e-05 0.604
σx
σ
p
x
540 203 941 10800
σvobj
σ
p
vobj
1.75 1840 755 0.215
σvpat
σ
p
vpat
755 0.469 3290 1780
TABLE 5.2: Maximum likelihood parameter estimates for each subject and the
ratio between sensory and predictive uncertainties. The first 12 rows are the
maximum likelihood model parameters, the final three columns are the ratio
between the sensory uncertainty (σx, σvobj , σvpat ) and predictive uncertainty (σ
p
x ,
σ
p
vobj , σ
p
vpat ) at a set size of 1 and eccentricity of 5 deg.
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FIGURE 5.5: Correlation plot of ks and ks for the estimated and generative val-
ues. Each circle indicates the estimated values for ks and kp for a single simu-
lation, the triangles indicate the generative values used for each simulation for
a particular subject. The different colors indicate which subject’s parameter set
was used for the simulation (see Table 5.2). The black line depicts the diago-
nal; data below this line indicate sensory uncertainty increases more with set
size than predictive uncertainty. For visualization purposes only the estimates
within the 0.975 quantile are shown.
5.6 Discussion
To investigate how set size affects sensory uncertainty, predictive un-
certainty, and their effect on state estimation, we designed a behavioral
experiment in which subjects judged the relative position or pattern ve-
locity of objects. By manipulating the eccentricity and number of objects
displayed we were able to systematically assess how changing sensory
uncertainty (using eccentricity) and set size changes observers’ percep-
tion of object position and pattern velocity. Using previously published
data, we generated qualitative predictions for how perception should
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change if set size only increases sensory uncertainty, only increases pre-
dictive uncertainty, or increases both. Specifically, if only sensory uncer-
tainty increases, observers should perceive the stimuli more illusory, by
contrast if only predictive uncertainty increases then observers should
perceive the stimuli less illusory. If they both increase by the same
amount we should see no change. We found that our experimental data
matched the predictions of the model in which only the sensory uncer-
tainty increased with set size. By fitting a Bayesian observer model, we
quantified this result by estimating the parameters governing the in-
crease. The fitted model was able to capture the general trends in the
data and supported the qualitative conclusions that set size increases
sensory uncertainty more than predictive uncertainty. However, because
parameter recovery simulations were not always convincing and the es-
timated sensory uncertainty was unrealistically large, we should be cau-
tious in interpreting the underlying parameters. In this respect, our find-
ings thus only represent preliminary evidence in favor of the idea that set
size primarily increases sensory uncertainty. Currently, we do not know
the underlying origin for the poor parameter recovery. We did verify
that the poor parameter recovery was not due to our introduction of a
set size manipulation, as it also occurs (although, not as severely) when
applying our model to the data of Kwon et al. [9] (see Appendix D). One
of the difficulties in identifying the cause of the non-identifiability is due
to maximum likelihood simulation approach we used. Specifically, a
maximum likelihood approach does not provide the full posterior dis-
tribution over parameters. A better approach would be to compute the
posterior distribution of parameters given the data for each subject [26,
171, 172]. The posterior allows us to assess if there are any strong corre-
lations between parameters which are hindering recovery and identify
which parameters are particularly problematic. It allows us to narrow
down the cause of the non-identifiability. Computing the posterior also
provides additional benefits; it could be used to simulate the parame-
ter values for recovery [26, 171, 172], thereby providing a wider variety
of simulated data sets to better asses parameter recovery, and the pos-
terior can be used to compute the probability for each subject that ks
> kp, the primary comparison we are interesting in. Combined, com-
puting a posterior may facilitate identifying any pathological aspects of
the model, allow us to perform more advanced recovery simulations,
as well as providing a direct method to assess the strength of our con-
clusions. However, given that our model requires numerically solving
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Lyapunov and Ricatti equations (see Appendix D) and possesses a rel-
atively large number of parameters (12) by neuroscientific standards, it
would likely require MCMC simulations to obtain the posterior [27]. Yet,
in this case, the highly non-linear relationship between parameters and
the likelihood, as well as the inability to calculate partial derivatives with
respect to each parameter, makes even MCMC difficult, as many of the
state of the art MCMC approaches require gradient information [173].
Therefore, an alternative avenue to further assess our conclusions more
rigorously would be to improve the model and experiment such that the
parameters are well recovered using maximum-likelihood simulations.
Due to our normative modelling approach, it is possible to perform fur-
ther simulations with different experimental designs and models to test
whether these changes improve parameter recovery. As an initial av-
enue, we suggest increasing the number of eccentricity conditions and
the number of points probed for measuring the psychometric curves,
which would give a richer data set to infer parameters. It may also be
useful to incorporate additional tasks, as currently we do not have a
task where the physical velocity of the object is manipulated, essentially
leaving this state unmeasured in our current experiment. It may also be
helpful to employ a more adaptive style of experiment (e.g., using the
algorithm of [84] on each eccentricity and set size), which would ensure
that for all subjects the PSE and slope of the psychometric curve are well
probed in the experiment.
In addition to improving the experimental paradigm and model for
this particular task, it is also crucial to design experiments and models
for different tasks that also incorporate a set size element. This will help
testing whether our conclusions generalize. Two types of tasks which
may be suited for this purpose are intuitive physics tasks and work-
ing memory tasks. Intuitive physics tasks typically require a subject to
judge the future states of an object, such as predicting the endpoint of
a bouncing ball after it has been occluded [165] or predicting the direc-
tion a tower of blocks will fall in [164]. It is straightforward to incor-
porate a set size manipulation into these tasks by asking the subject to
perform the task with more than one object. Note however that one of
the issues with using intuitive physics experiments is deriving compu-
tational models. As such tasks are inherently complex, this could lead
to models with large numbers of free parameters, with no analytic so-
lution, which would make comparing different models and parameter
estimation within each model difficult. In other words, it is crucial to
first derive the computational models and use simulations to ensure the
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parameters of the models can be feasibly estimated from simulated data
prior to performing the demanding experiments.
In contrast, working memory tasks are relatively simple experiments
to model. This has already led to a large body of work comparing dif-
ferent computational models [8, 29, 74, 170, 174]. Typically, these tasks
are designed with set size as the main manipulation. However, they are
also typically designed to avoid any form of prediction. As an example
consider a change detection task [8, 74], in which a subject is presented
a number of orientated ellipses to memorize. After a delay the ellipses
are presented again, but with a different orientation. The subject then
has to indicate whether there was a change in orientation. This task
requires no predictive element, and in fact an optimal decision maker
does not even need to factor in any prior into the decision. As an exten-
sion, it is possible to integrate a predictive element by asking subjects
to mentally rotate the memorized ellipses and then presenting the sec-
ond display with ellipses at the rotated orientation. Subject could then
be asked, as before, whether the presented orientation differed from the
mentally rotated one. This would require the subject to mentally rotate
all the objects to be able to accurately perform the task. By manipulating
the set size and sensory uncertainty, it may be possible to assess whether
mentally rotating the ellipses adds additional uncertainty and if this un-
certainty increases more or less than the sensory uncertainty due to set
size increases.
In order to achieve our primary goal of estimating how set size
changes predictive and sensory uncertainty, we derived a Bayesian
tracking model involving prediction noise. In designing our model, we
made the particular assumption that the observer knows that the under-
lying dynamics of the system are deterministic, but that his or her predic-
tions are noisy and the covariance of this noise is known and used in the
computation of the Kalman gain. This is merely one particular method
of setting the Kalman gain. There are many other ways in which the ob-
server could be generating predictions and setting the Kalman gain. For
instance, subjects could have noisy predictions but the Kalman gain is
computed based only on the observer’s assumption about the dynamics
(i.e. the observer does not know his or her own predictive uncertainty).
As such it would be interesting to perform a quantitative comparison of
different models in order to determine how the sensory system sets the
gain for combining predictions and sensory information. A comparison
of this type has been performed in order to determine the computations
for the correction gain for movement planning [175]. This showed the
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correction gain is not consistent with the Kalman gain, but rather an un-
certainty dependent (but time-invariant) gain. To our knowledge, there
is no work performing a quantitative comparison of models for how ob-
servers combine prediction and sensory information. One possible way
to achieve this is by modifying a recently developed continuous track-
ing task [169]. In this task, the subject tracks a moving blob of varying
luminance. The underlying dynamics of the blob can be controlled ex-
perimentally (A and Qx within our framework) and sensory uncertainty
can be manipulated through the luminance of the blob. In the original
paper, it was assumed the subject behaves like a Kalman filter with Qx
and R known, and the authors used this to derive an estimate of the R
matrix of the subject, in a similar manner to the method we used. How-
ever, rather than assuming that subjects are behaving like a Kalman filter,
it may be possible to derive and test alternative models where the gain
computation is different. Additionally, given that the underlying Qx is
known to the experimenter it may be possible to estimate if there is any
additional uncertainty (i.e. Qp) being added during the prediction step.
In conclusion we found both qualitative and quantitative evidence
that set size increases sensory uncertainty more than predictive uncer-
tainty in motion and position perception. Due to difficulties in parame-
ter recovery, further confirmation of our results is needed. It would also
be useful to examine whether these findings generalize to different tasks,
establishing whether we have unveiled a general principle, rather than
a property specific to the present task and model.
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Discussion
The primary goal of this thesis was to use psychophysical experimenta-
tion and computational modeling to improve our understanding of mo-
tion perception, in terms of object motion, self-motion and their interac-
tion. Specifically, I investigated how stationary observers track the posi-
tion and velocity of multiple objects moving in their visual field, either
to track their positions or to compare their relative positions and veloci-
ties. Furthermore, I investigated how visuospatial object information is
integrated across self-motion. All studies presented combined virtual re-
ality experiments and computational approaches. The construction and
testing of these computational models not only aided the interpretation
of our experimental observations, but also led to the development of
techniques to assess the adequacy of experimental designs for both pa-
rameter estimation and model comparison. The latter culminated in the
development of a novel trial-to-trial algorithm for optimally selecting
stimuli to dissociate psychophysical models. I will now first briefly sum-
marize the main results of my thesis, before providing a more in depth
discussion and suggesting directions for future work.
In Chapter 2 we, as in my co-authors and I, showed that depth in-
formation plays an important role in tracking multiple moving objects.
We found that observers were better at tracking multiple objects when
the objects moved continuously in depth compared to when they were
constrained to only move in a fronto-parallel plane. We expanded an ex-
isting Kalman filter based computational model of multiple object track-
ing in the 2D plane by including a depth component. This 3D model
predicted that depth information improves tracking performance. The
model also provided insight into the primary reason for the improve-
ment: depth information helps to disambiguate noisy measurement to
object assignments (i.e., which object generated which measurement),
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which would cause an observer to track incorrectly (in 2D). We pos-
tulate that this disambiguation of noisy measurement to object assign-
ments may be a general role of depth information in visual perception
and suggest future experiments to further test this notion.
In Chapter 3, we derived and tested a novel algorithm for select-
ing experimental stimuli to optimally dissociate psychophysical mod-
els. The algorithm was designed to select the stimuli on each trial which
minimized the expected entropy of the posterior distribution over the
different models. We showed that selecting stimuli using this novel al-
gorithm improves the accuracy of model comparison, and moreover re-
quires fewer trials to reach a given level of accuracy 3. This was con-
firmed in two separate case studies; one comparing sensory noise mod-
els and one comparing models of target selection.
In Chapter 4 we showed that when observers estimate the location
of an object across self-motion, they integrate visuospatial information
about object locations from before the self-motion with information af-
ter self-motion. The data indicated a complex integration strategy in
which observers create a prediction about the location of an object af-
ter self-motion, and then combine this prediction with post-movement
visuospatial object information. The exact integration strategy was non-
linear with the prediction and post-movement sensory information be-
ing strongly integrated when there was little spatial discrepancy be-
tween the two and the prediction dominating as the discrepancy in-
creased. By comparing a variety of computational models, we were
able to demonstrate that this finding is most consistent with a Bayesian
observer that combines two estimates, one in which the object did not
move, and a second where it moved, weighted by their respective prob-
ability.
In Chapter 5 we showed that, consistent with previous work, an ob-
server’s perception of the position and velocity of a visual object is af-
fected by the level of sensory (visual) uncertainty, manipulated through
both the number of represented objects (i.e. set size) and the retinal ec-
centricity the objects were presented at. Psychometric results show that
the more peripheral an object is presented, the slower it is perceived. But
counter-intuitively the observer’s percept of the position of an object be-
comes more biased by the pattern motion of the object with increasing
eccentricity from fixation (thus when there is more sensory noise). This
illusion reflects a violation of Newtonian dynamics. We further showed
that these perceptual biases, as well as their variability, increase when
observers have to estimate the position and velocity of multiple objects.
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Comparing these results to the qualitative predictions of a Bayesian ob-
server model fitted to previously published data [9], suggested these re-
sults are consistent with the behavior of an optimal observer whose sen-
sory uncertainty, but not predictive uncertainty, scales with the number
of objects that need to be represented.
In summary, the research in my thesis shows that the perceptual
judgments of human observers estimating the position and velocity of
multiple moving objects (Chapter 2 and 5) is well predicted by Bayesian
observer models which combine afferent sensory information with pre-
dicted sensory consequences. This includes the facilitation of multiple
object tracking provided by depth cues (Chapter 2) as well as the per-
ceptual biases that occur when sensory uncertainty and the number of
items to be tracked is increased (Chapter 5). We also show that when
observers estimate the location of an object across self-motion, they use
a complex strategy that combines two estimates, one in which the object
did not move, and a second where it moved, weighted by their respec-
tive probability (Chapter 4). Finally, we derived a novel algorithm to
allow experimenters to compare psychophysical models of perception
and action in fewer trials, but with greater accuracy (Chapter 3).
6.0.1 Predictions in motion
In this thesis we, focused on constructing computational models for per-
ception in motion (either self-motion or object motion). The major dif-
ficulty when constructing models for perception in motion is that we
are dealing with temporal, non-stationary processes, for which a time-
dependent, continuous state estimate needs to be constructed and up-
dated. In order to behave optimally, these state estimates need to be
based on predictions about future states, combined with incoming sen-
sory information (see Appendix D). This is a clear difference from a
large amount of previous computational work in perception, which fo-
cused on time-independent tasks and sensory observations [7, 15, 160],
although even in these tasks sensory information is most likely still in-
tegrated over time (see Bonnen et al. [169]). While useful, focusing on
experiments and models which do not use or require predictions, hin-
ders our ability to understand how observers create predictions, how
these predictions are combined with sensory inputs, and what contri-
bution these predictions make to our perception. In contrast, this thesis
makes extensive use of perceptual tasks which require observers to use
predictions, and in doing so, makes contributions to our understanding
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of how predictions are generated and used. Our computational model in
Chapter 2 highlighted that predictions play an important role in multiple
object tracking, as the predictions enable an observer to determine the
appropriate measurement-to-object assignments. In effect, our model
determined the object assignments based on which object measurement
is closest to the prediction for a particular object. A similar approach is
also used in computer vision systems tracking multiple targets [176]. In
close connection, in Chapter 5, we attempted to expand on how predic-
tions about position and motion are generated for multiple objects, by
asking how the number of items affects observers’ sensory uncertainty
and predictive uncertainty. Earlier literature on multiple object tracking
and working memory suggests that our ability to track objects [166] and
memorize visual information [170] declines as the number of objects in-
creases. Recent modeling work has suggested this could be due to an in-
crease in predictive or memory related noise [35] or sensory noise [170]
as a function of the number of items. The underlying reason for this
increase in noise may be that the brain optimally balances the cost of
encoding information with task performance [177]. As such, we sought
to quantitatively test if both sensory and predictive uncertainty increase
with the number of items, or if only one of them increases. By modifying
an existing task and model for position and motion perception to include
multiple objects, we were able to test how perception changes when the
number of objects increases, and derive model predictions for how pat-
terns in the behavioral response data should be related to the increase in
predictive and sensory uncertainty. We found that a Bayesian observer
model in which sensory noise increases with the number of items, but
predictive noise does not (or at least increases at a smaller rate), pro-
vided the best account of our data. This surprising results should be
interpreted with caution though, as model simulations showed poor pa-
rameter recovery, making the conclusion from this study preliminary at
best.
In Chapter 4, I shifted from estimating the state of multiple moving
objects, to how the visually-derived information about an object’s loca-
tion is predictively updated across self-motion and subsequently com-
bined with new visually-derived information. In contrast to a stationary
situation, where any discrepancy between a first and second flash must
be due to the light moving or sensory noise, there is ambiguity if the
observer is in motion: noisy visual inputs can be interpreted as the dis-
placement of the visual object in the environment or as the movement of
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the observer. Using a motion platform, we measured how observers esti-
mate the location of a memorized visual object after displacement of the
whole body. Specifically, we measured how observers combine an up-
date (in effect a prediction in internal memory) about the location of the
object after self-motion with brief visual feedback about the object pre-
sented after the motion. We found that the estimates of the memorized
location followed a non-linear pattern. When the discrepancy between
the prediction and visual feedback was small, estimates were strongly
biased towards the visual feedback. By contrast when the discrepancy
was large the estimates were primarily determined by the prediction.
Quantitative model comparison revealed that the model which provided
the best fit to the subject data was a model in which the observer es-
timates the memorized target position based on a weighted average of
the prediction and an estimate assuming the object did not move, with a
weighting that was determined by the probability that the object moved
during the intervening motion. This suggests that to maintain stability
across body motion, observers robustly integrate a prediction about the
state of the world after the motion with incoming visual feedback. This
strategy is in stark contrast with the fixed weighting schemes used by
the models in Chapter 2 and Chapter 5. In combination, the results of
these chapters show that predictions play a crucial, but often different
role in perception, from helping observers interpret sensory measure-
ments for object assignments, to facilitating robust integration of infor-
mation across self-motion. Remarkably, the precision of our predictions
does not seem to decline (or declines less than sensory uncertainty) as
the number of predictions increases.
6.1 Methodological contributions
In all experimental chapters, we derived and simulated a variety of sta-
tistical models. In doing so, the crucial relationship between the recov-
erability of models (both the parameters of a model and determining
the underlying model based on model comparison), and the experimen-
tal design became apparent. A concrete illustration can be found by
comparing the results of the parameter recovery analysis in Chapter 4,
with the result of the analyses in Chapter 5. In Chapter 4 we found
strong parameter recovery for each parameter and model, while Chap-
ter 5 demonstrated much poorer recovery. This highlights that not all
experiments are sufficient to allow effective parameter estimation and
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model comparison. In order to facilitate the design of experiments for
model comparison, we designed a novel algorithm in Chapter 3, which
aids in selecting the stimuli on a trial-to-trial basis to dissociate pre-
defined psychophysical models. Specifically, the algorithm selects the
stimuli on each trial which give the posterior with the lowest expected
entropy. This is mathematically equivalent to maximizing the expected
information gain with respect to the model posterior. As we show in
this chapter, selecting stimuli in this manner improves the ability of an
experimenter to dissociate different models, both in terms of accuracy
and speed (i.e. required number of trials). This increase in accuracy
and speed may be especially advantageous for costly experiments or for
experiments involving certain patient groups. We also illustrated once
more the close connection between models and experiments, by show-
ing when the algorithm was applied to the problem of inferring how
sensory uncertainty relates to the underlying stimulus (e.g. is the un-
certainty fixed or following Weber’s law) it provided a large benefit over
standard approaches, while when applied to comparing models of target
selection the benefits were lower.
Note that the approach used in Chapter 3 is currently only applicable
to relatively low dimensional models, primarily due to the numerical in-
tegration approach used to compute the marginal likelihood. As we dis-
cuss in Chapter 3, one potential method to extend our algorithm would
be to utilize a Laplace approximation to compute the marginal likeli-
hood [85], which only requires the mean and covariance matrix of the
approximation to be stored on each trial. The primary downside of this
approach is that the maximum likelihood parameter estimates required
for the Laplace approximation must be recomputed on each trial. Thus,
this Laplace approximation is only well suited for high-dimensional but
computational efficient models. Another point to emphasize is that our
approach was designed primarily with binary data in mind, which al-
lows us to integrate over the possible responses straightforwardly. If
one wishes to use our algorithm for continuous data (e.g. Chapter 4),
then the integral requires computing a posterior for each response and
integrating over these, which is infeasible within our framework. As a
solution for such case, it is possible to reformulate our calculations in a
computationally more convenient manner [77], which may make it fea-
sible to apply our algorithm to deal with continuous data as well.
These constraints and restrictions prohibited us from using our adap-
tive algorithm directly in Chapters 4 and 5. That is, in Chapter 4 the
continuous nature of our outcome measures and in Chapter 5 the large
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number of parameters prohibited the use of our adaptive model com-
parison algorithm. Instead, we used the more standard approach of
constant stimuli in our psychophysical experimental designs. Yet, the
simulations to assess the quality of our experimental designs were simi-
lar to the approach outlined in Chapter 3. In Chapter 4, we selected the
experimental discrepancies between the visual feedback and expected
predictions by simulating the different models and ensuring they were
recoverable. We also verified that for parameters similar to those found
in our subjects, the models and corresponding parameters were well re-
covered. This type of simulation and result allows us as experimenters
to be confident that the conclusions obtained from the model compari-
son are appropriate. Similarly, in Chapter 5 we tested how well the pa-
rameters of the model can be recovered using both our own experiment
and data set, as well as by applying the model to previously published
data [9]. Doing this type of simulation enabled us to uncover that some
parameters were poorly recovered, not only in our experiment but also
in previously published data [9] from a simpler experiment and model.
When parameters or models cannot be recovered in simulations, there is
an issue either with the models or the experiment. This should prompt a
researcher to double check the model implementations, refine the exper-
iments, or investigate the behavior of the models. Unfortunately, it is not
always apparent what the cause of the issue is. As we discuss in Chap-
ter 5, one way then to proceed is to simulate with different experimental
designs in order to determine if there is an experimental design that al-
lows for good recovery. If parameter and model recovery is poor across a
wide variety of designs, the model is likely systematically unidentifiable.
For instance, finite mixture models suffer from label ambiguity, meaning
that permuting the indexes of the mixture components leaves the likeli-
hood unchanged [27]. This problem can also occur in Bayesian observer
models. For example, it can be difficult to distinguish sensory from mo-
tor noise [107], which can create biases in parameter and model recovery.
It is difficult to provide general recommendations to ameliorate these
problems, because solutions depend strongly on the individual models.
For example, label switching problems can be solved by enforcing a con-
straint that one parameter (e.g. the mean of the second component), is
smaller than another parameter (e.g. the mean of the first component).
In the Bayesian observer example, one may need to estimate one of the
parameters or verify model components independently. As we discuss
in Chapter 3, our model comparison algorithm may be useful for the lat-
ter purpose, as it could be used to efficiently estimate certain parameters
6.2. Future directions 151
(with a minor modification) or model components which could then be
fixed to improve model identifiability.
6.2 Future directions
6.2.1 Modeling work
In this thesis, we made the first steps towards modeling complex
prediction-dependent processes, ranging from the tracking of multiple
objects to the integration of visual object information across self-motion.
However, each chapter leaves open a number of questions regarding the
models and underlying processes. In Chapter 2, our model predicts that
the benefit of depth information for tracking multiple objects is related
to the uncertainty in our depth estimates. The more precise the depth
information, the larger the benefit should be. This prediction could be
tested by systematically manipulating the reliability of the depth infor-
mation and measuring the effect on tracking performance, thereby pro-
viding an additional test of the proposed model. Chapter 4 makes inter-
esting first strides towards understanding how visual information is in-
tegrated across self-motion. However, we used a rather simplistic model
which assumes that the displacement magnitude is known to the ob-
server. Given that displacement is estimated from noisy sensory cues
(e.g. visual and vestibular cues [125, 178]) this is a large simplification.
As such a major step forward here would be to explicitly incorporate the
estimation of self-motion into the model. The model could then be used
to derive experimental predictions to test how the integration of predic-
tion and visual feedback depend on displacement magnitude, or how
integration changes when the uncertainty of our self-motion cues has
changed. In addition, we did not explicitly manipulate the uncertainty
of the prediction or visual feedback, which makes it difficult to compare
our model to some heuristic alternatives [26].
In Chapter 5, we tried to assess how a subject’s sensory and predic-
tive uncertainty changes as the number of items that a subject needs to
perceive increases. Qualitative and quantitative analysis suggests that
sensory uncertainty increases at a greater rate than predictive uncer-
tainty. However, recovery simulations showed that the parameters of
the model are poorly recoverable. As such, the next immediate step is
to simulate different experimental paradigms to test if a design modi-
fication could improve parameter identification. If modification of the
experiment does not improve recovery, model alterations are needed,
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or it may indicate that the differences between the parameter sets are
too small to estimate experimentally. It would also be useful to recon-
sider using this particular task and model as other tasks could be more
efficient to investigate the influence of sensory and predictive noise on
multiple object tracking (such as working memory tasks and intuitive
physics tasks). Additionally, when deriving the model used in Chap-
ter 5, it became apparent that there are multiple ways for an observer
to combine a noisy prediction with sensory information. For simplic-
ity, we assumed that the observer combines a noisy prediction with sen-
sory information, using a Kalman gain which factors in the additional
covariance introduced by the prediction. There are other methods for
combing noisy predictions with sensory information; for example, an
observer could fail to correctly factor in their own predictive uncertainty.
An interesting avenue for future work would be to perform a detailed
model comparison between different methods for combing predictions
and sensory information. An analogous approach has recently been per-
formed in motor control regarding how observers compute their learn-
ing rate [175].
6.2.2 Neural representation and computation with uncertainty
My thesis focused on behavioral experiments and computational mod-
eling, with a strong emphasis on Bayesian observer models. Although
these models are useful for understanding the computational basis of
certain processes, they do not provide any indication of how the brain
could implement the computations or whether the brain represents any
of the information assumed by the models. In essence, our work is re-
stricted to the computational theory level of Marr [179], and thus we
cannot make any claim about the representation and implementation of
the models. As such, an interesting next step is to consider theoretically
how the models used in this thesis could be implemented neurally, and
to test if this is how neuronal circuits are implementing them.
Theoretically, it has been shown that Bayesian inference could be im-
plemented by neural circuits [152, 180, 181]. One specific mechanism of
implementation - the probabilistic population code [152, 180] - has been
shown to implement sensory cue integration [152] and causal inference
[135], both of which strongly resemble the models in Chapter 4. This
mechanism seems also able to implement Kalman filtering [182], which
is the basis of the models in Chapter 2 (although, the marginalization
over assignments adds a complication) and Chapter 5. Thus, in theory
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most of the models used in this thesis can be implemented within neural
circuits. Of course, just because in theory neural circuits can represent
uncertainty and perform the appropriate computations, this does not
imply this is the method of implementation used within the brain. Yet,
there is emerging evidence that the brain indeed represents and com-
putes with probability distributions. Walker et al. [183] performed an
experiment in which they simultaneously recorded the activity from a
large number of V1 neurons while monkeys’ performed a trial-to-trial
orientation categorization task [184], in which uncertainty is relevant
to the decision. By decoding the sensory likelihood function from the
neural recordings, they showed that the width of the likelihood func-
tion decreased as the stimuli contrast increased, and that trial-to-trial
fluctuations in the width of the likelihood were relevant for the mon-
keys decisions. Combined, this provides evidence that the brain is in-
deed representing and computing with probability distributions, rather
than merely point estimates. Similarly, van Bergen et al. [185] recorded
fMRI data from subjects performing an orientation estimation experi-
ment. The authors also decoded the likelihood function on a trial-to-
trial basis, showing that its width strongly correlated with the subject’s
behavioral variability. The decoded uncertainty also predicted the be-
havioral orientation biases, consistent with predictions from previously
established Bayesian models [186]. Again, this work provides important
evidence that the brain represents and computes with probabilities on a
trial-to-trial basis. Thus, there is strong emerging evidence that the brain
both represents and performs computations with probability distribu-
tions, consistent with neural circuits performing Bayesian inference.
One of the major differences of our work compared to the previous
theoretical and experimental work is the inclusion of a predictive com-
ponent. With the exception of Chapter 3, all our models rely on some
form of prediction. The experiments mentioned above do not incor-
porate such predictive aspects, although a prior can be conceived as a
prediction with no history. Our models suggest that observers possess
both a representation of the incoming sensory information and its uncer-
tainty, as well as a time-dependent prediction and its corresponding un-
certainty. While there has been some work suggesting that expectation
(in other words, predictions) are directly represented in the visual cortex
[187], to our knowledge, there is no work that tried to assess whether
the uncertainty of a prediction is also encoded and subsequently used in
computations. One possible first step to test this notion would be to com-
bine the work of van Bergen et al. [185] with the computational model
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used in Chapter 5. The model predicts that as sensory uncertainty in-
creases, the bias induced by the motion of the stimulus becomes greater.
Thus, the model predicts that the experimentally measured bias should
correlate strongly with uncertainty decoded from fMRI activity. If this
correlation exists, it would validate that the perceptual biases induced
by the eccentricity manipulation reflect general uncertainty related bi-
ases, rather than specific properties of the stimulus being presented pe-
ripherally.
To conclude, I hope that the computational approach expressed in
this thesis, and the algorithms, paradigms, and results that have been
obtained, will be a useful guidance for exciting research projects in neu-
roscience and psychology in the years to come.
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A.1 Detailed model description
In this section we derive the tracking algorithm used in the paper by
extending the work of Vul et al. [35]. This includes the Kalman filter
equations for our stimuli and inferring the data assignment vector.
A.1.1 Kalman filter for a single object
We start by stating the dynamics of our objects in 1D.
pt = pt−1 + vt, (A.1)
vt = λvt−1 − kxt−1 + wt, (A.2)
wt ∼ N (0, σ2w) (A.3)
pt, vt, and wt are the position, velocity, and acceleration at time step t. λ
is the damping constant and k is a spring constant. We can express this
system using matrices.
xt = Axt−1 + wt, wt = N (0, Q) (A.4)
yt = xt + mt, mt = N (0, Rt) (A.5)
In which A is the state transition matrix controlling the evolution of the
states, xt is current state at time t consisting of the current position pt
and velocity vt, wt is a vector of additive Gaussian noise with covariance
Q which alters the states (process noise), yt is the measurement of the
state, which is corrupted by additive noise (measurement noise) with
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covariance Rt. We extend the 1D dynamics to the 2D case as follows :
A =

1− k 0 λ 0
0 1− k 0 λ
−k 0 λ 0
0 −k 0 λ
 ,
xt =

px
py
vx
vy
 , wt =

wpx
wpy
wvx
wvy
 ,
Q =

σ2w 0 σ2w 0
0 σ2w 0 σ2w
σ2w 0 σ2w 0
0 σ2w 0 σ2w
 , Rt =

σ2px 0 0 0
0 σ2py 0 0
0 0 σ2vx 0
0 0 0 σ2vy

These were further extended in the 3D case by adding two additional
dimensions, corresponding to position and velocity in depth.
We estimated the state of an object with a Kalman filter. To update
the state estimate of an object, we first calculate the predicted state xˆt|t−1
and covariance of this prediction Gt|t−1.
xˆt|t−1 = Axˆt−1 (A.6)
Gt|t−1 = AGt−1AT + Q (A.7)
We can then combine this prediction with the observed measurement to
estimate the underlying state and compute the covariance of this esti-
mate, the weighting of which is the Kalman gain Kt,
xˆt = xˆt|t−1 + Kt(yt − xˆt|t−1) (A.8)
Kt = Gt|t−1(Gt|t−1 + Rt)−1 (A.9)
Gt = (I − Kt)Gt|t−1 (A.10)
Because Rt is a function of the underlying state, knowing Rt corre-
sponds to also knowing the underlying state. This is unrealistic in most
situations and instead we assumed observers use the measurement in-
stead of the true state. As such yt was generated using the true measure-
ment covariance (using xt) but during tracking Rt was generated using
the measurement (using yt instead). Solving these equations recursively
over the entire trial provides the state estimate over the course of a trial.
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A.1.2 Uncertainty in data assignments
As we can see from Eq. A.8, updating the state estimate requires com-
puting the error between our measurement and prediction. For a single
object this is straightforward as only one measurement exists. For mul-
tiple objects this adds the complication of choosing which measurement
to assign to which object. One approach is to base our assignment on the
likelihood of a measurement arising from an object. Because our model
uses linear Gaussian dynamics we can calculate in closed form the like-
lihood of a measurement arising from a particular object based on its
predicted state.
p(yt|xˆt|t−1, Gt|t−1, Rt) = N (yt; xˆt|t−1, Gt|t−1 + Rt) (A.11)
In this equation N (yt; xˆt|t−1, Gt|t−1 + Rt) stands for a Gaussian distribu-
tion evaluated at yt with a mean xˆt|t−1 and variance Gt|t−1 + Rt . Intu-
itively, as the prediction is a Gaussian distribution centered on where the
object should be on the next time step we compare the measurement to
this prediction with the additional uncertainty introduced by the mea-
surement added.
In order to model how measurements are assigned to objects we de-
fined an assignment vector γ which maps the received measurements
into the objects which generated them. For example, the assignment
vector γ = [1, 2, 4, 3, 5, 6] indicates that the first measurement belongs to
object one, the second to object two but the third to object four, and so on.
Given this definition of an assignment vector, Eq. A.11, and assuming
the measurements are independent we can compute the likelihood of a
particular assignment vector as the product of the individual likelihoods
for each of the measurements,
p(γ|yt, xˆt|t−1, Gt|t−1, Rt) =
o
∏
i=1
p(yt(γ(i))|xˆ(i)t|t−1, G(i)t|t−1, Rt(γ(i))
(A.12)
in which γ is a particular data assignment vector, i is the index of the
object, and o is the number of objects.
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A.1.3 Approximate tracking method
In the ideal case, we would compute the state estimates conditional on
each assignment vector and then marginalize over all possible assign-
ment vectors. This would require computing 720 state estimates at each
time step, which is a considerable computation. We reduced this com-
putation by approximating the final calculation. As we have a closed
form expression for the assignment likelihood we need not use all the
possible assignment vectors, we instead used a few likely ones to ap-
proximate the ideal solution [35, 54]. Formally, this technique is referred
to as Rao-Blackwellized particle filtering [53] and enables approximate
inference in mixed linear and non-linear state space models.
We approximate the solution using N particles (We used N = 3 for
the results presented in the main paper). For brevity we now denote an
individual particle as F and j as the particle index . Each particle was
represented by an estimated state xˆj,t and the covariance Gj,t of the state
estimate for each object, which are conditional on previous data associa-
tions used by the particle. At the first time step we initiated N identical
particles and updated them using the N most likely assignments vec-
tors. At subsequent time steps we computed the log likelihood of each
assignment vector given the different particles and added this to the log
likelihood of the assignment from the previous step of the correspond-
ing particle. This prevents selecting assignments from particles which
were updated with the less likely assignments.
L(γ|Fj,t) = ln(p(γ|xˆj,t|t−1, Gj,t|t−1, Rt) + L(γ∗|Fj,t−1) (A.13)
where the ∗ indicates the assignment used to update this particle. This
leads to weighting each particle by how likely the previous particular
assignment was. This calculation produced 720N assignment vectors at
each time step. We then selected the N most likely from this set and
updated the particles using these assignments.
To estimate the state of an object, we then marginalized over the dif-
ferent particles according to their likelihood. The relative weighting of
each of the different particles was calculated according to.
Wj,t =
eL(γ
∗|Fj,t)
∑Nj=1 e
L(γ∗|Fj,t) (A.14)
A.1. Detailed model description 159
Which was rewritten for numerical convenience as,
Wj,t =
eL(γ
∗|Fj,t)−L(γ∗|F1,t)
∑Nj=1 e
L(γ∗|Fj,t)−L(γ∗|F1,t) (A.15)
Based on this, the state estimate and its covariance were computed by,
xˆt =
N
∑
j=1
Wj,t xˆj,t (A.16)
Gt =
N
∑
j=1
Wj,tGj,t (A.17)
A.1.4 Probing the model
The above sections provide a way to estimate the state of an object given
the uncertain data associations at each time step. We now need to calcu-
late the probability of our subjects response given the model. Ideally, we
would compare the estimate at each time step of our model to that of the
subjects [169]. However, it is difficult to obtain this estimate at each time
step for multiple targets. As such, we employed a probe paradigm with
the subjects and with the model.
In the experiment, subjects indicated if a probed object was a target
or a non-target. We performed the same test for the model. This was
done by drawing a noisy perceptual measurement y from an object’s
final position (the objects were stationary in this phase so we only used
position):
y ∼ N (x(i) f , R(i) f ) (A.18)
in which y is a noisy perceptual measurement, x(i) f is the position state
of an object i and R(i) f is the measurement covariance of the position
states both at the final time f .
We subsequently calculated the probability this measurement was
from a target or a non-target. In this scenario the optimal solution to
maximize the probability of being correct is to compute the ratio of pos-
terior probabilities and report the more likely one. That is, to compute
the ratio that the probe is a target compared to it being a non-target given
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a noisy measurement y and indicate the most likely one with response r,
d =
p(T|y)
p(NT|y) (A.19)
r =
{
1 if d ≥ 1
0 otherwise
(A.20)
p(T|y) = p(y|T)P(T)
p(y|T)P(T) + p(y|NT)P(NT) (A.21)
in which y is the noisy perceptual measurement, T indicates target and
NT indicates non-target. We assume that subjects have equal priors on
both possibilities, which simplifies Eq. A.19 as follows,
d =
p(y|T)
p(y|NT) (A.22)
For simplicity we assume the first three objects were targets and the
final three non-targets. Object one was also the probe on each simula-
tion. Assuming the objects are independent then we can calculate the
likelihood of the probe coming from a target as,
p(y|T) =
3
∑
i=1
N
∑
j=1
Wj, fN (y; xˆ(i)j, f , G(i)j, f + Ry) (A.23)
p(y|NT) =
6
∑
i=4
N
∑
j=1
Wj, fN (y; xˆ(i)j, f , G(i)j, f + Ry) (A.24)
in which y is the noisy measurement and Ry is the measurement covari-
ance of the noisy measurement. xˆ(i)j, f and G(i)j, f is the state estimate
and covariance according to filter j for a particular object i at the final
timestep f .
To obtain the probability of a subjects’ response for each condition we
simulated 1000 trials and averaged the r produced by the model. This
was then used as the probability for a binomial distribution for fitting
(see main text).
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B.1 Derivation of response probability
In order to model a subject’s 2-afc behavior as a function of different
sensory noise models we assume a subject receives two sensory mea-
surements x1 and x2, one for the reference and one for the probe. We
model these as normally distributed random variables, with a mean cen-
tered on the true reference and probe values and a variance which is a
function of the underlying sensory noise model. As such we can write
x1 and x2 as x1 ∼ N (s1, σ21 (m)), x2 ∼ N (s2, σ22 (m)). We assume an ob-
server responds 1 if x2 > x1 and 0 otherwise. In order to derive the
distribution of an observer’s response it is useful to note this is equiva-
lent to x2 − x1 > 0. As x2 and x1 are normal distributed random vari-
ables, subtracting them produces another normally distributed variable
∆x. Therefore the subject’s response probability can be written as:
p(∆x|s1, s2) = N (s2 − s1, σ22 (m) + σ21 (m))
The likelihood of an observer responding 1 is obtained by integrating
over positive values of ∆x,
p(r = 1|s1, s2) =
∫ ∞
0
p(∆x|s1, s2)d∆x
p(r = 1|s1, s2) = Φ(s2 − s1; 0, σ22 + σ21 )
Because the responses are mutually exclusive, it follows that the likeli-
hood of a subject responding 0 is,
p(r = 0|s1, s2) = 1− p(r = 1|s1, s2, θ)
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in which Φ is the cumulative normal distribution, evaluated at point
s2− s1, with a mean of 0 and variance σ22 + σ21 . This entails that a subject’s
2-afc behavior is unbiased and also that subjects do not lapse during the
experiment. To make the model more realistic, we augment it with a
small bias term α to account for small deviations from unbiased behavior
and a lapse term λ to account for lapses in the task. Therefore the final
response probability can be written,
p(r = 1|s1, s2) = λ+ (1− 2λ)Φ(s2 − s1; α, σ22 + σ21 )
It is important to note that subjects do not estimate the underlying
speed (using Bayes rule) as they are using sensory observations rather
than posterior estimates. This was done for two reasons. Firstly, there is
not a consensus on how additional information is incorporated in speed
perception; some models propose that observers incorporate assump-
tions about motion dynamics to create priors [9], others propose statis-
tics of natural stimuli are used to form priors [10, 95]. Secondly, unless
a uniform prior (across the real line) or conjugate prior is used, comput-
ing the response probability in closed form is difficult (recent work has
analytically derived the effect of Gaussian priors in 2-afc tasks [24]).
Because our main focus is the sensory noise model, not the incorpo-
ration of priors, our experiment was designed such that the influence of
priors should be negligible and hence our derived response probability
should be a reasonable approximation. Specifically, it has been shown
that the bias in speed estimation decreases when stimuli are close to fix-
ation [9] and biases decrease when contrast is high [10, 95]. Our stimuli
were centered relatively close to fixation (6 deg eccentricity) compared
to other speed perception experiments [9] and also had a much higher
contrast than is typical [10, 95]. This means most of subject behavior
should be governed by the sensory noise and not the prior.
B.2 Additional simulations
The results of our experiments show that model evidence can change de-
pending on the sampling strategy of the stimuli. Specifically, we find dif-
ferences between random and adaptive sampling in subjects 1, 2 and 4,
with random sampling supporting the Weber model and adaptive sam-
pling supporting the generalized model. This difference could arise for a
few possible reasons; our approach could introduce a bias during model
comparison, random sampling may not have enough power to identify
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the correct model or adaptive sampling could cause a change in sub-
jects behavior (although, sampling methods were interleaved so this is
unlikely). Our simulation results suggest that our approach does not
inherently bias model comparison. In order to test whether the differ-
ences we observed could arise due to insufficient power with random
sampling we performed an additional simulation experiment. If our re-
sults are due to insufficient power then we should also observe a similar
pattern in simulated data.
We began by creating synthetic subjects with parameters equal to
the maximum likelihood estimates of the generalized model. We sim-
ulated 100 data sets for each synthetic subject using the generalized
model. Stimuli were selected using both sampling methods (giving 1200
datasets in total). The grids and priors used were identical to those used
in the main text. The evolution of the model probabilities are plotted in
Figure B.1. We see a similar pattern to that of the subjects data; when
stimuli are drawn adaptively we find the generalized model has the
highest probability, by contrast when stimuli are drawn randomly, we
see that a large number of simulations support the Weber model (espe-
cially, for subject 1,2 and 4). This suggests that the differences we observe
are not due to our algorithm biasing the result of the model comparison
but is the result of the adaptive approach simply being more accurate
in certain regions of the parameter space. We believe this occurs be-
cause subject 1, 2 and 4 have a lower base noise level than other subjects
(see Table 3.3). This means the behavior of these subjects is closer to the
Weber model and thus the simpler model is preferred if stimuli are not
informative enough.
B.3 Additional noise model simulation
The noise model simulations presented in the main text used continuous
uniform distributions for the parameter sets. This allowed us to asses
the algorithm performance over a wide variety of parameter settings.
However, the distribution of our subjects’ parameters (see Table 3.3) is
not uniform. As such we performed additional simulations using more
representative distributions to obtain a better estimate of the benefit of
our algorithm. We first generated 2000 parameter combinations for each
model by drawing them from a truncated normal distribution, with a
mean and covariance equal to the mean and covariance of the subjects’
parameters (see Table 3.3), and bounds equal to the bounds of the grids
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used in the main text (see Table 3.1). The subsequent steps were identical
to the simulations presented in the main text.
Figure B.2 shows the evolution of model probabilities for our noise
model simulation with a truncated Gaussian distribution. This plot
shows similar results to the figures in the main text. Both approaches
support the correct model on average but with a higher probability when
stimuli are selected adaptively. We also observe an increased benefit for
the adaptive method when stimuli are drawn from the Gaussian distri-
bution. The reason for this can be observed from Figure B.4: a large
number of the simulations fall in parameter regions where random sam-
pling struggles to identify the correct model.
In addition, we quantified how the Bayes factors with respect to the
correct model change depending on the sampling method. Figure B.3
shows the proportion of simulation where both Bayes factors with re-
spect to the correct model are over 3 (supportive evidence for the correct
model). Our adaptive approach provides a large benefit compared to
adaptive sampling, especially in the generalized case where the propor-
tion of simulations supporting the correct model is 3 times higher.
The corresponding γ and β samples using the truncated Gaussian
can be found in figure B.4. We observe that the space of samples is more
restricted, than the simulations in the main paper, but again when γ is
low the evidence is towards the simpler model.
B.4 Target selection simulation
We also performed a similar truncated Gaussian simulation for our tar-
get selection models. Instead of using a continuous uniform distribu-
tion on the parameters, 2000 parameter combination were drawn from
a truncated Gaussian with a mean and covariance equal to the mean
and covariance of the maximum likelihood estimate (see Table 3.5). The
bounds of the distribution were set to the limits of the grids (see Table
3.4).
Figure B.5 shows the evolution of model probabilities for our target
selection model simulation using this truncated Gaussian distribution.
Both approaches support the correct model on average but with a higher
probability when stimuli are selected adaptively. We see an increased
benefit for the adaptive method when stimuli are drawn from the Gaus-
sian distribution compared to the uniform distribution used in the main
text.
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FIGURE B.1: Evolution of model probabilities over trials for our synthetic sub-
jects. Columns indicate the probability of the respective model, rows indicate
the synthetic subject. The dark lines indicate the mean probability averaged
over simulations, light lines indicate 15 example simulations. Green coloring
indicates stimuli were selected adaptively, orange coloring indicates stimuli
were selected at random from the same stimulus grid.
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FIGURE B.2: Evolution of model probabilities over trials for different genera-
tive models and algorithms.Columns indicate the model used to generate the
data, rows indicate the probability of each model. The dark lines indicate the
mean probability averaged over simulations, light lines indicate example sim-
ulations. Green coloring indicates stimuli were selected adaptively, orange col-
oring indicates stimuli were selected at random from the same stimulus grid.
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FIGURE B.3: Proportion of simulations where both Bayes factors of the genera-
tive model relative to an alternative model is over 3, plotted as a function of the
number of trials. Each column indicates the model used to generate the data.
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FIGURE B.4: Probability of the generative model as a function of parameter
values for different generative models and algorithms. Columns indicate the
model used to generate the data, rows indicate the sampling method used to
determine stimuli. Each point indicates the probability of the correct model
as a function of the parameters γ and β for one simulation. Note, the Weber
and constant models are independent of γ and thus model probabilities do not
change systematically as a function of γ. The γ value plotted refers to the γ used
in the generalized model for this simulation. All other parameters are shared
between the models. Note, because the parameter settings were drawn from the
maximum likelihood estimates of the corresponding model, the distributions
differ from the ellipses in the main figures.
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FIGURE B.5: Evolution of model probabilities over trials for different gener-
ative models and algorithms. Columns indicate the model used to generate
the data, rows indicate the probability of each model. The dark lines indicate
the mean probability averaged over simulations, light lines indicate example
simulations. Green coloring indicates stimuli were selected adaptively, orange
coloring indicates stimuli were selected at random from the same stimulus grid.
We also quantified how the Bayes factors with respect to the correct
model change depending on the sampling method using the new distri-
bution. Figure B.6 shows the proportion of simulation where the Bayes
factor with respect to the correct model are over 3. As shown, our adap-
tive approach provides a large benefit compared to random sampling,
indicating a benefit of about 25%.
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FIGURE B.6: Proportion of simulations where the Bayes factors with respect
to the generative model is over 3. Each column indicates the model used to
generate the data.
The corresponding σ and β samples using the truncated Gaussian
can be found in figure B.7. We observe that the space of samples is more
restricted than in the main simulations due to a strong correlation be-
tween σ and β.
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FIGURE B.7: probability of the generative model as a function of parameter
values for different generative models and algorithms. Columns indicate the
model used to generate the data, rows indicate the sampling method used to
determine stimuli. Each point indicates the probability of the correct model as
a function of amplitude β and standard deviation of a subject’s choices σ. Note,
the constant bias model is independent of amplitude β, thus model probabilities
do not change systematically as a function of β. The β value plotted refers to
the value used in the sinusoidal model.
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C.1 Bayesian causal inference
In order to model whether an observer would integrate or segregate the
probe target v based on its discrepancy with the updated memory rep-
resentation m, we implemented a Bayesian causal inference model that
considers a mixture of two possible causal structures: one in which the
noisy updated estimate and the noisy visual feedback are caused by a
common hidden variable (a stable world), and one in which these esti-
mates have independent causes [7]. More precisely, this model should
1) compute two independent statistically optimal estimates of the target
position based on either both information sources or on the task-relevant
source only (updated position) and a prior estimate of the target posi-
tion, 2) compute the posterior probability of having a common cause
given the spatial discrepancy between the two sources, and 3) compute
a statistically optimal estimate of the target location by weighting these
independent estimates in proportion to the posterior probability of their
underlying causal structure. We will describe these three steps in the
following sections.
C.1.1 Step 1a: Estimate under assumption of a common cause -
optimal integration
In the presence of uncertainty and under the assumption that the two
information sources, m and v, are caused by a common latent variable,
the statistical optimal strategy in terms of reducing the variance of the fi-
nal estimate is to combine their corresponding noisy estimates weighted
by their relative precision. Consequently, the posterior distribution of
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the reported screen location s bu the observer if an observer optimally
integrates the sources m and v is
p(s|m, v, C) = p(m, v|s, C = 1)p(s|C = 1)
p(m, v|C = 1)
=
p(m|s, C = 1)p(v|s, C = 1)p(s|C = 1)
p(m, v|C = 1)
(C.1)
This involves the Gaussian m and v distributions described above,
and the prior for s is taken to be Gaussian, centered at some point pi
of the screen and having variance σ2pi. Under a quadratic loss function
(minimum variance estimate) the optimal estimate of s is
Sˆm,v,C=1 =
∫
s
s.p(s|m, v, C = 1)ds (C.2)
If we assume that p(m|s, C) is normally distributed with a mean sm
and variance σ2m, p(v|s, C) is normally distributed with a mean sv and
variance σ2v and the prior p(s) is also normally distributed with a mean
pi and variance σ2pi, then the optimal estimate Sˆm,v,C=1 is the mean that
possess a close form solution,
Sˆm,v,C=1 =
m
σ2m
+ v
σ2v
+ pi
σ2pi
1
σ2m
+ 1
σ2v
+ 1
σ2pi
(C.3)
C.1.2 Step 1b: Estimate under assumption of independent
causes - memory only
In case the observer assumes the presence of two independent causes,
then the optimal procedure is to not integrate and disregard the task-
irrelevant cue – in our case, the probe target v. The posterior distribution
of the reported screen location s if an observer segregates v is
p(s|m, v, C = 2) = p(s|m, C = 2) = p(m|s, C = 2)p(s|C = 2)
p(m|C = 2) (C.4)
Here p(s|m, v, C = 2) coincides with p(s|m, v, C = 1) apart from
deleting the contribution made by v. As previously, this involves the
Gaussian distributions of the updated target location m and of the prior
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about the true target position s. Similarly, the optimal estimate of s given
a quadratic loss function is
Sˆm,v,C=2 =
∫
s
s.p(s|m, v, C = 2)ds (C.5)
If we assume that p(m|s, C = 2) and p(s) are normally distributed
with a mean sm and variance σ2m, and mean pi and variance σ2pi, respec-
tively, then the optimal estimate Sˆm,v,C=2 is the mean that possess a close
form solution given by
Sˆm,v,C=2 =
m
σ2m
+ pi
σ2pi
1
σ2m
+ 1
σ2pi
(C.6)
C.1.3 Step 2: Posterior probability of having a common cause
Once the two estimates of the screen position s, given the two sources
have a common cause or not, have been computed, these estimates can in
turn be combined in proportion to the posterior probability of their un-
derlying causal scheme. According to Bayes’ rule, the posterior probabil-
ity of having a common cause given the sources m and v is given by the
product of the likelihood of the observing their information if we were
in the presence of a common cause in a particular trial, p(m, v|C = 1),
and some prior knowledge about the probability of having a common
cause in this context, p(C = 1), which was treated as a free parameter,
pC, in our implementation. Intuitively, p(m, v|C = 1) should increase as
the observed position information m and v get spatially closer.
p(C = 1|m, v) = p(m, v|C = 1)p(C = 1)
p(m, v)
=
p(m, v|C = 1)p(C = 1)
p(m, v|C = 1)p(C = 1) + p(m, v|C = 2)(1− p(C = 1))
(C.7)
The likelihood of observing the two sources m and v provided they
are originating from a common cause is the weighted average across s
positions:
p(m, v|C = 1) =
∫
p(m, v|s)p(s)ds =
∫
p(m|s)p(v|s)p(s)ds (C.8)
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If we assume that p(m, v|s) and p(s) are Gaussian distributions, then
this integral has an analytical solution:
p(m, v|C = 1) = 1
2pi
√
σ2mσ
2
v + σ
2
mσ
2
pi + σ
2
vσ
2
pi
exp[−1
2
[
(m− v)2σ2pi + (m− pi)2σ2v + (v− pi)2σ2m
σ2mσ
2
v + σ
2
mσ
2
pi + σ
2
vσ
2
pi
]]
(C.9)
Similarly, the likelihood of the data m and v under the assumption
that they are coming from independent causes can be written:
p(m, v|C = 2) = p(m|C = 2)p(v|C = 2)
=
∫
p(m|s)p(s)ds
∫
p(v|s)p(s)ds (C.10)
which can also be solved analytically provided p(v|s) and p(s) are
Gaussian distributions,
p(m, v|C = 2) = 1
2pi
√
(σ2m + σ
2
pi)(σ
2
v + σ
2
pi)
exp[−1
2
[
(m− pi)2
σ2m + σ
2
pi
+
(v− pi)2
σ2v + σ
2
pi
]]
(C.11)
C.1.4 Step 3: Bayesian causal inference
The Bayesian causal inference model is a mixture representation combin-
ing two independent estimates of the target position s: the first estimate
Sˆm,v,C=1 optimally integrates the probe target under assumption that
both the updated (m) and the probe (v) have a common cause in a partic-
ular trial, whereas the second estimate, Sˆm,v,C=2, ignores the probe target
v under the assumption of the having two independent causes. These
two estimates are then linearly combined and weighted proportionally
to the posterior probability of their causal structure, p(C = 1|m, v) and
p(C = 2|m, v) respectively, resulting in
p(s|m, v) = Sˆm,v,C=1 p(C = 1|m, v) + Sˆm,v,C=2(1− p(C = 1|m, v)) (C.12)
where C = 1 and C = 2 refer to assuming a common cause or two
independent causes, respectively. As we will describe below, here we
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assume that our participants reported the mean of the posterior distri-
bution, which, for Gaussian distributions, corresponds to the optimal
estimate in terms of minimizing the variance.
C.2 Alternative models
We tested our Bayesian causal inference model against the predictions
made by four alternative models, three of which are: an optimal inte-
gration model that integrates both the internal estimate and the actual
feedback based on their respective reliability, which is equivalent to the
causal inference model when p(C = 1) = 1 as described by equation
C.3; a segregation memory-only model that only considers the internal
estimate, which is then identical to the causal inference model when
p(C = 1) = 0 and given by equation C.6; and a segregation “visual
feedback only” model that estimates the object position based on the
noisy visual feedback and some prior knowledge about the object loca-
tion. This model is similar to the memory-only model with the exception
that the variable m is substituted by v, which results in:
Sˆv =
v
σ2v
+ pi
σ2pi
1
σ2v
+ 1
σ2pi
(C.13)
In order to test alternative decision strategies of the causal inference
model besides the model averaging strategy described above, we also
implemented a model selection strategy that exclusively chooses one
the hypotheses about the causal structure based on their maximum-a-
posterior ratio. This results in
p(s|m, v) =
{
Sˆm,v,C=1 , p(C = 1|m, v) ≥ 0.5
Sˆm,v,C=2 , p(C = 1|m, v) < 0.5
}
(C.14)
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D.1 Model Derivations
D.1.1 Kalman filter as a Bayes optimal filter
In order to introduce how set size could change an observer’s inference
it is instructive to re-derive the fact that the Kalman filter is equivalent
to a Bayes optimal filter. This equivalency is not new (see Bishop [67])
but it is still useful to derive as it provides a mechanism to introduce set
size dependent predictive uncertainty in a formal way.
To begin we assume the underlying system is passive, linear and
Gaussian. We can then express the system as :
St = ASt−1 +ωt (D.1)
where St represents the state at time t, A represents the state transition
matrix which maps from the state at one time step to the state at the
future step and ωt is normally distributed noise∼ N(0, Qx) representing
stochastic fluctuations in states inherent to the underlying system. An
observer receives an observation, Yt, of the true state at each time step
according to :
Yt = HSt + ψt (D.2)
where H is an observation matrix which maps from states to observa-
tions and ψt is normally distributed noise ψt ∼ N(0, R) representing
sensory noise added to the observation.
The task of an optimal observer is to compute p(St|Y1:t). To show
a Bayesian recursive filter is equivalent to a Kalman filter we need to
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show the posterior distribution is mathematically identical to the state
estimate and its covariance obtained from the Kalman filter.
To derive this we start by simplifying the posterior noting that the
system in Eq D.1 is Markovian, meaning that,
p(St|S1:t−1) = p(St|St−1) (D.3)
and that the measurements are conditionally independent, which en-
tails,
p(Yt|S1:t, Y1:t−1) = p(Yt|St) (D.4)
These properties allow us to simplify our posterior computations. First,
we note that we can decompose the posterior into the current and previ-
ous measurements,
p(St|Y1:t) = p(St|Y1:t−1, Yt) (D.5)
We then apply Bayes rule to find that,
p(St|Y1:t) = p(Yt|St, Y1:t−1)p(St|Y1:t−1)p(Yt|Y1:t−1) (D.6)
which, given the conditional independence of measurements, simplifies
to
p(St|Y1:t) = p(Yt|St)p(St|Y1:t−1)p(Yt|Y1:t−1) (D.7)
The above equation illustrates that the posterior is a combination of
the predictive distribution p(St|Y1:t−1) and measurement distribution
p(Yt|St). The predictive distribution is obtained by,
p(St|Y1:t−1) =
∫
St−1
p(St|St−1)p(St−1|Y1:t−1) (D.8)
where p(St|St−1) represents the transition probabilities and p(St|Y1:t−1)
represents the posterior from the previous time step. Now we can show
the equivalence between the Kalman filter and Bayesian recursive filter
by substituting the relevant distributions.
First, we define the measurement distribution, the state transition
distribution and the posterior from the previous step (assuming it is
Gaussian) as:
p(St|St−1) = N(ASt−1, Qx) (D.9)
p(Yt|St) = N(HSt, R) (D.10)
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p(St−1|Y1:t−1) = N(Sˆt−1, Pt−1) (D.11)
where Sˆt−1 and Pt−1 indicate mean and variance of the Gaussian from
the previous step.
Using some Gaussian identities we find that the predictive distribu-
tion is also Gaussian, with a mean Sˆt|t−1 and variance Pt|t−1 given by,
p(St|Y1:t−1) = N(Sˆt|t−1, Pt|t−1) (D.12)
Sˆt|t−1 = ASˆt−1 (D.13)
Pt|t−1 = APt−1AT + Qx (D.14)
This means our posterior is the normalized product of two Gaus-
sians. In order to determine the appropriate distribution, we first note
that if two random variables x and y are distributed according to,
p(x) = N(m, P) (D.15)
p(y|x) = N(Hx, R) (D.16)
then the joint distribution of x and y is [23],
(
x
y
)
∼ N
((
m
Hm
)
,
(
P PHT
HP HPHT + R
))
(D.17)
which, using the identities for a joint Gaussian distribution, means the
conditional distribution p(x|y) is distributed according to:
p(x|y) = N(m+ PHT(HPHT +R)−1(y−Hm), P− PHT(HPHT +R)−1HP)
(D.18)
If we substitute the appropriate variables, we find that our posterior can
be written as,
p(St|Y1:t) = N(Sˆt|t−1 + Pt|t−1HT(HPt|t−1HT + R)−1(Yt − HSˆt|t−1),
(D.19)
Pt|t−1 − Pt|t−1HT(HPt|t−1HT + R)−1HPt|t−1)
(D.20)
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which, if we define Kt as,
Kt = Pt|t−1HT(HPt|t−1HT + R)−1 (D.21)
can be rewritten as
p(St|Y1:t) = N(Sˆt, Pt) (D.22)
where Sˆt and Pt are:
Sˆt = Sˆt|t−1 + Kt(Yt − HSˆt|t−1) (D.23)
Pt = (I − KtH)Pt|t−1 (D.24)
Thus, the posterior of the Bayes optimal filter (for a Markovian lin-
ear Gaussian system) is equivalent to the estimate and its covariance
obtained by the Kalman filter.
D.1.2 Incorporating additional predictive uncertainty
As Eq D.7 illustrates, the posterior is a combination of our sensory input
p(Yt|St) and our prediction p(St|Y1:t−1). If set size affects uncertainty in
sensory encoding, this changes the distribution p(Yt|St). By contrast if
our ability to generate predictions is affected then this corresponds to
changes in p(St|Y1:t−1). How exactly should uncertainty in predictions
and sensory encoding be incorporated?
For sensory encoding uncertainty, incorporating set size dependency
is relatively straightforward by scaling R as a function of set size. In
fact, an increase in sensory uncertainty as a function of set size has been
found in a variety of tasks, including change detection [159], delayed
estimation [161, 170], and sameness inference [160]. However, there is
less work on whether uncertainty in predictions scales with set size and
how this should be incorporated into a Bayesian modeling framework.
Some work in intuitive physics has added additional simulation noise to
the prediction step of their model [165] and some work in motor control
has derived the optimal linear estimator for a system which includes
prediction noise and multiplicative control noise [162]. However, the
former was purely forward simulation based; they did not derive how
noisy predictions should be combined with sensory information, thus
it is not directly applicable to tasks which contain sensory information,
and the latter was derived under the assumption of an optimal linear
estimator and not as the solution to a Bayesian inference problem, the
solutions of which are not always equivalent.
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There is also some tangentially related work on suboptimality in in-
ference which considered a variety of suboptimal models, some of which
assumed observers did not have access to the true noiseless prior distri-
bution but rather a noisy estimate of the prior [65]. This bears a strong
resemblance to prediction noise in the sense that we can consider the
prediction as a prior distribution, thus a noisy estimate of the predic-
tive distribution is similar to a noisy estimate of a prior distribution. We
should note that in their case the noise was added to the standard devia-
tion of the Gaussian prior, rather than the mean which would be a closer
analogy to our work.
Following previous approaches [162] we assume that normally dis-
tributed noise is added to the mean of the predictive distribution. Thus
Eq D.13 becomes:
Sˆt|t−1 = ASˆt−1 + et−1
et−1 ∼ N(0, Qp)
(D.25)
There are a number of ways observers could incorporate this noisy
prediction into their inferences. For simplicity consider three possible
approaches. Firstly, an observer could simply insert the noisy value of
Sˆt|t−1 into Eq D.12, thus not factoring in the additional noise into their
inference. Secondly, the observer could attempt to mitigate the effects of
the predictive noise by integrating over the additional noise by noting
that Eq D.25 entails:
p(St|Yt−1) =
∫
et−1
N(St|ASˆt−1, APt−1AT + Qx)N(et−1|0, Qp)
p(St|Y1:t−1) = N(St|ASˆt−1, APt−1AT + Qx + Qp)
(D.26)
Note, this is a little unrealistic because it requires observers to compute
ASˆt−1, which is equivalent to a noiseless prediction. Thus, if it is possible
to compute the noiseless prediction it seems unrealistic to not compute
this originally (although the computation could be implemented implic-
itly based on the integral representation). Finally, an observer could be
aware of the noise that is added to their predictions (through previous
experience or an implicit representation of uncertainty) but cannot noise-
lessly compute ASˆt−1. The predictive distribution in this case becomes
,
p(St|Yt:t−1) = N(St|Sˆt|t−1, APt−1AT + Qx + Qp) (D.27)
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which is equivalent to the prediction and its covariance used by Creve-
coeur et al. [162]. Interestingly, for the second two possibilities if we
redefine D.14 to,
Pt|t−1 = APt−1AT + Qx + Qp (D.28)
we obtain a Kalman gain and posterior variance calculation equivalent
to Eq D.24 - Eq D.21 with Qx replaced by Qx + Qp. This shows an inter-
esting equivalency; an observer who assumes Qx is zero (the system is
deterministic) but has a non-zero Qp, estimates the hidden state identi-
cally to an observer who assumes that Qp is zero but that the system is
stochastic (providing of course Qx = Qp).
In the main text we used the final approach. This approach also cap-
tures the previous finding that physical predictions are noisy [165] and is
equivalent to the prediction and its covariance used by Crevecoeur et al.
[162].
D.1.3 Response probability computation
Given that subjects gave a response after having viewed the stimuli for
1 s, we assume an observer computes p(ST|Y1:T) where T = 1 s. For
simplicity, we assume that by this time point the Kalman filter has con-
verged to a steady state (Kt and Pt have converged to fixed values).
Unfortunately, as experimenters we do not have access to the sen-
sory measurements received or the noisy predictions observers made.
As such, to fit our model to the subjects’ data, it is necessary to integrate
over the predictions a subject generated and the sensory measurements
that the subject received. In the previous section, we discussed three pos-
sible methods for incorporating noise into the prediction process. Each
of these approaches produces slightly different response distributions.
However, the general computational steps are identical. Firstly, we com-
pute the Kalman gain the observer should use conditional on the pa-
rameters and model. Secondly, we compute the distribution of the ob-
server’s estimates for a presented stimulus conditional on the Kalman
gain and model. Finally, we use this distribution to compute the psy-
chophysical performance of an observer. Below we illustrate these steps
and highlight how the different methods of incorporating predictive un-
certainty alter the response probability.
As mentioned previously, we assume observers are tracking the
states using a linear Gaussian system in the form of Eq D.1 and D.2.
In our case St consists of three states, the position of the object xt, the
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physical velocity of the object vobjt and the pattern velocity of the object
vpatt .
St = [xt, v
obj
t , v
pat
t ]
T (D.29)
The state transition matrix A is defined as,
A = [1,∆, 0; 0, α, 0; 0, 0, β] (D.30)
where ∆ is the time step size (set to 0.001 in our implementation), α is
a free parameter which represents the conservation of physical velocity
across time steps and β is a free parameter representing the conservation
of pattern velocity across time steps.
The observation matrix H which maps the system state into observa-
tional space is defined as,
H = [1, 0, 0; 0, 1, 0; 0, 1, 1] (D.31)
one assumption here is that the retinal input cannot dissociate local pat-
tern velocity from local retinal velocity and as such the pattern velocity
observation is a combination of both [9].
As discussed above, we suppose there is additional uncertainty
added during the prediction phase such that the prediction is defined
by D.25. This introduces an additional covariance matrix Qp reflecting
the covariance of this additional noise.
We assume that Qx, Qp and R are time-invariant but that they depend
on condition (e.g. set size and eccentricity); the full equations for this
dependency can be found in the main text.
This entails that for all models the Kalman gain K converges to a sta-
tionary optimum, a steady state. The steady state K can be obtained by
first computing the steady state variance P which is obtained by substi-
tuting D.24 into D.28.
P =A((I − KH)P)AT + Qx + Qp
P =A(P− KHP)AT + Qx + Qp
P =APAT − APHT(HPHT + R)−1HPAT + Qx + Qp
(D.32)
The steady state Kalman gain is then obtained from the steady state
posterior variance by,
K = PHT(HPHT + R)−1 (D.33)
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which can be solved using standard Ricatti equation solvers (e.g. dare in
MATLAB).
We now use the above quantities to derive the distribution of re-
sponses given the stimuli presented.
We note the subject’s optimal estimate at the final time point T can
be denoted.
SˆT = SˆT|T−1 + K(YT − HSˆT|T−1) (D.34)
To derive the distribution of estimates we first derive the expected
value of a subject’s prediction. It is useful to note that the true state St is
actually time-invariant in our task, as such St = S.
The Expected value of a subjects’ estimate is then:
E[SˆT] = E[SˆT|T−1] + KE[YT]− KHE[SˆT|T−1]
= E[SˆT|T−1] + KHS− KHE[SˆT|T−1]
(D.35)
We now need to derive the expected value of the prediction. Because
the underlying state is time-invariant we assume the expected value of
the prediction from the previous time steps is also time-invariant, which
is denoted as S−. It is important to note that even when prediction noise
is added, the expected value is unchanged (as we assumed prediction
noise was zero mean). Thus, the expected value of the prediction is,
E[SˆT|T−1] = AE[SˆT−1|T−2] + AKE[YT−1]− AKHE[SˆT−1|T−2] (D.36)
which given our assumption of invariance becomes,
S− = AS− + AKHS− AKHS−
S− − AS− + AKHS− = AKHS
(I − A + AKH)S− = AKHS
S− = (I − A + AKH)−1AKHS
(D.37)
As such the expected value of the subject’s estimate is
E[SˆT] = S− + K(HS− HS−) (D.38)
We also need to derive the variance of the subject’s estimate in order
to fit the model to the subject data. As the prediction and measurement
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are independent, the variance is obtained by noting that,
Sˆt = Sˆt|t−1 + K(Yt − HSˆt|t−1)
= (I − KH)Sˆt|t−1 + KYt
(D.39)
which means the variance is,
Var[Sˆt] = (I − KH)Var[S−](I − KH)T + KRKT (D.40)
If an observer is using a noisy prediction, this adds additional vari-
ability to the prediction, specifically, given our assumption that ob-
servers use D.25 as the mean of their predictive distribution the variance
becomes,
Var[S−] = A((I − KH)Var[S−](I − KH)T + KRKT)AT + Qp
Var[S−] = (A− AKH)Var[S−](A− AKH)T + (AK)R(AK)T + Qp
(D.41)
which can be solved using standard Lyapunov equation solvers. In our
case, they were solved using dylap in MATLAB. Note, for observers us-
ing the expected value of the prediction, the Qp term is dropped.
We can use the above to derive ideal observer performance for a 2-
afc task. Suppose a subject is presented 2 stimuli, a probe Sprobe and
reference Sre f and has to decide either which one is faster or which one is
higher. This yields two state estimates at the final time point, Sˆprobe, Sˆre f ,
which the subject estimates using the Kalman filter described above. In
this case, the subject should use the position estimates for the position
task and the pattern velocity estimates for the pattern velocity task.
Given that these states are the first and third, respectively, we can
denote them Sˆprobe(1) and Sˆre f (1) for the position states and Sˆprobe(3)
and Sˆre f (3) for the pattern velocity states.
The optimal decision for the position task is to respond 1 if
Sˆprobe(1) > Sˆre f (1) and likewise for the velocity task 1 if Sˆprobe(3) >
Sˆre f (3). Which can be equivalently expressed as Sˆprobe(1)− Sˆre f (1) > 0
and Sˆprobe(3)− Sˆre f (3) > 0.
We can now use this to derive the distribution of a subject’s response.
The subject’s estimate distributions for the position and velocity task are
normally distributed with means and variances based on the marginal
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distributions:
Sˆprobe(1) ∼ N(E[Sˆprobe](1), Var[Sˆprobe](1, 1))
Sˆre f (1) ∼ N(E[Sˆre f ](1), Var[Sˆre f ](1, 1))
Sˆprobe(3) ∼ N(E[Sˆprobe](3), Var[Sˆprobe](3, 3))
Sˆre f (3) ∼ N(E[Sˆre f ](3), Var[Sˆre f ](3, 3))
(D.42)
From this it is straightforward to compute the response probabilities
by noting the subtraction of two normally distributed variables X and Y
with distributions X ∼ N(ux, σ2x) and X ∼ N(uy, σ2y ) is X−Y ∼ N(ux −
uy, σ2x + σ2y ). The integral from zero to infinity is then:
∫ ∞
0
N(ux − uy, σ2x + σ2y ) =
1
2
[1+ er f (
ux − uy√
2(σ2x + σ2y )
)] (D.43)
This identity can then be used to compute the response probabilities.
For fitting the model to our subject data, we set the downward motion
stimulus in the position task to be the probe and the upward motion
stimulus as the reference (this is an arbitrary choice), and for the velocity
task we set the probe to the stimulus of variable eccentricity and the
reference as the stimulus with fixed eccentricity.
D.2 Recovery simulation
In order to test how identifiable the parameters of the model are given
our experiment we performed a simulation experiment. We generated
50 data sets using each of the subjects’ maximum likelihood parameter
estimates, yielding 200 data sets in total. We then fit the model to each
of the simulated data sets using the method described in the main text.
Figure D.1 shows the parameters estimates for each parameter and sub-
ject (grey dots), the generative value (horizontal black lines), the median
(black circle) and the 0.75 quantile (black vertical lines). As such, perfect
recovery corresponds to all the points being aligned to the horizontal
black lines. We can see that some parameters (px, ax, bx, h, bv) are on
average reasonably (although, far from ideal) recovered, indicated by
the difference between the generative and estimated parameters. How-
ever, there are also parameters that are poorly recovered. For example,
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in some simulations a has estimated values close to 0 when the gener-
ated value was 1, the maximal error possible for this parameter. Overall,
we would conclude the parameters of the model are poorly constrained
given our experiment (at least for the inferred parameter settings of our
subjects).
D.3 Reanalysis of Kwon, et al (2015)
In order to test whether the difficulty in parameter recovery was due
to our specific experimental design/data or a more general property
of the model, we reanalyzed the data of Kwon et al. [9]. We first fit
our model to their data using a maximum likelihood approach. To fit
their data, we removed the set size terms from our model and added
an additional parameter kx, which is the additional position uncertainty
added when a Gaussian envelope is used, thus σx(r) now becomes
σx(r) = kx + ax + bxr for the Gaussian envelope and the original ex-
pression (kx = 0) otherwise.
The maximum likelihood model fits are shown in Figure D.2. The
proportions predicted by the model closely match the subjects’ data and
are similar to the model fits presented in the original paper. This con-
firms that our model can appropriately fit the original data despite using
a different likelihood computation and parameterization.
Next, we performed a recovery simulation to see if the parameters of
our model are also poorly recovered when using the experimental de-
sign and parameters of Kwon et al. [9]. To do this, we generated 50 data
sets per subject (see Table D.1 for the subject parameters), yielding a to-
tal of 250 data sets. We then fit the synthetic data sets using the same
maximum likelihood procedure described in the main text. Figure D.3
shows the parameter estimates obtained in the simulation, in the same
format as Figure D.1. Similarly to our recovery simulation, the quality
of the recovery depends on the specific parameter, with some parame-
ters being reasonably well recovered even compared to recovery based
on our experiment and data (ppat, px, ax, bx, bv), and some parameters
(a, b, av) being more poorly recovered. Interestingly, most of the param-
eters which are poorly recovered are shared between the recovery based
on our data and the recovery based on the data of Kwon et al. [9]. This
suggests that the difficulties in parameter recovery are a general prob-
lem when using this type of experimental design or model. Note, the
original authors used a different response probability calculation and
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FIGURE D.1: Parameter estimates from the recovery simulation for each pa-
rameter and subject. Grey circles indicate the parameter estimate for each indi-
vidual simulation, the grey circles indicate the median parameter estimate over
all simulations, the errorbars show the 0.75 quantile. The horizontal lines indi-
cate the generative value used for this subject and parameter. For visualization
purposes only the estimates within the 0.975 quantile are shown.
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FIGURE D.2: Model fits based on the data from [9] alongside original data. Red
coloring indicates the 5 deg eccentricity condition, green coloring indicates the
10 deg eccentricity condition, blue coloring indicates the 15 deg eccentricity
condition. ∆ indicates the difference between the probe and reference stimuli.
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used a hierarchical MCMC approach rather than a maximum likelihood
method, so we do not know how well the model parameters are recov-
erable using their original approach. See the general discussion for why
we did not opt for MCMC.
Variable Subject 1 Subject 2 Subject 3 Subject 4 Subject 5
σ
p
x (deg) 0.012 0.0106 0.0148 0.0132 0.00117
σ
p
vobj (deg/s) 7.02 56.8 47.5 8.95 0.178
σ
p
vpat (deg/s) 0.048 0.0586 0.276 0.0499 0.000583
a 8.15e-05 0.992 0.998 2.93e-05 0.194
b 0.994 0.999 0.99 0.995 0.999
ax (deg) 1.07e-06 0.0545 8.14e-05 1.07e-06 1.61
bx 0.104 0.221 0.118 0.0811 2.18
kx (deg) 0.255 0.356 0.286 0.28 5.71
h 9.67 7.19 12.2 12.4 0.0127
av (deg/s) 4.12 5.63 0.218 3.21 4.41
bv 1.19e-06 0.00555 0.000565 1.02e-06 0.0631
σx
σ
p
x
43.4 110 39.9 30.6 10700
σvobj
σ
p
vobj
0.718 0.147 0.151 0.562 0.897
σvpat
σ
p
vpat
85.8 96.5 0.8 64.4 8120
TABLE D.1: Maximum likelihood parameter estimates for each subject from
Kwon et al. [9] and the ratio between sensory and predictive uncertainties. The
first 12 rows are the maximum likelihood model parameters, the final three
rows are the ratio between the sensory uncertainty (σx, σvobj , σvpat ) and predic-
tive uncertainty (σpx , σ
p
vobj , σ
p
vpat ) at a set size of 1 and eccentricity of 5 deg.
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FIGURE D.3: Parameter estimates from the recovery simulation for each pa-
rameter and subject based on the data of Kwon et al. [9]. Grey circles indicate
the parameter estimate for each individual simulation, the grey circles indicate
the median parameter estimate over all simulations, the errorbars show the 0.75
quantile. The horizontal lines indicate the generative value used for this subject
and parameter. For visualization purposes only the estimates within the 0.975
quantile are shown.
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Het primaire doel van dit proefschrift is om middels psychofysische ex-
perimenten en computationele modelleringons begrip van perceptie van
objectbeweging, zelfbeweging en hun interactie te verbeteren. Specifiek
heb ik onderzocht hoe stationaire waarnemers de positie en snelheid vol-
gen van meerdere objecten die in hun gezichtsveld bewegen, om hun
posities te volgen of om hun relatieve posities en snelheden te vergeli-
jken. Verder heb ik onderzocht hoe visuospatiële informatie over zelf-
beweging wordt geïntegreerd. In alle studies heb ik experimenten in
virtual-reality gecombineerd met computationele modellen. Deze com-
putationele modellen hielpen niet alleen bij de interpretatie van onze
experimentele waarnemingen, maar leidden ook tot de ontwikkeling
van technieken om het ontwerp van experimenten voor zowel param-
eterschatting als modelvergelijking te verbeteren. Ditresulteerde in een
nieuw trial-to-trial algoritme voor het optimaal selecteren van stimuli
om psychofysische modellen te dissociëren. Ik zal nu kort de belangrijk-
ste resultaten van mijn proefschrift samenvatten.
In hoofdstuk 2 hebben we, mijn co-auteurs en ik, aangetoond dat
diepte-informatie een belangrijke rol speelt bij het volgen van meerdere
bewegende objecten. We ontdekten dat waarnemers beter in staat waren
om meerdere objecten te volgen wanneer de objecten continu ook in de
diepte bewogen in vergelijking met wanneer ze alleen in een fronto-
parallel vlak bewogen. We hebben een bestaand computationeel model,
gebaseerd op het Kalman filter, voor het volgen van meerdere objecten
het 2D-vlak uitgebreid met een dieptecomponent. Dit 3D-model voor-
spelde dat diepte-informatie de volgprestaties verbetert. Het model gaf
ook inzicht in de reden voor deze verbetering: diepte-informatie helpt
om de waarnemingen aan het juiste object te koppelen (d.w.z. welk
object welke waarneming heeft gegenereerd). We suggereren dat dit
disambigueren van ruizige waarneming-naar-objecttoewijzingen een al-
gemene rol kan zijn van diepte-informatie in visuele perceptie en sug-
gereren toekomstige experimenten om dit idee verder te testen.
In hoofdstuk 3 hebben we een nieuw algoritme ontwikkeld en getest
210 Nederlandse Samenvatting
voor het selecteren van experimentele stimuli om psychofysische mod-
ellen optimaal te dissociëren. Het algoritme bepaalt voor elke trial
de stimuli die de verwachte entropie van de a-posteriori verdeling
over de verschillende modellen minimaliseert. We toonden aan dat
het selecteren van stimuli met behulp van dit nieuwe algoritme de
nauwkeurigheid van modelvergelijking verbetert, en bovendien min-
der trials vereist dan standaardmethoden voor stimulusselectie om een
bepaald niveau van nauwkeurigheid te bereiken. Dit werd bevestigd
in twee afzonderlijke case studies; één die sensorische ruismodellen
vergelijkt en één die modellen van doelselectie vergelijkt.
In hoofdstuk 4 hebben we laten zien dat wanneer waarnemers de lo-
catie van een object na een zelfbeweging schatten, ze de visuospatiële
informatie over objectlocaties van vóór de zelfbeweging integreren met
informatie na de zelfbeweging. De data wezen op een complexe in-
tegratiestrategie waarbij waarnemers een voorspelling maken over de
locatie van een object na de zelfbeweging, en deze voorspelling vervol-
gens combineren met visuospatiële objectinformatie na de beweging. De
exacte integratiestrategie was niet-lineair. De informatie van de voor-
spelling en sensorische informatie na de beweging werden sterk geïnte-
greerd wanneer er weinig verschil was tussen de twee informatiebron-
nen, maar de bijdrage van de voorspelling nam toe naarmate de dis-
crepantie tussen de informatiebronnen toenam. Door verschillende
computationele modellen te vergelijken, konden we aantonen dat deze
bevinding het meest consistent is met een Bayesiaanse waarnemer die
de waarschijnlijkheid van twee hypotheses combineert: één waarin het
object niet bewoog en één waarin het object wel bewoog.
In hoofdstuk 5 hebben we laten zien dat, in overeenstemming met
eerder werk, een waarnemer’s perceptie van de positie en snelheid van
een visueel object wordt beïnvloed door de mate van sensorische (vi-
suele) onzekerheid, en afhangt van zowel het aantal gerepresenteerde
objecten als de retinale excentriciteit van de gepresenteerde objecten.
Psychometrische resultaten laten zien dat hoe periferer een object wordt
gepresenteerd, hoe lager de waargenomen snelheid van dit object. Maar,
tegen-intuïtief, wordt de waargenomen positie van een object meer gebi-
ased door de patroonbeweging van het object naarmate de retinale ex-
centriciteit toeneemt(dus wanneer er meer sensorische ruis is). Deze il-
lusie weerspiegelt een schending van Newtoniaanse mechanica. Boven-
dien laten we zien dat deze systematische afwijkingen in perceptie en
hun variabiliteit, toenemen wanneer waarnemers de positie en snelheid
van meer objecten moeten schatten. Vergelijking van deze resultaten met
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de kwalitatieve voorspellingen van een Bayesiaans waarnemermodel
gefit aan eerder gepubliceerde data [9], suggereerde dat deze resultaten
consistent zijn met het gedrag van een optimale waarnemer wiens sen-
sorische onzekerheid, maar niet zijn voorspellende onzekerheid, schaalt
met het aantal taak-gerelateerde objecten.
Samenvattend toont het onderzoek in mijn proefschrift aan dat de
perceptie van positie en snelheid van meerdere bewegende objecten
goed wordt voorspeld door Bayesiaanse modellen van een waarnemer
die afferente sensorische informatie combineert met voorspelde sen-
sorische gevolgen (hoofdstuk 2 en 5). Deze strategie faciliteert het vol-
gen van meerdere objecten door dieptecues (hoofdstuk 2), en verklaart
de perceptuele afwijkingen die optreden wanneer sensorische onzeker-
heid toeneemt of het aantal te volgen objecten wordt verhoogd (hoofd-
stuk 5). Verder laten we zien dat wanneer waarnemers de nieuwe lo-
catie van een object na een zelfbeweging moeten schatten, ze een com-
plexe strategie gebruiken die twee schattingen combineert: één waarbij
het object niet bewoog en één waarbij het wel bewoog tijdens de zelfbe-
weging, gewogen op basis van hun respectievelijke waarschijnlijkheid
(hoofdstuk 4). Ten slotte hebben we een nieuw algoritme ontwikkeld
waarmee experimentatoren psychofysische modellen van perceptie en
actie in minder trials, maar met grotere nauwkeurigheid kunnen vergeli-
jken (hoofdstuk 3).
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