Abstract. We develop a model for an anti-plane crack defect posed on a square lattice under an interatomic pair-potential with nearest-neighbour interactions. In particular, we establish existence, local uniqueness and stability of solutions for small loading parameters and further prove qualitatively sharp far-field decay estimates. The latter requires establishing decay estimates for the corresponding lattice Green's function, which are of independent interest.
Introduction
In crystalline solids, various aspects of material behaviour related to mechanical, electrical, and chemical properties are governed by the appearance of irregularities (defects) in their underlying lattice structure [Phi01] . Typical crystalline defects include point defects, dislocations and cracks. Crystalline defects are inherently discrete objects and to accurately capture their mechanical behaviour it is crucial to construct models starting from atomistic principles. Establishing their mathematical foundations also enables a rigorous numerical analysis of various multi-scale simulation techniques such as [Kan57, Sin71, MD82, TOP96, Lin03, BLBL07, LO13, CO16].
A general approach to describe a single localised defect embedded in a homogeneous host crystal was rigorously formalised in [HO14, EOS16, BBO17] for point defects and straight dislocations in Bravais lattices, then extended in [OO17] to point defects in multilattices. The overarching idea is to use a continuum model to specify the far-field behaviour where continuum theories such as continuum linear elasticity (CLE) are accurate, while employing the underlying atomistic model to capture the details of the defect core.
So far, however, this framework explicitly excluded cracks due to two challenges that do not arise for point defects and dislocations. Firstly, as is already evident when comparing CLE approaches to modelling screw dislocations and cracks (cf. [HL82] ), the latter involves a slower rate of decay of strain away from the defect core, which makes it more difficult to prove that the corresponding atomistic model is even well-defined. Furthermore, in order to employ an atomistic model in the presence of a crack, one has to consider a domain that is both discrete and inhomogeneous, since the crack breaks translational symmetry. A particularly limiting consequence of this is that before one can establish results about regularity of the resulting discrete elastic fields, one first has to prove the existence and decay properties of a lattice Green's function, G, in the crack geometry. While the cases of point defects and dislocations permit a spatially homogeneous setup of the reference configuration, allowing us to obtain the lattice Green's function via the semi-discrete Fourier transform, this approach breaks down in the presence of a crack.
The main purpose of this paper is the (non-trivial) extension of the theory to the case of an anti-plane crack defect. We overcome the problem of inhomogeneity of the domain and are able to prove existence and decay estimates for G. The approach employed is centred around the observation that the problem of finding G can itself be cast as an instance of coupling between continuum and atomistic descriptions, as we prescribe the explicit continuum Green's function G as a boundary condition. This construction ensures the existence of G and is then followed by a technically involved argument establishing the decay properties of G.
To simplify the presentation, we restrict the analysis to a two-dimensional square lattice with nearest neighbour interactions together with an interatomic potential satisfying anti-plane mirror symmetry, as introduced in [BBO17] (see Section 3 for more details). In particular, this assumption will ensure that the atomistic model is indeed well-defined. Most of the results readily translate to anti-plane models with finite interactions on a general two-dimensional Bravais lattice (in particular the triangular lattice), except for one technical step related to constructing a suitable locally isomorphic mapping from the defective lattice to a homogeneous one. Furthermore, drawing from the ideas developed in [BBO17] it is expected one can also extend the results beyond models with mirror symmetry (again see Section 3 for a more detailed discussion).
Outline: In Section 2 we introduce and describe in detail the model for an anti-plane crack defect together with underlying assumptions and state the main results, including the key construction of the lattice Green's function for the crack geometry G. In Section 2.1 we describe the spatial and functional setup of the problem, stressing its discreteness and inhomogeneity. In Section 2.2 the details of the atomistic model are discussed and the results establishing the existence and regularity of a solution are stated. Section 2.3 is dedicated to constructing G and establishing its decay properties. In Section 2.5 we present a numerical scheme that tests the rate of decay ofū and the resulting convergence analysis. We conclude with the proofs of the main results in Section 4.
Main results
2.1. Discrete kinematics. Let Λ denote the two dimensional square lattice defined as Λ := {l − ( 1 2 , 1 2 ) | l ∈ Z 2 }. With the crack tip placed at the origin, we consider a crack opening along
It is useful to distinguish the lines that include lattice points directly above and below Γ 0 . These are defined as Γ ± := m ∈ Λ m 1 < 0 and m 2 = ± 1 2 .
We refer to Figure 1 for a visualisation of this setup. In the following we consider nearestneighbour (NN) interactions between lattice sites, with the exception of sites on Γ ± , for which we adjust stencils to account for the presence of the crack. While the usual set of NN directions of the homogeneous square lattice is given by R = {±e 1 , ±e 2 } , we modify it as follows to accommodate the crack. For any m ∈ Λ, R(m) := R for m ∈ (Γ + ∪ Γ − ), R \ {∓e 2 } for m ∈ Γ ± . . (2.1) Figure 1 . The spatial setup of the problem with the crack tip depicted by a red dot, the crack cut Γ 0 by a dashed black line, the lattice points belonging to Γ + by dots with + signs and the lattice points belonging to Γ − by dots with − signs.
For an anti-plane displacement u : Λ → R, we define the finite difference operator as D ρ u(x) := u(x + ρ) − u(x) and the discrete gradient Du(m) ∈ R R as
As a result the gradient always lies in a four-dimensional space (as |R| = 4) and if m ∈ Γ ± then Du(m) has components corresponding to erased lattice directions set to zero. Accordingly, we define the appropriate discrete Sobolev space aṡ where V : R R → R is an interatomic potential,û : Λ → R is the far-field predictor and u a core correction, thus giving us the actual displacement asû + u. We choose the potential to be a NN pair-potential of the form
with φ ∈ C k (R) for k ≥ 5 satisfying without loss of generality φ(0) = 0 (upon replacing φ(r) → φ(r)−φ(0)), φ (0) = 0 (due to anti-plane symmetry) and φ (0) = 1 (upon rescaling φ(r) → cφ(r)). As will be explained in Section 3, it can be further assumed, again without loss of generality, that φ (0) = 0. The far-field predictorû is obtained from continuum linear elasticity (CLE), which is to be regarded as a boundary condition at infinity that imposes the existence of the defect. Following a standard procedure of pairing of the atomistic potential V with its continuum counterpart W : R 2 → R (the so-called Cauchy-Born strain energy function [EM07, OT13] ), the resulting CLE equation forû is given by
This equation has infinitely many solutions with the canonical choice being the sole solution that ensures local integrability near the crack tip and induces a stress which decays at infinity [SJ12] . This solution can be characterised via the complex square root mapping ω : R 2 → R 2 . In polar coordinates, x = (r x cos θ x , r x sin θ x ) ∈ R 2 \ Γ 0 , it is given by
and the canonical solution to (2.7) isû
Here is a loading parameter with its magnitude corresponding to the size of the displacement on the opposite sides of the crack and its sign determining which side is being pulled up. Without loss of generality we assume ≥ 0. As per Lemma 4.1 below, we further note that |∇ jû (x)| |x| 1/2−j for any j ∈ N.
Remark 2.1. The premise of this formulation is two-fold. Firstly, it seeks to validate CLE as an accurate approximation of the atomistic effects away from the defect core in a crack defect setup. On the other hand, it also shows that the CLE solution can serve as an appropriate boundary condition for finite-domain numerical computation in a discrete setup, as tested in numerical tests described in Section 2.5.
Remark 2.2. While in the case of an anti-plane screw dislocation the predictorû s derived from CLE only just fails to be in the discrete energy spaceḢ 1 (namely Dû s ∈ 2+δ for any δ > 0, as described e.g. in [HL82] ), in the present case it is only true that Dû ∈ 4+δ . This phenomenon is a key reason why the analysis of a general crack defect is more involved. In the anti-plane case one way of circumventing it is to impose φ (0) = 0, but in a more general setup it is an open problem. We refer to Section 3 for an extended discussion.
With the predictor and the interatomic potential specified, we can now state our main results.
Theorem 2.3. The energy difference functional E in (2.5) is well-defined onḢ 1 and ktimes continuously differentiable. Furthermore, for sufficiently small, the minimisation problem (2.4) has a locally unique solutionū ∈Ḣ 1 that depends continuously on and satisfies strong stability, that is there exists λ > 0 such that for all v ∈Ḣ 1
For the proof, see Section 4.2.1.
Theorem 2.4. For any ≥ 0, every critical point of the energy difference functional E in (2.5) satisfies |Dū(l)| |l| −3/2+δ , (2.11)
for any δ > 0 and |l| large enough.
For the proof, see Section 4.2.2. The sharpness of this result is tested numerically in Section 2.5. The appearance of arbitrarily small δ > 0 in (2.11) is due to the way we construct the lattice Green's function, as discussed after Theorem 2.6 below.
2.3. Discrete Green's function for anti-plane crack geometry. In order to establish Theorem 2.4, we need to discuss the notion of a Green's function in the setup of anti-plane crack. We begin by defining the discrete divergence operator
and discussing the lattice Hessian operator for the crack geometry. Adapting the general formulation from [EOS16] to the case of a pair-potential defined in (2.6) we have
with the pointwise formulation following from summation by parts.
Definition 2.5. A function G : Λ × Λ → R is said to be a lattice Green's function G for the anti-plane crack geometry if for all m, s ∈ Λ,
where δ ms denotes the Kronecker delta and H is applied with respect to first variable.
We note that in (2.14a) one can view s as a parameter and H as a difference operator applied with respect to the first variable. However, due to (2.14b), it is also true that (2.14a) holds with H applied with respect to the second variable. Furthermore, G is not uniquely determined, since any discretely harmonic function can be added, i.e. if v : Λ → R is such that Hv = 0, then G(m, s) + v(m) + v(s) also satisfies (2.14).
For functions in two variables such as G, we introduce a notation for finite differences as follows.
and for j ∈ {1, 2}, we have
For any G satisfying Definition 2.5, any solutionū to (2.4) can be rewritten as
hence the result that enables us to prove Theorem 2.4 consists in finding a lattice Green's function that has desired decay properties of its mixed derivative.
Theorem 2.6. There exists a lattice Green's function G : Λ × Λ → R satisfying Definition 2.5 such that, for any δ > 0, ρ ∈ R(l), and σ ∈ R(s),
where ω is the complex square root map defined in (2.8).
The approach we employ is based on the observation that finding G can also be cast as a predictor-corrector problem, with the decomposition G =Ĝ +Ḡ, whereĜ has an explicit formula andḠ belongs to the energy spaceḢ 1 in both variables. This idea has already been explored in [EOS16] , but was notably aided by the applicability of Fourier methods due to the spatial homogeneity of the reference configuration. The novelty of our work stems from the fact that the discreteness and inhomogeneity of the domain means that Fourier analysis is no longer applicable. In particular, it renders the task of establishing the decay estimates on G much more challenging. In our approach we first establish suboptimal estimates onḠ with the help of the homogeneous lattice Green's function G hom employed together with suitably chosen cut-offs and a local mapping onto a discrete Riemann surface corresponding to the complex square root. We then use this initial estimate in a bootstrapping argument. The appearance of arbitrarily small δ > 0 follows from the fact that this argument saturates at the known decay ofĜ.
Remark 2.7. While |ω(m)| = |m| −1/2 , in general it is not true that |ω(m) − ω(s)| ∼ |m − s| −1/2 , as in fact
The estimate is thus expressed in terms of ω-map, as one can then conveniently resort to a change of variables ξ = ω(m) when working with G. See Figure 2 .
Figure 2. The complex square root ω maps the square lattice (left) onto a distorted half-space lattice (right). In particular, the distorted lattice lives in R 2 + , the half-space with positive first coordinate. The dots represent lattice points and their images under ω and also their reflections across y-axis.
2.4.
Rate of convergence to the thermodynamic limit. In this section we consider a supercell approximation to (2.4) on a finite domain confined to a ball of radius R and establish the rate of convergence as R → ∞.
The setup is similar to the one descibed in [EOS16, BBO17] , that is we consider a domain B R ∩ Λ ⊂ Ω R ⊂ Λ with the boundary conditionû on Λ \ Ω R and state it as a Galerkin approximation findū R ∈ arg min
We prove the following.
Theorem 2.8. Ifū is a solution to (2.4) that is strongly stable in the sense of (2.10), then for all β > 0, there exist C, R 0 > 0 such that for all R > R 0 , there exists a stable solution u R to (2.17)
Proof. 
Theorem 2.4 suggests that |Dū(x)| |x| −3/2 , while Theorem 2.8 suggests that in the supercell approximation (2.17) we expect ū R −ū Ḣ1 ∼ O(R −1/2 ), where R is the size of the domain. To compute equilibria we employ a standard Newton scheme, terminating at an ∞ -residual of 10 −8 .
In Figure 3 we plot the decay of |Dū| rescaled by the value of used, as well as the convergence rate to the thermodynamic limit, confirming the predictions of Theorems 2.4 and 2.8.
Remark 2.9. We also carried out a similar set of tests for the anti-plane crack problem on a triangular lattice, obtaining qualitatively equivalent results. This indicates that the current restriction to the square lattice has purely technical origins and that it is possible to extend our results to other Bravais lattices.
Conclusion and discussion
We have extended the mathematical theory of atomistic modelling of crystalline defects studied in [EOS16, HO14, BBO17] to the case of an anti-plane crack defect under nearest-neighbour interactions on a square lattice. This work can be regarded as a first step towards an extension to general atomistic models of fracture, including vectorial models on an arbitrary lattice under an arbitrary interatomic potential. In this paper we have laid out many of the steps needed to achieve this, and in what follows we discuss some of the key technical difficulties which must be overcome to extend the present work.
Anti-plane models on an arbitrary Bravais lattice under many-body finite interactions potential: The missing ingredient needed to extend the results to anti-plane models beyond NN interactions on a square lattice is the ability to estimateḠ. In our arguments, we rely on a construction of a locally isomorphic mapping from the defective lattice to a homogeneous lattice, which preserves the fact thatḠ is a critical point of the associated energy-difference functional (see Section 4.3.1). A similar construction based on a different reflection can also be carried out for the triangular lattice under NN interactions, but this approach is ill-suited to arbitrary finite interactions. This is because as we enlarge the radius of interaction, we increase the number of constraints required for the extended version ofḠ to remain a critical point of the corresponding extended functional, whereas any argument based on reflection argument (possibly coupled with translation and scaling) has a fixed number of degrees of freedom associated with it. For the same reason the current framework only permits many-body terms in the interatomic potential that do not contribute to the Hessian (which is why we restrict ourselves to pair-potentials). More general static crack models: Already in the simplified anti-plane setup, the key limiting consequence of the the slow decay of the predictorû can be seen by looking at
and Taylor-expanding φ around 0. Crucially, without further assumptions, the slow decay rate ofû implies that
In order for the atomistic model to be well-defined, one has to impose an additional assumption of mirror symmetry on the model, as discussed in [BBO17] . In our case, it either means setting φ (0) = 0 or looking at symmetric interactions ranges (R(m)) m∈Λ , for which m ∈ Λ and ρ ∈ R(m) =⇒ −ρ ∈ R(m + ρ), as then, despite φ (0) = 0, (3.1) is null, since the contribution of (m, m + ρ) cancels with the contribution of (m + ρ, m). The set of lattice directions defined in (2.1) satisfies this, thus justifying that the assumption φ (0) = 0 does not lead to loss of generality.
To extend the theory beyond models with mirror symmetry one has to follow the idea of development of solutions introduced in [BBO17] , which consists in prescribing a predictor of the formû +û 2 , with the additional term arising from higher-order PDE theory (related to nonlinear elasticity). This ensures that
up to leading order cancels with (3.1). The role ofû 2 is especially important for vectorial models, since the concept of mirror symmetry does not translate to models that allow for in-plane displacements, meaning that the vectorial equivalent of (3.1) never automatically vanishes.
In-plane static crack models: A further complication related to vectorial models is that as soon as we look beyond nearest-neighbours interactions, we begin to observe surface effects, as for instance investigated in [The11] . These effects, induced by the crack surface, do not enter the analysis of vectorial models for dislocations and point defects in [EOS16] and thus pose a major new challenge, as they can potentially lead to surface atoms assuming a notably different structure compared to the bulk which renders the approximation of CLE invalid. Likewise, it may have an impact on the corresponding lattice Green's function and can potentially make obtaining its decay estimates much more involved.
The role of loading parameter : It is the appearance of that ensures we can prove existence of strongly-stable solutions to the problem in (2.4), as it allows us to employ the Implicit Function Theorem. This is in contrast with dislocation problems, where, except for specific cases with stringent assumptions as e.g. in [HO14] , we simply assume that a solution exists. The use of IFT also points to a potential bifurcation occurring for some critical crit , which is a further deviation from the known theory, as in CLE the choice of is irrelevant.
Proofs

4.1.
Preliminaries. In this section we introduce the remaining notation and concepts to be used throughout that were left out of the introductory section. Firstly, we define sets
with Γ being the line that includes lattice points encompassing Γ 0 and, similarly, Ω Γ being the space that Γ encompasses, except for Γ 0 itself. We further would like to comment on the definition of the gradient operator and why we set the contribution of broken bonds to zero. This formulation allows us to sum by parts in a convenient way. For instance, for any u, v : Λ → R with compact support, we have (cf. (2.13)) that
In the following it is often of interest to only sum over bonds at the crack surface. To this end, for any m ∈ Λ and ρ ∈ R(m), we introduce the notation b(m, ρ) := {m+tρ | t ∈ [0, 1]} and the following short-hand summation notation
together with an analogous definition for bonds not on the crack surface. Likewise, it is important to distinguish the following sets corresponding to the unit square centered at the origin
We also introduce a shorthand notation related to the complex square root mapping,
and quote the following standard result without proof.
Lemma 4.1. For j ∈ N, the complex square root map ω defined in (2.8) satisfies
4.2. Proofs for static anti-plane crack model.
4.2.1.
Proof of Theorem 2.3. We separate the proof into two parts, with one devoted to E defined in (2.5) and the other to the solution to (2.4).
The energy difference functional E is well-defined and differentiable: For any v : Λ → R with compact support we can rewrite the energy difference functional E as
where
and
Since φ ∈ C k (R) for k ≥ 5, a simple Taylor expansion argument ensures that E 0 is welldefined onḢ 1 (cf. [EOS16] ). Thus the proof relies on showing that δE(0) is a bounded linear functional onḢ 1 , as then (4.3) holds for any v ∈Ḣ 1 . Noting that φ (0) = φ (0) = 0 and φ (0) = 1, we Taylor-expand φ around zero to get
where R φ represents the remaining terms in the Taylor expansion and due to the fact |Dû(m)| |m| −1/2 , it is immediate that
and hence
It remains to estimate the first term of the right-hand side of (4.4). To this end we shall exploit the fact thatû solves the equation given by (2.7), in particular after constructing a suitable interpolation operator that takes any lattice function to the continuum space. Firstly we tessellate the domain R 2 \ Γ 0 as follows. We carve the squares in the lattice into two right-angle triangles and introduce a (P1) piecewise linear interpolation operator I over the resulting triangulation (see the left of Figure 4 ). In order to exploit the boundary condition thatû satisfies, we also want Iv to be welldefined on Ω Γ and continuous across Γ. Away from the defect core this is possible by extending it so that it aligns with the the values of Iv(x) for x ∈ Γ and is constant in the normal direction, as shown in the centre of Figure 4 . Additionally, near the origin we create two new interpolation points as shown on the right of Figure 4 , one at the origin and one in-between points a and d and we denote it by ad. We define the interpolation there as Iu(0) := . Left: The tessellation of the domain R 2 \ Γ 0 , with triangles away from the crack and rectangles at the crack surface. In blue a typical region of integration associated with a bond. Middle: For some lattice function u : Λ → R each red dot represents the point in the three dimensional space corresponding to (l 1 , l 2 , u(l)) for some lattice point l ∈ Λ. The orange region represents the graph of the corresponding interpolant Iu, in particular clearly illustrating its extension to Ω Γ \ Γ 0 (here looking from above). Right: Near the origin we create two additional interpolation points, one at the origin and one half-way between lattice points on the crack surface closest to the origin and impose a triangulation as shown. The resulting P1 interpolation introduces a collection triangles {T 1 , . . . , T 5 } and we stress that Iu is not continuous across the common edge of T 1 and T 5 .
u(a), emphasising the fact that the resulting P1 interpolant does not need to be continuous across Γ 0 , but is continuous across the triangle T 3 .
We can thus write
where in particular the second equality follows from integration by parts and the boundary term is not there due to the boundary condition. Hence we in fact aim to estimate
Remark 4.2. The constant C Λ depends on the lattice under consideration. In the case of the square lattice, C Λ = 2, but for in instance if we were to consider the triangular lattice with NN interactions, the constant would be 2 √ 3. The freedom of choice is a consequence of the fact thatû satisfies Laplace equation with zero Neumann boundary condition. It also justifies whyû is a valid predictor for any choice of constant the in (2.9). This is in contrast with the subsequent Green's function argument in Section 4.3.1 where we have to prescribe the correct constant in the equation for the corresponding predictor.
The triangulation of R 2 \ Ω Γ induced by the P1 interpolation introduces a collection of triangles T . Inside any given T ∈ T both components of ∇Iv are constant and each corresponds to D ρ v(l) for some bond b(l, ρ) being an edge of T . As a result we can write
where U mρ is the union of triangles for which a given bond b(m, ρ) is an edge (cf. Figure  4) . The constant C Λ = 2 disappears due to the fact that the set of lattice directions under consideration counts each bond twice. A similar analysis is applicable to the integral over Ω Γ . Away from Ω 0 (the unit square centred at the origin defined in (4.1)), it can be tessellated into a collection of rectangles Q mρ , each associated with one lattice bond b(m, ρ) ⊂ Γ \ Q 0 (cf. Figure 4) , where we recall Q 0 = Ω 0 ∩ Γ. Due to how we construct the interpolant of v, we can thus conclude that
It can also be readily checked that (using the notation from Figure 4 )
Since
we can thus write
where |f (m)| < C. Bearing in mind that D 1ρû (m) = 1 0 ∇ ρû (m + tρ) dt and observing that for b(m, ρ) ⊂ Γ, we have |U mρ | = 1, we exploit the fact that both regions of integration share the same mid-point. A Taylor expansion followed by a standard quadrature error estimate thus leads to
On the other hand, for b(m, ρ) ⊂ Γ \ Q 0 there is only one triangle and thus |U mρ | = 1 2 , but we also have |Q mρ | = 1 2 . While regions of integration no longer share a mid-point, we still Taylor-expand and apply a weaker (first-order) quadrature error estimate to conclude that
Finally, since Lemma 4.1 implies that for both j = 2, 3 and m ∈ Λ with m ≈ 0 we have |∇ Thus we can conclude that for any v ∈Ḣ 1 ,
The fact that E is at least k-times continuously differentiable then naturally follows from φ ∈ C k (R), see [OT13] for an analogous argument.
Existence, local uniqueness, and strong-stability of solutions: We begin by quoting the Implicit Function Theorem, adapted from [Lan99]:
Theorem 4.3 (Implicit Function Theorem). Let X, Y, Z be Banach spaces. Let the mapping F : X × Y → Z be continuously Fréchet differentiable with respect to both x and y. If (x 0 , y 0 ) ∈ X × Y , F (x 0 , y 0 ) = 0 and the mapping x → DF (x 0 , y 0 )(x, 0) is a Banach space isomorphism from X onto Z, then there exist neighbourhoods U of x 0 and V of y 0 and a Fr echet differentiable function g : V → U such that F (g(y), y) = 0 and F (x, y) = 0 if and
In our setting, we have X =Ḣ 1 , Y = R and Z = (Ḣ 1 ) * . We can interpret the energy difference functional E as defined onḢ 1 × R and thus F = δ u E. We notice that for = 0 we have a trivial solutionū 0 = 0, thus giving us the pair (ū 0 , 0) ∈Ḣ 1 × R. We further observe that
and since φ (0) = 1, the mapping DF (u 0 , 0)(·, 0) is indeed an isomorphism, as it is in fact the Riesz map from Riesz Representation Theorem for Hilbert spaces (cf. [Rud66] ).
Hence all the assumptions of the theorem are fulfilled and we can conclude that in a neighbourhood of (ū, 0) we have a unique solution path of the form {(u( ), ) | ∈ [0, crit )} with continuous dependence of u on . The strong-stability (2.10) of solutions for crit small enough follows from the fact that it is trivially satisfied for u 0 with λ = φ (0) = 1 and the continuous dependence of solutions on , as we can always write
Proof of Theorem 2.4. Let τ ∈ R(l).
Using the lattice Green's function for crack geometry from Theorem 2.6 (to be proven in Section 4.3), we define a test function
where we exploited the fact thatū is a critical point, that is it satisfies
A Taylor expansion of φ around zero yields that
where we used |∇û(m)| |m|
where R φ as in (4.5). In light of (4.6) we thus obtain
which, when put together with the decay of v implies that
(4.8) The first term on the right-hand side of (4.8) can be estimated as follows. We define
and observe that away from the sharp spikes at m = l and m = 0 we can bound this series by the corresponding integral, that is we can say
For the integral term we introduce a change of variables ξ = ω m , which leads to ζ := ω l , and dm = |ξ| 2 dξ. As a result, we have
Bearing in mind that
, we carve the region of integration into
and estimate the integral over each region separately as follows:
where some˜ > 0 appears due to the exclusion of ω(B 1 (l)) from the region of integration. Finally,
Since ζ = ω l , we can thus conclude that
for anyδ > δ. For the second term on the right-hand side of (4.8), we look at three regions separately:
Similarly, m ∈ Ω 3 =⇒ |ω
Finally, we can always replace one power of |Dû(m)| with the ∞ -norm , thus allowing us to apply the Cauchy-Schwarz inequality to obtain
Noting that the sum is finite and that Ω 2 ⊂ Λ\B |l| 2 (0) we combine this with (4.9) to obtain
A technical result detailed in [EOS, Lemma 6.3,
Step 2] originating from the regularity theory for systems of elliptic PDEs, cf. [Giu03] , can be then applied to conclude that
This estimate holds for an arbitrary τ ∈ R(l) and arbitrarily smallδ > 0, hence we have established the result. The linear scaling with is evident from the fact that in the interpolation trick used to obtain (4.6), the loading parameter can be taken outside the summation, thus persists linearly.
4.3. Proofs for discrete lattice Green's function G.
4.3.1. Setup. As briefly described in Section 2.3, the approach we employ is that we seek a lattice Green's function of the form G =Ĝ +Ḡ, withĜ explicitly known. In practice, we proceed by first considering two closely related predictor-corrector problems: one to findG 1 (·, s) ∈Ḣ 1 that satisfies (2.14a) for a fixed s and the other to findG 2 (m, ·) ∈Ḣ 1 that satisfies (2.14a) for a fixed m but with H applied to the second variable. To conclude the result, one then has to make a suitable adjustment that takes into account howḢ 1 is defined (in particular the restriction thatG 1 (x, s) =G 2 (m,x) = 0 resulting from (2.3)).
Rewriting both problems in variational form, we consider
(4.11) and
(4.12) As in the case of the crack problem itself, the crucial step is the correct choice of the predictorĜ, which ensures the minimisation problems are well-defined. This can be achieved by prescribingĜ which, away from the point source is equal toĜ, which satisfies the corresponding continuum problem, i.e. it solves, for s ∈ Λ fixed,
and, for x ∈ Λ fixed,
Here δ represents the Dirac delta. We refer to Remark 4.2 for a discussion about the constant C Λ . Since ω introduced in (2.8) is a conformal mapping (cf. [AF03] ) that takes the crack domain to a half-space domain (cf. Figure 2) , it naturally follows from the theory of continuum Green's functions that this problem has a solution
where ω * (x) is defined as the reflection of ω(x) through vertical axis, that is
where we refer to Figure 2 for a visualisation.
It is easy to see thatĜ
It is worth recalling that the complex square root mapping is also used to constructû. Finally, bearing in mind thatĜ(s, s) is not well-defined in the pointwise sense, the predictorĜ : Λ × Λ → R we prescribe is given bŷ
since near the point-source it will always be true that G(s, s) ∼ O(1).
4.3.2.
Proof of Theorem 2.6: existence of a Green's function. We begin by investigating the predictorĜ and estimate the decay of its derivatives of relevant order.
Lemma 4.4. For any x, s ∈ R 2 \ Γ 0 with x, s = 0 and x = s, and α ∈ {1, 2, 3, 4}
Consequently, if m, s ∈ Λ and ρ ∈ R(m) and σ ∈ R(s), then
1 (m, s). Proof. We first notice that it is sufficient to estimate L(x, s) := log(|ω − xs |), since the part of (4.15) that includes ω * (s) does not decay any slower. We calculate that
For mixed derivatives we first calculate
and further realise that
Remaining cases can be calculated along similar lines, but for the sake of brevity we choose to omit these tedious calculations. In particular, for α ≥ 3 there begin to appear extra terms corresponding to intermediate permutations of powers, but these can always be bounded by the two extreme permutations stated. The facts that
1 conclude the proof.
Proposition 4.5. For any s ∈ Λ (m ∈ Λ respectively) the energy difference functional E 1 (Ê 2 resp.) in (4.11) ( (4.12) resp.) is well-defined onḢ 1 and infinitely many times differentiable.
Proof. Here we will explicitly consider the part of the proof related toẼ 1 , as then the variable symmetry of the predictor, i.e.Ĝ(m, s) =Ĝ(s, m), implies the other part.
For any v ∈Ḣ 1 we can rewrite the energy difference functionalẼ 1 given by (4.11) as
It is clear thatẼ 0 is well-defined onḢ 1 . For the second term, we aim to establish that δẼ 1 (0) is a bounded linear functional onḢ 1 and to achieve that we use the fact thatĜ solves the equation given by (4.13) by applying the same interpolation construction as in Section 4.2.1. Consequently, we can thus write
and in particular the second equality follows from the weak form of (4.13) and the boundary term is not there due to the boundary condition. Mirroring the argument in Section 4.2.1 we can conclude that
where this time |f (m, s)| |ω s | −1 , as
Once again employing a Taylor expansion followed by a standard quadrature result results in
Finally, since Lemma 4.4 implies that for both j = 2, 3 and x 0 ≈ 0 we have |∇ j xĜ (x 0 , s)| ∼ |ω s | −1 , we can incorporate any bond b(m, ρ) ⊂ Q 0 into the general conclusion that
where g α were defined in (4.18). Since |ω(m)| = |x| −1/2 , we have |g 3 | |m| −3/2 , which is enough to conclude I 1 (·) and I 2 (·) are bounded onḢ 1 .
Similarly, |g
2 |, |g
2 | |m| −1 and thus I 3 (·) and I 4 (·) are bounded onḢ 1 . Hence we can conclude that for any v ∈Ḣ 1 ,
Lemma 4.6. For any s ∈ Λ, the minimisation problem (4.10) for i = 1 has a unique solutionG 1 (·, s) ∈Ḣ 1 . Similarly, for any m ∈ Λ, the minimisation problem (4.10) for i = 2 has a unique solutionG 2 (m, ·) ∈Ḣ 1 .
Proof. The existenceG 1 (·, s) andG 2 (m, ·) is guaranteed by the linearity of the problem, thus allowing us to invoke the standard Lax-Milgram lemma. The minimisers satisfy
It can be readily checked that in factG 2 (m, s) =G 1 (s, m), in particular since the restriction in the definition ofḢ 1 is satisfied, that is for m ∈ Λ we indeed haveG 2 (m,x) = G 1 (x, m) = 0. Thus we drop the subscripts and identifyG ≡G 1 . In order to conclude the statement of Theorem 2.6, it remains to show thatG(m, s) =G(s, m). In turns out, however, that this cannot be guaranteed without making a suitable adjustment that correctly takes into account the definition ofḢ 1 . The following weaker preliminary result is first obtained.
Lemma 4.7. For any l, s ∈ Λ and λ ∈ R(l), τ ∈ R(s), the unique solutionG from Lemma 4.6 satisfies
Proof. Noting the first equation in (4.22), we can write
and since Lemma 4.4 ensures that D 2λĜ (·, l) − D 2λĜ (x, l) ∈Ḣ 1 , we can split this infinite sum and write D 1λ D 2τG (l, s) = A + B, where
Treating D 2λĜ (·, l) − D 2λĜ (x, l) ∈Ḣ 1 as a test function we can subtract the first equation in (4.22) from B to conclude that
The same analysis can be employed to further conclude that
where A as above and
where the final passage follows from applying the first equality in (4.22). Finally, noting that the variable symmetry ofĜ stated in (4.16) implies that
we can conclude that B ≡ C, thus establishing the result.
We are now in a position to prove the main result of this section.
Proof of Theorem 2.6: existence of a Green's function. Starting with the equality established in Lemma 4.7, we can apply the indefinite sum operator (discrete anologue of indefinite integration, cf. [Jor65] ) in the second variable to conclude that
for some lattice function f λ : Λ → R. Similarly, applying indefinite sum operator in the first variable implies thatG
where D τ F (m) = f λ (m) and K 1 a is a lattice function to be determined and originating from indefinite summation. We can repeat the procedure in the reverse order to obtain
Taking τ = λ and exchanging m and s we obtain that for any lattice direction λ we have k λ (m) = −f λ (m). Indefinitely summing one more time results iñ
Comparing (4.23) and (4.24) we conclude that K 1 (s) = −F (s) and K 2 (m) = F (m) and thusG
for some F that arises from the restriction in the definition of the energy spaceḢ 1 . By adding and subtracting the same constant we can in fact also write that
where F 2 (m) := F (m) − F (x), which conveniently implies that F 2 (x) = 0. We now let m =x and realise that F 2 (s) =G(s,x).
Thus the actual relation is given bỹ
and we can conclude the proof by stating that the atomistic correctionḠ we sought is given byḠ(m, s) =G(m, s) +G(s,x), as it clearly satisfies both equations in (4.22) and in additionḠ(m, s) =Ḡ(s, m).
4.3.3.
Proof of Theorem 2.6: Green's function decay estimate. The decay of |D 1 D 2Ĝ | is explicitly calculated in Lemma 4.4, thus we turn our attention to the decay of the correctorḠ. The general approach we employ is to get insight in the decay behaviour ofḠ in different regions on Λ. For a fixed s ∈ Λ with |s| large enough, we carve the lattice into three regions:
In the following we will extensively use the fact that locally the defective lattice does not differ from a homogeneous lattice and thus the result from the spatially homogeneous setup apply, as long as we introduce suitable cut-offs. The general idea behind the cut-off function η : R 2 → R to be used throughout is as follows. We define it as η(x) :=η( |x −x| /R), whereη : R → R is such thatη(x) = 1 for x ∈ [0, c 1 ], η(x) = 0 for x > c 2 , and smooth and decreasing inbetween. As a result Dη will only be non-zero on an annulus that scales like R. It is also clear, by Taylor expansion, that |D j η(x)| R −j . The radius R, the lattice pointx, and constants c 1 < c 2 will be chosen as needed. 
With these tools in hand we can gain preliminary insight into the decay behaviour ofḠ, however the appearance of the cut-off function restricts us to a suboptimal result. We proceed in steps, starting with the following.
Lemma 4.8. If l ∈ Λ \ Ω 1 (s) and τ ∈ R(l), then
Proof. Due to the spatial restriction on l, we can always choosex = l, R = |ω(l)||ω(l)−ω(s)| with c 1 and c 2 such that the support of the cut-off function η does not reach the origin, e.g.
. This is true because |ω(l)| = |l| 1/2 and trivially |ω(l) − ω(s)| ≤ |ω(l)| + |ω(s)| ≤ (1 + √ 2)|ω(l)|. We distinguish two cases and deal with them separately.
With the support of cut-off function not crossing the crack surface, we can directly write
where the first equality is due to the fact that near l the cut-off is just 1, the second follows from the definition of the homogeneous lattice Green's function and the fact that with the cut-off in place we effectively sum over a finite region, where the there is no disparity between H andH. The last equality is just summation by parts. In order to use the equation thatḠ satisfies, we need to push the cut-off onto the other term by exploiting the discrete product rule. It leads to
where the first term is in the form allowing us to exploit the equation, namely
and the second term makes sure that the right-hand side is consistent with (4.27), that is
.
. We deal with both terms separately. For S 1 we realise that
is in fact compactly-supported, so is an admissible test function in the energy spaceḢ 1 . In particular, it satisfies |D ρ v(m)| |m−l| −2 = |ω − ml | −2 |ω + ml | −2 (relation established in (2.16)) and for m ∈ B c 2 R (l) (which is equal to supp η), we trivially have that |ω 
where I 1 , . . . , I 4 as in (4.20) and (4.21).
We look at each term separately and begin by noting that
and observe that away from the potential sharp spikes at m = l and m = s we can bound this series by the corresponding integral, that is we can say
The indicator function 1 covers cases when
whereas f 1 (s)1 B c 2 R (l) (s) = 0 only if s ∈ B c 2 R (l), but then |s| ∼ |l|, which implies
For the integral term we introduce a change of variables ξ = ω(m), and set γ := ω s , ζ := ω l , leading to dm = |ξ| 2 dξ. As a result, we have
Carving the region of integration into
(4.30) and noting that depending on where l and s are, some of them could be empty, we can estimate the integral as follows. First we notice the following spatial relations ξ ∈ ω(D R (l)) =⇒ |ξ| ∼ |ζ|, ξ ∈ Ω γ =⇒ |ξ−ζ| |ζ−γ| and ξ ∈ Ω ζ =⇒ |ξ−γ| |ζ−γ|.
(4.31) Thus Likewise,
where the final passage relies on the fact that we can map back to B c 2 R (l) and have a volume term that scales like R 2 = |ζ| 2 |ζ − γ| 2 . For I 2 (v), similarly,
We observe that, due to the same reasoning as in (4.29), we have
|ξ| 2 (1 + |ξ| 3 |ξ − γ| 3 )(1 + |ξ| 2 |ξ − ζ| 2 ) dξ =:
with estimates, again arising from the spatial relations established in (4.31), Ωγf 2 dξ |ζ| 2 1 + |ζ| 2 |ζ − γ| 2 Ωγ 1 1 + |ζ| 3 |ξ − γ| 3 dξ
Finally, since for now we assume that supp η ∩Γ = ∅, we trivially have that I 3 (v) = I 4 (v) = 0. It can be thus concluded that S 1 (1 + |ζ| 2 |ζ − γ|) −1 = (1 + |ω l | 2 |ω For S 2 we realise that D ρ η(m) is only non-zero for m ∈ A R := B c 2 R (l) \ B c 1 R (l), which corresponds to a volume term that scales like R 2 = |ω l | 2 |ω − ls | 2 . It also in particular implies that |m − l| and |ω l ||ω − ls | are comparable. We can thus use Cauchy-Schwarz inequality and the decay of each term to conclude that
where the last inequality is due to AḠ(·, s) 2 (A R ) R DḠ(·, s) 2 , a result that immediately follows from [EOS, Lemma 7.1].
Case 2: supp η ∩ Γ = ∅.
To cover this more problematic case we resort to a technical trick at present only seems to be applicable to a square lattice with NN interactions. We begin by constructing a discrete equivalent of a Riemann surface corresponding to the complex square root map, namely we define
that is we look at two copies of the square lattice and so k ∈ M is such that k = (k l , k b ), where k l corresponds to a lattice site and k b determines whether we are on the positive branch or the negative branch (as with the complex square root mapping). For u : M → R and a lattice direction ρ ∈ R, we also define the notion of a finite difference D ρ and of a swapping finite difference D s ρ as
Since k b ∈ {−1, 1}, we note that in the latter case we simply jump from one branch to another. The corresponding manifold discrete gradient operator as Du(k) ∈ R R can then be defined as
(4.34)
Comparing this with the definition of the discrete gradient in (2.2), we observe that the they only differ at lattice points on Γ + ∪ Γ − . This underlines the reasoning behind the construction -we take two copies of the lattice and glue them together at the cut, thus ensuring that in fact we always work with full stencils. Consequently, we can again locally use the homogeneous lattice Green's function G hom , as long as we avoid the origin of M. We further define the manifold equivalent of (2.3) aṡ
Likewise, we can extend the notion of the predictorĜ defined in (4.17) to the manifold setup by definingĜ M : M × Z 2 → R aŝ
that is, for the negative branch, we reflect the original predictor along x-axis. Note that the manifold finite difference operators are always applied with respect to the first variable. Finally, we can also consider a manifold equivalent of the energy-differenceẼ 1 defined in (4.11), which we define as
(4.36)
It is immediate thatẼ M is well-defined overḢ 1 M and smooth. Thus we can again look at the problem of finding a stationary pointḠ M which satisfies
Crucially, the way we defineĜ M implies that the contribution from the new bonds across Γ is null, as e.g. for l ∈ Γ − we have l + e 2 = (l 1 , −l 2 ) and thus D s e 2Ĝ M ((l, 1), s) = 0. This in turn tells us the solution to (4.37) is given bȳ
Thus to obtain the decay estimate for |D 1τḠ (l, s)|, we proceed as follows. Without loss of generality we can assume that l 2 < 0 and accordingly define a reflected version of G =Ĝ +Ḡ as
Hence, we can write
Noting that the nullity of bonds across the x-axis ofḠ ref due to reflection ensures that D 1Ḡref (·, s) 2 < ∞, the argument for S 2 is unaffected, thus we can immediately conclude that S 2 (1 + |ω l ||ω − ls |) −1 . For S 1 we recall the definition of v in (4.28) and define its manifold equivalent
As a result we have
and thus we can exploit (4.37) to conclude that −1) ).
We can now introducê
and are able to conclude that in fact
i.e. we look at the positive and negative branch separately. The results hence follow from the fact that due to reflection we always have
and consequently any estimate that applies to |S + | equally applies to |S − |. Furthermore, |S + | can be estimated as in Case 1, except now I 3 (v + ), I 4 (v + ) = 0, but we can estimate them as follows. With Γ l := B c 2 R (l) ∩ Γ, we first note that
and again argue that
The indicator function 1 is there to cover cases when l, s ∈ Γ l . It is clear that
where in particular for the second inequality we argue as in (4.29). For the integral term we again introduce a change of variables ξ = ω(m) and due to ω(Γ l ) being a one-dimensional line, we can conclude that dm |ξ|dξ. As a result, we have
Mimicking the approach for I 1 (v) and I 2 (v), we carve the region of integration into
and observe that spatial relations in (4.31) remain valid. Hence,
thus allowing us to conclude that
The exact same argument can also be employed to establish that
This concludes the proof. Lemma 4.8 sets the scene for the rest of the proof. In particular we exploit it to establish the first result for the mixed derivative ofḠ.
Lemma 4.9. If l ∈ A(s), τ ∈ R(l), and λ ∈ R(s), then
Proof. Using the same cut-off function η as in Lemma 4.8, we again distinguish two cases.
where this time
The S 1 part can be treated similarly to before, with the key difference being that we have an extra s-derivative on terms corresponding to the predictor. We thus let v(m) := D τ G hom (m − l)η(m) and estimate
where (J i ) are defined as similarly (I i ) in (4.20)-(4.21), but with an additional derivative with respect to s, namely
and α defined in (4.19). Throughout we apply the same procedure as in the proof of Lemma 4.8, thus we omit some repetitions. We begin by saying
which then leads to
It is further true that
We then consider
and recall the regions of integration from (4.30). Following the same logic as in the proof of Lemma 4.8, we can thus conclude that
For J 2 (v), similarly,
and thus
We further note that
|ξ| 2 (1 + |ξ| 3 |γ||ξ − γ| 4 )(1 + |ξ| 2 |ξ − ζ| 2 ) dξ =: This establishes that
For S 2 , we note that due to variable symmetry we have D 2λḠ (m, s) = D 1λḠ (s, m) and since l ∈ A, then m ∈ B c 2 R (l) is such that
As a result, with c 2 = 1 6 we have that s ∈ Λ \ Ω 1 (m) and the result of Lemma 4.8 applies, thus D 2λḠ (m, s) |ω s | −1 |ω ms | −1 . We can exploit this fact by summing the first term by parts and hence consider
With the substitution ξ = ω(m) and the identity in (2.16), we thus obtain
|ξ| 2 (1 + |γ||ξ − γ|)(1 + |ξ − ζ| 2 |ξ + ζ| 2 ) dξ =:
We carve ω(A l ) into U γ := B |ζ−γ|/2 (γ) ∩ ω(A l ) and ω(A l ) \ U γ , noting that in some cases U γ can be empty, but it does not affect the argument. We first note that
On the other hand, if ξ ∈ A l \ U γ , then |ξ − γ| |ζ − γ|. Furthermore, (2.16) together with how A l is defined implies that
(4.41)
As a result
For S 2a , when we apply the discrete divergence operator, we use the product rule and obtain two sub-terms
and S
(ii)
In the first one the additional derivative goes onto D τ G hom (m − l) and thus this can be estimated in the same way as S 2b . For the other sub-term we have the additional derivative on the cut-off function, which leads us to exploit
Similarly to how we argued for S 2b , we write
|ξ| 2 (1 + |γ||ξ − γ|)(1 + |ξ − ζ||ξ + ζ|) dξ =:
Looking at sets U γ and ω(A l ) \ U γ separately again, we get that
whereas, again exploiting (4.41), we have
Hence |S
which concludes the result.
Looking at the corresponding proof in Lemma 4.8, we notice that the result will follow from the same manifold M construction, as long as we correctly estimate J 3 (v + ) and J 4 (v + ), which we do as follows, using the same setup. We first note that
For the integral term we argue that
As before we now look at regions defined in 4.38 and observe that
Finally, a corresponding argument can be employed to establish that
which implies |S 1 | (1 + |ω l ||ω s ||ω − ls | 2 ) −1 and concludes the proof. The procedure described in Lemma 4.9 cannot be employed if we are too close or too far away from origin relative to s a new approach is needed. It turns out that for l ∈ Ω 1 (s) ∪ Ω 2 (s) one can obtain a preliminary result in the form of norm estimates.
Lemma 4.10. For any s with |s| large enough and τ ∈ R(s), the functionḡ(m, s) := D 2,τḠ (m, s) satisfies
Proof. We begin by noting that the equation thatḡ satisfies is given by
whereĝ ( Finally, we rewrite it by transferring one of the cut-off functions to the other term on the left-hand side, which is compensated by an additional term on the right-hand side, namely in the end the equation reads
(4.42) and we hope to estimate the right-hand side, in particular noting that |ḡ(m + ρ, s)| ∼ |ḡ(m, s)|.
We first deal with terms that are not on the crack surface. For m ∈ Γ we know that H coincides with the homogenous Hessian operator (H), thus a standard Taylor expansion, together with the fact thatĜ(, ·, s) solves the Laplace equation away from s we can conclude that |Hĝ(m, s)| ∇ The first term is thus as before and for the extra term we observe that
Using the boundary condition in (4.13), we can Taylor-expand this around m 0 ∈ Γ vertically aligned with m, allowing us to gain one extra derivative. As a result ( ( 
(4.50) Since the particular choice of the cut-off functions implies that
we have thus established that
This concludes the preliminary suboptimal estimates ofḠ. Together with Lemma 4.4, they make G =Ĝ +Ḡ a partially-functioning technical tool for estimating the decay of discrete functions defined onḢ 1 in a crack geometry. In particular, we can use it to improve the decay estimates ofḠ to get better norm estimates over Ω i .
By looking at the estimates (4.43)-(4.50), it is evident that we can improve these suboptimal norm estimates as long as we are able to get a better rate in (4.47), with the summation over an annulus near the boundary of Ω 1 (s), namely for m ∈ B This is possible if, instead of using a cut-off function and the homogeneous lattice Green's function G hom , we employ G. (0) with the hope that we can conclude that
. With G and its suboptimal decay established, we can write
where g =ĝ +ḡ defined in Lemma 4.10. Noting that bothĝ,ḡ ∈Ḣ 1 , we exploit the fact thatḠ satisfies (4.22) and similarly to to the strategy employ in the proof of Lemma 4.8, we conclude that
where the terms are as in (4.20)-(4.21). Recalling that Lemma 4.4 establishes that |D 1ρĝ (m, l)| = |D 1ρ D 2τĜ (m, l)| (1 + |ω(m)||ω(l)||ω ml | 2 ) −1 and noting the fact that in the region of interest |l − s|, |l|, and |s| are all comparable, we can directly estimate four summands corresponding to this term arguing as in the proof of Lemma 4.8. We begin by writing
We first observe that
It is clear to see that
and away from the spikes we would like to estimate the integral term separately for regions close to the origin, γ and ζ separately. To this end, we define radii R 0 := min{|γ|, |ζ|}, R γ := min{|γ|, |γ − ζ|}, R ζ := min{|ζ|, |ζ − γ|}, (4.52) R 1 := max{|ζ|, |γ|} + max{R ζ , R γ } 2 and look at
(4.53)
Exploiting the spatial properties of each of these sets and that |γ|, |ζ| and |γ − ζ| are all comparable, we can conclude that
Rγ 2 1 r 1 + |γ| 2 r 2 dr |γ| −6 log(R ζ ) |ζ| −6 log |ζ|, The same strategy applies to the boundary terms, as we can write Since in each estimate we get at least |ζ| −4 = |ω l | −4 , we can conclude that
For the other four terms on the right-hand side of (4.51), in light of Lemma 4.10, we look separately at the summation over Ω 1 (l), Ω 2 (l) and A(l). The first two we investigate in detail, but for the sum over A(l), we simply note that in there we have a point-wise estimate D 1ρḡ (m, l) (1 + |ω(m)||ω(l)||ω − ml | 2 ) −1 , as established in Lemma 4.9, so the above estimates translate verbatim. Due to the spatial restriction on l relative to s, we have that m ∈ Ω i (l) =⇒ |m − s| |s|, which also implies that |ω − ms | = |m − s||ω + ms | |ω s | 2 (|ω m | + |ω s |) −1 . As a result we can conclude that We have thus estimated each summand in (4.51) and this concludes the proof.
As a result, we can improve the norm estimates in Lemma 4.10 slightly. which is enough to conclude the result, as now the terms with the lowest rate of decay are given by (4.43) and (4.45), but these only apply to Ω 1 (s).
To proceed further we improve upon the estimates in (4.43) and (4.45). where the terms are as in (4.20)-(4.21). The terms corresponding toĝ can be estimated as in Lemma 4.11, with the only difference being that we longer have |ζ| ∼ |γ|, but now |ζ| |γ|. We still have that |ζ| ∼ |ζ − γ|. We can thus readily conclude that
For the other four terms we can still write, e.g.
(1 + |ω m | −5 |ω
Dḡ 2 (Ω i (l)) + |ω l | −4 , but since as |l| grows larger, we eventually have s ∈ Ω 1 (l), it implies that the summation over Ω 1 (l) is O(1), thus we can only rely on the result of Lemma 4.12, which tells us that Dḡ 2 (Ω 1 (l)) |ω l | −5/2 and so it easy to see that we can only conclude that |ω s | −11/2 , was arbitrary in the sense that we can always choose different constants with the |s| scaling and none of the arguments are affected except for having to readjust the constants for |s| scaling of the cut-off functions used throughout. Thus we have shown that if l ∈ Ω 1 (s) then |D 1τ D 2λḠ (l, s)| (1 + |ω l ||ω s ||ω − ls | 2−δ ) −1 , which thanks to variable symmetry ofḠ established in the proof of Theorem 2.6 implies the same for l ∈ Ω 2 (s).
Proof Theorem 2.6: decay estimate for the mixed derivative of G. Lemma 4.9 and Lemma 4.15 together establish that for all l, s ∈ Λ and τ ∈ R(l), λ ∈ R(s), we have for any δ > 0 which is what we set out to prove.
