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Abstract
Multiferroics and magnetic metal-organic complexes are candidates for sophisticated
applications in the future. In this thesis, the magnetism in BiFeO3 (a multiferroic
material with an incommensurate spin cycloidal structure), copper guanidiniam formate
(a multiferroic metal-organic complex with a one-dimensional magnetic structure) and
CP∗-RE-COT (a series of “zero-dimensional” single molecule magnets) are discussed.
A radio-frequency plasma sputtering thin film deposition system and a ferroelectric
characterisation system were developed for the study of BiFeO3 epitaxial thin films. A
large leakage current was observed in BiFeO3 thin films, which hindered the investiga-
tions on the ferroelectric properties and magnetoelectric coupling in them. An evidence
of the spin cycloid in a BiFeO3 thin film was observed by grazing-incidence small angle
neutron scattering.
The magnetism of a multiferroic metal-organic complex with a one-dimensional
magnetic chain, [C(NH2)3][Cu(HCOO)3], was studied by magnetometry and muon spin
spectroscopy. A spin-canted antiferromagnetic order and critical phenomenon in this
material were investigated. It was shown that this material possessed an 3D Heisenberg
long-range order below 4.6K. The one-dimensional magnetic chain was also studied by
muon spin spectroscopy. The correlation length was measured with a field dependence
of ξ ∼ H−1.
Magnetisation relaxations of a series of single molecule magnets CP∗-RE-COT (COT
= C8H8
−, CP∗ = C5Me5
−), which show “zero-dimensional” magnetism, were studied
using an AC magnetometer and muon spin spectroscopy. Three possible relaxation
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pathways, including a quantum tunnelling process and two Orbach relaxation pro-
cesses, were suggested by the relaxation behaviour. The suppression of the quantum
tunnelling effect resulting from the entanglement of the ground states, which probably
arises from the exchange interactions in CP∗-RE-COT, was also observed with a 1000
Oe applied magnetic field. Data that were consistent with long-range magnetic order-
ing was observed in CP∗-Dy-COT, which would be the first ever report of long-range
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Magnetism plays an important role in human history. This phenomenon started to
attract peoples’ attention even in ancient times. Dating back to 600 B.C., the magnetic
properties in lodestones were described by Greek philosophers. From about 1000 A.D.,
human beings started to take the advantage of magnetic properties of materials. Since
the first application of magnetism in the magnetic compass, a large amount of mag-
netic devices have been developed, which had great impacts on science, technology and
the whole society. Magnetic materials are widely used in daily life, including motors
for utilizing electric power, the magnetic resonance imaging for medical imaging and
particularly information storage in everyday electronic devices.
The increasing demands on high-density data storage and super computing devices
attract profound research interests in new functional magnetic materials. Multiferroics,
which show the interplay between magnetism and ferroelectricity within a single ma-
terial, is one of the most appealing candidates for more sophisticated applications in
the future [1]. Even though bringing the magnetism and ferroelectricity together in a
material is difficult [2], strong multiferroic couplings were observed in some multiferroic
materials, such as TbMnO3 [3] and TbMn2O5 [4]. These observations motivated exten-
sive researches into the multiferroic coupling mechanism and new materials exploration.
Recently, magnetic metal-organic complexes have attracted considerable attention.
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Consisting of networks of metals linked by organic frameworks, these hybrid systems
benefit from both organic and inorganic components in their structures [5]. Their ex-
tended structures with coordination bonds, which offer exchange paths to the magnetic
moment carriers, can be tuned to adjust the interlayer coupling, magnetic anisotropy
and the exchange interaction [5]. Consequently, the magnetic and electric properties
and even magnetic dimensionality can be tuned by designing different organic frame-
works connecting the magnetic ions [5]. These make metal-organic complexes promising
magnetic materials.
The magnetic dimensionality in metal-organic complexes can be tuned by varying
the organic building blocks [6–9]. This makes these hybrid materials scientifically in-
teresting as low-dimensional magnetic structures could provide experimental data to
validate theoretical models of many fundamental problems in magnetism [10–12].
In this thesis, magnetism in multiferroics and low-dimensional metal-organic com-
plexes will be discussed. A multiferroic material, BiFeO3, with a spin cycloidal struc-
ture; a multiferroic metal-organic complex, copper guanidinium formate, with a quasi-
one dimensional magnetic chain; and a series of single molecule magnets CP∗-RE-COT
were chosen for the study. The outline of this thesis is as follows:
• Chapter 2: prior to the detailed discussion on the three systems studied in this
work, basic principles of multiferroics and low-dimensional metal-organic com-
plexes and literature on these systems are reviewed in Chapter 2. The multiferroic
coupling mechanism in multiferroics is discussed followed by the introduction to
multiferroic metal-organic frameworks. Basic concepts and typical examples of
low-dimensional magnetic structures, including one-dimensional magnetic chain
and “zero-dimensional” single molecule magnets are discussed in detail.
• Chapter 3: this chapter provides a survey of the experimental techniques used to
investigate the interested magnetic systems in this thesis. Muon spin rotation,
relaxation and resonance (µSR), which is the main technique, is discussed first.
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The basics of this technique and methods to investigate the magnetic structure
and spin dynamics using muon spin spectroscopy are introduced. Moreover, a brief
discussion on the complementary techniques follows, including magnetometry and
magnetic neutron scattering.
• Chapter 4: it contains the work to attempt to investigate the magnetoelectric
coupling and spin cycloid in BiFeO3 epitaxial thin films. The developments of
both thin film deposition and characterisation systems are included followed by
the measurements on the ferroelectricity and spin cycloid in BiFeO3 thin films.
Some technical problems, which hindered the investigations on this material, are
also discussed.
• Chapter 5: main results in this thesis are discussed in Chapter 5 and Chapter 6.
In Chapter 5, results of a multiferroic and quasi one-dimensional magnetic sys-
tem, [C(NH2)3][Cu(HCOO)3], are presented. Studies on the long-range magnetic
order, critical phenomenon, one-dimensional magnetic chain and magnetoelectric
coupling in this material are included. Particularly, it is shown that the µSR
technique, which is normally believed to be not able to measure short-range mag-
netic correlations [13], can sense the correlations in the one-dimensional magnetic
chain.
• Chapter 6: from AC susceptibility and µSR measurements, magnetism in a series
of single molecule magnets, CP∗-RE-COT (RE = lanthanide metals) is discussed.
Behaviour indicating long-range magnetic order is detected in CP∗-Dy-COT, and
if true, it is the first reported long-range magnetic ordering in a single-ion mag-
net. Moreover, by studying the spin dynamics in these compounds using an AC
magnetometer and the µSR technique, the magnetisation relaxation behaviour in
CP∗-RE-COT series is characterised and the relaxation mechanism is discussed.
• Chapter 7: finally results of this work are summarised. Open issues and possible
future work are discussed. It is proposed that 1. the comprehensive study on the
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spin cycloid in BiFeO3 thin films; 2. investigating the difference between different
one-dimensional chains with varying metal-organic structures; 3. completing the
investigations on the whole series of single molecule magnets studied in this work,
need more efforts in the future.
With the main objective of this work being understanding the magnetism in multi-
ferroics and low-dimensional hybrid magnets, exotic magnetic structures, including the
spin cycloid in BiFeO3, the one-dimensional magnetic chain in [C(NH2)3][Cu(HCOO)3]
and “zero-dimensional” single molecule magnets CP∗-RE-COT, are studied. This is of
great importance to not only explore these promising materials for future applications
but also understand fundamental problems in physics.
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Chapter 2
Magnetism in Multiferroic and
Low-dimensional Magnetic
Materials
Increasing demands on high density storage and super computing devices have attracted
great attention to new functional magnetic materials [1,5,14,15]. Traditional oxide ma-
terials with multifunctional properties, such as multiferroic oxides, have received intense
research interest in the past few decades [1,14]. A multiferroic material possesses more
than one ferroic property, including ferroelectricity, ferromagnetism, ferroelasticity and
ferrotoroidicity. The coexistence of these ferroic orders enables high susceptibility to
multiple external perturbations [1]. On the other hand, a large amount of organic
magnetic systems have emerged, which can be tuned to have certain magnetic and
electric properties [16–19] as well as the desired dimensionality of their magnetic struc-
tures [16,20,21]. These multifunctional or hybrid magnetic systems have great potential
applications, such as high-density data storage [15,22,23], quantum computing [24,25],
bio-embedded devices [26] and sensors [27, 28].
To date, one of the most studied and appealing subclass of multiferroics is so-called
“magnetoelectric multiferroics” where the magnetic and electric dipole ordering co-
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exist [1]. The cross coupling between the ferromagnetic and ferroelectric orders offers
an extra degree of freedom, which enables possibilities to create new devices such as
multiple-state storages. However, few materials with this required coupling and hence
the multiferroic property exist. Bringing ferroelectricity and magnetism together within
one material seem to be in general rather challenging. [2].
Apart from more traditional oxide multiferroic materials, multiferroic metal-organic
frameworks (MOFs) have recently received lot of attention. Multiferroic properties
of these hybrid systems are designed and tuned by altering the organic frameworks
connected to the magnetic ions in these systems [5]. Thus, metal-organic frameworks
offer a novel and promising way to synthesize new materials with multiferroic properties.
Moreover, the tunable magnetic interactions in MOFs also make it possible to control
the dimensionality of these materials [6–9]. Isolated clusters [21,29], 1D chains [16,17]
and 2D layers [20] have been realised in MOFs. However, multiferroic properties in
these systems can only be achieved at low temperature [30]. Studying these systems
and understanding their magnetic properties will result in a better material design and
therefore enhanced multiferroic (and other) properties in the future.
Among organic magnetic materials, nano-scaled single molecule magnets are another
system with promising potential since they can work as individual magnets and hence
have potential applications, such as quantum computing [25], high-density data storage
[23] and magnetic refrigeration [31]. Even though this area has been extensively studied
since the first single molecule magnet was reported in 1991 [32], the working temperature
and magnetic properties are still not suitable for future applications [30,33]. One of the
main reasons for lack of development could be that structure-function relationships in
single molecule magnets have not been comprehensively studied.
These multiferroic materials are also valuable media to investigate some interesting
physics, such as low-dimensional magnetic structure in MOFs [10, 11], modulated spin
structure in some of the multiferroic oxides [15] and quantum magnetisation [12] shown
in molecular magnets. Therefore, it is of great importance to study the magnetism
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in these systems with fascinating magnetic properties for future applications and for a
better understanding of fundamental physics.
2.1 Multiferroic Materials
Multiferroic materials possessing more than one ferroic order within one material, show
coupling between different ferroic orders [1]. They play an important role in technology
applications as well as fundamental physics. In particular, multiferroics displaying both
ferroelectricity and (anti)ferromagnetism are the focus of this work. In these so-called
“magnetoelectric multiferroics”, where an interplay between magnetism and electricity
exists, the magnetoelectric coupling enables the control of the magnetic order with an
external electric signal or vice versa [1].
The coupling between electricity and magnetism has been studied for nearly two
centuries since Oersted observed the effects of a changing electric current on magnetic
fields [34]. The connection of magnetism and electricity was then elegantly described
by Maxwell’s equations in 1862. The argument of the existence of magnetoelectric
coupling within a certain type of materials was made by Pierre Curie in 1894 [35]. The
idea of “multiferroic materials” was confirmed in 1950s. Dzyaloshinskii demonstrated
with a thermodynamic theory that linear magnetoelectric coupling in the magnetically
ordered crystals is possible [36]. Later in 1960, the linear relationship between magnetic
and electric fields was experimentally observed in chromium oxide [37] demonstrating
that the magnetoelectric coupling can exist in a real material.
Despite further intensive investigations of the “magnetoelectric multiferroics” (may
be known as “ferroelectromagnets” in earlier literature), the number of the discovered
“magnetoelectric multiferroics” was limited and magnetoelectric coupling was found to
be very weak in the materials studied in those days. Then, this field lost its momen-
tum until the 2000s when two experimental breakthroughs were reported: 1. a large
polarisation in BiFeO3 thin films in 2003 [38] and 2. a strong magnetoelectric coupling
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in TbMnO3 in the same year [3]. Since then, the research activities in the field of
multiferroics have revived.
2.1.1 Magnetoelectric coupling in multiferroics
The magnetoelectric coupling in multiferroics facilitates the conversion between mag-
netic and electric field energies [1]. Therefore, it is possible to tune the electric polari-
sation using an applied magnetic field or to modify the magnetisation using an external
electric field.
To describe magnetoelectric coupling, it is convenient to use terms in the free energy
expansion. As the electric field ~H and magnetic field ~E are vectors, coupling parameters
will be tensors. Landau theory describes magnetoelectric coupling by [39]:














where F0 is the free energy in the absence of fields. The second and third terms on the
right (with a superscript of s) are spontaneous components related to electric polarisa-
tion and magnetisation, respectively, followed by the fourth and fifth terms describing
the system’s electric and magnetic responses to external electric (ε is permittivity of the
system) and magnetic fields (µ is permeability of the system), respectively. The sixth
term describes the linear magnetoelectric coupling with a coupling parameter αij. The
last two terms are second order of non-linear magnetoelectric couplings in the system
(βijk and γijk are quadratic coupling constants). Higher orders of the expansion are not
shown. The electric polarisation ~P and magnetisation ~M can then be described as Eq.
2.2 and Eq. 2.3, respectively:
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It is clear from Eq. 2.2 and Eq. 2.3 that the coefficient αij provides information about the
linear cross-coupling between ~P and the magnetic field, and between ~M and the electric
field. Thus, αij can be used to describe the linear magnetoelectric coupling in materials.
The coefficients in the tensors β and γ describe higher orders of the magnetoelectric
coupling. These magnetoelectric coupling coefficients can be determined indirectly
by measuring changes in magnetisation near the ferroelectric transition or changes in
dielectric constant near the magnetic transition of a material.
Magnetism and ferroelectricity have different origins. Magnetism in a multiferroic
material is normally due to strong correlations between electrons in transition metals.
However, ferroelectricity in a material could have different origins. Possible driving
mechanisms of ferroelectricity are:
• “Proper” ferroelectricity: in proper ferroelectrics, the primary order parameter is
the ferroelectric distortion. A possible mechanism of ferroelectricity, which allows
its coexistence with magnetism, is lone-pair driven ferroelectricity [40]. BiFeO3,
one of the materials this thesis focuses on, possesses ferroelectricity based on
this mechanism. In its perovskite structure, the A-site Bi3+ has a 6s2 lone-pair
electron, which causes the Bi 6p (empty) orbital to come energetically closer to
the O 2p orbital. This leads to hybridisation of Bi 6p and O 2p orbitals and
drives the off-centring of the cation towards the neighbouring anion resulting in
a ferroelectric behaviour [40].
• “Improper” ferroelectricity: in improper ferroelectrics, the spontaneous polarisa-
tion is a secondary effect from a structural phase transition. A textbook example
is the geometric ferroelectric hexagonal YMnO3, in which a structural phase tran-
sition at about 1300 K provides the symmetry lowering by tilting of the MnO5
bipyramids. This tilting mechanism gives rise to bipyramids. This tilting mecha-
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nism gives rise to ferroelectricity [41]. Charge ordering can also induce ferroelec-
tricity in a material. For example, in a charge-frustrated system like LuFe2O4,
the polar arrangement of electrons on Fe3+ arises from the charge frustration in
the triangular lattice. This charge arrangement then enables ferroelectricity in
LuFe2O4 [42].
As stated, different multiferroic materials may have different ferroelectric mechanisms
so that the origin of magnetoelectric coupling varies.
Depending on different physical mechanisms of electric polarisation, multiferroic
materials are classified into two types. In Type I multiferroics, a structural phase tran-
sition (nonpolar-to-polar) enables the ferroelectricity at high temperatures, whereas
the magnetic order occurs below a separate magnetic phase transition at lower tem-
peratures. Thus, the ferromagnetic and ferroelectric orders coexist but have different
origins in type I multiferroics. In type-II multiferroics, the ferroelectric order is induced
by magnetism. Magnetic ordering lowers the symmetry group from a nonpolar phase
to a polar magnetic phase thereby inducing improper ferroelectricity occurs. In this
case, the magnetic and electric orders are correlated that magnetoelectric coupling in
these multiferroics is usually found to be strong.
2.1.2 Traditional inorganic multiferroics: transition metal ox-
ides
Even though they are fascinating materials, the number of the existing multiferroic ma-
terials showing ferroelectricity and (anti)ferromagnetism is limited [2]. The symmetry
restriction is one of the reason that multiferroics rarely occur in nature. Out of 122
crystallographic point groups, there are only 13 point groups that allows the coexistence
of magnetic and electric orders [43]. The 13 crystallographic point groups are 1, 2, 2′,
m, m′, 3, 3m′, 4, 4m′m′, m′m′2′, m′m2′, 6 and 6m′m′.
Hill [2] has shown an analysis on the scarcity of the coexistence of these two ferroic
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orders based on transition-metal oxides, the class of materials to which most studied
multiferroic materials belong. Ferroelectricity originating from the displacement of
the negative and positive charge centres favours off-centring d0 ions [44]. In most
ferroelectrics, such as BaTiO3, the hybridisation of the empty d orbitals of Ti ions with
the p orbitals of the surrounding oxygen ions results in the displacement of the positive
and negative charge centres. Magnetism on the other hand arises from the unpaired
localised electrons, for example from the partially filled d orbitals in transition metals.
The chemical and physical difference of the origin of magnetism and ferroelectricity
finally drove this study to perovskite-like complex oxides, which comprise two transition
metal cations and oxygen with a chemical structure of ABO3 (A, B are transition metal
ions). A detailed discussion can be found in Ref. [2]. In the case of these oxides, the
localised transition metal electrons could possess magnetism in the system and, at the
same time, the transition metal and oxygen bonds, which have an ionic-covalent nature,
could provide a strong electric polarisation [1].
The classification of typical multiferroic oxides is shown in Fig. 2.1. The relationship
between multiferroic materials and those with ferromagnetic and ferroelectric orders are
present. It is clear that the “magnetoelectric multiferroics” are not common. Some of
the most-studied multiferroics are shown in Table 2.1. Cr2O3 is the first experimentally
discovered multiferroic material. A linear magnetoelectric coupling in Cr2O3 [37] and
GaFeO3 [45] was observed in the 1960s. BiFeO3 [15] and BiMnO3 [38] show a large
polarisation and are very promising for future applications. BiFeO3 is probably the
only room-temperature multiferroic material [46]. TbMnO3 [3] and TbMn2O5 [4], both
are type II multiferroics, possess very strong magnetoelectric coupling. The discovery
of magnetically induced ferroelectricity in these two materials may help to overcome
the chemical incompatibility of magnetism and ferroelectricity discussed above and to
find more multiferroic materials with high critical temperatures. For more details of
these multiferroic materials, please consult the references shown in Table 2.1.
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Figure 2.1: Classification of typical multiferroic oxides. The largest purple circle rep-
resents all insulating oxides. Among them, there are electrically polarisable materials
(green ellipse), which include the ferroelectric as a subset (green circle) and magneti-
cally polarisable materials (orange ellipse) with a subset of ferromagnetic materials (red
circle). According to the definition, multiferroic materials correspond to the intersec-
tion between the orange and red circles. Magnetoelectric coupling, shown by the blue
solid circle, shows the interplay between magnetism and electricity [24].









2.1.3 Multiferroic metal-organic frameworks (MOFs)
As discussed earlier, only a few transition metal oxides show multiferroic properties.
A lot of effort has been put in synthesizing new multiferroics with considerable mag-
netoelectric coupling. MOFs are hybrid crystalline compounds consisting of networks
of metals framed by organic linkers. Therefore, MOFs have promising properties that
benefit from both organic and inorganic components in their structures [5]. Combining
the magnetism of metals and ferroelectricity enabled by the structural distortion of or-
ganic frameworks, MOFs offer a new avenue to build single-phase multiferroic materials.
Moreover, it is also possible to tune or to control the multiferroic properties of these
MOFs by controlling the magnetic coupling and structure distortions using different
possible starting building blocks including both metal ions and organic templates [5].
Apart from traditional inorganic multiferroic oxides, MOFs are a new class of mul-
tiferroics. The first MOF was reported in 1995 [47]. Since then these nanoporous
materials have been widely investigated due to potential applications, such as gas stor-
age [48], gas separation [49], catalysis [50], biomedical imaging [26] and solar energy
harvesting [51]. More recently, ferroelectricity or (anti)ferromagnetism was realised in
some ABX3 perovskite structured MOFs [5, 52]. In 2009, the first multiferroic MOF,
[(CH3)2NH2]M(HCOO)3 (M = Mn, Fe, Co, Ni), possessing both magnetic and fer-
roelectric orders was reported by Jain etal. [16]. This work also demonstrated that
multiferroic properties could be realised in MOFs by using metal-hydrogen bonds in
the design. However, since then only a few multiferroic MOFs have been synthesized:
[C(NH2)3]Cu(HCOO)3 was reported in 2009 [17]; (NH4)[M(HCOO)3](M = Mn, Fe, Co,
Ni, Zn) was reported in 2011 [18]; [NH2(CH3)2][Fe
IIIFeII-(HCOO)6] was reported in
2012 [19] and [C(NH2)3]Cr(HCOO)3 was predicted by DFT calculation to be multifer-
roic in 2013 [53].
Even though multiferroic MOFs have been investigated for years, the magneto-
electric coupling, which is the most important property in these materials was only
reported very recently. In 2011, the magnetoelectric coupling in [C(NH2)3]Cu(HCOO)3
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Figure 2.2: The magnetoelectric coupling in [(CH3)2NH2]Fe(HCOO)3. (a) Dielectric
constants as a function of temperature with different applied magnetic fields. The
magnetic fields were applied along the same direction ([012]) along the crystal. (b)
Magnetisation as a function of temperature measured with and without an electric
field. The electric field was applied also along the [012] direction of the crystal during
cooling process and was removed before starting the measurements during warming [57].
was theoretically shown by ab-initio simulation [54]. The magnetic control of ferroelec-
tricity [55] and the electric control of the magnetic order [56] in MOFs were observed
in 2010 and 2014, respectively. Finally in 2014, a cross coupling between magnetic
and ferroelectric orders was firstly found in [(CH3)2NH2]Fe(HCOO)3 by Tian [57] fol-
lowed by the observation of strong cross coupling in [C(NH2)3]Cu(HCOO)3 [58]. In
[(CH3)2NH2]Fe(HCOO)3, as can be seen in Fig. 2.2 (a), the dielectric constant was
suppressed by an external magnetic field while in Fig. 2.2 (b) the magnetisation was
apparently lower with a positively poled electric field below the Néel temperature [57].
This provides a clear evidence of strong cross coupling between magnetic and ferroelec-
tric orders in [(CH3)2NH2]Fe(HCOO)3.
Multiferroic MOFs have been achieved and provide a promising path to create new
multiferroic systems. However, their multiferroic properties are only shown for tempera-
tures much lower than room temperature [5,16–18,52]. Finding MOFs with multiferroic
properties at higher temperatures is one of the main goals of the scientific community
asking for the design of new multiferroic MOFs.
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2.2 Low-dimensional Magnetism in Organic Com-
plexes
In magnetic MOFs, low-dimensional magnetism exists, which has received much at-
tention in the past decade [5, 6, 8, 9, 20, 59–70]. These crystalline hybrid materials,
containing inorganic and organic components, possess extended structures with coor-
dination bonds that can be used to tune interlayer coupling, magnetic anisotropy and
the exchange interaction between the transition metal sites. Indeed, if the metal sites
are linked by short ligands (such as oxygen anion, cyanide, and oxalate) to form infinite
1D chains and 2D or 3D arrays, there is a structural basis for tunable magnetic inter-
actions [5, 8, 9, 20, 64–68]. In particular the dimensionality of the magnetic interaction
and the sign of the magnetic coupling itself can be tuned [6]. For example, isolated
clusters [7, 16, 68], 1D magnetic chains [8, 66, 67] and 2D magnetic layers [9, 20] (that
often exhibit magnetic anisotropy of the coupling along different dimensions), can be
achieved by carefully selecting the specific combination of co-ligands and short ligands.
This thesis focuses on one-dimensional magnetic chain and single molecule magnets
(“zero-dimensional”). Therefore, these two systems will be discussed in more detail in
following sections.
2.2.1 Molecular magnets
It has long been desired to produce pure organic magnets. Compared with traditional
inorganic magnetic materials, organic magnets have interesting physical properties and
often have good tunability [71]. Building units of organic magnets are molecules instead
of atoms (magnetic elements) so that they are usually called molecular magnets.
The richness of organic carbon chemistry allows many adjustments to the molecu-
lar structures of molecular magnets so that their properties can be tuned [71]. A lot
of attempts have been made to design pure organic magnets. Organic materials with
unpaired electrons (radicals) are not rare but to assemble crystalline structures with
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them and to align their spins are not straightforward. Only a limited number of pure
organic magnets have been synthesized, such as ferromagnets based on nitronyl nitrox-
ide radicals with a Curie temperature of 1 K and sulfur based radicals showing weak
ferromagnetism below 36 K [71].
As it is difficult to produce pure organic magnets, transition metals and lanthanides
are introduced in molecule-based magnets [71]. In these hybrid magnets, metals provide
magnetic moments and organic blocks mediate interactions between metal ions. By
changing organic blocks, interaction pathways vary so that magnetic properties of the
system can be tuned [5]. This strategy has produced many molecular magnets with
promising properties. Molecular magnets involved in this thesis are all hybrid organic
magnetic materials.
In hybrid molecular magnets, magnetic interactions and dipolar interactions between
metal ions are essential interactions that determine the magnetic properties [5]. Organic
bridges between metal ions provide superexchange pathways that enables exchange
interactions. Whereas, metal ions can also interact via dipole-dipole interaction without
mediating orbitals [71]. Similar to traditional bulk magnets, molecular magnets can be
magnetically ordered and have spontaneous magnetisation when interactions mentioned
above are stronger than thermal agitations.
Moreover, by using different organic bridges along different directions, magnetic
interactions between metal ions can also be limited to certain dimensions [6–9]. There-
fore, the dimensionality of molecular magnets can also be tuned, which is fairly unique
property. According to the number of directions along which infinite arrays of inter-
acting magnetic centres exist, one-dimensional chains, two-dimensional layers, three-
dimensional networks and even “zero-dimensional” systems with confinement along all
directions can be designed.
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2.2.2 One-dimensional antiferromagnetic chain
Dimensionality has important consequences for magnetism. For systems with nearest-
neighbour exchange interactions, this is evident from simple topological considerations,
because the number of magnetic ions with which each spin interacts directly is an
important factor in stabilizing long-range order. The ideal 1D spin 1/2 antiferromagnet
with only two nearest neighbours for each spin fails to develop long-range order. In a
simple cubic 3D spin 1/2 antiferromagnet where there are six nearest neighbours for
each spin, mean-field effects lead to long-range magnetic ordering and the Néel state is
often an adequate approximation to the true ground state. The prototypical 1D system
is the spin 1/2 Heisenberg antiferromagnetic chain, which has a long history dating back
to the Ising model first reported in 1925 [72]. In 1964, Bonner and Fisher built on this
model to describe the correlation function, heat capacity and magnetic susceptibility
of 1D magnetic chains [73]. 1D chains started to be investigated experimentally in the
1970s, and examples are TMMC [74], KCuF3 [75] and CuCl2·2NC5H5 [76]. Since then,
extensive work has been carried out on many different systems. For detailed reviews
on the one-dimensional magnetic structure, please consult Ref. [77,78].
As discussed, in an ideal one-dimensional magnetic system, the spin only interacts
with its nearest neighbours. According to the Bonner and Fisher model, linear magnetic
chain systems were treated to be finite rings containing N ions (N is a finite number)
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where Sαi is the spin along the α direction, J is the exchange energy between these
spins, N is the number of spins in the system and g and µB are the g-factor and the































where dΩ is the element solid angle for the vector ~si and kB is the Boltzmann constant.
Then, the magnetic internal energy UN of a 1D antiferromagnetic system is [79]:









This internal energy increases slowly with increasing temperature. Therefore, by re-
leasing entropy gradually, its heat capacity would show a broad peak instead of a sharp
anomaly in the 3D magnetic transition case. The heat capacity CN , in this case, is
expressed by [79]:










The numerical estimation based on a S = 1/2 Heisenberg antiferromagnetic chain was
given by Ref. [73], showing the maximum position and the value of the broad peak in
the heat capacity:
CMax ∼ 0.350NkB; (2.9)
kBTMax = 0.962|J | . (2.10)
In terms of magnetic properties of the one-dimensional antiferromagnetic chain, the
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spin pair correlation in this system was also described by Fisher [79]:





with the inverse correlation length κ:







As shown in Eq. 2.12, the correlation length of a one-dimensional antiferromagnetic
system diverges at zero temperature and decreases as the temperature increases. Using
the fluctuation relation, the magnetic susceptibility of a S = 1/2 system under zero
















where Gm is the correlation function and κ is described in Eq. 2.12. The magnetic
susceptibility of the 1D antiferromagnet calculated here also shows a broad peak at the
position:
kBTMax = 1.282|J | , (2.15)





This broad peak is considered to be a signature of a one-dimensional antiferromagnetic
structure in susceptibility measurements. The numerical solution and modification
of the temperature dependence of the magnetic susceptibility was then calculated to
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Figure 2.3: Magnetic correlation length ξ, magnetic susceptibility χ and heat capacity





0.25 + 0.074975x+ 0.075235x2
1.0 + 0.9931x+ 0.172135x2 + 0.757825x3
, (2.17)





This is for an ideal antiferromagnetic one-dimensional chain system so that the inter-
chain exchange energy is neglected. If taking the interchain exchange energy, which is








where z is the number of the nearest neighbours of the metal ions.
The theoretical magnetic internal energy, correlation function, heat capacity and
susceptibility of a one-dimensional magnetic chain have been discussed and these quan-
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tities as a function of temperature are shown in Fig. 2.3. Among these properties, the
magnetic susceptibility and heat capacity are often used to characterise one-dimensional
systems and to measure the exchange energies within the systems according to Eq. 2.8,
Eq. 2.17 and Eq. 2.19. Pure one-dimensional magnetic systems do not support long-
range magnetic order at a finite temperature as it is very easy to destroy the magnetic
chain by breaking it at one point to allow spins to point to different directions at dif-
ferent sides of this breaking point [83]. Thus, a short-range correlation, which exists at
a temperature that is higher than the exchange energy along the magnetic chain, is a
key characterisation of a one-dimensional magnetic system.
In addition to the magnetisation investigations on one-dimensional magnetic sys-
tems as discussed above, neutron scattering techniques have been used to investigate
one-dimensional magnetic chains. Neutron scattering, which can give an instantaneous
picture of the magnetic system, is a powerful tool to study magnetic structures, spin
interactions and excitations in one-dimensional magnetic chains directly. Many quasi-
one-dimensional magnetic systems, such as KCuF3 [84], CsNiF3 [77] and NiTa2O6 [85],
were investigated using elastic and inelastic neutron scattering to understand the mag-
netic structures, spin waves and magnetic correlation lengths.
With extensive research into MOFs in the past decade, many real one-dimensional
magnetic chain systems have been reported among these new hybrid materials. How-
ever, only a relatively small number of studies are based on neutron scattering stud-
ies [86–94]. This may be explained by two reasons: 1. it is difficult to synthesize rea-
sonable quantities of deuterated compounds, which are needed for neutron experiments
as 1H has a large inelastic neutron scattering length which contributes to background
rather than constructive interference cross-section whereas 2H has a reasonable elastic
scattering length. A useful signal may not be detected if non-deuterated materials are
used; 2. magnetic contributions to the total neutron scattering are weak in these materi-
als [94]. Other techniques, such as electron paramagnetic resonance (EPR) [16,95] and
muon spin spectroscopy [96], have been utilised to study these hybrid one-dimensional
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systems. Reports based on EPR and µSR measurements mainly focus on phase transi-
tions [16, 95,96] and spin dynamics [96] in one-dimensional magnetic chains.
2.2.3 Single molecule magnets
Molecular magnets also offer a new path to study magnetic properties. Using organic
building blocks allow them to have many advantages over traditional metallic or metal
oxide magnets, for example low density, transparency and electrical insulation [71]. As
discussed in the previous section, their properties, particularly dimensionality, can be
tuned by varying the organic building blocks.
Introduction to single molecule magnets
Single molecule magnets (SMMs), in which every single molecule shows spontaneous
magnetisation, have very weak interactions between molecules. Every molecule can be
viewed as an isolated magnet. These materials with single magnetic domains perform
as a collection of giant magnetic moments, which work similarly to the spin centres in
paramagnetic materials [30]. They can be magnetised by external magnetic fields but
with a larger magnetic susceptibility.
With the existence of very strong magnetic anisotropy in these nano-scaled mate-
rials, the magnetic moment ideally has two stable orientations antiparallel with each
other and separated by an energy barrier [30]. Even though every single-domain unit
performs like a giant magnetic moment, the individual spins can also flip randomly
owing to thermal or magnetic field perturbations. This is very similar to the magneti-
sation relaxation in superparamagnetic materials [30], in which spins on every single
nanoparticle relax with the help of external perturbations. Louis Néel investigated the
magnetic anisotropy and magnetisation relaxations in superparamagnetic materials in
1949 [97]. The models and approaches he developed can also be used to describe the
magnetisation relaxations in SMMs. The Néel relaxation phenomenon and the zero-field
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relaxation is described by the Néel-Arrhenius equation [97,98]:






where τNéel is the average time for the magnetisation of the single-domain unit randomly
flipping as a result of thermal fluctuations. τ0 is the relaxation constant, which is
called “attempt time” with a typical value between 0.1 and 1 ns and is a characteristic
parameter. K is the magnetic anisotropy energy density. V is its volume and T is the
temperature. KV is then the energy barrier associated with the magnetisation moving
from its initial easy axis direction, through a hard plane, to the opposite easy axis
direction. It is clear that a large energy barrier is necessary to keep the magnetisation
of the single-domain unit. Thus, the magnetisation relaxation rate is a crucial criterion
of a good SMM.
Another important parameter that characterises SMMs is the blocking tempera-
ture. It is defined as a temperature below which the magnetic state of the material is








where τm is the measurement time. It is easy to understand that when τNéel < τm, the
spin of the single-domain unit will flip during the measurement time and the measured
magnetisation will be averaged to be zero. In contrast, when τNéel > τm, the instan-
taneous magnetisation will be maintained as there is not enough time for the spin to
flip during the measurement time. It is worth mentioning that TB, even though it can
characterise the performance of an SMM, can vary in different measurements. By in-
creasing the frequency of the instrument, meaning that the measurement is fast and τm
is small, one can increase the apparent TB of an SMM material.
Therefore, unlike traditional magnets, the magnetic hysteresis in SMMs does not re-
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quire long-range magnetic ordering in these materials. Even in the paramagnetic state
of SMMs, the magnetic hysteresis was reported [99–103]. When the system has a large
overall magnetic anisotropy, the magnetisation relaxation time τ in this particular ma-
terial will be long [30]. If the magnetisation relaxation is slower than the measurement
window, the magnetisation relaxation is not able to be detected by the instrument.
Thus, every molecule, viewed as an isolated magnet, can “memorise” its magnetisation
and this results in a magnetic hysteresis phenomenon in the paramagnetic state.
SMMs are also great media for understanding quantum magnetisation. Some the-
oretically predicted phenomena were observed in SMMs. For example, macroscopic
quantum tunnelling of magnetisation was observed in an SMM, Mn12-acetate clus-
ter [104, 105]. Moreover, in 1999, the interference of the quantum spin phase (Berry
phase) was observed in another SMM, a Fe8 cluster [12]. Hence, SMMs are valu-
able mesoscopic systems, which could provide experimental data for validating physical
models of quantum size effects in magnetism.
Two types of single molecule magnets
To form an SMM, a high-spin molecule, which has a high number of spins, is needed.
These high-spin systems can be achieved by two methods: putting magnetic ions to-
gether to form a magnetic cluster or using a single high-spin ion such as a lanthanide ion
in a molecule [30, 106]. Hence, there are broadly two types of SMMs, namely cluster-
based SMMs and single ion magnets (SIMs). By choosing organic building blocks
carefully, the magnetic ions (clusters) in SMMs can be far apart from each other so
that the magnetic exchange energy is very small and only very weak dipolar interac-
tions between these organic blocks exist [106]. Therefore, every single molecule can be
viewed as an isolated magnetic system or a nanomagnet.
The first reported SMM is [Mn12O12(CH3COO)16(H2O)4]· 2CH3COOH· 4H2O (Mn12-
acetate), a cluster-based molecule magnet. Its magnetic properties were firstly inves-
tigated and the magnetic ground state was reported to be S = 14 [107]. In 1991, D.
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Figure 2.4: (a) Chemical structure of the magnetic core of a Mn12-acetate molecule with
four inner spin-down Mn4+ (green) and 8 spin-up Mn3+ (red) [108]. (b) Structure of
a Mn12-acetate molecule viewed along the c-axis with large pink balls representing the
inner Mn, large red balls referring to outer Mn atoms, medium blue balls highlighting
the position of O atoms, small yellow balls representing C atoms and small black balls
to be H. The spins point up and down along the c-axis [109].
Gatteschi and R. Sessoli carried out EPR measurements on Mn12-acetate and discovered
a paramagnetic behaviour with a magnetic ground state S = 10 [32]. Since then, not
only Mn12-acetate but also other cluster-based SMMs have been extensively studied.
The structure of Mn12-acetate is shown in Fig. 2.4. The magnetic core of the Mn12
cluster is formed by a Mn4+ (S = 3/2) tetrahedron surrounded by eight Mn3+ (S =
2) ions. These Mn ions are coupled by exchange through oxygen bridges and the four
inner ions and eight outer ions possess opposite spin directions [110] so that the total
spin S = 10. There are four water and two acetic acid molecules, which are not directly
bound to the Mn12 core in the Mn12-acetate molecule. The acetic acid molecules located
between two adjacent Mn12 cores have interactions with the acetate ligands via hydrogen
bonds and are also disordered. This disorder results in Jahn-Teller distortions of Mn3+
sites [111], which is the most important contribution to the magnetic anisotropy in
Mn12-acetate.
Without showing long-range magnetic order, a bifurcation in field-cool (FC)/zero-
field-cool (ZFC) magnetisation measurements and magnetic hysteresis effects were ob-
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served in Mn12-acetate [7]. Fig. 2.5 (a) shows the temperature dependence of the mag-
netisation, which was measured along the c-axis of a Mn12-acetate crystal. The FC and
ZFC curves separate below TB = 3 K. A magnetic hysteresis was also observed below
this blocking temperature, as shown in Fig. 2.5 (b). Unlike an ordered magnetic ma-
terial, this magnetic hysteresis does not come from the movement of magnetic domain
walls. Instead, it depends on every single molecule in the system. When the magnetisa-
tion relaxation is slower than the measurement window, every single magnetic unit can
“memorise” its magnetisation and this gives rise to the magnetic hysteresis. The hys-
teresis loop also shows a temperature dependence as the magnetisation relaxation rate
changes with temperatures, as shown in Fig. 2.5 (b) and (d). With a faster relaxation
at a higher temperature, it is easier to break the “memory” of the magnetic system so
that the hysteresis loop becomes narrower. These results proved that Mn12-acetate has
a bistable magnetic state at low temperatures and every single molecule of it worked
as a traditional ferromagnet.
Hysteresis loops shown in Fig. 2.5 (b) are very similar to those of magnetically
ordered materials. However, the data quality of this measurement was not ideal (the
applied field step was large) to fully understand the magnetic hysteresis in Mn12-acetate.
In 1996, Friedman [105] and Thomas [104] measured magnetic hysteresis curves of Mn12-
acetate more carefully and observed the quantum tunnelling in this material. As shown
in Fig. 2.5 (c), Friedman observed steps at regular intervals of magnetic field in the
hysteresis loop of field-oriented Mn12-acetate crystals (powder sample oriented using
DC fields). Clearer steps in the hysteresis loop were then reported in the same year by
Thomas [104] on a single crystal sample, as shown in Fig. 2.5 (d). In the flat regions,
the magnetisation relaxation time is longer than the measurement time so that the
magnetisation saturated. In the steep regions of the steps, the relaxation time is smaller
than the measurement time window resulting in the change of the magnetisation. This
means that the magnetisation relaxation rate increase significantly with some certain
magnetic fields, because the ground state is lifted by the applied field to match a certain
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Figure 2.5: (a) The temperature dependence of magnetisation measurements along the
c-axis of Mn12-acetate by ZFC and with a 100 Oe direct current (DC) FC [7]. (b)
Hysteresis loops of Mn12-acetate measured along the c-axis at 2.2 (solid circle) and 2.8
K (circle) [7]. (c) The field dependence of the magnetisation of Mn12-acetate field-
oriented crystals at six different temperatures [105]. (d) The field dependence of the
magnetisation of a Mn12-acetate single crystal. The measurement was performed along
the c-axis (magnetic easy axis) [104].
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excited state resulting in quantum tunnelling between these two states. Thus, the steps
in the hysteresis loop is a signature of quantum tunnelling in Mn12-acetate.
The existence of magnetic hysteresis loops is usually a confirmation of the slow
magnetisation relaxation in SMMs as the hysteresis can only be recorded when the
relaxation time is longer than the measurement time. Mn12-acetate is the first SMM in
which slow magnetisation relaxation was detected. It was found that the alternating
current (AC) susceptibility of Mn12-acetate had a frequency dependence [32], as shown
in Fig. 2.6 (a). The temperature at which the maximum in χ′′ occurs is frequency
dependent. These data indicate a frequency dependent freezing temperature of the
magnetisation. This is a signature of slow magnetisation relaxation as the relaxation
time is longer than the time window of a traditional AC susceptibility measurement
(> 0.1 ms). The relaxation time can be calculated from the decay of the magnetisa-
tion and AC susceptibility shown in Fig. 2.6 (b). It exhibits an exponential decay as
a function of temperature. By fitting the decay curve, the efficient anisotropy energy
barrier (Ueff ) and the relaxation time constant (τ0) can be calculated. They are Ueff
= 61 K and τ0 = 210 ns [7]. The field dependence of the relaxation rate seems to have
a resonance-like shape [104], as shown in Fig. 2.6 (c). As discussed in Fig. 2.5 (d),
the magnetic hysteresis in SMMs exhibits a stair-like shape due to spin tunnelling in-
duced by the magnetic anisotropy in the system. When quantum tunnelling occurs, the
magnetisation relaxation rate increases resulting in a sharp decrease of the relaxation
time τ , as shown in Fig. 2.6 (c). This resonance-like relaxation time also confirms the
existence of spin quantum tunnelling in Mn12-acetate.
Apart from Mn12-acetate, the most studied cluster-based SMM, there are many
other cluster-based SMMs that have been synthesized in the past three decades, such
as other Mn-core-based [113, 114], Fe8 [115] and Fe4 [116] based SMMs. However, the
blocking temperature and the relaxation time are difficult to improve in cluster-based
SMMs as to increase the anisotropy energy barriers is challenging (the barrier of existing
clusters are all less than 100 K) [30].
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Figure 2.6: (a) Temperature dependence of the imaginary part of the magnetic sus-
ceptibility of a Mn12-acetate powder sample measured at zero DC field [32]. (b) The
temperature dependence of the relaxation time of Mn12-acetate. Solid circles are data
from the decay of magnetisation and open circles are data from AC susceptibility mea-
surement [7]. (c) The relaxation rate as a function of magnetic field along the c-axis at
5 K. Dots are magnetisation data from Ref. [104] and full line is from the theoretical
model from Ref. [112].
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To form a single molecule magnet, a high-spin ground state and large uniaxial
anisotropy are required. With an uniaxial magnetic anisotropy, the magnetisation of
every single molecule has a preferential orientation that forms the magnetic easy axis of
the magnet. Thus, increasing the magnetic anisotropy is the key to improve the perfor-
mance of an SMM [103]. Uniaxial anisotropy in a system usually has three sources: mag-
netocrystalline anisotropy, magnetoelastic anisotropy and exchange anisotropy [117]. In
SMMs, where exchange and magnetoelastic effects are usually not present, the main
contribution to the uniaxial anisotropy is the magnetocrystalline one, which mainly
owes to the coupling between the orbital motion of electrons and crystal fields in the
system. Therefore, the strong spin-orbit coupling of the paramagnetic ions used to
form SMMs, including transition metals for the cluster-based SMMs and lanthanides
for SIMs, and its coupling with crystal fields makes strong uniaxial anisotropy possible
in these systems. An S = 83/2 Mn19-cored cluster SMM has been synthesized but the
anisotropy energy barrier was still quite low [118]. This suggests that simply increasing
the spin ground state is not enough to improve the performance of an SMM. Therefore,
great attempts have been made to synthesize SMMs with high-spin lanthanide ions as
the high-spin lanthanides usually have a larger magnetic anisotropy compared with the
transition metal cluster-based SMMs [119–122]. This is because the spin-orbit coupling
in lanthanide ions is stronger as the crystal field interaction leading to the unquenched
orbital moments, which is quenched in 3d metal ions resulting from the crystal field
interactions.
The overall uniaxial anisotropy of SMMs which is crucial to improving blocking
temperatures is normally small and difficult to control due to the complexity of coupling
between individual paramagnetic centres in SMMs [103]. This complexity obstructs the
determination of the underlying mechanisms that govern the anisotropy and zero-field
splitting properties of SMMs. As a result, it is useful to study SMMs with only one
spin carrier to reduce the dimensionality to understand the nature of their electronic
structures.
56
Figure 2.7: The structure of [Pc2Ln]
− [21].
The first SIM was reported in 2003. Phthalocyanine double-decker complexes,
[Pc2Ln]
−· TBA+ (Ln = Tb, Dy, Ho, Er, TM or Yb; Pc = dianion of phthalocya-
nine; TBA+ = N(C4H9)
+
4 ) were synthesized and Tb and Dy complexes were found to
behave similar to SMMs showing slow magnetisation relaxations [21]. Since then, more
and more SIMs systems, such as [ErW10O36]
−
9 polyanion in 2008 [119], U(Ph2BPz2)3 in
2009 [120], [Dy(acac)3(H2O)2] in 2010 [29], Cp
∗-Ln-COT in 2011 [121], were synthesized
and extensively studied.
[Pc2Ln] series of complexes are the most studied SIMs systems. [Pc2Ln]
− has a sym-
metric structure with a lanthanide ion sandwiched by two phthalocyanine compounds,
as shown in Fig. 2.7. In this series of SIMs, the slow magnetisation relaxation and
magnetic hysteresis were observed in the Tb and Dy complexes [21, 100]. As shown
in Fig. 2.8 (a) and (b), AC susceptibilities of both pure samples and diluted samples
are frequency dependent, which is a sign of slow magnetisation relaxation as discussed
above. Magnetic hysteresis in these two complexes were also measured by Ishikawa in
2004 [123]. Fig. 2.8 (c) and (d) show hysteresis loops of diluted samples measured at
1.7 K. They are very different from the hysteresis of Mn12-acetate. In this case, the
magnetisation decreases sharply in the region |H| < 1000 Oe. This indicates that the
relaxation in this region is much faster than in the higher |H| region [123]. This fast
relaxation at around zero external field was also observed in other SIMs [29, 119]. In
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Figure 2.8: (a) AC susceptibilities of the Tb complex (polycrystalline powder). Open
symbols are data for the pure Tb complex and solid marks are data for the diluted
sample (20% concentration). χ′M , χ
′′
M and χM are in-phase-AC, out-of-phase-AC and
DC molar magnetic susceptibilities, respectively [21]. (b) AC susceptibilities of the Dy
complex (polycrystalline powder). Open symbols are data for the pure Dy complex
and solid marks are data for the diluted sample (20% concentration) [21]. (c) Magnetic
hysteresis of the diluted Tb (2% concentration) complex (powder) at 1.7 K [123]. (d)
Magnetic hysteresis of the diluted Dy (2% concentration) complex (powder) at 1.7
K [123].
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Ref. [29] and Ref. [103], similar butterfly-like hysteresis loops were also observed in other
SIMs systems. This fast relaxation under zero field was explained to be a consequence
of quantum tunnelling between the two ground states [29]. This quantum tunnelling
effect under zero field was also directly measured by AC susceptibility [29, 103, 124].
Fig. 2.9 (a) shows the first measurement employing a linear AC susceptibility technique
based on an SIM [Cp2Dy(µ-bta)]2 [124]. It demonstrates the relaxation arising from
quantum tunnelling between two ground states is fast under a zero external magnetic
field and the magnetic field can quench this fast relaxation.
The magnetic hysteresis loops in SIMs are quite different from those of cluster-
based SMMs. Quantum tunnelling is allowed between different substates when they
coincide with each other under a certain external applied magnetic field. This quantum
tunnelling process that involves excited states is normally called thermally assisted
quantum tunnelling. In cluster-based SMMs, the energy difference between different
substates is equivalent to a magnetic field strength of several hundred or thousand
Oersted. This is much smaller than that in SIMs where the equivalent of approximately
105 or even 106 Oersted are required. Therefore, thermally assisted quantum tunnelling
is often easy to be observed in cluster-based SMMs while in lanthanide-based SIMs
the maximally possible applied external magnetic field in a common magnetometer
is not enough to allow the thermally assisted quantum tunnelling. When quantum
tunnelling occurs, the magnetisation relaxation is much faster and the step structure
in the hysteresis loop will be present. So usually stair-like hysteresis loops are observed
in cluster-based SMMs while butterfly-shaped hysteresis loops showing zero-field fast
relaxations are obtained in lanthanide-based SIMs. However, in 2005, a staircase-like
hysteresis loop similar to the one of Mn12-acetate, was observed in an SIM system at
T < 1 K. When changing the field scan rate in a single crystal sample at 0.04 K,
staircase-like hysteresis loops were reported in diluted [Pc2Tb]
−· TBA+ and [Pc2Dy]−·
TBA+. Fig. 2.9 (b) and (c) show the magnetic hysteresis of a single crystal Tb complex.
The hysteresis curve of the Dy complex is very similar to that of the Tb complex and
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Figure 2.9: (a) The magnetisation relaxation time τ vs. T−1 of [Cp2Dy(µ-bta)]2 under
H = 0 Oe and H = 1000 Oe. The open symbols are for AC susceptibility data collected
with a fixed frequency and varying temperatures while the solid marks are for data
measured the other way around. Quantum tunnelling was directly measured by the
linear AC susceptibility technique [124]. (b) Hysteresis loops of the diluted Tb complex
(2% concentration, single crystal) with different field scan rates. The measurements
were performed at 0.04 K with an applied field parallel to the magnetic easy axis [101].
(c) Details in low field region of (b) [101].
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can be found in Ref. [101]. The quantum process in this case cannot be tunnelling
between different excited states. This is because that it requires a magnetic field that
is several orders of magnitude larger to enable the tunnelling between different excited
states in lanthanide-based SIM systems. This stair-like hysteresis loop is a result of the
resonant quantum tunnelling between entangled states of the electron and nuclear spin
systems [101]. It is worth mentioning that this staircase-like hysteresis has not been
observed in any non-symmetric lanthanide-based SIMs, as the mix between excited
states and ground states is relatively high. The relaxation due to zero-field quantum
tunnelling is fast [29, 103]. Thus, it is difficult to measure small steps resulting from
nuclear-spin-driven quantum tunnelling.
Long-range magnetic ordering in SMMs
By engineering ligands around the paramagnetic centres in SMMs, the intermolecular
interactions can be very weak so that every molecule in the system can be treated as
being isolated from each other. In the ideal case when there are no interactions between
the molecules, long-range magnetic order is not supported. In practice, however, there
are weak interactions between the molecules that when the system is cooled to a tem-
perature that is smaller than the exchange or dipolar energy between the molecules,
long-range magnetic order may be observed. It is also worth mentioning even though
long-range magnetic ordering in SMMs is not common, the intracluster exchange cou-
pling can be strong to enable spins of the paramagnetic ions to achieve an ordered state
inside a cluster [125].
Long-range magnetic ordering has been reported in several SMM systems, both
theoretically and experimentally. In 2001, long-range ferromagnetic order in an Fe8-
cored SMM was theoretically predicted to as a result of dipolar interactions below
T ∼ 130 mK by calculation [126]. Then in 2004, long-range magnetic ordering was
experimentally reported in a Mn4 cluster-based SMM with an anomaly in the heat
capacity measurements at 0.21 K [127]. Similarly in Mn12-acetate [128–130], Mn6 cluster
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[131] and Fe17 cluster [132], long-range magnetic ordering due to dipolar interactions
between molecules has also been observed.
In lanthanide-based SIMs, however, long-range magnetic order has never been re-
ported. Considering that the intermolecular interactions is not zero in SIMs, long-range
magnetic order may be detected in the future. The reason for the lack of reports of
long-range magnetic order in SIMs is probably related to measurements conditions: the
measurements carried out on those systems most likely did not reach sufficiently low
temperature to investigate the ordering state.
Magnetisation relaxations in single molecule magnets
The magnetic blocking temperature and magnetisation relaxation are crucial properties
of an SMM. As discussed in the previous section, all the existing SMMs are still not
capable for industrial applications - the blocking temperatures are not high enough and
the magnetisation relaxations are too fast at room temperature.
In cluster-based SMM systems, strong crystal field effects cause the zero-field split-
ting of the spin energy levels, which removes the degeneracy of the S multiplet. This
can be described by the Hamiltonian [133]:





where Dxx, Dyy and Dzz are the zero-field splitting constants. When dealing with
such a system, a zero-point is properly chosen to make Dxx + Dyy + Dzz = 0. The
Hamiltonian can also be described by the spin operator, which shows the interaction































where Oqk is the spin operator. As the two Hamiltonians should describe the same
system and physics, a constant need to be added to Eq. 2.22:
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where Ms is the spin quantum number. It is clear that without an external magnetic
field, energy levels in SMMs will split according to different Ms values. This is the
result of electron-electron repulsion and the crystal field effect in the system.
Similarly in lanthanide-based SIMs systems, the crystal field interaction can also
cause the energy level splitting [134]. However, different from transition metals, the
spin-orbit coupling is much stronger in lanthanide ions thereby enhancing its important
role in zero-field splitting. In lanthanide ions, the 4f electrons are well shielded by
the outer 5s and 5d states and the 4f electrons have an angular variance leading to
a much stronger spin-orbit coupling than in 3d transition metals, where the angular
momentum is quenched by crystal fields. As a consequence, the energy level splitting
in lanthanide ions is determined by electron repulsion (levels split ∼ 104 cm−1), spin-
orbit coupling (levels split 103 to 104 cm−1) and crystal field interactions (levels split
∼ 102 cm−1) [134]. The electronic structure of a Dy ion after including electronic
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Figure 2.10: The electronic levels of a Dy ion with the influence of the electronic
repulsion, spin-orbit coupling and crystal field effects leading to the zero-field splitting
of the energy levels in lanthanide Dy [134].
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Figure 2.11: Double well model of the schematic energy levels including zero-field
splitting based on a cluster-based SMM. The blue arrows and yellow arrows show the
thermal-activated relaxation and the quantum tunnelling process, respectively [135].
repulsion, spin-orbit coupling and crystal field effects is shown in Fig. 2.10.
As discussed, even without an external field, all spin energy levels in SMMs have a
zero-field splitting into degenerate pairs. This can be described by a double well model,
as shown in Fig. 2.11 (taking a cluster-based system as an example). In the ideal case,
the ±Ms levels are orthogonal and no mixing nor magnetisation relaxations between
these two states is possible. When a small perturbation is induced in the Hamiltonian
Eq. 2.25, the two degenerate states will mix with each other that the spin tunnelling
between the two states is then possible, as shown in Fig. 2.11 (yellow arrows). The
small perturbation can be provided by many sources, for example external magnetic
fields and intermolecular interactions between molecules. Indeed, the tunnelling effects
were observed in different SMM systems [29,103–105,112,124].
At low temperatures only the two lowest degenerate levels are populated. With
increasing temperature, other higher energy levels are also populated. Therefore, the
thermally activated process enables magnetisation relaxations via these higher energy
states as shown in Fig. 2.11 (blue arrows). In order to understand the thermally acti-
vated relaxation process here, the spin-lattice relaxation theory based on paramagnetic
salts can be used [136]. Van Vleck suggested that the lattice vibrations had a significant
effect on the spin-lattice relaxation. The two relaxations, the direct and the Raman
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relaxations, were described [137]. Later in 1961, Orbach reported a new relaxation
process, namely the Orbach process [136]. These three possible spin-lattice relaxation
mechanisms are shown in Fig. 2.12 (a), (c) and (d), respectively.
As discussed above, the magnetisation can relax via thermal processes or quantum
tunnelling in SMMs. Details of these relaxation processes are:
• Direct process: the direct process is a single-phonon process, where the magnetic
ion flips to another energy level directly by absorbing or emitting the energy of
one phonon as shown in Fig. 2.12 (a). This process is temperature and field
dependent. Van Vleck proved that the spin-lattice relaxation rate had a form of
AH2T , where A is a relaxation constant [137].
• Quantum tunnelling process: this process occurs when two degenerate states
mix with each other due to some small perturbation(s) such as intermolecular
interactions. It can also happen when the energy of the lowest substates coincide
with one of the excited states due to the Zeeman interaction. In theses two cases,
the spin can tunnel between two energy states, as shown in Fig. 2.12 (b). It is
worth mentioning that the latter case would be rare in lanthanide-based SIMs as
energy barriers between the states are usually very large. 105 or even 106 Oersted
of magnetic field would be needed to make the lowest and second lowest energy




• Raman process: the Raman process involves a phonon with frequency ω1. The
absorption of the phonon causes an excitation of a magnetic ion to reach a virtual
state. The magnetic ion then instantaneously decays by emitting a new phonon
with a frequency of ω2, as shown in Fig. 2.12 (c). This is a non-resonant process.
The relaxation rate usually follows a temperature power law [137].
• Orbach process: similar to the Raman process, a phonon with a frequency of ω1 is
absorbed. But instead of be excited into a virtual state, the magnetic ion reaches
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Figure 2.12: Illustrations of the direct, quantum tunnelling, Raman and Orbach mag-
netisation relaxation processes.
a real intermediate state and then decays to a lower state, as shown in Fig. 2.12
(d). Thus, it is a two phonon resonant process and its relaxation rate usually has
the form exp(−∆E/kBT ) with ∆E being the energy barrier between the initial
and final states [136].
Therefore, a simple expression of the direct, quantum tunnelling, Raman and Orbach
processes is obtained [81,136,138]:
τ−1 = ATH2 +
B1
1 +B2H2




where B1, B2, C and n are relaxation constants for each process. τ and τ0 are relaxation
times for any given temperature and T = 0 K. Ueff is an effective energy barrier which
spin flipping needs to overcome due to thermal fluctuations. However, this relation is
far from complete. Not all of the four processes will always occur at the same time in
a material and all the coefficients are material dependent.
Magnetisation relaxations in SIMs are usually studied by AC susceptibility mea-
surements. By studying the nature of the relaxation time, the relaxation mechanism
can be understood. Let us take the most studied SIM, [Pc2Ln]
− series, as an exam-
ple. As shown in Fig. 2.13 (a), the logarithm of the reverse relaxation time of the Tb
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Figure 2.13: (a) Logarithm of the magnetisation relaxation rate vs. the inverse temper-
ature determined with AC susceptibility measurements on pure (triangles) and diluted
(2% concentration) (circles) of the Tb complex [123]. (b) Logarithm of the magnetisa-
tion relaxation rate vs. the inverse temperature in the Dy complex (triangles are data
for pure material and circles are data for diluted (2% concentration) material) [123].
(c) Muon and 1H spin-lattice relaxation rates (NMR), exhibiting a relationship with
the spin fluctuation rate that will be introduced in the next chapter, vs. inverse tem-
perature for [Pc2Tb]
0 and [Pc2Dy]
0 complexes. Solid lines here are fit to the Orbach
model [139]. (d) The temperature dependence of the correlation time for spin fluctu-
ation rates of [Pc2Tb]
0 under zero field and 1000 Oe measured with µSR. Inset shows
[Pc2Dy]
0 data but in a temperature range of 50 K to 250 K [140].
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complex vs. inverse temperature ranging from 3 to 30 K is found to be linear. This
indicates that the relaxation path is dominated by the two-phonon Orbach process in
this temperature range. In the case of the Dy complex shown in Fig. 2.13 (b), it is
clear that the relaxation is also governed by the Orbach process between 2 and 25 K.
However, at low temperatures (below 25 K), the relaxation time of the Tb complex
shifts away from the Orbach relaxation model and the difference between the diluted
and pure samples indicates that either the direct or Raman process dominates below
25 K in the Tb complex [123]. By fitting the data with the Orbach model, the effective
energy barriers in these two materials are 32.2 meV for Tb and 3.8 meV for Dy, both
in agreement with the electronic structure.
At high temperatures, magnetisation relaxations, which are usually dominated by
the thermal process (Orbach and Raman), are usually very fast. In this temperature
regime, nuclear magnetic resonance (NMR) and muon spin spectroscopy which have
higher frequency responses than traditional AC susceptibility measurements are utilised
to investigate fast magnetisation relaxations in SMMs as they offer higher probing
frequencies. Fig. 2.13 (c) and (d) show NMR and µSR measurements on [Pc2Ln]
0
series [139, 140], which are slightly different from the [Pc2Ln]
− discussed above. They
are [Pc2Ln]
− systems, oxidised involved one electron. The magnetisation relaxation
in both Tb and Dy complexes were very fast at high temperatures. It is clear that
the Tb compound shows a fast temperature independent relaxation above 50 K and a
field dependent quantum tunnelling relaxation below 50 K. Moreover, the relaxation
time above 60 K in Fig. 2.13 (d) can also be described by the Orbach relaxation model
and the first and second excited states were involved in the relaxation process. As
NMR and µSR techniques can measure fast relaxations, magnetisation relaxations in
SMMs can be investigated from very low temperature (< 1 K) up to room temperature.




In this chapter, basic principles of multiferroics and low-dimensional metal-organic com-
plexes were reviewed. The background of both traditional oxide inorganic multiferroics
and multiferroic MOFs was introduced. The magnetoelectric coupling and structure-
property relationship in multiferroics are essential to understand these materials and
provide important information for new material design.
Basic concepts of low-dimensional magnetic structures were discussed in detail. The
Bonner and Fisher model describes the behaviour of heat capacity, magnetic suscep-
tibility and magnetic correlation function in a 1D Heisenberg antiferromagnetic chain.
With this model, the 1D magnetic chain can be characterised by measuring its magnetic
properties. Single molecule magnets, which are “zero-dimensional” magnets, were also
reviewed. The principles and properties of typical SMMs were introduced. Magnetic
hysteresis and slow magnetisation behaviour was observed in SMMs without showing
long-range magnetic order.
The magnetoelectric coupling in some multiferroics is complicated and the structure-
property relationship in multiferroic MOFs has not been well studied. Moreover, the
working temperature and magnetic properties of low-dimensional molecular magnets
are still not suitable for future applications. Therefore, the magnetic structures and
properties of the room temperature multiferroic material - BiFeO3, multiferroic low-
dimensional magnetic MOF - copper guanidinium formate and a series of single molecule
magnets - CP∗-RE-COT will be studied in this thesis. Thus, a better understanding of





In this thesis, the magnetic structure and spin dynamics in multiferroic BiFeO3 epitax-
ial thin films and low-dimensional magnets are discussed. Apart from commonly used
techniques to characterise magnetic materials and thin films, such as X-ray diffrac-
tion (XRD) and atomic force microscopy (AFM), muon spin rotation, relaxation and
resonance, magnetic susceptibility measurements and neutron scattering are the main
techniques employed for this thesis. Therefore, details of these three techniques will be
discussed in this chapter.
3.1 Muon Spin Rotation, Relaxation and Resonance
The muon spin rotation, relaxation and resonance technique involves the implanting
of positive muons into materials, where they probe their environment at a microscopic
level. The time evolution of muon spin polarisation provides information about the
local magnetic environment and the physical and chemical properties of a material.
Unlike the resonance-based NMR and EPR techniques, the “R” in µSR stands for
either rotation, relaxation or resonance. When the muon spin experiences a Larmor
precession around a DC magnetic field, µSR is referred to as muon spin rotation. When
the muon senses dynamics in the material, its spin can relax towards an equilibrium
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direction, i.e. the muon spin ensemble, which was 100% spin polarised at the beginning
of the experiment, tends to relax towards an unpolarised muon spin ensemble. In the
case of muon spin resonance, more complex dynamics dictated by the addition of short
radio frequency pulses or intrinsic resonance are involved, such as the muon-electron
level crossing. This technique was utilised in the past few decades to investigate the
properties of magnetic materials, superconductors and soft materials.
3.1.1 Introduction to µSR
The muon, which belongs to a family of elementary particles known as leptons, is a
spin 1
2
particle with a magnetic moment of mµ = 3.18µp (µp = 1.4106×10−26 JT−1,
µp is the proton magneton). Thus, it can act as a sensitive local magnetometer when
it is implanted into a material - it can probe the local magnetic field at its site and
its precession provides a way to measure the local field precisely. A muon has a neg-
ative charge but an antimuon, which has a positive charge, is normally used in µSR
experiments. A positively charged muon is like a proton but it is only about one-ninth
of a proton’s mass. In this case, a muon can behave like a light proton isotope in a
material. Moreover, it can pick up an electron to form a muonium, which can inter-
act with materials in a similar manner to hydrogen. In some certain semiconductors,
the muonium sits at an interstitial site that would give information about the carrier
lifetime. Or it can chemically bond to certain materials to create a radical, thereby
providing information about the chemical bonding in materials. Moreover, a muon is
also an unstable particle with a lifetime of 2.2 µs and decays into a positron and two
neutrinos. The spin direction of the muon at time of the decay is linked to the emission
distribution of the positrons. By detecting the emission direction of the positron, the
direction of the muon spin at the decay time can be obtained. Thus, the muon’s spin
polarisation at time of the decay can be measured. The properties of a positive muon
particle are listed in Table 3.1.
Even though muons exist in nature as cosmic rays, particle accelerators are needed
72
Table 3.1: The properties of a positive muon (µ+) compared with an electron and a
proton, where me and e are the mass and the charge of an electron.
Properties Muon Electron Proton
Mass 207 me me 1836 me
= 105.7 MeV/c2 = 0.51 MeV/c2 = 938 MeV/c2
Moment 3.18µp 657µp µp
= 4.49×10−26 JT−1 = 9.27×10−24 JT−1 = 1.41×10−26 JT−1
Charge e -e e




Lifetime 2.2 µs 4.6×1026 years ∼1032 years
to produce high intensity spin polarised muons for experiments in condensed matter
physics where a high counting rate is necessary. By directing an accelerated proton
beam to a production target, pions are produced [141]:
p+ p→ p+ n+ π+, (3.1)
or
p+ n→ n+ n+ π+. (3.2)
The produced pions have different momenta. Different types of µ+ beams can be chosen
for µSR measurements, including a high-energy, low-energy or surface beam. Most of
µSR experiments (including all of the µSR experiments in this thesis) use surface muons
(momentum = 29.8 MeV/c, kinetic energy = 4.2 MeV). After the pions are obtained,
positive muons are created via a two-body decay of the pions that possess a lifetime of
26 ns [141]:
π+ → µ+ + νµ. (3.3)
To obey the conservation of momentum, the muon’s and the neutrino’s momenta must
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be of equal magnitude and opposite to one another as the pions that are used are at
rest in the case of the surface muons. Therefore, both the neutrino and the µ+ are
ejected with their spins antiparallel to their momenta as a result of the conservation of
spin. Therefore, the produced muon beam is nearly 100% spin-polarised.
Once muons are produced, they are directed to the sample by a series of focusing
and steering magnets and the spin polarisation of muons is maintained during the
transport process (the muon spin direction changes on average only 15 mrad [142]).
Then, muons are implanted into the sample with an energy of 4.2 MeV and a 0.1 to 1
mm penetration depth. The kinetic energy of the implanted muons is then reduced to a
few keV within hundreds of picoseconds as a consequence of the inelastic scattering by
the sample. Sitting in the sample, these muons then temporally form neutral muonium
by continuously “catching” and “losing” electrons. During this process, muon spins
and electron spins in the “temporary muonium” are coupled by hyperfine interactions
resulting in the overall change of the directions of muon spins. The energy of muons then
reduces to hundreds of eV within a picosecond [142]. Finally, the “temporary muonium”
collides with the surrounding atoms or molecules in the sample and continuously loses
energy before coming to rest. In this process, the “temporary muonium” can dissociate
into an unbound muon by losing an electron or remain as a hydrogen-like muonium.
As discussed, a muon decays with a lifetime of 2.2 µs. The decay of the muon is
a three-body process, in which a muon decays into a positron and two neutrinos as a
result of the lepton number conservation:
µ+ → e+ + νe + νµ. (3.4)
Among the three particles, the positron is detected in µSR experiments by scintillators
with photomultiplier tubes or solid state detectors such as avalanche photodiodes. In
this three-body decay, the energy of the emitted positron has an angular dependence and
this angular dependence correlates with the distribution of the energy between the three
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bodies involved. Fortunately, this decay is mediated by the weak interaction so parity
conservation is violated and the momentum of the emitted positron is preferentially
along the decaying muon spin direction. According to the theory of the weak interaction,
the probability W for a positron to be emitted at a angle of θ to the direction of the
muon spin is [143]:
W (θ) ∝ [1 + a(ε) cos θ], (3.5)
where a(ε) is the asymmetry factor of the emitted positron expressed as (2ε− 1)/(3−
2ε), ε=E/Emax, which is the reduced kinetic energy of the positron normalised to the
maximum kinetic energy of a positron Emax. The maximum energy of the positron is
observed when the two neutrinos in the three body decay recoil against the positron.





2 = 52.7 MeV. (3.6)
The energy distribution of the emitted positrons can be described by 2ε2(3−2ε). There-
fore, the spatial emission distribution of the positron can be expressed as [142]:
W (θ) = [1 + a(ε) cos θ]2ε2(3− 2ε). (3.7)
This spatial distribution is shown in Fig. 3.1 (a). Thus, a positron that has the maxi-
mum kinetic energy means an asymmetry factor a = 1. If taking all the positrons with
different energies into account, the average asymmetry factor, calculated by integration
over the whole energy range, is a = 1/3.
In a real µSR experiment, the positron detector arrays are placed around the sample
to monitor the time and angle dependence of the emitted positrons. There are different
configurations of the detectors. The simplest configuration involves two detector arrays:
one forward (F) and one backward (B) referring to the initial muon spin direction (or
to the muons momenta in some cases, which is opposite to the muon spin direction as
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Figure 3.1: (a) Spatial emission of the positron as a function of the emitted angle with
different kinetic energies. (b) Configuration of the µSR experiment. In the case of
applying an external magnetic field, the transverse field (TF) is perpendicular to the
muon spin and the longitudinal field (LF) is parallel to the muon spin.
76
discussed earlier), as shown in Fig. 3.1 (b). The number of events, N , as a function
of time is measured by the detectors. The number of events at the forward (NF ) and
backward (NB) detectors are [142]:
















1 + A0P (t)
)
, (3.9)
respectively, where the BG term is the background contribution from, for example, the
cosmic muons and the electronic noise of the detectors. The N0 term is the initial
number of events recorded. τµ is muon lifetime (2.2 µs). A0 is the initial asymmetry
of the emitted positron, which is 1/3 as discussed above. P (t) is the muon polarisation
function. A0 is in practice smaller than 1/3 due to various factors, such as the limited
coverage of the detectors, positrons stopping in the sample and magnetic field affecting
the positron emission, etc. A typical A0 in µSR experiments is less than 25%. The





where α is a constant which is determined by the inequivalence between the forward and
backward detectors and the relative position of the sample. In the ideal case, forward
and backward detectors have the same efficiency and are symmetric with respect to the
sample. In this ideal geometry, α is simply 1. In a real experiment, α can be determined
with a transverse field measurement, which will be discussed in the next section. When
the background problems are removed, the measured asymmetry correlates with the
muon spin polarisation P (t) by:
A(t) = A0P (t). (3.11)
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Therefore, the muon polarisation can be measured, which provides information about
physical and chemical properties of the sample.
There are four main muon facilities for µSR experiments in the world. Japan Proton
Accelerator Research Complex (J-PARC) in Japan and ISIS in the UK, which are based
on synchrotrons and are pulsed muon sources. The other two are TRIUMF in Canada
and Paul Scherrer Institute (PSI) in Switzerland, which are based on cyclotrons and
are quasi-continuous sources of muons. At PSI, protons accelerated in a 590 MeV
ring cyclotron are guided to a pyrolytic graphite target to generate a quasi-continuous
muon beam. At ISIS, protons are accelerated in an 800 MeV synchrotron at a working
frequency of 100 Hz, and the produced muons appear in form of a double pulse structure
with a frequency of 50 Hz.
In a continuous source, by controlling the beam slits, the overall rate of muons per
second can be tuned. If the slits are too small, there will not be sufficient usable muons
for the measurement. If they get too large, the possibility of double incidence, which will
be vetoed, increases. As a consequence, the usable counting rate decreases. Therefore,
there should be a balance between the overall rate of muons and the vetoed events
resulting from double incidence. The beam slits should be properly controlled such that
any further increase will reach a stage that the rate of the double incidence increase
is the same as the rate of increase in muons. In practice, for the 10 µs measurement
window settings, the overall rate of muons should be controlled to be about 30,000 -
35,000 muons per second. In the case of a usable counting, there is only one event being
measured. The requirement of only one muon being implanted results in a low counting
rate. In a typical experiment, only around 10 - 20% of the positron decays are actually
detected (and not vetoed), so the actual useable rate for a standard experiment in a
continuous source is about 10 - 15 million events per hour. In this case, the resolution
is only limited by method of positron detection; for example, dispersion in the detector
electronics or cables. Taking the GPS spectrometer in PSI as an example, which was
used in this project, the time resolution is 130 ps. In addition, a continuous muon
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source also has a high background. This is because that the positron detectors are on
for a significant amount of time such that the possibility of charged particles hitting
the detectors during the long counting time is high. Take 10 µs measuring time with
a typical muon incoming rate of 30,000 per second as an example. The average time
between muons is 33 µs so that the detectors should be on for 10 µs over 33 µs (30% of
the time). Compared to a 50 Hz pulsed muon source, if the measurement window is 30
µs within a single pulse (0.02 s), the detectors only need to be on 0.15% (30 µs/0.02s) of
the time. So a continuous source will have 200 times the background from cosmic rays
than a pulsed source. In summary, the continuous muon source usually has a better
time resolution but the counting rate and the background in an experiment are not
ideal.
On the other hand, a pulsed muon source has a much higher counting rate as a
bunch muons hit the sample within a single pulse. The overall rate of muons can
reach up to 300 million muons per hour. All of the events within a pulse are counted
and the counting rate of the pulsed muon source is only limited by the detector. The
detector always has limitations on the speed with which it can respond. If the muon
incoming rate is too high, multiple positrons may hit the detector within a short period
of time that the detector cannot distinguish them and only counts once resulting in the
missing of events. Thus, there is a deadtime, during which further decays are missed.
This deadtime determined by the intrinsic time response of the detector restricts the
counting rate of a pulsed muon source. Moreover, the detector are only activated after
the incoming pulse so that the counting from other charged particles can be limited
resulting in a low background signal. However, the resolution of a pulsed muon source
is limited by the width of the pulse. The muon pulse width is roughly 100 ns. It is
determined by the width of the proton pulse (a 70 - 80 ns inverse parabola) convoluted
with the pion half life of 26 ns (exponential lifetime). The 100 ns muon pulse width
limits the frequency response of a pulse muon source to be about 10 MHz or a little
higher.
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Figure 3.2: (a) The illustration shows that a muon usually sits at the interstitial position
in a magnetic material. The green ball is the µ+. (b) Muon precession around a local
field.
3.1.2 Muon polarisation functions in magnetic materials
In this work, the µSR technique is only used to study the magnetism in materials. Thus,
only the applications of µSR on magnetic materials will be discussed in this section.
In a µSR experiment, the implanted muons will sit at an interstitial position in the
sample, as shown in Fig. 3.2 (a), probably close to an anion as a muon possesses a
positive charge. When a local field Bloc exists, the spins of these muons will experience
a Larmor precession, as shown in Fig. 3.2 (b). The Larmor frequency is determined by
the magnitude of the local field Bloc:
ω = γµBloc, (3.12)
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Figure 3.3: A schematic representation of the three contributions to Bdip in a µSR
experiment: the green square is the muon site and the black dots represent magnetic
moments within the Lorentz sphere (denoted by the white sphere).
where γµ is the gyromagnetic ratio of the muon (135.5 MHz/T, see Table 3.1). The
local field Bloc in a magnet at a muon site consists of there contributions [143]:
~Bloc = ~Bext + ~Bdip + ~Bhyp, (3.13)
where ~Bext and ~Bdip are the applied magnetic field and the dipolar field in the sam-
ple, respectively. ~Bdip includes ~B
′
dip, which is the dipole field inside a sufficiently large
Lorentz sphere centred at the muon site, the Lorentz field ~BLor and the demagnetisa-
tion field ~Bdem due to charges locating at the surface of the Lorentz sphere (a schematic
representation of these contributions to ~Bdip is shown in Fig. 3.3). ~Bhyp is the hyper-
fine field for interactions between the muon and the localised magnetic moment near
the muon site through the conduction electrons. In the case of insulators, where few
conduction electrons exist, ~Bhyp is negligible. The measured local field is:
~Bloc = ~Bext + ~Bdip. (3.14)
Therefore, µSR can directly measure the local magnetic field in a material.
There are three experimental configurations in µSR experiments, namely zero-field
(ZF) mode, transverse field (TF) mode and longitudinal field (LF) mode. In the ZF
81
mode, there is no applied magnetic field (or only a small applied magnetic field to
compensate the Earth’s field) in the measurement so that the local field measured in
Eq. 3.14 is only ~Bdip in the sample. This mode is important to investigate the magnetism
in a sample as the local internal magnetic field, spin dynamics and field distributions
in the sample can be studied.
In the case of the TF mode, an external transverse field, Btran, which is perpendicu-
lar to the initial muon spins, is applied. When the muon spin interacts with a transverse
field Btran, the muon spin precesses around the applied field. The muon spin precession
gives rise to a cosine-like polarisation function of muons, as shown in Fig. 3.4 and 3.5.
This is the ideal case for muons experiencing no interaction with the sample or when
the applied transverse field is large enough that the influence from the sample is negligi-
ble. In practice, the precession frequency may be different from the applied transverse
field due to 1. the internal field of the measured sample brings an extra component
to the local field; 2. spin dynamics in the sample can result in a damped oscillation
polarisation function. It is worth mentioning that TF measurements can also be used
to estimate the α value mentioned above. With a reasonable applied transverse field,
the cosine-form polarisation function should be a cosine function without any offset
in the TF measurement. The polarisation function will have an offset when there is
an inequivalence between the forward and backward detectors. By adjusting α, the
zero-offset requirement can be achieved and the real α value can be estimated.
In the LF mode shown in Fig. 3.6 (left), Blong parallel to the initial muon spins is
applied. This configuration is usually used to investigate spin dynamics in magnetic
materials or charge carriers dynamics in polymers. In magnetic materials, the focus
of this thesis, when a longitudinal field can decouple the muon spins from the internal
magnetic moment, all the muon spins are aligned along the Blong direction. This will
give rise to a straight line of the polarisation function in the static case, as shown in
Fig. 3.6 (right). When a system with dynamic magnetism is investigated, even though
muon spins still tend to align with Blong, they will experience a relaxation due to the
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Figure 3.4: Schematic diagrams (left) showing how a muon interacts with a transverse
field and measured signal (right) with blue solid curve, red solid curve and green dashed
curve showing the counts from the backward detector, forward detector and their av-
erage, respectively. At t = 0, a muon (continuous beam) or muons (pulsed beam) are
implanted into the sample sitting between the backward and forward detectors and the
count is zero at t = 0 s. One moment later, sufficiently short that the muon spin direc-
tion is not changes by precession, relaxation or the like, the positrons corresponding to
the muon spin pointing towards the backward detector are emitted. The asymmetry
between the backward and forward detectors reach the maximum value in the exper-
iment, which is defined as the initial asymmetry. At time t = π/2γµB, muon spins
precess by π/2. The counts in the forward and backward detectors are nearly the same
and A(t) becomes zero. At t = π/γµB, muon spins precess through π resulting higher
counts in the forward detector (to be continued).
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Figure 3.5: (continued) Schematic diagrams showing how a muon interacts with a
transverse field and measured signal (right) with blue solid curve, red solid curve and
green dashed curve showing the counts from the backward detector, forward detector
and their average, respectively. At t = 3π/2γµB, muon spins rotate by 3π/2 giving
a similar reading in the detectors on both sides again. Finally, at t = 2π/γµB, muon
spins rotate back to zero degree completing a period of spin rotation.
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Figure 3.6: (left) A schematic diagram showing how a muon interacts with a longitudi-
nal field Blong. All the muon spins are aligned in the applied field. Nearly all emitted
positrons point to the backward detector. (right) The muon polarisation function is a
constant with time.
dynamics including spin fluctuations and muon diffusion with the sample. This means
that the muon spin relaxation can be used to investigate spin dynamics in the system.
In the long-range magnetic ordered state
As discussed above, muon spins will experience a Larmor precession in the presence of
local magnetic fields. In the ordered state of a magnetic material, internal magnetic
moments at the muon sites can be sensed thereby the long-range magnetic order can
be studied by µSR. In a ZF measurement, two measured parameters, namely the local
mean-field B0 and its variance ∆, are essential to understand the magnetism in a sample.
When implanted into a sample, muons can sit at various positions depending on the
sample. If muons sit in positions that are magnetically equivalent to each other (an
example is shown in Fig. 3.7 (a)), they sense the same magnetic signal from the sample.
However, if they sit in N non-equivalent magnetic sites (an example of two different
muon sites (N = 2) is shown in Fig. 3.7 (b)), muons in the experiment will precess or
relax according to N different internal fields.
Let us consider a simple case. When there is only one muon site and the internal
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Figure 3.7: In a magnetically ordered material (taking a peroveskite crystal as an
example as shown on the left), (a) one magnetically equivalent muon site, which is
noted with a green ball in the crystal structure) has a single Larmor precession signal,
which results in one cosine polarisation function as shown on the right. (b) N muon sites
(two sites here noted with green and purple balls) can give rise to N Larmor precessions
and the muon polarisation function is the combination of N cosine functions.
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field has a narrow distribution, which means the sample has proper long-range magnetic
order, muons will precess around the internal magnetic moment, as shown in Fig. 3.2.
The polarisation function can then be expressed by [143]:
Pz(t) = cos
2 θ + sin2 θ cos(γµBloct), (3.15)
where θ is the angle between the internal field and the spin direction of the muon
ensemble. In a magnetic single crystal, θ can be any value depending on the orientation
of the sample with respect to the muon spin direction. However, in a polycrystalline
sample, all of the grains in the measured sample are randomly oriented. Therefore, the












In both Eq. 3.15 and 3.16, the first term refers to muons sensing the internal field
parallel to the muon spins and the second term represents muon precession around
the internal field with a cosine form of the polarisation function. For a polycrystalline
sample with a preferred orientation, Eq. 3.16 is no longer correct. The relative weights
of oscillating and non-oscillating parts may vary.
The assumptions for Eq. 3.15 and 3.16 are: 1. there is only one single muon site
in the sample; 2. the internal field distribution is narrow. In a realistic scenario, these
assumptions are not always true. When there are N non-equivalent muon sites, the
spins of muons sitting at different sites will precess according to the individual site’s
local magnetic field. Thus, the real polarisation function is a combination of Eq. 3.15
with N Bloc values. In the case where the internal field at the muon site is not narrow


















Moreover, muons are very sensitive to weak dynamical environment. In a real magnetic
system, magnetic dynamics are normally not negligible, especially near magnetic phase
transitions. With the presence of dynamics, the field distribution at the muon site has
a Lorentzian form rather than a Gaussian form as the muons relax according to (lose
phase with each other) [143]:
Pz(t) = cos
2 θ + sin2 θ exp(−γµ∆Lt) cos(γµBloct). (3.18)
In summary, the µSR technique can probe long-range magnetic order and magnetic
dynamics. The oscillatory part in the polarisation function is a signature of the ordered
magnetic state in materials, regardless of the nature of the ordering. As it is extremely
sensitive to small spatially and temporally inhomogeneous magnetism, it is often used
to study magnetic phase transitions, materials with weak magnetism and frustrated
systems. It is worth mentioning that aside from the proper long-range magnetic order,
µSR can detect short-range magnetic correlations, which will be discussed later, and
incommensurate magnetic structures, not presented in this work.
Randomly oriented moments in the static case
If the magnetic moments in the measured material are randomly oriented, the local fields
at the muon sites are usually Gaussian-distributed. When taking the field distribution
into account, the polarisation function of Eq. 3.15 becomes [143]:
Pz(t) =
∫ (






































Substituting Eq. 3.20 into Eq. 3.19 and averaging over the angle provides a polarisation


















This is the famous Kubo-Toyabe polarisation function, where ∆ represents the width
of the Gaussian distribution of the internal field. This polarisation function describes
the muons’ behaviour in a sample with randomly oriented static magnetic moments.
The spin dynamics in this case can also been taken into account by using the strong
collision model. This will be later discussed in more detail in Section 3.1.3.

























This function is plotted in Fig. 3.8 [142] for several Bext values. It is clear that the
zero-field Kubo-Toyabe function seems like a damped oscillation and recovers after a
single minimum at the position t =
√
3/∆ to a plateau at a value of 1/3. The applied
longitudinal field can totally decouple the muon spins from the internal field if the
external field is of the same strength or stronger. With an applied LF, the 1/3 tail, as
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Figure 3.8: The Kubo-Toyabe function with several different external longitudinal fields
with an internal field width to be γµ∆ = 0.15 MHz [142].
shown in Fig. 3.8, of the polarisation function is shifted towards higher values and the
position of the minimum changes. Therefore, the LF measurement is usually conducted
to check the spin dynamics as the muon spins could not been totally decoupled when
LF is comparable with or larger than the internal field when dynamic processes exist.
Moreover, if the field that the muons sense comes from the nuclear dipoles, the field
width ∆ should be temperature independent since the nuclear dipole field is not a
function of temperature. This is an important clue to judge the origin of the magnetic
field that the muons sense.
Short-range correlations
As discussed above, the appearance of the oscillation in the muon polarisation function
is a signature of long-range magnetic order in the material. It was believed that muons
cannot sense the short-range correlations, similar to many other microscopic characteri-
sation techniques [13]. However, unlike traditional magnetisation measurements, where
the entire sample is probed macroscopically, the microscopically probing muons should
in principle be able to offer information about these correlations.
In 2008, Yaouanc first observed a coherent µSR precession for a magnetic material
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with a correlation length of only 2.5 nm [145]. This kind of short-range correlation
studied with µSR was also reported by Akiyama (2010) [146]. In 2013, Yaouanc de-
scribed the influence of short-range correlations on µSR spectra in the slow dynamic
limit [13]. It was shown that the ZF µSR spectra should be a Kubo-Toyabe-shaped
damped oscillation when muons sense the short-range correlations in the system. Fig.
3.9 (a) shows the µSR spectra for different field asymmetry originating from the spin
short-range correlations. It is clear that a shortening correlation length breaks the
symmetry of the local field distribution. The minimum of the Kubo-Toyabe-like po-
larisation function becomes shallower and moves towards earlier times. Short-range
correlations definitely have a great influence on µSR spectra. In Ref. [143], the muon
polarisation function with incorporated short-range correlation is estimated to be a
Gaussian-damped oscillation:









This polarisation function is shown in Fig. 3.9 (a, inset). Comparing with the standard
polarisation function shown in Fig. 3.9 (a), this damped oscillation approximation is
able to describe the short-range correlation well and offers an easier way to determine
the magnetic correlation length in a complex system.
After having shown that muons can sense the short-range correlations in magnetic
materials, it is also possible but not straightforward to measure the correlation length
with the µSR technique. The measurable parameter ∆, which is the local field width,










CK (i− i′) , (3.24)
where m, vc, ri are the mass of the magnetic atom, the speed of light and the distance
between the muon site and the magnetic ion, respectively. Each of the µ0m
4πvc
Ĝ~ri term
signifies the local field at the muon site with a tensor G consisting of dipolar and
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Figure 3.9: (a) Zero-field muon polarisation functions P (t) as a function of an asym-
metry parameter arising from the short-range spin correlations in the system. Details
can be founded in Ref. [13]. The inset shows that in the presence of a short-range
spin correlation, the muon spin polarisation function can be approximated by Gaussian
damped oscillations. The parameter ∆/B0 correlates with the short-range correlation
length of the sample [143]. (b) Parameter ∆/B0 as a function of the correlation length
in a simple case where the muons sit on the octahedral site of a face-centred-cubic
lattice (lattice parameter is a) with ferromagnetic order [143].
hyperfine field contributions depending on the crystal structure and where muon sites
are. CK(i−i′) is the correlation function of the short-range correlations. Eq. 3.24 shows
that the short-range correlations can be measured qualitatively by the field distributions
that the muons sense.
In principle, if the crystal structure and the muon sites are known, the G tensor in
Eq. 3.24 and then the correlation function can be calculated from µSR measurements.
However, the expression of the G tensor would be very difficult to determine in some
real cases due to the complexity of the muon sites. In the most simple case, where
muons sit on the octahedral site of a face-centred-cubic lattice with ferromagnetic order,
the G tensor was calculated [143]. If we assume that the correlation function has an
exponential form
∑
K 6=0CK(i− i′) = exp(−r/ξ), the magnetic correlation length ξ can
be calculated from the internal field distribution. Fig 3.9 (b) shows the ratio of the
internal field width and the mean field (∆/B0) as a function of the spin correlation
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length. A longer correlation length results in a smaller ∆/B0 ratio which means that a
larger local field B0 or a sharper field distribution is present in the sample. For example,
in the case of long-range magnetic order where the local field has a finite value (should
be larger than the short-range correlation) and the field distribution is quite sharp, the
∆/B0 ratio would be small and approach zero and the correlation length is infinite.
Therefore, ∆/B0 is a measure of the magnetic correlation length in µSR measurements.
3.1.3 Probing spin fluctuations in magnets
The µSR technique is a powerful tool to investigate dynamics in magnetic systems,
including muon diffusions and spin fluctuations. As muon diffusion is not relevant to
this thesis, this section will focus on how the µSR technique accesses information about
spin fluctuations in magnetic materials.
As discussed before, the muon spin polarisation exhibits a form of relaxation, if
dynamic processes are present. Both spin fluctuations and muon hopping lead to re-
laxations of the implanted muon spins. This is because the local field probed by the
muons varies with time as a result of spin dynamics. To be more precise, all muon spins
precess at a different frequency resulting in a complete loss of the coherent spin phase
as time elapses. The relaxation has an exponential form when the spin fluctuation rate
is high, but it evolves into a Gaussian-like function when the spin dynamics slow down.
In this thesis, critical fluctuations in magnetic materials and spin flipping in single
molecule magnets will be discussed. When studying spin dynamics in a magnetically
ordered state, the spin fluctuations usually cause a relaxation of the oscillation signal:
the polarisation function turns in to a relaxed oscillation. For the paramagnetic system,
spin dynamics translate into different muon relaxation functions depending on the spin
fluctuation rate.
If spin dynamics are present in the paramagnetic state, the Kubo-Toyabe function
is no longer suitable to describe the muon spin relaxation. To understand the effect of
spin fluctuations, strong collision approximation (SCA) is used. In this approximation,
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the strong collision between the muon spins and the spins of the sample is assumed
to happen at time t, when the direction of the local field changes after the occurrence
of a strong collision. The probability of this collision is related to the spin fluctuation
rate ν of the system by ρ(t) ∝ exp(−νt). After the collision, it is also assumed that
the change of the field direction is totally random. If the static polarisation function
is p(t), after the collision at time t′, the muon polarisation function still has the same
shape as p(t) but with a different starting polarisation of p(t′). Therefore, considering
n collisions in total, the total polarisation function at time t will be the sum of the





where p(n)(t) is the polarisation function after the nth collision. This polarisation
function will still follow the manner of p(t) but has a starting polarisation of p(n−1)(tn).
It is straightforward to obtain the polarisation function of muons that experience no
collision:
p(0)(t) = exp(−νt)p(t). (3.26)
For muons that only experience one collision at time t1 and remain unchanged until




p(t1) exp(−νt1)p(t− t1) exp(−ν(t− t1))dt1, (3.27)
where p(t1) is the starting polarisation of the muons which only collide once. p(t− t1)
is the polarisation function of the muons after the collision starting at time t1. The
probability of the muons that only experience one collision between t1 and t can be







Therefore, the total polarisation function of all the muons can be derived by summing
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p(t2)p(−t1 − t2)p(t− t1 − t2)dt1dt2 + ...
(3.29)





where F (s) and f(s) are the Laplace transformations of P (t) and p(t), respectively.
If the expression of the static muon polarisation function p(t) is known, it is possible
to calculate the dynamic polarisation function using the SCA described above. For
detailed discussion on SCA model in µSR, please consult Ref. [143].
In the paramagnetic state, muons sense randomly oriented nuclear moments. Thus,
the static polarisation function p(t) can be described by the static Kubo-Toyabe function
(Eq. 3.21). Therefore, the expression of P (t) can be evaluated by the numerical integral
for any internal field distribution, including Gaussian or Lorentzian distributions. This
has been reported in Ref. [147] and the result is called the dynamic Kubo-Toyabe
function. The evolution of the dynamic Kubo-Toyabe function as a function of the spin
fluctuation time in a zero applied field is shown in Fig. 3.10 (a).
However, the data analysis using the dynamic Kubo-Toyabe function is difficult.
The data fitting usually takes a few minutes per solution on a modern computer. Fit
algorithms employing multiple solutions per iteration can even take. Approximations
were made depending on the spin fluctuation rate in the system in order to obtain easier
polarisation functions for the data analysis.
• In the quasi-static limit: by studying the Laplace transformation in Eq. 3.30 in
the limit of (s+ ν)/(γµ∆)1, where the system’s spin fluctuation rate ν is very
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Figure 3.10: (a) Red curves are spectra of dynamic Kubo-Toyabe polarisation functions
with different R = ν/∆ ratio. Black curves are exponential relaxation functions, which
can be used to describe dynamic Kubo-Toyabe function when R ≥ 5. (b) The dynamic
Kubo-Toyabe polarisation function with different applied longitudinal fields when R =
2 [147].

























By comparing this function with the static Kubo-Toyabe function in Eq. 3.21, it
is obvious that only the 1/3 tail of the static Kubo-Toyabe function relaxes. This
relaxing tail can also be seen in Fig. 3.10 (a). The relaxation of the 1/3 tail has
an exponential form with a characteristic relaxation rate λµ. This relaxation rate





• In the intermediate limit: when spin dynamics is faster and we can write (s +
ν)/(γµ∆)>1, the Abragam formula from a NMR theory was found to be a good
approximation for the enveloping function of the dynamic Kubo-Toyabe function.
The field distribution term ∆2 in the Abragam formula has to be substituted by
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2∆2 as there are two components of ~Bloc perpendicular to the muon spin. The
polarisation function that describes the spin fluctuation in the intermediate limit
is [143,148]:






exp (−νt)− 1 + νt
))
. (3.33)
• In the fast limit: when spin dynamics in the system are fast, it is reasonable to
assume that ν/(γµ∆)1 and Eq. 3.33 becomes:













. It can be seen from Fig. 3.10 (a) that when the spin fluctuation is
fast (roughly ν > 5∆), an exponential relaxation is a good approximation of the
dynamic Kubo-Toyabe function. When a longitudinal field is applied, the muon








where τ = 1/ν is the fluctuation time of the system and HL is the external
applied longitudinal field. The field dependence of the dynamic Kubo-Toyabe in
this fast limit is shown in Fig. 3.10 (b). The applied longitudinal field can push
the polarisation function towards higher values but the spin fluctuations cannot
be completely quenched by a large longitudinal field.
In summary, spin fluctuations in a system can be sensed by muons and the method
to describe the spin fluctuations is shown above. In the case of single molecule magnets,
muons will relax according to the relaxation functions depending on different spin fluc-
tuation limits. When considering the critical fluctuations in the magnetically ordered
states, the dynamic processes will give rise to a dephasing of the Larmor precession
around the internal fields.
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Table 3.2: Definition of critical exponents. Tc is the critical temperature (could be the
Néel temperature for antiferromagnets or the Curie temperature for ferromagnets). C
is the heat capacity. ξ is the correlation length. χ is the susceptibility of the order
parameter. Ψ is the order parameter and the function 〈ψ(0)φ(r)〉 is the correlation
function.
Temperature Exponents Definitions Quantities described
T<Tc α





β Ψ ∼ (1- T
Tc
)β Order Parameter










T>Tc α C ∼ ( TTc -1)
−α Heat capacity
ν ξ ∼ ( T
Tc
-1)−ν Correlation length
γ χ ∼ ( T
Tc
-1)−γ Susceptibility
T = Tc δ H ∼ Ψδ Field evolution of
the order parameter
η 〈ψ(0)φ(r)〉 ∼ r−d+2−η Correlation function
3.1.4 Critical phenomenon studied by µSR
It is established that the critical temperature, where a phase transition occurs, is as-
sociated with scale invariant rules. That means the physical parameters, i.e. order
parameter and the correlation length, have a certain configuration near the critical
temperature. They follow a power law, which is a typical scale-invariant mathematical
function [149]. In theory, the critical exponents are calculated from the specific free
energy in the system.
Critical exponents describing the behaviour of different physical parameters during
the phase transition, are defined both below and above the critical temperature. The
definition of exponents in the ordered phase, disordered phase and at the critical point
is listed in Table 3.2. These critical exponents are universal and only depend on the
dimension, spin dimension and the range of interaction in the system. They do not
depend on the detail of the individual system [149]. For example, critical exponents for
a 3D Heisenberg antiferromagnet and a 3D Heisenberg ferromagnet are identical.
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In general, the prime exponents have the same values as those above the critical
temperature, mathematically α = α′, ν = ν ′ and γ = γ′. However, there are some
anisotropic systems, such as low-dimensional magnetic systems, which may have differ-
ent critical exponents below and above the critical temperature. Otherwise, there are
other scaling laws between these critical exponents listed in Eq. 3.36 to 3.39.
α + 2β + γ = 2, (3.36)
β(δ − 1) = γ, (3.37)
ν(2− η) = γ, (3.38)
2− α = νd, (3.39)
where d is the dimension of the system.
Among all these critical exponents, the ones related to the order parameter, suscep-
tibility and magnetic correlation length, namely β, γ (γ′) and ν (ν ′), can be measured
with the µSR technique. Mouns, working as a local probe, can measure the order
parameter as well as the dynamics in a magnetic material. They measure a sum of
dipolar fields from all of the spins in the system at a specific site. In a ferromagnet,
the sum of the measured local field corresponds to the magnetisation in the material,
which is the order parameter of a ferromagnet. However, in an antiferromagnet, the net
magnetisation is no longer the order parameter as it is not macroscopic. The magnetic
susceptibility is not the order parameter susceptibility, either. There is no field that can
be in one direction for one spin and in the opposite direction for its neighbours. Thus,
the exponents β and γ in an antiferromagnet cannot be obtained by simply measuring
net magnetisation or magnetic susceptibility of the system. The order parameter for






where ~si is the spin at site i. Muons, being a local probe, are sensitive to the staggered
magnetisation in an antiferromanget. The internal field measured by muons grows as it
is cooled, as a result of the order parameter, just like the internal field of a ferromagnet
grows as it cools (resulting in a net magnetisation). Therefore, the order parameter
and its susceptibility can be measured by the µSR technique.
The exponent β, which is determined from the temperature evolution of the order
parameter can be determined with the muon oscillation frequency as a function of
temperature. The local magnetic field Blocal correlates with the order parameter Φ (net
magnetisation for a ferromagnet and staggered magnetisation for an antiferromagnet)
by Blocal ∼ Φ. Then the local field Blocal = γµfosc ∼ (1- TTc )
β [151]. The critical exponent
γ, which corresponds to the critical behaviour of the susceptibility, can also be studied
with the muon spin rotation technique. In a magnetic material, the local susceptibility,
which can be measured with the TF µSR technique, shows the behaviour of the order
parameter susceptibility (staggered susceptibility). Therefore, γ can be determined by
evaluating the field shift: χ ∼ B
H
-1 ∼ f(T )
f(0)
-1 ∼ ( T
TN
-1)−γ [151]. A dynamic critical
phenomenon can also be investigated by µSR. The longitudinal muon spin relaxation
is sensitive to spin dynamics as discussed in the previous section. The spin fluctuation
rate λ is a measure of the spin correlation time τ , which diverges according to the
following proportionality: λ ∼ τ ∼ (T−TN
T
)−ν [151].
Since the µSR technique is very sensitive to local magnetic properties, the critical
exponents determined with µSR may give extra information about the magnetic system.
Investigations on the critical exponents of many different magnetic system using the
µSR technique have been reported. For further details, please consult Ref. [151,152].
3.2 Complementary Techniques
In this thesis, the magnetism in multiferromagnetic and low-dimensional magnetic ma-
terials are mainly investigated by the µSR technique. In addition to µSR, various of
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other complementary characterisation techniques, such as XRD, AFM, magnetometry
and neutron scattering were used. In this section, the magnetometer and grazing-
incident small angle neutron scattering (GISANS) are discussed in detail.
3.2.1 Magnetic susceptibility measurements
Magnetometry is a very common technique to characterise the magnetic properties
of a magnetic material. In a measurement, the magnetisation, DC susceptibility and
AC susceptibility can be measured. Considering that the principle and experimental
setup of this measurement are well known, only general basics of this technique and
the particular method to measure magnetisation relaxations in single molecule magnets
will be addressed in this section.
Introduction to DC and AC susceptibility measurements
In this work, DC and AC susceptibility measurements are used to characterise the mag-
netism and magnetisation dynamics of the investigated materials. In a DC susceptibility
measurement, the equilibrium value of the volume magnetic susceptibility is measured.
The sample is magnetised by a constant applied magnetic field and its magnetic moment
is measured by force (Faraday’s scale), torque (Guoy’s scale) or induction (induction
method or the Superconducting Quantum Interference Device (SQUID)) techniques.
In this work, the DC susceptibility measurements were performed with the Vibrating
Sample Magnetometer (VSM) of a Physical Properties Measurement System (PPMS) or
with a SQUID. The AC susceptibility was measured with an AC Measurement System
(ACMS) of a PPMS.
In an inductive measurement, the sample should be kept moving relative to the
pickup coils. The SQUID consists of two Josephson junctions and the change of the
magnetic field due to the moment of the sample will generate an induced current in the
SQUID. During the measurement, the sample is transported across a superconducting
pick-up loop and the output voltage is recorded as a function of the sample position.
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Whereas, in the VSM, the sample is moved continuously in an oscillating linear motion
up and down through a coil at a certain frequency. With a lock-in amplifier the desired
signal is filtered and amplified.
In contrast to DC susceptibility measurements, AC susceptibility measurements pro-
vide information about magnetisation dynamics in a material as the induced magnetic
moment is time dependent. In the ACMS, there is an AC coil set that provides an
alternating field and a detection coil set that generates the signal from the induction
from the sample. These coil sets are concentric within the superconducting DC magnet
of the PPMS. During an AC measurement, a small AC magnetic field with a certain fre-
quency plus a static DC field is applied to the sample. The field of the time-dependent
magnetic moment due to the AC field will induce an AC current in the pickup coil.
There is no need for a continuously moving of the sample. The detection component of
the AC magnetometer is configured to detect a frequency band, usually 10 Hz to 10 kHz
(frequency response for the majority of the commercial available measurement systems),
which sometimes is a limitation for the measurements of magnetisation dynamics.
The measured AC susceptibility, unlike DC susceptibility, has a complex value that
consists of an in-phase or real part and an out-of-phase or imaginary part. The magnetic
field that is applied in the AC susceptibility measurement can be expressed as:
~HAC(t) = ~H0 + ~h cos(ωt) + i~h sin(ωt), (3.41)
where ~H0 is the applied DC field, ~h is the AC field and ω = 2πf , where f is the
frequency of the applied AC field. The measured magnetisation is time dependent and
may have a different phase with the applied AC field. Therefore, the measured AC
magnetisation can be described as:
~MAC(t) = ~M0 + ~m cos(ωt− θ) + i−→m sin(ωt− θ), (3.42)
where ~M0 is the magnetisation related to the DC field and θ is the phase difference
102
between the measured signal and the AC field. Then the AC susceptibility can easily
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sin θ. (3.43)








sin θ = χ sin θ.
(3.44)
Here χ′ indicates the magnetic dispersion and χ′′ represents the magnetic absorption







This coefficient describes the phase difference of the induced magnetic moment lags
behind the applied AC field. As χ′ and χ′′ describe the magnetic dispersion and energy
absorption in the sample, changes of χ′ and a non-zero value of χ′′ indicate dynamic
magnetism. Thus, AC susceptibility measurements are often used to study the magnetic
dynamics. Typical examples include the irreversibility in spin-glasses or domain wall
movements in magnets and magnetic phase transitions since the AC susceptibility signal
is very sensitive to thermal dynamic phase changes.
AC susceptibility measurements accessing magnetic relaxations in SMMs
As discussed, if there are magnetic dynamics in a system, the imaginary component of
the AC susceptibility χ′′ will be non-zero. If there is no slow magnetisation relaxation
behaviour in a single molecule magnet, which is an important case in this thesis, it will
behave like a paramagnetic material and no phase shift between the induced magnetic
moment and the applied AC field is observed. Therefore, θ is zero and χ′ = m/h is the
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same as the DC susceptibility value, while χ′′ = 0. If slow magnetisation is present below
the blocking temperature TB, θ will be non-zero as the induced AC moment lags behind
the applied AC field due to the relative long magnetic relaxation time. Therefore, a
peak in χ′′ will appear, which is the signature of slow magnetisation relaxation in single
molecule magnets.
According to Debye relaxation model, the dynamic susceptibility can be expressed
as:




where χT and χS are the isothermal and adiabatic susceptibility. In this equation, the
isothermal susceptibility χS is the susceptibility measured at a fixed temperature and is
usually a static susceptibility. The adiabatic susceptibility is the dynamic susceptibility
for an isolated system in the limit of an infinitely slowly increasing field. According to
this equation, the real and imaginary parts of AC susceptibility are:









Fig. 3.11 shows the AC susceptibility as a function of ωτ according to the Debye re-
laxation model. It is clear that, if magnetic fluctuations exist, χ′ exhibits a decline
while χ′′ peaks at ωτ . Thus, at a certain frequency, χ′′ will reach a maximum value at
a certain temperature T , which means that the vibration of the AC field and the spin
fluctuation in the sample achieve a “resonance”. Thus, the magnetisation relaxation
time τR = 1/2πf , where f is the frequency of the AC field. Therefore, in a real experi-
ment, the AC susceptibility of a single molecule magnet can be measured as a function
of temperature and frequency. Then, the temperature dependence of the magnetisation
relaxation time of a single molecule magnet can be determined as described above.
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Figure 3.11: The Debye relaxation model shows the evolution of AC susceptibility as a
function of the AC field frequency. The dynamics in the sample results in the decline
of χ′ and a peak in χ′′ at ωτ = 1.
3.2.2 Magnetic neutron scattering
Neutron scattering is a very powerful and widely used tool to study the structures and
properties of both inorganic and organic materials. Neutrons are subatomic particles
with a mass of mn = 939 MeV/c
2. A neutron has no electric charge but has spin 1/2.
The neutrons used for scattering experiments are normally treated as waves with a
wavelength of λ = 2π/kn (the de Broglie’s relation), where kn is the wave vector. Neu-
trons interact with atomic nuclei via the strong nuclear force as well as with magnetic
moments via electromagnetic interactions as they carry spins. Hence, neutron scat-
tering technique is often used to investigate the magnetic structures and electron spin
fluctuations in materials. In this project, the magnetic neutron scattering technique
was utilised to study the magnetic ordering in BiFeO3.
In a neutron scattering experiment, the sample is placed in the neutron beam with
a incident flux of Φ(k). Fig. 3.12 (a) shows the geometry of a neutron scattering
experiment. The neutron’s energy and momentum change after interaction with the
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Figure 3.12: (a) The geometry of neutron scattering experiments [153]. (b) The con-
dition for Bragg scattering based on the scattering vector ( ~Q = ~k-~k′) and the fulfilled
condition
∣∣∣ ~Q∣∣∣ = 2∣∣∣~k∣∣∣sin(12θ).
sample:






where ∆~P and ∆E are the momentum and energy change of the neutron, respectively.
h̄ is the Planck constant. k and k′ are incident and scattered wave vectors. Q is the
scattering vector ~Q = ~k - ~k′. In elastic neutron scattering, there is no energy transfer
thereby ∆E = 0. The momentum transfer is described by the scattering vector, ~Q
= k - k′. The obtained scattering function S( ~Q, ω) contains the desired structural
information. In inelastic neutron scattering experiment, both energy and Q vector of
the scattered neutron change, which gives information about dynamics in the system.
The interaction between neutrons and matter can be described by the neutron cross-
section σ, which represents the effective area scattering potential for a passing neutron.
If neutrons traverse this area, they experience the potential and are scattered isotropi-
cally. In the case of a single nucleus, the cross-section is:
σ = 4πb2, (3.49)
where b is the nuclear scattering length that is the effective range of the nuclear po-
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where the first term shows the periodicity of the crystal (~l = n1~a + n2~b + n3~c, n1, n2,
n3 are coefficients and ~a, ~b, ~c are the unit vectors in the directions of the a, b, c axis
of the crystal) and the second term is the sum of all atoms in a single unit cell. This
cross-section can also be described by the Fourier transform of the potential function







∣∣∣∣〈~k′∣∣∣V̂ (~r)∣∣∣~k〉∣∣∣∣2 , (3.51)
where mn is the mass of a neutron. The potential energy V̂ (~r) here describes all the
physics involved in the scattering process.
Coherent scattering will only occur if Bragg’s law is satisfied, as shown in Fig. 3.12
(b):
exp(i ~Q ·~l) = 1 (3.52)
for all the l. Now ~Q = ~τ = h~a∗ + k~b∗ + l~c∗, where the ~τ = h~a∗ + k~b∗ + l~c∗ term
describes the reciprocal lattice vector of the crystal. If we define d to be the distance
between atoms in the real space, we can use the following equations: τ = 2π
d
n and k =
2π
λ
, so that |~τ | = 2π
d
n =
∣∣∣ ~Q∣∣∣ = 2∣∣∣~k∣∣∣sin(12θ). Finally, a simple equation 2d sin(12θ) = nλ
can be obtained. This is the more familiar expression of Bragg’s law.
The magnetic moment of the neutron interacts with the magnetic moments in the
sample. The magnetic moment of a neutron can be expressed in terms of the Pauli
matrix ~̂σ:
~̂µ = µN ~̂σ, (3.53)
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where µN is the nuclear magneton. Therefore, neutrons interact with the magnetic
induction B(r) from the sample via −~̂µ · ~B and the potential V̂ (~r) in Eq. 3.51 is
modified to include a magnetic term V̂m(~r) [153]:
V̂m(~r) = −µN ~̂σ · ~B(r). (3.54)
Then, ∣∣∣∣〈~k′∣∣∣V̂ (~r)∣∣∣~k〉∣∣∣∣ = ∣∣∣∣∫ Vm(~r) exp(i ~Q · ~r) · d~r∣∣∣∣
=
∣∣∣∣µN ∫ exp(i ~Q · ~r)~̂σ · ~̂B(r) · dr∣∣∣∣
∼
∣∣∣∣∫ exp(i ~Q · ~r) ~̂M(r) · dr∣∣∣∣ ∼ ∣∣∣ ~M( ~Q)∣∣∣ ,
(3.55)
where M( ~Q) is the magnetisation of the measured system. According to Eq. 3.51, neu-
trons with a wave vector of ~k can only sense the magnetic moment that is perpendicular
to the scattering vector ~Q. Thus, the cross-section for magnetic scattering is [154]:
dσm
dΩ
∼ 〈 ~M∗⊥( ~Q)〉〈 ~M⊥( ~Q)〉, (3.56)
where ~M⊥( ~Q) is the magnetisation that is perpendicular to the Q vector. This demon-
strates that the magnetic neutron scattering can measure the magnetic correlations in
the material.
In summary, by measuring the scattering function in an elastic neutron scattering
experiment, information about the reciprocal lattice of the sample can be obtained and
the crystal structure can be studied. As neutrons have spins that can interact with the
magnetic moment in the sample, the magnetic structure can also be investigated by
this technique.
Grazing-incidence small angle neutron scattering
Different experimental geometries in neutron experiments are designed to study differ-
ent structures. These different scattering geometries can probe a variety of length scales
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Figure 3.13: The geometry of a GISANS experiment with which a spin cycloidal struc-
ture lying in-plane of a BiFeO3 thin film can be measured.
ξ. In this thesis, the spin cycloid with a period of 62 nm in (111)-oriented epitaxial
thin film of BiFeO3 is investigated. This structure has a very large length scale and is
parallel to the film surface, as shown in Fig. 3.13. In order to study this large magnetic
structure in a thin film surface, the GISANS technique was used.
Using grazing-incidence geometry, it is possible to distinguish three scattering ge-
ometries (shown in Fig. 3.13): specular reflection, scattering in the incidence plane
and scattering perpendicular to the incidence plane (GISANS). Among them, GISANS
probes in-plane features in the range 3 nm < ξ < 100 nm, which is a perfect technique
to study the incommensurate spin configuration in BiFeO3 thin films.
The technique of GISANS is based on the propagation of an evanescent wave along
the surface. When the grazing angle gets close to the critical edge, the evanescent
neutron wave penetrates deeply into the sample and possibly but undesired also the
substrate. As long as the grazing angle is smaller than the critical angle, the incident
neutrons will be totally reflected. Therefore, the beam can only interact with the sample
surface and detect large in-plane structures.
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The geometry of the GISANS experiment to investigate the spin cycloid in (111)
BiFeO3 is shown in Fig. 3.13. The cycloid magnetic structure with a 62 nm length scale
would give a signal of around Q = 0.01 Å−1. This small Q value requires a long counting




BiFeO3 Epitaxial Film Deposition
and Characterisation
Among all multiferroic materials, BiFeO3 is the most studied and exhibits ferroelectric-
ity [38], antiferromagnetism [155] and the white-light photovoltaic effect [156] at room
temperature. This makes it a very promising candidate for future applications. In-
terestingly, it has an incommensurate antiferromagnetic order making it an important
model to study an incommensurate magnetic structure and multiferroic physics. The
study of BiFeO3 started in the 1960s. Limited by the poor crystal quality, early studies
encountered many problems and no applicable devices were fabricated in the last cen-
tury. The research interest of BiFeO3 surged again after a large remnant polarisation
in a BiFeO3 thin film was discovered in 2003 [38].
Due to the incommensurate spin cycloid [155], the magnetoelectric coupling in
BiFeO3 is weak [15, 157]. This slows down the development of future applications
based on this promising room-temperature multiferroic material. Moreover, the spin
cycloid has never been directly observed in the BiFeO3 thin film due to poor thin film
quality [158]. As this spin cycloid directly affects the magnetic structure and the mag-
netoelectric coupling in BiFeO3, it is of great importance to study it and to learn more
about the interplay between the magnetic and ferroelectric ordering in the BiFeO3 thin
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film, in which form the applicable devices should be fabricated.
The existence of the incommensurate spin structure makes BiFeO3 a very important
material to understand multiferroic physics. Sosnowska and co-workers [155] firstly
reported the incommensurate spin cycloidal structure in a BiFeO3 single crystal in 1982.
This cycloid was reported to have no spin reorientation from 4 K to room temperature
based on investigations using neutron scattering [14]. However, anomalies were observed
in Raman [159, 160], optical reflectivity [161], µSR [162], impedance and mechanical
spectroscopy [163, 164] measurements in bulk BiFeO3 at around 200 K. The anomaly
exhibits a strong magnetoelastic coupling and a small coupling to polarisation. It has
been suggested that this anomaly can be explained by the spin reorientation [159–161,
163, 164] or the spin-glass behaviour [165]. However, the origin of this anomaly is still
controversially debated.
The spin cycloid plays an important role in the multiferroic properties of BiFeO3.
It averages out the linear magnetoelectric coupling and the weak ferromagnetism in
BiFeO3. Only higher orders of magnetoelectric coupling in BiFeO3 are allowed [15,157].
In this case, a large external magnetic field (∼ 200 kOe) is needed in order to break
the spin cycloid structure and to achieve the linear magnetoelectric coupling in BiFeO3.
However, how this incommensurate magnetic structure varies with the magnetic field
and electric field has not been reported yet.
The properties of BiFeO3 single crystals have been extensively studied, whereas the
properties of BiFeO3 thin films have not been comprehensively investigated because
epitaxially grown BiFeO3 thin films of high quality are very difficult to fabricate. It was
reported that the spin cycloid was destroyed by the epitaxial constraint in the (111)c-
oriented film [158]. Moreover, in 2013, an evidence of the spin cycloid in BiFeO3 was
discovered indirectly by engineering the strain in epitaxial thin films [166]. However,
limited by the poor quality of films, spin cycloid has never been directly observed in
BiFeO3 thin films.
As the spin cycloid in BiFeO3 directly modifies the magnetic structure and weakens
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the magnetoelectric coupling of this multiferroic material, a thorough investigation of
this incommensurate spin cycloidal structure and magnetoelectric coupling in relation to
the spin cycloid in BiFeO3 thin films is desperately needed. Therefore, in this project,
the deposition of high-quality BiFeO3 epitaxial thin films was proposed followed by
characterisations of the spin cycloid. The incommensurate structure at around 200 K
was also studied to explore the origin of the potential “transition”. It was also proposed
to study the evolution of the cycloid under external magnetic and electric fields as well
as strain in order to obtain a better understanding of the cycloidal structure as well as
the magnetoelectric coupling in BiFeO3 thin films.
4.1 Introduction to BiFeO3
BiFeO3 is one of the most extensively studied multiferroic materials as it shows multi-
ferroic properties at room temperature. It is known as a G-type antiferromagnet with
a Néel temperature TN = 370
◦C [167]. Its ferroelectric ordering was firstly reported in
1970 [168] with a Curie temperature of TC = 820
◦C - 850 ◦C. In 2003, Wang reported
a huge remnant polarisation in an epitaxial BiFeO3 thin film, which is 15 times larger
than that found in the bulk [38].
However, the magnetic moments in BiFeO3 do not align perfectly antiparallel with
each other as an antiferromagnet. They were reported to have an incommensurate spin
cycloid [155]. The spin cycloid weakens the magnetoelectric coupling in BiFeO3 [15,157].
In this section, the structure, magnetoelectric coupling and spin cycloid in BiFeO3 will
be reviewed.
Crystal structure
BiFeO3, as shown in Fig. 4.1, belongs to the R3c space group with the lattice parameter
of ahex = 5.58 Å and chex = 13.87 Å [169]. In many papers, the structure of BiFeO3
is described in the pseudocubic frame to show that it has a distorted perovskite ABO3
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Figure 4.1: The crystal structure of BiFeO3 in a hexagonal base. The FeO6 octahedra
are highly distorted and rotated along the [001]hex (or [111]c) of the crystal. Due to the
6s lone pair electrons of the Bi, the Bi ion has a displacement from the centrosymmetric
position, which allows the ferroelectric distortion along the [001]hex (or [111]c) threefold
axis [170].
structure. This means the [111]c is parallel to the [001]hex plane with a lattice parameter
of arh = 3.965 Å and a rhombohedral angle of αrh = 89.3
◦ - 89.4◦ at room temperature
[15]. As shown in Fig. 4.1, its rhombohedral symmetry can be derived from an ideal
cubic perovskite (Pm3̄m) by two types of distortions: the tilting of the FeO6 octahedra
along the [111]c direction and the displacement of the anion and cation leading to
ferroelectricity in BiFeO3.
The crystal structure of BiFeO3 is very complicated in the higher temperature region
(above room temperature). According to the most complete study of the BiFeO3 phase
diagram, it has three distinct solid phases above room temperature and below the
melting point (960 ◦C) [171]: the rhombohedral α-phase below 830 ◦C (related to
ferroelectric-paraelectric transition); an intermediate β-phase in the region of 830 -
925 ◦C; and a cubic γ-phase with a space group of Pm3̄m in the region of 925 -
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933 ◦C before decomposition. The symmetry of the β phase is rather controversial.
First-principle calculation has predicted that above Tc the structure changes into a
tetragonal phase I4/mcm [172]. However, an X-ray powder diffraction (XRPD) study
revealed that the space group of BiFeO3 is C2/m [172] or P21/m above the critical
temperature [173]. Neutron scattering measurements, which are more sensitive to the
position of the oxygen, indicate that the β phase is orthorhombic with the space group
Pbnm [171].
Ferroelectricity
The 6s2 lone electron pairs of the Bi3+ ion result in Bi 6p orbitals coming energetically
closer to the O 2p orbitals in BiFeO3. The hybridisation between these two orbitals
drives the Bi cation towards the neighbouring O anion leading to structural distortions
in BiFeO3 [170]. The relative displacement of the negative and positive charge centres
in BiFeO3 occurs along the [111]c direction, as shown in Fig. 4.1. Thus, a spontaneous
polarisation is permitted along this threefold axis.
A bulk ferroelectricity only 6 µC/cm2 in BiFeO3 was firstly measured in 1970 [168].
The small value of the polarisation was limited by the large leakage current in the
sample [38]. However, a large spontaneous polarisation was expected because of the
large displacement of atoms from the centrosymmetric position in the R3c space group.
The ab initio calculation also agrees with the prediction that bulk BiFeO3 can offer
a large polarisation of up to 90 to 100 µC/cm2 [174]. By improving the quality and
reducing leakage currents, a larger polarisation was finally measured in a BiFeO3 thin
film (55 µC/cm2) [38] and single crystals (100 µC/cm2 in the [001] direction) [175] more
than 30 years after the first reported polarisation measurement in a bulk sample.
However, ferroelectricity in BiFeO3 thin films may be highly influenced by the strain
introduced during the film fabrication. Even though the absolute value of the sponta-
neous polarisation in films with different strain remained constant [176], the polarisation
axis was no longer along [111]c but rotated slightly away [177] in the presence of strain.
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This is because that the strain in BiFeO3 thin films can change the displacement of the
negative and positive charge centres or the symmetry of the thin film [178, 179]. This
then affects the ferroelectric properties in BiFeO3 thin films. However, the piezoelectric
constant of BiFeO3 is small. Hence, the structural change is relatively small when the
strain is induced in thin films. Thus, the change of ferroelectricity due to strain effects
is not significant [15].
Another factor that complicates investigations on ferroelectricity in BiFeO3 thin
films is the large leakage current. The large leakage current in BiFeO3 is normally a
significant problem even in bulk samples. With a large leakage current, the polarised
current is difficult to detect, and the ferroelectricity cannot be properly investigated.
There are three possible leakage current mechanisms: interface-limited Schottky emis-
sion, bulk-limited ohmic (or space-charge-limited conduction) and bulk-limited Poole-
Frenkel emission. In the case of the Schottky emission, the Fermi energy difference
between BiFeO3 and the contacting metal results in a current across the interface [180].
In contrast to the interface limited mechanism, leakage current can also have a bulk-
limited source, which is formed by free carriers trapped by oxygen vacancies in BiFeO3.
With a small applied electric field, electrons can be injected and this will result in a
drift current (Ohmic conduction). When more electrons are injected under a larger
electric field, unbalanced space charges occur. As a consequence, the leakage current
has a space-charge limited source [181]. At high temperatures, the thermal energy is
sufficiently large to enable the so-called Poole-Frenkel emission in the material. Due
to random thermal fluctuations, charges, which are trapped in localised states at low
temperatures, start to hop between different trap centres. This could also be a source
of the leakage current in BiFeO3 [182]. In pure and high-quality bulk BiFeO3, oxygen
vacancies can be well controlled. The DC resistivity in a pure bulk BiFeO3 can be as
large as 1010 Ohm·cm at room temperature [183], which means that the leakage current
in a high-quality bulk BiFeO3 can be very small. However, it is more difficult to re-
duce defects, and oxygen vacancies are harder to control in thin films. As a result, the
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leakage current problem in BiFeO3 thin films is even worse than in the bulk material.
In summary, mechanisms of the leakage current in BiFeO3 thin films are complicated
and normally depend on the thin film quality. High-quality thin films, which may have
smaller leakage currents, are needed to lower the influence of the leakage current when
measuring the electric polarisation in BiFeO3 thin films.
Magnetic order in BiFeO3
The antiferromagnetic order in BiFeO3 was first detected with the neutron diffraction
technique and was classified as G-type with a Néel temperature of 643 K [185]. Each
Fe3+ parallel spin is surrounded by six antiparallel spins on the nearest iron atoms.
However, the spins are not perfectly antiparallel. A spatial-modulated spin cycloidal
structure with an incommensurable period of 620 Å was revealed in BiFeO3 [155], as
shown in Fig. 4.2 (a) and (b). The cycloid propagates along the [110]hex or the [101̄]c
direction in bulk BiFeO3 [155,184].
It was believed that there is no structural or magnetic phase transition between
room temperature and 4 K, and that the antiferromagnetic structure dose not change
with temperature in this temperature range. Ref. [14] proved that there is no change
of the time-averaged spin projection over the cycloid plane at low temperatures from
the neutron diffraction measurement. Zalessky’s group, however, revealed that the
spin cycloid is distorted at low temperatures with a neutron spin echo study [186].
This disagreement between neutron diffraction and spin echo measurements may be
explained by the dynamic sensitivity of the neutron spin echo technique [187]. In a
neutron spin echo experiment, the Larmor precession of the neutrons’ magnetic moment
is used as an internal clock to record the transit of the individual neutrons through two
large solenoids before and after the measured sample. It directly measures the real
part of the intermediate scattering function, and it is used to study slow dynamics
in materials. Therefore, a neutron spin echo experiment can often measure dynamic
processes whereas a diffraction experiment cannot.
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Figure 4.2: (a) The hexagonal lattice of BiFeO3 (only iron and oxygen ions are shown).
The arrows indicate the Fe3+ moment and the spin cycloid is roughly indicated [155]. (b)
The schematic representation of the 62 nm spin cycloid in BiFeO3. The blue and green
arrows are canted antiferromagnetic spins with a cycloidal structure. The total moment,
represented by the purple arrows, averages out resulting in a zero net magnetisation in
BiFeO3 [184].
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However, two anomalies at 140 and 200 K were observed in the measurements of
magnetisation, magnetic susceptibility, Raman spectroscopy, optical reflectivity, impedance
and mechanical spectroscopy and muon spin spectroscopy. This can potentially be a
sign of spin reorientation in BiFeO3. The 140 K anomaly has already been interpreted as
a surface phase transition [165]. However, the origin of the 200 K anomaly is still a con-
troversial issue. It has been suggested to be a result of a spin reorientation [160,163,188]
or a spin-glass behaviour [165]. All the reports on the anomaly in BiFeO3 at around 200
K are listed in Table 4.1. This 200 K anomaly is clearly different from the 140 K tran-
sition: it has a strong magnetoelastic coupling and shows a change in spin dynamics.
Even though neutron scattering data showed that there is no spin reorientation between
4 K and room temperature, other techniques do observe a dynamic or magnetoelectric
process happening at around 200 K. This makes the “potential transition” at 200 K
interesting and important to be understood in BiFeO3.
Magnetoelectric coupling in BiFeO3
At room temperature, BiFeO3 crystallises in a polar group as a result of the tilted oxygen
octahedra. This will also cause the canting of spins due to the Dzyaloshinskii-Moriya
(DM) interaction. This DM interaction also leads to weak ferromagnetism. Apart from
this homogeneous DM interaction, there is also an inhomogeneous coupling in BiFeO3,
which means that the ferroelectric polarisation couples to the gradients of magnetisa-
tion. This inhomogeneous coupling results in an inhomogeneous spin structure: the
spin cycloid in BiFeO3. This spin cycloid averages out the linear magnetoelectric cou-
pling in BiFeO3. Therefore, the linear coupling constant αij in Eq. 2.1 is zero and only
higher orders of magnetoelectric coupling are allowed in BiFeO3.
If a large external magnetic field is applied, the magnetoelectric coupling and fer-
romagnetism recovers (Fig. 4.3) [157]. The magnetisation and polarisation have a non-
linear dependence on the magnetic field at low fields followed by transitions at a high
magnetic field around 200 kOe, as shown in Fig. 4.3 (a) and (b). The linear magneto-
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Table 4.1: Details of different techniques used to investigate the anomaly at around 200
K in BiFeO3.
Technique Temperature Sample Ref. Phenomenon
Raman spec-
troscopy
200 K (001)c single
crystal
[188] The one-magnon branch
at 2.28 meV saw an in-
creased intensity and nar-
rowing FWHM at 200 K.
Raman spec-
troscopy





∼ 230 K Ceramic bars [163] A large peak occurred at
230 K in modulus losses





∼ 200 K Both ceramic
and single
crystal
[163] The dielectric loss has a






[163] The FC and ZFC data
of the magnetisation mea-
surement show a difference





195 K (001)c thin film
(150 nm)
[161] Spin dynamics change at
140 K and 200 K.
µSR 140 K - 230 K Single crystal [162] Muon senses the internal
field and spin dynamics
change in this temperature
range.
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Figure 4.3: (a) Magnetoelectric effects in BiFeO3 at low fields. P is proportional to H
2
(quadratic magnetoelectric coupling). Above Bc = 200 kOe, P is linearly dependent
on H (linear magnetoelectric coupling) [15]. (b) Once the cycloid is destroyed, the
small canted magnetic moment is recovered. Zero-field magnetisation yields a small net
magnetisation of 0.3 emu/g [15,157].
electric effect, which is prevented by the spin cycloid structure, appears when H > 200
kOe, as shown in Fig. 4.3 (a). This indicates that a high magnetic field can destroy the
spin cycloid in BiFeO3 [15]. Meanwhile, the remnant magnetisation arising from the
canted spins also recovers at the same applied magnetic field, as shown in Fig. 4.3 (b).
Therefore, the linear magnetoelectric coupling and weak ferromagnetism are both al-
lowed if the spin cycloidal structure is destroyed by a large external magnetic field [15].
Moreover, at low fields, when the spin cycloid still exists, the magnetically induced
polarisation is found to be proportional to the square of the external magnetic field
(shown in Fig. 4.3 (a)). This confirms that only higher orders of the magnetoelectric
coupling are allowed if the spin cycloid exists in BiFeO3 [15].
Aside from a large applied magnetic field, epitaxial strain in BiFeO3 thin films is
also capable of destroying the spin cycloid. The latent antiferromagnetic component
that is hindered by the cycloid was reported to be released in a (111)c BiFeO3 thin
film because of the epitaxial constraint within the structure [158] (shown in Fig. 4.4
(a)) [158]. The presence of an induced magnetisation at low magnetic fields, which
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Figure 4.4: (a) Magnetisation properties of a (111)c BiFeO3 film and corresponding
crystal. Weak ferromagnetism recovers in the thin film [158]. (b) The magnetic phase
diagram of strained BiFeO3 thin films. When compressive strain is bigger than 1.7%
and tensile strain is bigger than 0.5% (blue columns), spin cycloid can be destroyed; if a
moderate compressive strain is applied (pink column), BiFeO3 thin film has a bulk-like
spin cycloidal structure propagating along the [11̄0]c direction; with moderate tensile
strain (yellow column), the propagation vector of the spin cycloid in a BiFeO3 thin film
change its direction towards [110]c [166].
is somewhat close to that of a homogeneous antiferromagnetic spin state, implies a
transition between cycloidal and homogeneous antiferromagnetic spin states with the
existence of epitaxial strains in thin films.
According to a more recent report, the spin cycloid can be tuned by the epitaxial
strain [166], as shown in Fig. 4.4 (b). With a high epitaxial strain (both tensile and
compressive), the spin cycloid is found to be destroyed in the epitaxial (001)c orientated
BiFeO3 film and antiferromagnetism recovers. This is similar to the case given in Fig.
4.4 (a). However, when moderate strain was applied, the spin cycloid is still present.
With moderate compressive strain, bulk-like spin cycloid along [11̄0]c is observed in the
same oriented thin film structure. Whereas, for moderate tensile strain, spin cycloid
still exists but the propagation vector is along [110]c.
In summary, BiFeO3 is a promising multiferroic material possessing both antiferro-
magnetism and ferroelectricity at room temperature. However, a spin cycloid in BiFeO3
prevents a linear magnetoelectric coupling. Only a large external field (H > 200 kOe)
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or epitaxial strain in thin films can suppress this spin cycloid. Whether this cycloidal
structure has a spin reorientation below room temperature is still contentious as many
techniques observe a magnetoelastic or spin dynamics related anomaly at around 200 K
while a neutron diffraction experiment showed no spin reorientation between 4 K and
room temperature. Moreover, this spin cycloid has not been well studied in BiFeO3
thin films due to current low quality of the films.
4.2 BiFeO3 Epitaxial Thin Film Deposition
A high-quality epitaxial thin film of BiFeO3 is needed in order to investigate the spin
cycloid in its thin film structure. Successful fabrication of epitaxial BiFeO3 thin films
with high quality were reported using pulse laser deposition (PLD) [166,189]. However,
if the thin film thickness is less than 300 nm, the epitaxial strain is large, which may
destroy the spin cycloid in BiFeO3 [166]. Therefore, thicker films are needed as the strain
effects on the layers far away from the film-substrate interface are smaller. However,
films deposited using the PLD technique were usually not thick enough as the laser only
ablates a small area of the target and the deposited film cannot grow thicker when this
small area of the target becomes exhausted. In order to grow a thicker BiFeO3 film, a
radio-frequency (RF) magnetron sputtering deposition was therefore employed in the
current project.
4.2.1 Epitaxial thin film deposition by RF plasma sputtering
In an epitaxial thin film growth, the atomic arrangement of the film matches that of the
crystalline substrate. There are two types of epitaxy: homoepitaxy and heteroepitaxy.
Homoepitaxy refers to the epitaxial growth where the film and substrate are the same
material with the same crystal structure and orientation. Heteroepitaxy refers to the
film growth where the film is a different material from the substrate. In this project,
heteroepitaxial deposition was used as there was no available BiFeO3 single crystal
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substrates. The heteroepitaxy is more complex because the growth must accommodate
compatibility issues between the film and substrate.
RF plasma sputtering with a substrate heating system was developed to fabricate
epitaxial BiFeO3 thin films. During the deposition process, the depositing temperature
and the deposition rate can affect the quality of epitaxial films. It is essential to
optimise the growth conditions. In addition, for the epitaxial growth of BiFeO3, which
is an oxide material, the oxygen partial pressure is also an essential factor, since it
affects the concentration of the oxygen vacancies in the deposited films.
Deposition methods RF magnetron sputtering is employed to fabricate the epitax-
ial BiFeO3 thin films. In the sputtering system, which is shown in Fig. 4.5, energetic
ions from the plasma of a gaseous discharge bombard a target acting as the cathode
of the discharge. Target atoms are ejected and impinged onto a substrate to form a
coating on the substrate. Then, the charges travel to the grounded deposition chamber
to complete the circuit. During the process, magnets in the sputter gun are utilized to
confine the plasma in order to achieve an efficient bombardment. Magnetron sputtering
employs a DC or RF supply depending on the conductivity of the target. If the target
material is a conductor, a circuit is formed between the cathode and anode through the
conducting target. However, if the target is an insulator such as BiFeO3, an RF supply
is required. In an RF circuit, the sign of the anode-cathode bias is varied at a high rate
in order to prevent charge build up on the chamber surface.
Substrate choice The choice of the substrate is limited by various factors including
the crystal symmetry, orientation and lattice mismatch. A similar crystal symmetry and
the same orientation is required for the film to follow the pattern of the substrate and
achieve a good epitaxy. For BiFeO3 thin films, SrTiO3 single crystal substrate, which
has a similar perovskite structure, has been suggested to be a good substrate [190]. The
lattice mismatch is defined as the difference between the lattice parameters of the film
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Figure 4.5: An illustration of the RF sputtering system: target ions are bombarded by
energetic ions from plasma, such as Ar plasma, and then ejected to the substrate. The
whole RF circuit is powered by an RF power supply with a fixed frequency of 13.56
MHz and the impedance is tuned with an external matching circuit.






where M is the lattice mismatch between the substrate and the film and af , as are the
lattice parameter of the film and the lattice parameter of the substrate, respectively.
For the SrTiO3 substrate, its lattice parameter is 3.905 Å, which is very close to the
pseudocubic lattice parameter of BiFeO3 (3.965 Å). This means that the mismatch
between the substrate and the film is only 1.5%, which is relative small compared to
other substrate candidates whose M > 2% [166]. However, the high dielectric constant
of SrTiO3 may create difficulties when electric and magnetic measurements are carried
out on the sample. Therefore, a conducting SrRuO3 layer with a similar structure
to both BiFeO3 and SrTiO3 with a lattice parameter of 3.93 Å was employed as a
intermediate layer. This layer provides a smaller lattice mismatch (0.9%) and it can
act as a buffer layer as well as an electrode during electrical property measurements.
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Crystallisation temperature The deposition temperature has a direct effect on
the epitaxy of the thin film. In general, it is more likely to achieve epitaxy with higher
substrate temperatures. This can be explained by the higher mobility of the deposited
atoms at the substrate surface at higher temperatures. BiFeO3 thin films deposited
by PLD were found to be well crystalline with the substrate temperature above 550
◦C [190, 191]. It is also worth noting that BiFeO3 decomposes and bismuth starts to
escape when T > 850 ◦C. Therefore, it was preferable to keep the substrate temperature
between 550 and 850 ◦C, so that substrate heating apparatus is needed to achieve a
good crystallisation of BiFeO3 films.
Gas pressure During the deposition of BiFeO3 thin films, the total gas pressure and
the oxygen partial pressure affect the epitaxy of the deposited films. Moreover, the total
gas pressure in an RF sputtering system determines the mean free path of the plasma.
With the increase of the gas pressure, the mobility of the particles will decrease near the
substrate. Thus, in order to achieve high quality epitaxial films, a low gas pressure is
needed. But with a low total gas pressure, the population of the energetic ions is small
leading to a low deposition rate. Therefore, the gas atmosphere needs to be adjusted
carefully to achieve a trade-off between the film quality and the deposition rate.
Considering the oxides deposition, oxygen partial pressure is also a very impor-
tant parameter that needs to be considered. Oxygen helps BiFeO3 to maintain its
stoichiometry in the thin film during the deposition process. However, a high oxygen
partial pressure can introduce extra Bi2O3 in a deposited film [192]. Wu [190] reported
a successful fabrication of (111)-oriented BiFeO3 films using a 10 mTorr deposition pres-
sure with the ratio of Ar : O2 = 4 : 1. This ratio was also employed in the deposition
of BiFeO3 films in this thesis.
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4.2.2 Deposition system development
In this project, a vacuum chamber with a magnetron sputter gun, substrate heating
apparatus, cooling systems, gas supplies and a gas analysis module was built for the
deposition of BiFeO3 thin film. An illustration of the system’s cross-section and the
real components are shown in Fig. 4.6. It is an RF magnetron sputtering system with
the sputter gun sitting directly below the substrate. The sputter gun is connected to
the RF power supply through a coaxial cable at the bottom. The distance between the
sputter gun and the substrate can be varied from 5 to 20 cm by adjusting the position
of the substrate heater, to which the substrate is attached. As shown in Fig. 4.6 (c), in
addition to the bottom port for the sputter gun and top port for the heater plate, there
are three ports at the sides of the chamber. Port 1 is for a window (the front window
in Fig. 4.6 (b)) to monitor the plasma and deposition in the system. Port 2 is a small
one and is connected to external argon and oxygen pipelines. The flow of the gases is
controlled by needle valves. Port 3, which is the biggest port, is shared by a pumping
system and a residual gas analyser (RGA), which is used to analyse the gas composition
during the thin film deposition. In order to achieve this sharing, a T-piece with a valve
is connected to it. The pumping station here helps to keep the chamber where the
RGA sit in a reasonable pressure. There is a tiny hole on the valve, which allows some
gas samples from the main chamber to reach the RGA when the total pressure in the
chamber is much higher than the working pressure of the RGA (∼ 10−5 mbar) during
the RF sputtering process.
Before the deposition, the height of the heater was adjusted and the substrate was
attached to the centre of the bottom stainless steel plate with carbon paste. Then, the
whole system was pumped down by a pumping station connected to the top plate of
the system to achieve a reasonable vacuum of ∼ 5× 10−6 mbar. Once a good vacuum
was obtained, argon gas flew into the chamber several times and cycled for about 10
minutes in order to reduce the nitrogen and water and other contaminations in the
chamber. Then, the total and oxygen partial pressure were carefully tuned to the right
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Figure 4.6: (a) An illustration of the cross-section of the deposition system. (b) the
overview of the real system. (c) An internal view of the deposition chamber. (d) The
substrate heater attached to the top plate.
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conditions by adjusting the needle valves.
Halogen lamps were used to heat the bottom stainless steel plate, to which the sub-
strate was directly attached. An illustration of the cross-section and the real apparatus
are shown in Fig. 4.6 (a) and (d), respectively. A thermocouple was mounted at the
edge of the substrate to monitor the temperature near the centre area. The performance
of the heater was good and stable and can reach 690 ◦C within 3 minutes, as shown
in Fig. 4.7. After reaching the set temperature, 10 minutes waiting time was set to
allow the SrTiO3 substrate to achieve the thermal equilibrium at the set temperature.
During the whole deposition process, cooling water was flowing through the heating
metal block to keep the whole chamber at a reasonable low temperature. This mea-
sure protects the sputter gun and electric circuits in the chamber from any potential
damage. A test was conducted in a testing chamber to monitor the temperature in a
position of 12 cm below the substrate, where the sputter gun should sit. It is shown in
Fig. 4.7 (inset) that the temperature of the sputter gun was kept below 30 ◦C during
the whole heating process (the substrate was heated to 690 ◦C, kept for 265 second and
cooled below 200 ◦C, as shown in Fig. 4.7). It can cool the sputter gun area efficiently
and keep the temperature sufficiently low to protect the gun from thermal damage.
4.3 Results
Once the deposition system was developed and tested, a lot of effort was put into
epitaxial BiFeO3 thin film deposition using this custom-built RF sputtering system.
The deposited films were initially planned to be used for further characterisation of
their multiferroic properties and the spin cycloid. However, a high-quality thin film
could not be fabricated due to technical problems, which will be discussed later in this
section.
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Figure 4.7: The temperature of the substrate position (a thermocouple was mounted to
the position where the substrate usually sits) when the setting temperature was 690 ◦C.
The inset shows the temperature at the position of the sputter gun in the deposition
chamber under a typical deposition pressure. The cooling system keeps the sputter gun
area at a reasonable temperature.
4.3.1 Thin film deposition
Films were firstly grown on glass substrates without substrate heating in order to in-
vestigate the relationship between the deposition conditions and the thickness of the
films. This relationship is shown in Table 4.2. It is clear that a low total pressure and
high RF power were helpful for obtaining thick films and the system adjustments were
sufficiently good to grow a thick film of up to 750 nm or thicker. As discussed, it is
important to use a relatively slow growth rate in order to achieve a good epitaxial film.
Therefore, a trade-off between the growth time and the growth rate was apparent. An
RF power of 50 W, a distance between substrate and sputter gun of 5 cm and ∼ 0.04
mbar total deposition pressure were chosen. A good gas ratio of O2 : Ar = 1 : 4 [190]
was used to sputter BiFeO3 thin films and the gas composition was monitored by the
RGA. A BiFeO3 film on glass with a thickness of 450 nm grown under this condition is
shown in Fig. 4.8. The growth rate of the films with a substrate-target distance higher
than 7 cm is very small. These rates are not added to Table 4.2.
130















50 0.048 1:3.8 7 10 55 5.5
50 0.045 1:4 7 10 55 5.5
50 0.035 Pure Ar 7 10 62 6.2
50 0.037 Pure Ar 7 15 90 6
50 0.042 1:3.8 5 15 150 10
50 0.035 1:4 5 60 750 12.5
80 0.037 1:4 5 10 400 40
50 0.038 1:5.8 5 15 180 12
80 0.040 1:4.1 5 10 380 38
80 0.050 1:4 5 15 420 28
Figure 4.8: An example of the BiFeO3 film on a glass substrate deposited using the
conditions discussed in the text.
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Even though the RF sputtering deposition system and the substrate heater work
perfectly individually, they were found to be not compatible with each other during
hot sputtering experiments. The distance between the electrodes of the lamps and the
sputter gun was only about 10 cm, which means that they were very close in the system.
After plasma was generated, it can easily travel into the heater and short-circuited the
halogen lamps. Once the plasma shorted the current in the heater, the fuses in the
protecting circuit and the fuse of the laboratory burnt as the circuit between the lamp
electrodes and the grounded vacuum chamber was shorted. A possible solution would
be shielding the electric circuit from plasma, which will include the rebuilding the
substrate heater. This development have taken too much time for this PhD work. In
order to continue the investigation on BiFeO3, epitaxial thin films were then taken from
the Bouyanfif’s group in Université de Picardie Jules Verne. They fabricated BiFeO3
epitaxial films with high quality deposited with a PLD system.
4.3.2 Characterisations of BiFeO3 thin films
To characterise the ferroelectric properties of BiFeO3 thin films, a ferroelectricity mea-
surement system was built. This system was integrated into a superconducting magnet
in a cryostat, which can provide a 70 kOe magnetic field and a temperature as low as
2 K. With this cryomagnetic system, the magnetic field evolution of the polarisation-
electric field (PE) loop can be measured at different temperatures. Meanwhile, the spin
cycloid was studied using the grazing-incident small angle neutron scattering.
Electric polarisation in BiFeO3 thin films
Multiferroic properties was initially proposed to be investigated by measuring PE loops
of BiFeO3 thin films with applied magnetic fields. If an electric bias is applied to a
ferroelectric sample, where the centres of the positive and negative charges are not the
same, the polarisation will be aligned by the external electric field. When this external
electric field changes, the direction of the electric polarisation would change resulting
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in a charge transfer in the circuit. In an ideal case when the measured sample has no
leakage current, this charge transfer in the sample can be obtained by integrating the







where Cp is the moving charge in the circuit due to the spontaneous polarisation in a
ferroelectric sample. The polarised current corresponding to the spontaneous polarisa-
tion alignment with an electric field is described by the current density Jp. P , A and
t are the polarisation in the ferroelectric sample, the device area and the time, respec-
tively. The measured current through the film has two origins, namely the polarised
current (IP ) and the leakage current (IL):
Imeasured = IL + IP . (4.3)
The big leakage current IL in BiFeO3 is the main obstacle for device applications. It
is believed that the leakage current originates from the free carriers trapped by oxygen
vacancies [194]. The value of the leakage current may vary with the films’ quality as
well as the working temperature and the applied electric field. Normally, the leakage
current is expected to increase with the temperature because the mobility of the oxygen
vacancies is higher at elevated temperatures. Therefore, it is important to measure the
polarisation current at low temperatures in order to limit the influence of the leakage
current in BiFeO3 thin films.
According to this basic principle, a polarisation measurement system based on the
method in Ref. [193], with a customised measuring script, was built. The schematic
setup of the measurement is shown in Fig. 4.9. A two-channel 30 MHz Agilent 33500B
waveform generator was used to generate a sine wave. Since the dielectric properties
of BiFeO3 thin films are frequency dependent [15], the frequency of the applied volt-
age was treated as an important parameter in the measurement. Then, the signal was
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Figure 4.9: An illustration of the polarisation measurement system. A computer was
used to control the experimental setup and to acquire the data. Details of the equipment
are discussed in the text.
amplified by a Trek 610E high-voltage amplifier and then fed into the sample sitting
in the cryomagnet. The current through the sample is then converted into a voltage
by a Stanford Research System SR570 current-voltage converter and finally read by a
Tektronix TD2001C oscilloscope. To acquire the data, a software was also developed
using Labview. In the software, all pieces of equipment included in Fig. 4.9 were auto-
matically controlled. The measured voltage from the oscilloscope was collected by the
measuring script and the polarised current was then calculated (using the conversion
ratio chosen in the SR570 current-voltage converter) and integrated to be the polari-
sation according to Eq. 4.2. This data acquisition process was automatically done in
the software and can be shown on the software window and stored in the computer
instantaneously.
When measuring the electric polarisation of a material, an external electric field E
should be applied. With the external electric field, dipole moments in the material can
be aligned nearly linearly proportional to the applied field. This is called the dielectric
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polarisation, as shown in Fig.4.10 (a). In the case of a ferroelectric material, sponta-
neous polarisation can exist, be poled and switched by an external electric field. In
polycrystalline and non-perfect single crystalline ferroelectrics, the ferroelectric grains
are always split into many domains as a consequence of the complex set of the bound-
ary conditions in the material. The application of an electric field will reduce or even
remove domain walls. As shown in Fig. 4.10 (b), the switching of the domain walls in
the material means that the polarisation in a ferroelectric material can be reversed by
an external electric field and shows a hysterestic behaviour. If an applied electric field
is sufficiently small to switch domains with non-preferable directions, the polarisation
increases linearly with the field amplitude, as shown by the segment OM in Fig. 4.10
(b). With increasing field, the polarisation of domains with non-preferable directions
starts to switch towards directions as close as possible to the direction of the applied
electric field. Thus, the measured charge density is dramatically increased and the
polarisation response in this region is strongly non-linear (segment MA). After all the
domains are aligned (at the point A), the ferroelectric performs as a linear dielectric
again, as shown in segment AB. When the field strength decreases, the polarisation of
some domains will relax owing to thermal excitations resulting in a gradual decrease of
the polarisation (segment BC). At zero field, many domains still keep their polarisation
leading to a non-zero net polarisation in the material. A reversed field is needed to
reach the zero-polarisation state (at the point N). A further increase of the reversed
field will then result in a realignment of dipoles (segment ND) until it saturates at point
D and become linearly again in the segment DE. Then, the reversed field strength is
reduced to zero (segment DG) and reversed (segment GA) to complete the cycle. This
polarisation hysteresis is a characteristic behaviour of a ferroelectric material.
Before measuring BiFeO3 thin films, a standard resistor and capacitor were measured
to test the reliability of the self-developed PE measurement system. Fig. 4.11 (a) and
(b) show the PE behaviour of a resistor and a capacitor, respectively measured with
this system with a sine-shaped applied AC voltage. For the PE behaviour of a resistor,
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Figure 4.10: (a) Dielectric polarisation of a non-ferroelectric material. (b) Electric
polarisation of a ferroelectric material.
it should be a circle (or ellipse) with the centre in the origin. The polarised current




∼ -cos(ωt), where ω is the frequency of the applied voltage and E
∼ sin(ωt). In a measurement, as shown in Fig. 4.13 (a), the resistor had a circle-shaped
PE loop, which is exactly what it should be. While in the case of an ideal capacitor, the
polarisation behaves the same as the dielectric polarisation, as shown in Fig. 4.10 (a)
and should follow a straight line. The ceramic capacitor measured in the experiment did
not perform as an ideal capacitor, as shown in Fig. 4.13 (b). This may be caused by the
small leakage current, which has the same phase as the applied voltage. In a non-ideal
capacitor, this result is reasonable. In conclusion, the measurements based on a resistor
and a capacitor were successful and demonstrated that the measurement system and
software can work properly to measure the ferroelectric properties of a material.
For the polarisation measurement in the BiFeO3 thin film, a film device was pre-
pared with a BiFeO3 (BFO)/SrRuO3 (SRO)/SrTiO3 (STO) structure by the Bouyan-
fif’s group. Above the BiFeO3 layer, an array of indium tin oxide (ITO), having a good
conductivity and harder than most of metal contacts, was chosen as point cathodes.
The ITO point contacts were 0.5 mm in diameter. The film was clipped down to the
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Figure 4.11: (a) A screenshot of the “PE” hysteresis of a standard 2 kΩ resistor. P on
the y-axis is polarisation × area (not known in the packed resistor) and has a unit of
Column. The x-axis E is the applied voltage instead of the electric field as the thickness
of the resistor is also unknown. (b) The “PE” hysteresis of a 1 µF ceramic capacitor.
P is polarisation × device area and E is the voltage as the area and the thickness of
the purchased capacitor are also unknown.
sample holder of the cryomagnet (shown in Fig. 4.12(a)) by two copper contacts. One
of the contacts was connected to the SrRuO3 layer of the device and the other one was
connected to the ITO point contact. Details of the sample mounting and connection is
shown in Fig. 4.12 (b).
Before measuring the PE hysteresis loop, the current vs. voltage (IV) was mea-
sured on the a (001) BiFeO3 film device in order to determine the conversion ratio
Figure 4.12: (a) A sample holder used to test a BiFeO3 thin film sample in the PE
measurement system. (b) An illustration of how the sample was mounted and how
contacts were made during the measurement using the sample holder in (a).
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Figure 4.13: (a) The current density in the BiFeO3 thin film sample as a function of
temperature. (b) The measured PE hysteresis based on a large leakage current shown
in (a). (c) The first three IV tests on the BiFeO3 film.
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of the current-voltage converter. As shown in Fig. 4.13 (a), the measured current is
very large indicating that the film have a resistance of only several Ohm. The leakage
current density in the measured sample is nearly six orders of magnitude larger than
the reported leakage current density (6×10−6 A/cm2 at 80K with a 250 kV/cm applied
electric field) in a typical BiFeO3 film [195]. This observation is not very sensible as
pure BiFeO3 should be an insulator. Also, the current becomes smaller with increasing
temperature. This also contradicts the nature of the leakage current in BiFeO3. More-
over, it is found that the charge builds up during the measurements, as shown in Fig.
4.13 (c). The first measurement of a fresh film has a reasonable small current. But
in the following measurements, the current keeps increasing and can grow as much as
six orders of magnitude, even when the voltage is reduced. It is likely that the film
was broken down or burnt by the large leakage current and these measurements are
not valid for the estimation of the polarisation in this BiFeO3 thin film. However, the
reason for this problem still needs to be investigated thoroughly and will be done in
future work.
Therefore, the polarised current in this BiFeO3 film cannot be measured properly
with the existence of a large leakage current. One may be able to explain these data
with the nature of the sample or the measurement. If the polarisation is calculated
based on the current shown in Fig. 4.13 (a), then the calculated PE hysteresis loop is
like a circle (shown in Fig. 4.13 (b)). With other words, it behaved more like a resistor
instead of an expected ferroelectric-like hysteresis, indicating that IP was only a small
portion the total measured current. This also confirms that we measured the current
through a conducting material, which is unlikely to be BiFeO3.
Spin cycloid in BiFeO3 thin films
As previously mentioned, BiFeO3 is an antiferromagnetic material with an incommen-
surate spin cycloid along the [101̄]c direction. Due to the quality limitation of the thin
film, this spin cycloid has not been directly observed. Therefore, this spin cycloid in
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Figure 4.14: XRD characterisation on (a) the 900 nm BFO film on a STO substrate;
(b) the 300 nm BFO film on a STO substrate. They are (111)c oriented epitaxial films.
This data is provided by Dr. Houssny Bouyanfif.
the high-quality BiFeO3 (111) thin films was investigated using the neutron scattering
technique. As the spin cycloid, which is perpendicular to the [111]c direction, lies in-
plane of the sample, the grazing-incidence small angle neutron scattering technique was
utilised. This technique measures in-plane large-scaled structures. The experiment was
carried out on the SANS2D spectrometer at ISIS using small angle scattering geometry.
Two samples with thicknesses of 300 nm and 900 nm were measured.
The samples were deposited by the Bouyanfif’s group using PLD on (111) single
crystal SrTiO3 substrates. Before the neutron scattering experiment, both samples
were characterised using XRD, as shown in Fig. 4.14. It was confirmed that the 300 nm
and very thick 900 nm BiFeO3 films were (111)c oriented epitaxial thin films on STO
substrates.
The (111)-orientated BiFeO3 film was chosen for two reasons. First, the spin cycloid
has a length of 62 nm. If the spin cycloid is perpendicular to the film surface, a
significant number of this lengthscale is needed in order to support a cycloid, since
epitaxial strain on the structure of the perovskite unit cell can induce a number of
structural effects, such as polar cation shifts or rotation of the oxygen octahedra, that
result in a significant modification to the spin cycloid or even its destruction [166,196].
140
If the cycloidal structure lies in the plane of the thin film, it just needs to scale by
the ratio of the cycloid radius, which is shorter than the lengthscale of a single lattice.
Thus, using a film with the cycloid in the plane is more likely to maintain the spin
cycloid in the BiFeO3 film. Second, it was initially proposed to measure the evolution
of the cycloid with applied electric fields. [111] is the polarisation easy axis in BiFeO3.
Therefore it is easier to measure the magnetoelectric coupling using this orientation.
As discussed in Chapter 3, the GISANS technique can be used to probe the lateral
large magnetic structure. The spin cycloid, which lies in-plane of the BiFeO3 film,
should result in several diffraction peaks or a ring depending on the grain size and
dynamics in the sample. The diffraction peaks or ring will have a Q value of 2π/62 nm
= 0.01 Å−1, provided the cycloidal structure is present in the BiFeO3 thin film and it
has the same periodicity as in the bulk material.
Fig. 4.15 (a), (c) and (e) show the 2D neutron diffraction pattern for the 300 nm
sample at 300 K, the 900 nm sample at 123 K and the same 900 nm sample at 300 K,
respectively. The bright spot in the centre is the specular reflection point of the neutron
beam. For the 900 nm sample, two wing-like spots near the specular reflection point at
123 K (Fig. 4.15 (c)) appear compared to the 300 nm sample (Fig. 4.15 (a)). Taking
the cross-section of the spectrum at positions near (presented by the red line in the
figure) and away (presented by the black line in the figure) the wings, it is clear that the
spectrum of the 900 nm sample measured at 123 K has an obvious broadening (Fig. 4.15
(d)) compared with the spectrum of the 300 nm sample (Fig. 4.15 (b)). This broadening
ends at Q ∼0.01 Å−1, which is the right Q for the 62 nm incommensurate cycloid. As
reported, the strain in BiFeO3 thin film relaxes with increasing thickness [176] thereby
the spin cycloid is probably destroyed by strain in the 300 nm sample. The strain in
the 900 nm sample is smaller and the cycloid appears. Moreover, the diffraction volume
in the 300 nm sample is only 1/3 of the 900 nm sample. Judging from the weak signal
from the 900 nm sample, it is also likely that the diffraction signal from the 300 nm
was too weak to be observed during the limited counting time.
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Figure 4.15: GISANS data of (a) the 300 nm (111)-oriented BiFeO3 film measured at
300 K; (b) the cross-section of the lines in (a), where the red and black curves correspond
to the red and black lines in (a); (c) the 900 nm (111)-oriented film measured at 123
K; (d) the cross-section of the lines in (c); (e) the 900 nm (111)-oriented film measured
at 300 K; (f) the cross-section of the lines in (e).
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When measuring the same 900 nm sample at a different temperature, as shown in
Fig. 4.15 (c) and (e), the diffraction pattern is different. At 300 K, the wing-like feature
is less significant. If the slices near and away from the central point are also taken from
the 300 K spectrum, it is shown in Fig. 4.15 (f) that the broadening disappears at 300
K. This indicates that whatever causes the wing-like feature changes with temperature.
Maybe the dynamics of the spin cycloid lower the intensity of the modulation peaks.
Further investigations are still needed to understand the spin cycloid in BiFeO3 thin
films.
The data shown in Fig. 4.15 are noisy and the Q value corresponding to the 62
nm spin cycloid was very small. The data were collected using a large Q range but
better statistics is needed in the Q near 0.01 Å−1. Therefore, it is not reasonable to
draw any solid conclusion based on the current data set. Future experiments using con-
tinuous neutron beams have been proposed. It would be ideal to measure the cycloid
using a continuous neutron source with an instrument that is specialised in measuring
large-scale magnetic structures. This would make it possible to use neutrons with a
small range of Q near the interesting Q value and to count for longer time. Temper-
ature dependent measurements as well as the electric field and film strain dependent
measurements are also planned in the future.
4.4 Conclusion
This chapter discussed the unsolved problems related to the spin cycloidal structure
in BiFeO3 and effort of the BiFeO3 thin film deposition and the characterisation. A
working RF plasma thin film deposition system was built, but no epitaxial film could
be produced due to a compatibility problem of the substrate heater. Further devel-
opment of the deposition system is needed in the future. The automatic ferroelectric
measurement system was also developed and worked properly. However, the measured
BiFeO3 thin films had a large leakage current, which broke down the films during the
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measurement. More efforts are needed to reduce the leakage of the deposited thin films.
Characterisations of the spin cycloid in BiFeO3 thin films were carried out by the
grazing-incidence small angle neutron scattering. Two satellite peaks were observed
at around Q = 0.01 Å−1, which might correspond to the 62 nm cycloidal structure.
However, the data were of low quality since the data were collected using a large Q
range and the resolution at a small Q value was poor. Thus, no solid conclusion can be
drawn. Further investigations using a more specialised instrument to utilise neutrons
with a small range of Q just near the interested Q value are proposed in a further work.
If the leakage problem could be overcome, it would be interesting to continue the
investigation of the spin cycloid as a function of electric field and epitaxial strain. How
an electric field would affect the spin cycloid may provide more information about the
magnetoelectric coupling in BiFeO3. In Ref. [166], it was indicative that the properties
of the spin cycloidal structure vary with epitaxial strain. A more direct measurement
using neutron scattering could study how the spin cycloid is affected by the strain,
thereby understanding more about the role of epitaxial strain in BiFeO3 thin films.
In summary, the spin cycloid and magnetoelectric coupling in BiFeO3 thin films
were not properly investigated and the epitaxial thin film deposition also need further





Metal-organic frameworks are compounds containing metal ions or clusters linked by
organic bridging ligands. They have been studied for their potential applications in fuel
storage [48], gas purification [49], catalysis sensors [50] and novel magnetic materials [5].
Among these hybrid materials, the magnetic MOF belong to the branch of molecular
magnets and is of central importance for this work. In magnetic MOFs, the central
ions are often paramagnetic metals, in particular the first row of the transition metals.
These metal ions act as magnetic moment carriers. The exchange interactions between
the metal ions are realised via some organic bridging ligands. They act as connections
between the metal ions providing exchange paths for the magnetic moments. Therefore,
the structure and properties of MOFs can usually be adjusted by varying the organic
bridging ligands [5].
Tunability makes MOF a great approach to produce new multiferroic materials,
which are quite rare in nature. By modifying the organic frameworks, it is possible to
create MOFs with both ferroelectricity and (anti)ferromagnetism. The first multiferroic
MOF was reported in 2009. However, there have been just a few reports of multifer-
roic MOFs since then, including [(CH3)2NH2]M(HCOO)3 (M = Mn, Fe, Co, Ni) [16],
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[C(NH2)3]M(HCOO)3(M = Mn, Fe, Co, Ni, Cu, Zn) [17], (NH4)[M(HCOO)3](M = Mn,
Fe, Co, Ni, Zn) [18] and [NH2(CH3)2][Fe
IIIFeII(HCOO)6] [19]. The magnetic phase
transition temperatures of these reported multiferroic MOFs are far below room tem-
perature. Hence, it is essential to study the magnetism in these systems to explore
structure-property relations in order to find a way to improve the multiferroic proper-
ties in MOFs.
Even though the first multiferroic MOF was reported in 2009, the magnetoelectric
coupling in these systems was not studied when this project began in 2011. [C(NH2)3]-
[Cu(HCOO)3], called copper guanidinium formate (CuGF), was theoretically shown to
exhibit magnetoelectric coupling in 2011 [54]. Therefore, this multiferroic MOF was
chosen to study the magnetoelectric coupling. By understanding the magnetoelectric
coupling mechanism in MOFs, more details of the structure-property coupling in the
multiferroic MOFs should be obtained.
Moreover, the magnetic dimensionality of MOFs can also be controlled by tuning
the exchange pathways provided by the organic bridges [6–9]. As the exchange inter-
actions along all three dimensions can be easily controlled in MOFs, low-dimensional
magnetic systems can be realised, which are expected to be excellent platforms to study
low-dimensional magnetism and possibly quantum effects, such as quantum phase tran-
sitions in one-dimensional systems [10, 11] and the interference of the quantum spin
phase in “zero”-dimensional systems [12]. Among them, one-dimensional magnetic sys-
tems have attracted much attention as they can be treated from a theoretical point
of view much easier than two and three-dimensional systems [77]. It is a simplified
model which can provide a better understanding on some complicated general theoret-
ical problems [79].
Therefore, another reason why CuGF was chosen for this project was that it has
a one-dimensional magnetic chain in its magnetic structure [17]. As the exchange en-
ergy along the copper chains is much stronger than the energy between the chains, it
shows low-dimensional magnetic behaviour. To study the spin correlations and mag-
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netic properties of the strong correlated low-dimensional chain in CuGF is helpful to
understand low-dimensional magnetism and basic physics in magnetism.
In this chapter, the magnetic properties, one-dimensional magnetism and magneto-
electric coupling in CuGF will be discussed. Using zero-field µSR measurements, the
phase transition and the critical phenomenon are studied. A method to study the one-
dimensional magnetic correlation with the µSR technique will also be demonstrated in
Section 5.4.3. Finally in Section 5.5, the magnetoelectric coupling in CuGF will be
discussed.
5.1 Introduction to Copper Guanidinium Formate
Among magnetic MOFs, those with formate anions (HCOO-) have been less stud-
ied in comparison to others having short ligands such as cyanides, oxalates, acetates,
etc. Among those MOFs, one family that possesses the general structure [C(NH2)3]-
[MII(HCOO)3] (M = Mn, Fe, Co, Ni, or Cu) has drawn much attention recently. Due to
the Jahn-Teller distortion of the 3d9 electrons, the copper complex crystallises into a po-
lar group [17]. This is important for its potential multiferroic properties, and indeed the
ab initio calculation confirmed that the magnetism is coupled to the polarisation [54].
Due to the Jahn-Teller distortion, the magnetic structure of CuGF is non-trivial.
The anionic Cu-formate framework consists of Cu-O chains connected by the bridging
anti-anti formate ions through the short Cu-O formate bonds, which are in turn linked
by the long Cu-O formate bonds. As a result, this material displays one-dimensional
magnetism along the chain, as shown in Fig. 5.1 (c) [17].
CuGF exhibits three-dimensional spin-canted Heisenberg antiferromagnetism with
a Néel temperature of 4.6 K [17]. Below the Néel temperature, a spin-canting anti-
ferromagnetic structure was detected. Above the Néel temperature, a broad peak in
magnetic susceptibility arising from one-dimensional antiferromagnetic chain was ob-
served. The interchain exchange energy J = -5.4 K is much weaker than the intrachain
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Figure 5.1: (a) The structure of CuGF. (b) Side view of the crystal structure showing
the oxygen octahedra connected by the formate. (c) The Cu chain along the c-axis. (d)
The ab-plane showing that the Cu-O bonds have long (l), medium (m) and short (s)
lengths due to the Jahn-Teller distortion. (e) Atomic structure of a C(NH2)3 (left) and
Cu(CHOO) (right) unit [54].
one J ′ = -47.3 K [17].
5.2 Structure
CuGF has a perovskite crystal structure in a Pna21 space group with anionic metal-
formate frameworks of [Cu(HCOO)3]
− and Gua+ cations located in the nearby cubic
cavities. The copper ions are connected by the formate bridges. The structures of the
[Cu(HCOO)3]
− and Gua+ units are shown in Fig. 5.1 (e). The crystal of CuGF has an
orthorhombic structure with the lattice parameters a = 8.5212(3) Å, b = 9.0321(3) Å
and c = 11.3497(4) Å [17], as shown in Fig. 5.1 (a) and (b).
The copper ions in the system are connected with six neighbouring metals via the
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Cu-O bonds and the oxygen octahedra are connected by the formate. As the Cu2+ here
is a Jahn-Teller ion, it shows 2+2+2 stretched octahedral geometry, as shown in Fig. 5.1
(d). There are two short Cu-O bonds with a length of 1.97 Å and 1.99 Å, two medium
bonds with lengths of 2.01 Å and 2.02 Å and two long Cu-O bonds with lengths of 2.37
Å and 2.39 Å, respectively [54]. Therefore, along the Cu-OCHO-Cu chains connected
by short Cu-O bonds, as shown in Fig. 5.1 (c), the distance between the nearest cooper
ions is shorter than those on the other two directions. The interchain Cu-Cu distance
is 5.679 Å and the intrachain ones are 6.199 Å and 6.219 Å [17]. As a consequence,
the exchange energy along these copper chains is much larger than the exchange energy
between the chains.
The adjacent oxygen octahedra in CuGF are tilted and are not centrosymmetric,
as shown in Fig. 5.1 (b). Hence, Dzyaloshinsky-Moriya interactions or antisymmetric
exchange interactions exist in this system, which give rise to the canting of the spins in
CuGF. The canting angle is 0.21◦ [17].
5.3 Experimental Details
In this work, powder samples were needed for the AC and DC magnetometry measure-
ments and single crystal samples were prepared for both magnetometry and µSR mea-
surements. The samples were synthesized with the slow solution evaporation method at
room temperature. During the synthesis process, an aqueous solution (8 mL) containing
formic acid (5.0 mmol), [C(NH2)3]2CO3 (2.1 mmol), and Cu-(NO3)2·6H2O (0.40 mmol)
was slowly evaporated. Blue crystals were harvested after four days. The synthesis de-
tails can be found in Ref. [17]. All the powder sample was synthesized by Prof. Zheming
Wang at Peking University and the single crystals of CuGF were synthesized by Dr.
Anthony. E. Phillips and Mr. Viswanathan Mohandoss at Queen Mary, University of
London.
All the DC and AC measurements in Ref. [17] were performed on the powder and
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single crystal samples. In µSR measurements, zero-field condition was employed for the
magnetisation study longitudinal and transverse field measurements were carried out to
investigate dynamics and field dependent properties in CuGF. The µSR measurements
with applied electrical fields were also carried out to study the multiferroic properties
of the sample.
DC and AC susceptibility were measured using a SQUID and the ACMS of a PPMS,
respectively. Before measuring the polycrystalline sample, CuGF powder was finely
ground before being loaded into the sample holder. For the single crystal sample,
the alignment of the crystal orientation and the field direction of the equipment was
checked carefully to make the c-axis of the sample aligned with the direction of the
applied field before loading the sample. All measured samples were wrapped in paraffin
films (diamagnetic, light and stretchable films giving low background and can seal
samples firmly by stretching the films) to keep them sealed and fixed in a capsule. The
capsule was then loaded into the centre of the sample stick, which was then placed
to the SQUID or PPMS chamber. All the diamagnetic materials used in this process
were measured individually before the experiments as background signals (χcapsule =
1.8×10−8 emu/Oe and χparaffin=6.47×10−10 emu/Oe/mg).
In µSR measurements, CuGF single crystals with the dimensions 5 mm × 3 mm ×
1 mm each were carefully aligned into a crystal array and attached to a silver plate with
the c-axis pointing out of the plate. The geometry was chosen such that the electric field
is aligned with the magnetic easy axis in the experiments to investigate the multiferroic
properties. The crystal array had an area of 25 mm × 25 mm and was big enough for
µSR experiments. The silver plate, together with the crystal array was attached to the
sample stick and loaded into a cryostat before the measurements. All the µSR data
was analysed using the WIMDA program [197].
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5.4 Magnetism in CuGF
CuGF is expected to have low-dimensional magnetic chains, which were indeed ob-
served. A DC magnetic investigation on the powder sample was investigated by Gao’s
group in 2009 [17]. It was found that CuGF had spin-canted three dimensional anti-
ferromagnetism below the Néel temperature of 4.6 K and showed the feature of one-
dimensional antiferromagnetism above 4.6 K until about 100 K.
Moreover, a very narrow “hysteresis loop” was observed indicating possible magnetic
ordering below 4.6 K [17]. The magnetisation increases sharply to 25 cm3Gmol−1 at
about 50 Oe. The continued increase of the magnetisation slows down and is nearly
linear above 4 kOe. Below 20 Oe, the sharply increasing region is claimed to show a
magnetic hysteresis loop [17]. However, the “hysteresis loop” follows an opposite route
as it should be. Since the coercive field is very small (∼ 7 Oe) and the magnet used for
the measurement may not be capable to control such a small field and to measure the
hysteresis loop precisely. Details of their research can be found in Ref. [17].
In this section, the magnetic properties and low-dimensional magnetism investigated
with magnetometry and the µSR technique will be discussed. In particular, µSR,
working as a local probe shows great power to study the magnetic phase transition and
one-dimensional magnetism in this multiferroic MOF.
5.4.1 Three dimensional long-range magnetic order
Our magnetisation measurements on the single crystalline and polycrystalline samples
also confirm that CuGF has a spin-canted antiferromagnetic order below 4.6 K. The
FC/ZFC magnetisation data based on a polycrystalline sample (shown in Fig. 5.2 (a))
has a small bifurcation below 4.6 K and a spontaneous magnetisation of 25 cm3Gmol−1
is observed. These results are consistent with the reported ones in Ref. [17]. The Néel
temperature was determined to be 4.60 ± 0.02 K by determining the negative peak
position of dMFC/dT in the FC data. The susceptibility under 5 kOe was measured
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Figure 5.2: (a) The FC/ZFC magnetisation measurement of polycrystalline CuGF with
an applied field H = 10 Oe. The inset shows details of the FC/ZFC data below 4.5 K.
(b) χ and 1/χ of the CuGF polycrystalline sample with an applied field H = 5000 Oe.
(c) The magnetic susceptibility of polycrystalline CuGF with H = 200 Oe and 20000
Oe. The inset gives details of the susceptibility data below 10 K. (d) χ and 1/χ of the
CuGF single crystal with an applied field H = 5000 Oe, which is parallel to the c-axis
of the crystal.
on the single crystalline (Fig. 5.2 (d)) and polycrystalline samples (Fig. 5.2 (b)). The
DC susceptibility exhibits a steep increase below 6 K following by a broad peak around
45 K, which is a signature of the one-dimensional magnetism and will be discussed
in the next section. The rapid increase of the susceptibility during cooling and the
small bifurcation below 4.6 K indicate that antiferromagnetic CuGF has a spin-canted
structure.
The susceptibility in the spin-canted antiferromagnetic CuGF, which looks like the
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susceptibility of a ferromagnetic material, has three contributions:




As a result of the canted spins, ferrimagnetic sublattices exist in CuGF below the tran-
sition temperature. Therefore, the measured susceptibility has a contribution from the
magnetisation owing to the canted moments (Mcanted). The χAFM and χchain contri-
butions arise from the antiferromagnetic order and the one-dimensional chain in the
system, respectively. The susceptibility measurements of the polycrystalline (Fig. 5.2
(b)) and single crystal (Fig. 5.2 (d)) CuGF show the contributions from the spin-canting
and low-dimensional terms. They have very similar features but the absolute values of
χ in these two measurements were slightly different because the diamagnetic contribu-
tion in the measurement of the single crystal sample was likely not done properly. The
diamagnetic contribution is complicated as too much paraffin film was used to secure
and fix the small crystal in the measurement. In the polycrystalline and single crystal
samples, the susceptibility χ increases sharply below the Néel temperature during cool-
ing thereby representing the contribution from the magnetisation due to canted spins.
A broad peak in the χ data at about 45 K and the non-paramagnetic 1/χ behaviour
(1/χ vs. T should be a straight line according to the Curie-Weiss law χ ∼ C
T−θ , where
C is the Curie constant and θ is the Weiss constant) indicate a low-dimensional mag-
netic contribution to the measured susceptibility above the Néel temperature. When a
higher magnetic field is applied, as shown in Fig. 5.2 (c), the magnetic susceptibility is
suppressed. The canted spins are aligned and saturated in a large magnetic fields. This
behaviour was also reported in other spin-canted systems [198].
µSR experiments also confirm the three dimensional long-range magnetic order at
low temperatures. Typical µSR spectra below the Néel temperature are shown in
Fig. 5.3 (a) and (b). It is clear that a muon oscillation is observed below 4.6 K. The
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Figure 5.3: (a) The µSR spectrum at 300 mK: the grey symbols are the raw data and
the blue curve is the fit with a χ2 of 1.108. (b) The µSR spectra at 4.2 K, below the
Néel temperature (4.6 K). (c) The residual of the 4.2 K data. (d) The relaxation rate as
a function of temperature of the sixth relaxation term. (e) The frequencies of the five
oscillations as a function of temperature. The critical behaviour is fitted with a power
law and the fit is shown by the solid curves with a χ2 of 1.256. (f) The relaxation rates
of the five relaxed oscillations below the Néel temperature.
sign of the long-range magnetic order in CuGF. The oscillation, however, is in a very
complicated form. The Fourier transform of the spectrum at the lowest temperature
is calculated. There are four obvious peaks and one tiny peak in the frequency domain,
as shown in Fig. 5.4. Some peaks in the frequency domain are not very obvious as they
are suppressed by the relaxation signal (frequency = 0 MHz). The data were then fitted
with five damped oscillations and a Gaussian relaxation below the Néel temperature:
A(t) = AF [
n=5∑
i=1
Pi exp(−λit) cos(2πfit+ ϕi)
+ P6 exp(−(σ6t)2)] + AG exp(−λGt) + ABG,
(5.2)
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Figure 5.4: The Fourier transform of the spectrum measured at 0.3 K.
where AF , AG and ABG are the asymmetries of the muons sitting near the formate,
the guanidinium and from the background, respectively. Pi, fi, λi and ϕi are the
proportion, frequency, exponential relaxation rate and phase of the muon oscillation at
the ith site. σ6 is the Gaussian relaxation rate of the sixth relaxation term. λG is the
relaxation rate of the muons sitting near the guanidinium. During the data analysis,
all the parameters were independent variable fit parameters at the lowest temperature
(0.3 K). The quality of the least square fitting is measured by the normalised square
deviation χ2. By adjusting the initial values of the parameters, the fit was improved
and χ2 of the fit was reduced to be close to 1 (it varied from 1.055 to 1.231 below the
Néel temperature), which indicates a good fit. A residual analysis was done one the 4.2
K data to show the quality of the data fitting, as shown in Fig. 5.3 (c). The parameters
Pi, AF , AG, ABG and ϕi were kept fixed and only λi, fi, σ6 and λG were fitted at other
temperatures. Details of the fit parameters are shown in Table 5.1.
The first five terms in Eq. 5.2 are the sum of the five damped oscillations. The
oscillation frequencies of these oscillatory terms are shown in Fig. 5.3 (e). It is worth
mentioning that among the five oscillations, those with frequencies above 1 MHz are of
a very small proportion and the 0.4 MHz oscillation has P1 that is much higher than
the rest of the oscillations’ Pis. This means that the low 0.4 MHz one is the dominant
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Table 5.1: Details of the fit parameters. Pi, AF , AG, ABG, fi and ϕi are parameters
from the fitting function Eq. 5.2.
Components Values fi(0.3K) (MHz) ϕi
P1 13.0(± 0.43)% 0.396 (± 0.0067) 111.1 (± 2.5)
P2 4.1(± 0.28)% 1.435 (± 0.0062) 23.9 (± 1.4)
P3 4.9(± 0.32)% 2.259 (± 0.0073) 14.1 (± 1.5)
P4 3.7(± 0.29)% 3.815 (± 0.0091) 397.0 (± 3.7)
P5 3.8(± 0.38)% 6.177 (± 0.0921) 337.3 (± 4.2)




Ai) 11.506 (± 0.021) N/A N/A
AG 11.061 (± 0.022) N/A N/A
ABG 0.005 (± 0.0008) N/A N/A
oscillation. The sixth term is a Gaussian relaxation term coming from the muons sitting
at a site where the relaxation rate is high. This high relaxation rate indicates a slow spin
fluctuation. The relaxation mechanism may be of a quasi-static nature. In this case,
this Gaussian relaxation probably comes from muons sensing an internal field instead of
dynamics in the system. They may sit very close to the copper ions where the internal
field is too large for muons to precess. When a large longitudinal field is applied, this
Gaussian relaxation is quenched. This confirms that the sixth component has a static
nature and describes muons sensing an internal magnetic field. AG has two possible
sources: 1. the signal comes from muons located far away from the copper ions so that
they can only sense the dynamics in the system; 2. the signal from muons with spins
aligned parallel to the internal fields, then only the dynamics from them can be sensed
by the muons. These two dynamic sources result in an exponential relaxation with a
relaxation rate of λG (Fig. 5.3 (d)). ABG is a temperature and field independent term,
which comes from muons stopping in the silver sample holder and cryostat around the
sample. The background signal is very small (ABG = 0.5%) in the measurement.
Dr. Anthony E. Phillips performed a DFT+µ calculation to calculate the possible
muon sites in CuGF. His result shows that there are six muon sites near the formate and
several muon sites near guanidinium which are far away from the copper ions. Among
156
the six sites near the formate, one is particularly close to the copper ions. This indicates
that the five oscillating components corresponds to the precessions from muons sitting
near the formate and the sixth Gaussian relaxation comes from muons sitting very close
to the copper ions. The AG term, as discussed, comes from muons far away from the
copper ions (probably locate near the guanidinium) or sensing a internal magnetic field
that is parallel to their spins. According to the fitting, as shown in Table 5.1, about
51% (AF ) of the implanted muons sit near the formate and about 49% (AG) of the
muons sit near the guanidinium.
The five oscillation frequencies corresponding to muons stopped in at least five
different sites with different internal magnetic fields are fitted with the power law:








where β is the critical exponent describing the critical behaviour of the magnetisation
near the phase transition temperature and n is a factor that modifies the fit at low
temperatures (not close to the transition temperature). β was globally fitted in all of
the five oscillations and has a value of 0.365 ± 0.038 with n = 3.287 ± 0.321. The fit is
shown in Fig. 5.3 (e). Details of critical behaviour will be discussed in the next section.
The longitudinal field measurements also confirm that the sixth Gaussian relaxation
term comes from muons sensing a quasi-static magnetic moment in the sample. Repre-
sentative spectra at 2.5 K with different applied LFs are shown in Fig. 5.5 (a). All five
oscillations and the Gaussian relaxation can be quenched when LF > 1000 Oe. The
muon polarisation recovers with increasing LF, as shown in Fig. 5.5 (b). This suggests
that the muons can be totally decoupled from the magnetism in the sample at LF >
750 Oe below the Néel temperature. As spin dynamics cannot be quenched by a lon-
gitudinal field, this result rules out the possibility that the Gaussian relaxation comes
from a dynamic nature.
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Figure 5.5: (a) The LF µSR spectra at 2.5 K for different applied longitudinal fields:
the grey symbols correspond to the raw data, the blue curves are the fit (χ2 = 1.081
(1 Oe), 1.184 (100 Oe), 1.016 (1000Oe)), showing that all five oscillations and the
sixth relaxation term can be quenched under a high LF field. (b) Muon polarisation
as a function of the applied longitudinal field. The muon polarisation is completely
decoupled from the internal magnetic field at about 750 Oe.
powerful tool to study dynamics in magnetic materials. The longitudinal muon spin
relaxation in ZF measurement offers information about spin dynamics at the muon sites.
The fit parameters λis from Eq. 5.2 are shown in Fig. 5.3 (f). λ3, λ4 and λ5 exhibit a
divergent behaviour at the Néel temperature, which describes critical fluctuations at the
critical temperature [152]. However, λ1 follows the opposite trend compared with λ3, λ4
and λ5. λ1 decrease when it approaches TN from low temperatures. This phenomenon
has also been observed before in Ref. [199–201], where the muon spin relaxation may be
governed by the change of the magnetic field width ∆ at the corresponding muon site.
A similar phenomenon is also observed in this work at high temperatures, as shown in
Fig. 5.10 (e). Above the Néel temperature, the fast exponential relaxing component,
which describes muons sensing a randomly oriented local magnetic field, follows exactly
the same trend as the internal magnetic field width ∆. This indicates that λ1, which
describes the dynamics of the muon site that is far away from the Cu chain, is less
sensitive to the critical fluctuations of the system than the relaxation parameters λ3,
λ4 and λ5.


























































Figure 5.6: The transverse field (50 Oe) muon spin rotation measurement also exhibits a
phase transition at 4.55 K. (a) The TF µSR spectrum at 4.3 K, where the grey symbols
are the measured data and the blue line is the fit (χ2 = 1.205). (b) The total muon spin
asymmetry decreases with the temperature decreasing below the Néel temperature. (c)
The relaxation rate shifts as a function of temperature. (d) The measured field shifts
as the temperature goes up.
tioned above and dynamics. A typical TF spectrum is shown in Fig. 5.6 (a). With an
applied external TF field, the spectra can be described by a damped oscillation and
can be fitted with:





where λX is the relaxation rate of the oscillating envelope. The fit parameters, including
the total asymmetry AX , the transverse relaxation rate λX and the internal field B are
shown in Fig. 5.6. The relaxation rate provides information about the spin dynamics
in the measured system. Small anomalies are shown in all these parameters at 4.6 K,




λX describes the spin fluctuation of the whole system. It can be seen from T is just
above the critical temperature, ∆ shows little variation with temperature, as shown in
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β Magnetisation µSR ZF 0.365 (± 0.038) 0.36
DC Magnetometer 0.353 (± 0.018)
ν ′ Correlation
length
µSR ZF dynamics 0.574 (± 0.016) 0.70
γ Susceptibility µSR TF shift 0 1.39
DC susceptibility 0.680 (± 0.012)
γ′ Susceptibility µSR TF shift -0.639 (± 0.068) 1.39
DC susceptibility -0.453 (± 0.021)
Fig. 5.10 (e). According to Eq. 5.5, the critical fluctuation decreases sharply as λX goes
up dramatically when approaching the critical temperature from high temperatures, as
shown in Fig. 5.6(c). Thus, the transverse relaxation rate λX also describes the critical
fluctuation in CuGF.
5.4.2 Critical exponents
In order to understand more about the critical behaviour in CuGF, the critical expo-
nents β, γ and ν of the system were attempted to be investigated by magnetometry
and µSR measurements. However, there are two challenges that render this study dif-
ficult but important - 1. Due to the 1D chain in the system, the phase transition might
be different from a typical paramagnetic-antiferromagnetic transition; 2. Canted spins
complicate the measurement of the antiferromagnetic susceptibility and it may be chal-
lenging to obtain the value of the exponent γ. In this section, the bulk magnetisation
measurements and local µSR measurements are combined in a hope that more infor-
mation about the critical behaviour of this complicated system can be obtained. This
is helpful to understand the magnetism in CuGF.
As discussed in Section 3.1.4, the net magnetisation and antiferromagnetic suscepti-
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bility, which are macroscopic, cannot describe the order parameter and its susceptibility
in an antiferromagnet. Therefore, the critical behaviour of an antiferromagnet cannot
be investigated by simply measuring the net magnetisation and magnetic susceptibil-
ity with a magnetometer. However, in CuGF, which is a spin-canted antiferromagnet,
there is more than one order parameter to describe the magnetic transition at 4.6 K
- the staggered magnetisation (defined in Eq. 3.40) and the magnetisation resulting
from the canted moments. The measured net magnetisation originates from the canted
moments and can therefore be used to describe the critical behaviour of the order pa-
rameter. Thus, the critical exponent β can be investigated with the magnetisation
measurement. In terms of the exponent γ, the magnetic susceptibility measured with a
DC magnetometer is a combination of three factors: 3D antiferromagnetic susceptibility,
1D antiferromagnetic susceptibility and magnetisation from the canted moments [198].
None of these contributions can describe the order parameter susceptibility (staggered
susceptibility and magnetic susceptibility owing to the canted moment). Therefore, the
susceptibility measured by a magnetometer cannot be used to determine the exponent
γ.
However, the µSR technique is sensitive to the local magnetisation [143] and can
give information about the behaviour of the order parameter and its susceptibility
around the magnetic transition [151], as discussed in Section 3.1.4. By measuring the
local magnetic moment at a specific (or several specific) site(s) in the material, the
staggered magnetisation in an antiferromagnet can be investigated. The internal field
measured by muons drops when it approaches the critical temperature, as a result
of the order parameter [143]. This is just like the internal field of a ferromagnet,
which results in a net magnetisation, decreases as temperature increases to its Curie
temperature. Moreover, the local susceptibility of CuGF measured by µSR contains
the contributions from the staggered susceptibility and the magnetisation resulting from
the canted moments. The second term will complete the analysis of the exponent γ.



















Figure 5.7: The critical exponent β obtained from fits to the magnetisation data (4.2 K
to 4.6 K) measured using a SQUID. The fit has the quality χ2 = 1.075 and β = 0.353.
nique [151, 152]. The critical exponent β, which describes how order parameters vary
with temperature near the critical point, is obtained using zero-field µSR measure-
ments. Without any applied field, muon procession comes purely from the internal
magnetic field, which correlates with the order parameter by B ∼ Φ. Thus, the muon
precession frequency under zero field, which is a measure of the internal field, can be
used to study the exponent β using B ∼ Φ ∼ (TN−T
TN
)−β [151]. By global fitting five
muon precession frequencies as a function of temperature near the critical point with
the power law above, β was fitted to be 0.365 ± 0.038, as shown in Fig. 5.3 (e).
In CuGF, the net magnetisation is a measure of the magnetisation from the canted
moments. Therefore, the exponent β can be obtained from magnetisation data directly.
Similar to the µSR data, the magnetisation as a function of temperature is fitted accord-
ing to the power law M ∼ (TN−T
TN
)−β [151]. Fig. 5.7 shows the magnetisation near the
Néel temperature and fitting provides a β of 0.353 ± 0.018, which is in good agreement
with the value obtained from the µSR data. Taking β = 0.36 from a 3D Heisenberg
model, β values obtained from the ZF µSR and magnetisation measurements confirm
that CuGF is a 3D Heisenberg antiferromagnet below TN = 4.6 K.
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Figure 5.8: (a) The critical exponent γ obtained from fits to the the DC magnetic
susceptibility data (4.2 K to 4.6 K) measured under a 50 Oe applied field (fit quality
χ2 = 0.998 (γ), 1.001 (γ′)). (b) The critical exponent γ determined by fitting the µSR
data (4.2 K to 4.6 K) with an applied 50 Oe transverse field (χ2 = 1.048). γ and γ′
from both techniques are found to have different signs and the values do not agree with
the theory.
Even though neither the DC magnetic susceptibility nor the local susceptibility from
the µSR measurement can describe the susceptibility of the order parameter of CuGF,
γ is attempted to be estimated using these measurements. This could provide some
extra information about the magnetism in the system.
By applying a reasonable transverse field, the local susceptibility can be measured
using χ ∼
∣∣∣ ~B~H − 1∣∣∣. In TF measurements, B, which is the magnetic induction, can be
measured by the muon procession frequency f(T ) at any given temperature T . The
applied magnetic field H can be represented by its correlated procession frequency
f(0). Hence, γ can be described by the field shift employing χ ∼
∣∣∣ ~B~H − 1∣∣∣ ∼ ∣∣∣f(T )f(0) − 1∣∣∣
∼ ( T
TN
-1)−γ [151]. The change of the internal field is measured and shown in Fig. 5.6
(c). The field shift in the transverse field muon spin rotation measurements, f(T )
f(0)
-1 vs.∣∣∣( TTN − 1)∣∣∣, is plotted in Fig. 5.8 (b). Using fitting, γ′ = -0.639 ± 0.068 was obtained
and γ is nearly zero. These values are significantly different from the theoretical value
of any three dimensional magnetic models.
The critical component γ is also fitted directly using the temperature dependent
163
magnetic susceptibility data, as shown in Fig. 5.8 (a). According to the power law, γ
was determined with fitting and is 0.680 ± 0.012 and γ′ is -0.453 ±0.021, accordingly.
These values are not in agreement with the 3D Heisenberg antiferromagnetic model.
It is not surprising that the critical exponent γ obtained by fitting the magnetic
susceptibility data or µSR data of CuGF is not consistent with the exponent γ of a
pure 3D Heisenberg antiferromagnet. Below the critical temperature, the magnetisation
resulting from the canted moments, which vanishes when reaching the critical point from
low temperatures, makes a big contribution, so a negative γ′ was obtained. γ, which is
the exponent describing susceptibility above the critical temperature, is much smaller
than the theoretical value of the 3D Heisenberg model (γ = γ′ = 1.39). This can be
explained by the contribution from the one-dimensional magnetic chain. Due to the
existence of 1D magnetic correlations, in which case the entropy in the system is released
gradually, the magnetic susceptibility would change less dramatically during the phase
transition which means that γ should have a smaller value. It is worth mentioning
that values of the exponents γ and γ′ are not identical using different techniques. This
is because the susceptibilities measured by the magnetometry and µSR technique was
different. The local probe (µSR) has a better sensitivity to low-dimensional and local
magnetism in CuGF.
Exponent ν is measured with zero-field spin fluctuations because the relaxation rate
λi is a measure of the correlation time τ and τ ∼ (T−TNT )
−ν [151]. As previously men-
tioned, λ3, λ4 and λ5 all describe the critical fluctuations near the transition tempera-
ture. The dynamics of the oscillation with a largest frequency is studied as an example
and the result is shown in Fig. 5.9. The critical exponent ν was obtained by fitting:
ν = 0.574 (± 0.016). This is smaller than the theoretical value of a 3D Heisenberg
antiferromagnet. A possible explanation may be that the muon spin relaxation rate λ
can also be affected by the change of local field width. Therefore, the measurement of
ν may be influenced by this factor. It is also important to mention here that due to
































TN = 4.6 K
Figure 5.9: The dynamic muon spin relaxation critical behaviour of f5. The relaxation
rate as a function of temperature clearly diverges at the Néel temperature. The inset
shows the fitting of the dynamic critical exponent ν, which is fitted to be 0.574 (±
0.016) with a fit quality χ2 = 0.988.
terms out of total implanted muons, the fitted λi may not be sufficiently accurate for a
precise analysis of the critical exponent ν.
All theoretical and experimental values of the critical exponents are summarised in
Table 5.2. The exponent β matches the theoretical value of a 3D Heisenberg antifer-
romagnet. γ of the spin-canted antiferromagnetic system using the magnetometry and
µSR measurement is different from the 3D Heisenberg antiferromagnetic model. Below
the Néel temperature, the strong influence from the ferrimagnetism originating from
canted spins renders γ a negative value, while above the Néel temperature, the existence
of a 1D magnetic chain alters the susceptibility of CuGF from a typical paramagnet.
Exponent ν derived from the ZF µSR data is slightly smaller than the theoretical value
because the µSR technique measures not only critical fluctuations but also other dy-
namics in the system. Even though these critical exponents are not consistent with the
phase transition theory, they are helpful to understand the magnetism and to obtain
more details of the µSR measurements on CuGF.
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5.4.3 One-dimensional magnetism in CuGF
Along the c-axis of the CuGF crystal, the copper ions are connected via two short Cu-O
bonds while in the other two dimensions the copper ions are connected via longer Cu-O
bonds. This makes the exchange energy along the copper chains linked via short bonds
much stronger than between these chains [17]. Therefore, CuGF shows one-dimensional
magnetism and the 1D magnetic chains are along the c-axis of the crystal.
The DC susceptibility measurement, as shown in Fig. 5.2, confirms the low-dimensional
magnetic correlation in CuGF. Apart from the sharp increase at low temperatures,
which corresponds to the 3D spin canted antiferromagnetic order below the Néel tem-
perature, there is a broad peak at about 45 K. This broad peak is a signature of the
one-dimensional antiferromagnetism. According to the Bonner and Fisher’s model of
a 1D Heisenberg antiferromagnetic chain [73], the interchain and intrachain exchange
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In CuGF, the copper ions have four neighbours, so z = 4. The best fit parameters are
g = 2.421 ± 0.003, J = -47.3 ± 0.1 cm−1 and J ′ = -5.7 ± 0.2 cm−1 [17]. Here, the
interchain interaction is much stronger than the intrachain interaction confirming that
CuGF indeed has a one-dimensional magnetic correlation.
Above the Néel temperature, µSR measurements were carried out to investigate
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Figure 5.10: The ZF µSR spectra at (a) 6 K, (b) 25 K and (c) 150 K. A static Kubo-
Toyabe function and an exponential relaxation are fitted to the data (χ2 = 1.091 (6
K), 1.115 (25K), 1.351 (150K)). The raw data and the fitting are shown by the grey
symbols and blue curves, respectively. (d) The residual analysis on a typical µSR data
above the Néel temperature (25 K). (e) The width of the dipole field distribution ∆
and the relaxation rate λG as a function of temperature (T > TN).
the low-dimensional magnetism in CuGF. As a local probe, muons are probably more
sensitive to the short-range correlations resulting from the 1D magnetic chain. The
data (the spectra are shown in Fig. 5.10 (a), (b) and (c)) was initially fitted with a

















+ AG exp(−λGt) + ABG,
(5.9)
where the first term is the Kubo-Toyabe function with a local field characterised by ∆
and the second term is the exponential relaxation term with a relaxation rate of λG. A
residual analysis was performed and shows in Fig. 5.10 (d). It has reasonable good fit
quality within 20 µs and the residual becomes larger as the measurement errors increase
after 20 µs. The Kubo-Toyabe function is a typical polarisation function for disordered
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spins. When T > TN , the nuclear spins in the system are randomly orientated so
that muons will relax in agreement with a Kubo-Toyabe polarisation function. During
the data fitting, AF , AG and ABG were kept fixed and only the field variance ∆ =√
〈B2〉 − 〈B〉2 and the relaxation rate λG are allowed to vary. It is found that the
ratio AF : AG = 51 : 49 is the same above and below the Néel temperature. This
suggests that all the implanted muons still sit in the same positions as they did below
the Néel temperature. Considering the muon sites, muons sitting near formate sense
the randomly oriented nuclear moments having a Kubo-Toyabe relaxation function and
muons sitting near guanidinium still sense dynamics in the system.
The Kubo-Toyabe function is valid only in the case that the magnetic moments
within the material are randomly oriented and there is no long-range magnetic order
in the system. However, the temperature dependence of the dipolar field variance ∆
exhibits that there is a sharp decrease between 50 K to about 100 K, as shown in Fig.
5.10 (e). The field distribution should not be temperature dependent if the internal
field comes from the nuclear moments. Moreover, λG follows the same trend as ∆.
This means muons sitting near the formate and the guanidinium experience similar
processes of probably the same origin. Hence, whatever drives λG to change also drives
∆ to vary. λG is the relaxation rate resulting from the electron spin dynamics in the
system. Therefore, ∆ from the Kubo-Toyabe term, which describes the behaviour of
muons sitting near formate, may also sense the electron spins. This suggests that muons
can still sense the spin correlations, which is probably within the 1D magnetic chain,
above the Néel temperature.
When a longitudinal field is applied, the internal field can be quenched with the
magnetic field H > 50 Oe at 20 K, as shown in Fig. 5.11 (a). This rules out the possi-
bility that the magnetic field that the muons sense above the Néel temperature comes
from the nuclear spins. Fig. 5.11 (a) also shows modelled static Kubo-Toyabe functions
as a function of field (red curves). It is clear that the model, which describes a sys-
tem with randomly oriented nuclear moments without any electronic dynamic process,
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Figure 5.11: (a) The longitudinal field muon spin relaxation measurement shows that
the internal field can be decoupled with LF > 50 Oe at 20 K. The grey symbols are raw
data, blue curves are the fitting and red curves show the model of static Kubo-Toyabe
function with an applied magnetic field. (b) The field dependence of the Gaussian field
variance ∆ at different temperatures.
cannot fit the data. Therefore, it is impossible to draw the conclusion that muons can
only sense nuclear moments at high temperatures. The Gaussian field variance is also
found to have a field dependence below 105 K, as shown in Fig. 5.11 (b). At 20 K,
∆ increases at small fields and changes little from about 20 Oe onwards. However, at
the temperature Tpara (somewhere between 105 K and 150 K), ∆ is independent of the
applied field, which indicates that the origin of the field dependence of ∆ below 105
K vanishes when T > Tpara. This is the temperature where the one-dimensional mag-
netic effects start to disappear in the susceptibility measurements. It is suggestive that
muons probably sense the short-range correlations arising from 1D magnetic chains in
CuGF.
As discussed in Section 3.1.2, Yaouanc [13] showed the influence of short-range cor-
relations to the µSR relaxation function. Short-range correlations result in a damped
oscillation relaxation function, which looks like a damped Kubo-Toyabe function, as
shown in Fig. 3.9. Owing to the variance of the correlation length, the relaxation func-
tion looks like a damped Kubo-Toyabe function with a changing “∆”. That is exactly
what was observed in the ZF µSR measurements on CuGF. Therefore, the muons’ re-
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laxation have three origins above the Néel temperature, the short-range correlations
arising from 1D Heisenberg antiferromagnetic chain, the randomly oriented nuclear
moments and dynamics in CuGF.
As a consequence, the fitting function is modified as following:
A(t) = AF


























is a standard Kubo-Toyabe function describing a field from randomly orientated mo-
ments with a Gaussian distribution. In this fitting function, all three processes are in-
cluded. The guanidinium dynamic term is still described by an exponential relaxation,
while the formate term consists of two contributions, one Gaussian damped oscillation
from the short-range correlations and one standard Kubo-Toyabe relaxation from the
randomly orientated nuclear moments. The background term ABG and the proportions
of muons sitting near the guanidinium and the formate (AG and AF ) are kept the same
as in the model represented by Eq. 5.9. During the data fitting, ABG, AF , AG are
kept fixed, while parameters, including the oscillating frequency f , field deviation of
the oscillatory term ∆osc, field distribution due to the nuclear spins ∆KT , fractions of
oscillatory part Posc and Kubo-Toyabe part (1-Posc) and exponential relaxation rate of
the guanidinium dynamic term λG, are floating.
Posc, as shown in Fig. 5.12, describes the volume fraction of the muons experiencing
precessions due to short-range correlations (T> TN) or long-range magnetic order (T
< TN) of all the muons sitting near the formate. Below the Néel temperature, nearly
all of the muons sitting near the formate sense the magnetic correlations, while above
the Néel temperature, this fraction drops to about 30% and decreases with increasing
temperature. The oscillatory term completely vanishes at about 100 K, which suggests
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Figure 5.12: The fraction of the oscillatory term of the muons sitting near the formate.
The inset shows the details near the transition temperature.
that the magnetic short-range correlations become very small and muons could not
sense it when T > 100 K. It is also worth mentioning that below the Néel temperature,
30% of the muons sit near the formate experiencing an oscillation and the other 70%
relax in a Gaussian relaxation as they sit very close to copper ions. Just above the Néel
temperature, 30% of the formate muons experience an oscillation and 70% lead to a
Kubo-Toyabe relaxation originating from the nuclear moments. It is possible that the
part of muons having a Gaussian relaxation below TN sense the randomly orientated
nuclear spins beyond TN and exhibit a Kubo-Toyabe relaxation. Muons sitting at the
other five sites near the formate exhibiting oscillations below the Néel temperature
sense the short-range correlations when T > TN .
Using the fitting function Eq. 5.9, the mean field B0 and the field variance ∆osc
can be obtained from fits to the µSR experimental data. The short-range correlation
length can be calculated using the method discussed in Section 3.1.2. The ∆osc/B0 ratio
from the experimental data is shown in Fig. 5.13. Theoretically, the correlation length
diverges at the Néel temperature and follows the critical behaviour ξ ∼
∣∣∣1− TTN ∣∣∣−ν ,
where ν = 0.7 in a 3D Heisenberg antiferromagnet. It will then decrease with increasing
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Figure 5.13: The ∆osc/B0 ratio as a function of temperature is shown by the blue solid
circles. The model based on a simple temperature correlation length treatment and
∆/B vs. correlation length relationship discussed in Section 3.1.2 is shown by the blue
curve. The inset is a simple temperature correlation length treatment that diverges at
the Néel temperature due to the phase transition.
temperature with an inverse proportionality: T−1 [82]. This process is shown in Fig.
5.13 (inset). When this theoretical model is applied to the ∆/B vs. ξ relationship in
Section 3.1.2, ∆/B from the theoretical model is obtained. It is shown by the blue
curve in Fig. 5.13. Even though the theoretical model and the experimental data do
not have the same shape, they all show the same general downward trend and have a
similar size. The data is a fair description of the theoretical model.
Having established that we are able to estimate the correlation length with the µSR
measurements, we are now in a position to interpret the magnetic field dependence data.
As shown in Fig. 5.11 (b), ∆ shows a field dependence at small applied fields (< 50 Oe).
This effect indicates that the correlation length of the 1D magnetic chain may also be
field dependent in a small field range. By substituting the ∆osc/B0 ratio into the ∆/B
vs. correlation length relationship discussed above, the short-range correlation length
as a function of the longitudinal magnetic field can be derived. Fig. 5.14 shows the
calculated correlation length at 20 K. It obeys a power law, where the fitted exponent
is -1.19 (± 0.07).
In principle, an external magnetic field leads to qualitatively new phenomena in spin
chains when the Zeeman energy becomes comparable to the scale set by the exchange
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Figure 5.14: The correlation length at 20 K as a function of the applied magnetic field
using a power law as a fit function shown by the blue solid line (χ2 = 0.971). The
correlation length is in an arbitrary unit because the data is based on a model that
describes short-range correlations in ferromagnetic materials. This approach may not
be very precise for a CuGF 1D chain but the trend can be qualitatively reproduced.
energies. However, in our µSR experiments, the magnetic field is applied along the
chain direction. One should not observe a field dependence of the correlation length,
since the temperature is approximately J/2 and the applied fields are equivalent to
J/1000 to J/10000. It is thought that below the bulk 3D TN that CuGF is a canted
antiferromagnet [17]. One potential explanation could be that the 1D fluctuations
are canted due to local anisotropy or exchange coupling between the x-components of
the adjacent spins on the chain. If this is the case, then the field dependence can be
explained by the removal of the transverse correlations from the canted spins.
5.5 Magnetoelectric Coupling
CuGF is a potential multiferroic material because it has a polar space group of Pna21.
The inverse magnetoelectric effect in CuGF, with other words the electric field can
control the magnetisation, has been reported in Ref. [58]. By applying an electric field
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Figure 5.15: (a) The temperature dependence of the ab-plane magnetisation along the
[110] direction with and without applied electric fields along c-axis. The inset shows
an enlarged view at low temperatures. (b) The dielectric constant along [110] as a
function of temperature. The inset shows the M-H loop along [110] at 2 K. (c) The
electric polarisation (left) and the reciprocal of magnetic susceptibility (right) along the
c-axis as a function of temperature. The straight solid line is a fit to the Curie-Weiss
law. The inset shows the measurement configuration [58].
of 4.8 kV/cm along the [001] direction of the CuGF single crystal, a decrease of the
magnetisation under 1000 Oe along the [110] crystal direction was observed below the
Néel temperature, as shown in Fig. 5.15 (a). The dielectric constant ε as a function of
temperature is shown in Fig. 5.15 (b). It decreases when cooled in the paramagnetic
state down to about 12 K where it starts to increase and reaches a maximum at around
5 K. This small dielectric constant anomaly occurs at the temperature that is very close
to the Néel temperature. Similar dielectric anomalies were also reported in many inor-
ganic multiferromagnetic materials and were believed to be due to the magnetoelectric
coupling in the material [3, 4].
In addition to the magnetic ordering below the Néel temperature, a strong magne-
174
toelectric coupling was shown at high temperatures where CuGF was in a paramagnetic
state, as shown in Fig. 5.15 (c). This improper ferroelectricity is due to the Jahn-Teller
distortion and the tilting of the organic cations in this perovskite MOF [58].
In this work, the magnetoelectric coupling in CuGF was also studied with the µSR
technique at 0.7 K, below TN , in early 2009 when the magnetoelectric coupling in CuGF
was not reported yet. During the µSR experiment, electric fields are applied, which
is the same geometry as Tian’s experiment [58], along the c-axis of the single crystal.
However, the fields applied in this µSR experiment (up to 40 kV/cm) were much larger
than the field under which the magnetoelectric coupling was detected (4.8 kV/cm). In
the experiment, electric fields were applied to the sample while measuring the internal
magnetic field of CuGF at 0.7 K. If the applied electric field affects the magnetism in
CuGF, the internal magnetic field, or the muon precession frequencies should change.
The electric field dependence of the muon oscillation frequencies, the sixth Gaussian
relaxation rate and the five oscillation relaxation rates are shown in Fig. 5.16 (a), (c)
and (d1-d5), respectively. There seems to be no change in the precession frequencies or
the sixth Gaussian relaxation rate. The variance of the frequencies are shown in Fig.
5.16 (b1-b5). Judging from the unchanged frequency, the magnetoelectric coupling in
CuGF is not detected in the µSR experiment. However, the relaxation rates of the
damped precessions may exhibit a small kink, centred around zero electric field. λ1
still assumes the opposite trend as other relaxation rates. This shows the magnetic
fluctuations increase if an electric field is applied. It is possible that the glue used to
attach the crystals onto the silver plate influenced or even isolated the electric fields so
that only a very small field was applied to the real crystals. And it was not enough to
observe the magnetoelectric coupling in CuGF.
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Figure 5.16: (a) Five muon precession frequencies as a function of the applied electric
field. (b 1-5) The shift of the five oscillation frequencies at 0.7 K as a function of the
applied electrical field. (c) The relaxation rate of the sixth Gaussian term as a function
of the applied electric field. (d 1-5) Relaxation rates of the five damped oscillations as
a function of electric field. There seems to be a small kink or feature centred around
zero electric field (the region between the two dashed lines). These data were measured
at a fixed temperature of 0.7 K and error bars are all included but some of them are
too small to show up.
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5.6 Discussion and Conclusion
This chapter discusses the study of the magnetic properties and low-dimensional mag-
netism of CuGF using magnetometry and the µSR technique. A spin-canted antiferro-
magnetic order with a Néel temperature of 4.6 K was observed. The critical phenomena
are also investigated, which indicate that CuGF possesses a 3D Heisenberg long-range
magnetic order below the critical temperature. Above the Néel temperature, a broad
peak at about 45 K was observed in the magnetic susceptibility data, which is a sig-
nature of one-dimensional chains in the system. This confirms the earlier study in
Ref. [17].
A muon acts as a local probe and is sensitive to one-dimensional magnetic corre-
lations in a system. Muons could measure the correlation length in a low-dimensional
magnet. The field and temperature dependence correlation length in CuGF is studied
using the µSR technique. The temperature evolution of the short-range correlation
has a similar downward trend and the same size to the theoretical model. The field
dependence of the correlation length is found to obey a power law ξ ∼ H−1, which may
be a result of the field influence on the transverse correlations from the canted spins.
It is also interesting to compare the µSR study in CuGF with the case of CuDMF
((CH3)2NH2[Cu(HCOO)3]), which has a similar ABX3 structure to CuGF. In CuDMF,
the copper ions are also linked by formate chains but with different cations, [(CH3)2NH2]
+,
which sit in the cavities of the framework. µSR measurements on CuDMF showed two
oscillations with frequencies of 2.34 MHz and 0.85 MHz below the transition tem-
perature corresponding to muons sitting near the formate and near the [(CH3)2NH2]
+
cation, respectively. The percentage of muons sitting at these two sites are also 50% and
50% [96], which is similar to the case of CuGF. Therefore, the µSR studies on these two
similar-structured magnetic MOFs are likely comparable below their magnetic transi-
tion temperatures. However, they behave differently above the transition temperatures.
In CuDMF, where the one-dimensional copper chains also exists, µSR only measured
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an exponential relaxation polarisation function [96] rather than a damped oscillation
reported in this work. This may be reasonable because the spin dynamics or the spin
correlations in these two MOFs are likely different due to the different but similar
organic frameworks. Thus, how the structure of a multiferroic MOF couples to the
properties of the one-dimensional chain in it is also an interesting topic for the future
work.
Magnetoelectric coupling in CuGF was observed by the authors in Ref. [58], below
and above the Néel temperature. However, the µSR measurements in this work do not
detect any magnetoelectric coupling in the sample, although there is some evidence for a
small change in the magnetic fluctuations. Using a sample mounted using a conducting
glue and measuring it again would be an interesting project for the future work.
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Chapter 6
Single Molecule Magnets -
CP∗-RE-COT
Low-dimensional magnetic structures provide valuable models for understanding funda-
mental quantum magnetisation phenomena [10–12]. In this chapter, the magnetisation
relaxation mechanism of “zero-dimensional” magnets, namely the single molecule mag-
nets, are investigated. As nano-scaled magnets, these SMMs have various applications,
including quantum computing [25], high-density data storage [23] and magnetic refrig-
eration [31]. Since the first report of single molecule magnet in 1980s [32], this area has
received extensive research interest.
Unfortunately, the magnetic blocking temperature of SMMs is often far below room
temperature and magnetisation relaxations in these systems are not slow enough for
applications [30, 33]. Improving the overall uniaxial anisotropy is the key for SMMs
systems to generating large energy barriers that lead to slow magnetisation relaxations
and high blocking temperatures [103,106]. However, the anisotropy of SMMs is usually
small and difficult to control due to the complexity of the coupling between individual
paramagnetic centres in SMMs. This complexity hinders studies of the underlying
mechanisms that determine the anisotropy and zero-field splitting properties of SMMs
[103].
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Therefore, the SMMs with single spin carriers, which are also called single-ion mag-
nets, provide an ideal platform to study the anisotropy in SMM systems. Since the first
reported SIM system [Pc2Ln]
−· TBA+ (Ln = lanthanide) in 2003 [21], this new method
of creating single molecule magnets has attracted a lot of attention. All of the reported
SIMs are lanthanide-based as lanthanide has a strong spin-orbit coupling that offers a
large magnetic anisotropy [119–122]. These simplified one-spin-carrier systems reduce
the dimensionality in understanding the nature of the electronic structure in SMMs.
This may be helpful to design new systems with higher blocking temperatures and
slow magnetisation relaxations. More importantly, studies of SIMs, which are meso-
scopic materials, could provide valuable experimental data to validate physical models
of quantum effects in magnetism.
The magnetic relaxation mechanisms, discussed in Section 2.2.3, have never been
thoroughly studied within a single material over a large temperature range, or perhaps
more importantly, how they differ has not been studied in a series of closely related ma-
terials. Obtaining the information of all relaxation processes using a single technique
is practically impossible, since the relaxation rate often ranges from Hz to ∼ GHz.
Current reports were mainly focused on the magnetisation relaxation at low tempera-
tures (below 50 K) when the relaxation is slow. Hence, comprehensive measurements
of the relaxations in a series of related materials, over a large range of temperature and
magnetic field values, are required.
Therefore, a series of SIMs, CP∗-RE-COT (RE = Tm, Dy and Tb) was chosen
to comprehensively study their magnetisation relaxation mechanism. They possess
relatively simple sandwiched structures with a lanthanide ion in the centre, as shown in
Fig. 6.1 (a). This series of SIMs have asymmetric molecular structures with a bending
angle α and the magnetisation relaxations were found to be related to this angle [103].
This is different from the most studied SIMs system - [Pc2Ln]
−· TBA+, which has a
symmetric molecular structure (Fig. 2.7) [21]. The asymmetric structure of CP∗-RE-
COT may provide extra information about the coupling between the structure and
180
Figure 6.1: (a) The molecular structure of CP∗-RE-COT, where the pink balls represent
the lanthanide atom, orange balls represent carbon atoms and hydrogen atoms are not
shown. Blue dash lines are connections between the lanthanide and the centre of the
CP∗ and the COT rings. The angle between these two lines is defined as the bending
angle α. (b) The disorder of the COT ring in CP∗-RE-COT. Green ring corresponds
to the staggered conformer and the orange ring corresponds to the eclipsed conformer
compared with the CP∗ represented by grey ring. The molecular structure was reported
by Ref. [103].
magnetic properties in SIMs.
In this work, an AC magnetometer (a system with a frequency response of 1 Hz to 10
kHz) and the µSR technique (with a frequency response of 0.1 MHz to 100 MHz) were
utilised to extend the study of magnetisation relaxations in CP∗-RE-COT. Magnetic
relaxations were measured in a large temperature range to access different relaxation
processes in these SIMs.
6.1 Introduction to A Series of Single-Ion Magnets
CP∗-RE-COT
As shown in Fig. 6.1 (a), CP∗-RE-COT has a simple structure with a rare-earth ion
sandwiched between two carbon rings: a cyclooctatetraene dianion (C8H8
−, COT) and
a pentamethyl cyclopentadiene anion (C5Me5
−, CP∗). These two carbon rings are not
parallel to each other. The bending angle α is defined as the centroid-lanthanide-
centroid angle for different lanthanide ions. Details of the bending angle and the dis-
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Table 6.1: Crystallographic data of CP∗-RE-COT from Ref. [103]. Data were taken at
293 K.
Formula C18H23Tb C18H23Dy C18H23Tm
α (degrees) 170.4 171.9 173.9
Average Ln-(CP)∗ length (Å) 2.624(2) 2.594(7) 2.548(4)
Average Ln-(COT) length (Å) 2.546 (6) 2.511(1) 2.477(7)
Ln to (CP)∗ plane distance (Å) 2.3424(2) 2.3096(2) 2.2639(3)
Ln to (CP)∗ centroid distance (Å) 2.3326(2) 2.2995(2) 2.2438(3)
Ln to (COT) plane distance (Å) 1.8260(2) 1.7741(2) 1.7019(3)
Ln to (COT) centroid distance (Å) 1.8250(2) 1.7728(2) 1.7653(4)
Space group Pnma Pnma Pnma
a ( Å) 10.3609(2) 10.3073(2) 10.2420(3)
b ( Å) 13.2089(3) 13.2464(3) 13.2770(3)
c ( Å) 11.9129(6) 11.8674(2) 11.8191(3)
V (Å3) 1630.35(6) 1620.31(5) 1611.82(8)
tance between the lanthanide and the two carbon rings are listed in Table 6.1 (a).
In the series of CP∗-RE-COT, all the compounds crystallise with a orthorhombic
Pnma space group. The crystallographic data are listed in Table 6.1. The unit cell
volume decreases with increasing atomic number as the lanthanide ion radius affects
the length of the metal-ligand bond due to the lanthanide contraction [203]. According
to Ref. [103], the COT ring in CP∗-RE-COT crystallises in two configurations - a
staggered conformer and a slightly rotated eclipsed conformer, as shown in Fig. 6.1 (b).
In the eclipsed conformer, one carbon ion in the COT ring is aligned with a carbon ion
in the CP∗ ring, while in the staggered conformer, no carbon ions in these two rings
are aligned with each other. The molar ratio between the two conformers is roughly
Weclipsed : Wstaggered = 62.4 : 37.6 [103]. More importantly, the bending angles α in
these two conformers are not identical. Taking the Er complex as an example, αEclipsed
is 171.023(6)◦ whereas αStaggered is 171.133(6)
◦. These two conformers coexist from 2 K
up to room temperature suggesting that they have a static origin instead of a dynamic
one from thermal fluctuations.
When the interactions between molecules are considered, the neighbouring molecules
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Figure 6.2: (a) Interactions between molecules of CP∗-RE-COT within the ac-plane of
the crystal. The edge to face π-π stacking interactions between COT rings are shown by
the blue dashed lines and the C-H···π interactions between the CP∗ and the COT rings
are shown by the green dashed lines. (b) Details of the two interaction types in the
CP∗-RE-COT ac-plane for the eclipsed (golden) and staggered (green) COT conformers.
The interactions relevant to eclipsed and staggered conformers are also represented by
the golden and green dashed lines. The blue dashed lines are interactions between these
two conformers [103].
within the ac-plane of the crystal are far away from each other and there is no strong
interaction between them. There are two different types of intermolecular interaction
within the ac-plane, as shown in Fig. 6.2 (a): 1. the edge to face π-π stacking interactions
between the COT rings (blue dashed lines in Fig. 6.2 (a)); 2. the C-H··· π interactions
between the methyl group of the CP∗ and the COT rings (green dashed lines in Fig. 6.2
(b)). In the case of the edge to face π-π stacking interaction, a stack via the shortest
C···H bond in the adjacent molecules is preferred. For the C-H··· π interaction between
the CP∗ and COT rings, the connections between the CP∗ rings and the eclipsed COT
rings were found to be 1.5 times more than the connections between the CP∗ rings and
the staggered COT rings [103]. The asymmetric interactions between the molecules
discussed above result in titling of the molecules depicted in Fig. 6.1 (a). Moreover,
the magnetic interactions between the lanthanide ions are normally negligible as the
distance between two adjacent paramagnetic centres is relatively long. For instance,
the distance between two nearest Tm ions in the Tm complex, which has the smallest
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unit cell, is about 7.19 Å . Therefore, every CP∗-RE-COT molecule can be regarded as
being isolated and work as a single molecule magnet.
6.2 Magnetisation Relaxations in CP∗-RE-COT
Magnetisation relaxation describes how long a magnet can hold its magnetisation. It
is critical to reduce the fluctuations or enhance the capacity to maintain magnetisation
in a magnet, thereby slowing down the relaxation process. As discussed in Chapter
2, magnetisation relaxations are usually measured with an AC magnetometer. By
measuring the resonance between the magnetic energy absorption of the system and
the external field energy, magnetisation relaxations are determined by the external
field frequency at which the resonance occurs at a certain temperature. However, the
majority of AC susceptibility measurement systems only have a frequency response
of up to 10 kHz. Our research group do not have access to any system with higher
frequency responses. As magnetisation relaxations in some members of CP∗-RE-COT
are much faster than 0.1 ms at high temperatures (T > 50 K), a probe with a higher
frequency response is needed to study the magnetisation relaxations in the CP∗-RE-
COT series in a comprehensive temperature range. The µSR technique can partially
fill this frequency gap by offering responses between 0.1 MHz and 1 GHz.
6.2.1 Experiment details
The polycrystalline samples in the experiments were synthesized using a recrystallisa-
tion method by a collaborating group at Peking University. In their synthesis, CP∗K
dissolved in tetrahydrofuran (THF) solvent was added dropwise to a suspension of
equimolar [(COT)LnCl(THFx)] in THF. The solvent was then removed after 24 hours
of stirring, and the residue was extracted using toluene and filtration. The filtrate was
finally cooled to -30 ◦C overnight before the crystals were harvested.
Fast magnetisation relaxations at relative high temperatures (T > 100 K) in CP∗-
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RE-COT were investigated using the EMU spectrometer at ISIS and slow magnetisation
relaxations of CP∗-Dy-COT at low temperatures (T < 100 K) were measured using the
GPS and LTF spectrometers at PSI. Before the experiments, CP∗-RE-COT samples
were sealed in silver envelopes in a glove box with a He or N2 environment. The
envelopes were then covered by another two layers of 25 µm silver foil to slow down
muons during the experiments. After having taken the samples out of the glove box,
they were kept in a sealed bag with an argon atmosphere until they were loaded into the
cryostat. Thus, during the whole sample preparation process, the measured samples
were protected against oxygen and water that would have caused the deterioration of
the sample.
Before the µSR measurements, transverse field measurements were carried out to
determine α, which is the asymmetry constant determined by the inequivalence of the
forward and backward detectors in a µSR experiment (for more details, see in Chapter
3). These measurements can also verify whether muonium has formed in the sample.
A muonium consists of an implanted muon and an electron. It behaves differently from
a diamagnetic muon in condensed matter systems. Therefore, it is important to check
whether the muonium exists. The existence of muonium affects the data analysis and
interpretation. At room temperature, the TF measurement of CP∗-RE-COT provided
an asymmetry of ∼ 23% for the EMU (ISIS) spectrometer, which has a maximum
asymmetry of ∼ 24%. The TF results confirm that there is no or little muonium
formed in this series of materials during the µSR experiments.
Among all members of CP∗-RE-COT, the Dy complex is the most comprehensively
studied in this project. It was initially measured from 50 K to room temperature using
the EMU spectrometer at ISIS. The measured initial asymmetry decreases below 125
K. Since there is no muonium formed in the sample, the loss of the asymmetry can
most likely be attributed to the fast relaxations of the muon spins. According to Eq.
3.35, the muon spin relaxation rate in the fast limit is inversely proportional to the spin
fluctuation rate in the sample. The fast muon spin relaxation rate indicates that the
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Figure 6.3: The magnetisation relaxation time of the Dy (5% concentration in CP∗-Y-
COT), Ho and Er compounds at low temperatures. The relaxation time in the quantum
regime varies by several orders of magnitude from the Dy to the Er compounds [103].
magnetisation relaxation rate below 125 K is too slow and out of the frequency response
range at ISIS (but still too fast to be measured using an AC magnetometer [103]). Thus,
the magnetisation relaxation rate of the Dy complex below 100 K were then measured
using the LTF and GPS spectrometers at PSI, since they have the capability to measure
faster muon spin relaxation rates of up to several hundred MHz.
6.2.2 AC susceptibility measurements on magnetisation relax-
ations in CP∗-RE-COT
The slow magnetisation relaxations in CP∗-RE-COT were at first investigated by Jiang
[103]. In the Ho and the Er compounds, the magnetisation relaxation is relatively
slow and below 5 K it can be measured with an AC magnetometer. Temperature
independent magnetisation relaxation rates at low temperatures were observed in these
two compounds and in the diluted Dy compound, as shown in Fig. 6.3. Among the
four possible relaxation processes in these compounds, the temperature independent
relaxations can be explained with quantum tunnelling between the two degenerate
ground states. It is also clear that the magnetisation relaxation rates in this series
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of single molecule magnets change by several orders of magnitude, from 106 ms to
less than 0.1 ms. The magnetisation relaxations in the Tm and Tb compounds at
low temperatures and thermal relaxations of the whole series of compounds at high
temperatures are too fast to be accessible with an AC magnetometer with a frequency
response between 1 Hz and 10 kHz.
Detailed AC susceptibility measurements were performed on the Dy, Ho and Er
compounds [103]. Taking the Dy complex as an example, without an applied magnetic
DC field, the results are shown in Fig. 6.4 (a). There was no detectable peak in the
imaginary susceptibility χ′′ down to 2 K. This means that the magnetisation relaxation
in the Dy complex is too fast for the 10 kHz AC magnetometer used here.
As discussed in Section 2.2.3, small perturbations in the Hamiltonian (Eq. 2.25)
results in the entanglement of the two ground states (or higher states but more difficult
in SIMs). Thus, the dipole-dipole interaction and the axial asymmetry of the molecule
resulting from the intermolecular interactions are believed to be the potential cause
for the small perturbations mentioned above [121]. Hence, by limiting the dipolar and
intermolecular interactions, the quantum tunnelling process in CP∗-RE-COT can be
suppressed and the magnetisation relaxation can be slowed down to be detectable with
a 10 kHz AC magnetometer. A diluted sample with 5% CP∗-Dy-COT concentration in
the diamagnetic CP∗-Y-COT compound, in which both the dipolar and the intermolec-
ular interactions are limited, was measured. Fig. 6.4 (b) shows the AC susceptibility
measurement of the diluted Dy compound. It is clear in Fig. 6.4 (b) that peaks in the χ′′
data, which can be used to determine the magnetisation relaxation time in the sample,
appear within the temperature range of 2 to 4.5 K. Using the equation τ = 1/2πf , the
relaxation time of the system can be calculated, as shown in Fig. 6.4 (c). It suggests
that the relaxation between 2 and 4.5 K has two processes. Below 3.5 K, τ is a constant
at about 0.7 ms and decreases rapidly above this temperature. Moreover, the relaxation
at a constant rate at low temperatures can be quenched by an applied magnetic field.
The relaxation rates vs. inverse temperature of the process above 3.5 K and the pro-
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Figure 6.4: (a) AC susceptibility measurements of the pure Dy complex. (b) χ′′ as a
function of AC field frequency for the 5% CP∗-Dy-COT doped in CP∗-Y-COT without
an applied DC field [103]. (c) The magnetisation relaxation time of CP∗-Y0.95Dy0.05-
COT at 0, 100 Oe and 6 kOe from 2 to 4.5 K [103]. (d) χ′′ for the Er complex exhibits
two relaxation processes [121].
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cess below 3.5 K with applied fields all follow an exponential trend. The temperature
dependence of the magnetisation relaxation time indicates that the relaxation have a
thermally activated origin. The effective energy barrier of the thermally activated re-
laxation, Ueff = 25.4 K [103], is obtained by fitting τ to τ = τ0exp(Ueff/kBT ). On the
other hand, the field dependent and temperature independent relaxation below 3.5 K
is governed by quantum tunnelling. With an applied field, the two ground states split
and the tunnelling process is completely suppressed. Only the thermal process can be
measured. In summary, thermally activated relaxation and quantum tunnelling coexist
in CP∗-Dy-COT between 2 and 4.5 K. Above 3.5 K, the thermal effects dominate.
The magnetisation relaxations in the Ho and Er compounds, which are slower than
in the Dy compound, were also measured at low temperatures. It is worth mentioning
that thermally activated relaxations in this series of SIMs exhibited two relaxation
processes. In the Er complex, which has the slowest magnetisation relaxation among
all the members of this series, two peaks in the χ′′ data were observed (Fig. 6.4 (d)),
indicating two different relaxation processes [121]. By studying these two relaxation
times τ1 and τ2, as plotted in Fig. 6.4 (d inset), the two thermally activated processes
were described by two different energy barriers Ueff1 = 323.2 K and Ueff2 = 197.4 K,
respectively. Moreover, in Ref. [121], the AC susceptibility data were fitted to a linear
combination of the two relaxations processes with a modified Debye model:










where F1, F2 are fractions. τ1, τ2 are the relaxation times and α1, α2 are the distribution
widths of each relaxation. The fractions F1 and F2 are constraint by F1 + F2 = 1 and
the values were assumed to be 0.623 and 0.377. This is consistence with the weight
ratio of the two conformers indicating that the two relaxation processes in CP∗-RE-COT
stem from the two conformers and that these conformers involve different characteristic
energy barriers Ueff .
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In summary, AC susceptibility measurements of CP∗-Dy, Ho, Er-COT exhibit slow
magnetisation relaxations. The quantum tunnelling and thermally activated relaxation
processes were characterised in these materials but only at very low temperatures. In
the Er complex, two thermally activated relaxations owing to the two conformers in the
structure was observed. It might be similar in other members of this series of SIMs,
which all have the same structure as the Er complex. Details of the magnetisation
relaxations in pure Tm, Dy, and Tb complexes, however, have not been investigated
yet as they are faster than the limit of the AC susceptibility measurements. There-
fore, a comprehensive study on magnetisation relaxations in the Dy complex and brief
investigations on the Tm and Tb complexes were done in this project.
6.2.3 ZF µSR measurements of magnetisation relaxations in
CP∗-RE-COT
Three sets of zero-field µSR measurements were carried out on the Dy compound at 20
and 800 mK using the LTF spectrometer, from 1.8 to 150 K using the GPS spectrometer
and from 75 K to room temperature using the EMU spectrometer. Below 1.8 K, an
oscillatory signal is observed, which will be discussed in detail in the next section.
Typical µSR spectra of CP∗-Dy-COT above 1.8 K are shown in Fig. 6.5 (a). It is clear
the muon spin relaxation rates vary with temperature. It is also seen in Fig. 6.5 (a
inset) that there is no asymmetry loss as the initial asymmetries of 25% is identical for
all spectra, which is nearly the maximum of the GPS spectrometer. Judging from the
spectra, more than one relaxation is present. It was initially attempted to fit the data
to two exponential relaxation functions. However, it did not work for all the data at
different temperatures indicating that two relaxations were insufficient to describe these
spectra. Hence, a third relaxation process was added and all these data at different
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Fi exp (−λit) + ABG. (6.2)
A residual analysis was done on the 100 K data. It is shown in Fig. 6.5 (b) that
the residual is relatively small. In Eq. 6.2, Arelax and ABG are constant and F1 =
41%, F2 = 28% and F3 = 31% were fixed during the fitting process for every set of
the measurements. ABG is a background signal from muons missing the sample and
sitting in the silver package or cryostat nearby. F3 = 31% is roughly 1/3 of the total
implanted muons and has the slowest relaxation rate with temperature independent
λ3 ∼ 0.1 MHz. This suggests that the third term comes from muons experiencing a
magnetic field that is parallel to muons’ spins. Also, a small proportion of the total
muons hit the cryostat, the sample holder or the silver package with the sample inside.
The other two components are much faster than the third one and F1 : F2 ∼ 60 : 40.
As mentioned earlier, there are two thermally activated relaxation processes resulting
from two different conformers with a ratio of 60 : 40 in the Er complex. It is likely
that these two muon sites correspond to the two conformers in CP∗-Dy-COT, where
the first term describes the magnetisation relaxation of the eclipsed conformer and the
second term giving information about the relaxation of the staggered conformer.
The muon spin relaxation rates of the first and second components, λ1 and λ2 are
shown in Fig. 6.6. The two data sets measured at the EMU and GPS spectrometers
match perfectly. The first relaxation term, which has the fastest muon spin relaxation
rate λ1 increases as the sample is cooled down. According to Section 3.1.3, the muon
spin relaxation following an exponential form indicates that the spin fluctuation in
the sample is in the fast limit. Therefore, the magnetisation relaxation rate of the
measured sample ν1 can be calculated using Eq. 3.35: λ1 =
2∆21
ν1
if the field distribution
∆1 is known.
λ2 for the second muon spin relaxation term, however behaves differently from λ1
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Figure 6.5: (a) Typical µSR spectra of CP∗-Dy-COT at different temperatures with
three fitted exponential relaxations. The normalised least square were χ2 = 1.012 (2
K), 1.006 (40 K) and 0.999 (100 K). Data are shown by the solid circles and the fit is
shown by the curve with the same colour. The inset shows the zoom-in of the data up
to 50 ns. (b) The residual analysis of the 100 K data.
Figure 6.6: The muon spin relaxation rates of the first and second relaxation compo-
nents λ1 and λ2 as a function of temperature under zero field measured with the EMU
(square symbols) and GPS (circle symbols) spectrometers.
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and has a peak at 40 K. Above 40 K, λ2 behaves similarly to λ1 that describes a spin
fluctuation in the fast limit. Below 40 K, it cannot be described by an exponential
relaxation function in the fast limit any more. Therefore, between 2 and 40 K, µSR
data were described using the model:
A(t) = Arelax
(
F1 exp (−λ1t) + F2Y (t) + F3 exp (−λ3t)
)
+ ABG, (6.3)
where the second relaxation component is fitted using the polarisation function Y (t) as
discussed in Section 3.1.3:






exp (−νt)− 1 + νt
))
, (6.4)
which represents the spin fluctuations in the measured sample in an intermediate limit.
The sample’s magnetisation relaxation (spin fluctuation) rate ν2 is calculated via Y (t)
between 2 and 40 K and in the fast limit employing λ2 =
2∆2
ν2
above 40 K. However,
to calculate ν2 the local field distribution ∆2 at the corresponding muon site is also
needed. Thus, in order to obtain the magnetisation relaxation time in this material,
the field distributions at the two muon sites need to be known.
6.2.4 Long-range magnetic ordering in CP∗-Dy-COT
In order to estimate the field distributions of the two muon sites in the Dy complex,
ZF µSR measurements were performed at very low temperatures. Below 2 K, the
thermally activated relaxation processes in this SIM are suppressed and the relaxation
process via quantum tunnelling dominates. Therefore, muons should sense a nearly
quasi-static field distribution. The ZF µSR measurements of CP∗-Dy-COT shows an
oscillatory asymmetry signal at low temperatures. This is a signature of long-range
magnetic ordering in the sample. As the dipolar or exchange interactions between every
molecule in SMMs are normally weak, it is not common to observe long-range magnetic
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order in these systems. There have been reports on long-range magnetic ordering in
some cluster-based SMMs, including Mn12-acetate [128–130], Mn4 cluster [127], Mn6
clusters [131] and Fe17 cluster [132]. In SIMs, however, no long-range magnetic order
has been reported so far. A possible explanation of the lack of reports of long-range
magnetic ordering in SIMs is that the characterisation of those systems most likely
did not reach sufficiently low temperature to investigate the ordered state. To our
knowledge, this is the first experimental observation of the long-range magnetic order
in SIMs.
Fig. 6.7 (a) and (c) show µSR spectra at 0.02 and 0.8 K. The Fourier transform
of the spectra was taken but the peak in the frequency domain is suppressed by the
fast relaxation signal. Giving that there are two muon sites, two oscillatory terms
are expected in the muon spin polarisation function. Hence, the spectra are described
by two damped oscillations and three exponential relaxations (one or two cannot fit).












where Arelax and ABG are the asymmetries for the relaxing terms and background
term. Fi are the volume fractions of the two damped oscillation components with the
frequencies fi, phases ϕi and relaxation rates λi. Fj is the volume fraction of the relaxing
terms characterised by the relaxation rates λj. During the data fitting, Arelax, ABG and
all Fi and Fj were kept fixed and only the frequencies fi, λi and λj were allowed to
vary. The data were fitted well both at the early 150 ns indicating a good description
of the oscillatory terms and on the whole spectrum, as shown in Fig. 6.7 (a inset). The
residual analysis was taken on the data measured at the lowest temperature, as shown
in Fig. 6.7 (b). All fit parameters for the 0.8 K data are listed in Table 6.2.
The long-range magnetic order probably arises from the dipolar interaction between
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Figure 6.7: (a) µSR spectra and fit of CP∗-Dy-COT under zero magnetic field at 0.02
K (fit quality χ2 = 1.058). The inset shows the same spectrum up to 9 µs (fit quality
χ2 = 0.996). (b) The residual analysis on the data at 0.02 K. (c) ZF µSR spectrum at
0.8 K (fit quality χ2 = 1.020). (d) LF µSR spectra with a 300 Oe applied longitudinal
field driven from zero field and with a 300 Oe field after having been driven to 20 kOe
at 0.02 K (fit quality χ2 = 1.076 for 300 Oe before 20 kOe and χ2 = 1.094 for 300 Oe
after 20 kOe). The grey symbols represent the raw data and the black curves are for
the fit to Eq. 6.5.
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Table 6.2: Details of the fit parameters for the 0.8 K data.
Components Fi (Fj)(%) fi (fj) (0.8 K) (MHz) λ (MHz)
F1 32.6 (± 4.8)% 24.3 (± 1.6) 82.1 (± 7.9)
F2 22.2 (± 2.0)% 53.5 (± 1.3) 66.4 (± 7.6)
F3 9.2 (± 0.9)% N/A 62.3 (± 17.7)
F4 7.2 (± 0.8)% N/A 9.2 (± 0.9)
F5 29.0% N/A 0.5 (± 0.0052)
Arelax 13.5 (± 0.025) N/A N/A
ABG 10.4 (± 0.026) N/A N/A
the molecules, similar to the cluster-based SMMs [127–132]. The transition temperature
of the Dy complex is between 0.8 and 1.8 K as muon precession was observed at 0.8 K
but not at 1.8 K. A calculation was executed by Dr. Francis Pratt from ISIS whose result
suggests that the dipolar energy between molecules in CP∗-Dy-COT is no more than 0.6
K. This indicates that long-range magnetic order is possible below this temperature.
However, the long-range magnetic order is still observed at 0.8 K in this material.
The dipolar energy seems to be insufficient for a pure dipolar ordering above 0.8 K. It
is possible that some other factors, such as weak exchange interactions, enhance the
long-range magnetic order in CP∗-Dy-COT.
According to the high temperature data, where CP∗-Dy-COT is in its paramagnetic
state, it is likely that there are two muon sites in the sample that correspond to two
conformers of this Dy based SIM. Among the five components shown in Table 6.2, the
fifth component with F5 ∼ 30% is consistent with F3 in Eq. 6.2 at high temperatures.
It has a relatively small relaxation rate λ5 of approximately 0.5 MHz. This indicates
that the fifth component at low temperatures also corresponds to muons experiencing
a field that is parallel to their spins so that they can only relax when the internal field
fluctuates. The two oscillatory terms describe the muons sitting at the two sites and
probing two different internal magnetic field, B1 = 24.3 MHz (
f1
γµ
= 1793 Oe) and B2
= 53.5 MHz ( f2
γµ
= 3948 Oe). The ratio of these two oscillatory terms is also roughly
60 : 40 indicating that the muon sites at low temperatures are identical to the high
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temperature case, which have two muon sites corresponding to the two conformers
in the structure. For the third and fourth components, which are two exponential
relaxation terms, the volume fractions are much smaller than F1 and F2. The ratio
of F3 and F4 is again roughly 60 : 40 and can again be attributed to the same muon
sites as F1 and F2 but without experiencing the long-range order. Although there are
five components at low temperatures as described by Eq. 6.5, there are only two muon
sites corresponding to the muons sitting at the two different conformers. The dipolar
and exchange interactions, which enables long-range ordering in CP∗-Dy-COT, are very
weak such that the state may not be completely ordered. The disorder may give rise
to the third and fourth terms, which are relaxation terms for muons probing internal
field dynamics.
The magnetic hysteretic behaviour was investigating using applied longitudinal fields
during the µSR measurements. In these measurements, a µSR spectrum was first
measured with an applied field of LF = 300 Oe. The field was then driven to 20
kOe and kept for 2 minutes followed by the same measurement with LF = 300 Oe.
Fig. 6.7 (d) shows the spectra before and after 20 kOe. It can be seen that they are
significantly different. The spectrum after 20 kOe has a higher baseline and muon spin
precession frequency. This can be attributed to the magnetic moments becoming more
aligned along the field direction after the 20 kOe field. This is indicative of a hysteretic
behaviour in CP∗-Dy-COT.
In this section, it was shown that long-range magnetic order in CP∗-Dy-COT can
be observed. Further evidence of this behaviour using other techniques, such as heat
capacity measurements below 1 K, have been planned. If confirmed, this is the first
report of long-range magnetic ordering in SIMs. Furthermore, the internal field distri-
butions at the two muon sites were approximated and the relaxation times for the Dy
complex discussed in Section 6.2.3 were calculated.
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Figure 6.8: The calculated zero-field magnetisation relaxation time (τ = 1/ν) corre-
sponding to two conformers (τ1 for the eclipsed conformer and τ2 for the staggered
conformer) in the structure from 2 K to room temperature. The red and blue symbols
are data points and curves are fit to Eq. 6.6 (fit quality χ2 = 0.966 (τ1), 0.945 (τ2)).
6.2.5 Magnetisation relaxations and relaxation mechanism in
CP∗-Dy-COT
It is now possible to use the measured internal field distributions of the two muon sites
to calculate the magnetisation relaxation time of the sample τ = 1/ν given the measured
muon spin relaxation rate λ reported in Section 6.2.3. Fig. 6.8 shows the magnetisation
relaxation time τ of the two conformers as a function of temperature. Below 10 K, τ1
and τ2 are constant indicating that the thermal process is negligible and the quantum
tunnelling is dominant. In this quantum tunnelling regime, the magnetisation relaxation
time of the sample is approximately 0.1 µs. This is three orders of magnitude smaller
than the value obtained from the AC susceptibility measurements for a diluted sample,
as shown in Fig. 6.3 [103]. Above 10 K, the thermal process plays a significant role in the
magnetisation relaxation and consequently τ1 and τ2 decrease rapidly with increasing
temperature.
As discussed in Section 2.2.3, the magnetisation relaxation in an SIM is believed
to be composed of four processes: direct, quantum tunnelling, Orbach and Raman
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Table 6.3: Fit parameters using Eq. 6.6 for CP∗-Dy-COT.
QT Orbach Process 1 Orbach Process 2
Conformer B1 (µs
−1) τ−10 (µs




Eclipsed 22.8 (± 0.2) 2985 (± 800) 19.5 (± 2) 149 (± 16) 3.3 (± 0.2)
Staggered 5.34 (± 0.05) 11832 (± 2340) 30.9 (± 15) 420 (± 53) 5.4 (± 0.2)
processes. These processes are described by the following equation:
ν = AH2T +
B1
1 +B2H2






In order to study the magnetisation relaxation mechanisms in CP∗-Dy-COT, τ1 and τ2
shown in Fig. 6.8 are independently fitted using the equation above. It is found that τ1
and τ2 are well described by the same model consisting of a single quantum tunnelling
(QT) process and two Orbach processes. The fit parameters are listed in Table 6.3. It
can be seen from Fig. 6.8 that τ1 is smaller below 40 K, however, τ2 decreases more
rapidly. This is consistent with the fit parameters. Below 10 K, where the quantum
tunnelling process is dominant, τ1 is longer in the eclipsed conformer, whereas when T
> 10 K, the effective energy barriers of both Orbach processes in the eclipsed conformer
are smaller than those in the staggered one.
The different relaxation pathways can be analysed by studying the electronic struc-
ture of CP∗-Dy-COT. The crystal field in this material has been previously calculated
by Jiang in Ref. [103]. Their results are shown in Fig. 6.9 (a). In the calculation, the
temperature dependent magnetic susceptibilities, which reflect the thermal population
of the split ground multiplets, were fitted with the CONDON program. This method of
calculating the electronic fine structure in SIMs using the magnetic susceptibility data
was initially developed by Ishikawa [204].
Details of the ground and the lowest four excited states in the Dy complex are shown
in Fig. 6.9 (b). The quantum tunnelling process occurs between the ground doublet
states, whereas the thermally activated relaxation is described by two Orbach processes.
It can be seen in Table 6.3 that the effective energy barriers of the eclipsed conformer
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Figure 6.9: (a) The electronic structure of CP∗-Dy-COT calculated by Jiang in Ref.
[103]. (b) Various magnetisation relaxation pathways in the Dy complex.
match the electronic structure of the Dy complex very well.
In the second Orbach process of the eclipsed conformer, Ueff2 = 3.3 (± 0.2) meV.
This is comparable with the energy barrier between the first excited state and the
ground state. Therefore, this Orbach process may describe a magnetisation relaxation
via the first excited state. Similarly, Ueff1 = 19.5 (± 0.2) meV is consistent with the
energy barrier between the third excited state and the ground states, thus can describe
a magnetic relaxation via the third excited state. Therefore, two Orbach processes are
measured. The relaxation via the second excited state is absent here. This may be
due to the fact that the first Orbach process is dominant when T > 150 K. However,
there are only four data points consequently the fit parameters may not precise enough
to describe the relaxation. The reason why the second excited state is absent requires
further investigations.
In the case of the staggered conformer, the measured energy barriers are much higher
than those of the eclipsed conformer. The fitted values do not match the calculated
values shown in Fig. 6.9 (b). This may be due to the structure as well as the bending
angle being different and the crystal field most likely varies in the two conformers. This
has a large impact on the magnetisation relaxation. As the electronic structure in Fig.
6.9 is based on the magnetic susceptibility whose dominant component is that of the
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eclipsed conformer, it is unlikely to model the magnetisation relaxation accurately in
the staggered conformer.
6.2.6 Longitudinal field dependence of the magnetisation re-
laxation in CP∗-RE-COT
Longitudinal magnetic fields were also applied in the µSR measurements, in order to
extract essential information about the direct relaxation. This term is expected to vary
quadratically with the magnetic field. Fig. 6.10 (a) and (b) show the field dependence of
λ1 and λ2 for several temperatures. It is immediately clear that at all temperatures, λ1
and λ2 are relatively field independent at low fields, but in the region of 1000 Oe, a clear
peak in the relaxation rate is evident at all temperatures. The lower the temperature,
the more pronounced is the peak. The relaxation rate’s increment at 1000 Oe can be
directly observed in the raw (time-resolved) data, as shown in Fig. 6.10 (c). It is clear
that at 1000 Oe, the muon spin relaxation is faster than in the zero field case. Thus,
according to Eq. 3.35, where muon spin relaxation rate is inversely proportional to the
spin fluctuation rate in the system, it is obvious that the magnetisation relaxation slows
down dramatically at around 1000 Oe.
This 1000 Oe peak has also been observed in the Tm and Tb compounds of the
CP∗-RE-COT series. This is shown in Fig. 6.11. AC susceptibility measurements of
the Tb and Tm compounds also exhibit 1000 Oe peaks in the χ′′ data at 2.5 K, as shown
in Fig. 6.12. Since we verified the peaks with two independent instruments, a possible
instrument related artefact as explanation for the peaks at 1000 Oe can be clearly ruled
out. These results suggests that the magnetisation relaxation in these materials slows
down dramatically in an applied magnetic field of 1000 Oe.
In the Hamiltonian of a single-ion magnet, there are two terms, the spin-spin inter-
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Figure 6.10: (a) The field dependence of the muon spin relaxation rate λ1 at 30, 100,
125, 150, 250 and 315 K. (b) The field dependence of the muon spin relaxation rate λ2
at 30, 100, 125, 150, 250 and 315 K. (c) Comparison of µSR spectra at zero field and
using a longitudinal field of 1000 Oe at 250 K (with fit quality χ2 = 1.196 (0 Oe), 1.142
(1000 Oe)).
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Figure 6.11: (a) The field dependence of the muon spin relaxation rate λ1 of the Tm
compound at different temperatures. (b) The muon spin relaxation rate λ1 as a function
of field of the Tb compound at different temperatures.
Figure 6.12: AC susceptibility data of CP∗-RE-COT. The peaks near 1000 Oe also
appear using this instrument. (a) The AC susceptibility data for the Tm complex at
2.5 K. (b) The AC susceptibility data for the Dy complex at 2.5 K.
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Figure 6.13: The field dependence of χ′′ for pure CP∗-Dy-COT and CP∗-Dy0.05Y0.95-
COT employing an AC field amplitude of 3 Oe and a frequency of 360 Hz. The inset
shows the same data as the main figure but with an emphasis on the maximum near
1000 Oe.




Jij ~Si · ~Sj + gµB
∑
i
~B · ~Si, (6.7)
where Jij is the exchange energy between two nearest single ions, g = 10 is the g-factor of
the lanthanide ion. When the exchange energy matches the Zeeman interaction energy,
the quantum tunnelling the two entangled degenerated ground states is suppressed.
Hence, there would be a significant slow down of the magnetisation relaxation. In an
applied field B =
Jexchange
gµB
∼ 1 kOe (Jexchange ∼ 0.7 K), the Zeeman energy matches
with the exchange interaction in Eq. 6.7. Therefore, the slow down of the magneti-
sation relaxation at about 1000 Oe is the consequence of the suppression of quantum
tunnelling.
Field dependent AC susceptibility measurements of a diluted Dy complex were car-
ried out to verify these results. In a diamagnetic Y complex sample with a 5% con-
centration of the Dy complex, the dipolar interaction as well as the intermolecular
interactions between the CP∗-Dy-COT molecules is reduced. Fig. 6.13 shows the re-
204
sults for the pure and diluted samples. It is clear that for the diluted sample the 1000
Oe peak disappears. Since the average intermolecular distance is linked to a decrease
of the exchange interaction, we can conclude that the maximum near 1000 Oe has its
origin in the exchange interaction between magnetic moments of the Dy complex.
The exchange energy (∼ 0.7 K) may be a possible source of the enhanced long-
range magnetic order in CP∗-Dy-COT. If the exchange energy contributes additively,
the critical temperature increases to approximately 1.3 K. This temperature is in the
correct temperature window (between 0.8 and 1.8 K), in which the µSR results are
indicative of a magnetic transition. Further investigations are still needed to confirm
these findings.
6.3 Conclusion
In conclusion, the magnetisation relaxation mechanisms of a series of single molecule
magnets CP∗-RE-COT were investigated using the µSR technique. Between 2 K and
room temperature, the Dy compounds exhibited three possible relaxation pathways, one
quantum tunnelling process and two Orbach processes. The energy barriers obtained
from the magnetisation relaxation analysis matched the calculated electronic structure
of the Dy complex. This potentially opens an avenue to experimentally measure the
electronic structure of SMMs, which is complicated to be calculated when 4f lanthanide
ions are included.
Long-range magnetic order in the Dy complex was indicated by the µSR measure-
ments. If confirmed in a future experiment, this would be the first long-range magnetic
order observed in an SIM system. It has a transition temperature between 0.8 and
1.8 K. However, the dipolar energy seems to be insufficient for a pure dipolar ordering
above 0.8 K, which may suggest that hte exchange interaction contributes. To confirm
long-range magnetic order, further investigations are needed.
The existence of exchange interaction in this series of materials was also indicative in
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the measurements of magnetisation relaxations. In an applied longitudinal fields, a peak
around 1000 Oe was observed in the relaxation data obtained with the µSR technique
and χ′′ from AC susceptibility measurements for all Tm, Dy and Tb compounds. This
is probably a result of the suppression of quantum tunnelling between the entangled
ground states. The prevention of this quantum mechanical tunnelling process is caused
by the applied magnetic field that quenches the exchange interaction.
In order to fully understand the relaxation mechanisms in this series of SIMs, a more
precise calculation of the electronic structure of all series members as well as thorough
investigations of the Tb and Tm complexes are required.
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Chapter 7
Conclusion and Future Work
In this thesis, the magnetism of BiFeO3, multiferroic MOFs CuGF and a series of single
molecule magnets CP∗-RE-COT were discussed. The exotic magnetic properties in
these systems, namely the magnetoelectric coupling in multiferroic BiFeO3 and copper
guanidinium formate, the magnetisation relaxation mechanisms in CP∗-RE-COT as
well as their magnetic structures were investigated.
In the case of BiFeO3, which is a room temperature multiferroic material, an RF
thin film deposition system was built. However, due to the compatibility problem of the
substrate heater, no high-quality epitaxial BiFeO3 thin film was successfully deposited.
With a self-developed ferroelectric characterisation system, the ferroelectricity in the
epitaxial BiFeO3 thin films from the Bouyanfif’s group at the Université de Picardie
Jules Verne was studied. Unfortunately, the large leakage current in these films hin-
dered the investigation of the ferroelectricity and any further study on magnetoelectric
coupling in the thin film structure. Investigations on spin cycloid in these BiFeO3 thin
films were carried out by the grazing-incidence small angle neutron scattering. Two
satellites were observed at around Q = 0.01 Å−1. However, the data were of low quality
and further measurements are needed.
The multiferroic MOF, [C(NH2)3][Cu(HCOO)3], was studied with magnetometry
and the µSR technique. Spin-canted antiferromagnetic order with a Néel temperature
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of 4.6 K was detected. Critical phenomena were also investigated, which indicate that
CuGF possesses 3D Heisenberg long-range magnetic order below the critical tempera-
ture. Above the Néel temperature, a broad peak at about 45 K was observed in the
magnetic susceptibility data, which is a signature of one-dimensional magnetic chain in
the system. The magnetic correlations in this one-dimensional system was also studied
with the locally probing µSR technique. The correlation length was determined and its
field dependence exhibits an inverse proportionality: ξ ∼ H−1. This may be caused by
the field’s influence on the transverse correlations from the spin-canting effect.
In single molecule magnets CP∗-RE-COT, magnetisation relaxations were measured
with an AC magnetometer and the µSR technique. The Dy compound exhibits three
possible relaxation pathways, including a quantum tunnelling process and two Orbach
relaxation processes. When a magnetic field was applied, a peak around 1000 Oe was
observed in all of the Tm, Dy and Tb compounds, for both µSR and AC susceptibil-
ity measurements. Due to the exchange interactions in CP∗-RE-COT, the quantum
tunnelling effect was suppressed by a certain applied magnetic field that matched the
exchange interactions. Moreover, the µSR data suggest long-range magnetic ordering
in CP∗-Dy-COT. If confirmed, this is the first report of long-range magnetic ordering
in an SIM system, even though it has been reported in several cluster-based SMMs.
There are still some open issues left that requires further investigations:
• Spin cycloid and magnetoelectric coupling in BiFeO3: due to the relatively poor
data quality, the study of the spin cycloidal structure in BiFeO3 thin film is
not conclusive. It is planned to use an instrument with a more appropriate Q
range and to count for a longer time for a better data quality. If the existence
of the spin cycloid is confirmed in thin films, both temperature and magnetic
field dependence measurements will be performed to study the evolution of this
cycloidal structure as a function of temperature and magnetic field.
Efforts shall be made to reduce the leakage current in BiFeO3 epitaxial films. With
a smaller leakage current, the ferroelectric properties can be investigated and a
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further study of the magnetoelectric coupling in BiFeO3 with neutron scattering
and ferroelectric characterisation will be carried out.
• One-dimensional magnetic chains: it was discussed in Chapter 5 that CuGF and
CuDMF behaved differently in the µSR measurements even though they have sim-
ilar molecular structures with one-dimensional copper chains. This may originate
from the fact that spin dynamics, or the spin correlations are different in these two
MOFs; they may possess different but similar organic frameworks. It is possible
to study more MOFs with one-dimensional magnetic chains to investigate how
the structures of the MOFs couples with the properties of the one-dimensional
magnetic chains.
• CP∗-RE-COT: the measurements on this whole series of single ion magnets have
not been completed. Further investigations of the other members (the Tb and Tm
complexes) within the series have been proposed. Moreover, the measurements on
the magnetisation relaxations can also be improved by extending the temperature
range. With a thorough study of the whole series of magnets, it may be possible
to understand what determines the anisotropy and zero-field splitting properties.
This is crucial to understanding the nature of local anisotropy in SIMs.
The behaviour consistent with long-range magnetic order was detected in CP∗-
Dy-COT using the µSR technique. Further measurements, e.g. heat-capacity or
susceptibility measurements at low temperatures (< 2 K) are planned in order to
confirm the long-range magnetic order in this material.
It was shown that the electronic energy levels can be measured by analysing
the magnetisation relaxations in these lanthanide-based single ion magnets. This
could provide experimental data to validate existing models of lanthanide-based
complexes. Calculation of the electronic structures of these single ion magnets
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électrique et d’un champ magnétique. J. Phys. Theor. Appl., 3:393, 1894.
[36] I. E. Dzyaloshinskii. On the magneto-electrical effect in antiferromagnets. Sov.
Phys. JETP, 10:628, 1959.
[37] D. N. Astrov. The magnetoelectric effect in antiferromagnetics. Sov. Phys. JETP,
11:708, 1960.
[38] J. Wang, J. B. Neaton, H. Zheng, V. Nagarajan, S. B. Ogale, B. Liu, D. Viehland,
V. Vaithyanathan abd D. G. Schlom, U. V. Waghmare, N. A. Spaldin, K. M.
Rabe, M. Wuttig, and R. Ramesh. Epitaxial BiFeO3 multiferroic thin film het-
erostructures. Science., 299:1719, 2003.
[39] W. Eerenstein, N. D. Mathur, and J. F. Scott. Multiferroic and magnetoelectric
materials. Nature, 442:759, 2006.
[40] N. A. Spaldin and M. Fiebig. The renaissance of magnetoelectric multiferroics.
Science., 309:391, 2005.
[41] C. F. Fennie and K. M. Rabe. Ferroelectric transition in YMno3 from first prin-
ciples. Phys. Rev. B., 72:100103, 2005.
[42] N. Ikeda, H. Ohsumi, K. Ohwada, K. Ishii, T. Inami, Kazuhisa Kakurai, Y. Mu-
rakami, K. Yoshii, S. Mori, Y. Horibe5, and H. Kito. Ferroelectricity from iron
valence ordering in the charge-frustrated system LuFe2O4. Nature, 436:1136,
2005.
[43] L. V. Shuvalov and N. V. Belov. Symmetry of crystals in which ferromagnetic
and ferroelectric properties appear simultaneously. Science., 309:391, 2005.
214
[44] J. M. Rondinelli, A. S. Eidelson, and N. A. Spaldin. Non-d0 Mn-driven ferroelec-
tricity in antiferromagnetic BaMnO3. Phys. Rev. B., 79:205119, 2009.
[45] G. T. Rado. Observation and possible mechanisms of magnetoelectric effects in
a ferromagnet. Phys. Rev. Lett., 13:335, 1964.
[46] B. Kundys, M. Viret, D. Colson, and D. O. Kundys. Light-linduced size changes
in BiFeO3 crystals. Nat. Mater, 9:803, 2010.
[47] O. M. Yaghi and H. L. Li. Hydrothermal synthesis of a metal-organic framework
containing large rectangular channels. L. Am. Chen. Soc., 117:10401, 1995.
[48] M. Eddaoudi, J. Kim, N. Rosi, D. Vodak, J. Wachter, M. O’Keeffe, and O. M.
Yaghi. Systematic design of pore size and functionality in isoreticular MOFs and
their application in methane storage. Science, 295:469, 2002.
[49] J. L. Rowsell and O. M. Yaghi. Strategies for hydrogen storage in metal-organic
frameworks. Angew. Chem, Int.Ed., 44:4670, 2005.
[50] J. S. Seo, D. Whang, H. Lee, S. I. Jun, J. Oh, Y. J. Jeon, and K. Kim. A homochi-
ral metal-organic porous material for enantioselective separation and catalysis.
Nature, 404:982, 2000.
[51] C. A. Kent, B. P. Mehl, L. Ma, J. M. Papanikolas, T. J. Meyer, and W. Lin.
Energy transfer dynamics in metal-organic frameworks. J. Am. Chem. Soc.,
132:12767, 2010.
[52] W. Zhang and R. Xiong. Ferroelectric metal-organic frameworks. Chem. Rev.,
112:1163, 2012.
[53] A. Stroppa, P. Barone, P. Jain, J. M. Perez-Mato, and S. Picozzi. Hybrid improper
ferroelectricity in a multiferroic and magnetoelectric Metal-Organic Framework.
Adv. Mater., 25:2284, 2013.
215
[54] A. Stroppa, P. Jain, P. Barone, M. Marsman, J. M. Perez-Mato, A. K. Cheetham,
H. W. Kroto, and S. Picozzi. Electric control of magnetization and interplay be-
tween orbital ordering and ferroelectricity in a multiferroic Metal-Organic Frame-
work. Angew. Chem., 123:5969, 2011.
[55] F. Kagawa, S. Horiuchi, M. Tokunaga, J. Fujioka, and Y. Tokura. Ferroelectricity
in a one-dimensional organic quantum magnet. Nature Physics, 5:169, 2010.
[56] Y. Tian, J. Cong, S. Shen, Y. Chai, L. Yan, S. Wang, and Y. Sun. Electric
control of magnetism in a multiferroic metalorganic framework. Phys. Status.
Solidi., 8:91, 2014.
[57] Y. Tian, A. Stroppa, Y. Chai, L. Yan, S. Wang, P. Barone, S. Picozzi, and Y. Sun.
[58] Y. Tian, A. Stroppa, Y. Chai, P. Barone, M. Perez-Mato, S. Picozzi, and Y. Sun.
High-temperature ferroelectricity and strong magnetoelectric effects in a hybrid
organic-inorganic perovskite framework. Phys. Status Solid, 9(1):62, 2014.
[59] A. K. Cheetham and C. N. R. Rao. There’s room in the middle. Science,
378(5847):58, 2007.
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