Abstract| This paper discusses models for sounds of percussive musical instruments such as vibraphones, pianos, and the like. In addition to classical source/ lter models a`multichannel excitation/ lter model' is proposed in which a single excitation is used to generate several sounds, for example ve piano tones belonging to the same octave. Techniques for estimating the model parameters are presented along with their application to the sound of a real piano. Our experiments demonstrate that it is possible to calculate a single excitation signal which, when fed into di erent lters, generates very accurate synthetic tones. Finally, a low-cost synthesis method is also proposed that can be used to generate very natural sounding percussive tones.
I. Introduction
This work is concerned primarily with the analysis of percussive instrument sounds. In this paper, a musical instrument will be said to be a percussion instrument whenever the sound it produces results from the free vibration of a structure or a medium which has been set into motion by a short excitation. This designation includes classical percussion instruments (e.g, drums, vibraphone, marimba, bell, gong, piano, guitar etc.) and instruments that can be played as percussion instruments (e.g., pizzicati of violins, of cellos, or slaps of wind instruments). This paper will mainly present piano examples. Percussion sounds are classically decomposed into two successive parts: the attack part, which is of short duration (less than a few hundred ms) and the resonance. The attack includes the interaction between the exciter and the resonating body, and lasts until the structure reaches a steady vibration. The resonance comes after the attack part, and includes the free vibration of the instrument body.
In theory, under the hypothesis of small perturbations, the resonance of the structure can be shown to generate a sound which is composed of exponentially damped sinusoids 1, 2] . The analysis of real sounds usually supports this theoretical result. The attack part of the signal however has a much more complex structure, and is usually quite di cult to analyze, to model, or to synthesize. This is unfortunate because it is well known that this very brief part is of extreme importance for the`naturalness' and the recognizability of a musical sound. If the rst few hundred milliseconds are suppressed from the highest notes of a piano, the resulting sounds lose their natural timbre and become almost unrecognizable. Very little is know about the nature of the attack part of percussive sounds, and this contribution is an attempt to help ll this gap.
This work focuses mainly on this very brief yet important segment of percussive sounds, the attack part. We have tried to model percussive sounds as the output of resonant lters excited by short-duration excitation signals. More specifically, the resonant lter represents the vibrating structure, while the short-duration excitation signal corresponds to the exciter. Our motivations are the following:
1. Better synthesis. While the lter concentrates all the information on the sinusoidal contents of the steady-state sound, the excitation signal can reproduce accurately the rst hundred ms of the original signal, a dramatic improvement over classical synthesis techniques. 2. Deeper insight into the nature of the excitation. By extracting the short, very non-stationary attack part from the nearly-stationary sinusoidal components, it becomes possible to further analyze and model it. 3. Classi cation of percussion sounds on the basis of their excitation signal. Hopefully, the excitation corresponding to di erent notes played on the same instrument should keep some degree of similarity a fact which could be used to classify/recognize them. The paper will be organized as follows: Di erent source/ lter models are discussed in part II, and the calculation of the corresponding parameters is investigated part III. Part IV presents the application of such models to a musical instrument (the piano). Finally, we will review the advantages and drawbacks of our models, and discuss future investigations.
II. Models for percussive sounds
A. Why an Excitation/Filter Model?
Two major reasons why source/ lter models seem particularly well suited for percussive sounds can be put forward.
These reasons are based on the physical properties of percussion instruments:
1. Sinusoidal contents: Under the hypothesis of small perturbations and linear elasticity, a freely vibrating body generates a sound which is composed of exponentially decaying sinusoids 1, 2] . Analyses of sounds of percussion instruments by classical techniques tend to con rm that after a certain time lag, percussive sounds can be fairly well approximated by sums of decaying sinusoidal components 3, 4] . A simple way to generate decaying sinusoidal components consists in feeding a stable pole/zero lter with a short excitation signal. After the excitation has stopped, the output of the in nite impulse response lter is a sum of exponentially decaying sinusoids, provided the lter has no repeated pole 5].
2. Independence between the excitation on one hand, and the values of frequencies and damping factors on the other hand. The frequencies and damping factors of the decaying sinusoids observed in the resonating part of percussive sounds do not depend on the nature of the excitation: rather, they are determined by the physical properties of the resonating body, its dimensions, its sti ness etc. The excitation can only modify the relative amplitudes and phases of the sinusoidal components. This remark is true in theory as well as in practice. For example, the frequencies and exponential decays of the harmonics of a guitar sound do not depend on the way the string was set into vibrations. They are linked (among other things) to the tension, the length, the sti ness and the loss ratio of the material the string is made of, as well as to the string's boundary conditions 6] . The use of di erent excitation modes (plucking, hitting) only a ects the relative amplitudes and phases of the harmonics. This property is also true for source/ lter models: once the excitation has stopped, the frequencies and damping factors of the sinusoids composing the free response do not depend on the excitation signal, but only on the lter's poles. It seems therefore quite natural to try to model percussive sounds as the output of an in nite impulse response lter (IIR) excited by a short-duration signal: The resonant lter generates the sinusoidal decaying part of the percussion signal, while the short-duration excitation reproduces its non-stationary onset. From a physical point of view, this model can be interpreted as follows: the vibrating structure (e.g., the guitar strings and body, the vibraphone keys) is represented by the resonant lter, and the physical exciter (e.g., the guitarist's nger, the piano hammer, the vibraphonists mallet) is represented by the shortduration excitation signal. Much like the vibrating body of the real instrument, the resonant lter controls the frequencies and damping factors of the sinusoids in the quasi-stationary part. Much like the physical exciter, the short-duration excitation signal both controls their amplitudes and phases and accounts for the non-sinusoidal contents of the signal's onset.
B. Previous work in the area
In the past 20 years, source/ lter modeling has been studied extensively, mainly in the domain of speech processing 7] . Applications to musical signals include works by Rodet &al. 8], Depalle 9 ], Potard &al. 10], Barri ere &al. 11], although in the two last references, the source signal was not calculated, and assumed to be a simple impulse. By comparison to these works, our contribution focuses mainly on ways of obtaining the excitation signal. In addition, a multichannel excitation/ lter model is presented which, to our knowledge, has never been applied before to musical signals.
The following section discusses a number of source/ lter models for percussive sounds, and gives details on the nature and characteristics of both the resonant lter and the excitation signal.
C. Simple Excitation/Filter Model C.1 Excitation signal characteristics If the analogy`physical-exciter $ excitation-signal' is valid, we expect the latter to verify a number of properties:
1. The excitation signal should be of short duration. Because it represents the non-stationary part of the percussive sound, the excitation signal should not last much longer than this non-stationary part. 2. The excitation signal should not depend too much on the note played, but rather on the way the note was played. Within half an octave, the hammers of a piano can be considered similar from one note to another. The corresponding excitation signals should therefore exhibit similarities too. In particular, it should be possible to excite the lter corresponding to one note with the excitation corresponding to another note, a process called cross-synthesis 10]. 3. Since the high frequency content of percussive instruments tends to increase when the excitation is harder or faster, the high-frequency contents of the excitation signal should increase in the same way. Unfortunately, with the model used here, only point 1) is guaranteed. We will see that the excitation signals corresponding to di erent notes can actually appear quite di erent, and generate poor cross-syntheses. Another possibility is to use a model where a single excitation signal is calculated to generate several sounds. This model is presented below.
C.2 Filter characteristics
The resonant lters used in this paper are classical rational transfer function lters: The Z transform H(z) is of the form 5]:
(1 ? wiz ?1 ) and
where it can be seen that A(z) and B(z) are polynomials in the complex variable z ?1 . The complex numbers wi and zi are, respectively, the zeros and poles of the transfer function H(z). As mentioned above, the resonant lter accounts for the decaying sinusoidal part of the percussion signal. Since its zero-input response needs to decay to zero, the lter must be stable, or equivalently, its poles zi need to lie inside the unit circle jzij < 1 5] . The frequencies fi and damping factors i of the decaying sinusoids composing the zero-input response of lter H(z) are given by: fi = Fs 2 arg(zi) and (2) i = ?Fs log(jzij) in which Fs denotes the signal's sampling rate, jzj and arg(z) denote respectively the modulus and the argument of complex z. We see that a slowly decaying sinusoid will correspond to a pole lying near the unit circle ( i 0) while a highly damped sinusoid will be generated by a pole located closer to the origin. Eq. (2) shows that the values of the sinusoidal frequencies and damping factors depend only on the lter denominator A(z), and conversely that A(z) is completely determined by the values of frequencies and damping factors.
To preserve the analogy` lter $ instrument-body', we know that H(z) should depend only on the resonance frequencies and damping factors in the resonating part of the sound, and not on their amplitudes and phases which are dependent on the excitation. Since the values of frequencies and damping factors are determined by lter A(z) only, we see that lter B(z) can be chosen arbitrarily, although this choice will later in uence the excitation signal. There are a number of possible choices for lter B(z).
All{pole lter: If B(z) is chosen equal to 1, the lter H(z)
is an all{pole lter:
Hap is a minimum-phase lter, i.e., all its zeros lie inside the unit circle (here, Hap has no zero). This which means its inverse is a causal, stable lter a fact that will prove useful later. The lter Hap may be realized a set of second{order sections in series. The typical transfer function of an all{pole lter is depicted in Fig. (1) . Note the very deep high-frequency valley due to the choice of an all-pole form. We will see the importance of this remark later. 
in which z denote the complex conjugate of z. In this form, the rst order sections have been grouped into pairs of complexconjugate poles. Filter Hsc is now composed of a set of real second{order sections in parallel. Its impulse response is a sum of exponentially decaying sinusoids with zero initial phase: a typical amplitude transfer function is depicted in Fig. (2) . Note that unlike the previous all-pole form, Hsc exhibits zeros which interlace the poles near the unit circle. The zeros can be found by obtaining a common denominator in Eq. (4) and factoring the numerator. 
Polynomial B(z) can be shown to be minimum phase (see appendix A) and consequently its inverse is a causal, stable lter. As in the previous case, Hcc is composed of a set of second{ order sections in parallel, but this time its impulse response is a sum of exponentially decaying cosines, with zero phase. As shown by Fig. (3) , the transfer function of such a lter typically exhibits much less deep valleys than both the serial implementation and the sum of sine sections. We will see in part B that this can be a very interesting property. In this part, we suppose we have a set of original sounds s i n corresponding to the same instrument, played in the same manner. For example, we might have an octave of piano notes played at the same velocity, or a set of vibraphone notes played with the same mallet at the same velocity.
If the double analogy`physical-exciter $ excitation-signal',`instrument resonator $ lter' is valid, and because the physical excitation remains about the same, there should exist a single excitation signal e(n) and a set of resonant lters Hi such that all of the original sounds can be synthesized by feeding the same excitation signal into each of the resonant lter, as shown in Fig. (4) fact that the physical excitation is the same for all signals. In practice, this can only be an approximation, but we will see that this approximation can be quite accurate. Obtaining sets of sounds corresponding to the same conditions of excitation is not always easy in practice. Part IV will discuss ways of achieving this. The lters Hi used in this model are the same as in the preceding part Hi(z) = Bi(z)=Ai(z). The lters Ai(z) depend on the frequencies and damping factors of the sinusoids in the decaying part of signals si and the lters Bi(z) can be chosen arbitrarily. It will be shown in the following sections that this model can help solve problems associated with the Simple Excitation/Filter Model. The following part presents the calculation of the model parameters.
III. Estimation of Model parameters
Now that we have described our models for percussive sounds, we need to estimate their parameters: the lter coecients, and the excitation signal.
A. Estimating the resonant lter
In this part, we suppose that we have an original percussive signal s that we try to model as the output of a resonant lter fed with a short-duration excitation signal. The estimation of the lter coe cients is the same for the single{excitation/single{ lter model and for the single{ excitation/multiple{ lter model. Since the lter numerator B(z) is arbitrary, we need only estimate lter A(z). Eq. (2) relates the zeros of polynomial A(z) to the frequencies fi and damping factors i of the sinusoids composing the sound's quasi-stationary part. The problem is therefore to estimate the set of fi and i corresponding to the original percussive sound. High{resolution parametric methods, like the Prony, MU-SIC or ESPRIT methods, seem best adapted to the problem since they attempt to model the signal as the sum of exponentially damped sinusoids. Indeed, they are very good at detecting and estimating sinusoids in extremely short datarecords. Unfortunately, they exhibit much worse performance with long-duration signals: in order to perform satisfactorily, they require the calculation of extremely large matrices (of the order of magnitude N N, where N is the total length of the signal). If N is not large enough, the estimated damping factors can exhibit serious bias 12]. Since, for a sampling rate of 32kHz, the typical length of percussion sounds ranges from 100; 000 to 1; 000; 000 samples, it becomes clear that the direct use of high{resolution methods is extremely impractical in our context. The problems associated with long duration signals can be worked around 14], but the procedure becomes lengthy and complex.
Non-parametric methods can also be used to estimate frequencies and damping factors. A classical way of estimating frequencies consists of calculating the power spectrum of a portion of the signal, performing a peak detection on the resulting spectrum, and ne-tuning the estimate of each frequency by use of parabolic interpolation 15] . The values of damping factors can be estimated by calculating the amplitudes of the sinusoids in two Fourier analyses located a di erent times. The damping factor is calculated from the rate of amplitude decay 10]. Unfortunately, because the sinusoidal decay is never perfectly exponential, this procedure yields estimates of damping factors which are highly sensitive to the placement of the two analysis windows. To circumvent this problem, we used a nonparametric analysis procedure inspired by Schroeder's method for the estimation of the impulse response of concert halls 16], and its time-frequency generalization (`Energy-Decay Relief') 17].
In the rst step, successive power spectra Pi(f) are calculated on a window located at increasing times ni. These spectra are then accumulated, starting from the last one, nishing by the rst one. This procedure yields a 3{D power spectrum Pcum(f; i):
with Pi(f) = N?1 X k=0 s k+n i :w k :exp ?j:2 :k:f=N where w k represents a weighting window, usually a Hamming window. Pcum(f; i) is the value at frequency f of the spectra accumulated over the range k i. In the second step, a peak detection is performed on the accumulated power spectrum Pcum(f; 1) to detect the sinusoidal components in the signal and calculate their frequency. Accurate frequencie estimates are obtained by use of a second{ degree interpolation, much like in the standard procedure. Finally, the damping factors are estimated from the slope of the 3-D power spectrum, when f is kept constant and i is permitted to vary. Because power spectra are non-negative, the backwardaccumulation makes the`Energy-Decay Relief' a nonincreasing function of time for any given frequency. Once the values of the modal frequencies and damping factors have been estimated, the poles zi are derived from Eq. (2). Finally, A(z) is calculated from Eq. (1).
B. Estimating the excitation signal: Simple Excitation/Filter Model We now turn to the problem of estimating the excitation signal. We will consider the two models (singleexcitation/single-lter, single-excitation/multiple-lter) in two successive parts. Now that the lter denominator polynomial A(z) has been estimated, and given a choice of numerator B(z) the calculation of the excitation lter is a classical inverse ltering problem. This problem bears some similarities with the Linear Prediction Coding (LPC) inverse-ltering problem in which, given a speech signal and a vocal tract lter of the form 1=A(z), a glottal pulse excitation is searched that permits the best reconstruction of the original speech signal 7, 18]. However, the LPC lter and the corresponding excitation signals di er from ours: The LPC lter is generally smooth, with poles well inside the unit-circle, whereas our lters have highly resonant poles; The speech excitation signal is composed of a train of pulses embedded in noise, whereas our excitations typically have most of their energy concentrated in the rst few hundred milliseconds Two implementations can be used to compute the excitation signal: straight time domain inverse ltering, or frequency domain deconvolution.
B.1 Time domain inverse ltering
Inverse ltering consists of ltering the original signal by the inverse of H(z), H ?1 (z) = A(z)=B(z). There are several problems associated with this technique:
Stability of H ?1 (z): If B(z) has zeros outside the unit circle, H ?1 (z) is unstable and therefore, inverse ltering cannot be applied directly. One solution consists of splitting B(z) into a minimum phase part Bi(z) and a maximum phase part Bo(z). Bi(z) corresponds to the roots that are located inside or on the unit circle, and Bo(z) corresponds to the roots that are located outside the unit circle. The signal sn is ltered by A(z), then by 1=Bi(z) and the result is time-reversed. Filter 1=Bo(z) is made minimum phase by re ecting its roots inside the unit circle, which amounts to reading its coe cients backward. This lter is used to process the time-reversed signal obtained in the preceding step. Finally, the result is time-reversed to yield the excitation signal en. This process can be avoided by choosing a lter H(z) that is minimum-phase, as is the case for the all-pole and parallel cosine-section lter structures.
Ill-posed nature of the inverse ltering problem: Depending on the lter H(z), the problem of nding the excitation signal corresponding to the original signal can be ill-posed 19] . This means many di erent excitation signals can yield quite similar results (in the sense of the L 2 norm), after ltering by H(z). Equivalently, the excitation signals en corresponding to two very similar signals xn can be extremely di erent a fact that is highly undesirable. Here is an illustration of this problem. Suppose H(z) is an all-pole lter with the amplitude transfer function described in Fig into lter H(z) and a second, independent white noise bn is added to the result at a ?70dB level, yielding what we will call the original signal xn. We have xn = hn ? wn + bn in which hn is the lter's impulse response, and bn can represent quantization or measurement noise. The Fourier spectrum of the signal xn is given in Fig (6 ). The result of time domain inverse ltering is given in Fig (7) in the frequency domain.
Although the original signal xn had almost no energy in the high-frequency domain, the calculated excitation signal en is submerged by high-frequency components. However, these high-frequency components are irrelevant because they have almost no in uence on the reconstructed signalxn = hm ? em because the transfer function of H(z) is extremely attenuating in the high-frequency region. We see that high-frequency components are almost completely ltered-out by H(z) _ In fact, one can remove the frequency content of the calculated excitation signal above f = 0:35 and still obtain a reconstructed signal that is indistinguishable from the original signal.
The ill-posed nature of inverse ltering has been studied extensively 19]. Our problem is that a more`regular' solution which is not quite accurate would be more useful to us than the highly irregular, exact solution. In the case shown above, regular' means`with little high-frequency content'. The illconditioning problem can be worked around in several ways.
1 the generalized inverse of a singular matrix, can also be applied on inverse-ltering problems 23]. However, pseudo-inverse methods require the estimation of the null-subspace of the ltering matrix (which is not a simple task), and more importantly they prove impractical for long duration signals, because of the size of the matrices involved. Other techniques can also be used, all of which impose a constraint on the sought solution. Another simpler way to avoid this problem consists of using lters H(z) which are better conditioned. For inverse ltering problems, ill-conditioning can be measured by the ratio of the maximum to the minimum of the lter's amplitude transfer function 24]. The higher the ratio, the worse the conditioning of the problem. The lter of Fig (5) is obviously very ill-conditioned. Most of the time, the all-pole implementation turns out to be highly ill-conditioned, especially if there is no pole in the high-frequency region. The`sum of sinusoidal sections structure' also exhibits deep valleys as can be seen in Fig (2) , and therefore it tends to be ill-conditioned. In contrast, the structure`sum of cosine sections' is generally betterconditioned because its amplitude transfer function does not exhibit highly attenuated regions as can be seen in Fig (3) . This fact favors its use in our context. We will see some examples of this remark later on. Because regularization techniques such as the ones described above are di cult to use in practice (sensitive parametertuning, a-priori information not readily available), we decided to use well-conditioned lters for which straight inverse-ltering gives good results.
Poor conditioning of lter coe cients: A(z) is determined by the values of its roots; expressing A(z) as a polynomial can lead to extremely large coe cients, especially if the roots are close to each other. In such a case, when n rst order sections are multiplied together, the middle coe cients of the resulting polynomial can reach values as large as n! (n=2)!] 2 , with rst and last coe cients near unity. This wide coe cient range is likely to generate numerical instabilities in the process of inverse ltering as shown below. Any numerical error in the polynomial coe cients a k causes a displacement of the polynomial root zi given by 5]
in which N is the number of roots. When the roots are tightly clustered, two factors combine their e ects: the denominator of Eq. (7) tends to be large, making the root locations very sensitive to small errors in the coe cients a k , and the a k tend to span a large dynamic range a fact that favors rounding errors. For example, consider an harmonic, non-decaying signal containing 20 harmonics with fundamental frequency 100Hz sampled at 48kHz. A direct application of Eq. (7) shows that the sensitivity of the 10th root with respect to any polynomial coe cient a k is (in modulus) larger than 10
35
. In other words, to obtain a 1% precision on the root location, we would need to have a precision of 10 ?37 on the lter coe cients, which is unattainable in practice. In the general case, nding a solution to this problem is not easy. However, if H(z) is an all-pole lter, then H ?1 (z) can be split into several sub-lters with interleaved zeros. Each sublter has fewer zeros which, in addition are more distant from each other. Consequently, the zeros of the sub-lters are better conditioned than those of the original inverse lter H ?1 (z). Inverse ltering is carried out by successively applying each sub-lter. When H(z) is a sum of second-order cosine or sine sections, A(z) can still be decomposed into several sub-lters, but the numerator B(z) cannot be explicitly expressed as a product of sub-factors because its roots are not readily available ( nding the roots of B(z) would require nding B(z) from the secondorder sections and factoring, an ill-conditioned process). In this case, the decomposition into successive sub-ltering processes is not possible, and an alternative to time domain inverse ltering must be used. Note that down-sampling the original signal usually remedies the coe cients conditioning problem by increasing the distance between the polynomial roots.
When to use time domain inverse ltering? Time domain inverse ltering can be used whenever the resonant lter is minimum-phase, is well-conditioned, and does not exhibit large coe cients. We found this to be the case for many signals when the sum-of-cosines structure was used. In the following part, we present an alternative to time domain inverse ltering.
B.2 Frequency domain deconvolution
With certain precautions, inverse ltering can be performed in the frequency domain by use of the Discrete FourierTransform (DFT). It is well known that the circular convolution of two signals un and vn can be performed by multiplying their complex DFTs U k and V k and taking the Inverse Fourier Transform 5] . Of course, the major advantage of such a scheme is the possibility of using Fast Fourier Transform. A su cient condition for the circular convolution to be equivalent to an acyclic convolution is that the DFT length N should satisfy N > Nu + Nv ? 1 (8) where Nu and Nv denote the lengths of the two signals un and vn respectively. In other words, the size N of the DFT should be larger than the length of the signal u ? v, where ? denotes acyclic convolution. It follows that deconvolution can be performed in the frequency domain by use of the Discrete Fourier Transform: the DFTs of the original signal xn and of the impulse response hn of lter H(z) are calculated, making sure the size N of the DFT satis es the condition stated by Eq. (8) . For each discrete frequency, the former is divided by the latter, and an inverse Fourier Transform of the result is taken, yielding the excitation signal. The condition stated by Eq. (8) speci es that the length N of the DFT should be larger than the length of the convolved signal, xn (since by hypothesis, xn is the convolution of hn by en). When this condition is met, the frequency domain deconvolution is absolutely equivalent to time domain inverse ltering by the (possibly non-causal) stable lter with transfer function H(z). In theory, since lter H(z) generally has an in nite impulse response hn, the above condition is not ful lled and time aliasing is likely to occur. However, if N is large enough, the impulse response hn can be considered null outside the range ?N < n < N.
The practical implementation of frequency domain deconvolution su ers less limitations than time domain inverse ltering, as will now be shown. Ill-conditioning. Because ill-conditioning is intrinsic to our problem, the remarks we made for time domain inverse ltering also apply for frequency domain deconvolution.
Filter-coe cient stability-problem. The lter's recursive form coe cients are no longer necessary. Only the impulse response is needed, which can easily be calculated even when the lter includes a large number of sinusoidal components. If necessary, the transfer function is expanded as a sum of second-order sections and the impulse responses of all sections are added. In summary, for the single-excitation/single-lter model, the most di cult problems encountered during the calculation of the excitation signal are those related to the ill-conditioned nature of inverse ltering processes. When a lter is used that exhibits an amplitude transfer function with a large dynamic range, the excitation signal is often plagued with unwanted artifacts, e.g., high frequency noise, sinusoidal resonances etc. In practice, we have found that only the sum of cosine sections gave good results, because of its generally well-behaved transfer function. An important point is that the minimum Emin of the cumulative error E is a measure of the adequacy of our model: if Emin is found to be large (in a sense that needs to be speci ed), then the single-excitation/multiple-lter model can be judged inadequate. On the contrary, a small value of Emin tends to validate the model. This is one important advantage of the single-excitation/multiple-lter model over the singleexcitation/single-lter model.
It is easily shown (see appendix B) that the least-squares solution can be expressed in the frequency domain by: (11) in which N i x represents the length of the original signal x i n . Strictly speaking, none of the xi is of limited duration (since they are the outputs of IIR lters Hi fed by a time-limited excitation). However, provided the size N of the FFT is large enough, they can be considered to be of nite duration to a good degree of approximation. Of course, the case p = 1 corresponds to the frequency domain calculation of the excitation signal in the single-excitation/single-lter context. As will now be shown, some of the problems encountered for the single-excitation/single-lter model no longer exist in the present context, and new problems arise.
C.2 Problems and solutions

Stability of the inverse lters H ?1
i . Since the calculation of the excitation signal is performed in the frequency domain, the same remarks apply as in paragraph (B.2): when the lters Hi are not minimum phase, deconvolution is achieved using the non-causal, stable form of their inverses.
Ill-posed nature of the inverse ltering problem.
Eq. (10) with p = 1 shows that whenever H(z) has a frequency region of low energy (jH(f)j 0), the ratio tends to grow toward 1, which illustrates the ill-conditioning of the inverse ltering problem. We see that using di erent lters Hi tends to alleviate this problem by minimizing the chances that the denominator in Eq. (10) be zero. In fact, if the respective regions where the lters Hi have a low amplitude-response do not overlap, the sum of the lters' amplitude transfer functions is never near zero, and the problem becomes well-conditioned. As a result, in the single-excitation/multiple-lter context, the inverse ltering problem appears better conditioned. An intuitive way to understand why the problem of determining the excitation should be better conditioned is to remember that ill-conditioning results from the existence of many very di erent`near-solutions' (see section (B)). In the singleexcitation/multiple-lter context, the problem is more selective because we impose more constraints on the desired solution (to the point that there no longer exists an exact solution). As a result, it seems natural that there should be fewer suitable`near-solutions'. In fact, many techniques for regularizing ill-conditioned problems are based on the idea of imposing additional constraints on the solution (e.g., regularity criteria) 19].
Filter-coe cient stability-problem. As mentioned in the single-excitation/single-lter context, working in the frequency domain eliminates the problems associated with the lter coe cients. This remark remains valid in the singleexcitation/multiple-lter context. The synchronization problem. The single-excitation/multiplelter model can be valid only if the original signals x i were recorded simultaneously. To see that, consider original signals whose onsets occur at non-simultaneous times: since the groupdelays of the lters Hi cannot be adjusted, our chances to nd a suitable common excitation are weak. Indeed, when such a case occurs, the calculated excitation-signal is smeared and looses its percussiveness: the cumulative error of Eq. (9) tends to be large and the quality of the syntheses is dramatically altered. In most cases, the original signals do not include an absolute time-reference, and they need to be synchronized in some manner before the common excitation can be calculated.
One way to achieve this consists in calculating the excitation signals e i n corresponding to each pair of resonantlter Hi / original-signal x i n (momentarily using the singleexcitation/single-lter model). Either of the methods suggested in section (B) can be used. Each excitation signal e i n re ects the onset of the corresponding original signal and incorporates the group-delay of the corresponding resonant lter. It is now possible to mutually synchronize the excitation signals by use of a simple, classical cross-correlation technique: the time domain cross-correlation ri;j( ) of two excitation signals e i n and e j n is calculated, and the value of that corresponds to its maximum gives an estimate of the delay i;j between the two signals. This procedure makes it possible to mutually synchronize the excitation signals, and therefore the original signals. After synchronization, the common excitation can be calculated. To avoid the costly calculation of each excitation signal, one could be tempted to apply the cross-correlation technique to the original signals rather than to the excitation signals. There are two major reasons for not doing so:
1. The original signals are usually very di erent from one another both in the time domain and in the frequency domain whereas the excitation signals exhibit many similarities (see example below). The cross-correlation technique only works when the signals are similar.
2. The cross-correlation technique works best when the signals are close to white noise because their crosscorrelation exhibits a large peak at = i;j and few secondary peaks. On the contrary, when the signals are near-periodic, the cross-correlation exhibits a number of peaks at multiples of the periods, and it is rarely clear which one is the main peak. In our case, even when the original signals exhibit harmonic structures, the excitation signals are free of periodicity, which makes them easier to synchronize.
The following example presents the synchronization of four piano notes. The necessity of rescaling. If the original signals were not recorded at exactly the same level, amplitude discrepancies can be observed between di erent speci c-excitations. In this case, a rescaling stage is needed to adjust the amplitudes of the original signals so that the speci c excitations are of comparable energy. This can be done at the same time the synchronization is performed: the energy of each speci c excitation is calculated and the corresponding original signal rescaled accordingly. This rescaling stage solves the amplitude discrepancy problems that can occur when the original sounds are recorded during di erent sessions. Now that the general framework has been described, we will demonstrate how the di erent models apply to the sound of a real piano.
IV. Application to real signals
In all that follows, we will consider both the singleexcitation/single-lter and the single-excitation/multiple-lter models. The excitation signals corresponding to the rst model will be called`speci c excitations' and those corresponding to the second model will be called`common excitations'.
The piano was chosen because of its very speci c onset. For high-frequency notes (e.g., above C3), the percussive sound generated by the hammer when it hits the string is quite audible, and has been found to be very important for the recognizability and the naturalness of the sound 25, 26] . Moreover, the onset is very di cult to synthesize by classical means (additive synthesis, frequency modulation etc...) to the point that synthesizer manufacturers often resort to hybrid techniques in which the (previously sampled) onset is simply played back, and only the resonance is synthesized. In this part, we will describe how the single-excitation/multiple-lter model can be applied to piano sounds. We rst turn to the problem of obtaining valid original signals.
A. Selection of the original piano sounds.
As mentioned in section D, for the single-excitation/multiple-lter model to be valid, we would like the physical-excitation parameters to be uniform across all considered notes. Two of these parameters seem of the highest importance: the size and weight of the hammer, and its velocity. In the case of the piano, the condition of uniformity cannot be perfectly met since the hammers used on di erent notes are not the same. However, if we restrict our choice to notes belonging to the same octave or half-octave, the characteristics of the felt remain the same and the corresponding hammers keep about the same size and weight and can be considered to excite the strings in a very similar way. More di cult is the problem of the hammer velocity. it is well known that the velocity of the hammer not only controls the loudness of the sound but also in uences its spectral contents in a non-linear way 27]. Consequently, it is very important to be able to control the velocity of the hammer corresponding to the recorded sound in order to make sure the excitation is uniform. This is not very easy in practice but there are a number of ways of achieving this task:
Have a professional pianist play the notes at the same nuance (piano, mezzo, forte etc...) Design a special device that hits the piano keys with a constant force/speed. Send notes with a constant velocity parameter to a mididriven piano (e.g., Yamaha's synclavier). We used both rst and third methods, with similar results. The examples shown below were simply extracted from a sample CD (Mc Gills University Master Samples), using series corresponding to the nuance`piano'. We used a series of 7 Calculation of the resonant lters. The resonant lters corresponding to each notes were determined by use of the cumulated Fourier Transform method described in section A. Synchronization: calculating the speci c excitations.
As mentioned in section C, the synchronization of the original signals need to be checked and adjusted if necessary. This requires the calculation of the speci c excitations corresponding to our 7 notes. Fig. (11) presents the speci c excitations corresponding to the note D5 when the parallel sine-cell lter (top signal) and the parallel cosine-cell lter (bottom signal) are used. The top signal is plagued with extraneous high-frequency components that hide most of its time-domain features. The bottom signal gives much more detail on the nature of the excitation. Note however that both signals allow a perfect reconstruction of the original piano sound, when fed through their corresponding lters. The cross-correlation technique was applied to all seven speci c excitations to mutually synchronize the original piano sounds.
Calculation of the common excitation. Eq. (10) suggests that the common excitation can be computed iteratively. The contribution of each new signal is added to the numerator and to the denominator, and the common excitation is updated. Thus, when i = 0 we have the speci c excitation corresponding to signal x 0 n , when i = 1 we get the excitation common to signals x 0 n and x 1 n , etc... Finally, i = 6 gives us the common excitation corresponding to the seven original piano sounds. Fig. (12) presents the excitations obtained successively for i = 0, i = 2, i = 4 and i = 6. We can remark that the time-domain representation of the excitation signal changes only slightly as the excitation becomes common to more and more signals. A careful inspection of the common excitation signal leads to the following remarks:
Time-domain aspect: Most of the energy in the common excitation is lumped in the rst 400ms as can be seen on Fig. (13) . The resulting sound is a loud, short-duration percussive burst which appears quite similar to the sound of a piano whose strings are not allowed to vibrate (e.g., muted by a thick felt). The common excitation includes the low-frequency vibration of the soundboard which was not accounted for by the resonant lters. The resonance of the soundboard although much more damped than the vibration of the strings, is responsible for the non-zero tail of the excitation signal.
Frequency-domain aspect: Fig. (14) presents the spectrum of the rst 128ms of the excitation signal. One remarks the strong low-frequency contents, and a number of weak spectral rays which demonstrate the existence of remaining lowamplitude sinusoidal components. The low-frequency contents corresponds to the vibration of the soundboard, and accounts for the most part of the excitation signal. The frequencies of the low-amplitude sinusoids correspond to the frequencies of the sinusoids present in the original piano tones. We will see in the following part that these sinusoidal components account for the beatings in the original piano tones. The note is F5. The fourier window size was 1024pts, the increment was 2048pts and a Blackman weighting window was used. For readability, only the frequency band between 0 and 8kHz is shown. The note is F5. The fourier window size was 1024pts, the increment was 2048pts and a Blackman weighting window was used. The synthesis was obtained by feeding the common excitation signal into the resonant lter corresponding to the note F5.
Transient response: The transient response is well reproduced. The rst milliseconds of the synthetic signal bear a great similarity with those of the original signal. This visual clue is con rmed by listening tests. The attack of both sounds are similar to the point that it becomes very di cult to differentiate them. In particular, the sound of the hammer, and the very damped resonance of the soundboard are present in all synthetic sounds. This, of course, is an advantage inherent to any source-lter model. Our additional improvement comes from the fact that only one excitation is used for seven piano sounds, with very satisfying results. Double exponential-decay and component beatings.
Piano sounds exhibit two speci cities that are very important for their naturalness, the double exponential-decay phenomenon and the amplitude beatings.
The double exponential-decay is visible in Fig. (10) . In a dB scale, the amplitude of each sinusoid is composed of two straight lines with di erent slopes. This fact is well known and has been studied extensively in 28]: due to coupling between orthogonal polarizations of vibration of the string, the exponential-decay of each component shifts to a lower value after a short time-lag. The second, less damped vibration gives the piano its long sustain. In our source-lter models, there are two ways of accounting for this double exponential-decay: the double decay can be included in the lter structure or coded by the excitation signal. Including the double exponential-decay into the lter structure can be done by allocating two pairs of complex poles to each sinusoidal component. One pair accounts for the rst damping factor, and the other pair for the second, lower damping factor, according to Eq. (2). Unfortunately, because the two pairs of poles are extremely close in the complex plane, this solution leads to lter-coe cient instabilities, and poor lterconditioning. The second option consists in letting the excitation signal handle the double exponential-decay. This is the solution we chose. The question remains to decide which decay should be included in the resonant lter. In order to make the excitation signal as short as possible (i.e. with all its energy concentrated in the rst milliseconds), the smallest exponential-decay was assigned to each sinusoidal component. On the contrary, assigning the largest decay would cause the excitation to contain more energy in the sustain part of the piano sound. A comparison between Fig. (15) and Fig. (16) demonstrates that this solution is quite e cient: the double exponential-decays are similar in both sounds (observe the higher frequencies).
The amplitude beatings give the piano sound its naturalness. Weinreich in 28] has shown that amplitude beatings result from the coupling of adjacent strings with slight mistuning (most of the piano notes correspond to pairs or triplets of strings). The result is a slow time-evolution of the timbre and amplitude of the piano tone. Here again, there are two ways of accounting for this phenomenon in the context of source-lter models. The beatings can be included in the resonant lter, or left in the excitation source. Beatings can be generated by assigning two or three pairs of poles for each sinusoidal component, with slightly di erent frequencies (Eq. (2)). As a result, each harmonic component is modeled by a sum of two or three sinusoids with close frequencies: provided the frequencies are close enough, the resulting sound exhibits low-frequency beatings similar to those observed in original piano sounds. This solution has the drawback of making the resonant lter two to three times as complex. When the resonant lter is assigned only one pair of poles per sinusoidal component, the amplitude beatings are coded in the excitation signal. The excitation signal's energy is still concentrated in the rst milliseconds, but the excitation also includes sinusoidal components which serve to control the beatings. A careful audition of the excitation signal reveals the presence of a weak sound which resembles to a mix of all seven original signals. Indeed, if the excitation is truncated after a few milliseconds, the transient part of the piano tone is preserved, but the beatings are eliminated and the resonance presents a very unnatural steadiness.
The results we described for the note F5 are indeed valid for all seven notes. The synthetic tones are characterized by a remarkable naturalness both in their transient part and in their resonance: the impact of the hammer and the very lowfrequency resonance of the soundboard are well reproduced in all synthetic sounds. The beatings are not always exactly similar to those of the original sounds, but sound quite realistic (in fact, much more natural than the generally too-regular beatings obtained by pairs or triplets of close sinusoids). The cumulated error E is ?15:32dB below the average rms energy of the original sounds. Although low rms-error cannot be directly interpreted as auditory similarity (for example, the rms-error is sensitive to the phases of the components) this result shows a good t of the model to the data. However, the harmonics of some of the synthetic sounds have amplitudes that can be very di erent than those of the corresponding original sounds. We will now analyse this problem and suggest ways of solving it.
D. The problem of overlapping frequencies.
A careful inspection of Fig. (15) and Fig. (16) shows that the third harmonic is assigned a larger amplitude in the synthetic sound than in the original sound. A listening test reveals that the two sounds, although perceptually very similar, have a slightly di erent timbre. To understand where this problem comes from, we need to gain better insight into the singleexcitation/multiple-lter model. In any source/ lter model, the excitation has two main functions: 1) it controls the amplitudes and phases of the sinusoidal components, 2) it reproduces the non-sinusoidal part in the original signal. Let us take a closer look at the rst point. The control of the sinusoidal amplitudes is achieved by adjusting the spectral contents of the excitation in the frequency areas located around the sinusoidal components. This is because the amplitudes A of the sinusoid of frequency fi in the synthetic sound are given by A = jH(fi)j jE(fi)j (13) where H(f) and E(f) are the Fourier transforms of the lter's impulse response and of the excitation signal. In the single-excitation/multiple-lter model, the excitation needs to control the values of the sinusoidal amplitudes for each sinusoidal component of each synthetic signal. Suppose a sinusoid of one of the original sound x i n has a frequency that is very close to that of a sinusoid in another original tone x j n (this can be the case for two harmonic signals whose fundamental frequencies are rationally related). Then Eq. (13) must be true for both signals:
A i = jHi(f)j jE(f)j A j = jHj(f)j jE(f)j (14) Obviously, this can be exactly satis ed only if A i jHi(f)j = A j jHj(f)j (15) a condition that is not necessarily met. In other words, if the harmonics of two original signals have nearly equal frequencies, then the excitation cannot independently adjust their respective amplitudes in the synthetic signals, and some spectral distortion occurs. We can suggest two solutions to this problem:
Iterative ne tuning of the model. One way to overcome this problem, and achieve a better set of synthetic sounds consists in adjusting the numerators of lters Hi: bear in mind that the only constraint on the resonant lters concerned the location of their poles (part. C). The numerators Bi were arbitrarily chosen. Now these additional degrees of liberty can be used to carefully adjust the amplitudes of the sinusoids in the synthetic sounds. A simple way to achieve this consists in replacing the unity residues in Eq. (5) by non-unity values, leading to a new formula for the modi ed resonant lters H 0 i :
The residues ri are calculated from the di erence between the amplitude A of the sinusoid in the original signal x i n and the amplitudeÂ of the same sinusoid in the synthetic signalx i n . This slight modi cation helps reduce the amplitude-errors mentioned above, and can improve the resemblance between original sounds and synthetic sounds.
To gain additional quality, we can remark that the common excitation calculated for the resonant lters Hi is no longer necessarily the solution of the minimization problem stated in Eq. (9) when the lters Hi are replaced by H 0 i . The search for an optimal solution both for the lters and the excitation signal then leads to an iterative bi-linear procedure in which the common excitation is computed, the lters' residues modi ed according to the contents of the synthetic sounds, the excitation re-computed and so on. Each step of the iterative procedure is a least-squares minimization, and therefore is guaranteed to diminish the preceding value of the error E de ned in Eq. (9) . The series of the successive errors E l is thus guaranteed to decrease monotonously. In practice, this iterative procedure reduces only by a few dB the rms error between the original sounds and their respective syntheses. The improvement of the sound quality is sometimes di cult to detect by ear. This negative result comes from the fact that we force each sinusoidal component to have the same overall rms-power in both signals. A problem remains however, when the sinusoidal amplitudes have di erent time-variations: if the harmonics of two original signals have nearly equal frequencies, then the common excitation cannot independently adjust their respective amplitude variations (e.g., beatings) in the synthetic signals. Adjusting the residues cannot solve this problem because the residues are not allowed to vary in time.
Careful selection of the original signals. The best way of avoiding the problem mentioned above remains to choose original signals whose sinusoidal frequencies do not overlap! This can be tricky for the piano, because all tones are quasiharmonic and the tempered scale involves nearly-rational multiplicative factors. The multiplicative ratios corresponding to the most critical intervals are given below, with their rational approximation and the corresponding error:
We see that the most critical intervals are (in order of criticalness'): the fourth, the fth, the third and the sixth. For example, in an interval of a fth ( A. Application to the piano From a practical point of view, the application of our models to piano tones is very promising. Below are some of the main results and topics that require further investigations.
A low-cost technique for the synthesis of very realistic piano tones. Modern synthesizers mostly rely on sampling techniques for the synthesis of realistic piano tones. Sampling techniques require large amounts of memory to store the recordings of successive piano notes (even when only one note out of four or ve is sampled) at di erent velocities. To minimize the memory requirements, only a short segment of the quasi-stationary part of the tones is usually recorded, and looped during play-back (with an exponential weighting). This gives birth to periodic audible artifacts due to looping crossfading. Our model simpli es signi cantly the synthesis of high-quality piano tones by dividing the memory requirements by at least 6. The resonant lters are simple IIR lters which can easily be implemented on standard DSP chips. For example, the biquad implementation on a standard Motorola DSP56000 requires between 6 and 10 cycles per sample per second-order cell: over 25 sections can be implemented simultaneously at a sampling rate of 48kHz on a 25MHz DSP56000, or over 50 sections at a sampling rate of 32kHz on a 33MHz DSP56000.
A more natural onset. One problem with current piano synthesizers is the way the multiple strokes are handled: in sampled pianos, when the key is struck again, the sound is simply played again (with a smooth transition). This scheme is quite di erent from what happens in a real piano and in particular, there is no possibility of`sound build-up' which occurs in real pianos when the same key is struck repetitively. Our model on the contrary supports this kind of e ect: the excitation can be fed again into the resonant lter and generate a new resonance that is simply superimposed to the preceding one. The result is a very natural-sounding repetition of the note: each stroke generates a new note that does not exactly sound like the preceding ones because the resonant lter has di erent initial conditions.
Improvements: sympathetic resonances. Another e ect that is currently not properly rendered by synthetic pianos is the sympathetic-resonances e ect. When a string is vibrating, its vibration is transmitted to the soundboard which in turns excites the whole set of strings. If some other strings are not damped, and if their natural resonating frequencies can be excited by the originally vibrating strings, they start vibrating at their own frequency in an audible e ect know as sympathetic resonance. This is always the case for the highest notes (the upper octave) of the piano, and is true for all notes when the sustain pedal is held down. This e ect can be easily incorporated in our model by feeding a small part of the active lter's output into resonant lters corresponding to sympathetic strings, very much like what actually happens in a real piano. This cross-feeding could also include a transfer function designed to model the sound path from the vibrating string to the sympathetic strings (bridge, soundboard) 29, 30] .
Improvements: shortening the excitation. To further minimize the memory requirements in our model, two things can be done:
1. We can save only a small part of the common excitation signal (say four or ve seconds), and damp its end towards zero. When the excitation drops to zero, the lter continues resonating on its own, with a damping that corresponds to the original sound. In this case, the beatings can be lost if the resonant lter does not include them (see part C).
2. we can save only a small part of the common excitation signal, and loop it during the synthesis, with appropriate cross-fading and weighting (as is done in sampled pianos). Although looping artifacts are quite audible in sampled pianos (resulting from cross-fading), syntheses involving looping of the excitation signal are free of artifacts. The periodic cross-fading is audible in the excitation signal, but generates no audible distortion in the output of the resonant lter.
We have tried both methods with similar results in terms of tone quality. The rst, simplest method can be used for higher notes which decay rapidly: in the original tones, the beatings disappear after only one or two seconds and can therefore be left in the excitation signal. The second method can prove useful for the lower notes (below C2) which last much longer. Very low notes can be perfectely synthesized by using a truncated excitation and resonant lters that include beatings.
Improvements: Simplifying the resonant lter. Although the highest notes of the piano have only a few harmonics, the lowest notes are made of a large number of sinusoidal components: the note A1 (55 Hz) contains over 60 visible harmonics! As a result, the resonant lters corresponding to low frequencies are very complex and time-consuming when implemented as described in part C (sum of second-order sections). An e cient way of reducing this complexity consists in replacing the original resonant lter by a modi ed comb-lter 31, 32] . The comb-lter's feedback loop includes a rationaltransfer function lter of low-order as shown in Fig. (17) By use of identi cation methods 30], it is possible to design a modi ed comb-lter that closely matches the quasi-harmonic structure of the original resonant lter and requires much fewer calculations than the corresponding sum of second-order sections. This more e cient lter can be used for the lowest notes of the piano, and a sum of second-order sections implemented for the medium and high notes.
B. Theoretical results
The source/ lter models have the feature of separating the excitation signal from the resonance. This makes it possible to work on the excitation signal whose structure is more di cult to characterize than that of the resonance. We have seen that obtaining an excitation signal from a real sound is sometimes a delicate task that can su er from ill-conditioning. However, the examples presented above demonstrated the good stability of our calculation methods. In particular, it was interesting to observe that in the case of a piano, the speci c excitations corresponding to adjacent notes appear very similar in many ways (Figs. (8) and (12)). This result tends to validate the analogy`physical-exciter $ excitation-signal',`instrumentresonator $ resonant-lter' and justi es the application of the single-excitation/multiple-lter model. These models have also been applied to the guitar with very good results. The excitation signals exhibit a great uniformity across several notes, and the signal-excitation/multiple-lter model yields very accurate syntheses. In summary, our experiments demonstrate that:
1. Percussive sounds can be modeled as the output of resonant systems excited by an excitation signal. 2. The excitations corresponding to adjacent notes remain very similar. 3. As a consequence, it is possible to nd an excitation that is common to up to 6 or 7 notes belonging to the same octave (depending on the instrument). These results in themselves are very promising and call for further research. Our models need to be applied to other musical instruments (e.g., vibraphone, bells) to test their generality. In addition, we need to investigate a number of questions:
Variation of excitation with velocity: it is well known that the energy of percussive instrument sounds increases more in high frequencies when the velocity of the physical exciter increases (see 27] for the piano). Since the resonant structure remains the same whatever the velocity, this change of frequency content should be observed in the excitation signal.
Variation of excitation from one octave to the other:
we have seen for the piano that the excitation remains about the same for notes belonging to the same octave. The next step would be to determine how the excitation signal changes from one octave to the next one, for di erent kinds of music instruments.
Link between calculated excitation and`physical' excitation: By using measurements of the force at the hammer at the moment of impact, it is possible to gain access to what could be called a physical`excitation' signal. An important question remains as to how this physical excitation signal compares to our excitation signal.
Model of the excitation: is it possible to model the common excitation itself? More precisely, we would like to be able to model the excitation signal, its dependance on the velocity and its octave-variations. This, we believe, is the most challenging problem.
