Notions of numerical ranges and joint numerical ranges of octonion matrices are introduced. Various properties of hermitian octonion matrices related to eigenvalues and convex cones, such as the convex cone of positive semidefinite matrices, are described. As an application, convexity of joint numerical ranges of 2 × 2 hermitian matrices is characterized. Another application involves existence of a matrix with a high eigenvalue multiplicity in a given real vector subspace of hermitian matrices.
It is well known that O is an alternative algebra (every two elements generate an associative subalgebra) but it is not associative. In fact, the subalgebra of O generated by any two elements (not both zero) is * -isomorphic to either R, C, or H, and the subalgebra of O generated by one nonzero element is * -isomorphic to R or to C. To avoid trivialities, we assume everywhere in the paper that n is an integer greater than or equal to 2. We define the numerical range W (A) of a matrix A ∈ O n×n , as follows. Let
Fix a subset K 0 ⊆ K, and let
(K may be empty.) Then for A = [a i,j ] n i,j=1 ∈ O n×n and x = [x 1 x 2 · · · x n ] T ∈ O n×1 , we let
Note that n i=1 x * i a i,i x i is defined unambiguously, because the factors in each term x * i a i,i x i belong to the subalgebra generated by x i and a i,i , and therefore this subalgebra is associative. Define Proof. (c) follows from (a) and (b), and parts (d) and (e) are evident from the definition. The "if" parts of (a), (b), and (f) follow easily from the definition, and for the proof of the "only if" parts of (a), (b), and (f), it suffices to consider the case
Assume that W (A) is real. Then, examining x * Ax for
we see that a 1,1 , a 2,2 , and a 1,2 + a 2,1 are real. Thus, a 1,2 = R(a 1,2 ) + q, a 2,1 = R(a 2,1 )−q for some q ∈ O with real part zero. Note that q 2 is real and negative (unless q = 0). Since [1 q * ]A 1 q is real, a basic algebra shows that q(R(a 1,2 ) − R(a 2,1 )) is real. So, unless q = 0, we have a 2,1 = a * 1,2 . If q = 0, then a 1,2 and a 2,1 are real, and for any v ∈ O \ {0} with R(v) = 0 we have that −va 2,1 + va 1,2 = 0, and hence, a 1,2 = a 2,1 .
Next, assume that every element in W (A) has zero real part. Examining x * Ax for x given by (1.4), we find that a 1,1 , a 2,2 , and a 1,2 + a 2,1 have zero real parts. Thus,
and it follows that
Taking v = c j , j = 1, 2, . . . , 7 in (1.5), we conclude that w 1 = w 2 .
Finally, assume that W (A) = {λ}, λ ∈ O. Then, by taking x ∈ O with |x| = 1 we have x −1 a 1,1 x = x * a 1,1 x = λ, so the similarity orbit of a 1,1 is a singleton. This Thus, λ is real. Subtracting λI from A we may assume without loss of generality that λ = 0. But then A = 0 by (c), and we are done.
Note that for hermitian A, the real number x * Ax is independent of the choice of K 0 . Indeed, temporarily label x * Ax with respect to K 0 and K ′ 0 (another choice for K 0 ) as x * Ax K0 and x * Ax K ′ 0 , respectively. Then x * Ax K0 − x * Ax K ′ 0 is a sum of associators. It follows that x * Ax K0 − x * Ax K ′ 0 has zero real part. On the other hand,
In view of this observation, we assume K 0 = K when dealing with the function x * Ax, for an hermitian matrix A.
In the next section, we present preliminaries on hermitian octonion matrices, with special emphasis on 2 × 2 and 3 × 3 matrices, and on convex cones of hermitian matrices related to the convex cone of positive semidefinite matrices. Our main results Theorems 3.3 and 4.1 are stated and proved in Sections 3 and 4, respectively.
We say that a (necessarily hermitian) matrix A ∈ O n×n is positive definite if x * Ax > 0 for every nonzero x ∈ O n×n , and positive semidefinite if x * Ax ≥ 0 for every x ∈ O n×n . Negative definite and negative semidefinite matrices are defined analogously. We denote by W n×n the real vector space of n × n octonion hermitian matrices.
Preliminaries on octonion hermitian matrices.
2.1. Numerical ranges and eigenvalues. We begin with a general result relating the form x * Ax and eigenvalues. All eigenvalues of octonion hermitian matrices in this paper are understood as right eigenvalues.
x * Ax and µ = y * Ay for y ∈ O n×1 , y * y = 1, then y is an eigenvector of A with eigenvalue µ.
Proof. Write
analogously,
Consider the real valued function
where x j,k are real variables and λ is a real parameter (the Lagrange multiplier). We then have ∂F ∂x j,k | x=y = 0, ∀ j = 1, 2, . . . , n and ∀ k = 0, . . . , 7.
A computation shows that
for k = 0. The left hand side of (2.1) is equal to twice the real part of
or, what is the same, twice the real part of 
Since this equality holds for j = 1, 2, . . . , n, Ay = λy. Now y * (Ay) = −λ, and since the difference y * Ay − y * (Ay) is a sum of associators, hence it must have zero part, we find that µ = y * Ay = y * (Ay) = −λ, and the theorem is proved.
A analogous result holds with maximum replaced by minimum, with the same proof.
, is an eigenvector of A corresponding to a real eigenvalue λ, and y * y = 1, then y * Ay = λ.
Indeed, y * (Ay) = λ, and since the difference y * Ay−y * (Ay) is a sum of associators, hence it must have zero part, we find that y * Ay = y * (Ay). x * Ax ≥ 0.
Thus, A is positive semidefinite. The proof for positive definiteness is analogous.
Note that hermitian octonion matrices may have nonreal eigenvalues, for example (taken from [6] )
Real matrix representation.
We introduce a real matrix representation of octonions. Note that such representation cannot faithfully represent multiplication, because multiplication of octonions is non-associative. However, as it turns out it can represent matrix-vector multiplication. Such representations have been developed in the literature, see [13] . 
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and extend it to vectors (using the same notation):
Note that ν(x) = x for all x ∈ O n×1 . Also, let the matrices C j ∈ R 8×8 for j = 1, 2, . . . , 7 be defined by the property that
The multiplication table for octonions shows that C j 's are skewsymmetric and invertible, in fact C 2 j = −I. We now define the map χ : O → R 8×8 by
and extend (using the same notation) to the map on matrices
The maps ν and χ have the following properties with respect to matrix-vector multiplication: 
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Because of linearity, it suffices to prove (2.5) for the case when x = c i , y = c j , A = c k for i, j, k = 0, 1, . . . , 7. In view of (2.6), equality (2.5) reads
and it remains to prove
Clearly, both sides of (2.8) are zero if j = ℓ. And for j = ℓ both sides are equal to 1. Thus, (2.5) is proved.
In particular (taking m = n and x = y in (2.5)):
In particular, A is positive, resp., negative, definite or positive, resp., negative, semidefinite if and only if χ(A) is such.
2.3. Cones of hermitian matrices. Let K n×n be the convex cone of positive semidefinite n × n octonion matrices. Clearly K n×n is closed and pointed (by Proposition 1.2(c)). Introduce the real valued inner product on W n×n by the formula
It has all the usual properties of the inner product; in particular A, B = B, A , and A, A ≥ 0 with equality A, A = 0 only if A = 0. Let K n×n * be the dual cone of K n×n with respect to ·, · . In other words,
Clearly, K n×n * is closed and convex.
Note that matrices of the form uu * , u ∈ O n×1 , belong to K n×n * . Indeed, letting u 1 , . . . , u n be the components of u, for every A = [a i,j ] n i,j=1 ∈ K n×n we have Note also that
which implies that u * u is a eigenvalue of uu * , with the eigenvector u (if u = 0).
Let L n×n be the closed cone generated by all matrices of the form uu * , u ∈ O n×1 , i.e.,
Clearly, L n×n is convex. Also, it follows from the equality A, uu * = u * Au, where A ∈ W n×n , that K n×n = L n×n * , the dual cone of L n×n . Also, we have
where the first equality follows from the general properties of cones (see, e.g., [4] ).
Lemma 2.7. We have
Moreover, the matrices uu * , where u ∈ O 2×1 \ {0}, constitute the set of nonzero extremal points in the convex cone (2.10). Also, K 3×3 *
Proof. If n ≤ 3, then there is a spectral decomposition for A ∈ W n×n :
where λ k are real eigenvalues of A and v k are normalized (quaternion) eigenvectors of A such that (v k v * k )v j = 0 for j = k ([7, Theorems 1O2, 1O3]). If in addition A is positive semidefinite, then we must have λ k ≥ 0 (Corollary 2.3). Since v k v * k ∈ K n×n * , it follows that
The following example shows that K 3×3 * 
Next, we show that every matrix uu * is extremal in (2.10). Suppose u ∈ O 2×1 \{0} and
Replacing u j with u j λ j , we may assume without loss of generality that λ j = 1, j = 1, . . . , n. Then, for any fixed j, uu * − u j u * j is positive semidefinite. We may consider uu * and u j u * j as matrices over a subalgebra of O which is isomorphic to H and contains the (1, 2) entries of uu * and u j u * j . Now use the fact that over the quaternions, the positive semidefiniteness of uu * − u j u * j implies that u j u * j = µ j uu * for some µ j ∈ [0, 1]. Therefore uu * is extremal in (2.10).
Conversely, let A ∈ K 2×2 \ {0} be extremal in (2.10). Write a spectral decomposition (2.11) for A, and we may assume without loss of generality that λ 1 and λ 2 are both nonzero. Since A is extremal, we must have A = µ 1 v 1 v * 1 = µ 2 v 2 v * 2 for some positive µ 1 , µ 2 , and so A has the required form.
In connection with the proof of Lemma 2.7, note that at present it is unknown whether or not every A ∈ W n×n admits a spectral decomposition (2.11) if n ≥ 4. More information about eigenvalues of octonion hermitian matrices can be found in [6] , [7] , [11] , [13] , and [8] .
We conclude this section with a characterization of interior points in K n×n * . Proposition 2.8. The following statements are equivalent for A ∈ W n×n :
(1) A belongs to the interior of K n×n * ;
Leiba Rodman 3. Joint numerical ranges. For a p-tuple of hermitian matrices A 1 , . . . , A p ∈ O n×n , define the joint numerical range by
is such that x * x := x * 1 x 1 + · · · + x * n x n = 1}.
Joint numerical ranges and their generalizations for tuples of hermitian matrices have been extensively studied in the context of real, complex, and quaternion matrices, see. e.g., [2] , [10] and [12] .
The following easily verified property of joint numerical ranges will be used: Lemma 2.6 allows us to obtain easily a convexity result for joint numerical ranges of two hermitian matrices:
For the proof just observe that by Lemma 2.6, W J(A 1 , A 2 ) is the real joint numerical range of two real symmetric 8n × 8n matrices χ(A 1 ) and χ(A 2 ), and the convexity of the latter is well known.
As far as we are aware, the joint numerical range of more than 2 octonion hermitian matrices in n ≥ 3 dimensions is not well understood. On the other hand, the convexity properties of joint numerical ranges of 2 × 2 hermitian matrices can be completely sorted out: Note that the statement of Theorem 3.3 is analogous to the well known results of convexity of joint numerical ranges of complex and quaternion 2 × 2 hermitian matrices. Namely, Theorem 3.3 holds true for C and H, with numbers 10, 9, 8 replaced by 4, 3, 2 and 6, 5, 4, respectively. Observe that in all three cases C, H, and O, the numbers 10, 6, and 4, respectively, are the real dimensions of the set of 2×2 hermitian matrices.
Note also that by Lemma 2.7, the interior of K 2×2 * consists of exactly the 2 × 2 positive definite matrices.
For the proof of Theorem 3.3 we need the following, perhaps independently interesting result.
Proposition 3.4. Let V be a real subspace of real dimension k in W 2×2 . Assume that V has the following property:
Proof. By the duality theory for pointed convex cones (see [4] for example) we need to show that
The hypotheses of the theorem imply that the only positive semidefinite matrix A in V ⊥ of the form xx * , x ∈ O 2×1 , is the zero matrix. Arguing by contradiction, assume (3.1) does not hold. Then V ⊥ contains a nonzero positive semidefinite matrix Q, which cannot be a real multiple of xx * , for any x ∈ O 2×1 . The spectral decomposition for Q (see [7] , also (2.11)) now implies that Q is positive definite. Since the real dimension of V ⊥ is at least 2, there exists X ∈ W 2×2 such that Q and X are linearly independent (over R). We claim that there is a linear combination aQ + bX, where a, b ∈ R, of the form xx * , x = 0, thereby obtaining a contradiction to the property of V hypothesized in Theorem 3.4.
To this end observe that the entries of Q and X are contained in the subalgebra of O generated by the two entries of Q and X in the (1, 2)-position. We may therefore assume that Q and X are matrices over H. Applying a simultaneous congruence to Q and X, we may further assume that Q = I. Now clearly λI − X, where λ is one of the (real) eigenvalues of X has the desired form (note that X cannot be a real multiple of I because of the assumption that Q and X are linearly independent).
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Consider a particular situation:
Then clearly (±1, 0, 0, 0, 0, 0, 0, 0, 0) ∈ W J(A 0,1 , . . . , A 0,9 ).
We prove the non-convexity of W J(A 0,1 , . . . , A 0,9 ) by showing that 0 does not belong to W J(A 0,1 , . . . , A 0,9 ).
Indeed, suppose
R [x * y * ] A 0,j x y = 0, j = 1, 2, . . . , 9, (3.2)
for some x, y ∈ O. We are going to prove that x = y = 0. The equality (3.2) amounts to the following system of equations:
R(x * c j y) = 0, for j = 1, . . . , 7, xx * = yy * , R(x * y) = 0. x k c k )c j ( 7 ℓ=0 y ℓ c ℓ )) = 0 j = 1, 2, . . . , 7, (3.4)
x 0 y 0 + x 1 y 1 + · · · + x 7 y 7 = 0, x = y . where S(y) is an 8 × 8 skewsymmetric real matrix such that S(y) 2 = (− 7 j=1 y 2 j )I. It is easy to see that y 0 I + S(y) is invertible unless y = 0. (Indeed, the complex eigenvalues of y 0 I + S(y) are y 0 ± i y 2 1 + · · · + y 2 7 .) Now equation (3.8) shows that at least one of x or y must be zero. But then the second equation in (3.5) yields that both x and y are zeros.
It follows from the non-convexity of W J(A 0,1 , . . . , A 0,9 ) that W J(A 0,1 , . . . , A 0,9 , I) is also non-convex. Since W 2×2 is 10-dimensional, we see that 
for some invertible real 10 × 10 matrix T . Now clearly W J(A 1 , . . . , A 9 , I) = T · W J(A 0,1 , . . . , A 0,9 , I).
Therefore, W J(A 1 , . . . , A 9 , I) is non-convex, and the non-convexity of W J(A 1 , . . . , A 9 , I) follows.
The "if" part. Let A 1 , . . . , A 9 ∈ W 2×2 be such {A 1 , . . . , A 9 , I} are linearly dependent. Arguing by contradiction, suppose that W J(A 1 , . . . , A 9 ) is not convex, so there exist vectors q, p ∈ R 9×1 such that q ∈ W J(A 1 , . . . , A 9 ) but q ± p ∈ W J(A 1 , . . . , A 9 ).
(The vector p is necessarily nonzero.) Replacing A 1 , . . . , A 9 with A 1 + α 1 I, . . . , A 9 + α 9 I for suitable real numbers α 1 , . . . , α 9 , we may assume that q = 0. Two cases may occur: (1) A 1 , . . . , A 9 are linearly dependent. Then by Proposition 3.4, for some real numbers β 1 , . . . , β 9 the matrix Q := β 1 A 1 + · · · + β 9 A 9 is positive definite. Letting x, y ∈ O 2×2 , x = y = 1, be such that (x * A 1 x, . . . , x * A 9 x) = p, (y * A 1 y, . . . , y * A 9 y) = −p,
we obtain
x * Qx = [β 1 β 2 · · · β 9 ] p, y * Qy = − [β 1 β 2 · · · β 9 ] p, a contradiction to positive definiteness of Q. The second case: (2) A 1 , . . . , A 9 are linearly independent. Then I = γ 1 A 1 + · · · + γ 9 A 9 for some real numbers γ 1 , . . . , γ 9 . 
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Not all the γ j 's are zero; say γ 1 = 0. Consider W (I, A 2 , . . . , A 9 ). All three numerical ranges W J(A 1 , . . . , A 9 ), W (I, A 2 , . . . , A 9 ), and W (A 2 , . . . , A 9 ) are convex only simultaneously, so by Proposition 3.1 it suffices to prove the convexity of W (A 2 , . . . , A 9 ). Now we repeat the proof of the "if" part of Theorem 3.3, replacing A 1 , . . . , A 9 with A 2 , . . . , A 9 , and note that in this situation Theorem 3.4 is applicable regardless if A 2 , . . . , A 9 are linearly independent or not; thus, there is no need to consider case (2).
4.
Hermitian matrices with large eigenvalue multiplicity in a subspace. As another application of the properties of hermitian matrices in Section 2, we prove a result -Theorem 4.1 below -that asserts existence of a hermitian matrix with high eigenvalue multiplicity in a real subspace of hermitian matrices, provided the dimension of the subspace is sufficiently large. The proof of the theorem follows the approach of [9] .
We say that a hermitian matrix A ∈ O n×n has the greatest multiplicity r (r ≥ 1) if there exists (necessarily unique) α ∈ R such that A − αI is negative semidefinite and x * (A − αI)x = 0 for all x in a real subspace of O n×1 of real dimension r. In this case, we say that A has the greatest multiplicity r at α. Note that the set {x ∈ O n×1 : x * Ax = 0} is closed under multiplication on the right by reals, but not necessarily by octonions, therefore we cannot talk about octonion subspaces of such vectors x. Note also that every hermitian matrix A ∈ O n×n has the greatest multiplicity one. Indeed, take α = min {q ∈ R : A − qI is negative semidefinite} .
Theorem 4.1. Assume n ≥ 2. Let V be a real subspace of real dimension k in W n×n , and let 1 ≤ r ≤ n − 1. If k ≥ 1 + 8n(r − 1) − (r−1)(r−2) 2 , then V contains a matrix with the greatest multiplicity r at α = 1.
Proof. The case r = 1 is trivial: Take any matrix A ∈ V which is not negative semidefinite, and let µ := max y∈O n×1 : y * y=1 y * Ay > 0.
Then B := µ −1 A satisfies the required properties.
We proceed by induction on r. So assume there is B ∈ V such that B has the greatest multiplicity p at α = 1. Let x 1 , . . . , x p ∈ O n×1 be a linearly independent (over the reals) set such that B − I is negative semidefinite and x * (B − I)x = 0 for every unit vector x ∈ O n×1 which is a real linear combination of x 1 , . . . , x p . We will produce a matrix A ∈ V that has the greatest multiplicity p + 1 at 1, assuming k ≥ 1 + 8np − p(p − 1)/2. Note that by Theorem 2.1 we have Bx j = x j , for j = 1, 2, . . . , p.
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Suppose A 1 , . . . , A k form a basis in V . Consider the following system of linear equations:
where the α i 's are real variables. Applying the maps χ and ν we obtain an equivalent system k i=1 α i χ(A i )ν(x j ) = 0, j = 1, 2, . . . , p. Then C = 0, and Cx j = 0 for j = 1, 2, . . . , p (these equalities follows from (4.1) upon using the associative law which is legitimate since the α (0) i 's are real). We assume C is not negative semidefinite (otherwise take −C in place of C).
Consider the matrix B + αC where α ≥ 0. We claim that there is a value of α such that B + αC has the greatest multiplicity p + 1 at 1. Let where Q(α) is invertible for |α − α 0 | < ǫ and negative semidefinite for α ≤ α 0 by definition of α 0 and in view of Lemma 2.6. But then, since Q(α) is a continuous function of α, there exists 0 < ǫ ′ < ǫ such that Q(α) is negative definite for all |α − α 0 | < ǫ ′ . In particular, B + α C − I is negative semidefinite for α 0 < α < α 0 + ǫ ′ , a contradiction to the definition of α 0 .
Note that the real dimension of the set of n × n hermitian octonion matrices is 4n 2 − 3n. Therefore, the hypotheses of 
