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Problématique
Nous considérons le problème de contrôle op-
timal gouverné par une équation de diffusion
sur le domaine Ω :
min
u
J (u (x, z)) =
1
2
∫
Ω
(y (x, z)− yd (x, z))2 dx
+
α
2
∫
Ω
u (x, z)
2
dx
contraint par{
−∆y (x, z) = u (x, z) + f (x, z) dans Ω
y = 0 sur Γ
où y est la variable d’état, yd la consigne, u la
commande et α > 0.
Conditions d’optimalités
−∆y (x, z)− 1
α
p (x, z) = f (x, z)
−∆p (x, z) + y (x, z) = yd (x, z)
p (x, z) = αu (x, z)
avec y = 0 et p = 0 sur Γ
Forme faible des conditions d’optimalités∫
Ω
∇p? · ∇p dx+
∫
Ω
p?y dx =
∫
Ω
p?yd dx ∀p?∫
Ω
∇y? ·∇y dx− 1
α
∫
Ω
y?p dx =
∫
Ω
y?f dx ∀y?
Formulation PGD
L’espace peut se séparer suivant les coordon-
nées x, z, i.e. Ω = Ωx × Ωz . Le vecteur inconnu
Ψ qui regroupe à la fois les valeurs nodales de
p et de y, prend la forme
Ψ =
[
Y
P
]
=
∞∑
α
[
Y αx ⊗ Y αz
Pαx ⊗ Pαz
]
Ainsi la formulation PGD du système est don-
née par la définition suivante de A et B :
A =
6∑
j=1
Ajx ⊗Ajz
A1x =
[
0 0
0 Kpx
]
A2x =
[
0 0
0 Mpx
]
A1z =
[
0 0
0 Mpz
]
A2z =
[
0 0
0 Kpz
]
A3x =
[
0 − 1αMypx
0 0
]
A4x =
[
Kyx 0
0 0
]
A3z =
[
0 Mypz
0 0
]
A4z =
[
Myz 0
0 0
]
A5x =
[
Myx 0
0 0
]
A6x =
[
0 0
Mpyx 0
]
A5z =
[
Kyz 0
0 0
]
A6z =
[
0 0
Mpyz 0
]
B =
2∑
j=1
Bjx ⊗Bjz
B
1
x =
[
MyxF
0
]
B
2
x =
[
0
MpxYd
]
B
1
z =
[
Myz F
0
]
B
2
z =
[
0
Mpz Yd
]
Formulation PGD paramérique
Nous considérons maintenant que la consigne s’écrit βyd ou β est un paramètre. Nous allons
construire la solution du problème pour une plage de valeurs de β définie par le domaine Ωβ .
Le vecteur solution s’écrit maintenant :
Ψ =
M∑
α
[
Y αx ⊗ Y αz ⊗ Y αβ
Pαx ⊗ Pαz ⊗ Pαβ
]
+
[
Yx ⊗ Yz ⊗ Yβ
Px ⊗ Pz ⊗ Pβ
]
A et B sont maintenant définis par
A =
6∑
j=1
Ajx ⊗Ajz ⊗Ajβ
avec
A1β =
[
0 0
0 Mpβ
]
A2β =
[
0 0
0 Mpβ
]
A3β =
[
0 Mpyβ
0 0
]
A4β =
[
Myβ 0
0 0
]
A5β =
[
Myβ 0
0 0
]
A6β =
[
0 0
Mpyβ 0
]
et
B =
2∑
j=1
Bjx ⊗Bjz ⊗Bjβ
avec
B
1
β =
[
MyβF
0
]
B
2
β =
[
0
M
p
βYβ
]
où
M
y
β =
∫
Ωβ
xβN
y
βN
yT
β dxβ
Résultats numériques
Nous validons notre démarche sur l’exemple suivant :
f (x, z) = − 1
α
16x(1− x)z(1− z) + 32x (1− x) + 32z (1− z)
yd (x, z) = 16x (1− x) z (1− z) + 32x (1− x) + 32z (1− z)
dans ces conditions la solution de notre problème est y (x, z) = p (x, z) = 16x (1− x) z (1− z).
Le résultat est indépendant de α.
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Dans le cas paramétrique, nous prenons
yd (x, z) = β (16x (1− x) z (1− z) + 32x (1− x) + 32z (1− z))
avec α = 0.05
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Dans tous les cas la solution exacte est obtenue par le calcul d’un seul couple.
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