Abstract. Let X = (X 0 , B, µ, T ) be an ergodic probability measure preserving system. For a natural number k we consider the averages
where fj ∈ L ∞ (µ), and aj are integers. A factor of X is characteristic for averaging schemes of length k (or k-characteristic) if for any non zero distinct integers a1, . . . , a k , the limiting L 2 (µ) behavior of the averages in (1) is unaltered if we first project the functions fj onto the factor. A factor of X is a k-universal characteristic factor (k-u.c.f ) if it is a k-characteristic factor, and a factor of any k-characteristic factor. We show that there exists a unique k-u.c.f, and it has a structure of a (k−1)-step nilsystem, more specifically an inverse limit of (k − 1)-step nilflows. Using this we show that the averages in (1) converge in L 2 (µ). This provides an alternative proof to the one given in Host and Kra [HK02c] .
Introduction
Averages of the form (2) 1
were first introduced by Furstenberg [Fu77] in his ergodic theoretic proof of Szemerédi's theorem on arithmetic progressions in sets of positive density in Z. He proved the following theorem:
1.1. Theorem (Furstenberg) . Let X = (X 0 f (T jn x)dµ > 0.
The theorem above ensures that there exists an integer n, such that the points x, T n x, . . . , T kn x are in A. Questions related to the limiting behavior of the averages (2) (pointwise or in L 2 ), and related averages are an active tamar@math.ohio-state.edu. 1 field of research. For k = 1 the average in (2) is the classical ergodic average. Pointwise convergence is the classical Birkhoff ergodic theorem, and L 2 convergence is given by the mean ergodic theorem. Convergence of the averages in (2) for the case k = 2 in the L 2 mode was shown in [Fu77] . Pointwise convergence in this case was proved by Bourgain [Bo89] . Pointwise convergence for k > 2 is not known. We will focus on L 2 convergence. The averages in (2) for the case k = 3 were analyzed by Conze and Lesigne [CL84] , [CL87] , [CL88] , Furstenberg and Weiss [FW96] , and Host and Kra [HK01] , [HK02a] . Convergence for the general case (any k) was shown by Host and Kra [HK02c] . We describe a different approach to this problem that was developed independently, though somewhat later.
Let X = (X 0 , B X , µ X , T X ) be a probability measure preserving system; i.e. (X 0 , B X , µ X ) is a measure space, and T X is a measure preserving transformation. When there is no confusion we will omit the subscript X. We write T f for the function T f (x) = f (T x). By ergodic decomposition it will suffice to study the limit of (2) with the additional hypothesis of ergodicity. The nature of the limit will depend on mixing properties of the system. The maximal degree of mixing relevant is weak mixing; indeed in this case Furstenberg has shown in [Fu77] :
Theorem (Furstenberg). If X is weak mixing then
For a general ergodic system X the averages in equation (2) need not converge to a constant function. Indeed, if the system X is not weakly mixing there exists a nontrivial eigenfunction ψ. If T ψ(x) = λψ(x) then
for all n, thus
By the above equation, the set of limiting functions contains the algebra of eigenfunctions -the Kronecker algebra. The Kronecker algebra determines the 'Kronecker factor' Z where Z 0 is a compact Abelian group, B Z the (completed) Borel algebra, µ Z the Haar measure, and the action of T Z is given by translation by an element α ∈ Z 0 , i.e T Z z = z + α. Let π : X → Z be the factor map. It is not surprising that an Abelian group factor should come up when studying the relations between x, T n x, T 2n x, as the projections of these points on the Abelian group factor π(x), π(x) + nα, π(x) + 2nα form an arithmetic progression: π(x) = 2(π(x) + nα) − (π(x) + 2nα). It turns out that this 'constraint' imposed by the Kronecker factor is the only 'constraint' on the triple x, T n x, T 2n x, and in a manner to be made precise, the Kronecker factor is 'characteristic' for the limit of the averages 1 N N n=1 f (T n x)g(T 2n x). Let X be a measure preserving system (m.p.s). Let Y be a homomorphic image; i.e, we have a map π : X 0 → Y 0 with π −1 B X ⊂ B Y , πµ X = µ Y and T Y π = πT X . Then Y is a factor of X, X is an extension of Y , and abusing the notation we write π : X → Y for the factor map. A factor of X is determined by a T X invariant subalgebra of L ∞ (µ). The map π induces two natural maps π * : L 2 (µ Y ) → L 2 (µ X ) given by π * f = f • π, and π * : L 2 (µ X ) → L 2 (µ Y ) given by π * f = E(f |B Y ) (the orthogonal projection of f on π * L 2 (µ Y )). We fix an ergodic m.p.s X. The notion of 'characteristic factors' was first introduced in a paper by Furstenberg and Weiss [FW96] .
1.3. Definition. Let Y be a factor of X. Let k be a natural number, (a 1 , . . . , a k ) be distinct non-zero integers. The system Y is characteristic for (a 1 , . . . , a k ) if for any f 1 , . . . , f k ∈ L ∞ (µ X ),
The system Y is a k-characteristic factor of X if it is characteristic for any k-tuple of distinct non-zero integers.
It is in this sense that the Kronecker factor is characteristic for calculating the limit of the averages 1 N N n=1 f (T n x)g(T 2n x). We now define a universal characteristic factor: 1.4. Definition. Let Y be a factor of X. The system Y is a k-universal characteristic factor (u.c.f ) of X if it is a k-characteristic factor of X , and a factor of any other k-characteristic factor of X.
For the averages
1 N N n=1 f 1 (T n x)f 2 (T 2n x)f 3 (T 3n x), the Kronecker factor does not suffice. Let ϕ be a second order eigenfunction, i.e.: T ϕ = ψϕ, and T ψ = λψ. Then one can check that
for all n; thus
Let Y be a factor of X that is characteristic for (1, 2, 3). Equation (3) implies that the algebra generated by all second order eigenfunctions is a subset of L ∞ (µ Y ). It is natural to conjecture that the algebra generated by the second order eigenfunctions determines a factor that is characteristic for (1, 2, 3). Furstenberg and Weiss presented the following counter example.
Consider the system X where X 0 = N/Γ, B X the (completed) Borel algebra, µ X the unique measure invariant under translations by any element of the group N , and T X is given by T X gΓ = agΓ for some a ∈ N acting ergodically. This system has no second order eigenfunctions, but there are relations between gΓ, a n gΓ, a 2n gΓ, a 3n gΓ not coming from Kronecker factor: In N , g = (a n g) 3 (a 2n g) −3 a 3n g, and this relation carries over to N/Γ. This system can be viewed as a circle extension of the Kronecker factor which is a 2 dimensional torus, and the action of T X on T 2 × S 1 is given by T X (z, ζ) = (z + α, σ(z)ζ) (the function σ(z) is called the extension cocycle). The projection of the points gΓ, a n gΓ, a 2n gΓ, a 3n gΓ on the Kronecker factor will form an arithmetic progression, but as gΓ is a function of a n gΓ, a 2n gΓ, a 3n gΓ the points gΓ, a n gΓ, a 2n gΓ, a 3n gΓ will not be independent on the fibers over the Kronecker factor. This fact translates to a restriction on the extension cocycle σ(z) known as the [R93] ). In particular any factor that is characteristic for (1, 2, 3) will contain functions other than first and second order eigenfunctions. In general, if N is a k-step nilpotent group (N k+1 = 1), then there exists a mapping F such that for g ∈ N , and any a g = F (a n g, a 2n g, . . . , a (k+1)n g), and this relation carries on to a homogeneous space: If Γ < N , x ∈ N/Γ, x =F (a n x, a 2n x, . . . , a (k+1)n x).
It is natural to ask whether these are the only constraints, i.e. do all the constraints on the points x, T n x, . . . , T (k+1)n x come from a k-step nilpotent factor?
1.5. Definition. A nilsystem consists of a space X on which a nilpotent group N acts transitively preserving a measure µ X , and a transformation T X which acts by translation by a group element a: T X x = ax. A special case is when N is a k-step nilpotent Lie group, Γ a cocompact lattice, X = N/Γ (a nilmanifold), and µ X the unique measure invariant under translation by elements of N . We call this a k-step nilflow. A k-step pro-nilflow is an inverse limit of k-step nilflows.
We prove the following theorems: If we denote by Y k (X) the k-u.c.f of X, then one obtains an inverse series of factors . . .
1.7. Theorem. Let X be an ergodic measure preserving system, and let Y k (X) be the k-universal characteristic factor of X. Then Y k (X) has a structure of a (k − 1)-step nilsystem, more specifically a (k − 1)-step pronilflow.
The proof of Theorem 1.7 is by induction: assuming that the k-u.c.f is a (k − 1)-step nilsystem, one reduces the problem of determining the (k + 1)-u.c.f to the case where the system X is a circle extension of a (k − 1)-step nilsystem. If the points x, T n x, . . . T (k+1)n x are independent on the fibers over the k-step nilsystem then the k-step nilsystem would suffice, i.e would be k-characteristic. Otherwise one would get a restriction on the extension cocycle. The main difficulty is using this restriction to construct a nilpotent group acting transitively on X.
As a corollary we get a theorem proven recently by Host and Kra [HK02c] 1.8.
By Theorem 1.7, in order to have L 2 (µ X ) convergence of the averages in (4), it is enough to prove an L 2 (µ X ) convergence theorem for k-step pronilflows. Convergence in L 2 for pro-nilflows follows from convergence for nilflows. For nilflows one has a.e. convergence ( [P69] , [Sh96] , [L02] ). An explicit description of the limit is given in [Le89] for the case k = 3, and in general in [Z02a] .
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Universal characteristic factors
We start by proving Theorem 1.6.
2.1. Lemma. Let X be an ergodic m.p.s. Let Y 1 , Y 2 be k-characteristic factors of X. Then there exists a k-characteristic factor of X, which is a factor of both Y 1 , Y 2 .
Proof. Denote P, Q the orthogonal projections onto L 2 (µ Y 1 ), L 2 (µ Y 2 ) (seen as subspaces of L 2 (µ X )) respectfully, and by π i : X 0 → Y 0 i for i = 1, 2 the factor maps. Then P 2 = P * = P (same for Q). We show that (P QP ) n strongly converges to a self adjoint operator projection W : P is a projection thus P ≤ I.
Inductively, the sequence (P QP ) n is a decreasing sequence of operators, thus (P QP ) n x, x converges for all x. The sequence (P QP ) n x is a Cauchy sequence as
There exists a unique k-universal characteristic factor of X.
Proof. By Zorn's lemma.
The advantage of looking at all k-tuples (rather than focusing on a specific one ) is that k-u.c.f are natural in the sense that any morphism of measure preserving systems induces a morphism between their k-universal characteristic factors -as will be shown in corollary 2.4 (this may also be true for characteristic factors of a specific scheme).
2.3. Lemma. Let V be the algebra generated by partial limits of the sequences
, and a 0 , . . . , a k ∈ Z are distinct non zero integers. Then V determines the k-universal characteristic factor of X.
Proof. Let W (X) be the k-universal characteristic factor. Obviously V ⊂ L ∞ (µ W (X) ). We must show that the factor determined by V is a k-characteristic
2.5. Universal characteristic factors for k = 1, 2. Let X be an ergodic m.p.s. If the system X is totally ergodic then by Von Neumann's theorem the trivial system (a point) would be the 1-u.c.f of X. Otherwise one would need to take into account the algebra generated by functions that are invariant under T m X for some m. The 2-universal characteristic factor of X coincides with the first block in Furstenberg's structure theorem (see [Fu77] ) and is referred to as the Kronecker factor. The system Z is a Kronecker system (or an almost periodic system) if Z 0 is a compact abelian group (a 1-step nilpotent group), B Z is the (completed) Borel algebra, µ Z is the Haar measure, and the action of T Z is given by T Z z = z + α for some α ∈ Z 0 . The Kronecker factor is the maximal almost periodic factor. Equivalently, Z is the Kronecker factor of X if the eigenfunctions of T X span L 2 (µ Z ) (thought of as a subspace of L 2 (µ X )).
2.6. Remark. If the system X is weak mixing, i.e. has no non trivial eigenfunctions, then the Kronecker factor is trivial (and Y k (X) is trivial for all k).
Isometric extensions
The notion of characteristic factors was motivated by Furstenberg's structure theorem [Fu77] . Furstenberg's idea was to relativize the notion of weak mixing to a weak mixing extension and to define the complementary notion of a compact extension (or isometric extension). Let X be an ergodic m.p.s., and let Y be a factor. Consider the ring
It can be shown that in this case X is isomorphic to a skew product X ′ where X 0 ′ = Y 0 × M , where M = G/H is a homogeneous compact metric space, µ X ′ = µ Y × m M , where m M is the unique probability measure invariant under the transitive group of isometries G, and the action of T X ′ is given by T X ′ (y, m) = (T Y y, ρ(y)m), where ρ : Y 0 → G. We denote T X ′ by T Y,ρ , or if there is no confusion just T ρ . For example, a Kronecker system is an isometric extension of a point. Define
Since ρ (n) (y) is determined by ρ (1) (y) we shall focus on ρ(y) = ρ (1) (y) and refer to it as the extension cocycle (or just cocycle). Abusing the notation we denote the system X ′ by Y × ρ G/H. For more details see [Fu77] , or [Zi76] 2.8. Let X 1 , X 2 be m.p.s. and let Y be a common factor with π i : X 0 i → Y 0 for i = 1, 2 the factor maps. Let µ X i ,y represent the disintegration of µ X i with respect to Y . Denote µ X 1 × Y µ X 2 the measure defined by
is called the relative product of X 1 and X 2 with respect to Y and is denoted
2.9. Let X be an ergodic m.p.s., Y a factor and π : X → Y the factor map. Consider the subspace of L 2 (µ X ) spanned by all finite rank T X -invariant modules over π * L ∞ (µ Y ). This subspace will be defined by some factorŶ between X and Y . The systemŶ is called the maximal isometric extension of Y in X. For some l ∈ BN , let X ′ = (X 0 , B X , mu X , T l X ), and let
2.10. Let X i , i = 1, . . . , k, be measure preserving systems, and let Y i be corresponding factors, and π i : X 0 i → Y 0 i the factor maps. Let µ X i ,y i represent the disintegration of µ X i with respect to Y i . let ν be a measure on ΠY 0 
2.12. Group extensions A special case of an isometric extension X → Y is when the homogeneous space M from 2.7 is equal to G, i.e X = Y × ρ G where G is a compact group. In this case we say that X is a group extension of Y . 2.16. If ρ takes values in a closed subgroup H of G, the extension Y × ρ G will not be ergodic (any function on H\G will be invariant). By the foregoing discussion if ρ is equivalent to a cocycle taking values in a closed subgroup H, then the extension Y × ρ G will not be ergodic.
Theorem (Mackey).
Let ρ : Y 0 → G be a measurable cocycle. There exists a closed subgroup M < G, unique up to conjugacy, so that: 
Proof. The transformation S maps the ergodic components of the group extension
, that commutes with the action of G from the right. Thus ϕ is a G-isomorphism, and therefore M 1 and M 2 are conjugate.
3. abelian extensions 3.1. Notation. We use additive notation for abelian groups with the exception of the group S 1 = {ζ ∈ C : |ζ| = 1} which will play a special role in the future. In particular, if ρ, ρ ′ are equivalent cocycles (defined in the foregoing section) taking values in an abelian group G, then there exists a function f :
In this case the Mackey group defined in the foregoing section M is unique.
be the annihilator of M . If ρ is equivalent to a cocycle taking values in M then χ • ρ is a coboundary for all χ ∈M .
an abelian extension, and let M be the Mackey group of this
for a.e y ∈ Y . Then f is orthogonal to the space of T ρ invariant functions.
We need the following lemma:
3.5. Lemma. Let H be a compact abelian connected group, and A :
thus A(g)v is an eigenvector of A(h) with eigenvalue γδ. This implies that A(g) k v is an eigenvector of A(h) with eigenvalue γδ k , thus δ is a root of
therefore continuous, and as H is connected it is trivial.
Theorem. Let Y be an ergodic m.p.s, and let
.
Proof. We construct the following systems:
is invariant under T X , and therefore by Theorem 2.11 it is measurable with respect toŶ 1 ×Ŷ 2 , whereŶ i is the maximal isometric extension of Y in X i for i = 1, 2. Isometric extensions are spanned by finite rank modules (see 2.7). ThusF
where
Substituting the Fourier expansions:
in equation(5) we get that for k = −1 there exists j such that
For simplicity we drop the indices:
For each y consider the distribution of → ψ (y, h) in the fiber over y, and look at the vector space spanned by the support of this distribution. Call this V y , so that V y ⊂ C d , and V T y = U (y)V y . Since U (y) is unitary, dimV T y = dimV y , thus by ergodicity dimV y =d for a.s. y. For each y choose a basis for C d s.t. V y is spanned by the firstd elements. As the transformation matrix is a function of y, we may assume d =d.
Denote by → ψ the projection of → ψ on PV , and byŨ the projection of U on PU d . Thus:
For fixed y, { → ψ (y, h)} h∈H spans the space, so whenever T n W (y, h) = (T n y, h+ ρ (n) (y)) is close to (y, h) (by ergodicity this happens for a generic y, and is independent of h),Ũ (n) (y) is close to the identity. This implies that the foregoing group extension is not ergodic, and furthermore -the Mackey group is trivial. Thus for some projective unitary matrix functionM :
for all h ′ , a.e.(y, h). By Fubini's theorem there exists h 0 such that
a.e.(y, h). The functionÃ(h ′ ) is a homomorphism of H:
Then by lemma 3.5 A(H) is a commuting set. Substituting equation (8) in equation (7) we get
where d(y) is a scalar matrix. As A(H) is a commuting set, it is simultaneously diagonalizable: (6):
Now each coordinate gives us the desired result.
3.7. Remark. If H in Theorem 3.6 is not necessarily connected, but the cocycle ρ is cohomologous to a constant:
, then the result holds as for some scalar matrix d(y) :
Now diagonalize A(c) : A(c) = U DU −1 and substitute in equation (9).
i that is the conditional product measure with respect to ν -its projection on
Then there exist measurable functions
Proof. The proof is similar to the proof of Theorem 3.6. For i = 1, . . . , k let X i = W i × σ i S 1 . Let X be the system with X 0 = X 0 i , µ X the conditional product measure with respect to ν, and
is invariant under T X . Proceeding as in Theorem 2.11. we find that equation (11) 
then there exist measurable functions g :
Proof. Make the coordinate change:
Now apply Theorem 3.6.
3.10. Notation. We write f ∼ g if f /g =const.
Then there exists a measurable family of measurable functions {f u } u∈H , a measurable family of constants {λ u } u∈H satisfying the above equation, and a neighborhood of zero U in H such that
Proof. By remark 3.19 we may assume that the families {f u } u∈H , and {λ u } u∈H depend measurably on u. Using equation (13) we get
is an eigenvalue. Let Z be the Kronecker factor of X, π : X 0 → Z 0 the projection map, let N parameterizeẐ, and let ψ N (u 1 ,u 2 ) (z) be a character of Z s.t.:
Any two characters taking the same value on α are the same, therefore
We now show that ψ N (u 1 ,u 2 ) satisfies a 2-cocycle equation:
Dividing both sides by
Combining the above equation with equation (14),
As u → f u is a measurable function, f u 2 (y)
By equations (14), if u 1 , u 2 , u 1 + u 2 ∈ U , then :
3.12. Lemma. Let H be a torus (possibly infinite dimensional) and let X = Y × ρ H be an ergodic abelian extension of Y . Suppose
Then there is a subgroup J < H such that H/J = T n such that if π : H → H/J is the natural projection then there exists a functionσ :
Proof. By lemma 3.11 the functions f u can be chosen such that λ u is multiplicative in a zero neighborhood U in H. The neighborhood U contains J 1 -a closed connected subgroup of H, such that H/J 1 = T l , thus λ u is a character of J 1 . Denote J := kerλ| J 1 . The image of λ is S 1 thus H/J = T l+1 . Thinking of H as H/J × J with coordinates (h 0 , j) the above equation becomes
where u ∈ J. Applying corollary 3.9 replacing Y with (Y × H/J) and H with J, we get
3.13. Remark. The group H is a compact connected abelian (metrizable) group, and therefore has countably many subgroups J such that H/J is a finite dimensional torus.
3.14. Remark. If H is any connected compact abelian group (not necessarily a torus) then J 1 in the foregoing proof is not necessarily connected. By the same proof we will get that σ is cohomologous to a cocycle lifted from a product of a finite torus and a totally disconnected compact abelian group. 
Proof. By lemma 3.11 the functions f u can be chosen such that λ u is multiplicative in a zero neighborhood U in H. The neighborhood U contains J 1 -a closed subgroup of H, such that H/J 1 = T l × C j where C j is a finite group, thus λ u is a character of J 1 . Now proceed as in lemma 3.12 (the image of λ is either S 1 or a finite group).
We end this section with two measurability lemmas, that are independent of the foregoing discussion.
3.16. Lemma. Let Y = Z × ρ H be an ergodic abelian extension of Z, and
Then there exists χ ∈Ĥ, and k : Z 0 → S 1 such that
Proof. Take the Fourier expansion of F :
Ergodicity of T Z implies |k i (z)| is constant a.e. The fact that |F | = 1 implies that there exist an i for which |k i (z)| = 0. If there are two such indices i, j, then
is a coboundary. As T Y is ergodic χ i /χ j = 1 (otherwise the Mackey group of the extension Z × ρ H is not H).
3.17. Notation. Let (X 0 1 , B 1 ), (X 0 2 , B 2 ) be measure spaces. Denote B(X 
Then there is a µ measurable choice of g x (z), F x (y). 
Proof. Endowed with the L
By 3.16 this implies that up to multiplication by a function of z, f g belongs to a countable set, thus ϕ is countable to one. By Lusin [Lu30] ϕ(B) is a measurable set and there is a measurable function ψ : ϕ(B) →B s.t.
gives a measurable choice of F x , and g x is measurable as a quotient of measurable functions.
3.19. Remark. If g x (z) ∈ B(Y 0 , * ) (g x is constant) then the same proof works to give a measurable choice of g x , F x .
Lie Groups and Nilsystems
4.1. Let N be a k-step, simply connected nilpotent Lie group, Γ a discrete subgroup s.t. N/Γ is compact. Let B be the (completed) Borel algebra, m the Haar measure on N/Γ, and let a ∈ N . The system X = (N/Γ, B, m, T ) where T gΓ = agΓ is called a nilflow. We will sometime denote this system (N/Γ, a). Let N 1 = N , and for i > 1:
, and for i ≥ 1 let Γ i = Γ ∩ N i . Then Γ i is a discrete subgroup of N i , and N i /Γ i is compact. Let m i be the Haar measure on N i /Γ i . Let
The elements of M are called Hall-Petresco sequences, and form a group (see [La54] , [L98] ) . Computation shows that if n ∈ N and (n 1 , . . . , 
For more details see [Z02a] .
the van der Corput lemma
One of the main tools in studying characteristic factors is the van der Corput lemma. The formulation below is due to Bergelson Proof. Let M be large enough so that the expression in (23) is small. Let N be large enough with respect to M so that the two expressions
u n are close. We have:
which is small.
proof of Theorem 1.7
Let X be an ergodic m.p.s, and let Y j (X) be the j-u.c.f of X, and let π j : X → Y j (X) be the factor map. When the context is clear we will write T for T X , and Y j for Y j (X). If X is totally ergodic then Y 1 (X) is the trivial system, otherwise Y 1 (X) is a pro-cyclic group. The factor Y 2 (X) is the Kronecker factor ( [Fu77] ). We now assume that j ≥ 3. 6.1. Theorem. Y j (X) can be given a structure of a (j − 1)-step pro-nilflow. Corollary. Let a 1 , . . . a j ∈ Z, and f 1 . . . f j ∈ L ∞ (µ X ). Then the averages
6.2.
We explain the meta-structure of the proof of Theorem 6.1. Theorem 6.1, and Corollary 6.2 will be the last two statements of a sequence of statements A 1 − A n . We denote A l (j) the claim that statement A l holds for the index j. The statement A m (j) will follow from A l (j − 1) for all 1 ≤ l ≤ n, and from A k (j) for k < m. We outline the steps (which we assume are known when replacing j with j − 1, and clearly hold for j = 1):
is an abelian extension of Y j (X) with a cocycle of 'type j'. 4. We define cocycles of type j, taking value in an abelian group H. We prove a series of statements about cocycles of type j defined on a (j −1)-step pro-nilflow Y , concluding in the fact that if Y × σ H is an abelian extension of a (j − 1)-step pro-nilflow by a cocycle of type j, then Y × σ H can be given the structure of a j-step pro-nilflow. 5. We proceed with some lemmas regarding j-step pro-nilflows, including the following facts: a. Y j+1 (Y ) = Y . b. A factor of a j-step pro-nilflow is a j-step pro-nilflow. c. Any j-step pro-nilflow Y is an abelian extension of Y j (Y ), i.e. Y = Y j (Y ) × σ j H where σ j is of type j. If j > 1 then H is connected. 6. 3 and 4 imply that if X is a group extension of Y j (X) then Y j+1 (X) can be given the structure of a j-step pro-nilflow. 2 and 5b imply that this holds also in the case where X is an isometric extension of Y j (X). 7. Finally let a 1 , . . . a j+1 ∈ Z, and f 1 . . . f j+1 ∈ L ∞ (µ X ). Then the averages
We will analyze (1, 2, . . . , j + 1) for simplicity of notation. For l ∈ N denote
When the context is clear we will use τ or τ l for τ l (T ), and T or T l for △ l (T ). Let △ l (µ X ) be the diagonal measure on (X 0 ) l . Define a measure on (X 0 ) l
By Corollary 6.2 the limit in equation (25) exists for
By the above calculation (26)
thus△ j+1 (µ X ) is the conditional product measure relative to△ j+1 (µ Y j ).
6.3. Remark. If for some k, X is a k-step pro-nilflow, then by the discussion in 4.1 the limit in equation (25) exists for any l.
We start by showing that Y j+1 (X) is an isometric extension of Y j (X).
Proposition. LetŶ j (X) be the maximal isometric extension of
is a characteristic factor of X for (1, 2, . . . , j + 1).
Proof. We apply the van der Corput Lemma 5.1 with
We calculate γ m :
By the ergodic theorem, there exists a
By Theorem 2.11 D is measurable w.r.t (Ŷ j (X)) j+1 . If E(f k |BŶ j (X) ) = 0 then the average (27) is zero, and by VDC so is the original average. 6.5. Let X be an isometric extension of the factor Y j (X). By the discussion in 2.7 X is of the form Y j (X) × σ G/L, where G/L is a homogeneous space of a compact metric group G. By lemma 2.13 we may assume that the extension X ′ = Y j (X) × σ G is an ergodic group extension. As Y j (X) is a factor of Y j (X ′ ), by lemma 2.14 X ′ is group extension of Y j (X ′ ); i.e.
By corollary 2.4, the factor map X ′ → X induces a map between their j + 1-u.c.fs. We will show that Y j+1 (X ′ ) has the structure of a j-step pro-nilflow (proposition 6.6), and that a factor of a j-step pronilflow is a j-step pro-nilflow (lemma 6.62). Therefore Y j+1 (X) will have the structure of a j-step pro-nilflow.
Proposition. If X is an ergodic group extension of
has the structure of a j-step pro-nilflow.
Proof. The proof is a straightforward generalization of lemmas 9.1, 9.2 in [FW96] (this is done for the case j = 3 in [Z02b] ). We outline the steps. Any ergodic component of△ j+1 (µ X ) projects onto an ergodic component of △ j+1 (µ Y j (X) ). The fact that τ j+1 (T ), and T j+1 (T ) commute implies that the Mackey groups associated with different ergodic component of△ j+1 (µ Y j (X) ) are conjugate for a.e. ergodic component (lemma 2.18). Denote [M j,j+1 ] the conjugacy class, where the group M j,j+1 ⊂ G j+1 . One then uses the fact that the projection of M j,j+1 on any j coordinates is full (i.e. G j ) to show that [G, G] j+1 ⊂ M j,j+1 . More specifically one shows that there exists an abelian group K and homomorphisms ψ i : G → K so that
Furthermore one may assume that K 0 = ∩ j+1 k=1 ker ψ k = {1} (otherwise we replace G by G/K 0 ). We return to the average in 6.4. If f 1 is orthogonal to Y j (X) × G/[G, G] then by 3.3 the integral in equation (27) will be zero.
6.8. Proposition 6.6 will now follow from the following proposition: 6.9. Proposition. If X is an ergodic abelian extension of Y j−1 (X) then Y j (X) has the structure of a j-step pro-nilflow.
Let
For each ergodic component of△ j+1 (µ Y ) the ergodic components of△ j+1 (µ X ) are given by the Mackey group M j,j+1 ⊂ H j+1 . Above a.e. ergodic component W y (by the discussion in 4.1 the ergodic components of△ j+1 (µ Y ) are parametrized by Y ) we have a H j+1 -extension by the cocyclẽ
By Theorem 2.17 there exists a function ϕ : W y → H j+1 such that
Applying the foregoing characterization of M j,j+1 , there exists an abelian group K and homomorphisms ψ i :
Where
As ∩ j+1 k=1 ker ψ k = {1}, the characters χ • ψ k where k = 1, . . . , j + 1, and χ ∈K spanĤ. Let χ ∈K. Applying χ to equation (28) we get
Where F y,χ : W y → S 1 . By ergodicity of τ on W y , F y,χ is unique up to a constant multiple. By proposition 3.19 there is a measurable choice of F y,χ , so that equation 29 holds△ j+1 (µ Y ) a.e.
This motivates the following definition:
6.11. Definition. Let X be an ergodic m.p.s. Let l ∈ N. Let µ be a measure on (X 0 ) l , and for i = 1, . . . , l, let f i ∈ B(X 0 , S 1 ). We say that (f 1 , f 2 , . . . , f l ) is of type l w.r.t µ if there exists a µ-measurable function F taking values in S 1 , such that
Let H be a compact abelian group, Y a (j − 1)-step pro-nilflow. We say that ρ : Y → H is of type j if for any character χ ∈Ĥ there exist ans integer l ≥ 0 and integers m 1 , . . . , m l with gcd(
6.12. We now fix Y a (j − 1)-step pro-nilflow, with j ≥ 2. Then Y = Y j (Y ). We identify Y with its presentation at a tower of abelian extensions
is a connected compact abelian group, and σ j−1 is of type j − 1. Denote
We identify y ∈ Y with (π j−1 y, h) ∈ π j−1 Y ×H j . Let l be a positive integer, and let (f 1 , . . . , f l ) be of type l w.r.t△ l (µ Y ). I.e. there exists a function
6.13. Remark. As Y is a (j − 1)-step pro-nilflow, on the support of µ l (Y ), the coordinates y j+1 , . . . , y l are determined by the first j coordinates y 1 , . . . , y j , and this correspondence is invariant under τ (if j = 2 then Y is an abelian group, and y 1 , y 2 , y 3 form an arithmetic sequence, in general see the discussion in 4.1). Therefore the function F (y 1 , . . . , y l ) can be replaced by a function of j coordinates, and equation (30) can be written in the form
We will repeatedly refer to this equation.
6.14. Remark. 
Proof. We use the fact that△ j+1 (Y ) is invariant under translations by elements of the Mackey group M j−1,j+1 , and by elements of
The projection of M j−1,j+1 (0) on any j coordinates is full (i.e H j j ) (we assume we know the structure of the Mackey group M j−1,l for any l, and will describe M j,l in corollary 6.54). Let u = (u 1 , . . . , u j+1 ) ∈ M j−1,j+1 (0) (u j+1 = 0). Then
Using remark 6.14 we can apply Theorem 3.8 to△ j (µ Y ). For any 1 ≤ k ≤ j and any u k ∈ H j there exist functions
We still need to show that the same holds for f k (rather than f
k (y). Using equations (35), (36), and a calculation we find that the function
is T k invariant and therefore constant on the (finitely many) ergodic components of T k . Denote this constant δ k,u,v (π 1 y) (any ergodic component of T k is determined by a cyclic group which is a factor of Y 1 (X) same argument as in 3.8). By lemma 3.11
is an eigenvalue, therefore δ k,u,v (π 1 y) = 1 for u in a neighborhood of zero in H j . Iterating we find this is true for all u ∈ H j (H j is connected). By corollary 3.9
Proof. By definition there exists a△
Taking the Fourier expansion of L with respect to the abelian group H j j
We find that for any χ ∈Ĥ j j
The function |G χ | is invariant under τ and therefore constant on the ergodic components of△ j (µ Y j−1 ) . AsĤ j j is countable, there is a character χ ∈Ĥ j j , and a set of△ j (µ Y j−1 ) positive measure A, that is τ invariant, and for which
We want this equation to hold△
As the transformations
commute, the Mackey group is the same for a.e. ergodic components of Y
where ϕ(ζ) = ζ. Therefore for a.e. ergodic component
j−1 are parametrized by y ∈ Y j−1 ), we can find a function G y,χ so that equation (37) holds replacing G χ with G y,χ . As G y,χ is determined up to a constant multiple on W y , it can be chosen so that it depends measurably on y (see 3.19), thus equation (37) holds△ j (µ Y j−1 ) a.e. 6.17. Corollary. For any u ∈ M j−1,j+1 (0), there exists a character χ ∈ H j j such that (g 1,u 1 χ 1 (σ j−1 ), . . . , g j,u j χ j (σ j−1 )), where g k,u k are from lemma 6.15 
Proof. By corollary 6.29 there are countably many g k,u up to π j−1 Y -quasicoboundaries (this is a part of the induction hypothesis). There exists a set U of positive measure in H j such that
is a quasi-coboundary.
Thus the claim is true for v in a neighborhood of zero in H j (as the map H → H sending h to h + u is onto). As H j is connected equation (38) 
Proof. By lemma 3.12, and remark 3.14 we can find J so that H j /J = T n ×H whereH is a compact totally disconnected abelian group (lemma 3.12 can be carried out simultaneously for (f 1 , . . . , f j+1 ). Consider the system W = Y j−1 × σ j (T n ×H). This system is a factor of Y j therefore Y j−1 (W ) = Y j−1 , W is a (j − 1)-step pro-nilflow, and Y j (W ) = W (this follows from the induction hypothesis and is shown for j-step pro-nilflows in 6.56, 6.62). This a contradiction to Y j (W ) being an extension of Y j−1 (W ) by a connected abelian group for j > 1 (this follows from the induction hypothesis and is shown for j-step pro-nilflows in lemma 6.53).
6.22. Notation. If U is an abelian group we denote rotation by an element of U by R u . Proof. Recall the identification of Y as a tower of abelian extensions
is an abelian group which is connected for i > 1, and σ i is of type i . We would like to 'replace' H i for i ≥ 2 with a finite dimensional torus T n i (and replace H 1 by a cyclic group) and get a system
T n j that is a factor of Y and therefore a nilflow (this is shown for j-step pro-nilflows in corollary 6.59), and if p is the factor map, then f k is cohomologous to f ′ k • p. We do this by decreasing induction on the index i. Assume we have constructed a system
T n j that is a factor of Y , and if p i is the factor map, then f k is cohomologous to
are of type < j and take values in finite dimensional tori. Therefore there exists a finite dimensional torus T n i that is a homomorphic image of H i , with σ ′ l for l = i, . . . , j − 1 cohomologous to a function lifted fromỸ = H 1 × . . . × H i−1 × T n i × T n l . We will refer to this system as Y by abuse of notation. Write H i = T n i × U (measurewise) where U is a compact abelian group. The action of T Y commutes with rotation by an element in U ; i.e with R u ′ : (h 1 , . . . , h i−1 , t i , u, t i+1 , . . . , t j ) → (h 1 , . . . , h i−1 , t i , u + u ′ , t i+1 , . . . , t j ), and both R u , T Y commute with rotation by an element t ∈ T n j . Therefore
By Theorem 3.6 f k (R u y)/f k (y) is cohomologous to a cocycle lifted from Y 0 j−1 . By the same argument as in lemma 6.18 it is cohomologous to a constant for u in a neighborhood of zero in U i . Now proceed as in lemma 6.21. Applying the same procedure for i = 1 gives the cyclic part. The nilflow (N/Γ, a) may have a finite factor C i which is an abelian group of order i for some integer i. Then the nilflow (N/Γ, a i ) has finitely many ergodic components that are nilflows with no finite non trivial factors, and rotation by a induces an isomorphism between them. We may therefore assume that (N/Γ, a) has no finite non trivial factors. The r-u.c.f of N/Γ is Y r (N/Γ) = N/N r Γ (this is shown for j-step nilflows in 6.58). The system (N/Γ, a) can be presented as an abelian extension of a j-step nilflow i.e.
(N/N j−1 Γ×N j−1 /(N j−1 ∩Γ), and we may assume that N is simply connected and that N j−1 ∩ Γ = {1}. The group N j−1 is abelian, connected and simply connected ( [L02] ), therefore isomorphic to R m for some m. Denote α the action of T on N/N 2 ∼ = Z × R n for some integer n. Then equation (38) becomes: for any c ∈ N j−1 , k = 1, . . . , j + 1 
for all c ∈ N j−1 . Then we can choose f c , λ c such that
Proof. By lemma 3.11 this holds in a neighborhood of zero U ⊂ N j−1 . Notice that multiplying f c by a constant does not affect equation ( We claim this is well defined (up to a constant multiple) on N j−1 : given two sequences c 1 , . . . c s and c ′ 1 , . . . c ′ t with equal product, we can break up the 'steps' c r into an equal number of small steps and we can interpolate a sequence of such paths where two consecutive paths differ only within a small cube which can be translated to be inside U . Since the resulting λ's and f 's will be the same for consecutive paths, they will be the same for the initial and the final ones.
6.27. Lemma. Let (N/Γ, a) be the (j − 1)-step nilflow from 6.25. Let (f 1 , . . . , f j+1 ) be of type j+1 w.r.t△ j+1 (µ N/Γ ). Then for each k = 1, . . . j+1 there exists an integer matrix L k , and a neighborhood of zero
Proof. Now λ k,c is a continuous multiplicative function on N j−1 = R m . We now use additive notation for N j . In this notation λ k,c is of the form e 2πi r k ,c . Let e i denote the standard basis for R m . Each f e i is an eigenfunction (as the left side of equation (39) is 1). Thus there exists n i ∈ Z n such that
whereȳ ∈ N/N 2 , with eigenvalue e 2πi n i ,α . Finally for each i there is
Now take L k the matrix with the i'th row being (k i , n i ) (the action of a on Z × R n given by (1, α)). 
Substitute in the functional equation (29) we get
By induction using condition (5)
6.38. Corollary. For k = 1, . . . , l, g k,n is of type j − 1, therefore the set
Proof. By lemma 6.16 (and corollary 6.31) there exists characters χ 1 , . . . , χ l of N j−1 /(N j−1 ∩Γ) (a compact abelian group), so that (g 1,n χ 1 (σ j−1 ), . . . , g j χ l (σ j−1 )) is of type j w.r.t△ j (µ Y j−1 ). We now use the induction hypothesis. By corollaries 6.46, and 6.46 g k,u k χ k (σ j−1 ) is of type j − 1. As χ k (σ j−1 ) is of type j − 1. By corollary 6.61 g k,u k is of type j − 1.
6.39. Corollary. Suppose for some 1 ≤ r ≤ j−1, g k,n (y) = g k,n (π r y) for k = 1, . . . , l. Then g k,n (π r y) is of type r, and therefore the set {g k,n (π r y)} n∈N i modulo π r Y -quasi-coboundaries is countable.
6.40. Example. Before proceeding with the general proof we describe the proof for the case where Y is a homogeneous space of a 3-step nilpotent group (i.e N 4 = 1, j − 1 = 3), f k : Y → S 1 . Let n, m ∈ N 2 . We use the facts that [a, m] ∈ N 3 , therefore [a,m] , and that for m 1 , m 2 ∈ N 3 , Proof. By corollary 6.53 H j is connected (j ≥ 1) therefore we may choose λ k,u ≡ 1 on H j . By corollary 3.9 f k is cohomologous to a cocyclef k lifted
j−1 is of type l w.r.t△ l (µ π j−1 Y ). By lemma 6.23 bothf k χ k • σ j , and χ k • σ j are each cohomologous to cocycles lifted from a (j − 1)-step nilflow N/Γ, and we may assume it is the same one. Following the construction in Proposition 6.44 it is clear that as both
6.50. We now return to the case where X = Y j (X) × ρ H, where H is a compact abelian group, and for any χ ∈K, the cocycle ρ satisfies equation (29) (recall the definitions of K, ψ k from lemma 6.7).
6.51. proof of Proposition 6.9 Recall that ∩ j+1 k=1 ker ψ k = {1}, and the characters χ • ψ k where k = 1, . . . , j + 1, and χ ∈K spanĤ. By Pontryagin duality, H ֒→ (S 1 )Ĥ. The system Y × ρ H is therefore a 'join' of factors of the form Y × ω•ρ S 1 where ω ranges overĤ. By corollary 6.46, the system Y × ω•ρ S 1 is isomorphic to a j-step pro-nilflow.
The next lemmas are in preparation for determining the structure of the Mackey group M j,j+1 ∈ H j+1 . 6.52. Lemma. Let χ ∈K Then there exists a character ω ∈Ĥ such that for k = 1, . . . , j + 1, χ • ψ k = ω m k .
Proof. The j + 1-tuple (χ • ψ 1 • ρ, . . . , χ • ψ j+1 • ρ) is of type j + 1 w.r.t triangle j+1 (µ Y j (X) ), therefore by corollary 6.18 χ k • ρ(π j−1 y, h + u) χ k • ρ(π j−1 y, h) = λ k,u T f k,u (y) f k,u (y) .
Let △ j+1 (H j ) = {(h, . . . , h)} h∈H j ⊂ H j+1 j
). For any 1 ≤ k ≤ j + 1 there exists u = (u 1 , . . . , u j+1 ) ∈ M j−1,j+1 + △ j+1 (H j ) such that u i = 0 for i = 1, k, and there are integers m 1 , m k such that m 1 u 1 + m k u k = 0 (this follows from the induction hypothesis on the structure of the Mackey group M j−1,j+1 ; see corollary 6.54). Choose the families λ k,u , f k,u so that λ k,u is multiplicative a is a T coboundary for u in a neighborhood of zero in H j , and by iteration for all u ∈ H j . By corollary 3.9
Let ϕ = (χ 1 ) m 1 (χ k ) −km k ∈Ĥ. If ϕ is not trivial, then ϕ • ρ is cohomologous to a cocycle of type j − 1. This implies that the system Y ′ j = Y j (X) × ϕ•ρ S 1 , which is a factor of X = Y j (X) × ρ H, can be given the structure of a (j − 1)-step pro-nilflow, thus Y j (Y ′ j ) = Y ′ j in contradiction to Y j (X) being the j-u.c.f of X.
Lemma. The group H is connected
Proof. We show thatĤ has no elements of finite order. Suppose for some 1 ≤ k ≤ j+1, (χ•ψ k ) l = 1. By lemma 6.19 the function λ k,u is multiplicative in a neighborhood of zero in H j . λ l k,u is an eigenvalue, and as H j is connected λ ≡ 1 in a neighborhood of zero. By lemma 6.49 the system Y ′ j = Y j (X) × χ•ψ k •ρ S 1 , which is a factor of X = Y j (X) × ρ H, can be given the structure of a (j − 1)-step pro-nilflow, thus Y j (Y ′ j ) = Y ′ j in contradiction to Y j (X) being the j-u.c.f of X. If G is finite and not trivial, then by lemma 6.53 the extension cocycle in cohomologous to a constant, thus the Kronecker factor of (N/Γ, a) is not a factor of Y j -a contradiction. As X is a group extension of Y j (X), the factor Y j+1 (X) is an abelian extension of Y j (X) by a cocycle of type j. But Y j+1 (X) = X, thus X is an abelian extension of Y j (X) by a cocycle of type j.
6.56. Corollary. If X is a j-step pro-nilflow, then Y j+1 (X) = X.
Proof. By lemma 6.48 Y × f g S 1 is isomorphic to a j-step nilflow. By lemma 6.60 f g is of type j.
6.62. Lemma. A factor of a j-step pro-nilflow is a j-step pro-nilflow.
Proof. Let X = (N/Γ, T ) = (lim
be a j-step pro-nilflow, and let W be a factor. Let Y j = lim ← M i /Λ i be the j-u.c.f of X. Then X = Y j × σ j H where H is a compact abelian group, and σ j is of type j. Let K be a compact abelian group of m.p.ts acting on X 0 and commuting with the action of T . We show that K commutes with the action of N . By corollary 2.4, any k ∈ K induces a map from Y j to itself, also denoted k by abuse of notation. The action of K is given by k(y j , h) = (ky j , ρ k (y j , h)). We first show that k preserves the skew product structure. As k, T commute:
ρ k (T (y j , h)) = ρ k (y j , h) + σ j (ky j ).
Denote F k (y j , h) = ρ k (y j , h) − h.
