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a b s t r a c t
Molecular dynamics and Monte Carlo techniques are employed for the study of binary
Lennard-Jones fluids. Systematic comparisons between the predictions of both techniques
are discussed,withparticular emphasis on thedependency of the structural propertieswith
respect to temperature and Lennard-Jones potential parameters.
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1. Introduction
Liquid structure has been an active branch of research activity for quite a long time. The transport coefficients and the
dynamics of solidification are some examples of physical properties influenced by the liquid structure of a material: these
properties are related to the internal arrangement of the atoms and the correlation among their movements.
Since the seminal work of Metropolis et al. [1], computational simulation has been a complementary tool for the
understanding of the liquid structure, covering the lack of a good theory of this state of matter. Among the computational
techniques, Molecular Dynamics (MD) and Monte Carlo simulations (MC) have been largely employed for the study of
condensed states of matter, and allow the treatment of systems composed of hundreds of thousands of atoms. For such
systems, the usage of computationally expensive quantum ab-initio calculations based on the density functional theory
(DFT) is out of question.
The path to a good computational simulation starts with the choice of a convenientmodel for the atom–atom interaction.
The Lennard-Jones (LJ) potential has been, despite its simplicity, the starting point used formost of the understanding gained
on the physical properties of pure fluids and their mixtures. This potential treats the atoms as spherical particles, and its
popularity comes from the fact that it shares with the metals the non-directionality of the interaction among the atoms.
Binary mixtures of spherical particles interacting via Lennard-Jones potentials have been widely used to model liquid
mixtures, alloys, and glasses for over 20 years. Concerning these systems, several problems have been addressed in the
literature, such as: (i) directional growth [2]; (ii) liquid–vapor [3] and liquid–liquid [4] interface; (iii) equilibrium between
solid and liquid phases [5]; (iv) study of ordered binary crystal phases [6] and (v) dynamics of clustering [7]. In all these
references the LJ potential is used in the computational simulations of binary fluids.
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The present article focus on the comparison between the MD and MC descriptions of the structural properties of binary
fluids and on the dependence of these properties on the temperature and the LJ potential parameters. Although these
techniques are the two most widely used methods for atomic-level modeling of fluids, systematic studies about their
efficiencies are scarce. In the case of a binary LJ system, its theoretical description implies assigning the values of five
parameters of the potential, when reduced coordinates are employed (see methodology section for further details). A full
description of the physical behavior of binary LJ fluids consists thus of studying the dependence of the physical properties on
pressure and temperature in a 6-dimensional parameter space: the five potential parameters and the relative concentration
of the A and B species. In fact, some previous comparative studies either focus their analysis on a particular value of the LJ
parameters [8] or work in a reduced parameter space [9]. This article follows the second approach and performs additional
analysis, namely, the dependence of the linear density profile and the radial distribution function on temperature and
the reduced LJ potential parameters and how do the simulation results converge to their final values as the temperature
is varied.
The article is organized as follows: in the next section, the physical basis of the Monte Carlo and Molecular Dynamics
techniques are briefly reviewed, followed by the presentation of computational details of the simulations. The remaining
sections are devoted to the simulations results and their discussion.
2. Methodology
The roots of the molecular dynamics (MD) method stem from classical mechanics. In the MD technique, the time
evolution of the position of a set of interacting atoms is governed by their classic equation of motion, that is, the dynamics
of each atom i follows Newton’s Second Law:
Fi = mi d
2ri
dt2
, (1)
where mi and ri represent, respectively, the atoms’ mass and position, and Fi is the total force that acts on atom i, derived
from the interaction potential U according to
Fi = −∇iU . (2)
The interatomic potential U depends on the set of atomic positions of the N atoms. The atoms follow deterministic
trajectories in the system’s phase space and the physical quantities of interest (pressure, total energy, temperature, . . .)
are obtained from the simulation as time averages along these trajectories.
In stochastic simulations, such as the Monte Carlo (MC) method, the system is constrained to transit in a region of its
phase space, sampled in someway. Sampling in this context means to create a random-walk-like trajectory in configuration
space, controlled by transition probabilities that ensure the approach to thermal equilibriumvia a detailed balance condition.
The standardMonte Carlo codes employ theMetropolis importance sampling algorithm to perform the stochastic evolution
of the system. The system’s energy corresponds only to the configurational part of the real system, that is, the kinetic part
K is not explicit included. However, since the Monte Carlo simulations are performed in the canonical ensemble (N, V , T ),
the constant temperature constraint guarantees that the kinetic part of the energy is taken into account, at least on average,
because of equipartition of energy:
⟨K⟩ = 3
2
NkBT , (3)
where kB is Boltzmann’s constant. The physical properties of the system in MC are calculated as ensemble averages of their
instantaneous values for each configuration generated in phase space, one configuration being defined as the instantaneous
set of atomic positions. The ergodic hypothesis of statistical mechanics assures the equivalence between the time averages,
typical of MD simulations, and the ensemble averages of physical properties obtained from stochastic simulations like
Monte Carlo. In order to compare the results on a correct basis, the simulations of MD were performed in the canonical
(N, V , T ) ensemble, where the Nosé–Hoover thermostat [10–12] was employed, thereby assuring the constancy of the
system’s temperature. Although the Nosé–Hoover thermostat does not reproduce a Hamiltonian dynamics for the system,
it generates correctly the canonical ensemble averages.
In order to analyze the structural properties displayed by this system,we calculated the radial distribution function (RDF),
g(r), and the linear density profile (LDP), ρ(z). The g(r) function gives us the mean organization, measured spherically
around an atom, taking the ideal gas as Ref. [13]:
g(r) = η(r, δr)
ηideal(r, δr)
, (4)
where η(r, δr) is the mean number of atoms found in a spherical shell of radius r and thickness δr and ηideal(r, δr) is the
same quantity defined for an ideal gas. The LDP ρµ(z), is a histogram of the number of µ species atoms (µ = A or B) lying
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on a line supported by a vector that connects the center of mass of both atomic species:
d = RAcm − RBcm =
NA
i
mAi r
A
i
NA
i
mAi
−
NB
i
mBi r
B
i
NB
i
mBi
. (5)
The origin of the axis is at the center of mass of the whole system. This function allows us to analyze the coalescence and
segregation of the atoms in the system as a function of the interaction parameters and the temperature.
3. Computational details
In all simulations of binary systems presented in this work, we considered systems composed by amixture of 50% of each
atomic type, initially disposed randomly at the sites of a face centered cubic (FCC) lattice of parameter a. The simulation’s
supercell was built by repeating the unit cell Nx, Ny and Nz times, respectively, along the x, y and z axis. In particular, a cubic
supercell corresponds to a cube of sides Nx = Ny = Nz = L. The total number of atoms is N = 4NxNyNz = 4L3 for cubic
supercells. The number density is defined as
ρ = N
V
= 4
a3
. (6)
Since we are not interested in the study of the behavior of the atoms near the system walls, which would add further
complications to the problem, we used periodic boundary conditions in our simulations. We used in this work the Lennard-
Jones (LJ) as the model for the atom–atom interaction,
U(rij) = kε

σ
rij
m
−

σ
rij
n
, (7)
where
k = n
m− n
 n
m
 m
n−m
. (8)
The parameters n and m depend on the parametrization for a desired atomic species, assuming, respectively, the values
12 and 6 in the classical form of this potential. The LJ potential takes into account two fundamental properties of atomic
systems: the attractive interaction (first considered by van der Waals [14]) and a repulsive term that avoids the atoms’
collapse. The LJ potential is a good model for reproducing the basic properties of noble gases, helium being the exception.
However, due to the functional similarity with the typical metal potentials, it is possible to describe, in an approximate way,
the metals and their alloys by treatingm and n as additional fitting parameters.
For systems constituted of two different types of atoms, A and B, we worked with a modified version of the LJ potential,
U(rij) = kεµν

σµν
rij
m
−

σµν
rij
n
, (9)
with εµν standing for the combinations AA, BB, and AB, the same applying to σµν . The values of εµµ and σµµ characterize each
species individually, but for the fluid description we need to specify the cross interaction parameters εAB and σAB. Basically,
there are two ways to determine them: (i) using the Lorentz–Berthelot mixing rules [9], and then σAB = (σA + σB)/2 and
εAB = √εAεB or (ii) treat them as free parameters. In this work we follow the latter option. In order to implement it, we
take the A species as reference and then the crossing interaction parameters εAB and σAB are expressed in terms of the ratio
between its values and the corresponding reference values: εAB = αεAA and σAB = γ σAA. Now, the relevant parameters for
the cross interaction are α and γ . Following the same methodology, we can define the remaining parameters of the fluid:
εBB = βεAA and σBB = 1σAA.
For systems with the interaction among the atoms given by the LJ potential, it is common to work with reduced units,
where all physical properties are dimensionless, being expressed in terms of the reference parameters σAA, mA and εAA. In
terms of this set of parameters – the new units of length, mass and energy – the units of time, temperature, density and
pressure are respectively defined as:
[t] = σAA

mA/εAA
[T ] = εAA/kb
[ρ] = σ 3AAρ
[P] = σ 3AA/εAA.
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The LJ potential has an infinite range. The configurational energy U corresponds to the total potential energy, given by a
sum over all atomic pairs of the system:
U =

i

j>i
U(rij). (10)
In order to save computational time, each atom i interacts only with the atoms j inside a sphere of cutoff radius rc . Given
the supercell size L, the cutoff radius was chosen to be rc = L/2σAA; this is justified by the fact that at this distance the
interaction energy is small when compared with the potential well depth (smaller than 2%). For each interaction, we added
long range corrections [10] to the internal energy, which take into account, through an average, the effect of the remaining
atoms outside the sphere.
In the MD simulations, the initial values of the atomic velocities were assigned randomly, following a Gaussian
distribution, and scaled in order to yield a null velocity to the center of mass of the system and the desired kinetic
temperature. The equations of motion given by Eq. (1) were integrated using a modified version of the Leapfrog method,
which takes into account the Nosé–Hoover thermostat, with a time step1t = 0.0025.With thismethod, which has an error
of order1t3, conservation of energy can be enforced to a high precision; it has also the computational advantage of requiring
the storage of only a small number of parameters. We have to check carefully the length of the equilibration phase and the
time step1t , in order to guarantee that the system has sufficient time to evolve from the initial conditions to configurations
compatible with the input constraints.
For the MC calculations, real time does not enter in the picture, and the simulation time is given in MC units: one MC
step corresponds to N attempts of displacement of the atomic positions, where the Metropolis algorithm is employed to
decide the acceptance of an atomic displacement. In each attempt, one selected atom i suffers a random displacement in
each Cartesian direction φ given by r ′i,φ = ri,φ +1(rand− 0.5), where1 is a parameter that controls the maximum size of
displacements and rand is a uniformly distributed randomnumber between 0 and 1. The value of1 is a key ingredient of the
MC simulation: if it is too large, there follows a high probability for the resulting configuration to have a high energy and thus
the trial move has a large probability of being rejected. On the other hand, if1 is too small, the change in potential energy
is also small and most trials will be accepted, but the phase space will not be well covered. In our simulations, 1 was free
to vary, but its variations were constrained to reproduce a given acceptance ratioψ defined as the ratio of the total number
of successful displacements attempts to the total number of attempts N for each MC step. Theoretical studies suggest that
ψ should be around 0.25 [10]. However, Jhonson et al. [15] performed several systematic studies of Lennard-Jones fluids
using ψ = 0.40 and obtained a very accurate equation of state for this system. At the end of a MC step, the system is in a
new configuration, but this new configuration is highly correlated with the previous one. Thus, for effectively sampling the
phase space, we take one configuration for each set of 10 MC steps, in order to de-correlate the successive configurations
generated by the Metropolis algorithm. Sampling takes place after an equilibration phase which lasts typically for 30,000
MC steps, depending upon the density of the system (low densities require longer equilibration phases). ForMD simulations,
we take a similar number of time steps for the equilibration phase and we take temporal averages every 10 MD time steps.
4. Convergence analysis
The results will emphasize the equivalence of both MC and MD techniques in the description of the structural evolution
of Lennard-Jones binary fluids for the analyzed cases. Thus, we can state, in principle, that we cannot select one of them as
the best technique, unless computational time was a problem. In general, MD simulations are less time consuming than MC
ones, and the difference of the total computation time can be very high as the number of atoms grows [16]. However, it is
worth remembering that all MC calculations were performed using standard algorithms where, in particular, in a MC step
the tentative displacements are performed for each atom at a time. The usage of MC schemes that allow collective moves,
like force biased MC [17] and cluster moves [18,19], is the most efficient way to decrease the computation time for large
systems.
On the other hand, systems near the phase transition can be difficult to simulate using MD and, in particular, the
localization of themelting temperature in solid–liquid phase transition can varywith the algorithmemployed for integrating
the atoms’ equations of motion [16]. In the present case, we have species segregation when the α parameter is set to the
values 0.4 and 0.05. For these cases, it makes sense to compute the system properties after complete segregation, which
implies big equilibration phases, as we can observe in Fig. 1. For the values of α mentioned above, the convergence of the
average system’s energy to equilibrium is faster for MC simulations at the temperature T ∗ = 1.0 (upper panel). For the
temperature T ∗ = 2.0, bottom panel, both techniques display similar behavior and an equilibration phase of 50.000 steps
is sufficient to ensure convergence of the configurational energy.
5. Results and discussion
We performed simulations of a binary LJ fluid (withm = 12 and n = 6 in Eq. (7)) composed by 1372 atoms at the density
ρ = 0.9, focusing on the structural properties of this system. A full description of the system would involve the systematic
study of its properties for all possible combinations of the fluid’s parameters, in this case {xB, α, β, γ , δ}. In order to simplify
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Fig. 1. Comparison between the convergence rate of the configurational energy U . (a) T ∗ = 1.0 and (b) T ∗ = 2.0 (computational details in Section 5).
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Fig. 2. Energy autocorrelation function for both MC and MD simulation for T ∗ = 1.0.
the analysis, we restrict our simulations to a subset of the full parameter space, keeping some of the parameters constant:
for all simulations reported here, the parameters γ = σBB/σAA and β = εBB/εAA were set to unity and the concentration of
species Bwas xB = 0.5, as mentioned before.
After the equilibration phase we have to ensure a good sampling at the production phase, in order to obtain reliable
averages of the thermodynamical and structural properties. The energy autocorrelation function [20,21] can be an auxiliary
tool to guarantee good sampling and thus avoid the accounting of the correlated configurations. For both MC and MD
techniques, a good sample should consider successive configurations separated by an interval sufficient to decorrelate them
or, at least, yield similar values of the energy autocorrelation function [20,21]. In this work, for bothMC andMD calculations
we take one configuration at each 10 time steps for the computation of the physical quantities of interest. Thus, it is necessary
to check if the ‘‘time’’ scale ofMC technique is consistentwith theMDone. The autocorrelation function of the configurational
energy is defined as
C(t) = ⟨δUiδUi+t⟩⟨δU2⟩ (11)
where t heremeansMC (MD) time step, Ui is the configurational energy of the ith configuration and Ui+t the configurational
energy t steps after step i. For Markovian processes, the correlation function satisfies an exponential decay with correlation
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Fig. 3. Energy autocorrelation function for both MC and MD simulation for T ∗ = 2.0.
0
0.04
0.03
0.02
0.01
0.04
0.03
0.02
0.01
0.04
0.03
0.02
0.01
0
0
–10 –5 0 5 10 –10 –5 0 5 10
Z Z
(I) (I)
(II)(II)
(III) (III)
ρA(Z) ρA(Z)
ρB(Z) ρB(Z)
Fig. 4. (Color online) On the left column the results of the MD simulations and on the right those of the MC simulation for ρµ(z). On the first row α = 1.0,
on the second α = 0.4 and on the third α = 0.05, all of them for T = 1.0εAA/kB and ρ = 0.9σ 3AA . The peaks around z ≃ 5 and z ≃ 7.5 are effects of the
periodic boundary conditions.
time τ and, in general, configurations separated by t < 2τ have a statistical correlation smaller than 20% [20,21].
These criteria is applied in the present work to assign the minimum number of steps necessary to decorrelate successive
configurations, as presented in Figs. 2 and 3: only for times which C(t) is between the dotted lines the configuration can
be considered to be uncorrelated with the previous one. For the temperature T ∗ = 1.0, Fig. 2, we have the following
results: (i) α = 0.4: we need at least 200 steps to decorrelate successive configurations, with a slight advantage for the MC;
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Fig. 5. (Color online) On the left column the results of the MD simulations and on the right the MC simulation results for the ρmu(z)with α = 0.4. In the
first row T = 1.3, in the second T = 1.7 and in the third T = 2.1, all of them for ρ = 0.9σ 3AA .
(ii) α = 0.05: for this case, successive configurations decorrelate, respectively, after 400 and 1200 steps for MC and MD.
The significant difference for α = 0.05 can be attributed to the proximity of the temperature to the corresponding melting
temperature for the density considered, Tm ≈ 0.9 for ρ = 0.9 [16].
Increasing the temperature to T ∗ = 2.0, the behavior of C(t) for the considered α values considered inverts, with a
clearly faster decorrelation between successive configurations for the MD technique for α = 0.05, whereas for α = 0.4
both techniques need the same number of steps, around 50. In both cases, the number of steps for each techniques is always
smaller when compared to the corresponding numbers for T ∗ = 1.0, consistent with the fact that the mean free path
increases with the temperature, leading to a faster decorrelation between successive configurations. The performance of the
MC can be improved by tuning the acceptance ratio1: its value has a clear influence on the correlation. As the acceptance
ratio goes to higher values, the time to decorrelate successive configurations improves [16], but we do not perform any
simulation to verify this for the binary systems. The explanation is obvious: low acceptance ratio enables large atomicmoves
(greater values of1), causing a decrease of the correlation between successive configurations.
The structural changes of the fluid were quantified by computing the LDP and RDF functions: varying α, it was possible
to characterize different structural configurations for this system, from random fluids up to the segregation of the species.
We were also interested in analyzing how such configurations change with the temperature, in particular the impact of it
on the segregation of the species. The temperatures considered were always taken above the melting temperature of the
pure system [16] at the same density ρ.
5.1. Results for ρµ(z)
To evaluate the LDPwe build a histogram of the z coordinate of the position of each atom i, relative to the system’s center
of mass, rµCMi , on the z axis, counting it if this projection is less then r
c
z (a cutoff around the z axis). With this property we
were able to characterize three structural configuration types, varying α but keeping γ fixed as shown in Fig. 4:
(I) If α = 1.0 we have a simple system. The interaction between all the atoms has the same energy scale and, therefore,
the system behaves as a single component system.
4288 A.P. Lima et al. / Physica A 391 (2012) 4281–4289
α
α
α α
α
α
Fig. 6. (Color online) On the left column the results of theMDsimulations and on the right theMC simulation results for the g(r)withα = 0.3, 0.7 and 1.0.
The temperature and density were kept constant and, respectively, equal to T = 1.0εAA/kB and ρ = 0.9σ 3AA .
(II) If we reduce α in such a way that the interaction between pairs of the same type, A–A and B–B, is greater then A–B,
we observe a segregation of the atomic types, but with a diffuse interface between them (there is a penetration of the
A-type atoms on the B-type cluster and vice versa).
(III) Reducing α even more, we observe an almost complete segregation of the atomic types. The interface between the
clusters becomes even thinner.
The next step is to studywhat happenswith the atomic clusters as we change the temperature, starting from a configuration
in which the clusters are separated, but with a diffuse interface as in (II). Through the results displayed in Fig. 5 we could
observe the dependence of the interface thickness on the temperature. This is due to the fact that the energy variation is
related to the mixing entropy,
1ESmix = kBT [φ log(φ)+ (1− φ) log(1− φ)] , (12)
whereφ is themolar fraction.1ESmix becomes dominant over the interaction energywhen the temperature increases, leading
the system to adopt a configuration such as (I).
5.2. Results for g(r)
We also analyzed the behavior of g(r) in the same way as done for ρ(z)when we vary α. As can seen in Fig. 6, when α is
increased, the g(r) of the A–B pairs approaches the g(r) of atoms of the same type. This corroborates the results displayed in
Fig. 4, because the interactions starts to have the same scale, and thus there is no more differentiation between the atomic
types. On the other hand, when α is small compared to εAA and εBB, there is a large difference between the atom pair. This
can be seen in g(r), that, due to the fact that the A–B atom pairs are more spread, now displays wider and smoother peaks.
In Fig. 7 we show this effect for different values of α.
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Fig. 7. (Color online) Results for the pair distribution function g(r) for MD (left) and MC (right) as a function of the interaction parameter α. For both
techniques the temperature and density were set, respectively, to T = 1.0εAA/kB and ρ = 0.9σ 3AA .
6. Conclusions
In this articlewe perform several simulations usingMolecular Dynamics andMonte Carlo techniques in order to compare
their descriptions of the structural properties of binary fluids and the dependence of these properties on the temperature
and the LJ potential parameters. We restrict our study to species that have the same value of ε and σ LJ parameters in the
single phase, but the energy scale of the cross interaction was free to vary (α parameter). For equal concentration of species,
xB = 0.5, and density ρ∗ = 0.9, we found a rich behavior of the studied systems as a function of α and T ∗. For values of α
below 0.5, the system undergoes phase separation, with an interface thickness that depends on the temperature considered.
As a general result, theMDandMCdescriptions of the structural evolution of the studied systems are quite similar,with some
differences concerning the length of the equilibration phase, needed for the system to reach equilibrium. For the MC, the
correlation function C(t) drops faster to the uncorrelated limit for temperatures near the solid–liquid melting temperature.
As the temperature increases, we have a kind of inversion of the C(t), indicating that temperature dependent phenomena,
like diffusion, decorrelate successive configurations faster, and in this case MD can be more suitable than MC.
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