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In this paper, we consider a general bilinear three dimensional ODE system, whose
structure generalizes many mathematical models of biological interest, including many
from epidemics. Our main goal is to ﬁnd suﬃcient conditions, expressed in terms of
the parameters of the system, ensuring that the geometric approach to global stability
analysis, due to [M.Y. Li, J.S. Muldowney, A geometric approach to global-stability problems,
SIAM J. Math. Anal. 27 (4) (1996) 1070–1083], may be successfully applied. We completely
determine the dynamics of the general system, including thresholds and global stability of
the nontrivial equilibrium. The obtained result is applied to several epidemic models. We
further show how the role of new parameters on stability of well-established models may
be emphasized.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the autonomous dynamical system
x˙ = f (x), (1)
where f : D → Rn , D ⊂ Rn open set and f ∈ C1(D). Assume that the following hypotheses hold:
(H1) D is simply connected;
(H2) there exists a compact absorbing set Γ ⊂ D;
(H3) Eq. (1) has a unique equilibrium x∗ in D .
Let x∗ be an equilibrium of (1), i.e. f (x∗) = 0. We recall that x∗ is said to be globally stable in D if it is locally stable and all
trajectories in D converge to x∗ .
Hence, under the hypotheses (H1)–(H3), if the equilibrium x∗ is (locally) stable, then the global stability is assured
provided that no non-constant periodic solution of (1) exists. Therefore, a key role for global stability is played by Bendixson
criteria, i.e. suﬃcient conditions on the ﬁeld f which preclude the existence of periodic solutions.
In the planar case, i.e. for n =2, the classical results handfully provide such conditions (Poincaré–Bendixson theorem and
Dulac criterion, see [10]).
For n 3 the way to get global asymptotic stability through Bendixson criteria is essentially still an open task. A remark-
able approach to this matter is due to M. Li and J. Muldowney [17,19,20].
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turbations1 of f at all non-equilibrium non-wandering2 points for (1), then x∗ is globally stable in D provided it is stable.
Then, a new Bendixson criterion robust under C1 local -perturbation and based on the use of the Lozinskiı˘ measure is
introduced. Stronger conditions are considered in [17], where the Bendixson criterion is required to hold pointwise in D .
The approach due to Li and Muldowney, sometimes quoted as geometric approach to global stability, is extensively applied
to mathematical models arising in several different contexts. The largest number of applications refers to epidemic models.
For example, M. Li and his coworkers investigated the global dynamics of SEIR, SEIS and SEIRS models [8,16,18,19,21,22],
as well as models for HIV infection of CD4+T cells [25], and for HIV-I infection and ATL progression [26]. SEIR models,
within this framework, have been also considered by G. Li et al., see [14] and [15], and by Zhang and Ma [29]. A recent
application to an avian inﬂuenza model has been proposed by Iwami et al. [13]. Applications of the geometric approach
can be found also in population dynamics. For example, the authors of the present paper applied it to a model describing
toxicant–population interaction, see [4] and [5]. Xiao and Chen gave an application of the method to a predator–prey model,
see [28]. Beretta et al. made use of this approach in order to prove the nonexistence of periodic solutions for Lotka–Volterra
models including delay, see e.g. [2] and [3].
As far as we know, an analysis of the mathematical structure of the models to which the method may be applied is not
yet available in the literature. Our purpose here is to give a contribution in this direction. In this sense, our investigation
is somewhat inspired by the work done by E. Beretta and V. Capasso in the eighties (see [1] and [7]). They provided a
systematic analysis of the mathematical structure of epidemic models to which the Lyapunov Direct Method may be applied.
Here, we focalize on a general bilinear three dimensional ODE system, whose structure generalizes many mathematical
models of biological interest, including many of the models in the references quoted above. We look for suﬃcient conditions,
written in terms of the system parameters, ensuring that the Li and Muldowney’s approach to global stability may be
successfully applied. In this way, we completely determine the dynamics of the general system, including thresholds and
global stability of the nontrivial equilibrium. The obtained results will be applied to a number of special cases.
The paper is organized as follows: in Section 2 the geometric approach to global stability is outlined. The general system
is introduced in Section 3 and its analysis is developed in Section 4, including the global stability analysis of constant
equilibria through the geometric approach. In Section 5 we apply our general result to several epidemic models. Concluding
remarks, in Section 6, close the paper.
2. General framework
In this section we brieﬂy outline the general method developed in [19]. Short descriptions may be found also elsewhere
(e.g., [8,26]). Consider the autonomous dynamical system (1) under the hypotheses (H1)–(H3). Let P (x) be a
( n
2
) × ( n2)
matrix-valued function that is C1 on D and consider
B = P f P−1 + P J [2]P−1, (2)
where the matrix P f is(
pij(x)
)
f =
(
∂pij(x)/∂x
)T · f (x) = ∇pij · f (x),
and J [2] is the second additive compound matrix of the Jacobian matrix J , i.e. J (x) = Df (x). Generally speaking, for a n×n
matrix J = ( J i j), J [2] is a
( n
2
)× ( n2) matrix (for a survey on compound matrices and their relations to differential equations,
see [24]) and in the special case n = 3, one has
J [2] =
⎛
⎝ J11 + J22 J23 − J13J32 J11 + J33 J12
− J31 J21 J22 + J33
⎞
⎠ . (3)
Consider the Lozinskiı˘ measure μ of B with respect to a vector norm | · | in RN , N = ( n2) (see [23]),
μ(B) = lim
h→0+
|I + hB| − 1
h
.
It is proved, in [19], that if (H1) and (H2) hold, then condition:
limsup
t→∞
sup
x0∈Γ
1
t
t∫
0
μ
(
B
(
x(s, x0)
))
ds < 0, (4)
1 A function g ∈ C1(D → Rn) is called a C1 local -perturbation of f at x0 ∈ D if there exists an open neighbourhood U of x0 in D such that the support
supp( f − g) ⊂ U and | f − g|C1 <  , where | f − g|C1 = sup{| f (x) − g(x)| + | fx(x) − gx(x)|: x ∈ D}.
2 A point x0 ∈ D is said to be non-wandering for (1) if for any neighbourhood U of x0 in D and there exists arbitrarily large t such that U ∩ x(t,U ) 	= ∅.
For example, any equilibrium, alpha limit point, or omega limit point is non-wandering.
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orbits, homoclinic orbits, heteroclinic cycles. In particular, condition (4) is proved to be a robust Bendixson criterion for (1).
Besides, it is remarked that under the assumptions (H1)–(H3), condition (4) also implies the local stability of x∗ .
As a consequence, the following theorem holds:
Theorem2.1. (See [19].) Assume that conditions (H1)–(H3) hold. Then x∗ is globally asymptotically stable in D provided that a function
P (x) and a Lozinskiı˘ measure μ exist such that condition (4) is satisﬁed.
3. The system and some preliminaries
We will refer to the following system of ODEs:
z˙1 = a13z1z3 + e1z1 + b12z2 + b13z3 + c1,
z˙2 = e2z2 + b23z3 + d22z1z3,
z˙3 = b32z2 + e3z3, (5)
where the upper dot denotes the derivative, d · /dt . We assume that the parameters appearing in (5) are constants and
satisfy the following restrictions:
c1 > 0, (6)
b32 > 0, (7)
a13 < 0, (8)
b12  0, (9)
e2  0, (10)
e3 < 0, (11)
e2 + b12 + b32 < 0, (12)
a13 + d22 = 0, (13)
−a13c1  b13, (14)
e2 + b12 < e1 < b12, (15)
b23b32 < e2e3, (16)
b13 + b23 = 0. (17)
Note that all the parameters in (5) have prescribed sign, except b13 and b23. These last two parameters may be positive or
negative but, in view of (17), their signs must be opposite. A consequence of the assumptions (6)–(17) is that the quantity:
R0 = c1a13b32
(−e1)(b23b32 − e2e3) , (18)
is positive. We have denoted the quantity (18) as R0, in analogy with the critical parameter of epidemic systems, the basic
reproductive number (see, e.g., [11] and the references contained therein).
Assume now nonnegative initial data zi(t0) = zi0, i = 1,2,3. Conditions (6)–(17) are in a certain sense more than we
need for the positivity of solutions to (5). For example, under the hypotheses (6), (8)–(11), (15), it is easy to check that the
choices b12 = b13 = b23 = 0, or b12 < 0, b23 > 0, b13 < 0 (this last must be small enough) ensure the positivity of solutions.
However, we do not discuss here in more details the positivity conditions, since we mainly want to focalize on the stability
of equilibria through the geometric approach. Hence, in the next we will assume that the parameters in (5) are such that
the solutions corresponding to a given set of nonnegative initial conditions are positive. This circumstance may be checked
case by case when our general stability result will be applied to speciﬁc models. The assumption that the parameters in (5)
guarantee the positivity of solutions implies, in turn, that the following set:
Γ =
{
(z1, z2, z3) ∈ R+3 :
3∑
i=1
zi 
c1
Λ
}
, (19)
where
Λ = min{−e1,−(e2 + b12 + b32),−e3}> 0, (20)
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get:
d(z1 + z2 + z3)
dt
= (a13 + d22)z1z3 + e1z1 + (b12 + e2 + b32)z2 + (b13 + b23 + e3)z3 + c1.
Because of assumptions (6), (11)–(13), (15), (17), it follows that:
limsup
t→∞
(z1 + z2 + z3) c1
Λ
,
so that invariance of region Γ follows.
Remark 1. If
e1 = b12 + e2 + b32, e1 = e3, (21)
then the plane z1 + z2 + z3 = c1Λ−1 is an invariant manifold of system (5), which is attracting in the ﬁrst octant (see, e.g.,
[27, Lemma 3.1]). In this case the analysis of system (5) may be performed on a two dimensional reduced system. In the
next, we will exclude the case (21).
Lemma 3.1. Assume that: b13 > 0. Under the assumptions (6)–(17), if R0 > 1, then there exists t > 0 such that, for all t > t:
−a13z1(t) > b13 , provided that:
b32 < −e2, (22)
and
−b12 < Λ. (23)
Proof. From (5)1 we get:
z˙1 = c1 + e1z1 − (−a13z1 − b13)z3 + b12z2.
If −a13z1(t) b13, then: z˙1  c1 + e1z1 − (−b12)z2. This implies:
z˙1  c1 − (−e1) b13
(−a13) − (−b12)
c1
Λ
. (24)
The right-hand side is positive if:
c1(−a13)b32
[
1− (−b12)
Λ
]
> (−e1)b13b32. (25)
On the other hand, the hypothesis R0 > 1 implies:
c1(−a13)b32 > (−e1)(e2e3 − b23b32),
so that, in view of (23), the inequality (25) is satisﬁed if:
e2e3 − b23b32 > b13b32
[
1− (−b12)
Λ
]−1
,
which can be written
b12 >
−Λ[e2e3 − b32(b13 + b23)]
e2e3 − b23b32 ,
i.e., because of (17),
b12 >
−Λe2e3
e2e3 − b23b32 ,
which is implied by (23). Hence, from (24) it follows z˙ > 0. This means that there exist a ﬁnite time t such that z1(t) crosses
the line z1(t) = b13(−a13)−1 and remains above for all t > t .
Finally, observe that (20) implies Λ  −b12 − e2 − b32. Hence, inequality (23) may be satisﬁed provided that (22)
holds. 
Remark 2. If b13  0, taking into account of (8), it follows that the thesis of Lemma 3.1 is obvious and does not require
conditions (22) and (23).
Remark 3. Lemma 3.1 is a generalization of Lemma 4.1 in [8].
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The following theorem describes the full dynamics of system (5) in terms of the parameter R0 deﬁned in (18):
Theorem 4.1. Let be b13  0. Under the assumptions (6)–(17), if R0 < 1, then system (5) admits only the globally stable trivial
equilibrium E0 = (−c1/e1,0,0).
If R0 > 1, then E0 is unstable and there exists a unique globally asymptotically stable nontrivial equilibrium E in the interior of Γ .
In the case b13 > 0, the same result holds under the additional assumptions (22)–(23).
Proof. (i) Existence of equilibria. System (5) admits the trivial equilibrium
E0 =
(
− c1
e1
,0,0
)
∈ ∂Γ,
whose ﬁrst component is positive in view of (6) and (15). We search for nontrivial equilibria, i.e. equilibria E = (z∗1, z∗2, z∗3)
with positive components. From (5), taking into account of (13), we have the equilibria equations:
a13z
∗
1z
∗
3 + e1z∗1 + b12z∗2 + b13z∗3 + c1 = 0, e2z∗2 + b23z∗3 − a13z∗1z∗3 = 0, b32z∗2 + e3z∗3 = 0,
which give:
z∗1 =
b23b32 − e2e3
a13b32
, z∗2 = −
c1 + e1z∗1
e2 + b12 , z
∗
3 =
b32(c1 + e1z∗1)
e3(e2 + b12) . (26)
In order to ensure the positivity, we must impose z∗i > 0, i = 1,2,3. In view of (7), (8) and (16), we have z∗1 > 0. Then, it
suﬃces to observe that the hypothesis R0 > 1 is equivalent to:
c1 + e1z∗1 > 0, (27)
so that z∗2 and z∗3 are positive.
(ii) Uniform persistence. Consider: L = pz2 + qz3, where p and q are positive constants to be chosen later. Along the
solutions to (5) one has:
dL/dt = −pa13z1z3 + (pe2 + qb32)z2 + (pb23 + qe3)z3.
Set pe2 = −qb32. It follows:
dL/dt = −pa13z1z3 +
(
pb23 − pe2e3
b32
)
z3 = p
b32
(e2e3 − b23b32)
(
z1
z∗1
− 1
)
z3
= −pa13z∗1
(
z1
z∗1
− 1
)
z3 = − pa13
R0
[
R0z1 − c1
(−e1)
]
z3.
Because of z1  c1(−e1) , it follows that R0  1 implies L
′  0 and hence the global asymptotic stability of E0. On the other
hand, one has L′ > 0 for R0 > 1 and z1 suﬃciently close to c1(−e1)−1, except when z3 = 0. The instability of E0 implies the
uniform persistence [9], i.e. there exists a constant c > 0 such that
lim inft→∞zi(t) > c, i = 1,2,3. (28)
The uniform persistence together with boundedness of Γ is equivalent to the existence of a compact set, which is absorbing
for (5), in the interior of Γ , see [12].
(iii) Bendixson criterion. The Jacobian matrix is:
J =
⎛
⎜⎝
a13z3 + e1 b12 a13z1 + b13
−a13z3 e2 b23 − a13z1
0 b32 e3
⎞
⎟⎠ .
According to (3), the second additive compound matrix J [2](z1, z2, z3) is:
J [2] =
⎛
⎜⎝
a13z3 + e1 + e2 b23 − a13z1 −a13z1 − b13
b32 a13z3 + e1 + e3 b12
0 −a z e + e
⎞
⎟⎠ .13 3 2 3
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P =
⎡
⎢⎣
α 0 0
0 β z2z3 0
0 γ z2z3
z2
z3
⎤
⎥⎦ , (29)
where α, β and γ are positive constants to be chosen later. In this way,
P f P
−1 = diag
{
0,
z˙2
z2
− z˙3
z3
,
z˙2
z2
− z˙3
z3
}
,
and
P J [2]P−1 =
⎡
⎢⎢⎢⎣
J [2]11
z3
z2
[α
β
J [2]12 − αγβ J [2]13 ] α z3z2 J
[2]
13
β
α
z2
z3
J [2]21 J
[2]
22 − γ J [2]23 β J [2]23
1
α
z2
z3
[γ J [2]21 + J [2]31 ] 1β [γ J [2]22 + J [2]32 ] − γβ [γ J [2]23 + J [2]33 ] γ J [2]23 + J [2]33
⎤
⎥⎥⎥⎦ .
Observe that:
1
β
[
γ J [2]22 + J [2]32
]− γ
β
[
γ J [2]23 + J [2]33
]= 1
β
[
γ (a13z3 + e1 + e3) − a13z3
]− γ
β
(γ b12 + e2 + e3)
= γ − 1
β
a13z3 + 1
β
[
γ e1 − γ (γ b12 + e2)
]
= γ − 1
β
a13z3,
where the last line holds if we choose γ such that:
γ =
{
0 if e1 < e2 or b12 = 0,
(e1 − e2)b−112 if e1 > e2 and b12 	= 0.
(30)
Observe that γ < 1, because of (15). The matrix B given in (2) reads:
B =
[
B11 B12
B21 B22
]
,
where
B11 = a13z3 + e1 + e2, B12 =
[
α
β
z3
z2
[
b23 − a13z1 − γ (−a13z1 − b13)
]
, α z3z2 (−a13z1 − b13)
]
,
B21 =
[
β
α
z2
z3
b32,
γ
α
z2
z3
b32
]T
, B22 =
⎡
⎣ ϕ(z2, z3) βb12,γ − 1
β
a13z3 ψ(z2, z3)
⎤
⎦ .
In B22 we have set:
ϕ(z2, z3) = z˙2
z2
− z˙3
z3
+ a13z3 + e1 + e3 − γ b12,
and
ψ(z2, z3) = z˙2
z2
− z˙3
z3
+ e2 + e3 + γ b12.
Consider now the norm in R3 as:∣∣(u, v,w)∣∣= max{|u|, |v| + |w|}, (31)
where (u, v,w) denotes the vector in R3, and denote by μ the Lozinskiı˘ measure with respect to this norm. It follows:
μ(B) sup{g1, g2} ≡ sup
{
μ1(B11) + |B12|, μ1(B22) + |B21|
}
, (32)
where |B21|, |B12| are matrix norms with respect to the L1 vector norm and μ1 denotes the Lozinskiı˘ measure with respect
to the L1 norm. We recall that:
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where
μ1(B11) = a13z3 + e1 + e2,
and
|B12| = max
{∣∣∣∣αβ z3z2
[
b23 − a13z1 − γ (−a13z1 − b13)
]∣∣∣∣,
∣∣∣∣α z3z2 (−a13z1 − b13)
∣∣∣∣
}
.
Then, because of (17),
|B12| = max
{∣∣∣∣αβ z3z2 (1− γ )(−b13 − a13z1)
∣∣∣∣,
∣∣∣∣α z3z2 (−a13z1 − b13)
∣∣∣∣
}
,
so that, by choosing β such that β = 1− γ , it follows:
|B12| =
∣∣∣∣α z3z2 (−a13z1 − b13)
∣∣∣∣.
Furthermore:
g2 = μ1(B22) + |B21|,
where
|B21| =
∣∣∣∣βα z2z3 b32
∣∣∣∣+
∣∣∣∣γα z2z3 b32
∣∣∣∣= (β + γ )α z2z3 |b32| =
1
α
z2
z3
|b32|,
and
μ1(B22) = max
{
z˙2
z2
− z˙3
z3
+ a13z3 + e1 + e3 − γ b12 +
∣∣∣∣γ − 1β a13z3
∣∣∣∣, z˙2z2 −
z˙3
z3
+ e2 + e3 + γ b12 + |βb12|
}
,
that is, remembering that β = 1− γ ,
μ1(B22) = max
{
z˙2
z2
− z˙3
z3
+ (a13 + | − a13|)z3 + e1 + e3 − γ b12, z˙2
z2
− z˙3
z3
+ e2 + e3 + γ b12 + |βb12|
}
.
In view of (8), it follows:
μ1(B22) = max
{
z˙2
z2
− z˙3
z3
+ e1 + e3 − γ b12, z˙2
z2
− z˙3
z3
+ e2 + e3 + γ b12 + |βb12|
}
= z˙2
z2
− z˙3
z3
+ e3 +max
{
e1 − γ b12, e2 + γ b12 + |βb12|
}
.
Rearranging, we have:
g1 = a13z3 + e1 + e2 +
∣∣∣∣α z3z2 (−a13z1 − b13)
∣∣∣∣, (33)
and
g2 = z˙2
z2
− z˙3
z3
+ e3 +max
{
e1 − γ b12, e2 + γ b12 + |βb12|
}+ 1
α
z2
z3
|b32|. (34)
Recalling (7) and (9), and taking into account that, from (30), e1 − e2 − b12γ = 0 when γ 	= 0, it follows:
max
{
e1 − γ b12, e2 + γ b12 + |βb12|
}= max{e1 − γ b12, e2 + γ b12 − βb12} = max{e1 − γ b12, e1 − βb12}
= e1 −max{γ ,β}b12.
Hence:
g2 = z˙2
z2
− z˙3
z3
+ e3 + e1 −max{γ ,β}b12 + 1
α
z2
z3
b32. (35)
From system (5) we have:
z˙2 − e2 = z3 (b23 − a13z1), (36)
z2 z2
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z˙3
z3
= b32 z2
z3
+ e3. (37)
Hence, taking into account of (17):
g1 = a13z3 + e1 + z˙2
z2
− z3
z2
(b23 − a13z1) +
∣∣∣∣α z3z2 (−a13z1 − b13)
∣∣∣∣
= a13z3 + e1 + z˙2
z2
+ z3
z2
[−(−b13 − a13z1) + α∣∣(−a13z1 − b13)∣∣]
= a13z3 + e1 + z˙2
z2
+ (α − 1) z3
z2
(−a13z1 − b13),
where the last line follows from Lemma 3.1 and holds for t > t . The upper and lower bounds for zi , i = 1,2,3, given by (20)
and (28), allow to estimate g1:
g1 
z˙2
z2
+ a13c + e1 + (α − 1)c1
cΛ
(
−a13 c1
Λ
− b13
)
.
Then, taking into account of (14), and choosing α such that:
1 < α < 1− a13c
2Λ
c1
(
−a13 c1
Λ
− b13
)−1
,
we get:
g1 
z˙2
z2
+ e1.
As for g2, from (35) and (37), it follows:
g2 = z˙2
z2
+ e1 −max{γ ,β}b12 +
(
1
α
− 1
)
z2
z3
b32 
z˙2
z2
+ e1 −max{γ ,β}b12,
so that, from (15) and (32), we conclude that, for t > t:
μ(B) z˙2
z2
− σ ,
where σ > 0.
Hence
1
t
t∫
0
μ(B)ds 1
t
log
z2(t)
z2(t)
+ 1
t
t∫
0
μ(B)ds − σ t − t
t
, (38)
and the Bendixson condition (4) is satisﬁed. 
In the literature, for some relevant models one has: b23 = 0 and b13 	= 0. In such cases, of course, the equality (17) is
not satisﬁed. Such equality plays an important role in the proof of Theorem 4.1. Hence, in this case, a different way to get
a result similar to Theorem 4.1 must be followed.
When b23 = 0, the constant Λ in (20) is replaced by
Λ1 = min
{−e1,−(e2 + b12 + b32),−(e3 + b13)}. (39)
The steps (i) and (ii) are still valid, so that there exists a positive constant c of uniform persistence. Now we write the
following inequalities:
max{e1, e2 − b12}−K , (40)
and
e1 + a13c − Λ1
c1c
b13 −K , (41)
where c is the constant of uniform persistence and K is a positive constant.
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the assumptions (6)–(13), if R0 < 1 then system (5) admits only the globally stable trivial equilibrium E0 = (−c1/e1,0,0).
If R0 > 1, then E0 is unstable and there exists a unique globally asymptotically stable nontrivial equilibrium E in the interior of Γ .
Proof. The proof is analogous to that of Theorem 4.1 except for the last part. In the matrix P , given by (29), set: γ = 0,
α = β = 1. Equalities (33) and (34), in this case, are replaced by:
g1 = a13z3 + e1 + e2 + z3
z2
(−a13z1 − b13),
and
g2 = z˙2
z2
− z˙3
z3
+ e3 + z2
z3
b32 +max{e1, e2 − b12},
as it can be easily checked by direct calculations. From (36), with b23 = 0, and (37), we have:
g1 
z˙2
z2
+ a13z3 + e1 − z3
z2
b13,
and
g2 
z˙2
z2
+max{e1, e2 − b12}. (42)
Then, conditions (40) and (41) allow to obtain an estimate analogous to (38). 
A similar global stability result has been obtained by the authors also when b23 = 0 and b13 > 0. Precisely, the following
theorem may be stated (the proof may be found in [6]):
Theorem 4.3. Let be: b23 = 0 and b13 > 0. Assume that a positive constant K exists such that (40) is satisﬁed. Moreover, assume that:
b13 + e3 < 0, (43)
and
e2e3 > b13b32, b12 >
−Λ1(e2e3 − b32b13)
e2e3
, (44)
where Λ1 is given by (39). Then, under the assumptions (6)–(13), if R0 < 1 then system (5) admits only the globally stable trivial
equilibrium E0 = (−c1/e1,0,0).
If R0 > 1, then E0 is unstable and there exists a unique globally asymptotically stable nontrivial equilibrium E in the interior of Γ .
5. Applications
In the paper [22], Li and Wang applied the geometric approach to global stability to the following SEIR model with
constant recruitment3:
S˙ = A − dS − λI S, E˙ = λI S − (d + )E, I˙ = E − (d + γ + α)I, (45)
where all the parameters are positive constants. Model (45) can be viewed as a particular case of system (5), if we set:
a13 = −λ, e1 = −d, e2 = −d − , e3 = −d − α − γ ,
b12 = 0, b13 = 0, b23 = 0, b32 = , c1 = A, d22 = λ.
In this way, it can be seen that all the hypotheses of Theorem 4.2 are satisﬁed, so that Theorem 4.2 completely describes the
dynamics of (45). That is, if R0 < 1, where R0 = Aλ/d(d+γ +α)(d+), then model (45) admits the trivial equilibrium E0 =
(A/d,0,0), which is globally asymptotically stable, and no nontrivial equilibria exist. Instead, if R0 > 1, then E0 is unstable
and there exists, in the interior of Γ , a unique nontrivial equilibrium E , given by (26), which is globally asymptotically
stable.
The same discussion may be made for several others epidemic models that appear in the literature, as:
3 For the sake of a better comparison, we keep the original symbols of the parameters, even if some symbols may appear also elsewhere in the text.
This should not produce ambiguity (for example, the symbols α, β and γ are used for parameters somewhere in the next and they are also used for the
arbitrary constants in (29)). For all details about the meaning of the parameters we refer to the quoted references.
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S˙ = −λS I + ν − νS + δ(1− S − E − I), E˙ = λS I − ( + ν)E, I˙ = E − (γ + ν)I.
Here:
a13 = −λ, e1 = −ν − δ, e2 = −ν − , e3 = −ν − γ ,
b12 = −δ, b13 = −δ, b23 = 0, b32 = , c1 = ν + δ, d22 = λ,
and it is imposed that δ min{/2, λc2}, where c is the constant of uniform persistence.
• SEIR with vertical transmission [21].
S˙ = b − λS I − pbE − qbI − bS, E˙ = λS I + pbE + qbI − ( + b)E, I˙ = E − (γ + b)I.
Here:
a13 = −λ, e1 = −b, e2 = − − b(1− p), e3 = −b − γ ,
b12 = −pb, b13 = −qb, b23 = qb, b32 = , c1 = b, d22 = λ, 0 p,q 1.
• SEIS with varying total population size [8].
S˙ = A − λS I − dS + γ I, E˙ = λS I − (d + )E, I˙ = E − (d + γ + α)I. (46)
Here:
a13 = −λ, e1 = −d, e2 = −d − , e3 = −d − α − γ ,
b12 = 0, b13 = γ , b23 = 0, b32 = , c1 = A, d22 = λ.
• HTLV-I infection and ATL progression [26].
T˙ = Λ − μT T − kT AT , T˙ L = kT AT − (μL + α)TL,
T˙ A = αTL − (μA + ρ)T A, T˙M = ρT A + βTM
(
1− TM
TMmax
)
− μMTM .
Here:
a13 = −k, e1 = −μT , e2 = −μL − α, e3 = −μA − ρ,
b12 = 0, b13 = 0, b23 = 0, b32 = α, c1 = λ, d22 = k.
We stress that the geometric approach to global stability has been individually applied to the models above by Li and
his coauthors, see [8,18,19,21,26]. Here, these models are viewed as particular cases of system (5). Hence, the dynamics of
each model is described by Theorem 4.1 if b23 	= 0, or by Theorems 4.2 and 4.3 if b23 = 0.
As a further application of our results, we consider a modiﬁed SEIS model in which the exposed class inﬂuences the
birth rate of susceptibles. That is, from (46) we derive the following model:
S˙ = −λI S − dS − βE + γ I + A, E˙ = −(d + )E + λI S, I˙ = E − (d + γ + α)I, (47)
where all the parameters are positive constants. We observe that here:
a13 = −λ, e1 = −d, e2 = −d − , e3 = −d − α − γ ,
b12 = −β, b13 = γ , b23 = 0, b32 = , c1 = A, d22 = λ.
We want to establish conditions on β which ensures that the system admits the dynamics established in Theorem 4.3, in
fact here b23 = 0, and b13 = γ > 0.
From (39) it follows Λ1 = d. The parameters of model (47) satisfy the conditions (6)–(13), (40), (43) and (44)1. Moreover,
condition (44)2 reads:
β < d − dγ
(d + )(d + α + γ ) . (48)
Observe that in this case the basic reproductive number, (18), is:
R0 = Aλ
d(d + )(d + γ + α) .
Hence, the following result can be stated:
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If R0 > 1, then E0 is unstable and there exists a unique globally asymptotically stable nontrivial equilibrium E, given by (26), in the
interior of Γ .
6. Conclusions
In this paper, we consider the general bilinear three dimensional ODE system (5). Our main goal is to ﬁnd suﬃcient
conditions, expressed in terms of the parameters of the system, ensuring that the geometric approach to global stability
analysis, due to M. Li and J. Muldowney, may be applied. This means that the conditions (H1)–(H3) in Section 1 must be
satisﬁed together with the robust Bendixson criterion (4).
We have obtained that imposing (H1)–(H3) and (4) to system (5), lead to the parameter restrictions (6)–(17) if b13  0,
or (6)–(17) together with (22)–(23), if b13 > 0: under these restrictions we obtain Theorem 4.1, which completely describe
the system dynamics. In the relevant particular case b23 = 0 and b13  0, we obtain the restrictions (6)–(13) and (40)–(41)
and system dynamics is described by Theorem 4.2; instead if b23 = 0 and b13 > 0, the parameter restrictions are (6)–(13),
(40), (43)–(44) and the dynamics is described by Theorem 4.3.
We emphasize that the approach to stability here applied is based on two crucial choices: the entries of the matrix P
and the vector norm in R3 (see Section 2). In the literature, some different matrices P have been proposed, depending on
the system under analysis. Systems with bilinearities as in (5) are commonly analysed by using matrices that are particular
cases of the matrix used in this paper, say (29). For what concerns the vector norm, as far as we know the norm deﬁned
by (31) is the only one proposed in the literature, within the application of the geometric approach. In principle, different
choices of the matrix P and of the vector norm may lead to better suﬃcient conditions than the ones we found here, in
the sense that the restrictions on the parameters may be weakened. Nevertheless, we have checked that the conditions that
we obtain here are fulﬁlled by several models from the literature. In fact, in Section 5 some examples from epidemics are
provided, and even if the geometric approach to global stability has been individually applied to these models in the past,
here we view them as particular cases of system (5). Hence, their dynamics are described by Theorem 4.1, if b23 	= 0, and
by Theorem 4.2 or Theorem 4.3, if b23 = 0.
The suﬃcient conditions we got in this paper require all the parameters in (5) to have prescribed sign, except b13 and b23,
which may be positive or negative. This allows to apply Theorems 4.1–4.3 to a rather wide class of models. In particular, we
can describe the dynamics of models obtained by generalizing well known epidemic models. In this way, the role of new
parameters in well established models may be emphasized: at this aim, an example is provided at the end of Section 5.
Once a method has been successfully applied, individually, to a large number of mathematical models, we think that it
becomes important to understand the mathematical structure that allows the method to be applied. This paper is intended
as a contribution in this direction. Here we have considered the bilinear system (5). Similar analysis may be performed for
bilinear systems with a different structure as well as for systems including more general nonlinearities.
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