Ahtract-In this work, an extended class-IV partial response (EPR4) equalizer for a digital recording channel is replaced by a nonlinear equalizer which is based on a neural network. It is shown that such a scheme has several decibels of signal-to-noise ratio gain compared to linear equalization, when the channel is corrupted by transition noise and media nonlinearity. An error confinement approach, as opposed to the conventional minimum mean square error approach, is shown to further enhance the performance of the nonlinear equalizer.
I. INTRODUCTION
One of the recent developments in magnetic recording is the application of partial response signaling combined with maximum likelihood sequence estimation (MLSE) 111. Typical to this approach are a linear filter which shapes the channel response to a specific partial response and a Viterbi detector for MLSE [2] . In a linear intersymbol interference (ISI) channel corrupted by additive white Gaussian noise (AWGN), these schemes outperform the conventional peak detector in their ability to decode data with fewer errors, thus enabling us to increase the recording density while keeping the bit error rate at an acceptable level. We consider a realistic channel model, which includes medium nonlinearity [3] and transition noise, both of which may become significant sources of error at high recording density. In such a channel, a nonlinear pulse shaping filter is a more appropriate choice partly because it can cancel the effects of the nonlinearities to some extent. A suitably chosen nonlinear filter may also be made to exploit the available channel SNR to a larger extent than a linear filter. This is because of its abiliy to interpret the correlations of the noise with itself and with the data pattern and to adapt its transfer function accordingly. We choose a feed-forward neural network (FFNN) architecture called the multilayer perceptron (MLP) to study these aspects of nonlinear filtering. It is already known that such a MLP [4] with sufficiently large number of hidden nodes can approximate any continuous nonlinear function to arbitrary accuracy [5] . Besides, a MLP can be programmed by using a set of examples [4] , [6] . In this work, we replace the partial response equalizer in an extended class-IV partial response maximum likelihood (EPRML) [2] scheme by a MLP and then train it to produce the ideal EPR4 target response polynomial. In one such scheme called the multilayer perceptron equalizer with Viterbi algorithm (MLPE/VA) [7] , we train the equalizer to minimize the mean square error (MSE) at the equalizer output. In another, we try to limit the amplitude of the error to be within certain limits. This error confinement scheme is later referred to as the MLPEC/VA. We study these two schemes and compare them with the conventional EPRML technique for channels suffering from partial erasure and transition noise. We use a rate-8/9 (0,k) code for encoding the channel data. The linear recording density used corresponds to 2.5 user data bits per PW50 (pulse width at half-height). We use the response of a magneto-resistive read head and a thin-film disk for our work. The results that follow are obtained by bit-by-bit simulation on a computer.
NOISE AND NONLINEARITY MODEL
The transition noise model that we use is similar to those of [8] , [9], [lo] . The transition centers are random variables with truncated Gaussian probability distribution around the nominal center. The widths and amplitudes of the transition response pulses are also assumed to be truncated Gaussian random variables. If h(t, U') is the nomin_al transition response then the noisy transition response, h(t, w, At, Aw), will be
where w is the nominal width parameter which is equal to one half of PW50, Aw is the variation in the width parameter and At is the jitter of the transition center. The quantities At and Aw, which are responsible for position jitter (PJ) and width variation (WV) components of the transition noise, take values within the intervals [-T/2,T/2] and [-w/2,w], respectively, where T is the symbol interval along the track. The channel signal power is defined as the square of the zero-peak amplitude of the isolated transition response. The channel signal to noise ratio (SNR) is the ratio of the signal power to the noise power, where the noise power is the total power due to both PJ and WV, when a square wave pattern of intertransition spacing of T is recorded.
Assuming that the nonlinear bit shift [3] can be mostly corrected by write precompensation, we consider partial erasure of transitions to be a major nonlinear effect. Adjacent transitions of spacing T are assumed to partially erase each other, thus reducing the amplitudes of their response pulses. However, if an odd number of transitions occur with inter-transition spacing of T, we assume that all but the last transition will be affected by partial erasure. Thus, while the full transitions have amplitudes of f2, the partially erased transitions have amplitudes f2(1 -x), where x is the partial erasure parameter. We can write the channel response as with the transitions'sequence, Uk E { -2,-2(l-x), 0,2(1-x), 2). A '0' represents the absence of a transition.
EQUALIZERS
The channel read-back waveform is low pass filtered by a gth order Butterworth filter and sampled prior to discrete time equalization. The target transition responses for all the equalizers are set to be 1+20+D2.
The MLP equalizer that we use, shown in Fig. 1 , has a tapped delay line like that of a finite impulse response (FIR) linear digital filter. The delay line taps are multiplied by a set of weights and then summed at several 'hidden' nodes. The outputs of the hidden nodes are passed through nonlinear sigmoidal functions of the form f(x) = (1 -edC)/( 1 + e-=), weighted and summed at the output node to form the final equalizer output. The connection weight from ith input node to j t h hidden node is wij and that from j t h hidden node to the output node is wj. The training algorithms we use is the well known backpropagation algorithm [4] which attempts to minimize the output MSE by adjusting the weights, wij and wj . We modify the training algorithm in two different ways. First, we use a variable step size approach for training, by starting with a large adaptation step-size and then gradually reducing it. This improves the convergence rate and is used for training the MLPE/VA detector. Secondly, the weights, wij and wj, are adjusted only when the a b s e lute value of the error exceeds a threshold, which is set at 0.475 in this work. This method of training is only used in the MLPEC/VA detector where we attempt to confine the equalizer error to be within certain limits, rather than minimize the MSE as in the MLPE/VA set up. In all cases that follow, we use 14 input taps for the delay line and 4 hidden nodes.
For the EPR4 linear equalizer, we use a 14-tap FIR filter trained by the least mean square (LMS) algorithm to shape the channel response. 
IV. RESULTS AND DISCUSSION
We study two extreme cases of transition noise dominant channels -jitter noise channel and width variation noise channel. The results are presented in Figs. 2 (a) and (b) in the form of BER vs SNR. From Fig. 2(a) we see that the MLPEC/VA yields the smallest BER for any given SNR, when the noise is entirely due to PJ. When the BER is about the MLPEC/VA needs over 1 dB less channel SNR than the linearly equalized EPRML scheme, in order to match its performance. The BER performance of the MLPE/VA comes in between the other two. When the noise is assumed to consist entirely of WV the results look as shown in Fig. 2 (b) . Here we see a more significant improvement of about 3 dB over linear equalization by the MLPE/VA. With the error confinement approach, the MLPEC/VA shows a 4 dB advantage over EPRML, at a BER of These improvements in the BER can be attributed to the ability of the nonlinear equalizers to understand the correlations of the noise with data and with itself. They thus form complex nonlinear functions for the input-output relations of the equalizers. These functions, being nonlinear, have a performance advantage over linear functions formed by the linear equalizer (here, EPR4) simply because they are more flexible and can adapt to the type of channel impairment.
The results of increasing the intensity of partial erasure is shown in Fig. 3 . The vertical axis shows the channel SNR required to maintain a BER of
The horizontal axis shows the partial erasure parameter, x, discussed in Section 11. It is interesting to note that when x is changed from 0 to 0.3, the MLPEC/VA scheme requires only less than 0.2 dB to maintain the same BER, while EPRML uses up an extra 0.8 dB. At x = 0.4, the penalty on EPR4 equalizer is 2.6 dB while that on the MLPEC is only about 1 dB. The performance of the MLPE/VA is somewhat in between the other two. The slopes of the curves indicate that the nonlinear approach makes the detector more immune to the partial erasure type of medium nonlinearity.
Let us look at the correlation of the equalizer output error and its statistical distribution. Figs. 4 (a) for EPR4, MLPE and MLPEC, respectively. The vertical axis scale is logan'tlrmic. The channel SNR here is 23 dB with the noise power equally distributed between PJ and WV, and x is set to 0.3. Even though the distribution of error of EPR4 does not exactly look like an inverted parabola, it resembles a Gaussian distribution, when plotted on a linear vertical scale. It is somewhat convex on both sides near the tails. However, the error distribution of the MLPE is strikingly sharp near '0' with MSE about 11.4 dB below that of EPR4. The tails of this distribution tend to die out slowly due to the histogram being concave near the tails on either side. This is why the BER of the MLPE/VA is not considerably smaller than that of EPRML although the MSE is less by 11.4 dB. Finally, the error distribution is much more compact for the MLPEC than the other two cases. The tails of the distribution decay fast and the histogram is somewhat convex on either side near the tails. The MSE is actually larger than that of EPR4 by 1.3 dB! Further work indicates that the correlation of the error is minimal for the MLPEC than the other two filters. If e b is the equalizer error and P k its correlation sequence defined as E[e,e,-b]/E[e,e,] ( E denotes the expectation value), then p1 for EPR4, MLPE and MLPEC are 0.17, 0.23 and 0.17 respectively. But we can see that the error of the MLPEC is less correlated than the other two by observing pz which takes values -0.51, -0.45 and -0.26 for EPR4, MLPE and MLPEC, respectively. The values of pk for IC > 2 are either almost equal for all the three equalizers or negligibly small. Another way of looking at the error correlation is by studying its power spectral density (PSD), as shown in Fig. 5 . The MLPE and EPR4 equalizers have more colored error PSDs compared to the MLPEC, which has a flatter spectrum. Care should be taken in interpreting the PSDs because the distributions of these errors are quite different from one another and are not, in general, Gaussian.
V. CONCLUSION
It is shown that nonlinear equaIizers have advantage over a linear EPR4 equalizer in the presence of transition noise and partial erasure. An error confinement approach gives further SNR gain over the minimum MSE approach. The reasons why MLPEC/VA outperform the other two are: (1) its ability to form complex nonlinear transfer functions, (2) an almost bounded output error and (3) a smaller output error correlation. Although the proposed equalizers are more complex than a linear FIR filter, work is in progress to reduce their complexity.
