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La navegación de vehículos inteligentes o robots móviles en períodos largos de tiempo ha
experimentado un gran interés por parte de la comunidad investigadora en los últimos
años. Los sistemas basados en cámaras se han extendido ampliamente en el pasado re-
ciente gracias a las mejoras en sus características, precio y reducción de tamaño, añadidos
a los progresos en técnicas de visión artificial. Por ello, la localización basada en visión
es una aspecto clave para desarrollar una navegación autónoma robusta en situaciones
a largo plazo. Teniendo en cuenta esto, la identificación de localizaciones por medio de
técnicas de reconocimiento de lugar topológicas puede ser complementaria a otros enfo-
ques como son las soluciones basadas en el Global Positioning System (GPS), o incluso
suplementaria cuando la señal GPS no está disponible o es denegada.
El estado del arte en reconocimiento de lugar topológico ha mostrado un fun-
cionamiento satisfactorio en el corto plazo. Sin embargo, la localización visual a largo
plazo es problemática debido a los grandes cambios de apariencia que un lugar sufre como
consecuencia de elementos dinámicos, la iluminación o la climatología, entre otros. Por
ello, una de las áreas de investigación más popularizadas en los últimos tiempos es la
identificación de lugares durante las cuatro estaciones del año. El objetivo de esta tesis
es enfrentarse a las dificultades de llevar a cabo una localización topológica eficiente y
robusta a lo largo del tiempo. En consecuencia, se van a contribuir dos nuevos enfoques
basados en reconocimiento visual de lugar para resolver los diferentes problemas asociados
a una localización visual a largo plazo.
Por un lado, un método de reconocimiento de lugar visual basado en descriptores bi-
narios es propuesto. La innovación de este enfoque reside en la descripción global de
secuencias de imágenes como códigos binarios, que son extraídos mediante un descriptor
basado en la técnica denominada Local Difference Binary (LDB). Los descriptores son efi-
cientemente asociados usando la distancia de Hamming y un método de búsqueda conocido
como Approximate Nearest Neighbors (ANN). Además, una técnica de iluminación invari-
ante es aplicada para mejorar el funcionamiento en condiciones luminosas cambiantes. El
empleo de la descripción binaria previamente introducida proporciona una reducción de
los costes computacionales y de memoria, lo cual es necesario para un funcionamiento a
largo plazo. Adicionalmente, tres versiones de esta propuesta son diseñadas para explotar
las ventajas de diferentes cámaras: monoculares, estéreo y panorámicas.
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Por otro lado, también se presenta un método de reconocimiento de lugar visual basado
en deep learning, en el cual los descriptores aplicados son procesados por una Convolutional
Neural Network (CNN). Este es un concepto recientemente popularizado en visión artificial
que ha obtenido resultados impresionantes en problemas de clasificación de imagen. En
este trabajo, las CNNs son usadas para mejorar la precisión de la localización topológica
contra cambios de apariencia relacionados con las estaciones del año, porque los métodos
tradicionales tienen más dificultades en estas condiciones. La novedad de nuestro enfoque
reside en la fusión de la información de imagen de múltiples capas convolucionales a varios
niveles y granularidades. Además, los datos redundantes de los descriptores basados en
CNNs son comprimidos en un número reducido de bits para una localización más eficiente.
El descriptor final es condensado aplicando técnicas de compresión y binarización para
realizar una asociación usando de nuevo la distancia de Hamming. A lo largo de la tesis,
se discuten los pros y los contras de esta propuesta de reconocimiento visual con respecto
a la basada en descriptores tradicionales. En términos generales, los métodos centrados
en CNNs mejoran la precisión generando representaciones visuales de las localizaciones
más detalladas. Sin embargo, la desventaja es que los costes computacionales también son
incrementados comparados con los requeridos para procesar descriptores tradicionales.
Ambos enfoques de reconocimiento de lugar visual son extensamente evaluados sobre
varios datasets públicos. Estas pruebas arrojan una precisión satisfactoria en situaciones
a largo plazo, como es corroborado por los resultados mostrados, que comparan nuestros
métodos contra los principales algoritmos del estado del arte, mostrando mejores resul-
tados para todos los casos. En estos experimentos, nuestras propuestas son validadas en
localización visual a largo plazo, especialmente si se considera que una distancia mayor a
3000 km es atravesada en las pruebas realizadas a lo largo de las estaciones del año.
Además, también se ha analizado la aplicabilidad de nuestro reconocimiento de lugar
topológico en diferentes problemas de localización. Estas aplicaciones incluyen la detec-
ción de cierres de lazo basada en los lugares reconocidos o la corrección de la deriva acu-
mulada en odometría visual usando la información proporcionada por los cierres de lazo.
El problema de Simultaneous Localization And Mapping (SLAM) también es estudiado
teniendo en cuenta las medidas corregidas basadas en cámaras y la información propor-
cionada por otros sensores, como el GPS o el Light Detection And Ranging (LiDAR).
Asimismo, también se consideran las aplicaciones de la detección de cambios geométricos
a lo largo de las estaciones del año, que son esenciales para las actualizaciones de los mapas
en sistemas de conducción autónomos centrados en una operación a largo plazo. Todas
estas contribuciones son discutidas al final de la tesis, incluyendo varias conclusiones sobre
el trabajo presentado y algunas líneas de investigación futuras.
Palabras clave: navegación autónoma, localización visual a largo plazo, re-
conocimiento de lugar topológico, descriptores binarios, descriptores basados en CNNs,
odometría visual, SLAM.
Abstract
The navigation of intelligent vehicles or mobile robots in long periods of time has experi-
enced a great interest by the research community in the last years. In this sense, visual
information has become a valuable asset in any perception scheme designed to improve the
scene understanding for autonomous driving. Camera-based systems have been broadly
extended within the recent past due to the improvements in camera features, price and
size reduction, added to the progress in computer vision. For this reason, vision-based lo-
calization is a key aspect to develop a robust automated navigation approach in long-term
situations. According to this, the identification of locations by means of topological place
recognition techniques can be complementary to other sensing technologies such as so-
lutions based on Global Positioning System (GPS), or even supplementary when GPS
signal is not completely available or denied.
The state of the art in topological place recognition has shown satisfactory performance
in short-term problems. However, life-long visual localization is a challenging topic that
is more problematic because of the strong appearance changes that a place suffers due
to dynamic elements, illumination or weather, among others. In this regard, one of the
most popularized research areas appeared in recent times is related to the identification
of places across the four seasons of the year. The goal of this dissertation is to cope
with the main difficulties of carrying out an efficient and robust topological localization
along the time course. Consequently, we contribute two novel approaches based on visual
place recognition in order to solve the different problems associated with life-long visual
localization.
On the one hand, a visual place recognition method based on hand-crafted binary de-
scriptors is proposed. The innovation of this approach resides in the global description of
sequences of images as binary codes, which are extracted from a Local Difference Binary
(LDB) descriptor and efficiently matched using the Hamming distance in an Approxi-
mate Nearest Neighbors (ANN) search. Besides, an illumination invariant technique is
applied for improving the performance in changing lighting conditions. The usage of the
introduced binary description and matching method provides a reduction of memory and
computational costs, which is necessary for a long-term operation. In addition, three ver-
sions of this proposal are designed with the aim of exploiting the advantages of different
types of cameras: monocular, stereo and panoramic.
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On the other hand, we also present a visual place recognition method based on deep
learning, in which the applied features are processed by a Convolutional Neural Network
(CNN). This is a concept recently popularized in the computer vision community that
has obtained impressive results in image classification problems. Here, we take advantage
of CNNs in order to improve the accuracy of topological localization against seasonal
changes, because traditional solutions focused on hand-crafted descriptors have more dif-
ficulties in these conditions. The novelty in our approach relies on fusing the image
information from multiple convolutional layers at several levels and granularities. In ad-
dition, the redundant data of CNN features is compressed into a tractable number of bits
for a more efficient and robust life-long localization. The final descriptor is reduced by
applying simple compression and binarization techniques for fast matching using again
the Hamming distance. Along the dissertation, we discuss the pros and cons of this place
recognition proposal with respect to the one based on hand-crafted features. In general
terms, methods focused on CNNs improve the precision by generating more detailed visual
representations of locations. However, the disadvantage is that computational costs are
also incremented compared to the ones required for processing hand-crafted descriptors.
Both topological place recognition approaches are extensively evaluated over several
publicly available datasets. These tests yield a satisfactory precision in long-term con-
ditions, as corroborated by the exhibited results, which compare our methods against
the main state-of-the-art algorithms, showing better results for all the cases. In these
experiments, our proposals are validated in life-long visual localization, especially if we
consider that a distance higher than 3000 km is traversed in the performed tests across
the seasons.
Additionally, we also analyze the applicability of our topological place recognition in
different localization problems. These applications include the detection of loop closures
based on the recognized places or the correction of the accumulated drift in visual odom-
etry estimations using the loop closure information. The Simultaneous Localization And
Mapping (SLAM) problem is also studied by taking into account the corrected measure-
ments obtained by means of camera-based localization and the information provided by
other sensing technologies, such as GPS or Light Detection And Ranging (LiDAR). Be-
sides, we also consider the applications of geometric change detection across seasons, which
is essential for mapping updates in autonomous driving systems focused on a long-term
operation. All these contributions are discussed at the end of the dissertation, including
several conclusions about the presented work and some future research lines.
Keywords: autonomous navigation, life-long visual localization, topological place
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Where am I? Probably, all of us have asked ourselves this question during our life in
varied situations and contexts. However, not only people need to answer it, but also
mobile robots and autonomous vehicles. A simple question, but with a difficult solution
that experts in robotics have been trying to find for several years ago, with the aim of
designing robust navigation systems.
The localization problem can be dealt with by means of different approaches depending
on the way of perceiving the environment. This situational awareness is conditioned by
the sensors used for recognizing a place and identifying where is located. On the one hand,
there are several well-established sensing technologies commonly applied in autonomous
navigation, such as Global Positioning System (GPS) or range-based. On the other hand,
the community is also considering camera-based solutions as an interesting alternative,
because of the useful information that they can provide for scene understanding.
Unfortunately, visual localization in a long-term context is not an easy task due to
the drastic appearance changes that places suffer along the time course, as exemplified in
Fig. 1.1. Nowadays, research efforts in this line are focused on solving the life-long visual
localization problem. This dissertation studies this challenging topic and contributes novel
solutions for long periods of time based on topological place recognition methods.
(1.1.1) Visual appearance of the place in winter. (1.1.2) Visual appearance of the place in spring.
Figure 1.1: An example of the appearance changes suffered by a place across the seasons. The aspect of
the environment is drastically modified, which is a very difficult problem for life-long visual localization.
The depicted frames correspond to sequences recorded in the Nordland dataset [Sünderhauf et al., 2013a].
2 Chapter 1. Introduction
1.1 General Overview and Problem Description
Vision-based localization systems have been broadly extended within the recent past due
to the improvements in camera features, price and size reduction, added to the progress
in computer vision algorithms for place recognition. Moreover, Simultaneous Localization
And Mapping (SLAM) [Durrant-Whyte and Bailey, 2006, Bailey and Durrant-Whyte,
2006] systems have evolved in parallel to these improvements in order to achieve a more
detailed representation of locations. In fact, visual SLAM methods [Ros et al., 2012,
Fuentes-Pacheco et al., 2012] have become one of the main tendencies in visual localization
jointly with other related technologies, such as Visual Odometry (VO) [Nistér et al.,
2006,Scaramuzza and Fraundorfer, 2011,Fraundorfer and Scaramuzza, 2012].
Although visual SLAM and VO have represented an important attainment that has
supposed a great advance in visual localization, still there are some important related
questions where great research efforts are being carried out, such as the recognition of
places in long-term operation [Lowry et al., 2016] or the identification of revisited loca-
tions. In this sense, loop closure detection algorithms have tried to solve this problem
with the aim of correcting the accumulated drift in vision-based navigation systems by
applying different place recognition techniques. As shown in Fig 1.2, loop closure de-
tection and place recognition methods based on visual information can be classified into
three main groups, as stated in [Williams et al., 2009]:
• Map-to-map: A correlation between the features in two maps is carried out by
considering their appearance and their relative positions. This approach is applied
in visual metric localization. One of the most known references for loop closure
detection using a map-to-map strategy was proposed in [Clemente et al., 2007].
• Image-to-map: The features extracted from the latest image captured by the
camera are matched to the previous features, which are represented in a stored map.
This approach is applied in visual topometric localization. One of the most known
references for loop closure detection using an image-to-map strategy was proposed
in [Williams et al., 2008].
• Image-to-image: A correspondence between the latest image captured by the
camera and the previous ones is achieved, where only visual appearance is necessary
(without any metric map or relative positions information). This approach is applied
in visual topological localization. One of the most known references for loop closure
detection using an image-to-image strategy was proposed in [Cummins and Newman,
2008b], who named the method Fast Appearance-Based MAPping (FAB-MAP). The
idea associated with image-to-image place recognition jointly with the definition
of the algorithm of FAB-MAP meant a revolution in the robotics community for
visual topological localization and became the most popularized methodology for
loop closure detection by analyzing the space of visual appearance.
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Figure 1.2: Classification of typical place recognition and loop closure detection methods.
Topological place recognition methods have continued evolving since the publication
of FAB-MAP and it has become a very active research area, as studied in surveys such
as the presented in [Fidalgo and Ortiz, 2015]. The proliferation of these topological
techniques during the last years is due to their benefits in the abstract representation of
the environment, which is simple, compact, scalable and requires less space to be stored
than metric maps. Topological maps represent locations by means of a graph, where
places are defined as nodes related among them. For these reasons, topological place
recognition is an alternative to metric models in localization problems, which can be
also a complement in hybrid approaches where topological information is useful for the
correction of metric measurements and for achieving a more detailed scene understanding.
Inspired by the success of topological approaches in short-term situations, the present
thesis is focused on the definition of new place recognition methods that suppose an
improvement in effectiveness and efficiency with respect to the current state-of-the-art
proposals in a life-long localization context. Traditional solutions as the proposed by
FAB-MAP decrease their accuracy in long-term conditions due to the changes in visual
appearance suffered by places, which is demonstrated in works such as [Milford andWyeth,
2012]. The main objective of this dissertation is to study how to solve these problems
with the aim of procuring a robust life-long visual localization for autonomous navigation.
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1.2 Motivation and Goals
The dream of obtaining fully autonomous mobile robots and self-driving cars is one of the
main motivations of this thesis. Intelligent vehicles are currently being tested in controlled
conditions with promising results, such as the Google Self-Driving Car [Google, 2017]
depicted in Fig. 1.3.2. Nevertheless, it is still hard to predict a date when the provided
solutions will be safe enough to be used without any human supervision and under any
circumstance, because several difficulties and dilemmas must be solved before in order to
guarantee the physical integrity of all the people involved in a driving situation, apart
from the adaptation of the society to these new technologies. Autonomous driving implies
a high complexity due to the influence of a big amount of external variables, so the correct
perception of this information is a key aspect to achieve the goal of a driverless car.
Perception systems for intelligent vehicles and robots consist of different sensors that
provide them the situational awareness of the environment. The evolution of solutions
based on GPS is probably one of the most relevant in the last years and it supplies a valu-
able information for localizing the position of a vehicle [Skog and Händel, 2009]. Besides,
perception approaches using Radio Detection And Ranging (RaDAR) or Light Detection
And Ranging (LiDAR) can help to define detailed 3D maps of the scene [Wolcott and Eu-
stice, 2014]. Unfortunately, the acquisition of huge mapping data and the application of
GPS information is not always enough to identify the place where an autonomous vehicle
or a mobile robot is navigating, because of the constant need of precise map updates, the
loss and limited accuracy of GPS signal in some cases and the dynamic changes on the
scene. According to this, the visual information processed by camera-based solutions can
be decisive in order to enhance the recognition of the features that characterize a place
by means of visual localization techniques, which can be complementary to GPS-based
proposals, or even supplementary in environments where GPS signal is not completely
available or denied [Lategahn and Stiller, 2014]. In fact, novel intelligent vehicles are
trusting in vision-based systems using deep learning for navigation tasks, such as the
Nvidia Autonomous Car [Bojarski et al., 2016] showed in Fig. 1.3.1.
(1.3.1) Nvidia Auton. Car [Bojarski et al., 2016]. (1.3.2) Google Self-Driving Car [Google, 2017].
Figure 1.3: Some recent examples of intelligent vehicles using camera-based approaches.
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Computer vision advances can be applied for varied tasks in camera-based technologies
for mobile robots and intelligent transportation systems. In this regard, autonomous
vehicles are using visual information in recent research for diverse topics, such as Advanced
Driver Assistance Systems (ADAS) [Daza et al., 2014], smartphone applications for safe
driving [Almazán et al., 2013,Bergasa et al., 2014,Romera et al., 2015], data mining and
analytics for driver behavior analysis [Romera et al., 2016], vehicle detection [Yebes et al.,
2014], identification of vehicle’s characteristics [Llorca et al., 2013] or teleoperated robots
and intelligent vehicles for rescue missions [Cela et al., 2013b,Cela et al., 2013a,Molinos
et al., 2013], among others. In the case of the present dissertation, the goal is focused
on the use of computer vision techniques in the topic of visual localization for robots and
vehicles, with the aim of contributing new proposals which can be useful for long-term
navigation and help to make the dream of autonomous driving a reality in a near future.
Motivated by these purposes, this thesis defines some specific objectives that will be
studied and described in detail along this document:
• Defining a new topological place recognition method based on binary hand-crafted
image features. The proposal aims to improve the performance achieved by the
current state-of-the-art algorithms in long-term localization and to reduce the com-
putational complexity needed to identify locations by exploiting the advantages of
the efficient matching and description of images provided by binary features. This
model can be benefited by the application of different cameras such as monocular,
stereo or panoramic. In this sense, the objective is to take advantage of the specific
information provided by each type of camera, with the aim of adapting the algorithm
to the best conditions for each case.
• To develop a new topological place recognition method based on features extracted
by means of supervised deep learning techniques. The goal of this approach is to
increase the distinctiveness of the features with respect to traditional descriptors for
life-long visual localization problems. Deep learning helps to improve the precision
in these cases by generating more detailed visual representations of places, which
enhance the accuracy in locations matching. However, the disadvantage is that
computational costs are also incremented, so feature compression and fast matching
solutions must be also designed in order to reduce the impact in memory consumption
and processing times.
• To present some applications for our topological place recognition proposals in spe-
cific problems typically faced in a life-long visual localization, such as loop closure
detection, the correction of visual SLAM and VO measurements, the representation
of large-scale 3D models of the environment or the detection of changes on scene
along the time course.
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1.3 Challenges in Life-Long Visual Localization
In order to completely understand the significance of this dissertation, it is necessary
to introduce the main challenges associated with the idea of accomplishing a life-long
visual localization, which is one of the principal topics currently studied by the research
community in the area of mobile robots and intelligent vehicles navigation.
Some recent works have analyzed the impact of long-term problems in visual local-
ization, where camera configurations and environmental conditions are critical to ob-
tain a robust performance [Bansal et al., 2014]. Besides, other important issues that
must be taken into account are the consumption of computational resources and memory
costs [Labbé and Michaud, 2011,Nguyen et al., 2013], which should be reduced in order
to make possible a long-term operation [Labbé and Michaud, 2013].
However, the most challenging problem in life-long visual localization is related to the
extreme changes that the appearance of places experiences throughout the day [Johns and
Yang, 2013b], the months [Johns and Yang, 2014] or even across the seasons [Sünderhauf
et al., 2013a]. In this sense, the recognition of places over seasonal changes is probably
the open problem more studied within the recent past [Lowry et al., 2016], where illumi-
nation [McManus et al., 2014], weather [Milford and Wyeth, 2012], dynamic elements on
scene [Johns and Yang, 2013a] or changes in the field of view [Lowry and Milford, 2015]
also have a great influence in the difficulty to find a robust solution.
All these challenges are faced in this thesis, where the proposed methods are designed
to be efficient in a life-long operation and effective in the problematic cases typically
derived from the changing appearance of places in long-term, whose most representative
examples are shown in Fig. 1.4 and Fig. 1.5.
(1.4.1) At different times of day. (1.4.2) At different times of day and night.
(1.4.3) Along the months. (1.4.4) Across the seasons.
Figure 1.4: Temporal examples of challenging cases of changing appearance in locations. The image
samples correspond to several tested datasets, which are described in detail in Section 2.5.
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(1.5.1) Perceptual aliasing between different places. (1.5.2) Situations with reduced visibility.
(1.5.3) Partial camera occlusions. (1.5.4) Changes in the field of view.
(1.5.5) Dynamic elements such as vehicles. (1.5.6) Constructions.
Figure 1.5: Other specific challenging cases of life-long place recognition. The image samples correspond
to several tested datasets, which are described in detail in Section 2.5.
1.4 Organization of the Dissertation
The remainder of this dissertation is organized as follows: The state of the art is ini-
tially discussed in Chapter 2. Then, the methods contributed for visual place recognition
are described. In particular, Chapter 3 explains our multi-camera proposal based on
hand-crafted binary features suitable for a localization with both low computational costs
and memory resources, with the aim of facilitating an efficient life-long operation. Chap-
ter 4 presents our method for recognizing locations based on features extracted by means
of deep learning, in order to obtain a better performance in long-term situations that are
problematic for solutions relying on traditional image descriptors. Both chapters con-
tain a wide set of experiments and results validating the different characteristics of the
introduced approaches and comparing them against the main state-of-the-art algorithms
in varied challenging datasets, apart from some conclusions about the advantages and
disadvantages of both methods depending on the required effectiveness or the needed
efficiency in cases where computational and memory resources are limited. After that,
Chapter 5 analyzes the applicability of the defined topological place recognition proposals
in some typical life-long visual localization problems, such as loop closure detection, VO
and SLAM correction, large-scale 3D reconstructions or the detection of changes on scene.
Finally, Chapter 6 reports the main conclusions and contributions of this thesis, jointly




The knowledge about the related work carried out in the research line followed by this
thesis is crucial. It allows to comprehend the contributions presented to the community
by the techniques proposed in this dissertation to achieve an efficient and effective life-long
visual localization based on topological place recognition. According to this, the evolution
of computer vision algorithms applied to autonomous vehicles and robots navigation in
the state of the art needs to be understood to assimilate the possibilities of camera-based
systems in these tasks.
More specifically, the goal of this chapter about state-of-the-art proposals is focused on
providing a detailed overview about the classic approaches and current tendencies in the
recognition of locations by means of camera sensors. Traditionally, the designed solutions
have trusted on the description of the places represented in the images using hand-crafted
features, which were usually characterized by researchers attending to different pre-defined
image operations that extract some key visual information: points of interest [Mikolajczyk
and Schmid, 2004, Aanaes et al., 2011], global image descriptions [Oliva and Torralba,
2001,Oliva and Torralba, 2006] and specific features related to gradients [Dalal and Triggs,
2005], textures [Ojala et al., 1996] or image intensities [Calonder et al., 2010], among oth-
ers. In fact, the application of these kinds of hand-crafted descriptors for topological
place recognition was broadly extended after the seminal publication of FAB-MAP [Cum-
mins and Newman, 2008b], which combines Bags of Visual Words (BoVW) [Sivic and
Zisserman, 2003, Lazebnik et al., 2006] jointly with scale-invariant features [Bay et al.,
2006, Bay et al., 2008]. During the subsequent years, the research in this field followed
similar models commonly based on varied hand-crafted features, as deduced from recent
reviews [Fidalgo and Ortiz, 2015, Lowry et al., 2016]. However, works such as [Sünder-
hauf et al., 2013a] have evidenced some of the limitations of hand-crafted descriptors in
life-long visual localization over datasets of more than 3000 km.
For these reasons, the rise of deep learning techniques in computer vision within the
last years has become an alternative with respect to traditional image descriptors. This
proliferation is mainly due to the extension of the concept of Convolutional Neural Net-
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works (CNNs), which is currently one of the main trending topics in the computer vision
community. In this case, the processed features are automatically learned by the network,
which typically provides more accurate image descriptions than using hand-crafted fea-
tures. Initially, CNNs were used for image description in object classification problems
with a remarkable precision [Krizhevsky et al., 2012]. After their success, CNNs have been
started to be employed in a wide range of camera-based problems. In this regard, visual
localization is also a topic where they can be now extensively exploited and improved to
obtain enhanced results in long-term navigation.
Nevertheless, deep learning can not be always considered as the most adequate solution
for any case or situation. Apart from the required previous training, the computational
costs can be also a barrier in specific problems or systems where resources are more limited
(i.e., smartphones). Due to this, current dilemmas in this topic are in part focused
on reducing memory and processing costs related to CNNs [Ros et al., 2016], without
discarding the use of hand-crafted descriptors in embedded systems where localization
must be implemented in restricted or low-cost platforms. These dilemmas will be discussed
in detail along this state-of-the-art study within a life-long visual localization context.
2.1 Computer Vision applied to Autonomous Vehicles and
Robots Localization
Computer vision is one of the most powerful tools for helping autonomous vehicles and
robots to enhance their situational awareness, with the aim of facilitating localization
and navigation tasks. In this sense, vision-based systems for Unmanned Ground Vehicles
(UGVs) allow to perceive characteristics of the environment that other sensors can not
notice. At this point, it must be noted that although this dissertation is focused on
UGVs, researchers are also working in similar visual localization models for other types of
vehicles, such as Unmanned Aerial Vehicles (UAVs) [Pérez-Grau et al., 2016] or Unmanned
Underwater Vehicles (UUVs) [Hong et al., 2016], as shown in the examples of Fig. 2.1.
(2.1.1) Example of UAV [Pérez-Grau et al., 2016]. (2.1.2) Example of UUV [Hong et al., 2016].
Figure 2.1: Unmanned aerial and underwater vehicles using camera-based localization.
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In any case, the progress of computer vision algorithms for visual SLAM is probably one
of the most important achievements in the state of the art in order to understand the evo-
lution of camera-based localization for autonomous navigation. Visual SLAM allows to es-
tablish the position of a moving camera and develop a representation of the explored zone
at the same time. Some popular state-of-the-art methods were presented during the late
2000s decade for trying to solve this problem by using visual information: MiniSLAM [An-
dreasson et al., 2007], MonoSLAM [Davison et al., 2007], StereoSLAM [Paz et al., 2008],
FrameSLAM [Konolige and Agrawal, 2008,Konolige and Bowman, 2009], RatSLAM [Mil-
ford andWyeth, 2008], GraphSLAM [Eade and Drummond, 2008], TopologicalSLAM [An-
geli et al., 2008b], etc. More recently, ORB-SLAM [Mur-Artal et al., 2015] has supposed
a new attainment in this field, providing an open-source SLAM library for monocular and
stereo cameras with loop closure detection and relocalization capabilities in real-time.
Some of these visual SLAM proposals typically use for map optimization a technique
named Parallel Tracking And Mapping (PTAM) [Klein and Murray, 2007], which is also
commonly applied in other similar problems such as Structure from Motion (SfM) [Bronte
et al., 2014]. The movement of the camera along the time is also useful in localization
based on VO, where the analysis of the ego-motion between consecutive images can de-
termine the current position and orientation, which is facilitated by public libraries such
as LIBVISO [Kitt et al., 2010,Geiger et al., 2011].
Several computer vision techniques can also collaborate to improve the scene under-
standing required by intelligent vehicles and robots for visual localization using 3D rep-
resentations. According to this, some works have developed interesting proposals for
large-scale dense 3D reconstructions in driving environments by using only cameras [Al-
cantarilla et al., 2013a] or a combination of cameras and LiDAR [Miksik et al., 2015]. In
addition, this 3D data can be enriched by means of semantic segmentation approaches to
identify specific elements on scene [Vineet et al., 2015,Sengupta and Sturgess, 2015,Wolf
et al., 2015]. Some of these methods combine the visual information with 3D data obtained
by other sensing technologies to enhance the semantic segmentation [Zhang et al., 2015].
In some recent cases, deep learning is applied to acquire a more precise segmentation in
2D models based on convolutional architectures [Badrinarayanan et al., 2017]. Moreover,
object detection is a related topic in road perception which has also been studied within
the last years [Cadena et al., 2015]. All these computer vision algorithms described for
scene understanding can be used in order to design a robust visual perception paradigm
for autonomous driving [Ros et al., 2015].
As deduced from some of the references previously described, it is important to remark
that all the visual information provided by these computer vision methods for localiza-
tion can be enhanced by fusing it with the data acquired by other sensors. In fact,
although the major part of the state-of-the-art works for visual place recognition only use
vision-based perception, some recent proposals have fused 3D LiDAR and camera imagery
to strengthen the performance in the identification of locations [Pandey et al., 2014].
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2.2 Visual Place Recognition based on Hand-Crafted Features
Methods based on hand-crafted features have been traditionally the most commonly cho-
sen option in visual place recognition literature. In this section, the main state-of-the-art
works related to this research line are presented, jointly with a review of the descriptors
more typically used in these cases.
2.2.1 Hand-Crafted Descriptors
Hand-crafted features are acquired by means of image operations that are well-engineered
to particular problems in image matching. On the one hand, local approaches are focused
on detecting some points or regions of interest in the image for extracting only the features
related to these specific zones. On the other hand, global descriptors directly obtain the
features for the whole image in a more simple way, without any previous detection process.
Moreover, hand-crafted descriptors are usually classified depending on the format of
their features. Typically, they were stored as float values in vectors that compose the
final descriptor. However, binary features have been recently popularized because of their
simplicity and efficiency, which are based on a bit-level computation.
According to the previous considerations, descriptors can be generally grouped as local
or global and vector-based or binary, as graphically depicted in Fig. 2.2.
Figure 2.2: Qualitative classification of typical hand-crafted descriptors. It includes some of the most
popular features commonly used in visual place recognition, which are grouped in different categories:
Vector-based vs Binary / Local vs Global.
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Recent works have compared some of these features for visual SLAM problems [Hart-
mann et al., 2013] and life-long localization [Krajník et al., 2013]. In addition, whole-image
or global descriptors are also lately studied to evaluate their performance in visual loop
closure detection [Liu and Zhang, 2013]. We are going to introduce the most relevant
descriptors presented in Fig. 2.2, because some of them are used in different analyses
within the visual place recognition methods implemented in this dissertation.
2.2.1.1 Local Vector-based Descriptors
Commonly, vector-based descriptors have applied different local feature detectors for the
subsequent extraction of features. State-of-the-art algorithms for visual place recognition
based on local descriptors typically detect points or regions of interest in the image by
means of techniques such as Maximally Stable Extremal Regions (MSER) [Matas et al.,
2002], Features from Accelerated Segment Test (FAST) [Rosten and Drummond, 2006] or
the STAR detector, derived from Center Surround Extrema (CenSurE) [Agrawal et al.,
2008]. After detecting these zones, a feature extractor must be computed to obtain the
final vector containing the descriptor. In this regard, there are two popularized methods
that have been extensively used for local vector-based description, including the detection
and extraction of the features:
• Scale Invariant Feature Transform (SIFT) [Lowe, 1999, Lowe, 2004]:
This approach detects keypoints by searching for extremas of a function based on a
difference of Gaussians at different scales. The orientation of the detected keypoints
is estimated by means of the local image gradient. A feature descriptor is then
derived from the local image gradients in a region defined by the scale and orientation
of the keypoint. The descriptor is normalized and some thresholds are taken into
account to limit the effects of image saturation. This configuration allows to obtain an
invariance to scale, orientation and basic illumination changes. Some refined versions
of the algorithm have been presented in the subsequent years, such as PCA-SIFT [Ke
and Sukthankar, 2004]. In addition, 3D SIFT has been proposed for tridimensional
computer vision problems [Scovanner et al., 2007].
• Speeded Up Robust Features (SURF) [Bay et al., 2006,Bay et al., 2008]:
This method is in part inspired by SIFT, but with the goal of improving its processing
costs. In this case, the detection of keypoints is based on an approximation of
the determinant of a Hessian blob detector at different scales by means of integral
images [Viola and Jones, 2004]. Features are extracted by pooling first order Haar
wavelets around the points of interest. This proposal is also invariant to scale and
rotation. Moreover, a SURF version for 3D descriptions was also suggested in [Knopp
et al., 2010].
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Although SIFT and SURF are the most well-known examples of local vector-based
descriptors, computer vision libraries such as OpenCV [Bradski, 2000] have recently ex-
tended the usage of other similar 2D features, such as KAZE [Alcantarilla et al., 2012]
or A-KAZE [Alcantarilla et al., 2013b], that operate in a nonlinear scale space increas-
ing detector repeatability and extractor distinctiveness. Additionally, it must be noted
that there are also more options for 3D description derived from the Point Cloud Library
(PCL) [Rusu and Cousins, 2011] that have been used in some specific place recognition
problems, including Point Feature Histograms (PFH) [Rusu et al., 2008b, Rusu et al.,
2008a], Fast Point Feature Histograms (FPFH) [Rusu et al., 2009], Viewpoint Feature
Histogram (VFH) [Rusu et al., 2010], Normal Aligned Radial Feature (NARF) [Steder
et al., 2010] or SURface Entropy for 3D features (SURE) [Fiolka et al., 2012].
2.2.1.2 Local Binary Descriptors
Binary descriptors have become a great alternative with respect to vector-based ap-
proaches in the recent past. This is due to the efficient properties of these kinds of
binary features, which need less memory resources to be stored and can be fast matched
by using the Hamming distance [Muja and Lowe, 2012].
The computation of local binary descriptors requires a previous detection process, but
the extraction of the features is usually easily computed. Normally, they are calculated
using a set of pairwise intensity comparisons from a sampling pattern centered in a point
of interest, where each bit in the descriptor is the result of exactly one comparison. In this
thesis, some binary descriptors are applied in different contexts related to our topological
place recognition techniques. The most important are mainly the following:
• Binary Robust Independent Elementary Features (BRIEF) [Calonder
et al., 2010, Calonder et al., 2012]: This is the initial proposal for local bi-
nary description derived from intensity difference tests. The descriptor is formed by
computing these tests on a number of randomly selected but fixed location pairs in
a patch around a keypoint. These features are not invariant to rotation and scale.
• Oriented fast and Rotated BRIEF (ORB) [Rublee et al., 2011]: This
approach is also based on intensity comparisons, but it includes a method of ori-
entation estimation focused on the FAST detector that provides independence to
rotation. Thanks to these improvements, ORB solves the lack of rotation invariance
associated with BRIEF and improves the resistance to noise.
• Binary Robust Invariant Scalable Keypoints (BRISK) [Leutenegger
et al., 2011]: An improved method for detecting the keypoints at different scales is
designed. The binary tests are computed on a circular pattern around each keypoint.
Intensity values are smoothed and the keypoint orientation is estimated using pairs
separated by a long distance. This gives invariance to scale and rotation.
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• Fast REtinA Keypoint (FREAK) [Alahi et al., 2012]: This binary descrip-
tor imitates the organization of the retina, employing a circular grid where receptive
fields of different sizes are considered. The difference in intensity between the pairs
of the receptive fields is calculated. Besides, the sampling regions are overlapped in
order to add redundancy with the aim of enhancing the discriminative power.
• Local Difference Binary (LDB) [Yang and Cheng, 2012, Yang and
Cheng, 2014]: These features use not only intensity information, but also gra-
dient difference tests at several image granularities. In this regard, the descriptor
calculates the features in multiple resolutions using varied grids (2x2, 3x3, 4x4, etc),
which alleviates the dependence on the field of view. In the work derived from this
thesis, an improved version named Disparity Local Difference Binary (D-LDB) [Ar-
royo et al., 2014a] is developed to add disparity information when stereo cameras
are available, with the aim of increasing the performance by obtaining geometric
information of the environment.
2.2.1.3 Global Vector-based Descriptors
This family of descriptors does not require a previous keypoint detection process, so the
features are directly computed using the whole image and stored in a vector of float values.
The most representative hand-crafted descriptors in the state of the art based on global
vector-based features that have been tested along this dissertation are the following:
• Histogram of Oriented Gradient (HOG) [Dalal and Triggs, 2005]: In this
descriptor, local gradients are binned in accordance with orientation and weighted
depending on their magnitude, within a spatial grids of cells with overlapping block-
wise contrast normalization. For each overlapping block of cells, a feature vector is
obtained by sampling the histograms from the contributing spatial cells. The feature
vectors for all overlapping blocks are concatenated to produce the final descriptor.
Improved versions of the algorithm such as CHOG [Chandrasekhar et al., 2012] have
been recently studied, as well as 3D HOG [Kläser et al., 2008]. In some problems,
the fusion of global vector-based descriptors can greatly improve the performance,
as proposed in [Arroyo et al., 2015c], where HOG is combined with other features
such as Local Binary Patterns (LBP) [Ojala et al., 1996] and Global Color Histogram
(GCH) [Novak and Shafer, 1992]).
• Whole Image SIFT (WI-SIFT) [Badino et al., 2012]: In this case, a stan-
dard SIFT descriptor is calculated over the whole image, without detecting any
previous keypoint. Due to this, this descriptor only requires one feature per image,
reducing the memory and processing costs with respect to the original SIFT.
• Whole Image SURF (WI-SURF) [Badino et al., 2012]: Similar to WI-SIFT
but using SURF features.
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2.2.1.4 Global Binary Descriptors
Global binary descriptors are a type of features that has a great computational effi-
ciency, because it combines the advantages of whole image description techniques with
the simplicity of binary representations. Furthermore, some state-of-the-art works for
place recognition have obtained remarkable results using these kinds of descriptors, such
as BRIEF-Gist [Sünderhauf and Protzel, 2011], which calculates a global BRIEF descrip-
tor based on the Gist of scenes [Oliva and Torralba, 2001, Oliva and Torralba, 2006].
Other similar methods are derived from the Gist of different local features, such as
LBP-Gist [Campos et al., 2013] (based on LBP descriptors) or the Gabor-Gist algo-
rithm [Liu and Zhang, 2012]. In addition, it must be noted that our approach for visual
place recognition based on hand-crafted features trust in a global binary descriptor that
uses LDB as core, as will be explained in detail in Chapter 3.
2.2.2 Related Works based on Hand-Crafted Features
Although the concept of topological localization based on appearance had been previously
proposed by other researchers in the past [Ulrich and Nourbakhsh, 2000], the influence of
FAB-MAP [Cummins and Newman, 2008a,Cummins and Newman, 2008b] can be con-
sidered as the point of reference in the state of the art of visual place recognition and
loop closure detection based on hand-crafted features since the moment of its release un-
til today. In addition, the authors of FAB-MAP also tested an improved version over
1000 km in more recent papers [Cummins and Newman, 2010a,Cummins and Newman,
2010b], including a subsequent research where it is combined with the RatSLAM algo-
rithm [Glover et al., 2010]. A 3D implementation of FAB-MAP [Paul and Newman,
2010] was also developed in order to incorporate geometric information, but in this case
it was only evaluated for short-term localization. Besides, an open-source toolbox named
OpenFABMAP [Glover et al., 2012] was contributed to the research community for testing
the method and using it in a free way.
Nevertheless, FAB-MAP needs a prior training phase and applies a computationally
expensive approach that requires feature extraction followed by probabilistic inference,
which can make the proposal not suitable for real-time applications. Due to these is-
sues, a great number of novel methods based on hand-crafted features have been lately
presented by following the research line started by FAB-MAP, with the aim of improv-
ing the state-of-the-art results. A great part of them are also based on similar BoVW
models combined with SURF [Mei et al., 2010, Maddern et al., 2011, Maddern et al.,
2012,Nicosevici and Garcia, 2012,Labbé and Michaud, 2011,Labbé and Michaud, 2013]
or SIFT features [Angeli et al., 2008b, Angeli et al., 2008a, Angeli et al., 2009, Zhang
et al., 2010, Zhang, 2011,Mei et al., 2010,Mei et al., 2011]. In other cases, BoVW are
based on typical binary features such as BRIEF [Gálvez-López and Tardós, 2011,Gálvez-
López and Tardós, 2012] or in novel description techniques such as Position-Invariant
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Robust Features (PIRF) [Kawewong et al., 2011,Khan et al., 2012]. Besides, relocaliza-
tion techniques focused on the classification of features have also been proposed for SLAM
problems [Williams et al., 2011].
Another approach commonly used in the last years is the application of global image
descriptors, in order to achieve an efficient long-term performance and try to obtain a real-
time visual localization. Solutions similar to the proposed by BRIEF-Gist [Sünderhauf
and Protzel, 2011] are the most representative of this tendency. In this sense, other works
directly apply Gist descriptors in epitomic image analysis for indoor localization [Ni et al.,
2009]. More recently, a method based on global image signatures has also been published
for visual loop closure detection [Negre-Carrasco et al., 2016], which demonstrates the
proliferation of these kinds of techniques.
One of the most relevant proposals contributed for topological localization within the
recent past is SeqSLAM [Milford and Wyeth, 2012], that introduced the idea of recog-
nizing places as sequences of images instead of single images, in contrast to previous
proposals such as FAB-MAP and similar works. It uses a global description method over
patch-normalized sequences of images that is named Sum of Absolute Differences (SAD).
SeqSLAM was satisfactorily evaluated in long-term conditions, where a same route was
traversed in a sunny summer day and a stormy winter night. However, in [Sünderhauf
et al., 2013a] some drawbacks of SeqSLAM were revealed, such as dependence in the
field of view and the influence of parameters configuration. These problems have been
ameliorated in newer papers that study the difficulties of a changing viewpoint [Milford,
2013,Milford et al., 2014,Pepperell et al., 2014,Lowry and Milford, 2015].
Finally, although a great part of the algorithms based on hand-crafted descriptors in
the state of the art are designed for monocular cameras, there are some specific approaches
that are focused on stereo and panoramic images. On the one hand, stereo information
allows to acquire a more complete description of the geometry of an environment, which
is exploited in works such as [Cadena et al., 2010,Cadena and Neira, 2011,Cadena et al.,
2012], where a BoVW model is combined with the usage of stereo pairs to check a valid
spatial transformation in place matching. Besides, the 3D data that can be obtained by
means of stereo cameras is also applied in different techniques used for identifying places
in indoor environments [Fiolka et al., 2013, Scherer et al., 2013]. On the other hand,
some state-of-the-art algorithms trust in panoramic images for a more robust topological
localization [Valgren and Lilienthal, 2010,Murillo and Kosecká, 2009,Singh and Kosecká,
2010,Murillo et al., 2013,Korrapati et al., 2013,Korrapati and Mezouar, 2016]. The main
advantage of panoramas is that they allow a visual perception of the environment in all the
possible orientations, which can be used for detecting places revisited in other direction.
In order to facilitate the understanding of the evolution in the state of the art related
to visual place recognition using hand-crafted features, Tables 2.1 and 2.2 can be revised
to have a more detailed idea about the main works and their specific characteristics.
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2.3 Visual Place Recognition based on Learned Features
Nowadays, features obtained by means of deep learning techniques are being started to
be studied for solving visual place recognition approaches. Here, the most important
proposals corresponding to the state of the art in this research field are explained and
discussed, jointly with a brief review about CNNs and the features derived from them.
2.3.1 Convolutional Neural Networks
The main reasons why deep learning is very successful these days are the availability
of powerful General-Purpose computing on Graphics Processing Units (GPGPU), larger
datasets with annotations and better training strategies. In addition, CNNs have revo-
lutionized the computer vision community, mainly due to the innovative work presented
by [Krizhevsky et al., 2012], which defined one of the most relevant CNN architectures:
AlexNet. This network obtained impressive results in image classification over the chal-
lenging ImageNet dataset [Deng et al., 2009], which contains millions of image samples.
After that, other works tested the power of CNNs by designing new refined archi-
tectures based on AlexNet and widely comparing them against other visual recognition
methods [Chatfield et al., 2014]. Apart from this, the benefits of CNNs have been ex-
hibited in a different range of typical computer vision problems such as semantic seg-
mentation [Long et al., 2015], change detection [Alcantarilla et al., 2016,Kataoka et al.,
2016] or optical flow [Dosovitskiy et al., 2015], among others. Currently, the most recent
works in the community are also carrying out a great research in different deep learning
dilemmas: networks compression [Han et al., 2016], unsupervised learning [Isola et al.,
2016], training-free methods [Tolias et al., 2016], CNNs initialization [Krahenbuhl et al.,
2016] and questions such as how deep should be the networks [Urban et al., 2016].
The popularization and extension of these deep learning algorithms in varied con-
texts has also been possible thanks to the useful open toolboxes provided by some au-
thors to the community, such as Caffe [Jia et al., 2014], Torch [Collobert et al., 2011] or
MatConvNet [Vedaldi and Lenc, 2015]. Besides, other contributions helped researchers
to better understand the complex division into layers behind CNNs and to visualize their
features [Zeiler and Fergus, 2014].
2.3.2 CNN-based Descriptors
The application of CNNs to learn robust visual descriptors has been studied in works
such as [Razavian et al., 2014], where features are processed for global image description
in a diverse range of recognition tasks. Moreover, other proposals extract CNN features
over a set of detected points [Simo-Serra et al., 2015], like traditional hand-crafted local
descriptors such as SURF.
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Apart from general image recognition, there are also approaches where deep descrip-
tors are trained over a specific database of places [Zhou et al., 2014], with the aim of
categorizing concrete place scenes such as forests, coasts, rooms, etc. On the other hand,
some works analyze how transferable is the knowledge acquired in training by the fea-
tures derived from deep neural networks [Oquab et al., 2014,Yosinski et al., 2014], which
demonstrates that learned features appear not to be specific to a particular dataset or
problem, they can be generalizable to several datasets and problems. In this regard,
features pre-trained in image classification problems are an interesting option for general-
ization in vision-based localization problems, as will be demonstrated in our architecture
described in detail in Chapter 4.
2.3.3 Related Works based on Learned Features
Methods based on CNN features can be a promising alternative for a more precise place
recognition in life-long localization. In fact, recent research is starting to analyze the
application of these techniques in problems related to the recognition of locations. One
of the first approaches in the state of the art is the work presented by [Chen et al., 2014],
where several experiments about the performance of the features from different layers are
conducted for place recognition in environments with significant viewpoint changes.
Recent papers exhibited more studies about possible utilities of pre-trained CNN de-
scriptors in visual topological localization [Sünderhauf et al., 2015b, Sünderhauf et al.,
2015a]. These works are based on features derived from AlexNet, which have been previ-
ously trained in the ImageNet dataset for image classification tasks. They evidenced that
the descriptors related to intermediate layers (especially from the third convolution) are
more robust against appearance changes than the features from any other layer.
Moreover, the approach defined in [Arandjelovic et al., 2016] performs end-to-end learn-
ing of a CNN for identifying locations by introducing a novel differentiable layer based
on the Vector of Locally Aggregated Descriptors (VLAD) [Korrapati and Mezouar, 2016].
The proposed architecture is trainable in a direct manner for the place recognition task.
Other interesting models based on deep learning are focused on pose regression for
relocalization in small-scale environments [Kendall et al., 2015], in contrast to works
where images are matched under substantial appearance changes exploiting GPS metric
priors [Vysotska et al., 2015].
Obviously, the amount of publications associated with the topic of visual place recog-
nition based on CNN-features is lower than the described for methods focused on
hand-crafted descriptors, because this is a much more recent research field and the pro-
posals presented until today are currently introducing these deep learning techniques in
the visual localization context. However, in the chronological evolution listed in Table 2.2
it can be seen how CNN-based approaches are experiencing a great rise in the state of
the art within the last two years.
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2.4 Life-Long Visual Localization using Topological Place
Recognition
Nowadays, the topic of visual localization in long-term scenarios is one of the most broadly
studied by the research community in this area. The recognition of previously visited
places along the different seasons of the year is currently the most challenging topic in
life-long topological localization due to the difficulties associated with this task: changes in
vegetation, illumination, weather, dynamic elements, etc. For this reason, several propos-
als have been presented within the recent past to face these problems related to seasonal
changes. To the best of our knowledge, the first researches in visual place recognition
across seasons were performed in [Valgren and Lilienthal, 2008, Valgren and Lilienthal,
2010], where panoramic images were used to carry out a long-term localization in outdoor
environments by means of SIFT and SURF descriptors. In similar works where topomet-
ric localization is applied, WI-SURF features were employed for global image description
in tests carried out along different months [Badino et al., 2011,Badino et al., 2012].
In papers such as [Sünderhauf et al., 2013b,Neubert et al., 2013,Neubert et al., 2015],
a novel algorithm for identifying locations based on appearance change prediction was
evaluated in the Nordland dataset [Sünderhauf et al., 2013a], where a same route of
more than 750 km is traversed by a train four times (one in each season). This dataset
has also been employed in other works, such as [Mohan et al., 2015], where co-occurrence
matrices are computed to improve the precision for matching places in long-term scenarios.
In fact, the effectiveness of co-occurrence for place recognition in dynamic scenes had
been previously demonstrated by [Johns and Yang, 2013b,Johns and Yang, 2013a,Johns
and Yang, 2014]. Other algorithms focused on seasonal changes are based on visual
experiences [Churchill and Newman, 2012b,Churchill and Newman, 2012a,Churchill and
Newman, 2013,Linegar et al., 2015,Dymczyk et al., 2015], which are defined as appearance
representations of an environment under certain conditions to obtain a visual memory.
Besides, although new tendencies also propose to use CNNs in life-long visual localiza-
tion, it must be noted that supervised deep learning techniques require a large amount
of manually annotated data for a specific problem at hand and they usually are com-
putationally expensive, as studied in very recent methods focused on topological place
learning [Erkent and Bozma, 2015] or loop closure detection for visual SLAM based on
deep neural networks [Gao and Zhang, 2017]. In this sense, these considerations must be
taken into account, because they can be restrictive for some specific life-long visual place
recognition problems or applications. Fortunately, these systems can reduce memory re-
sources and computational costs using less complex solutions, such as the computation of
simplified image representations. In this line, automatic image scaling can be an inter-
esting idea for achieving more efficiency in place recognition for changing environments,
as exposed in [Pepperell et al., 2015]. Moreover, compact scene descriptors have obtained
remarkable results in cross-season place recognition, such as [Masatoshi et al., 2015].
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With the aim of organizing the most important state-of-the-art publications for life-long
visual localization, Tables 2.1 and 2.2 are presented. The main references in visual place
recognition described along this chapter are included to justify the evolution of the ap-
proaches previously introduced in this area and the motivation of the contributions de-
veloped in this thesis. The list is divided into a group corresponding to the proposals
appeared between the seminal publication of FAB-MAP and the year before this disser-
tation was started (Table 2.1: 2008-2012) and a group that incorporates the remaining
works proposed until the end of the dissertation (Table 2.2: 2013-2017). The publications
associated with the contributions presented in this thesis are also listed to comprehend
their impact in the state of the art, including versions recently provided by other authors
that are directly derived from our work, such as the described in [Nowicki et al., 2016].
Table 2.1: Chronological evolution of visual place recognition methods (2008-2012). The main references






name BoVW Type Detector Extractor
[Cummins and Newman, 2008b] FAB-MAP 3 LocalVector SURF SURF Monocular Outdoors
[Angeli et al., 2008b] TopologicalSLAM 3 LocalVector SIFT SIFT Monocular Indoors










[Ni et al., 2009] Epitome model 5 GlobalVector - Gist
Stereo,
Panoramic Indoors





[Paul and Newman, 2010] FAB-MAP 3D 3 LocalVector SURF 3D SURF Monocular Outdoors
[Glover et al., 2010] FAB-MAP +RatSLAM 3
Local
Vector SURF SURF Monocular Outdoors
[Mei et al., 2010] DBW 3 LocalVector SURF SURF Stereo Outdoors
[Cummins and Newman, 2010b] FAB-MAP 2.0 3 LocalVector SURF SURF
Monocular,
Panoramic Outdoors
[Kawewong et al., 2011] PIRF-nav 5 LocalVector SIFT PIRF
Monocular,
Panoramic Outdoors
[Zhang, 2011] BoRF 3 LocalVector SIFT SIFT Monocular Indoors
[Sünderhauf and Protzel, 2011] BRIEF-Gist 5 GlobalBinary - BRIEF
Monocular,
Panoramic Outdoors
[Williams et al., 2011] RLC 5 LocalVector FAST SIFT Monocular
Indoors,
Outdoors





[Maddern et al., 2012] CAT-SLAM 3 LocalVector SURF SURF
Monocular,
Panoramic Outdoors
[Badino et al., 2012] WI-SURF 5 GlobalVector - SURF Monocular Outdoors










[Milford and Wyeth, 2012] SeqSLAM 5 GlobalVector - SAD Monocular Outdoors





[Nicosevici and Garcia, 2012] OVV 3 LocalVector MSER
SIFT,
SURF Monocular Outdoors
[Gálvez-López and Tardós, 2012] DBoW 3 LocalBinary FAST BRIEF Monocular
Indoors,
Outdoors
[Liu and Zhang, 2012] Gabor-Gist 5 GlobalVector - Gabor Monocular Outdoors
[Khan et al., 2012] PIRF-nav 3D 3 LocalVector SURF 3D PIRF Stereo Outdoors
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Table 2.2: Chronological evolution of visual place recognition methods (2013-2017). The main references






name BoVW Type Detector Extractor
[Murillo et al., 2013] GistPanoramas 3
Global
Vector - Gist Panoramic Outdoors
[Johns and Yang, 2013b] Cooc-Map 3 LocalVector - SIFT Monocular Outdoors
[Sünderhauf et al., 2013a] OpenSeqSLAM 5 GlobalVector - SAD Monocular Outdoors
[Labbé and Michaud, 2013] RTAB-Map 3 LocalVector SURF SURF Monocular
Indoors,
Outdoors
[Campos et al., 2013] LBP-Gist 5 GlobalBinary - LBP Monocular Outdoors












[Churchill and Newman, 2013] - 5 LocalBinary FAST BRIEF Monocular Outdoors
[Johns and Yang, 2014] STL Geo 3 LocalVector SIFT SIFT Monocular Outdoors
[Arroyo et al., 2014b] ABLE-P 5 GlobalBinary - LDB Panoramic Outdoors
[Pepperell et al., 2014] SMART 5 GlobalVector - SAD Monocular Outdoors
[Arroyo et al., 2014a] ABLE-S 5 GlobalBinary - D-LDB Stereo Outdoors





[Neubert et al., 2015] SP-ACP 3 GlobalVector -
SIFT +
LCH Monocular Outdoors
[Arroyo et al., 2015b] ABLE-M 5 GlobalBinary - LDB Monocular Outdoors
[Lowry and Milford, 2015] Change removal 5 CNN-based - - Monocular Outdoors





[Neubert et al., 2015] SP-ACP 3 GlobalVector -
SIFT +
LCH Monocular Outdoors
[Sünderhauf et al., 2015b] Landmarks(conv3) 5
CNN-
based - - Monocular Outdoors
[Sünderhauf et al., 2015a] AlexNet(conv3) 5
CNN-
based - - Monocular Outdoors





[Kendall et al., 2015] PoseNet 5 CNN-based - - Monocular Outdoors
[Korrapati and Mezouar, 2016] VLAD 3 GlobalVector - SURF Panoramic Outdoors
[Arandjelovic et al., 2016] NetVLAD 5 CNN-based - - Monocular Outdoors
[Arroyo et al., 2016a] CNN-VTL 5 CNN-based - - Monocular Outdoors
[Nowicki et al., 2016] FastABLE 5 GlobalBinary - LDB Monocular Indoors
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2.5 Datasets used in Experimentation
Before concluding this chapter, some of the most important public datasets typically
applied for experimentation in the state of the art for topological place recognition are
described. They are used along this dissertation for varied tests in order to obtain results
in several life-long visual localization problems. In this regard, the following datasets have
been employed: the St Lucia dataset [Glover et al., 2010], the Alderley dataset [Milford
and Wyeth, 2012], the CMU-CVG Visual Localization dataset [Badino et al., 2011,Badino
et al., 2012], the Nordland dataset [Sünderhauf et al., 2013a], the KITTI Odometry
dataset [Geiger et al., 2012,Geiger et al., 2013] and the Oxford New College dataset [Smith
et al., 2009]. For each dataset, Table 2.3 shows the number and type of images which
compose the dataset jointly with the number of recorded sequences and their length, a
brief description of the dataset with general comments about it, some image samples of
revisited places and the map route followed in the sequences. The depicted routes are
represented by processing the available GPS measurements, which can be also used as
ground-truth.
Table 2.3: Characteristics of the state-of-the-art datasets. It includes the main properties of all the public
datasets used in the evaluations carried out along this thesis.








It is collected in the Brisbane
suburb of St Lucia, Australia.
A route is traversed by a car
10 times at different day hours.









Two car rides recorded in a
route during a sunny sum-
mer day and a stormy winter
night in the Brisbane suburb










A route is traversed 16 times in
Pittsburgh, PA, USA. The se-
quences are recorded in differ-
ent months under varying envi-









A train ride recorded in Nor-
way four times, once in every
season. Sequences are synchro-
nized and the camera position
and field of view are always the









It contains 22 sequences
recorded across different car
routes around the city of
Karlsruhe, Germany. GPS
readings are available for 11 of
the registered sequences.
There is more than one map.
See Appendix B for more in-
formation about them and
the ground-truth designed









It is one sequence captured
by a robot at the Univer-
sity of Oxford, UK. Stereo
images are also available and
a ground-truth matrix can be
used for evaluation purposes.

Chapter 3
Visual Place Recognition based on
Hand-Crafted Binary Features
The contribution of a novel solution to the open problem of visual place recognition in
long-term localization is the main motivation of the following chapter. Initially, a method
based on traditional hand-crafted features is described in order to enhance the perfor-
mance currently achieved in the state of the art related to this research area, especially
in situations where extreme appearance changes over long periods of time are registered
in locations.
According to this, we consider to develop a solution that builds upon the concept of
binary description of images, due to the beneficial properties that it provides in image
recognition. Binary features were popularized in computer vision during the last years
because of their simplicity and favorable conditions, such as the low memory requirements
needed to store them or the possibility of carrying out a very fast matching by using the
Hamming distance, as exposed in [Muja and Lowe, 2012]. For this reason, one of the main
advantages of this proposal with respect to vector-based descriptors is the reduction of
computational and memory costs without a significant loss of description power. In this
sense, works such as [Milford, 2012] have demonstrated that a handful of bits is sufficient
for conducting a robust visual route recognition. The goal of the method presented in
this chapter is to design an improved approach in this line which can satisfactorily and
efficiently operate in a life-long visual localization context.
Along the following pages, we describe our proposed method called Able for Binary-
appearance Loop-closure Evaluation (ABLE). Its main characteristics are exposed jointly
with the main contributions that are provided to the state of the art and the scientific com-
munity. Additionally, the experimental evaluation of our approach is presented in order
to validate the properties of ABLE and compare it against the principal state-of-the-art
methods in several challenging public datasets typically used for testing in long-term lo-
calization problems. A final discussion about the conclusions obtained in this research is
given.
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3.1 Overview: The ABLE Method
ABLE is a novel method for performing a life-long visual topological localization in a
robust manner and trying to maintain the maximum efficiency along the time course. The
evolution achieved during the development of our proposal can be seen in the previous
work published in different international conferences in computer vision, robotics and
autonomous vehicles [Arroyo et al., 2014b,Arroyo et al., 2014a,Arroyo et al., 2015b,Arroyo
et al., 2015a,Arroyo et al., 2016b,Arroyo et al., 2017].
The diagram presented in Fig. 3.1 illustrates the main characteristics of the topologi-
cal place recognition methodology contributed by ABLE, whose main properties are the
following:
• Sequences of images are used instead of single images with the aim of carrying out
a better recognition of places in long-term scenarios, as introduced in works such
as [Milford and Wyeth, 2012].
• An illumination invariant transformation is applied to the input images in a
pre-processing step in order to minimize the problems related to changing lighting
conditions and shadows in a visual place recognition context, inspired by proposals
such as [Upcroft et al., 2014,McManus et al., 2014].
• Global binary features based on LDB [Yang and Cheng, 2012,Yang and Cheng, 2014]
are applied in image description jointly with a matching focused on the Hamming
distance and an Approximate Nearest Neighbors (ANN) search, that provides both
low processing times and high precision rates.
• Different versions of ABLE are proposed depending on the type of camera for pro-
viding a higher adaptability and taking advantage of the additional image informa-
tion that can be obtained in each case: monocular (ABLE-M), stereo (ABLE-S) or
panoramic (ABLE-P).
3.2 Image Description of Locations in ABLE
To define a robust methodology for describing the images corresponding to the places
analyzed by our system is one of the most important tasks to achieve an effective visual
localization in long-term scenarios, with the aim of facilitating the subsequent match-
ing of the processed images. The core of our image description approach is focused on
hand-crafted binary features. However, we also include other interesting techniques that
help to improve the descriptive power of ABLE in its three versions. In this regard, all
these techniques and their interaction in our method are explained in the present section.
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Figure 3.1: General diagram about the ABLE method. The image samples correspond to the Nordland
dataset. This representation shows monocular images (ABLE-M), but along this chapter we also describe
more detailed diagrams about our versions for stereo (ABLE-S) and panoramic images (ABLE-P).
3.2.1 Sequences of Images instead of Single Images
The major part of the traditional state-of-the-art algorithms proposed for visual topolog-
ical localization are based on the typical assumption that places are defined by a single
image. Actually, some of the most popular methods applied in visual place recognition
follow this philosophy, such as WI-SURF, BRIEF-Gist or FAB-MAP.
Nevertheless, more recent algorithms such as SeqSLAM changed this assumption and
considered the idea of identifying places as sequences of images, with the aim of enhancing
the situational awareness in long-term conditions. For this reason, our current proposal
also follows a similar methodology, because a priori it is more accurate than analyzing
places as single images.
In this case, ABLE extracts binary codes as descriptors of each individual image, but
they are concatenated (+ ) to build the final binary sequence (d), which corresponds to
a sequence of images. This is formulated in Eq. 3.1, where k− i is equal to dlength, which
is the length of the sequence of images considered by the algorithm:
d = dIi ++ dIi+1 ++ dIi+2 ++ ... ++ dIk−2 ++ dIk−1 ++ dIk . (3.1)
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According to this, dlength is an adaptable parameter that mainly depends on the cam-
era frame rate, as will be explained in detail in the experiments carried out along Sec-
tion 3.5.2.3.
3.2.2 Illumination Invariant Transformation of Images
One of the main problems in life-long visual place recognition is the identification of places
when there are important illumination changes on scene. This question has acquired a
great interest in some works that try to solve these issues in several difficult situations:
zones with shadows [Corke et al., 2013], dynamic lighting environments [Carlevaris-Bianco
and Eustice, 2014] or night conditions [Nelson et al., 2015].
We also consider these lighting problems in the solution defined by our method. For
this reason, ABLE transforms images into an illumination invariant color space, with the
aim of refining the description process in these troublesome situations, as it was introduced
in other previous approaches such as [Upcroft et al., 2014,McManus et al., 2014], where
place recognition is enhanced using this kind of transformation. According to this, our
proposal includes an initial stage to obtain illumination invariance, as exposed in Eq. 3.2:
I = log(G)− α · log(B)− (1− α) · log(R), (3.2)
where R, G, B represent the color channels of the computed image and I is the processed
illumination invariant image. As presented in Eq. 3.3, α is a parameter that is conditioned
by the peak spectral responses of each color channel (λR, λG, λB), which are typically








where α is a parameter which can be simply determined if these peak spectral responses











For example, the PointGrey Flea2 camera used in datasets such as the KITTI Odome-
try has λR = 610nm, λG = 535nm, λB = 470nm, so in this case α = 0.47. The calculation
is analogue for other datasets.
As deduced from all the previous equations, illumination invariant transformation is
not an arduous or computationally expensive process, but its application contributes an
extra robustness to our method when lighting problems appear, as shown in the qualitative
examples depicted in Figs. 3.2 and 3.3, jointly with the quantitative results presented in
Sections 3.5.2.1 and 3.5.2.2.
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(3.2.1) 8:45 am (initial image). (3.2.2) 8:45 am (illumination invariance).
(3.2.3) 2:10 pm (initial image). (3.2.4) 2:10 pm (illumination invariance).
Figure 3.2: An example of illumination invariance in the St Lucia dataset. Two places are depicted at
different hours of the day. The images on right are the illumination invariant transformation of the left
images. Here, it can be seen how this approach reduces the effects produced by sunlight, shadows and
variable lighting conditions.
(3.3.1) Day (initial image). (3.3.2) Day (illumination invariance).
(3.3.3) Night (initial image). (3.3.4) Night (illumination invariance).
Figure 3.3: An example of illumination invariance in the Alderley dataset. Two places are depicted in
a sunny summer day and in a stormy winter night. The images on right are the illumination invariant
transformation of the left images. In this case, it is slightly more difficult to obtain a reduction in the
effects produced by the extreme illumination changes between day and night.
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3.2.3 Definition and Construction of Binary Descriptors
The application of binary features for describing places is one of the main characteristics
of our proposal based on hand-crafted descriptors. Before starting the explanation about
the extraction of features in ABLE, it is necessary to introduce the main properties of
these kinds of descriptors and how they work, with the aim of understanding the main
benefits of using them in our approach.
Binary descriptors are typically constructed from a set of pairwise comparisons from
a sampling pattern which is normally centered in a point of interest of the image. The
sampling pattern differs depending on the specific binary descriptor and it can be adapted
for obtaining invariance to scale and rotation. When the descriptor is computed, each bit
in the binary feature is the result of precisely one pairwise comparison.
Apart from the previous considerations, it must be explained how these binary features
are formulated and built. If we define a smoothed image patch (p) centered in the point
of interest x = (x, y), a binary test (τ) is characterized as:
τ (p; f(i), f(j)) =
 1 f(i) < f(j)0 f(i) >= f(j) , i 6= j, (3.5)
where f(i) is a function that returns an image feature response for the point of interest,
which is compared to other f(j) for a certain pixel or cell in p. According to this, f(i) can
simply be the smoothed image intensity (I) at one pixel location xi = (xi, yi), as proposed
by binary descriptors such as BRIEF, which is probably the most popular approach:
f(i) = I(xi). (3.6)
However, f(i) can also be the concatenation of other different binary comparisons, such
as averaged image intensities (Iavg) and image gradients (Gx, Gy) on a specific cell (ci)
in p, as proposed by other binary features such as LDB, which is the descriptor used as
core by ABLE:
f(i) = {Iavg(ci), Gx(ci), Gy(ci)} . (3.7)
Furthermore, we have defined a new binary descriptor called D-LDB, which also com-
putes features based on geometric characteristics of the environment in the binary de-
scription process. These features are based on the extra information provided by stereo
cameras, so D-LDB is applied in ABLE-S. This novel strategy is designed in order to
reduce the effect of different place recognition problems such as perceptual aliasing and
to obtain better results in long-term situations. The initial proposal of LDB is improved
by our D-LDB descriptor, where several binary comparisons are also applied for averaged
disparity information (Davg):
f(i) = {Iavg(ci), Gx(ci), Gy(ci), Davg(ci)} . (3.8)
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As a last step in the procedure for constructing the binary feature, the resulting de-
scriptor (d) is processed as a sequence of n binary tests, where n is also the final dimension
of the resultant descriptor, which can be empirically adjusted depending on the system




2i−1τ (p; f(i), f(j)) . (3.9)
The definitions previously contributed about the construction of binary features give an
idea of their advantages for describing images in an efficient way. Firstly, these descriptors
consist of a simple concatenation of bits, which involves a minor memory consumption in
general terms, especially if it is compared to descriptors based on vectors of features, such
as SIFT or SURF. In addition, binary features can be matched using a basic Hamming
distance, which is much more efficient than the traditional way of matching descriptors
with the L2-norm. This efficiency provided by the Hamming distance (distH) is due to
the simplicity of the calculation needed to compute it, which is based on an elementary
XOR operation (⊕) and a basic sum of bits:
distH = bitsum(d(pi)⊕ d(pj)). (3.10)
Finally, it must be noted that the different ABLE versions do not apply a local de-
scription model, LDB and D-LDB in each case are computed as global binary descriptors.
This approach is computationally more efficient than keypoint-based methods that extract
several local image descriptors over points of interest in the image.
3.2.4 Extraction of Binary Features
The binary codes that form the final binary sequence (previously introduced in Eq. 3.1)
are extracted from each image using a global LDB descriptor (D-LDB in the case of the
stereo images processed by ABLE-S).
The first step carried out by the ABLE method before starting the extraction of binary
codes is to downsample the acquired images to 64x64 pixels. This size is also applied in
the patch (p) considered in the binary description process. The reduction of the image
size is performed because high resolution images are not required to carry out a robust
visual topological localization, as evidenced in works such as [Milford, 2012]. Besides, this
strategy followed by ABLE allows to reduce memory and computational costs without
decreasing precision. Additionally, downsampling the initial images implicates smooth-
ing and interpolation over neighboring regions that attenuate the negative influence of
rotation and scale in place recognition, as stated in [Sünderhauf and Protzel, 2011].
After the computation of each image patch, the global binary descriptor is extracted by
processing the center of the resized image patch as a keypoint without dominant rotation
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or scale. The resultant binary code is adjusted to a dimension (n) of 32 bytes, which is
supported by some previous experiments carried out in [Arroyo et al., 2014b]. This value
of n is fixed using a Random Bit Selection (RBS), as proposed in LDB works [Yang and
Cheng, 2012, Yang and Cheng, 2014]. In this sense, the evaluation presented in [Yang
and Cheng, 2012] demonstrated that the precision of RBS is close to the one achieved by
more refined methods, such as entropy-based.
LDB and its derivatives are chosen as the core of our global binary description method
because these features provide several advantages with respect to other descriptors. First
of all, LDB is not only based on intensity comparisons, like other popular approaches
such as BRIEF [Calonder et al., 2010]. This technique gives more robustness to the
description process thanks to the extra gradient information. Apart from this, one of the
main benefits provided by LDB is that it computes the features using a multi-resolution
scheme, where different grids (2x2, 3x3, 4x4...) are applied to capture information at
different granularities, as depicted in Fig 3.4. The application of this multi-resolution
approach alleviates the dependence on the field of view suffered in visual place recognition
by proposals such as SeqSLAM, as it was exhibited in [Sünderhauf et al., 2013a] and will
be confirmed by some of the tests presented in this chapter in Section 3.5.2.3.
(3.4.1) Example of binary test. (3.4.2) Computation of the binary test on a pair of grids.
(3.4.3) Patch with 2x2 gridding. (3.4.4) Patch with 3x3 gridding. (3.4.5) Patch with 4x4 gridding.
Figure 3.4: Extraction of binary features based on LDB. As shown above, an image patch is divided into
equal-sized grids to compute intensity and gradients of each cell, which are compared between pairs in a
binary test to obtain the final result (0 or 1, depending on the result of the evaluation). As shown below,
a multiple gridding strategy (2x2, 3x3, 4x4) is used to capture information at different image levels.
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3.3 Image Matching of Locations in ABLE
The bottleneck in efficiency of visual place recognition methods is normally related to the
matching of the extracted features. This is because the number of images to be matched is
progressively increased in each iteration. However, the properties of the binary description
approach designed in ABLE allow to reduce the costs of matching, jointly with a proposed
search method based on ANN, as described in detail in the following pages.
3.3.1 Fast Matching of Binary Features using the Hamming Distance
The similarity or distance between the binary sequences extracted from the images pro-
cessed by ABLE is efficiently calculated using the Hamming distance. The obtained values
can be included in a distance matrix (M) for analyzing them in loop closure detection or
for evaluation purposes, as explained in Eq. 3.11:
Mi,j = Mj,i = bitsum(di ⊕ dj). (3.11)
In addition, POPCNT is a machine SSE4.2 instruction which can be used for a faster
matching of the binary sequences, since it allows to count the total number of bits that
are set to one in a more efficient way, as exposed in [Muja and Lowe, 2012]. We take
advantage of this instruction for increasing the speed in the calculation of similarity, as
shown in Eq. 3.12:
Mi,j = Mj,i = POPCNT(di ⊕ dj). (3.12)
It must be noted that ABLE-M and ABLE-S apply a simple correlation in image
matching, but ABLE-P uses a cross-correlation of panoramas in order to exploit the
valuable visual information in all the possible directions provided by panoramic views, as
will be broadly described in Section 3.4.3.
3.3.2 Approximated Nearest Neighbors for Reducing Matching Costs
As a last contribution in our matching method, we implement an ANN search based
on the functionalities given by the Fast Library for Approximate Nearest Neighbors
(FLANN) [Muja and Lowe, 2012,Muja and Lowe, 2014]. The index used in this search
consists of a multi-probe Local Sensitive Hashing (LSH).
This hashing technique is used due to the characteristics of our binary codes, which are
keys compatible with this method and give a fast performance for our Hamming matcher.
The main idea behind the multi-probe LSH index used in our ANN search is focused on
systematically testing multiple binary codes for the image queries in a hash table, whose
hash keys may not necessarily be completely identical to the hash value of the query
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vector. If we consider an image query (q), the applied hash function (g(q)) is denoted by
the different hash slots (h) which are involved on it:
g(q) = {h1(q), h2(q), h3(q), ..., hk−2(q), hk−1(q), hk(q)}, (3.13)
where multi-probe LSH searches for a sequence of a hash perturbation vector (δi), which
is formulated as follows:
δi = {δi1 , δi2 , δi3 , ..., δik−2 , δik−1 , δik}. (3.14)
Attending to Eq. 3.13 and 3.14, the algorithm sequentially probes the different hash
buckets {g(q) + δi}. Finally, a score (si(q)) is computed to sort the perturbation vectors
with the aim of accessing the buckets in order of increasing scores and easily obtaining
the searched hash codes. The score is calculated as shown in Eq. 3.15, where xj(δij) is





As demonstrated in [Lv et al., 2007], multi-probe LSH achieves the same search quality
with a similar time consumption if it is compared to the conventional LSH. However, the
difference resides in the number of hash tables, which is reduced in an order of magnitude
by multi-probe LSH, and for this reason we chose this method as core of our ANN search.
3.4 ABLE for Monocular, Stereo and Panoramic Cameras
As briefly introduced in Chapter 2, the visual place recognition methods in the literature
employ different types of cameras for perceiving the environment: monocular, stereo or
panoramic. Each approach has its pros and cons, but the usage of one or another camera
usually depends on the constraints of the specific application. For this reason, we have
developed a solution which can take advantage of the varied information provided by the
images of the different types of cameras, with the aim of adapting our algorithm to the
best conditions for each case: ABLE-M for monocular images, ABLE-S for stereo images
and ABLE-P for panoramic images. The main characteristics and differences between the
three ABLE versions are detailed in Table 3.1.
Apart from the technical differences that will be explained in detail along this section,
there are other parameters related to the performance of each ABLE version that are also
qualitatively described in Table 3.1. Obviously, the effectiveness of each version in topo-
logical place recognition has a great dependence on the amount of information provided
by each type of camera: ABLE-P obtains the best precision because it exploits the visual
data acquired in all the possible directions, ABLE-S also has a remarkable effectiveness
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because geometrical information given by stereo cameras is used, but ABLE-M is not
as precise as the other two versions because it only employs monocular cameras, which
provide a worse visual awareness of the environment. However, ABLE-M has a better
efficiency in memory and computational costs due to the processing of a lower amount
of data with respect to ABLE-S or ABLE-P, which can be an advantage in systems that
require a localization for long operating periods, because in these cases a moderate con-
sumption of resources is critical. All these qualitative assessments about the performance
of each ABLE version will be quantitative demonstrated in the experiments explained
along Section 3.5.2.6.
Table 3.1: Differences among the properties of each ABLE version. Qualitative assessments are repre-
sented by ? ? ? for the best effectiveness and the lowest memory consumption and computational costs.
ABLE-M ABLE-S ABLE-P
Camera Monocular Stereo Panoramic
Description Global LDB Global D-LDB Global LDB
Matching Simple correlation Simple correlation Cross-correlation
Loop closure Unidirectional Unidirectional Bidirectional
Effectiveness ? ?? ? ? ?
Memory ? ? ? ?? ?
Computation ? ? ? ?? ?
3.4.1 Monocular Images: ABLE-M
ABLE-M can be considered as the standard version of ABLE. As explained in previous
sections, it uses a global LDB descriptor as core for extracting image features and a
Hamming matching based on a simple correlation of the processed images. In the following
sections, we are going to explain the main differences between ABLE-S and ABLE-P with
respect to the standard monocular version.
3.4.2 Stereo Images: ABLE-S
ABLE-S has a notable difference compared to the other versions, which is the applica-
tion of an improved method for extracting features. Although the three versions use a
global binary description, ABLE-M and ABLE-P apply a LDB descriptor, while ABLE-S
computes D-LDB, with the aim of adding the valuable disparity information provided by
stereo cameras to the description process.
3.4.2.1 The D-LDB Descriptor
As briefly introduced in Section 3.2.3, D-LDB is a descriptor derived from our thesis
work [Arroyo et al., 2014a] that improves the initial proposal presented by LDB. In this
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regard, binary comparisons are also applied for averaged disparity information, which pro-
vides a higher resistance to geometrical changes in locations. The computation of D-LDB
is graphically described in Fig. 3.5, where it is also shown how the different approaches
add not only intensity comparisons to the description process, but also gradients and
disparity information.
Figure 3.5: Features used by the different versions of ABLE. Intensity and gradient information are
computed by ABLE-M and ABLE-P. Besides, disparity is also included in ABLE-S by means of the
D-LDB descriptor.
3.4.2.2 Stereo Matching for Disparity Calculation in D-LDB
The performance of the D-LDB descriptor in visual place recognition depends on the
stereo matching method applied for disparity computation. Stereo matching was typically
performed in the D-LDB descriptor using an approach based on a standard Semi-Global
Block Matching (SGBM) [Hirschmuller, 2008], which is available in the OpenCV libraries.
However, we also implement Efficient LArge-scale Stereo matching (ELAS) [Geiger et al.,
2010] to obtain more precise disparity maps, which improve the effectiveness of ABLE-S
in place recognition, as will be demonstrated in the tests presented in Section 3.5.2.5. The
differences between the disparity maps provided by SGBM and ELAS can be also noticed
in the examples depicted in Fig. 3.6.
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(3.6.1) Original image example.
(3.6.2) Disparity using SGBM.
(3.6.3) Disparity using ELAS.
Figure 3.6: Disparity calculation using SGBM and ELAS in the KITTI dataset. This qualitative example
corresponds to the stereo matching benchmark.
3.4.3 Panoramic Images: ABLE-P
ABLE-P has a particular way of processing the similarity between places with respect
to the other ABLE versions. More specifically, in ABLE-P each panoramic image is
divided into subpanoramas, which are matched by using a cross-correlation technique,
achieving more accurate similarity distances between a pair of panoramas. This approach
is very useful when a place is revisited in an opposite direction. In these cases, when
methods such as BRIEF-Gist compute a simple correlation of subpanoramas, they can not
identify the revisited location, because they do not exploit the visual perception in several
directions provided by the panoramic images. This is solved using our cross-correlation
of subpanoramas, as illustrated in Fig. 3.7.
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(3.7.1) Simple correlation in panoramic images (Example: BRIEF-Gist).
(3.7.2) Cross-correlation in panoramic images (Example: ABLE-P).
Figure 3.7: Differences between a simple correlation and a cross-correlation of panoramas. The two
panoramic images to be matched in these examples correspond to a place revisited in an opposite direction
in the Oxford New College dataset. It can be seen how the best match between subpanoramas obtained
in the cross-correlation applied by ABLE-P has a much lower distance and is much more similar than
using a simple correlation.
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3.4.3.1 Cross-Correlation of Panoramas in Matching
The cross-correlation of panoramas applied by ABLE-P is formally defined in Eq. 3.16
and Eq. 3.17, where similarity is computed for each pair of sub-panoramas (m,n) cor-
responding respectively to the panoramic images (i, j). The distances between all the
sub-panoramas are saved in a preliminary cross-correlation matrix (C), where a mini-
mum is calculated to obtain the final value stored in M :
Ck,l = Cl,k = POPCNT(di,m ⊕ dj,n). (3.16)
Mi,j = Mj,i = min(C). (3.17)
It must be remarked that the formulated cross-correlation allows to identify bidirec-
tional loop closures, which are considered when the analyzed location is revisited in a
different direction. This detection of loop closures is one of the main applications of
topological place recognition methods in life-long localization, which will be described in
Chapter 5.
3.5 Experiments and Results
The evaluation of the performance for the different ABLE versions is mainly based on
analyzing their benefits and results in life-long localization in several datasets where topo-
logical place recognition can be tested for monocular, stereo and panoramic images. We
also compare our approach against the main state-of-the-art algorithms in challenging
long-term conditions, with the aim of validating the effectiveness and efficiency of ABLE
in an objective way and using a fair evaluation methodology.
3.5.1 Experimental Setup
Before presenting the results obtained by means of the research described in this chapter,
it is important to define the methodology used for evaluating the ABLE method and
the main characteristics of our experimental setup, which are described in the following
sections.
3.5.1.1 Evaluation Methodology
The designed methodology for testing the performance of ABLE is principally based on
precision-recall curves, which are calculated from the distance matrices (M) obtained
in each test performed by our method. Before starting evaluation, the distance values
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After the previous step, M is thresholded for comparing it against the ground-truth
matrix (G) associated with a specific dataset. In this respect, true positives (tp) are
contemplated if a positive of the thresholdedM matches with a positive of G in a temporal
vicinity according to the frame rate. False positives (fp) are considered in the inverse
situation, and false negatives (fn) if a negative is found in the thresholded M when a
positive should appear. According to these considerations, the values of precision and





The final precision-recall curve is processed by varying the threshold value (θ) in a
uniform distribution between 0 and 1 and computing the associated values of precision
and recall in each iteration. In our tests, 100 values of θ are taken into account in order
to obtain well-defined curves.
3.5.1.2 State-of-the-art Methods evaluated in Comparisons
The provided tests compare the different ABLE versions against the main state-of-the-art
algorithms that are available for evaluation: WI-SURF, BRIEF-Gist, FAB-MAP
and SeqSLAM. For testing WI-SURF and BRIEF-Gist, we developed implementa-
tions based on the SURF and BRIEF descriptors provided by the OpenCV libraries.
OpenFABMAP [Glover et al., 2012] is the toolbox chosen for testing FAB-MAP, which is
applied in a standard configuration and properly trained. The experiments for SeqSLAM
are performed with the source code provided by OpenSeqSLAM [Sünderhauf et al., 2013a].
3.5.1.3 Tested Datasets
The validation of the three ABLE versions is carried out over several publicly available
datasets. Concretely, six datasets are used in these tests, where experiments are focused on
a specific ABLE version in each case depending on the type of available camera. ABLE-M
is mainly tested in the St Lucia dataset, the Alderley dataset, the Nordland dataset and
the CMU-CVG VL dataset. ABLE-S is tested in the KITTI Odometry dataset. Finally,
ABLE-P is tested in the Oxford New College dataset . The characteristics of these datasets
were described along Section 2.5 and summarized in Table 2.3.
In these experiments, ABLE is clearly validated in long-term conditions, especially if
we consider that a distance higher than 3000 km is traversed over all the performed tests.
Furthermore, several challenging situations appear in the different datasets that are used
in the evaluations: seasonal changes, illumination problems, perceptual aliasing, dynamic
objects on scene or loop closures.
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3.5.2 Main Results
The wide set of results presented along this chapter is divided into six sections depending
on the tested dataset, with the aim of evaluating the precision of the three ABLE versions
under different conditions and environments. Moreover, the computational costs are also
discussed. These evaluations focused on life-long topological localization will corrobo-
rate the satisfactory performance and efficiency of our visual place recognition based on
hand-crafted binary descriptors, especially if it is compared to the state of the art in this
research line.
3.5.2.1 ABLE-M in the St Lucia Dataset
This dataset allows to evaluate the improvements provided by the illumination invariant
proposal defined by ABLE in a visual place recognition along the day using monocular
cameras. This is because the St Lucia dataset contains several video sequences recorded
for a same route where varied illumination changes and shadowing effects appear when a
location is traversed at different times of day.
Apart from the qualitative examples previously introduced for illumination invariance
in Fig. 3.2, now we present precision-recall curves where the advantages of applying the
illumination invariant transformation in ABLE-M are evidenced by comparing two se-
quences of the St Lucia dataset recorded at two different hours of a same day, as depicted
in Fig. 3.8.
Figure 3.8: Results about ABLE-M in the St Lucia dataset. Precision-recall curves are depicted with the
aim of supporting the performance comparison obtained by ABLE-M with and without using the illumi-
nation invariant technique between the sequences corresponding to the car rides recorded on 10/09/09
at 8:45 am and at 2:10 pm
In Fig. 3.8, it is demonstrated that the usage of illumination invariance improves the
general performance of ABLE-M when a route is traversed along the day. The description
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of the sequences is more robust in this case due to the reduction of the effects produced
by sunlight and shadows when illumination invariance is applied by our method.
3.5.2.2 ABLE-M in the Alderley Dataset
The Alderley dataset contains two video sequences which are very challenging, because
they are recorded in a sunny summer day and a stormy winter night. Obviously, in these
conditions is much more difficult to match places and ABLE-M achieves worse results than
for the tests carried out in the St Lucia dataset, as corroborated if the precision-recall
curves presented in Fig. 3.9.1 are compared to the previously depicted in Fig. 3.8.
The application of the illumination invariant technique does not substantially improve
the results at night because the source illuminant cannot be modeled as a black-body
radiator and the obtained appearance does not completely match the illumination invari-
ance captured during the day. In addition, in the specific circumstances of the Alderley
dataset, raindrops and humidity in camera also negatively affect to the effectiveness of this
method, as can be observed in the qualitative examples previously presented in Fig. 3.3.
Similar problems due to night illumination conditions were reported in [Maddern et al.,
2014], where their approach combined with an illumination invariant transformation also
has worse results for a route traversed between 8:00 pm and 7:00 am. However, the
precision-recall curves showed in Fig. 3.9.2 evidence that ABLE-M is very competitive in
these extreme situations compared to other successful state-of-the-art methods based on
hand-crafted features, as will be exhaustively demonstrated in the following experiments
carried out in the Nordland and the CMU-CVG VL datasets.
(3.9.1) Illumination invariance study. (3.9.2) State-of-the-art methods.
Figure 3.9: Results about ABLE-M in the Alderley dataset. Precision-recall curves are depicted with the
aim of supporting the performance comparison obtained by ABLE-M against the main state-of-the-art
methods. Besides, a study about the precision of the method depending on the application of the
illumination invariant technique is showed.
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3.5.2.3 ABLE-M in the Nordland Dataset
The Nordland dataset is probably the longest (≈ 3000 km) and one of the most challeng-
ing datasets that can be currently used for life-long topological localization evaluation. It
contains four videos with very strong seasonal appearance changes in places for a same
train ride. The first results presented for this dataset are focused on comparing the perfor-
mance of our ABLE-M method depending on the length of the sequence (dlength) used in
the experiments, as explained in Section 3.2.1. These results show some tests performed
between the sequences of winter and fall using different values of dlength, as depicted in
Fig. 3.10.1. In addition, Fig. 3.10.2 provides an initial study about the performance of
ABLE-M for the six possible combinations between the four seasons.
(3.10.1) Sequence length comparison. (3.10.2) Performance across seasons.
Figure 3.10: Results about ABLE-M in the Nordland dataset. Precision-recall curves are depicted with
the aim of supporting the performance comparison obtained by ABLE-M for the six possible combinations
between the four seasons. In addition, a study about the precision of the method depending on the image
sequence length (dlength) is provided between the winter and fall sequences.
Attending to the precision-recall curves showed in Fig. 3.10.1, the influence of dlength is
decisive for improving the performance of visual place recognition in life-long localization.
Furthermore, there is a limit near to a length of 300 where results are not greatly enhanced.
For this reason, we will apply a dlength = 300 in the rest of the experiments. This
parameter is proportionally adaptable to the frame rate for other datasets.
Apart from the previously introduced evaluations, a comparison about the accuracy
of ABLE-M with respect to the main state-of-the-art approaches based on hand-crafted
features is provided for the different seasonal changes that the Nordland dataset contains
in all its video sequences. In Fig. 3.11, it is confirmed how the methods based on single
images instead of sequences have a much lower precision in long-term conditions. For this
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reason, WI-SURF, BRIEF-Gist and FAB-MAP considerably reduce their performance in
these cases, especially if their effectiveness is compared to the obtained by SeqSLAM and
ABLE-M in the six tests among all the seasons. In addition, the differences between the
precision of ABLE-M and SeqSLAM are not extremely significant, but in general terms,
it can be seen that our method has a slightly higher performance in the major part of the
cases. Besides, it is also remarkable that the winter sequence is the most troublesome in
the tests. The accuracy of the algorithms is clearly reduced due to the extreme changes
that the appearance of a place suffers when snow covers the scene and illumination is also
substantially variable. This is confirmed by the distance matrices generated by ABLE-M
for the winter sequence, which are presented in Fig. 3.12.
Nevertheless, the Nordland dataset has a characteristic that can be advantageous for
the precision of some visual place recognition algorithms: this dataset is recorded with a
static monocular camera mounted on a train, which always offers the same point of view
of the scene. This particular property makes the Nordland dataset propitious for the
adequate performance of methods such as SeqSLAM, which has a great sensitivity with
respect to changes on the field of view. In fact, this sensitivity has been initially proven
in [Sünderhauf et al., 2013a], where some artificial changes on the field of view of the
frames registered in the Nordland dataset are introduced in some of the tests described in
that paper. We decide to process more experiments supporting this assumption, with the
aim of conducting an evaluation as fair as possible of the ABLE method. The associated
results are presented in Fig. 3.13, where the following changes on the field of view are
tested: a translation of a 10%, a rotation of a 10% and a combination of both. We perform
all these new evaluations between the sequences of winter and spring, because this is the
most difficult combination and the worst case for all the algorithms, according to the
results shown in Fig. 3.11.1.
Attending to the results contributed in Fig. 3.13, the changes on the field of view
(especially rotations) negatively affect the effectiveness of SeqSLAM and ABLE-M, mainly
if their curves are compared to the previously obtained in Fig. 3.11.1. However, it is also
evident that the performance of SeqSLAM decreases much more than the achieved by our
approach in these particular conditions. The best behavior of ABLE-M to the changes
on the field of view is associated with two of the properties about its description method,
introduced in Section 3.2.4. On the one hand, the multi-resolution scheme applied by
the global LDB features used as core in ABLE-M mitigates the dependence on the field
of view, with respect to the approach considered by SeqSLAM, based on simple image
difference vectors. On the other hand, the negative effects produced by scale and rotation
are also slightly alleviated with the initial image downsampling previously computed by
ABLE-M, due to the benefits provided by smoothing and interpolation over neighboring
zones. Finally, it must be noted that the approaches based on single images (WI-SURF,
BRIEF-Gist, FAB-MAP) are not represented in the precision-recall curves of Fig. 3.13,
because their low accuracy in long-term conditions was sufficiently evidenced in Fig. 3.11.
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(3.11.1) Winter vs Spring. (3.11.2) Winter vs Summer.
(3.11.3) Winter vs Fall. (3.11.4) Spring vs Summer.
(3.11.5) Spring vs Fall. (3.11.6) Summer vs Fall.
Figure 3.11: ABLE-M vs state-of-the-art methods in the Nordland dataset. Precision-recall curves are
depicted with the aim of supporting the performance comparison. The four video sequences corresponding
to each season are evaluated between them for all the algorithms. An illustrative frame from the sequences
matched is shown in order to visually understand the complexity of place recognition in each case.
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(3.12.1) Winter vs Spring. (3.12.2) Winter vs Summer.
(3.12.3) Winter vs Fall. (3.12.4) Spring vs Summer.
(3.12.5) Spring vs Fall. (3.12.6) Summer vs Fall.
Figure 3.12: Distance matrices obtained by ABLE-M in the Nordland dataset. Comparisons between
the four seasons are depicted, jointly with some image samples of recognized locations. It must be noted
that the results presented in the distance matrices correspond to the representative frames between
m=200000 and n=201000, because we can not conveniently show the matrices for the full dataset due
to the limitations of the document format. As can be seen, the winter sequence is the most problematic
because of the strong appearance changes related to this season, such as snow or low illumination. For this
reason, the diagonal which appears in the matrices is not so clear when the winter sequence is evaluated.
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(3.13.1) Without rotation and trans. (3.13.2) With translation.
(3.13.3) With rotation. (3.13.4) With rotation and translation.
Figure 3.13: ABLE-M vs SeqSLAM in the Nordland dataset with changing field of view. Precision-recall
curves are depicted with the aim of supporting the performance comparison when translation and rotation
effects are introduced in the images of the dataset (between the sequences of winter and spring). These
new tests demonstrate that the proposal presented by ABLE-M outperforms other algorithms based on
sequences such as SeqSLAM, especially when the field of view is changing. It must be also noted that
both methods decrease its precision with respect to the case of an invariant field of view, but this is much
more accentuated in the SeqSLAM results than in the obtained by our final approach.
3.5.2.4 ABLE-M in the CMU-CVG VL Dataset
The CMU-CVG VL dataset contains sequences acquired by a car in different months of
the year around a same route. In this case, apart from seasonal variations, there are
changes on the camera field of view between the images recorded for a same place, which
allows to confirm the satisfactory performance of ABLE-M in these conditions compared
to other methods based on hand-crafted features, as shown in Fig. 3.14.
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(3.14.1) Winter vs Spring. (3.14.2) Winter vs Summer.
(3.14.3) Winter vs Fall. (3.14.4) Spring vs Summer.
(3.14.5) Spring vs Fall. (3.14.6) Summer vs Fall.
Figure 3.14: ABLE-M vs state-of-the-art methods in the CMU-CVG VL dataset. Precision-recall curves
are depicted with the aim of supporting the performance comparison. The four sequences corresponding
to the seasons are evaluated among them for all the algorithms. An illustrative frame from the sequences
matched is shown in order to visually understand the complexity of place recognition in each case.
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The precision-recall curves presented in Fig. 3.14 demonstrate again the importance of
using sequences instead of single images in visual place recognition based on hand-crafted
descriptors. For this reason, SeqSLAM and ABLE-M also obtain the most successful
performances in this dataset. However, the changes on the field of view produce a higher
difference between the results obtained by SeqSLAM and ABLE-M in this dataset. Now,
ABLE-M is clearly the best option in the tests carried out across the different seasons. It
must be noted that the sequences associated with each season in Fig. 3.14 correspond to
a specific route of the dataset: winter (21/12/10), spring (21/04/11), summer (01/09/10)
and fall (28/10/10).
All these results corroborate the benefits of using ABLE for life-long visual localization
with monocular cameras. In the following sections, the precision of our proposal will be
evaluated for the stereo and panoramic versions.
3.5.2.5 ABLE-S in the KITTI Dataset
The experiments presented for stereo cameras are focused on the KITTI Odometry
dataset, which is selected for these tests because it is a consolidated benchmark com-
monly used in autonomous driving, robotics and computer vision. In this case, this
dataset is not as long as some of the datasets chosen for monocular tests, but it contains
several challenging situations for visual place recognition in long-term conditions, such as
perceptual aliasing between scenes, dynamic objects in places and a considerable amount
of loop closures in the different recorded sequences (defined in the ground-truth presented
in Appendix B).
The first test carried out in the sequence 06 of the KITTI Odometry dataset is related
to the performance of our D-LDB features applied in the global description approach
proposed by ABLE-S. We check out the precision of some descriptors as core of our
method compared to D-LDB, as shown in Fig. 3.15. The descriptors used in the presented
comparison were described in Chapter 2. They can be grouped into two main categories:
vector-based (SIFT, SURF, HOG) and binary (BRIEF, BRISK, ORB, FREAK, LDB,
D-LDB).
As deduced from the precision-recall curves presented in Fig. 3.15, we decided to use
LDB and D-LDB as core of our description approach because they achieve a higher
accuracy for solving localization problems, especially if they are compared to other
state-of-the-art descriptors based on hand-crafted features. In these results, it is also
remarked that our D-LDB features are more effective than LDB for stereo place recogni-
tion. This is due to the addition of disparity information in the global description process
provided by D-LDB. In this way, spatial information about scene can be better captured,
with the aim of solving common life-long localization difficulties, such as perceptual alias-
ing.
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Figure 3.15: ABLE-S using different features as core in the KITTI Odometry dataset. Precision-recall
curves are depicted with the aim of supporting the performance comparison in the sequence 06 of the
dataset. D-LDB precision is evaluated using the different stereo matching methods implemented for
disparity calculation.
In the evaluations depicted in Fig. 3.16, the performance of ABLE-S is compared
against the main state-of-the-art algorithms for topological place recognition based on
hand-crafted descriptors. In this case, we use four specific sequences from the KITTI
Odometry dataset that are very representative and contain a high number of loop clo-
sures included in the traversed route, which are the sequences 00, 05, 06 and 13. The
precision-recall curves represented in Fig. 3.16 also confirm the satisfactory performance
of ABLE for stereo images with respect to the other methods based on hand-crafted
features.
It must be noted that the methods based on single images (BRIEF-Gist, WI-SURF,
FAB-MAP) obtain better results in Fig. 3.16 than in the monocular evaluations showed
in Fig. 3.11 or Fig. 3.14, which is due to the minor distance traveled in the sequences of
the KITTI Odometry dataset with respect to the datasets used in the monocular tests.
The influence of using sequences instead of single images is much more evident when a
very large amount of kilometers is processed, such as in the cases of the Nordland or the
CMU-CVG VL datasets.
Apart from this, ABLE also outperforms the results of SeqSLAM in all the cases
presented in Fig. 3.16. More specifically, the stereo version (ABLE-S) is more precise
than the monocular version (ABLE-M), because of the use of disparity. As said in Sec-
tion 3.4.2.2, a stereo matcher based on ELAS is implemented in our final approach for
calculating disparity, which slightly improves the effectiveness of ABLE-S with respect
to the traditional SGBM stereo matcher. These tests demonstrate the importance of the
chosen algorithm for disparity computation in the D-LDB descriptor, because the spatial
information captured by the features has a great dependence on the quality of the applied
stereo matching method.
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As a last contribution to the stereo tests explained in this section, Fig. 3.17 presents
the revisited places detected by ABLE-S over the metric maps of the KITTI Odometry
sequences analyzed in Fig. 3.16. These results support one of the practical applications
of our visual place recognition method, where the identification of loop closures can help
to detect and correct errors in several visual localization tasks. In Fig. 3.17, revisited
places are depicted when the matched scenes exceed a certain similarity value in the
distance matrices, as deduced from some of the explanations about thresholding given in
Section 3.5.1.1. It can be seen how all the loop closures are correctly identified according
to the ground-truth defined in Appendix B. More information about the application of our
visual place recognition methods in loop closure detection for life-long visual localization
will be given in Chapter 5.
(3.16.1) Sequence 00. (3.16.2) Sequence 05.
(3.16.3) Sequence 06. (3.16.4) Sequence 13.
Figure 3.16: ABLE-S vs state-of-the-art methods in the KITTI Odometry dataset. Precision-recall curves
are depicted with the aim of supporting the performance comparison over some of the most representative
sequences in the dataset, jointly with some image samples of recognized locations. ABLE-S is tested using
the different implementations of D-LBD depending on the stereo matching method: SGBM or ELAS.
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(3.17.1) Sequence 00. (3.17.2) Sequence 05.
(3.17.3) Sequence 06. (3.17.4) Sequence 13.
Figure 3.17: Recognized locations over the metric maps in the KITTI Odometry dataset. These results
are obtained using ABLE-S over some of the most representative sequences in the dataset. Image indexes
are shown in the zones where places start and finish to be revisited, with the aim of allowing a comparison
to the ground-truth available in Appendix B.
3.5.2.6 ABLE-P in the Oxford New College Dataset
The Oxford New College dataset is selected for the last experiments carried out in
this chapter, which are focused on the ABLE version designed for panoramic cameras:
ABLE-P. This dataset is not very long with respect to the used in the previous tests, but
it has been chosen because it allows to compare ABLE-P against the other two versions
(ABLE-M and ABLE-S). This is possible because the dataset is not only recorded with
panoramic cameras, but also with stereo.
In the precision-recall curves presented in Fig. 3.18, results about the effectiveness of
each ABLE version are faced against the obtained by the main state-of-the-art propos-
als based on hand-crafted features in the Oxford New College dataset. Again, ABLE
clearly outperforms the precision yielded by algorithms such as WI-SURF, BRIEF-Gist,
FAB-MAP or SeqSLAM.
However, the most important conclusions about Fig. 3.18 are focused on the comparison
between the three ABLE versions. First of all, the difference between the precision-recall
curves obtained by ABLE-M and ABLE-S is appreciable. Similarly to the results pre-
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sented in Section 3.5.2.5, in this case the application of stereo information is also decisive
to improve the performance achieved by ABLE-M, due to the exploitation of the disparity
integrated in D-LDB, which in these tests is definitively calculated using ELAS because
of its demonstrated better accuracy. Even so, the most significant results are the provided
by ABLE-P. The main reason of its improved performance with respect to the rest of the
methods is that ABLE-P is the only algorithm that can detect the locations traversed
in an opposite direction along the route (bidirectional loop closures), which are one of
the most challenging characteristics of the Oxford New College dataset. This is due to
the usage of cross-correlation for matching the subpanoramas contained in the panoramic
images, which allows to clearly identify the locations revisited in a different direction
in these cases, as justified in some of the explanations given along Section 3.4.3 and in
Fig. 3.7. Besides, the applications of the visual place recognition provided by ABLE-P
for detecting unidirectional and bidirectional loop closures will be explained in detail in
Chapter 5.
Figure 3.18: ABLE versions vs state-of-the-art methods in the Oxford New College dataset.
Precision-recall curves are depicted with the aim of supporting the performance comparison, jointly
with some image samples of recognized locations. The results obtained using ABLE-P are the best due
to the application of the extra information provided by panoramic images.
3.5.2.7 Results about the Efficiency of ABLE
Apart from the advantages related to the effectiveness of ABLE in life-long visual topo-
logical localization, the efficiency yielded by our method is also very important in order to
achieve a long-term operation. For this reason, in Fig. 3.19 we provide a graph where the
evolution of the processing times consumed by ABLE-M to match a determined number
of images is compared to the achieved by some of the state-of-the-art algorithms based
on hand-crafted features. These times have been obtained in tests over images of the
Nordland dataset using a standard computer with an Intel Core i7 2,40 GHz processor
and a 8 GB RAM.
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Figure 3.19: Average processing times in matching: ABLE-M vs state-of-the-art methods. These re-
sults are computed in the Nordland dataset. It demonstrates how the application of the ANN search
implemented by ABLE reduces the matching costs to a sublinear time.
In Fig. 3.19, the evaluation shows a large-scale matching of places until a million of
images. Due to the graph scale requirements, the average processing times are only shown
until a maximum of 20 seconds. The curves obtained by SeqSLAM and WI-SURF exceed
this time limitation before arriving to the million of images, because these methods require
a much higher memory resources and computational costs in image matching with respect
to the other methods, which are based on binary descriptors that can be much faster
matched by means of the Hamming distance. In the case of the approaches that apply a
binary matching, BRIEF-Gist has a progressive increment of the average processing times,
because it is based on a linear search. However, ABLE-M applies an ANN search using a
multi-probe LSH index, which decreases the accumulated computational cost of matching
the binary sequences with the previously processed to a sublinear time in a large-scale
context. For instance, when 100000 images are matched, the average processing time for
BRIEF-Gist is 1.98 s, and ABLE-M obtains 0.93 s. Nevertheless, in the case of 1000000
images, BRIEF-Gist achieves about 19 s, while ABLE-M only needs 1.87 s, which clearly
evidences the high influence in the efficiency of our sublinear search.
ANN is used in the three ABLE versions, so the average processing times presented by
ABLE-M will be also sublinear for the cases of ABLE-S and ABLE-P. Even so, there are
slight differences in the individual processing times depending on the extra information
that must be computed by each method. In order to understand these differences, we show
Table 3.2, where the average times per individual image description and matching in each
version are included. The description process has a higher computational cost in ABLE-S
because of the extra effort that requires the calculation of the disparity. However, the
matching costs are the bottleneck of our system. In this sense, the individual costs of a
matching between two images are more critical in ABLE-P, because the cross-correlation
of panoramas adds an extra computation.
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Table 3.2: Comparison between the average processing times of each ABLE version in milliseconds (ms).
The costs for describing and matching an individual image can be observed in these results about the
efficiency of our method in the Oxford New College dataset.
ABLE-M ABLE-S ABLE-P
Description 0.11 ms 7.11 ms 0.54 ms
Matching 2.29 · 10−5 ms 4.51 · 10−5 ms 5.71 · 10−4 ms
3.6 Conclusions and Contributions
Along this chapter, our proposal for visual place recognition based on hand-crafted binary
features has been extensively justified, jointly with the description of the main contribu-
tions of ABLE, which have been validated by a wide set of experiments. The different ver-
sions (ABLE-M, ABLE-S, ABLE-P) constitute a relevant innovation in different life-long
topological localization fields. These versions are completely adaptable to several types
of cameras and can take advantage of the information acquired by monocular, stereo and
panoramic images in each case. Besides, the three versions present novel characteristics
that have enhanced the performance of our system: the representation of places as se-
quences of images instead of single images, the illumination invariant transformation, the
application of efficient LDB and D-LDB binary features and the matching based on an
ANN search jointly with LSH.
Due to the described contributions, ABLE achieves a satisfactory precision in long-term
conditions, which is corroborated by the exhibited results, especially if our method is
compared to the main state-of-the-art algorithms based on hand-crafted features, such
as WI-SURF, BRIEF-Gist, FAB-MAP or SeqSLAM. The efficiency of our approach is
also significant, mainly because of the application of global binary features, which supply
an image description methodology with a low computational cost and a fast matching
capacity.
Additionally, it must be remarked that we also contribute an open version of our
method to the community named OpenABLE, which is publicly available1 and described
in detail in Appendix A.
In future works, our research is extensible to new concepts that could improve even
more the accuracy of these kinds of techniques in long-term situations, such as localization
across seasons. New alternatives recently followed in visual place recognition could be
employed, such as the usage of semantic information [Drouilly et al., 2015,Mousavian
et al., 2015] or CNNs [Sünderhauf et al., 2015b, Sünderhauf et al., 2015a]. In fact, the
application of features based on CNNs is going to be studied in our method presented in
Chapter 4.
1OpenABLE is available from: http://www.robesafe.com/personal/roberto.arroyo/openable.html

Chapter 4
Visual Place Recognition based on
Learned CNN Features
In this chapter, a novel visual place recognition method based on CNN features is de-
scribed in order to improve the precision with respect to the achieved in Chapter 3 in
complex long-term situations. In this sense, the major part of the state-of-the-art pro-
posals for topological localization are focused on description methods that compute con-
ventional hand-crafted features, as exposed in Chapter 2. However, approaches based on
deep learning can be a promising alternative for a more accurate identification of locations,
especially in the particular topic of localization across seasons.
Motivated by the achievements recently accomplished in the computer vision commu-
nity by means of deep learning, we consider to develop other solution for visual place
recognition that builds upon the concept of CNN features, due to the success of proposals
based on CNNs in complex problems such as large-scale image classification [Krizhevsky
et al., 2012]. In fact, recent researches have started to study the application of CNN-based
features in topological localization [Sünderhauf et al., 2015b, Sünderhauf et al., 2015a].
In this regard, our approach is focused on transferring the knowledge learned in image
classification problems by CNNs to our own interests for visual place recognition in a
long-term context.
Along the following pages, we describe our proposed method called Convolutional
Neural Network for Visual Topological Localization (CNN-VTL). Its main properties are
explained jointly with the contributions provided to the state of the art. Besides, a wide
set of results is presented in order to validate the specific characteristics of CNN-VTL
and compare it against the main state-of-the-art methods in several challenging datasets
commonly used for evaluation in visual localization across seasons. In addition, some final
conclusions about the principal ideas derived from this chapter are given. According to
this, we also discuss about the main pros and cons of using CNN-based features instead
of hand-crafted descriptors in problems related to life-long visual localization.
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4.1 Overview: The CNN-VTL Method
CNN-VTL exploits the advantages of powerful feature representations via CNNs in order
to perform a robust topological vision-based localization across the seasons of the year, as
introduced in the graphical explanation of the approach given in Fig. 4.1. Our proposal
contributes several new concepts for improving the effectiveness and efficiency of CNN
features in visual place recognition. It must be noted that previous work about our
CNN-VTL was published in [Arroyo et al., 2016a]. Here, we present the complete method,
including extensive tests and results.
Inspired by the success of how image representations learned with CNNs on large-scale
annotated datasets can be transferred to other recognition tasks [Oquab et al., 2014], we
consider the possibility of using pre-trained CNN features for the identification of locations
in our CNN-VTL method. The goal of this strategy is that the learned features may not
be specific to a particular dataset. Our objective is that they can be generalizable to
different environments.
Nevertheless, the main inconvenience of using CNNs is that they are usually expensive
in terms of computational costs and memory resources, which sometimes is a problem
for real-time processing in embedded systems. For this reason, we present an efficient
CNN model for computing our features that provides not only a high precision in life-long
visual localization, but also a reduced consumption of memory and processing costs.
With the aim of achieving this efficiency maintaining the effectiveness of our approach,
we provide several innovative proposals regarding to the current state of the art in visual
place recognition based on CNN features. These proposals are mainly the following:
• An improved CNN architecture based on some of the ideas of [Krizhevsky et al., 2012]
and [Chatfield et al., 2014]. Our model is adapted and reduced to the requirements
of our visual place recognition system. The CNN is pre-trained in a different dataset
(ImageNet [Deng et al., 2009]) with respect to the used in tests to demonstrate how
transferable the learned features are [Yosinski et al., 2014].
• A novel fusion of the features obtained by the convolutional layers that improves the
performance. The redundancy of these fused features is subsequently decreased by
applying feature compression techniques, such as Random Bit Selection (RBS) [Yang
and Cheng, 2014] or Principal Component Analysis (PCA) [Wold et al., 1987].
• A binarization of the final reduced features with the aim of improving the matching
of locations by computing an efficient Hamming distance instead of a traditional
L2-norm.
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Figure 4.1: General diagram about the CNN-VTL method. The image samples correspond to the
CMU-CVG VL dataset. It must be noted that the internal architecture of the CNN module is extensively
described in Fig. 4.2.
4.2 Network Architecture
The architecture designed for our CNN model follows some concepts of the Visual Geom-
etry Group Fast network (VGG-F) presented in [Chatfield et al., 2014], which takes as
reference a similar structure to the one suggested by AlexNet [Krizhevsky et al., 2012],
but including some improvements for a faster processing. To achieve a more efficient
performance, VGG-F reduced the number of convolutional layers originally proposed by
AlexNet to eight learnable layers, five of which are convolutional, and the last three are
fully-connected. In the results provided by [Chatfield et al., 2014], it is corroborated how
this simplification does not have a significant impact in the effectiveness for image recog-
nition, but it greatly decrease the computational costs. Inspired by these experiments,
we implement a much more simplified approach. We also take into account the study
about CNNs performance in place recognition carried out by [Sünderhauf et al., 2015a],
60 Chapter 4. Visual Place Recognition based on Learned CNN Features
which demonstrates that fully-connected layers are not so effective as the convolutional
ones in this task, as certified by our own observations. For this reason, our final model
eliminates fully-connected layers and is mainly based on five convolutions. According to
all the previous considerations, our architecture is graphically described in Fig. 4.2.
Figure 4.2: CNN-VTL internal architecture. The description process takes as input an image normalized
to a size of 224x224x3 and returns as output a CNN feature. Internally, our CNN is divided into different
layers that capture image information at several levels and granularities, where five convolutions are
computed. The features obtained for each convolution are fused to form the final feature, which will be
compressed in subsequent stages of our system.
Following the ideas exposed in works such as [Oquab et al., 2014, Yosinski et al.,
2014], our CNN-VTL architecture is based on a pre-trained model over the ImageNet
dataset, in order to confirm the generalization of the automatically learned features. This
will demonstrate that the description power acquired by the proposed CNN features is
transferable to the specific datasets used in the tests of our visual topological localization
across seasons.
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The architecture designed in CNN-VTL is modeled thanks to some of the functionalities
provided by the MatConvNet toolbox defined in [Vedaldi and Lenc, 2015], which allows
to create a great variety of different wraps to define the layers in the network. As can be
seen in Fig. 4.2, our architecture is formed by three main types of layers: convolutional
layers, Rectified Linear Unit (ReLU) layers and spatial pooling layers. The mechanisms
for computing the information of each layer inside of our CNN-VTL are not trivial. For
this reason, now we must provide a more detailed explanation about how the different
layers work in our specific model.
4.2.1 Convolutional Layers
Convolutions are the basic layer in any CNN and they are usually the main level in all the
blocks. In the case of our CNN-VTL, five convolutional layers are on the top of the five
blocks that form the proposed architecture. The derivatives associated with convolutions
are solved with techniques of backpropagation. Each convolutional layer receives an input
map (x ∈ RH×W×D) and a bank of filters with multiple dimensions (f ∈ RH′×W ′×D×D′′),
returning the subsequent output (y ∈ RH′′×W ′′×D′′). It must be noted that in our imple-
mentation any bias input is processed. Taking into account the inputs and the output,








fi′j′k × xi′′+i′−1,j′′+j′−1,k′,k′′ . (4.1)
4.2.2 ReLU Layers
ReLU is an activation function used by our CNN model. In CNN-VTL, a ReLU layer
is located after all the convolutional layers, except in the case of the last convolution
(conv5), where it is unnecessary according to our feature generation proposal. We choose
the ReLU activation function because it is very easily and efficiently computed, in contrast
to other more complex functions, such as sigmoidals. The activation in ReLU is simply
thresholded at zero, as exposed in Eq. 4.2:
yijk = max(0, xijk). (4.2)
4.2.3 Spatial Pooling Layers
Pools are a very important layer in the proposed architecture. Spatial pooling basi-
cally decreases the amount of parameters and computational costs over our CNN using a
non-linear downsampling, which also allows to control problems derived from overfitting.
CNN-VTL contains two pools in the lower part of its two first blocks connected to conv2
and conv3, which are sufficient to achieve the desired reduction of the processed data. In
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our case, a max pooling operator is implemented. It computes the maximum response
of each feature channel in a H ′ ×W ′ patch. The internal application of this layer is
formulated in Eq. 4.3:
yi′′j′′k = max1≤i′≤H′,1≤j′≤W ′ xi′′+i′−1,j′′+j′−1,k. (4.3)
4.3 Image Description of Locations in CNN-VTL
The model defined by the layers of CNN-VTL allows to carry out a strong visual de-
scription of places at different image levels and granularities for the proposed topological
localization across seasons. The visual features automatically learned by our network can
be used now by applying the designed convolutions.
4.3.1 Fusion of Convolutional Features at Different Levels
With the aim of forming a more robust final descriptor (dcnn) from our CNN-VTL architec-
ture, we concatenate (+ ) the vectorized features obtained by the n different convolutional
layers (dconvn):
dcnn = dconv1 ++ dconv2 ++ dconv3 ++ dconv4 ++ dconv5 . (4.4)
The goal of the strategy formulated in Eq. 4.4 is to conserve the multi-resolution in-
formation provided by each convolution, which acts as a local and translation invariant
operator, as stated in [Vedaldi and Lenc, 2015]. In works such as [Sünderhauf et al.,
2015b], only the features generated by the third convolutional layer (dconv3) are consid-
ered in the place description process, which produces a loss of invariance. Due to this,
[Sünderhauf et al., 2015b] needs to use a complex and expensive algorithm to obtain sev-
eral region landmarks per image and compute their respective CNN features in order to
maintain the robustness when revisited locations have important changes on the field of
view. On the other hand, our CNN-VTL can directly use whole images thanks to the
invariance procured by the fusion of the convolutional outputs, which is a more efficient
approach.
The different features contained in dcnn are initially returned by the CNN in a float
format. For this reason, with the aim of facilitating a subsequent binarization, we cast
these features into a normalized 8-bit integer format (dintcnn) by following Eq. 4.5, where
min = 0 and max = 255:
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4.3.2 Techniques for Features Compression
The length of the CNN-based descriptor (lcnn) acquired after the fusion of the five con-
volutional outputs can be calculated as presented in Eq. 4.6, where hconvn , wconvn , dconvn




hconvn × wconvn × dconvn . (4.6)
If we solve Eq. 4.6 using the output sizes of the convolutions applied in our CNN-VTL
architecture (see Fig. 4.2), we obtain lcnn = 503040 bytes. This length can be excessive for
efficiently performing the subsequent features matching. Due to this, we apply reductions
to this size in order to analyze how they affect to the accuracy of the place recognition
method. This is motivated by works such as [Milford, 2012], which evidences that a
handful of bits is sufficient for conducting an effective vision-based navigation. This is
also corroborated by ABLE in some of the experiments presented in Chapter 3. Besides,
in recent studies [Alcantarilla and Stenger, 2016], several traditional hand-crafted binary
descriptors are tested to conclude that a remarkable precision can be achieved using a
small fraction of the total number of bits from the whole descriptor. We demonstrate in
the experiments presented in Section 4.5.2.1 that the features extracted from CNNs have
a similar behavior to the observed in [Alcantarilla and Stenger, 2016].
In this regard, we propose the application of two typical compression techniques with
the aim of reducing the dimensions of the final descriptor: RBS and PCA. Both methods
have some pros and cons, which will be studied and compared in the results presented in
Section 4.5.2.1 and more specifically in Table 4.1.
4.3.2.1 Random Bit Selection (RBS)
In order to efficiently decrease the size of our CNN descriptors without losing a great
accuracy, the redundant features can be omitted to compress the final length. In works
such as [Calonder et al., 2010] or [Yang and Cheng, 2014], methods based on RBS have
demonstrated to be an efficient and effective alternative with respect to more complex
algorithms. In fact, the evaluation presented in the binary description performed by LDB
in [Yang and Cheng, 2014] yielded surprisingly favorable results, where the precision of
RBS is close to the one achieved using more refined methods, such as entropy-based.
We also implement a similar random selection of features in order to compress our
CNN descriptor in an easy and efficient way. This technique randomly chooses a specific
set of features and applies the same selection in all the following descriptions to match the
same correlative features. A proportional number of features is randomly selected for each
layer to preserve as possible the multi-resolution provided by our fusion of convolutional
features at different granularities.
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4.3.2.2 Principal Component Analysis (PCA)
PCA is a well-known procedure for identifying a smaller number of uncorrelated variables
from a large set of data. The goal of this compression technique is to define the maximum
amount of variance with the fewest number of principal components, as explained in works
such as [Wold et al., 1987].
According to this, we take advantage of the PCA method for reducing the dimension-
ality of the descriptor processed by means of our CNN-VTL. As will be shown in the
results presented in Table 4.1 of Section 4.5.2.1, the compression carried out using PCA
has a slightly better performance than the obtained by RBS. However, it must be also
noted that PCA also requires a higher computational cost to compute the compression
than RBS, which is based on a much more simple reduction.
4.3.3 Binarization of Features
Taking into account the normalization of the CNN descriptors into integer values that
was shown in Eq. 4.5, it is trivial to apply a binarization to the features. In this regard,
each obtained value can be easily represented as an 8-bit binary feature. The objective
of this conversion is to make possible the application of the efficient Hamming distance
in matching, which can be used when binary features are processed.
4.4 Image Matching of Locations in CNN-VTL
The bottleneck of our system for visual place recognition based on CNN features resides
in the matching of descriptors for identifying locations, because the number of images to
be matched is increased in each iteration, while the description costs are constant along
the time. Apart from features compression, other techniques can be applied for reducing
the computational costs of matching tasks. One of them is the usage of the Hamming
distance for obtaining the similarity between features, which is more efficient than the
cosine distance used in other works based on CNNs, such as [Sünderhauf et al., 2015b].
This efficiency is due to the simplicity of its calculation, which consists of an elementary
XOR operation (⊕) and a basic sum of bits, as formulated in Eq. 4.7. According to this,
our CNN descriptors are previously binarized as explained in Section 4.3.3, because this is
the main condition to correctly use the Hamming distance. As a final step in the matching
process, a distance matrix (M) is computed by calculating the similarity between all the
binary features (dbincnn):
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4.5 Experiments and Results
The experiments presented to evaluate the performance of CNN-VTL are based on an-
alyzing their benefits and results in life-long localization along several datasets where
topological place recognition can be tested in routes traversed across the seasons of the
year. We also compare our CNN-based approach against the main state-of-the-art algo-
rithms in these challenging long-term conditions.
4.5.1 Experimental Setup
Before showing the results obtained by means of the research described in this chapter,
it is important to define the methodology used for testing the CNN-VTL method and
the main characteristics of our experimental setup, which are described in the following
sections.
4.5.1.1 Evaluation Methodology
The methodology applied for evaluating the performance of CNN-VTL is mainly based
on precision-recall curves, in a similar way to the detailed in Section 3.5.1.1 for the tests
computed in Chapter 3.
4.5.1.2 State-of-the-art Methods evaluated in Comparisons
We compare the accuracy of our solution against some of the main state-of-the-art works
based on CNN features and hand-crafted descriptors. For evaluating WI-SURF and
BRIEF-Gist, we use implementations of them based on the SURF and BRIEF descriptors
provided by the OpenCV library. FAB-MAP is tested using the OpenFABMAP toolbox.
The experiments for SeqSLAM are performed with OpenSeqSLAM. ABLE-M evaluations
are computed thanks to the source code developed in OpenABLE (see Appendix A). Ad-
ditionally, we implement the approach defined in [Sünderhauf et al., 2015a] based on the
conv3 features obtained from an AlexNet pre-trained in MatConvNet over the ImageNet
dataset.
4.5.1.3 Tested Datasets
With the aim of demonstrating the capability of our CNN-VTL method, we carry out
several tests in long-term situations using three datasets that contain several image se-
quences recorded for a same route across the seasons of the year: the Nordland dataset,
the CMU-CVG VL dataset and the Alderley dataset. These tests allow us to analyze
the behavior of our proposal over more than 3000 km and in the different conditions
associated with each dataset.
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4.5.2 Main Results
The results presented along this chapter are divided into three sections depending on
the tested dataset. All the experiments are focused on monocular cameras because of
the properties of our CNN-VTL architecture. Besides, the computational costs are also
discussed. These evaluations corroborate the satisfactory performance in long-term con-
ditions provided by our visual place recognition based on CNN features, especially if it is
compared to the state of the art in this research line.
4.5.2.1 CNN-VTL in the Nordland Dataset
We present several precision-recall curves for the Nordland dataset obtained between the
routes recorded in winter and spring, which is one of the most challenging evaluations
because of the extreme variability in the visual appearance between both seasons.
In Fig. 4.3.3, it is corroborated how our approach focused on using a fusion of features
from convolutional layers works much better than the features extracted from individual
layers, which are proposed in works such as [Sünderhauf et al., 2015b] or [Sünderhauf
et al., 2015a]. In this case, we also include a test for an added fully-connected layer (fc6)
to confirm its worse behavior in our problem.
Precision-recall curves depicted in Fig. 4.3.1 and Fig. 4.3.2 validate our approach for
reducing the amount of redundant information in our CNN features. Here, it is demon-
strated that features can be highly compressed maintaining a remarkable performance,
obtaining a slightly better accuracy using PCA than by means of RBS. Table 4.1 presents
a more detailed study, where it can be seen how our initial CNN features can be re-
duced to 2048 bytes (a compression of 99.59%), losing only about a 2% of precision. In
higher reductions, (256 or 32 bytes) the loss of accuracy is much more critical, especially
in RBS. Table 4.1 also details the average speedups achieved in matching when features
are compressed, which is proportional to the magnitude of the reduction.
The results in Fig. 4.3.4 show that our CNN-VTL proposal obtains a successful per-
formance compared to the state-of-the-art algorithms based on traditional hand-crafted
features. It must be also noted that the precision yielded by CNN-VTL is superior to the
achieved in the curve computed for the CNN-based method for place recognition defined
in [Sünderhauf et al., 2015a] (AlexNet conv3).
Additionally, in Fig. 4.4 we depict several image examples of challenging locations
correctly detected by CNN-VTL across the seasons in the four sequences of Nordland
dataset.
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(4.3.1) Compression using RBS. (4.3.2) Compression using PCA.
(4.3.3) CNN layers comparison. (4.3.4) State of the art comparison.
Figure 4.3: Results about CNN-VTL in the Nordland dataset (Winter vs Spring). Precision-recall curves
are depicted with the aim of supporting the performance comparison, jointly with some image samples
of recognized locations.











503040 0.899 0.899 0 % None
16384 0.894 0.896 96.74 % 30x
2048 0.872 0.881 99.59 % 245x
256 0.651 0.768 99.94 % 1965x
32 0.216 0.484 99.99 % 15720x
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(4.4.1) Winter (a). (4.4.2) Spring (a). (4.4.3) Summer (a). (4.4.4) Fall (a).
(4.4.5) Winter (b). (4.4.6) Spring (b). (4.4.7) Summer (b). (4.4.8) Fall (b).
(4.4.9) Winter (c). (4.4.10) Spring (c). (4.4.11) Summer (c). (4.4.12) Fall (c).
(4.4.13) Winter (d). (4.4.14) Spring (d). (4.4.15) Summer (d). (4.4.16) Fall (d).
(4.4.17) Winter (e). (4.4.18) Spring (e). (4.4.19) Summer (e). (4.4.20) Fall (e).
(4.4.21) Winter (f). (4.4.22) Spring (f). (4.4.23) Summer (f). (4.4.24) Fall (f).
(4.4.25) Winter (g). (4.4.26) Spring (g). (4.4.27) Summer (g). (4.4.28) Fall (g).
(4.4.29) Winter (h). (4.4.30) Spring (h). (4.4.31) Summer (h). (4.4.32) Fall (h).
Figure 4.4: Places detected by CNN-VTL across the seasons in the Nordland dataset. Some challenging
examples of places correctly matched by our method in the four sequences are depicted.
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4.5.2.2 CNN-VTL in the CMU-CVG VL Dataset
Apart from seasonal variations, the CMU-CVG VL dataset has changes on the camera field
of view between the images recorded for a same place, which allows to test CNN-VTL in
these challenging conditions with respect to the evaluations in the Nordland dataset, that
provides a static field of view. In addition, this dataset includes 16 sequences captured
along the months of the year, where our method can be exhaustively evaluated. This is
represented by the example of Fig. 4.5, where a location correctly matched by CNN-VTL
in all the sequences is shown.
We process precision-recall curves for sequences corresponding to the four seasons of
the year in the six possible combinations. These evaluations are depicted in Fig. 4.6,
where it can be observed how the different seasons affect to the performance. In general
terms, the sequence captured in winter is again the most problematic in these tests, due to
the extreme changes that a place suffers in this season: snow, less vegetation or different
illumination, among others.
(4.5.1) 01/09/10. (4.5.2) 15/09/10. (4.5.3) 23/09/10. (4.5.4) 01/10/10.
(4.5.5) 08/10/10. (4.5.6) 19/10/10. (4.5.7) 28/10/10. (4.5.8) 03/11/10.
(4.5.9) 12/11/10. (4.5.10) 22/11/10. (4.5.11) 21/12/10. (4.5.12) 02/02/11.
(4.5.13) 04/03/11. (4.5.14) 21/04/11. (4.5.15) 28/07/11. (4.5.16) 02/09/11.
Figure 4.5: A place detected by CNN-VTL along the year in the CMU-CVG VL dataset.
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(4.6.1) Winter vs Spring. (4.6.2) Winter vs Summer.
(4.6.3) Winter vs Fall. (4.6.4) Spring vs Summer.
(4.6.5) Spring vs Fall. (4.6.6) Summer vs Fall.
Figure 4.6: CNN-VTL vs state-of-the-art methods in the CMU-CVG VL dataset. Precision-recall curves
are depicted with the aim of supporting the performance comparison. The four sequences corresponding
to the seasons are evaluated among them for all the algorithms. An illustrative frame from the sequences
matched is shown in order to visually understand the complexity of place recognition in each case.
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The results presented in Fig. 4.6 compare the precision of CNN-VTL against the main
state-of-the-art algorithms, but now in an environment where changes on the field of view
have a negative effect in the accuracy of the major part of the methods. Our proposal
obtains a better performance in this situation, because our fusion of CNN convolutional
features at different levels and granularities provides a higher local and translation invari-
ance with respect to approaches based on individual layers, such as [Sünderhauf et al.,
2015a]. Apart from this, the precision-recall curves computed in Fig. 4.6 yield much worse
results for algorithms based on traditional hand-crafted features using single images (WI-
SURF, BRIEF-Gist, FAB-MAP) than using sequences (SeqSLAM, ABLE-M).
Moreover, Fig. 4.7 depicts a distance matrix computed over two sequences of the
dataset by our CNN-VTL. This example evidences the reliable performance of our method,
which is able to match almost all the images (except some few cases when a truck oc-
cludes the camera field of view). Additionally, Fig. 4.8 presents other complex situations
where our method correctly detects a revisited place. In these cases, geometric change
detection [Alcantarilla et al., 2016] could be applied to detect the specific variations in
the structure of the matched place.
Figure 4.7: Distance matrix obtained by CNN-VTL in the CMU-CVG VL dataset. This representative
example is processed in a part of the map between sequences recorded at 01/09/10 and 01/10/10. In
almost all the cases, it can be observed that locations are correctly matched (see red line in distance
matrix), except in a low amount of frames where a truck completely occludes the camera view (see
frames 12706 and 14682). Other complex situations are correctly matched, such as locations with new
buildings that change the initial appearance of a place (see frames 12758 and 14742).
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(4.8.1) Challenging place matching (a). (4.8.2) Challenging place matching (b).
(4.8.3) Challenging place matching (c). (4.8.4) Challenging place matching (d).
(4.8.5) Challenging place matching (e). (4.8.6) Challenging place matching (f).
(4.8.7) Challenging place matching (g). (4.8.8) Challenging place matching (h).
(4.8.9) Challenging place matching (i). (4.8.10) Challenging place matching (j).
(4.8.11) Challenging place matching (k). (4.8.12) Challenging place matching (l).
Figure 4.8: Complex locations matched by CNN-VTL in the CMU-CVG VL dataset. In this case, several
challenging examples correctly identified in different pairs of sequences are depicted. The images show
difficult cases with extreme changes over the past appearance of a place: new buildings, constructions,
dynamic elements, important changes on the field of view or partial occlusions, among others.
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(4.9.1) Day (a). (4.9.2) Night (a).
(4.9.3) Day (b). (4.9.4) Night (b).
(4.9.5) Day (c). (4.9.6) Night (c).
(4.9.7) Day (d). (4.9.8) Night (d).
(4.9.9) Day (e). (4.9.10) Night (e).
(4.9.11) Day (f). (4.9.12) Night (f).
Figure 4.9: Places detected by CNN-VTL at day and night in the Alderley dataset. Some challenging
examples of places correctly matched by our method between the two recorded sequences are depicted.
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4.5.2.3 CNN-VTL in the Alderley Dataset
The Alderley dataset comprises two sequences of images acquired in a stormy winter
night and a sunny summer day. For this reason, apart from the typical seasonal changes
previously studied, we can now perform evaluations under extremely variable illumination
conditions in this dataset.
The precision-recall curves exposed in Fig. 4.10 present an acceptable accuracy for our
CNN-VTL method in this challenging case. In fact, our approach obtains better results
than the evaluated state-of-the-art proposals.
Moreover, in Fig. 4.9 are shown several image examples of challenging locations cor-
rectly detected by CNN-VTL along the two sequences of the Alderley dataset.
Figure 4.10: CNN-VTL vs state-of-the-art methods in the Alderley dataset. Precision-recall curves are
depicted with the aim of supporting the performance comparison, jointly with some image samples of
recognized locations.
4.6 Conclusions and Contributions
Along this chapter, our novel approach for life-long visual topological localization using
CNN features (CNN-VTL) has extensively demonstrated its contributions to the robotics
and computer vision communities in different areas. The proposed method has a valuable
applicability in several fields related to tasks such as visual place recognition for loop
closure detection based on distance matrices, which are usually indispensable in any SLAM
or VO system. In fact, some of these applications are going to be studied in Chapter 5.
Our proposal is validated in challenging conditions derived from the extreme changes
that the visual appearance of a place suffers across the four seasons of the year. A wide set
of results in varied long-term scenarios corroborates the remarkable performance of our
CNN-VTL compared against the main state-of-the-art algorithms based on hand-crafted
descriptors, such as WI-SURF, BRIEF-Gist, FAB-MAP, SeqSLAM or ABLE-M, which
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was previously described in Chapter 3. Moreover, we have also evidenced that our method
reports a better precision than other recent approaches which have studied the application
of CNNs for place recognition in robotics [Sünderhauf et al., 2015a]. This is mainly due
to our improved CNN architecture and to the fusion of the features acquired in several
convolutional layers, that provides an enhanced local and translation invariance with
respect to [Sünderhauf et al., 2015a], which is mainly based on CNN features from a
conv3 layer computed by a pre-trained AlexNet.
In addition, we have contributed an efficient model with the aim of decreasing the
costs associated with CNN descriptors. We shown how our compression of features can
reduce the redundancy of our descriptors in a 99.59%, while precision is only decreased
in about a 2%, achieving a speedup in matching near to 245x in this case. Besides,
our binarization of features allows to use the Hamming distance, that also represents a
speedup to match locations. However, it must be noted that in spite of these reductions
in processing times, CNN-VTL is in general terms more expensive than methods based on
hand-crafted features. For example, ABLE-M reported a description time per individual
image of 0.11 ms (see Table 3.2), while CNN-VTL requires around 50 ms in our tests
with the same computer. Due to this, solutions based on hand-crafted features should
not be discarded in embedded systems where computational resources are limited.
Moreover, although the accuracy of our CNN-VTL method can be considered quite
satisfactory with respect to the main works in visual topological localization, there are
some interesting future directions to follow such as:
• Test the application of sequences instead of single images in CNN-VTL, similarly to
the proposed by ABLE in Section 3.2.1.
• Study the effect of compressing CNN features by means of other techniques, such as
hashing methods.
• Perform an end-to-end training of a CNN architecture such as the one described




Life-Long Visual Localization using
Topological Place Recognition
The application of topological place recognition provides relevant information about the
situational awareness of the environment, which can be used in a varied range of life-long
visual localization systems. In this regard, the methods presented in Chapters 3 and 4 are
not only a valuable tool for using them in specific problems related to the identification
of locations, but also for application in other tasks such as loop closure detection, the
correction of localization measurements or the perception of geometric changes on scene.
The goal of this chapter is to present some of these applications for localization in a
long-term context that have been developed in different researches along this thesis. It
demonstrates the multiple utilities of topological place recognition and introduces sev-
eral techniques that are very useful in order to achieve a robust life-long navigation for
autonomous vehicles and mobile robots.
According to the previous considerations, the main applications described for life-long
visual localization problems along this chapter are the following:
• The detection of loop closures as the most intuitive application of topological place
recognition proposals. Similarity between the different locations can be analyzed and
thresholded with the aim of identifying that a place has been revisited. We will show
examples for several situations, where unidirectional and bidirectional loop closures
are satisfactorily detected by our methods.
• The loop closure application to correct VO or visual SLAM measurements. In this
sense, the amelioration of the estimated poses is useful for correctly projecting 3D
point clouds in large-scale environments, as will be illustrated by several examples
of 3D reconstructions.
• The recognition of geometric changes over places with the aim of facilitating the
update of predefined maps, which is essential for autonomous driving systems in a
long-term navigation.
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5.1 Long-Term Loop Closure Detection based on Topological
Place Recognition
The most direct application of topological place recognition is related to the detection of
loop closures in localization and navigation problems. Loop closures are identified when
a place is revisited, which causes that the topological localization methods yield a high
similarity between the images captured for the same place in different instants of time,
as shown in Fig. 5.1. This information is very helpful for reducing the negative effects of
the accumulated drift in life-long visual localization.
Figure 5.1: An example of similarities between places in long-term loop closure detection. The distance
matrix depicted in this example is calculated using our visual place recognition in the Nordland dataset
between the sequences of spring and fall. It can be seen how comparisons between a same place in different
seasons have low distance values (high similarity), while different places have high distance values (low
similarity). According to this, high similarities are typically associated with loop closures and can be
detected by means of thresholding techniques.
The similarity values registered in a distance matrix (M) can be used for correcting
localization measurements by means of loop closure detection. A threshold (θ) must be
applied to discern if the similarity is sufficient to consider a loop closure between two
places, as stated in Eq. 5.1:
loop closure =
 true if Mi,j < θfalse otherwise (5.1)
It must be noted that adaptive thresholds can be also an interesting option for adjust-
ing them according to the evolution of the environment conditions, as studied in some
approaches such as [Lee and Pollefeys, 2014].
In any case, the inherent difficulties of correctly detecting a revisited location vary
depending on the analyzed situation: unidirectional or bidirectional loop closures.
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5.1.1 Unidirectional Loop Closures
Unidirectional loop closures are the standard case when a place is revisited. These loops
appear if a location is traversed again in the same direction. Commonly, all topological
place recognition algorithms are able to detect this type of loop closure.
5.1.2 Bidirectional Loop Closures
Bidirectional loop closures are considered when a place is traversed by an autonomous
vehicle or a mobile robot in a different direction, which adds an extra difficulty to detect
them due to the important changes in the perspective of the scene. In these cases, the
usage of panoramic cameras is usually crucial to correctly identify bidirectional loops,
because of the multi-directional perception of the environment that they provide, as ex-
plained in Section 3.4.3. In fact, we designed the cross-correlation matching of panoramas
presented in ABLE-P with the aim of detecting these situations, as was shown in Fig. 3.7.
5.1.3 Examples of Application in the Oxford New College Dataset
In the results previously described along Section 3.5.2.6, several precision-recall curves evi-
denced the better performance of ABLE-P in the Oxford New College dataset with respect
to other state-of-the-art approaches for visual place recognition based on hand-crafted fea-
tures. The main reason of the improved performance of ABLE-P is that it can recognize
the multiple bidirectional loop closures appeared in this dataset, while the other meth-
ods are not capable of identifying them. In order to demonstrate how ABLE-P detects
these bidirectional loop closures, Fig. 5.2 shows a representative part of the distance ma-
trices obtained by the different ABLE versions and the two state-of-the-art proposals
that yielded the best results in this case (BRIEF-Gist and SeqSLAM), jointly with the
ground-truth matrix. In the different matrices, unidirectional loop closures appear empha-
sized as right-side diagonals ( ↘ ) and the bidirectional ones as left-side diagonals ( ↙ ).
According to this, it can be seen that ABLE-P is the only method that represents the bidi-
rectional loop closures in its distance matrix (see the inferior zone depicted in Fig. 5.2.6
to check it out).
In addition, the loop closures identified in Fig. 5.2.6 by ABLE-P are also marked over
the corresponding part of the map generated by means of the metric poses associated with
the Oxford New College dataset, as shown in Fig. 5.3. The distance matrix is thresholded
by following Eq. 5.1 to clearly distinguish the similarities associated with a loop closure
(see Fig. 5.3.1). Progressive representations of the map are depicted each time that one of
these loop closures is completed in the route. This valuable information can be applied for
correcting the accumulated drift that appears in the represented metric measurements,
as will be described in the following section.
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(5.2.1) Ground-truth matrix. (5.2.2) Distance matrix using BRIEF-Gist.
(5.2.3) Distance matrix using SeqSLAM. (5.2.4) Distance matrix using ABLE-M.
(5.2.5) Distance matrix using ABLE-S. (5.2.6) Distance matrix using ABLE-P.
Figure 5.2: Distance matrices for loops detection in the Oxford New College dataset. The different ABLE
versions are compared against some of the main visual place recognition methods in the state of the art
of visual place recognition based on hand-crafted features. We only show a part of the distance matrices
for a representative subset between images 120 and 1910, because of the limitations of document format.
It can be seen how ABLE-P can identify the bidirectional loop closures.
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(5.3.1) Thresholded matrix using ABLE-P. (5.3.2) Map after 1st lap (index = 449).
(5.3.3) Map after 1st loop (index = 752). (5.3.4) Map after 2nd loop (index = 1066).
(5.3.5) Map after 3rd loop (index = 1219). (5.3.6) Map after 4th loop (index = 1910).
Figure 5.3: Loops detected over a part of the map in the Oxford New College dataset. The unidirectional
and bidirectional loop closures are detected by means of ABLE-P. We only show a part of the thresholded
distance matrix for a representative subset between images 120 and 1910, because of the limitations of
document format.
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5.2 Correction of Localization Measurements based on Loop
Closures
In this section, the recognition of revisited places provided by our loop closure detection
techniques is applied in order to carry out a correction of localization measurements
affected by the drift appeared in life-long visual localization. In this regard, VO proposals
can use the identified loop closures to ameliorate the precision of the poses estimated by
them.
Additionally, we also present results in which the corrected metric measurements ob-
tained by means of camera-based approaches can be fused with other sensors such as
GPS or LiDAR in order to solve the SLAM problem as a factor graph. According to this,
we also represent city-scale 3D reconstructions based on point clouds, with the aim of
depicting results where the application of these techniques can be seen.
5.2.1 VO Correction
VO has the goal of estimating the position and orientation of an autonomous vehicle or
mobile robot by analyzing an image sequence acquired by cameras without any previous
information about locations. Pairs of images are typically considered to match their
keypoints extracted by means of local description methods and calculate the translation
and rotation between two poses.
Unfortunately, VO commonly accumulates a drift when long periods of time are taken
into account. This problem makes that localization tasks could not be completely reliable
in these cases. For this reason, the information provided by standard VO algorithms
usually gives errors in extended trajectories.
For this reason, we proposed a novel approach based on loop closure detection using
ABLE for correcting the drift in VO, which is described in detail in [Caramazana et al.,
2016, Arroyo et al., 2016b]. Here, the VO estimations are initially processed by means
of the LIBVISO library [Kitt et al., 2010, Geiger et al., 2011]. The designed approach
recognizes the revisited places and recalculates a corrected pose using a graph relaxation
similar to the defined in [Bazeille and Filliat, 2010]. After a loop closure is detected in
a specific frame, the drift of the pose currently estimated is compensated by taking into
account the pose obtained when the place was previously traversed. Besides, an average
deviation is subsequently computed after detecting the first pose corresponding to a loop
closure. This information is employed to ameliorate the precision of the poses in the rest
of the trajectory. The usage of these corrections in poses improves the accuracy initially
obtained by only using VO without consider the progressive drift. This is corroborated
in the following pages, where several examples of application carried out along different
researches in this thesis are presented.
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5.2.1.1 Examples of Application in the Oxford New College Dataset
In Fig. 5.3, we previously introduced some representations of the loop closures detected
by applying our visual place recognition techniques over a part of the metric map corre-
sponding to the Oxford New College dataset, where a drift can be clearly perceived in the
registered trajectory.
Here, we present the whole map in Fig. 5.4.1, with the aim of evidencing how the
drift is increased in the estimated trajectory in longer periods of time. However, the
application of loop closure information for correcting the registered poses can be used in
order to improve the accuracy of these measurements, as depicted in Fig. 5.4.2.
(5.4.1) Map after loop closure correction. (5.4.2) Map before loop closure correction
Figure 5.4: Loop closures used for VO correction in the Oxford New College dataset. It can be seen how
the uncorrected measurements are improved by means of the loop closures identified by our topological
place recognition techniques.
5.2.1.2 Examples of Application in the KITTI Odometry Dataset
We also conduct some experiments about the application of VO correction in the KITTI
Odometry dataset, because it allows to test the usage of loop closure detection for amelio-
rating the accuracy of the poses in more varied environments focused on autonomous driv-
ing. In this case, stereo images are employed, which are also supported by the LIBVISO
libraries and ABLE-S.
According to this, Figs. 5.5 and 5.6 show how the thresholded distance matrices gen-
erated by using our topological place recognition are directly applicable to loop closure
detection for VO correction. We present several mapping results, where loop closures are
annotated while they are identified by our approach. The maps are constructed using
KML files for saving the registered poses, which are represented over satellite images by
means of Google Earth R©1.
1Google Earth is currently available from: https://www.google.com/earth/
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The results depicted in Figs. 5.5 and 5.6 correspond to some of the most representative
sequences of the KITTI Odometry dataset, where several loop closures can be identified.
More specifically, these experiments are performed over sequences 00, 02, 05 and 13. The
ground-truth maps acquired for these sequences by means of a precise GPS sensor can be
seen in Appendix B. If these ground-truth maps are compared to the trajectories obtained
by considering our corrected VO measurements, it can be observed how the application
of loop closure detection for reducing the problems derived from drift is also satisfactory
in these cases. In fact, the corrected trajectories correctly fit in the streets represented
over the satellite maps. Besides, the relationships between the identified loop closures and
their positions in the map are clearly illustrated in the provided examples. The diagonals
appeared in the distance matrices derived from a loop closure are related by a numerical
identifier with their positions in the maps.
(5.5.1) Sequence 00.
(5.5.2) Sequence 02.
Figure 5.5: Loop closures used for VO correction in the KITTI Odometry dataset (I). Distance matrices
are depicted jointly with the corresponding satellite maps, where loop closures are related between them
in both cases. It can be seen how the processed trajectories fit in the streets over the satellite maps.
5.2 Correction of Localization Measurements based on Loop Closures 85
(5.6.1) Sequence 05.
(5.6.2) Sequence 13.
Figure 5.6: Loop closures used for VO correction in the KITTI Odometry dataset (II). Distance matrices
are depicted jointly with the corresponding satellite maps, where loop closures are related between them
in both cases. It can be seen how the processed trajectories fit in the streets over the satellite maps.
5.2.2 Fusion of Corrected VO and GPS for 3D LiDAR reconstruction
The information provided by corrected VO poses can be fused with the obtained by
means of other sensing technologies such as GPS or LiDAR, with the aim of generating
3D representations that improve the situational awareness of an autonomous vehicle or
mobile robot in life-long visual localization. In this sense, a multi-sensor fusion SLAM
problem can be defined as a factor graph, where each factor encodes the connectivity
between the unknown variable nodes and the sensor measurements, as proposed in works
such as the presented in [Indelman et al., 2013]. The objective is to estimate a set of
n camera poses (X = {xi}i=1:n) and m reconstructed 3D points (Y = {yj}j=1:m), given
a set of sensor measurements (Z). Here, we assume Z is composed of 3D LiDAR mea-
surements (zproji ), a GPS measurement per camera pose (z
gps
i ) and the corrected VO
measurements between any two camera frames (zodoi1,i2).
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Given the measurements of Z, the joint probability distribution of the navigation
variables (θ = {X∗, Y ∗}) can be factorized as the product of the contribution of each
individual factor in the graph:








where θkv represents a subset of the variable nodes and K is the total number of fac-
tors in the graph. Each factor fk represents an error function that connects vari-




i1,i2), where Gaussian noise dis-
tributions are assumed for all the factors. Fig. 5.7 depicts a simplified example of this
factor graph.
Figure 5.7: Factor graph encoding the multi-sensor fusion SLAM. The relationships between camera
poses and scene structure are given in this representation.
Following the previous definitions, the corrected VO measurements are fused with
GPS in order to obtain the final poses, which are used for the projection of the 3D points
captured by the LiDAR. This is illustrated in the following pages, where several examples
of application for 3D LiDAR reconstruction are presented.
5.2.2.1 Examples of Application in the CMU-CVG VL Dataset
The CMU-CVG VL dataset was evaluated in several results presented for our topological
place recognition methods along Chapters 3 and 4. In those cases, images were only
needed to perform the tests. However, this dataset has also registered data about GPS
and LiDAR measurements associated with the acquired images.
As exposed in [Badino et al., 2012], the vehicle used for acquiring the dataset is
equipped with two monocular cameras aimed 45◦ to the left and right of forward. Besides,
two vertically scanning LiDARs provide range information, as described in the diagrams
presented in Fig. 5.8. In addition, a GPS is also mounted in the vehicle, but the errors
of this sensor can often be up to 10 meters in urban areas, as corroborated by the noisy
measurements registered in the the CMU-CVG VL dataset. For this reason, the GPS
poses employed for 3D reconstruction are interpolated with the information obtained by
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means of corrected VO measurements, with the aim of obtaining very precise trajectories
for correctly representing the 3D points captured by the LiDARs.
(5.8.1) Vehicle and sensors. (5.8.2) Diagram about cameras and LiDARs positions.
Figure 5.8: Sensors mounted in the car used for the CMU-CVG VL dataset.
Taking into account the configuration of the dataset, we present some examples of our
city-scale 3D LiDAR reconstructions in Figs. 5.9 and 5.10. The poses of the car are shown
in blue, the 3D points captured by the left LiDAR in green and the 3D points captured
by the right LiDAR in red. The depicted representations are processed by applying
some of the functionalities contained in the libraries provided by the Object-oriented
Graphics Rendering Engine 3D (OGRE 3D)2. These libraries are a scene-oriented, flexible
3D software written in C++. They are designed to make it easier and more intuitive for
developers to produce applications based on 3D graphics.
Moreover, we also use OGRE 3D to represent the street-view 3D LiDAR reconstruc-
tions shown in Figs. 5.11 and 5.12. Here, a color scale is used to depict the 3D points
depending on their distances to the camera pose. The two camera images that are as-
sociated with the reconstructed location are also presented in each case for a better
understanding of the scene. These examples demonstrate the possibilities of fusing visual
information with the data obtained by other sensors for improving the situational aware-
ness in life-long localization. The discussed 3D representations can be very helpful for
autonomous navigation in intelligent vehicles and mobile robots, because they provide a
more detailed perception of the environment.
In addition, probabilistic models are an interesting option for improving the perfor-
mance in long-term conditions [Arroyo et al., 2015a]. In this regard, 3D representations
based on Octomap [Hornung et al., 2013] can be applied, as shown in the example pro-
cessed for the CMU-CVG VL dataset in Fig. 5.13. The data structure of OctoMap is
focused on octrees, which enable a compact memory representation and multi-resolution
queries for 3D occupancy grid mapping. Besides, OctoMap models occupied areas as well
as free space, where unknown locations are implicit. While the distinction between free
and occupied space is essential for a safe navigation, the information about unknown areas
is important for tasks such as the autonomous exploration of an environment.
2OGRE 3D is currently available from: http://www.ogre3d.org/
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(5.9.1) City-scale 3D reconstruction.
(5.9.2) Detail of the 3D reconstruction (a).
(5.9.3) Detail of the 3D reconstruction (b).
Figure 5.9: 3D reconstructions using corrected poses in the CMU-CVG VL dataset (I). The poses of
the car are represented in blue, the 3D points captured by the left LiDAR in green and the 3D points
captured by the right LiDAR in red.
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(5.10.1) Detail of the 3D reconstruction (c).
(5.10.2) Detail of the 3D reconstruction (d).
(5.10.3) Detail of the 3D reconstruction (e).
Figure 5.10: 3D reconstructions using corrected poses in the CMU-CVG VL dataset (II). The poses of
the car are represented in blue, the 3D points captured by the left LiDAR in green and the 3D points
captured by the right LiDAR in red.
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(5.11.1) Example of street-view 3D reconstruction (a).
(5.11.2) Example of street-view 3D reconstruction (b).
Figure 5.11: Street-view 3D reconstructions in the CMU-CVG VL dataset (I). The two camera images
that are associated with the reconstructed location are depicted in each example.
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(5.12.1) Example of street-view 3D reconstruction (c).
(5.12.2) Example of street-view 3D reconstruction (d).
Figure 5.12: Street-view 3D reconstructions in the CMU-CVG VL dataset (II). The two camera images
that are associated with the reconstructed location are depicted in each example.
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(5.13.1) City-scale OctoMap reconstruction.
(5.13.2) Zoomed region in the OctoMap reconstruction.
Figure 5.13: 3D reconstruction using OctoMap in the CMU-CVG VL dataset. The area where a loop
closure is identified in the dataset is zoomed.
5.2.2.2 Examples of Application in the Oxford New College Dataset
The last experiments carried out in this section are focused on processing a 3D recon-
struction in the Oxford New College dataset. Here, 3D measurements are also acquired
by means of two vertically scanning LiDARs. For this reason, we have all the required el-
ements for solving our multi-sensor fusion SLAM problem using the information provided
in the dataset.
In this case, we directly show the 3D representation of the environment based on
OctoMap, as depicted in Fig. 5.14. This 3D reconstruction of the Oxford New College
dataset can be compared with the corrected VO poses previously presented in Fig. 5.4.2.
According to this, the importance of using loop closures for reducing the effects of the
accumulated drift can be observed. In addition, the fusion of the data computed by varied
sensors is essential in order to obtain a more robust and accurate 3D reconstructions.
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Figure 5.14: 3D reconstruction using OctoMap in the Oxford New College dataset.
5.3 Change Detection in Locations across the Seasons
Autonomous vehicles need frequent and efficient updates in the large-scale maps required
by them for life-long navigation. In this sense, the detection of changes in the appearance
of the places is an important localization task in long-term situations that is having a
growing interest in the community.
In this section, we introduce some examples of change detection related to a collab-
orative research carried out in the ambit of this thesis and published in [Alcantarilla
et al., 2016]. Here, it is proposed a system for performing structural change detection
in street-view videos captured by a vehicle-mounted monocular camera over time. The
described method chains a multi-sensor fusion SLAM and a dense 3D reconstruction
pipeline, which provide coarsely registered image pairs to a deep deconvolutional network
for pixel-wise change detection. The multi-sensor approach is similar to the previously
explained in Section 5.2.2, but in this case the 3D points are obtained by a camera-based
reconstruction instead of using LiDAR measurements, as depicted in the example pre-
sented in Fig. 5.15. The combination of dense geometry and accurate registration allows
images from different times to be warped into alignment with one another for change
detection comparison.
Although topological place recognition is not directly applied in the previously intro-
duced scheme, it can be used in future research in order to obtain the aligned images
needed for change detection. This approach would be more efficient than the applica-
tion of 3D reconstructions in order to obtain this alignment, because topological place
recognition normally requires a lower consumption of computational costs to be processed.
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Figure 5.15: Example of camera-based 3D reconstruction in the CMU-CVG VL dataset. These 3D
representations are used for change detection in the system presented in [Alcantarilla et al., 2016].
5.3.1 Examples of Application in the CMU-CVG VL Dataset
With the aim of understanding the complexity of change detection across the seasons,
Fig. 5.16 shows several examples corresponding to the ground-truth presented in [Alcan-
tarilla et al., 2016] for the CMU-CVG VL dataset.
(5.16.1) First image (a). (5.16.2) Second image (a). (5.16.3) Change detected (a).
(5.16.4) First image (b). (5.16.5) Second image (b). (5.16.6) Change detected (b).
(5.16.7) First image (c). (5.16.8) Second image (c). (5.16.9) Change detected (c).
Figure 5.16: Examples of change detection in the CMU-CVG VL dataset. Left and middle columns show
registered images from different instants of time, while right column depicts ground-truth structural
changes highlighted in red.
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5.4 Conclusions and Contributions
Along this chapter, we have described several techniques that represent an important
attainment to achieve a life-long localization in different research areas. The application
examples presented for the contributed approaches use topological place recognition with
the aim of improving the accuracy of the systems in long-term conditions.
In fact, the application of the methods explained in Chapters 3 and 4 is demonstrated
in varied cases. Firstly, visual place recognition is employed to detect the loop closures
appeared in the trajectory described by an autonomous vehicle or mobile robot. More-
over, the information about loop closures is very useful to correct the drift appeared in
localization measurements when long periods of time are taken into account. In this sense,
the pose estimations computed in VO or SLAM systems can be improved by means of
these techniques. The fusion of the corrected poses with other sensing technologies such
as GPS or LiDAR provides a precise perception of the environment, which is applied for
carrying out large-scale 3D reconstructions that are extremely helpful for increasing the
situational awareness required for a robust autonomous navigation.
In future works, applications derived from the use of topological localization in change
detection across seasons could be proposed, with the aim of reducing the computational
costs needed for the camera-based 3D reconstructions used in [Alcantarilla et al., 2016] for
the previous image alignment. Additionally, the application of semantic information can
be also studied for improving the performance of change detection, as exposed in recent
works such as [Kataoka et al., 2016].

Chapter 6
Final Conclusions and Future Works
This thesis has contributed to the state of the art within the area of life-long visual
localization using topological place recognition. The goal of this chapter is to describe
the main conclusions derived from this work and to discuss about the obtained results.
Besides, we also enumerate and explain the main contributions provided by the research
carried out along this dissertation. Finally, several future works are proposed in order to
continue the research line studied in this thesis.
6.1 Main Conclusions
The main conclusions associated with the work presented along this dissertation are the
following:
• The studied methods for life-long visual localization are a powerful tool for au-
tonomous navigation. However, driverless cars require a big amount of information
about the situational awareness of the environment to operate in long-term con-
ditions. Although camera-based systems provide important descriptions related to
the appearance of the scene, it is important to combine this information with the
acquired by other sensors, with the aim of achieving the dream of obtaining fully
autonomous vehicles available for any user.
• We have performed evaluations of our methods in several datasets focused on
long-term localization. Nevertheless, the acquisition and annotation of larger
amounts of data is required for carrying out tests as reliable as possible, because
autonomous driving needs a high safety. The research community demands publicly
available datasets focused on data mining, such as [Romera et al., 2016]. Besides,
the registration of synchronized measurements using varied sensors is important in
order to improve the scene understanding, as proposed in some datasets very recently
appeared [Carlevaris-Bianco et al., 2016,Maddern et al., 2016].
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• The specific topic of topological place recognition across the seasons is one of the
most important challenges currently studied in the life-long visual localization field.
In this sense, our work has presented different approaches that yield an acceptable
performance in this difficult situation. However, the research in this area should con-
tinue proposing new solutions for improving the performance even more, especially
in extreme conditions associated with occlusions derived from snow or vegetation,
environments traversed at night, drastic changes on the camera field of view and
dynamic objects on scene, which could be identified by means of change detection
algorithms.
• During the development of this thesis, the evolution of deep learning techniques
for image description has experienced an important growing and their characteristics
have been constantly improved. Although in this dissertation some approaches based
on CNNs have been presented, the possibilities of these methods are still being
broadly studied by the research community in computer vision. In fact, this research
line is currently the most promising in order to define accurate place recognition
methods.
• Life-long localization for embedded systems on vehicles or robots requires algorithms
that provide efficient solutions for long-term operation. According to this, the con-
sumption of computational resources and memory costs must be always considered.
In spite of the fact that GPGPU for embedded systems has been growing up in the
last years to reach real-time applications with CNNs, so far it is not possible in some
of the cases. Then, traditional hand-crafted descriptors should not be discarded at
the moment in embedded systems for autonomous driving or in other platforms with
limited resources (i.e., smartphones), because they can be more efficient in these
cases.
• This thesis is focused on camera-based systems, but we have also shown applications
in which other sensors such as GPS or LiDAR are employed. In these cases, the
accuracy in localization is clearly enhanced due to the fusion of the different sensors.
Furthermore, the usage of 3D reconstructions by means of fused information is in-
teresting in order to have a better perception of the environment and to improve the
scene understanding.
• A great part of the material described in this thesis is publicly available online for the
benefit of the research community (see Appendix A and B). We think that open access
is important in order to help future researchers in topics related to life-long visual
localization. Many state-of-the-art algorithms do not provide open implementations
and their evaluation is not always possible, so an open-source philosophy facilitates
the research progress in this field.
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6.2 Main Contributions
From the results obtained in previous chapters, we conclude that the main contributions
of this thesis are the following:
• A novel visual place recognition method based on hand-crafted features:
We have supplied our ABLE proposal [Arroyo et al., 2017], as it was described in
Chapter 3. The innovation contributed by this approach resides in the global de-
scription of sequences of images as binary codes, which are extracted from a LDB
or D-LDB descriptor and efficiently matched using the Hamming distance in an
ANN search. Besides, an illumination invariant technique is proposed for improving
the performance in changing lighting conditions. The application of the introduced
binary description and matching method provides a reduction of memory and com-
putational costs, which is necessary for a long-term operation. In addition, three
versions of this proposal have been designed with the aim of exploiting the advan-
tages of different types of cameras: monocular (ABLE-M) [Arroyo et al., 2015b],
stereo (ABLE-S) [Arroyo et al., 2014a] and panoramic (ABLE-P) [Arroyo et al.,
2014b]. The characteristics provided by the versions of ABLE allow a satisfactory
and efficient performance in life-long topological localization.
• A novel visual place recognition method based on CNN features: We have
supplied our CNN-VTL proposal [Arroyo et al., 2016a], as it was described in Chap-
ter 4. The novelties contributed by our approach are focused on the fusion of the
image information from multiple convolutional layers at several levels and granular-
ities, which is not considered in other state-of-the-art systems that typically trust in
individual layers [Sünderhauf et al., 2015b,Sünderhauf et al., 2015a]. In addition, the
redundant data of CNN features is compressed into a tractable number of bits for a
more efficient and robust life-long visual localization. The final descriptor is reduced
by applying simple compression and binarization techniques for fast matching using
the Hamming distance. The described techniques provide a high accuracy to the
method even in difficult situations derived from seasonal changes.
• An exhaustive study of results for topological place recognition: We have
contributed a wide set of results in long-term conditions in multiple tests carried
out over the St Lucia dataset, the Alderley dataset, the Nordland dataset, the
CMU-CVG VL dataset, the KITTI Odometry dataset and the Oxford New Col-
lege dataset. In these experiments presented along the results sections of Chap-
ters 3 and 4, we have demonstrated the satisfactory performance of ABLE and
CNN-VTL against the main state-of-the-art algorithms (WI-SURF, BRIEF-Gist,
FAB-MAP, SeqSLAM or the CNN-based approach presented in [Sünderhauf et al.,
2015a]), showing better results for all the cases. Besides, we have also evidenced the
concerns about efficiency for the different proposals. All these evaluations represent
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a broad study about multiple characteristics of varied problems in the state of the
art related to life-long visual localization, because it must be taken into account
that more than 3000 km are traversed in the tests between day and night, along the
months and across the four seasons of the year.
• Applications of topological place recognition in life-long localization: We
have contributed several applications of our methods over varied visual localiza-
tion problems, as it was shown in Chapter 5. Topological place recognition has
been employed for detecting loop closures and correcting SLAM and VO measure-
ments [Caramazana et al., 2016, Arroyo et al., 2016b]. In addition, we have used
this visual information for fusing it with GPS and LiDAR sensors in order to ob-
tain city-scale 3D representations of the environment, which are very useful for scene
understanding in probabilistic algorithms for long-term navigation [Arroyo et al.,
2015a]. Moreover, geometric change detection is studied with the aim of updating
the large-scale maps required by driverless cars [Alcantarilla et al., 2016]. All these
applications represent a wide range of contributions in multiple areas associated with
life-long visual localization.
• Open code provided to the community for life-long visual localization:
We trust in an open-source philosophy in order to give support to researchers in the
specific area of life-long visual localization for autonomous vehicles or mobile robots.
In this sense, the publication of open code is a clear advantage for the research
progress. For this reason, we have contributed the OpenABLE toolbox [Arroyo
et al., 2016b] in order to share with the research community some of the innovative
proposals derived from this thesis, as it is described in Appendix A. In addition, we
have also contributed a downloadable ground-truth for loop closure detection in the
KITTI Odometry dataset [Arroyo et al., 2014a], as it is presented in Appendix B.
6.3 Future Works
Here, we identify some of the future works that can be derived from the experiments,
contributions and conclusions of this dissertation, which are mainly the following:
• Full scene understanding for driverless cars: The study of techniques for
enhancing the perception of the environment is crucial for the evolution of intelligent
vehicles and mobile robots. In future works, vision-based paradigms for autonomous
driving similar to the proposed in [Ros et al., 2015] can be an interesting research area.
3D representations in city-scale urban scenarios can also help in this line [Alcantarilla
et al., 2013a]. In addition, the adequate fusion of multiple sensors information is a
topic that must be explored in further approaches in order to continue the progression
of current driverless cars [Bojarski et al., 2016,Google, 2017].
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• Semantic data for a better situational awareness in localization: In the
last years, algorithms for semantic segmentation have become a useful tool for iden-
tifying different elements on the scene. Some datasets for the benchmarking of the
proposed solutions (i.e., CityScapes [Cordts et al., 2016]) are promoting the evolution
of these techniques. In this regard, new approaches could be studied for 3D seman-
tic segmentation, as proposed in recent works such as [Vineet et al., 2015,Sengupta
and Sturgess, 2015,Wolf et al., 2015]. Some of these methods combine the visual
information with 3D data obtained by other sensors to enhance the semantic seg-
mentation [Zhang et al., 2015]. Besides, the information provided by means of this
semantic data can be used to enhance the description stage in future works related
to topological place recognition.
• More tests for topological localization based on end-to-end CNNs: In
this thesis, we design a solution for visual place recognition based on pre-trained
CNN descriptors, with the aim of demonstrating the transferability of this type of
features [Oquab et al., 2014, Yosinski et al., 2014]. However, methods focused on
end-to-end learning are also interesting, especially for optimizing the performance in
specific scenarios. According to this, proposals similar to the introduced in [Arand-
jelovic et al., 2016] can be considered in further research.
• Place recognition for aiding change detection in image alignment: The
detection of changes in the appearance of locations is having a growing interest in
the research community. This is due to its helpful application in map updating
for autonomous vehicles. Current solutions have obtained remarkable results using
3D reconstructions for obtaining the aligned images where the changes are evalu-
ated [Alcantarilla et al., 2016]. Nevertheless, approaches based on topological place
recognition can be studied to perform this task in a more efficient way. In addition,
it must be noted that images from Google Street View R© could be of interest for
change detection in order to carry out extensive tests, as deduced from works such
as [Arandjelovic et al., 2016].
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Toolbox for Application in Life-Long
Visual Localization of Autonomous
Vehicles
Visual information is a valuable asset in any perception scheme designed for an intelligent
transportation system. In this regard, the camera-based recognition of locations provides
a higher situational awareness of the environment, which is very useful for varied local-
ization solutions typically required by the research community in long-term autonomous
navigation, such as loop closure detection and VO or SLAM correction.
In this appendix, we present OpenABLE, an open-source toolbox contributed to the
community with the aim of helping researchers in the application of these kinds of life-long
localization algorithms. The implementation follows the philosophy of our topological
place recognition method named ABLE, which was described in detail in the Chapter 3 of
this dissertation. In addition, this open implementation includes several new features and
improvements. These functionalities allow to match locations using different global image
description methods and several configuration options, which enable the users to control
varied parameters in order to improve the performance of place recognition depending on
their specific problem requisites. The applicability of our toolbox in visual localization
purposes for intelligent vehicles and autonomous robots is validated by varied results,
jointly with comparisons to the main state-of-the-art methods.
The motivation of our toolbox is inspired by recent open projects for intelligent trans-
potation systems that have demonstrated to be a great public contribution to the com-
munity in their respective areas, such as the KITTI benchmark suite or the LIBVISO
libraries for VO. Our goal is that OpenABLE can also give support to researchers in the
specific area of life-long visual localization for autonomous vehicles or mobile robots.
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A.1 Overview: The OpenABLE toolbox
As discussed along this dissertation, vision-based methods for identifying locations based
on hand-crafted descriptors have been broadly studied in the recent past, especially after
the definition of proposals such as FAB-MAP or SeqSLAM. Some time after their formu-
lation, open implementations of FAB-MAP and SeqSLAM were released for the benefit of
the research community: OpenFABMAP and OpenSeqSLAM. Motivated by these con-
tributions, the OpenABLE toolbox described in this appendix also expects to assist in
future researches related to the new challenges associated with the novel trends appeared
in life-long visual localization for autonomous vehicles [Badino et al., 2011,Churchill and
Newman, 2012a,Bansal et al., 2014].
OpenABLE is a project that arises from the growing interest in an open-source philos-
ophy in research. Our main objective is to publicly share our toolbox with the intelligent
vehicles, robotics and computer vision communities, because it can be helpful for the
common progress of researchers in life-long visual localization topics. Due to this, the
code provided in OpenABLE1 can be freely employed and modified by the users, which
can also include our algorithms into a larger system or directly apply them over their
localization problems. In this sense, the toolbox contains varied novel configuration op-
tions to facilitate its utilization and it is easily adaptable to different applications and
specifications. In Fig. A.1, a general diagram about our toolbox is presented.
Figure A.1: OpenABLE logo and a general diagram. It graphically depicts how the application of our
toolbox can help in varied localization problems, such as loop closure detection and metric measurements
correction. The example showed in this case correspond to the recognition of a revisited location in the
sequence 06 of the KITTI Odometry dataset.
1More information, extra material, videos and source code about the OpenABLE toolbox are available from the website
of the project: http://www.robesafe.com/personal/roberto.arroyo/openable.html
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A.2 Novelties in OpenABLE
OpenABLE is something more than a simple open implementation of the original ABLE
method. The described toolbox contributes several new characteristics and varied func-
tionalities with the aim of providing a wide range of possibilities to the users of the
implemented code:
• Apart from the descriptors originally used by ABLE (LDB and D-LDB), OpenABLE
supplies implementations based on other hand-crafted features such as BRIEF,
BRISK, ORB, FREAK, SIFT, SURF and HOG.
• The typical Hamming matching commonly used for binary features is substituted by
a L2-norm when vector-based descriptors are chosen in the configuration options of
the toolbox (SIFT, SURF, HOG).
• An image description method based on multiple grids is now implemented, as well
as the common global description normally performed by ABLE.
• A thresholding functionality is provided for improving the filtering of loop closures
in the similarity matrix.
• Multi-camera approaches are also available. OpenABLE exploits the extra image
information procured in any case: monocular, stereo or panoramic.
In addition, OpenABLE has some other advantages with respect to similar toolboxes.
For instance, OpenFABMAP requires a previous training, while our toolbox is completely
training-free. Besides, our method has a better behavior for the changing fields of view
typically appeared in life-long visual localization for autonomous vehicles, which is one of
the weaknesses of OpenSeqSLAM, as evaluated in [Sünderhauf et al., 2013a] and in some
results presented in this thesis in Section 3.5.2.6.
A.3 Main Characteristics of the Toolbox
OpenABLE is developed in C++ because it is a standard programming language adapt-
able to varied system requirements. Although the code has been designed under a
Linux operating system, it is easily portable to other platforms such as Windows or
Mac OS. OpenCV 3.02 is required because some of the computer vision algorithms pro-
grammed in OpenABLE apply functionalities of these libraries. Furthermore, a file named
CMakeLists.txt is provided jointly with the code to facilitate the compilation of the tool-
box by using CMake3.
2OpenCV 3.0 is currently available from: http://opencv.org/
3CMake is currently available from: https://cmake.org/
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The core and main functions of the toolbox are contained in the source code files
named OpenABLE.h and OpenABLE.cpp. An evaluation program (Test_OpenABLE.h)
is supplied, where an image sequence or a video is processed to return the final distance
matrix, which is normalized between 0 and 1. The open code of the LDB descriptor
provided by its authors in [Yang and Cheng, 2014] is also included jointly with our own
implementation of D-LDB. In addition, a file named Config.txt is incorporated to easily
adapt the properties and functionalities of OpenABLE to the different interests of the
users.
A.4 Configuration Options
The configuration options provided by OpenABLE are explained in the following sections
because of their importance for the application of the toolbox in a varied range of possi-
bilities. Processing times are reported after execution to know the efficiency of an specific
configuration.
A.4.1 Configuration Parameters for Datasets
Some basic parameters are configurable to select the paths to the input recordings or
datasets that contain the images or videos used in the required visual localization tasks.
A.4.2 Configuration Parameters for Representation
The configuration options included in this group allow to define the paths where the
results generated by OpenABLE will be stored and some other representation features,
such as 12 ranges of colors to visualize the distance matrices.
A.4.3 Configuration Parameters for Description and Matching
Description and matching parameters are the most important for adapting the perfor-
mance of OpenABLE to the users’ priorities and they must be individually described in
detail in the following pages.
A.4.3.1 Camera_type
This option allows to select the type of camera used for acquiring the images applied
in the tests performed with OpenABLE: monocular (ABLE-M), stereo (ABLE-S) and
panoramic (ABLE-P).
A.4 Configuration Options 129
A.4.3.2 Description_type
This parameter lets to choose between a computation of features using a global or a
grid-based image description. In [Arroyo et al., 2014a], some results proved that the
application of grids can slightly improve the precision, but it also progressively increases
the computational cost.
A.4.3.3 Patch_size
The length of the square defined as patch for the image description process can be adjusted
in OpenABLE with this parameter. If a global description is used, the images are also
downsampled to this size. In [Arroyo et al., 2014b], it is evidenced how a patch of 64x64
can be enough for an effective and efficient visual place recognition based on hand-crafted
features.
A.4.3.4 Grid_x
It defines the number of horizontal grids applied over an image if grid-based description
is enabled.
A.4.3.5 Grid_y
It defines the number of vertical grids applied over an image if grid-based description is
enabled.
A.4.3.6 Panoramas
If the toolbox is configured for computing panoramic images, the number of subpanora-
mas considered in image processing can be selected using this parameter. This concept
was explained in detail in Section 3.4.3, where it is exposed how a cross-correlation of
subpanoramas can detect places revisited in an opposite direction (bidirectional loop clo-
sures).
A.4.3.7 Illumination_invariance
If this option is enabled, the illumination invariant technique is applied to improve the
robustness in changing lighting conditions. Its implementation is based on the formulation
introduced in Section 3.2.2.
A.4.3.8 Alpha
When illumination invariance is enabled, this parameter represents the value of α defined
in Eq. 3.2 of Section 3.2.2.
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A.4.3.9 Image_descriptor
Although ABLE originally applies LDB as core image descriptor (or D-LDB for stereo
images), OpenABLE allows to choose other binary features, such as BRIEF, BRISK, ORB
and FREAK. In addition, vector-based descriptors are also available, such as SIFT, SURF
and HOG. In these cases, a matching based on the L2-norm is internally computed by
default (see Eq. A.1), because vector-based features are not compatible with the Hamming
distance.
Mi,j = Mj,i =
√√√√ n∑
k=1
(dik − djk)2. (A.1)
A.4.3.10 Image_sequences
The length of the sequence of images used by OpenABLE is configurable. If the value
of this option is 1, single images are employed. A higher length gives better precision
in life-long localization. A detailed study of this was provided in Section 3.5.2.3. For
instance, a length of 300 is defined as proper for the Nordland dataset.
A.4.3.11 Threshold
This parameter allows to apply a threshold (θ) over the distance matrix calculated by
OpenABLE. The advantage of using this option is that loop closures can be better
detected, as shown in Fig. A.2.
(A.2.1) Before thresholding. (A.2.2) After thresholding.
Figure A.2: Distance matrices generated by OpenABLE before and after thresholding. The example
corresponds to the sequence 06 of the KITTI Odometry dataset. A standard stereo configuration is used
and a thresholding parameter of θ = 0.2.
A.5 Experiments and Results
ABLE was widely validated over several datasets and under varied long-term conditions
in the results presented in Chapter 3 for monocular, stereo and panoramic cameras. For
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this reason, in this section we only show some experiments that demonstrate that the
code implemented in OpenABLE is equally robust for life-long visual localization.
We have performed some tests using the Nordland dataset and the CMU-CVG VL
dataset, which are recorded in the most challenging long-term situations. Precision-recall
results are shown for one of the most difficult cases in both datasets: sequences acquired
in winter vs spring. These tests are presented in Fig. A.3, where OpenABLE is compared
against the other state-of-the-art toolboxes. OpenFABMAP and OpenSeqSLAM are ap-
plied using their standard configurations defined in [Glover et al., 2012] and [Sünderhauf
et al., 2013a], while OpenABLE uses the original parameters of the ABLE method in
this case, which were exposed along Chapter 3. The results evidence the better perfor-
mance of the proposals based on sequences of images (OpenSeqSLAM and OpenABLE).
Besides, our toolbox has a more favorable behavior in datasets with changes on the field
of view, such as the CMU-CVG VL dataset. These results corroborate the satisfactory
performance of OpenABLE for life-long localization.
(A.3.1) Norland dataset. (A.3.2) CMU-CVG VL dataset.
Figure A.3: OpenABLE vs state-of-the-art toolboxes. Precision-recall curves are depicted with the aim
of supporting the performance comparison in the Nordland and CMU-CVG VL datasets. The sequences
employed in the tests were recorded in winter and spring to validate the toolbox for life-long visual
localization. An illustrative frame from the sequences matched is shown in order to visually understand
the complexity of place recognition in each case.
A.6 Contributions and Conclusions
This appendix has formally presented OpenABLE, whose main characteristics and func-
tionalities have been explained in detail for facilitating the usage of this open-source tool-
box contributed to the research community. The satisfactory results have validated its per-
formance compared to other open toolboxes in the state of the art, such as OpenFABMAP
or OpenSeqSLAM. In addition, the practical application of our toolbox can be helpful
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in different life-long visual localization problems for intelligent vehicles or mobile robots,
which confirms that OpenABLE can be a useful resource for researchers in this topic.
The source code of OpenABLE is publicly available and it is completely customizable
by its users in order to adapt it to their own requirements. This is a clear advantage for
the research progress with respect to other localization methods that do not follow this
kind of open-source philosophy. In fact, some researchers have used our toolbox in their
own research during the last months. More specifically, some authors have designed a
method named FastABLE [Nowicki et al., 2016], which is derived from our research. In
this case, FastABLE is an adaptation of our method that is focused on indoor localization
using smartphones.
In the future, the code of OpenABLE will be maintained and updated when needed
in the Github4 repository of the project. Besides, other future improvements could be
focused on including powerful descriptors derived from CNNs, such as the described in
Chapter 4.
4The code repository of OpenABLE in GitHub is available from: https://github.com/roberto-arroyo/OpenABLE
Appendix B
Ground-truth Designed for Loop
Closure Detection in the KITTI
Odometry Dataset
The KITTI Odometry dataset has 22 sequences of stereo images that have been commonly
used along this thesis. These sequences include environments with different characteristics
and challenging situations such as perceptual aliasing, changes on scene and a considerable
amount of loop closures.
Nevertheless, there is not any specific ground-truth for loop closure detection in this
dataset. Besides, the KITTI Odometry dataset has GPS measurements that are only
available for 11 of the sequences.
According to the previous considerations, we have created this ground-truth for all
the sequences, which is described in Table B.1. There are 12 sequences that contain loop
closures, 21 of them unidirectional and 4 bidirectional in total. The ground-truth matrices
that we have created for this dataset are publicly available1.
Additionally, we depict the ground-truth maps derived from the available GPS data
in Fig. B.1 and Fig. B.2. As can be seen, these maps are not represented from sequences
11 to 21, because in these cases GPS measurements are not given. For this reason,
these sequences were manually annotated in the loop closure ground-truth presented in
Table B.1, with the aim of making possible their evaluation in our tests. In fact, the
results obtained along the different chapters of this dissertation for the KITTI Odometry
dataset can be compared to all the information presented in this appendix for a better
understanding of them.
1The ground-truth is available from: http://www.robesafe.com/personal/roberto.arroyo/downloads.html
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(B.1.1) Sequence 00. (B.1.2) Sequence 01.
(B.1.3) Sequence 02. (B.1.4) Sequence 03.
(B.1.5) Sequence 04. (B.1.6) Sequence 05.
Figure B.1: Ground-truth maps based on GPS for the KITTI Odometry dataset (I).
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(B.2.1) Sequence 06. (B.2.2) Sequence 07.
(B.2.3) Sequence 08. (B.2.4) Sequence 09.
(B.2.5) Sequence 10.
Figure B.2: Ground-truth maps based on GPS for the KITTI Odometry dataset (II).
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Table B.1: Ground-truth for loop closure detection in the KITTI Odometry dataset.
Sequence No. of frames Unidirectional loop closures Bidirectional loop closuresNo. Initial frames Loop frames No. Initial frames Loop frames
00 4541 5
0000 - 0099 4451 - 4528
0
0122 - 0196 1570 - 1635
0392 - 0412 2446 - 2460
0392 - 0941 3398 - 3844
2354 - 2460 3295 - 3418
02 4661 2 0933 - 1026 4205 - 4266 1 3332 - 3397 4566 - 46201810 - 1997 4404 - 4569
05 2761 3
0031 - 0121 2431 - 2512
00565 - 0787 1324 - 1530
0819 - 0885 2581 - 2627
06 1101 1 0000 - 0280 0835 - 1093 0
07 1101 1 0000 - 0013 1060 - 1067 0
08 4071 0 2 0075 - 0227 1640 - 17960726 - 0765 1422 - 1464
09 1591 1 0000 - 0023 1578 - 1590 0
13 3281 4
0000 - 0138 2152 - 2316
00000 - 0089 3188 - 32800553 - 0839 1633 - 1938
2152 - 2264 3188 - 3280
15 1901 1 0000 - 0086 1808 - 1900 0
16 1731 1 0000 - 0146 1614 - 1730 1 0023 - 0079 0798 - 0843
18 1801 1 0322 - 0493 1616 - 1800 0
19 4981 1 4246 - 4390 4812 - 4943 0
