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THE DIRICHLET PROBLEM FOR THE k-HESSIAN
EQUATION ON A COMPLEX MANIFOLD
TRISTAN C. COLLINS AND SEBASTIEN PICARD
Abstract. We solve the Dirichlet problem for k-Hessian equations on
compact complex manifolds with boundary, given the existence of a
subsolution. Our method is based on a second order a priori estimate
of the solution on the boundary with a particular gradient scale. The
scale allows us to apply a blow-up argument to obtain control on all
necessary norms of the solution.
1. Introduction
Nonlinear partial differential equations involving elementary symmetric
polynomials appear throughout differential geometry. We start by describing
the model setup, and then specialize to the setting of the current paper and
discuss how the σk operator arises in complex differential geometry.
Let λ = (λ1, . . . , λn) ∈ Rn. For k ∈ {1, . . . , n}, we will denote the k-th
elementary symmetric polynomial by
σk(λ) =
∑
16j1<j2<···<jk6n
λj1 · · ·λjn .
As it will be convenient later, we will also sometimes use the convention
σ0(λ) = 1 and σℓ(λ) = 0 for ℓ > n.
Let Ω ⊂ Rn be a bounded domain with smooth boundary. Let ψ : Ω→ R
with ψ > 0 and ϕ : ∂Ω → R be given smooth functions. The Dirichlet
problem for the σk operator seeks a function u : Ω→ R solving
(1.1)
σk(λ) = ψ(x),
u|∂Ω = ϕ.
where λ = (λ1, . . . , λn) are the eigenvalues of D
2u. As for many nonlinear
equations, we must restrict our search to admissible functions u in order
to ensure the ellipticity of (1.1). In this case, the admissibility condition
requires that λ(D2u) ∈ Γk, where the set Γk ⊂ Rn is defined by
Γk = {λ ∈ Rn : σ1(λ) > 0, . . . , σk(λ) > 0}.
It is a result of G˚arding [27] that Γk is a convex cone. After early work by
[6, 9, 44, 45, 51], this problem was solved for a unique admissible solution by
T.C.C is supported in part by NSF grant DMS-1810924 and an Alfred P. Sloan
Fellowship.
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Caffarelli-Nirenberg-Spruck [8] under the condition that the boundary ∂Ω
is (k − 1)-convex. The proof of Caffarelli-Nirenberg-Spruck [8] was subse-
quently simplified by Trudinger [71].
In [30, 31], B. Guan replaced the condition of (k − 1)-convexity of the
boundary by the condition that the domain should admit a subsolution u.
This argument no longer relies on the shape of the boundary, and has found
applications in geometric problems e.g. [15, 35, 38, 39, 63]. We will adopt
the subsolution approach rather than impose a condition on the boundary of
our space. We note that the Dirichlet problem for an arbitrary domain may
not admit an admissible solution without such a condition, as can be seen
in the simplest case of k = n with constant boundary data, which forces the
domain to be convex.
The Dirichlet problem (1.1) can also be studied when λ is the vector of
eigenvalues of the complex Hessian
√−1∂∂u. The Dirichlet problem for
complex k-Hessian equations in a domain Ω ⊂ Cn was solved by Vinacua
[72] and Li [52] building on earlier work of [7, 10, 31]. This paper concerns
the global version of this result on complex manifolds.
In complex geometry, the problem takes the following form. Let (X,α) be
a compact complex manifold with Hermitian metric α. Let [χ] ∈ H1,1BC(X,R)
be a given Bott-Chern cohomology class. Recall that
H1,1BC(X,R) =
{α ∈ Ω1,1(X,R)}
{√−1∂∂f : f ∈ C∞(X,R)} .
Suppose [χ] admits a representative, denoted χ, which is k-positive, meaning
that the eigenvalues of χ with respect to α lie in the cone Γk. In this case,
we say that [χ] is a k-positive class. For example, when k = n, an n-positive
class is a Ka¨hler class. We now ask: given ψ a positive smooth function,
does there exist a representative χ′ ∈ [χ] with prescribed measure
χ′k ∧ αn−k = ψαn.
This is a nonlinear equation for a potential function u, which can be written
as
(1.2) (χ+
√−1∂∂u)k ∧ αn−k = ψ αn.
On a complex manifold with non-empty boundary ∂X, we must also pre-
scribe boundary data
u|∂X = ϕ,
where ϕ ∈ C∞(∂X,R) is a given function.
When k = n, equation (1.2) is the complex Monge-Ampe`re equation,
which was solved by S.-T. Yau [76] on closed Ka¨hler manifolds in the res-
olution of the Calabi conjecture. The analogous problem for the com-
plex Monge-Ampe`re equation on closed Hermitian manifolds was solved by
Tosatti-Weinkove [69, 70]. On the other hand, the Dirichlet problem for the
complex Monge-Ampe`re equation on manifolds with boundary was studied
3by Cherrier-Hanani [11] on strongly pseudoconvex manifolds, and solved by
Guan-Li [33] on manifolds admitting a subsolution. For an overview of the
vast field of complex Monge-Ampe`re equations, we refer the reader to the
survey of Phong-Song-Sturm [64].
When k = 1, the equation becomes a linear PDE whose solvability is well-
known. For 1 < k < n, equations of this type were discovered by Fu-Yau
in connection to the Hull-Strominger system of heterotic string compacti-
fications [26]. See e.g. [12, 25, 58, 59, 60, 61] for the study of k-Hessian
equations in the context of Fu-Yau compactifications.
In [3], B locki developed a pluripotential theory for complex k-Hessian
equations in a domain in Cn. Since then, the theory of weak solutions
of complex Hessian equations has been extended to closed complex mani-
folds [18]. There has been much recent work on weak solutions to complex
k-Hessian equations, in particular aimed at develoing a potential theory par-
allel to the Bedford-Taylor [2] theory of complex Monge-Ampe`re equations;
see e.g. [18, 20, 53, 54, 40, 48, 56] and the references therein.
Concerning strong solutions of (1.2), after initial progress by Hou [42],
Kokarev [47] and Jbilou [46], the problem on Ka¨hler manifolds without
boundary was solved in 2012 by combining the Liouville theorem of Dinew-
Ko lodziej [19] with the second order estimate of Hou-Ma-Wu [43]. The
corresponding problem on Hermitian manifolds was solved by D.K. Zhang
[74] and Sze´kelyhidi [67]. The second order estimate has since been refined
and extended in various directions, see e.g. [21, 22, 62, 57].
After the solution of Dinew-Ko lodziej/Hou-Ma-Wu on closed Ka¨hler man-
ifolds, the remaining problem was to solve the Dirichlet problem for equation
(1.2) on complex manifolds with boundary. Gu and Nguyen [29] were able
to obtain smooth solutions on a small ball, and use these solutions together
with a balayage argument to obtain continuous solutions when α is locally
conformally Ka¨hler. Feng-Ge-Zheng [24] considered a more general class of
equations and reduced the problem to obtaining an a priori estimate on the
gradient of the solution. However, obtaining an a priori gradient estimate
for complex k−Hessian equations on manifolds via the maximum principle
is a known open problem in the field. To our knowledge, the only result so
far when 1 < k < n is the work of X.-W. Zhang [75] where the gradient
estimate is obtained under the assumption that χ+
√−1∂∂u > 0.
In this paper, we solve the Dirichlet problem for (1.2). Rather than use
the maximum principle for the gradient estimate, we use a blow-up argument
and apply the Liouville theorem of Dinew-Ko lodziej [19]. For this to work,
the second order estimate needs to scale correctly. Namely, we require
sup
X
‖√−1∂∂u‖(X,α) 6 C(1 + sup
X
‖∇u‖2(X,α)),
where the constant C only depends on the background data and is indepen-
dent of the solution u. Thus the main difficulty is shifted from obtaining
a gradient estimate to obtaining a second order estimate with a particular
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scale. Our main contribution is to obtain this estimate on the boundary
∂X, which allows us to solve the Dirichlet problem. A similar argument,
restricted to the setting of the complex Monge-Ampe`re equation, appears in
[4]. Our main theorem is
Theorem 1.1. Let (X,α) be a compact Hermitian manifold with boundary.
Let χ ∈ Γk(X,α) be a (1, 1) form, ψ ∈ C∞(X) a smooth function satisfying
ψ > c > 0, and ϕ ∈ C∞(∂X,R). Suppose there exists a subsolution u ∈
C∞(X,R) satisfying
σk(λ) > ψ, u|∂X = ϕ
where λ ∈ Γk are the eigenvalues of χ +
√−1∂∂u with respect to α. Then
there exists a unique u ∈ C∞(X,R) solving the equation
σk(λ) = ψ, u|∂X = ϕ,
with λ ∈ Γk, where λ denotes the eigenvalues of χ +
√−1∂∂u with respect
to α.
The paper is organized as follows. In §2, we establish notation and use
the continuity method to reduce Theorem 1.1 to obtaining a priori estimates
on the solution. In §3, we recall various estimates which are known in the
literature and will be used in the proof. In §4-5, we prove the boundary C2
estimate. The most intricate part of the argument is the double normal esti-
mate in §5, and here we build on the technique of Caffarelli-Nirenberg-Spruck
[8]. Finally, in §6 we combine the Liouville theorem of Dinew-Ko lodziej [19]
with a blow-up argument to complete the proof.
Acknowledgements: The authors are grateful to D. H. Phong and X.
Zhang for helpful comments and suggestions.
2. Setup
2.1. Notation. Let (X,α) be a compact complex manifold with Hermitian
metric α and non-empty boundary ∂X. In local coordinates, we write
α =
√−1αk¯jdzj ∧ dz¯k
and αjk¯ for the inverse of αk¯j , so that α
ik¯αk¯j = δ
i
j . Covariant derivatives
∇ will be with respect to the Chern connection of α, which acts on sections
W ∈ Ω1,0(X) by
(2.1) ∇iWk = ∂iWk − ΓrikWr, ∇i¯Wk = ∂i¯Wk,
with Γrik = g
rℓ¯∂igℓ¯k.
Let χ ∈ Ω1,1(X,R) be a differential form of type (1, 1), written in local
coordinates as χ =
√−1χk¯jdzj ∧ dz¯k. We say
χ ∈ Γk(X,α)
if the vector of eigenvalues of the hermitian endomorphism αik¯χk¯j lies in the
Γk cone at each point.
5Let χ ∈ Γk(X,α), let ψ > c > 0 be a smooth positive function on X, and
let ϕ ∈ C∞(∂X,R). We seek a potential function u ∈ C∞(X,R) solving the
equation
σk(λ) = ψ, u|∂X = ϕ,
where λ = (λ1, . . . , λn) ∈ Γk are the eigenvalues of the endomorphism
hij = α
ik¯(χk¯j + uk¯j).
When forming a vector out of eigenvalues of an endomorphism, we will use
the ordering
λn 6 λn−1 6 · · · 6 λ1.
A subsolution u to our Dirichlet problem is a smooth function satisfying
σk(λ) > ψ, u|∂X = ϕ,
where λ ∈ Γk are the eigenvalues of αik¯(χk¯j + uk¯j).
We define the tensor
σpq¯k =
∂σk
∂hrp
αrq¯,
and also use the notation
F = σpq¯k αq¯p.
Here the notation ∂σk∂hrp means the derivative of σk regarded as a function on
hermitian matrices. At a diagonal matrix hij, we have the formula [1]
(2.2)
∂σk
∂hij
= δij
∂σk
∂λi
.
Therefore, at a point p ∈ X where αk¯j = δkj and hij = λjδij , then
σpq¯k = σk−1(λ|p)δpq, F =
∑
p
σk−1(λ|p).
Here we use the notation (λ|i) ∈ Rn for the vector where the i-th component
of λ has been replaced by 0, which allows us to write
∂σk
∂λi
= σk−1(λ|i).
It will be convenient to denote
K = 1 + ‖∇u‖2L∞(X,α).
Finally, we note that we will use the usual convention where C denotes a
constant which may change line by line, but is only allowed to depend on
(X,α), χ, ψ, ϕ, u.
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2.2. Continuity Method. Our goal is to prove the following a priori esti-
mate. This will allow us to use the continuity method to solve the Dirichlet
problem.
Theorem 2.1. Let (X,α) be a compact Hermitian manifold with boundary.
Let χ ∈ Γk(X,α) be a (1, 1) form, ψ ∈ C∞(X) a smooth function satisfying
ψ > c > 0, and ϕ ∈ C∞(∂X,R). Suppose u ∈ C4(X,R) solves the equation
σk(λ) = ψ, u|∂X = ϕ,
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Suppose
there exists a subsolution u ∈ C∞(X,R) satisfying
σk(λ) > ψ, u|∂X = ϕ
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Then
‖u‖L∞(X) + ‖∇u‖L∞(X,α) + ‖
√−1∂∂u‖L∞(X,α) 6 C,
where C depends on (X,α), χ, u, and ‖ψ‖C2 and infX ψ.
We now give the standard argument which shows that this a priori esti-
mates implies the main theorem (Theorem 1.1).
For a parameter t ∈ [0, 1], we consider the family
(2.3) σk(λt) = ψt := tψ + (1− t)σk(λ), ut|∂X = ϕ,
where λt ∈ Γk are the eigenvalues of αjk¯(χk¯j + (ut)k¯j). Let α ∈ (0, 1) to be
determined later, and define
S = {t ∈ [0, 1] : there exists ut ∈ C4,α(X,R), with λt ∈ Γk, solving (2.3)}.
The function u0 = u solves the equation at t = 0, hence S is non-empty. The
linearization of the operator u 7→ σk(λ) at λ ∈ Γk is the complex Laplacian
using the Hermitian metric whose inverse is σpq¯k (λ). Since this operator is
invertible, we have that S is an open set by the implicit function theorem.
To show S is closed, we use the a priori estimates. Let ti ∈ S be a
sequence converging to some t∞ ∈ [0, 1]. We have ψt > ψ = ψ1 > a > 0 and
so
σk(λ) > tψ + (1− t)σk(λ) > a > 0,
hence u is a subsolution along the continuity path. By Theorem 2.1, we
have that
‖uti‖L∞(X) + ‖∇uti‖L∞(X,α) + ‖
√−1∂∂uti‖L∞(X,α) 6 C
uniformly along the path. This estimate implies that we have uniform ellip-
ticity
C > σk−1(λt|i) > C−1,
of the linearized σk operator along the path. The uniform ellipticity can be
seen by the inequality (3.6), which will be discussed later.
By the envelope trick of Y. Wang [73], as generalized in [68] (see also
[13]), we can extend σ
1
k
k to a concave operator on the set of real symmetric
7matrices, which remains uniformly elliptic along the continuity path. To
obtain C2,α estimates, we can now invoke the Evans-Krylov theorem [23,
49, 50] in the interior of X, and the Krylov theorem [50] near the boundary
∂X (see [16, Theorem 7.1], or alternatively [65]). Therefore
‖uti‖C2,α(X) 6 C.
Differentiating the equation now gives a uniformly elliptic PDE with uni-
formly Ho¨lder coefficients. Applying the Schauder estimates gives
‖uti‖C4,α(X) 6 C.
We can now take convergent subsequence to a limiting function u∞ ∈ C4,α
which solves the equation at t∞. Since S is nonempty, open and closed,
S = [0, 1].
This gives the existence of a C4,α solution to the Dirichlet problem. By
differentiating the equation and invoking Schauder theory, we see that this
solution is in fact smooth. Uniqueness follows from the maximum principle.
This proves Theorem 1.1 given Theorem 2.1.
3. Preliminary Estimates
In this section, we suppose u satisfies σk(λ) = ψ > c > 0 with λ ∈ Γk
and u|∂X = ϕ, and recall several estimates which are well-known in the
literature. We start with the maximum principle.
Lemma 3.1. [8] Let X be a compact complex manifold with boundary. Sup-
pose v : X → R is a smooth function such that the vector of eigenvalues of
α−1(χ +
√−1∂∂v) lies outside the set {λ ∈ Γk : σk(λ) > ψ} at all points
x ∈ X, and u 6 v on ∂X. Then
u 6 v
on X.
Proof: Suppose u > v at some point in X, so that u − v attains a maxi-
mum at a point p in the interior of X. Then D2u(p) 6 D2v(p). Choose
normal coordinates for α, and let λ(p) = (λ1, . . . , λn) be the eigenvalues of
α−1(χ +
√−1∂∂u), arranged in decreasing, and let µ(p) = (µ1, . . . , µn) be
the eigenvalues of α−1(χ+
√−1∂∂v), arranged in decreasing order. By the
Weyl inequality
λi 6 µi, i ∈ {1, . . . , n}.
Since λ(p) is in {λ ∈ Γk : σk(λ) > ψ}, so is µ(p). This is a contradiction.

Let u be a subsolution, which satisfies σk(λ) > ψ and u|∂X = ϕ. Let b(z)
be a function satisfying
αjk¯(χk¯j + ∂j∂k¯b) = 0, b|∂X = ϕ.
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Such a function can be constructed by solving the linear equation with
homogeneous boundary condition
αjk¯∂j∂k¯ b˜ = −αjk¯(χk¯j + uk¯j), b˜|∂X = 0
and then letting b = b˜+ u.
Note that σ1(λ) > 0 since λ ∈ Γk. By the comparison principle,
(3.1) u 6 u 6 b,
and u = u = b on ∂X. We obtain
Lemma 3.2. In the setting of Theorem 2.1 we have the following estimates
(3.2) sup
X
‖u‖L∞ 6 C,
(3.3) sup
∂X
‖∇u‖(∂X,α|∂X ) 6 C.
where C depends on (X,α), χ, u.
Indeed, to see the boundary gradient estimate, fix a point p ∈ ∂X, and
let tα denote coordinates tangential to ∂X at p, and xn a coordinate parallel
the inner normal direction. We have ∂tα(u − u) = 0, ∂xn(u − u) > 0, and
∂xn(b−u) > 0 at the point p, which implies the boundary gradient estimate.
It was first proved by Hou-Ma-Wu [43] that complex Hessian equations on
closed complex manifolds satisfy an a priori estimate on the complex Hessian√−1∂∂u. This was generalized to the Hermitian case by [67, 74]. Sze´kelyhidi
[67] further generalized this estimate to a wide class of nonlinear equations
on closed Hermitian manifolds. Using the notation of [67], consider the test
function
G = log λ1 + ϕ(|∇u|2) + ψ(u),
with
ϕ(t) = −1
2
log(1− t/2K), ψ(t) = −2At+ Aτ
2
t2,
for constants A, τ depending on (X,α), χ, ψ. If G attains a maximum
in the interior of X, we may apply the maximum principle argument of
(Proposition 13, [67]) and obtain the estimate
sup
X
‖√−1∂∂u‖(X,α) 6 CK,
where C depends on (X,α), u, ϕ, |ψ 1k |C2(X), and χ. Next, we consider the
case when G attains a maximum on the boundary of X.
sup
X
[
log λ1 + ϕ(|∇u|2) + ψ(u)
]
6 sup
∂X
[
log λ1 + ϕ(|∇u|2) + ψ(u)
]
.
In that case, ‖√−1∂∂u‖(X,α) can be estimated by its supremum on the
boundary. We can thus conclude from the Hou-Ma-Wu maximum principle
9Proposition 3.3. Let (X,α) be a compact Hermitian manifold with bound-
ary. Let χ ∈ Γk(X,α) be a (1, 1) form, ψ ∈ C∞(X) a smooth function
satisfying ψ > 0, and ϕ ∈ C∞(∂X,R). Suppose u ∈ C4(X,R) solves the
equation
σk(λ) = ψ, u|∂X = ϕ,
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Suppose
there exists a subsolution u ∈ C∞(X,R) satisfying
σk(λ) > ψ, u|∂X = ϕ
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Then
(3.4) ‖√−1∂∂u‖L∞(X,α) 6 C(1 + sup
∂X
|√−1∂∂u|+ sup
X
|∇u|2),
where C depends on (X,α), u, ϕ, |ψ 1k |C2(X), and χ.
Our main task is to estimate ‖√−1∂∂u‖ on the boundary ∂X, which will
be done in the following sections.
Before proceeding, we note a few more inequalities of elementary sym-
metric polynomials which will be used. For λ in the cone Γk, we have the
generalized Newton-Maclaurin inequalities
(3.5)
(
Hk
Hs
)1/(k−s)
6
(
Hℓ
Hr
)1/(ℓ−r)
, Hk =
σk(λ)(n
k
) ,
provided k > s > 0, ℓ > r > 0, and k > ℓ, s > r (see e.g. [66]).
Let λ = (λ1, . . . , λn) ∈ Γk be ordered such that λ1 > . . . > λn. Then
λ1 > 0. As noted in Hou-Ma-Wu [43], we can estimate
(3.6) σk−1(λ|1) > k
n
σk(λ)
λ1
.
Indeed, following [43], rearranging the identity σk = λ1σk−1(λ|1) + σk(λ|1)
gives
(3.7) λ1σk−1(λ|1) = σk − σk(λ|1).
By the generalized Newton-Maclaurin inequalities
σk(λ|1)
σ1(λ|1) 6
n− k
k(n− 1)σk−1(λ|1).
Since σ1(λ|1) 6 (n− 1)λ1, we obtain
σk(λ|1) 6
(n
k
− 1
)
λ1σk−1(λ|1),
and substituting this into (3.7) gives (3.6).
As a consequence of (3.6), for every index i ∈ {1, . . . , n},
(3.8) σk−1(λ|i) > 0,
since σk−1(λ|i) > σk−1(λ|1).
Next, as stated in [32], we have the following
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Lemma 3.4. Suppose λ ∈ Γk. Then, for any λ ∈ Γk, index r, and ε > 0,
we may estimate
(3.9)
∑
i
σk−1(λ|i)|λi| 6 ε
∑
i 6=r
σk−1(λ|i)λ2i +
C
ε
∑
i
σk−1(λ|i) + C,
where C depends on n and σk(λ).
Proof. Let us recall the proof from [32, 36]. We will use the notation σi¯ik =
σk−1(λ|i). We write ∑
i
σi¯ik |λi| = σrr¯k |λr|+
∑
i 6=r
σi¯ik |λi|.
If λr > 0, then by concavity of log σk [8],∑
i
σi¯ik (λi − 1) 6 σk[log σk(λ)− log σk(1)] 6 C,
hence
σrr¯k λr 6 C +
∑
σi¯ik +
∑
k 6=r
σi¯ik |λi|.
It follows that∑
i
σi¯ik |λi| 6 C +
∑
σi¯ik + 2
∑
i 6=r
σi¯ik |λi| 6 ε
∑
i 6=r
σi¯ik λ
2
i +
C
ε
∑
σi¯ik + C,
which proves (3.9). Otherwise, we have λr 6 0. In this case, σ
rr¯
k λ
2
r 6 σ
nn¯
k λ
2
n,
and
(3.10)
∑
i
σi¯ik |λi| 6
ε
2(n− 1)σ
nn¯
k λ
2
n +
ε
2
∑
i 6=r
σi¯ik λ
2
i +
C
ε
∑
σi¯ik ,
for some constant C. Since∑
i 6=n
σi¯ik λi = kσk + σ
nn¯
k |λn| > σnn¯k |λn|,
we have
(σnn¯k )
2λ2n 6

∑
i 6=n
σi¯ik



∑
i 6=n
σi¯ik λ
2
i

 .
Therefore
σnn¯k λ
2
n 6 (n− 1)
∑
i 6=n
σi¯ik λ
2
i ,
which leads to
σnn¯k λ
2
n 6 (n− 1)
∑
i 6=r
σi¯ik λ
2
i .
since σrr¯k λ
2
r 6 σ
nn¯
k λ
2
n. Substituting into (3.10) proves (3.9). 
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Lastly, we note a useful inequality. Let A = [Ak¯j ] be an n× n Hermitian
matrix with eigenvalues (λ1, . . . , λn), ordered such that λ1 > . . . > λn, and
let (f1, . . . , fn) be a vector with components ordered such that 0 6 f1 6
. . . 6 fn. Then
(3.11)
∑
i
fiAi¯i >
∑
i
fiλi.
Indeed, by the Schur-Horn theorem [41], the vector (A1¯1, A2¯2, . . . , An¯n) of
the diagonal entries of A is a convex combination of vectors of the form
(λσ(1), . . . , λσ(n)), where σ is a permutation. Inequality (3.11) can also be
found in [55].
4. Boundary Mixed Normal-Tangential Estimates
The goal of this section is to prove an estimate for the mixed normal-
tangential derivatives. Before stating the result precisely, let us introduce
some notation.
4.1. Setup. Let p ∈ ∂X be a point inside a boundary chart Ω. We choose
coordinates z = (z1, · · · , zn) such that p corresponds to the origin and
αk¯j(0) = δkj. The defining function of the boundary will be denoted by
ρ, so that
(4.1) ∂X ∩ Ω = {ρ = 0}, Ω ⊆ {ρ 6 0}, dρ 6= 0 on ∂X.
Let
T 1,0p ∂X = Tp∂X ∩ JTp∂X = {V ∈ T 1,0p X : V (ρ) = 0}.
We orthogonally rotate our coordinates such that
T 1,00 ∂X = Span
{
∂
∂z1
, . . . ,
∂
∂zn−1
}
,
and xn is in the direction of the inner normal vector at the origin, while
preserving αk¯j(0) = δkj. We can then Taylor expand ρ to obtain
ρ = ρxn(0)x
n +O(|z|2).
After replacing ρ with ρ−ρxn(0)
, we obtain
(4.2) ρ = −xn +O(|z|2).
We denote zi = xi +
√−1yi and
tα = yα, α ∈ {1, · · · , n}, tn+α = xα, α ∈ {1, · · · , n− 1}.
By the implicit function theorem, there exists a function ζ(t) such that
ρ(t, ζ(t)) = 0.
Since u = u on ∂X, the tangential derivatives of u can be estimated. Indeed,
differentiating the equation above gives the relation
(4.3) ∂tα(u− u) = −∂xn(u− u)∂tαζ
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on ∂X, and
(4.4) ∂tα∂tβ (u− u)(0) = −∂xn(u− u)(0)ρtαtβ (0)
and hence
|∂tα∂tβu(0)| 6 C,
where C only depends on (X,α), χ, u, by the gradient estimate (3.3). The
goal of this section is to prove
Proposition 4.1. In the setting of Theorem 2.1, and with the above nota-
tion, there is a constant C, depending only on (X,α), u, ϕ, |ψ|C2(X), infX ψ,
and χ so that the following estimate holds
(4.5) |hn¯i|(0) 6 CK1/2,
where we recall the notation K = 1 + ‖∇u‖2L∞(X,α).
A related estimate, with a different power of K in a more general setting,
is obtained in [24]. The power of K1/2 here is crucial for later arguments,
and this K1/2 estimate generalizes the mixed normal-tangential estimate
derived in [4] for complex Monge-Ampe`re equations.
4.2. First barrier. Let d denote the distance function to ∂X. Define, for
N ≫ 1 and c0 > 0 to be determined, the following barrier function due to
B. Guan [31]
(4.6) v = (u− u) + c0d−Nd2.
This barrier was also used in other works on nonlinear PDE in complex
geometry, e.g. [14, 15, 24, 33, 34, 37, 29]. We will use the notation
Ωδ = Ω ∩ {|z| < δ},
for δ > 0 to be determined. The radius δ will at least be small enough such
that the distance function d is C2 in Ωδ. (e.g. Lemma 14.16 in [28])
Lemma 4.2. There exists c0, N, δ, τ > 0 depending on (X,α), χ, u, supX ψ, infX ψ,
such that v : Ωδ → R defined by (4.6) satisfies
(4.7) σpq¯k ∂p∂q¯v 6 −τ(1 + F),
and
v > 0.
Proof: We compute
σpq¯k ∂p∂q¯v = σ
pq¯
k ∂p∂q¯(u− u) + c0σpq¯k ∂p∂q¯d
−2Nσpq¯k ∂pd∂q¯d− 2Ndσpq¯k ∂p∂q¯d.(4.8)
We will show (4.7) by working at a point with coordinates such that αk¯j =
δkj and h
i
j = λjδ
i
j. We start by writing
σpq¯k ∂p∂q¯(u− u) = σpp¯k (λp − (χp¯p + up¯p)).
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The eigenvalues of χ+
√−1∂∂u are denoted by λ and ordered λn 6 · · · 6 λ1.
On the other hand, σ11¯k (λ) 6 · · · 6 σnn¯k (λ). By the Schur-Horn theorem
(3.11),
σpp¯k (χp¯p + up¯p) > σ
pp¯
k λp,
and
σpq¯k ∂p∂q¯(u− u) 6 −τF + σpp¯k (λp − (λp − τ)),
for any τ > 0. Choose τ > 0 such that
λ− τ1 ∈ Γk,
where 1 = (1, . . . , 1). Since log σk is convex on Γk [8, 27],∑
p
σpp¯k
σk
(λ)[λp − (λp − τ)] 6 log σk(λ)− log σk(λ− τ1).
Therefore
(4.9) σpq¯k ∂p∂q¯(u− u) 6 −τF +C(sup
X
ψ, λ).
Next, since d is smooth in Ωδ for small enough δ > 0, we estimate
(4.10) c0σ
pq¯
k ∂p∂q¯d− 2Ndσpq¯k ∂p∂q¯d 6 c0CF +NdCF .
We also estimate
(4.11) − 2Nσpq¯k ∂pd∂q¯d 6 −2Nσ11¯k |∂d|2 = −
N
2
σ11¯k ,
since σ11¯k 6 σ
i¯i
k for any index i and |∂d| = 12 for the distance function.
Substituting (4.9), (4.10), (4.11) into (4.8), we obtain
σpq¯k ∂p∂q¯v 6 −τF −
N
2
σ11¯k + C(c0 +Nd)F + C.
In Ωδ we can find a constant A, depending only on (X,α) such that d 6 A|z|.
Then, if
(4.12) (c0 +NAδ) 6
τ
4C
,
then
(4.13) σpq¯k ∂p∂q¯v 6 −
3τ
4
F − N
2
σ11¯k + C.
Next, we write
−τ
2
F − N
2
σ11¯k = −
∑
i
σk−1(λ|i)qi
where
q =
1
2
(τ +N, τ, . . . , τ) .
The G˚arding inequality [27], which is∑
i
σk−1(λ|i)qi > kσk(λ)(k−1)/kσk(q)1/k,
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implies
−τ
2
F − N
2
σ11¯k 6 −kσk(λ)(k−1)/kσk(q)1/k.
We can calculate
σk(q) =
1
2k
[
τk−1(τ +N)
(
n− 1
k − 1
)
+ τk
(
n− 1
k
)]
>
Nτk−1
2k
.
Therefore, if
(4.14) N1/k >
2
k
(
1
τψ
)(k−1)/k (
C +
τ
4
)
,
then
−τ
2
F − N
2
σ11¯k 6 −C −
τ
4
.
By (4.13), we then have
σpq¯k ∂p∂q¯v 6 −
τ
4
(1 + F).
We can rename τ4 to τ to get the stated inequality (4.7).
Lastly, we note that v > 0. Indeed, since u 6 u by the maximum principle,
we have
v > d(c0 −Nd).
As before we can estimate d(z) 6 A|z|. Therefore v > 0 in Ωδ, provided
(4.15) δ 6
c0
AN
.
The lemma follows by choosing constants c0, N, δ satisfying (4.12), (4.14)
and (4.15). 
4.3. Tangential derivatives. Let α ∈ {1, . . . , 2n−1}. We define in Ωδ the
real vector fields
Tα =
∂
∂tα
− ρtα
ρxn
∂
∂xn
.
These are tangential to the level sets of ρ, i.e. Tα(ρ) = 0.
In this section, we will use the notation E to denote terms which can be
estimated by
|E| 6 C(1 +K1/2)F + C
∑
i
σk−1(λ|i)|λi|+ C,
where as usual C is only allowed to depend on (X,α), χ, u.
Lemma 4.3. There exists δ > 0 depending on (X,α) such that we can
estimate
(4.16)
∣∣σpq¯k ∂p∂q¯ Tα(u− u)∣∣ 6 1K1/2σpq¯k ∂p∂yn(u− u)∂q¯∂yn(u− u) + E .
in Ωδ.
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Proof: We compute
∂p∂q¯Tα(u) = ∂p∂q¯∂tαu− ∂p∂q¯
(
ρtα
ρxn
uxn
)
.
Then
σpq¯k ∂p∂q¯Tα(u) = σ
pq¯
k ∂p∂q¯∂tαu−
ρtα
ρxn
σpq¯k ∂p∂q¯∂xnu
−2Re
(
σpq¯k
(
∂p
ρtα
ρxn
)
(∂q¯∂xnu)
)
− σpq¯k
(
∂p∂q¯
ρtα
ρxn
)
∂xnu.(4.17)
We will first address the third order terms. For n+ 1 6 β 6 2n − 1 we can
write
∂
∂tβ
=
∂
∂zβ−n
+
∂
∂z¯β−n
and for 1 6 β 6 n we have
∂
∂tβ
=
1√−1
(
∂
∂zβ−n
− ∂
∂z¯β−n
)
Both cases are identical, so we will only treat the first case, writing i = β−n
for simplicity. Covariantly differentiating the equation gives the relation
∇tβψ = σpq¯k ∇tβχq¯p + σpq¯k ∇tβ∇p∇q¯u.
Converting covariant derivatives to partial derivatives gives
∇tβ∇p∇q¯u = ∇i∇p∇q¯u+∇i¯∇p∇q¯u
= ∂p∂q¯∂tβu− Γripuq¯r − Γr¯ i¯q¯ur¯p.(4.18)
Therefore
(4.19) σpq¯k ∂p∂q¯∂βu = ∂βψ − σpq¯k ∇βχq¯p + σpq¯k Γripuq¯r + σpq¯k Γr¯ i¯q¯ur¯p,
and so
(4.20) |σpq¯k ∂p∂q¯∂tβu| 6 E .
Here we used that for a bounded matrix Aℓp, we can write
σpq¯k A
ℓ
puq¯ℓ = σ
pq¯
k A
ℓ
phq¯ℓ − σpq¯k Aℓpχq¯ℓ,
where hk¯j = χk¯j + uk¯j, and estimate
|σpq¯k Aℓphq¯ℓ| =
∣∣∣∣∑
i
σk−1(λ|i)λiSipApqSiq
∣∣∣∣
6 C
∑
i
σk−1(λ|i)|λi|,(4.21)
where S = Sij is a unitary matrix which simultaneously diagonalizes h
p
q
with diagonal elements λi, and
∂σk
hpi
with diagonal elements σk−1(λ|i) (see
(2.2)).
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Substituting this into (4.17), and using that ρxn is bounded below on Ωδ
if δ > 0 is taken small, it follows that
(4.22) σpq¯k ∂p∂q¯ Tα(u− u) = −2Re σpq¯k ∂p
ρtα
ρxn
∂q¯∂xn(u− u) + E .
We can manipulate the first term on the right-hand side by
σpq¯k ∂p
ρtα
ρxn
∂q¯∂xn(u− u) = 2σpq¯k ∂p
ρtα
ρxn
∂q¯∂n(u− u)
+
√−1σpq¯k ∂p
ρtα
ρxn
∂q¯∂yn(u− u).(4.23)
By the Cauchy-Schwarz inequality and (4.21),∣∣∣∣σpq¯k ∂p ρtαρxn ∂q¯∂xn(u− u)
∣∣∣∣
6
1
K1/2
σpq¯k ∂p∂yn(u− u)∂q¯∂yn(u− u)
+C
∑
i
σk−1(λ|i)|λi|+ C(1 +K1/2)F .(4.24)
Putting everything together, we obtain (4.16). 
4.4. Quadratic gradient term. In constructing a barrier, we will use the
term
1
K1/2
(∂yi(u− u))2,
for i ∈ {1, . . . , n}. On ∂X, we have the relation ρ(t, ζ(t)) = 0, and by (4.3)
we note
(∂yi(u− u))2 = (∂xn(u− u))2(∂yiζ)2.
Since ∂yiζ(0) = ∂yiρ(0) = 0, we have |∂yiζ| 6 C|t|, and hence
(4.25) (∂yi(u− u))2 6 C|z|2 on ∂X,
by the gradient estimate (3.3). Next, we compute
1
K1/2
σpq¯k ∂p∂q¯(∂yi(u− u))2
=
2
K1/2
σpq¯k ∂p(uyi − uyi)∂q¯(uyi − uyi) +
2
K1/2
(uyi − uyi)σpq¯k ∂p∂q¯(uyi − uyi)
>
2
K1/2
σpq¯k ∂p(uyi − uyi)∂q¯(uyi − uyi)− C
∣∣σpq¯k ∂p∂q¯∂yiu∣∣− CF .
By (4.19), we obtain
(4.26)
1
K1/2
σpq¯k ∂p∂q¯(∂yi(u− u))2 >
2
K1/2
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u) + E .
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4.5. Quadratic gradient term with frame. Let ea = e
i
a∂i be a local
orthonormal frame of T 1,0X, such that {ea}n−1a=1 are tangential to the level
sets of ρ. We also impose
ea(0) =
∂
∂za
, a ∈ {1, . . . , n − 1}.
We can construct the ea as follows. For a ∈ {1, . . . , n− 1}, let
Ea =
∂
∂za
−
[
∂zaρ
∂znρ
]
∂
∂zn
.
Since ∂ρ(0) = (0, . . . ,−1/2), these define local sections of T 1,0X around the
origin. Furthermore, they are tangential to the level sets of ρ since Taρ = 0.
We may perform the Gram-Schmidt process using the metric α to obtain
smooth sections {ea}n−1a=1 of T 1,0X which satisfy
ea(ρ) = 0, α(ea, eb) = δab.
To complete the set, we let en be given by
en =
En
|En|α , En =
∂
∂zn
−
∑
a
α(∂n, ea)ea.
For fixed a, we consider the term
∇a(u− u)∇a(u− u) = eia(u− u)ieja(u− u)j¯ .
We compute
σpq¯k ∂p∂q¯ {∇a(u− u)∇a(u− u)}
= σpq¯k ∂p∂q¯(e
i
aeja)(u− u)i(u− u)j¯ + σpq¯k ∂q¯(eiaeja)(u− u)pi(u− u)j¯
+σpq¯k ∂q¯(e
i
aeja)(u− u)i(u− u)j¯p + σpq¯k ∂p(eiaeja)(u− u)q¯i(u− u)j¯
+σpq¯k (e
i
aeja)(u− u)pq¯i(u− u)j¯ + σpq¯k (eiaeja)(u− u)q¯i(u− u)j¯p
+σpq¯k ∂p(e
i
aeja)(u− u)i(u− u)q¯j¯ + σpq¯k eiaeja(u− u)pi(u− u)q¯j¯
+σpq¯k e
i
aeja(u− u)i(u− u)pq¯j¯.
By (4.20) and (4.21), we may group terms as
1
K1/2
σpq¯k ∂p∂q¯|∇a(u− u)|2
=
1
K1/2
σpq¯k e
i
a(u− u)q¯ieja(u− u)j¯p +
1
K1/2
σpq¯k e
i
a(u− u)pieja(u− u)j¯ q¯
+
2
K1/2
Re σpq¯k ∂q¯(e
i
aeja)(u− u)ip(u− u)j¯ + E .(4.27)
We start with the first term of (4.27). We can write
σpq¯k e
i
a(u− u)q¯ieja(u− u)j¯p = σpq¯k (hq¯a − hq¯a)(ha¯p − ha¯p),
18 T. C. COLLINS AND S. PICARD
where we use the index a for the frame direction ea, and the notation hk¯j =
χk¯j + uk¯j . By the Cauchy-Schwarz inequality,
(4.28) σpq¯k e
i
a(u− u)q¯ieja(u− u)j¯p >
1
2
σpq¯k hq¯aha¯p + E .
The second term of (4.27) is nonnegative and we will leave it for now. Next,
we work on the third term of (4.27). Since
∂
∂zi
=
∂
∂z¯i
−√−1 ∂
∂yi
,
we can manipulate the term
2
K1/2
σpq¯k ∂q¯(e
i
aeja)(u− u)ip(u− u)j¯
=
2
K1/2
σpq¯k ∂q¯(e
i
aeja)(u− u)¯ip(u− u)j¯ −
√−1 2
K1/2
σpq¯k ∂q¯(e
i
aeja)(u− u)yip(u− u)j¯ .
By the Cauchy-Schwarz inequality and Young’s inequality,
2
K1/2
∑
i,j
∣∣∣(u− u)j¯σpq¯k ∂p∂yi(u− u)∂q¯(eiaeja)∣∣∣
6 2
∑
i,j
(
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u)
)1/2 (
σpq¯k ∂p(e
i
aeja)∂q¯(eiae
j
a)
)1/2
6
1
(n − 1)K1/2
n∑
i=1
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u) + E .
Therefore
2
K1/2
Re σpq¯k ∂q¯(e
i
aeja)(u− u)ip(u− u)j¯
> − 1
(n− 1)K1/2
n∑
i=1
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u) + E .(4.29)
In (4.27), we apply (4.28) on the first term, drop the second term, and apply
(4.29) on the third term. We are left with
σpq¯k ∂p∂q¯
1
K1/2
n−1∑
a=1
|∇a(u− u)|2(4.30)
>
1
2K1/2
n−1∑
a=1
σpq¯k hq¯aha¯p −
1
K1/2
n∑
i=1
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u) + E .
We will now study the positive term
n−1∑
a=1
σpq¯k hq¯aha¯p.
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At a point, we take new coordinates such that αk¯j = δkj and hk¯j = λjδkj.
We express the frame ea = e
i
a∂i using these coordinates and also use these
coordinates for the contracted indices p, q above. The term becomes
n−1∑
a=1
n∑
i=1
|eia|2σk−1(λ|i)λ2i .
Since the frame ea is unitary and coordinates z
i are chosen such that the
metric is the identity, we have
n∑
a=1
|eia|2 = 1,
n∑
i=1
|eia|2 = 1.
We can therefore write
n−1∑
a=1
σpq¯k hq¯aha¯p =
n∑
i=1
σk−1(λ|i)λ2i (1− |ein|2).
Since the |ein|2 sum to one, there exists an index r such that (1/n) 6 |eir|2 6
1. It follows that all i 6= r satisfy
|ein|2 6 1− 1
n
.
Therefore
n−1∑
a=1
σpq¯k hq¯aha¯p >
1
n
∑
i 6=r
σk−1(λ|i)λ2i .
Going back to (4.30), we conclude
σpq¯k ∂p∂q¯
1
K1/2
n−1∑
a=1
|∇a(u− u)|2(4.31)
>
1
2nK1/2
∑
i 6=r
σk−1(λ|i)λ2i −
1
K1/2
n∑
i=1
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u) + E .
4.6. Final barrier. For constants A,B ≫ 1 to be determined, let
Ψ = AK1/2v +BK1/2|z|2 − 1
K1/2
n∑
i=1
(∂yi(u− u))2
− 1
K1/2
n−1∑
a=1
|∇a(u− u)|2.
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Combining (4.7), (4.16), (4.26), (4.31), and cancelling terms we obtain
σpq¯k ∂p∂q¯(Ψ + Tα(u− u))
6 −AτK1/2(1 + F) +BK1/2
∑
p
σpp¯k −
1
2nK1/2
∑
i 6=r
σk−1(λ|i)λ2i
− 1
K1/2
n−1∑
i=1
σpq¯k ∂p∂yi(u− u)∂q¯∂yi(u− u)
+C(1 +K1/2)F + C
∑
i
σk−1(λ|i)|λi|+ C.(4.32)
For A > CBτ−1 +A0τ
−1 with A0 large enough, we then have
σpq¯k ∂p∂q¯(Ψ + Tα(u− u)) 6 −
A0
2
K1/2(1 + F)− 1
2nK1/2
∑
i 6=r
σk−1(λ|i)λ2i
+C
∑
σk−1(λ|i)|λi|.(4.33)
By applying (3.9) with ε = 1
2nCK1/2
, we see that for A0 ≫ 1, then
σpq¯k ∂p∂q¯(Ψ + Tα(u− u)) 6 0.
Next, we look at the values of Ψ + Tα(u − u) on the boundary of Ωδ =
Ω ∩Bδ(0). This boundary has two pieces.
On the piece ∂X ∩Ωδ, we have (4.25) and
Tα(u− u) = 0, ∇a(u− u) = 0.
Therefore
Ψ + Tα(u− u) > AK1/2v +BK1/2|z|2 − C|z|2 > 0,
when B is taken large enough.
On the piece ∂Bδ ∩ Ωδ, we have
Ψ + Tα(u− u) = AK1/2v +BK1/2δ2 − CK1/2 > 0,
for B large.
It follows that
Ψ + Tα(u− u) > 0 on ∂Ωδ.
By the maximum principle,
Ψ + Tα(u− u) > 0 on Ωδ, [Ψ + Tα(u− u)](0) = 0.
Therefore
∂xn [Ψ + Tα(u− u)](0) > 0.
It follows that
0 6 AK1/2∂xnv(0) − (∂xn ρt
α
ρxn
)(0)∂xn(u− u)(0) + ∂xn∂tα(u− u)(0).
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Since |∂xnv| 6 C on ∂X by the boundary gradient estimate (3.3), we con-
clude
∂xn∂tαu(0) > −CK1/2.
We can apply the same argument to Ψ− Tα(u− u). It follows that
|∂xn∂tαu|(0) 6 CK1/2.
Let i ∈ {1, . . . , n − 1}. Since
un¯i =
1
4
(
∂
∂xn
+
√−1 ∂
∂yn
)(
∂
∂tn+α
+
√−1 ∂
∂tα
)
u
for some α ∈ {1, . . . , n− 1}, it follows that
|hn¯i|(0) 6 CK1/2,
which is the mixed normal-tangential estimate that we will need in the
following section.
5. Boundary Double Normal Estimate
Let p ∈ ∂X be a boundary point, with coordinates z = (z1, · · · , zn),
zi = xi +
√−1yi such that p corresponds to the origin. Take z to be
coordinates centered at the origin such that αk¯j(0) = δkj, and rotate them
such that ∂∂xn is the inner normal vector at p. It remains to estimate
|un¯n| =
∣∣∣∣ ∂∂zn ∂∂z¯nu
∣∣∣∣ .
We may further rotate coordinates in the tangential directions, such that at
p the matrix hk¯j = χk¯j + uk¯j is of the form
(5.1) h =


hn¯n hn¯1 hn¯2 · · · hn¯n−1
h1¯n λ
′
1 0 · · · 0
h2¯n 0 λ
′
2 · · · 0
...
...
. . .
...
...
hn−1n 0 0 · · · λ′n−1

 .
Since the eigenvalues of h are in the Γk cone, we know that
hn¯n +
n−1∑
i=1
λ′i > 0.
It follows from the double-tangential estimate that
hn¯n > −C.
It remains to estimate hn¯n from above to obtain the estimate on |un¯n|. The
main estimate for this purpose will be the following.
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Theorem 5.1. Let λ′ ∈ Rn−1 be the eigenvalues of the endomorphism h
restricted to the subbundle T 1,0∂X. Then
σk−1(λ
′) > κ0 > 0,
where κ0 > 0 depends on (X,α), χ, ψ, u.
Assuming this, we may prove the upper bound for hn¯n. Suppose p ∈ ∂X
is a point where hn¯n > 0 with coordinates chosen as in (5.1). Since σk(h) is
defined as the coefficient of θk in the expansion det(In + θh), we have
ψ = σk(h) = hn¯nσk−1(λ
′)−
∑
i
|hn¯i|2σk−2(λ′|i) + σk(λ′).
Applying Theorem 5.1,
hn¯n 6 κ
−1
0 (ψ +
∑
i
|hn¯i|2σk−2(λ′|i)− σk(λ′)).
Our tangential and mixed normal-tangential (4.5) estimates give |λ′| 6 C
and |hn¯i| 6 CK1/2. Therefore
hn¯n 6 CK.
This gives the boundary C2 estimate. Combining this with the estimate
(3.4) in the interior (due to [43, 67]), it follows that
Proposition 5.2. In the setting of Theorem 2.1, there is a constant C,
depending only on (X,α), u, ϕ, |ψ|C2(X), infX ψ, and χ so that
(5.2) sup
X
‖√−1∂∂u‖(X,α) 6 CK.
Proof of Theorem 5.1: By Proposition 3.3 it suffices to prove (5.2) on ∂X.
From now on, we assume k > 2, since the case k = 1 is trivial. Let 0 ∈ ∂X
be a point with coordinates such that the metric αk¯j(0) = δkj. Let Ωδ =
X ∩ Bδ(0) for δ > 0 to be chosen later, and Bδ(0) the ball of radius δ at
the origin. Orthogonally rotate coordinates such that T 1,00 (∂X) is spanned
by ∂∂zα for α ∈ {1, . . . , n− 1}, and xn is in the direction of the inner normal
vector at the origin.
We will use Greek indices α, β ∈ {1, . . . , n − 1} for tangential directions.
We will also use λ′ = (λ′1, . . . , λ
′
n−1) for the eigenvalues of (χα¯β + uα¯β)(0)
and λ′ = (λ′1, . . . , λ
′
n−1) for the eigenvalues of (χα¯β + uα¯β)(0). We note that
λ′, λ′ ∈ Γk−1 ⊂ Rn−1.
This is because the eigenvalues λ of hk¯j(0) are in the Γk cone, and hence by
the Schur-Horn theorem [41], we also have
(5.3) (hn¯n(0), λ
′
1, . . . , λ
′
n−1) ∈ Γk, σk(hn¯n, λ′) > σk(λ).
It follows from (3.8) that
(λ′1, · · · , λ′n−1) ∈ Γk−1,
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and a similar argument shows λ′ ∈ Γk−1.
Let ρ 6 0 be as before the defining function (4.1) of the boundary in these
coordinates, expressed as
(5.4) ρ = −xn +O(|z|2).
Since u = u on ∂X, as noted previously (4.4), we have
(5.5) (χα¯β + uα¯β)(0) = (χα¯β + uα¯β)(0)− (u− u)xn(0)ρα¯β(0).
Since u > u and u = u on ∂X, we know that
−(u− u)xn(0) 6 0.
Suppose first that (u − u)xn(0) = 0. Then at the origin, we have λ′ = λ′,
and hence
σk−1(λ
′) = σk−1(λ
′).
If λ are the eigenvalues of (χ+
√−1∂∂u)(0), then using the estimate (3.6)
and (5.3), we see that
(5.6) σk−1(λ
′) >
k
n
ψ
λ1
> 0,
which proves Theorem 5.1. We may thus assume
η := (u− u)xn(0) > 0.
We note that
(5.7) η 6 |∇(u− u)|(0) 6 C,
since |∇u| is bounded on ∂X as noted in Lemma 3.2, see e.g. (3.3).
With this setup in place, we now follow the technique developed by
Caffarelli-Nirenberg-Spruck [8]. Since we are dealing with the complex Hes-
sian, we will also use some ideas and notation of S.-Y. Li [52].
For a real parameter t, consider the family of (n− 1)× (n − 1) matrices
(5.8) At = t(χα¯β + uα¯β)(0) − ηρα¯β(0).
Since A1 = (χα¯β + uα¯β)(0), we know that at t = 1 we have
λ(A1) ∈ Γk−1 ⊂ Rn−1.
For t→ −∞, we have λ(At) /∈ Γk−1. Let t0 < 1 denote the first time when
the eigenvalues hit the boundary of the cone;
λ(At0) ∈ ∂Γk−1.
Then by definition, there is an ℓ ∈ {1, . . . , k − 1} such that we have
(5.9) σℓ(At0) = 0.
By the Newton-Maclaurin inequality ( σrCnk
)1/r 6 ( σsCns
)1/s for s 6 r, we con-
clude
σk−1(At0) = 0.
24 T. C. COLLINS AND S. PICARD
Our goal is to separate t0 away from t = 1 and obtain the estimate
(5.10) t0 6 1− κ,
for a uniform κ > 0.
We now explain why this will imply the lower bound of Theorem 5.1. By
(5.5), we can write
(χα¯β + uα¯β)(0) = (1− t0)(χα¯β + uα¯β)(0) +At0 .
By concavity [8] and homogeneity of σ
1/(k−1)
k−1 on the space of matrices with
eigenvalues in Γk−1, at the point 0 we have
σ
1/(k−1)
k−1 [χα¯β + uα¯β] > (1− t0)σ
1/(k−1)
k−1 [χα¯β + uα¯β] + σ
1/(k−1)
k−1 [At0 ]
= (1− t0)σ1/(k−1)k−1 [χα¯β + uα¯β].
Thus (5.10) implies
σ
1/(k−1)
k−1 [χα¯β + uα¯β] > κσ
1/(k−1)
k−1 [χα¯β + uα¯β].
By the lower bound for the subsolution (5.6), it follows that
σ
1/(k−1)
k−1 [χα¯β + uα¯β] > κ0 > 0,
proving Theorem 5.1.
To prove (5.10), we will use the following auxillary functions of Caffarelli-
Nirenberg-Spruck [8], defined on Ωδ:
D(z) = −ρ(z) + τ |z|2 > 0,
w(z) = u(z)− η
t0
ρ(z) + (ℓiz
i + ℓ¯iz¯
i)ρ(z) +MD(z)2
Ψ(z) = w(z) + ε(|z|2 − 1
C0
xn).
The parameters will be chosen as follows: τ, ε > 0 will be small constants,
M,C0 > 1 will be large constants, ℓi ∈ C and ℓ¯i = ℓi. The goal is
Lemma 5.3. Suppose t0 > 1/2. There exists parameters δ, τ, ε,M,C0, ℓi
depending only on (X,α), χ, infX ψ, u, such that
u(z) 6 Ψ(z)
on Ωδ.
Given this, we prove the t0 estimate (5.10) and hence Theorem 5.1. Since
Ψ(0) = u(0) = u(0), we have
∂xnΨ(0) > ∂xnu(0),
Using the definition of Ψ, this gives
−(u− u)xn(0) > ε
C0
+
η
t0
∂xnρ(0).
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Since η = (u − u)xn(0) and ∂xnρ(0) = −1, this inequality can be rearraged
to
1
t0
> 1 +
ε
C0η
.
Hence,
t0 6
1
1 + εη−1C−10
:= 1− κ,
for uniform
κ =
εC−10
η + εC−10
> 0,
which proves (5.10). Recall that 0 < η 6 C is bounded above by Lemma 3.2,
as noted following (5.7).
Proof of Lemma 5.3: We introduce some more notation before starting the
estimate. We may perform an orthogonal change of coordinates in the tan-
gential directions at the origin to arrange that At0 (5.8) is diagonal. Let
λ˜ = (λ˜1, . . . , λ˜n−1) denote the eigenvalues of At0 , arranged as usual so that
λ˜1 > . . . > λ˜n−1.
Since λ˜ ∈ ∂Γk−1, we take ℓ ∈ {1, . . . , k − 1} to be the smallest integer such
that σℓ(λ˜) = 0. We have the equation
n−1∑
i=1
σℓ−1(λ˜|i)λ˜i = ℓσℓ(λ˜) = 0.
The supporting hyperplane of the cone Γℓ at the point λ˜ ∈ ∂Γℓ has normal
vector proportional to
(σℓ−1(λ˜|1), . . . , σℓ−1(λ˜|n− 1)) ∈ Rn−1.
Note that σℓ−1(λ˜|i) 6= 0 for some 1 6 i 6 n − 1 for otherwise σℓ−1(λ˜) = 0
contradicting our choice of ℓ. Denote
νi =
1∑
σℓ−1(λ˜|i)
σℓ−1(λ˜|i).
Since Γℓ is a convex set, we have
(5.11) Γℓ ⊂ {λ ∈ Rn−1 :
∑
α
ναλα > 0}.
We also note∑
α
να = 1, νn−1 > . . . > ν1 > 0, and
n−1∑
α=1
ναλ˜α = 0.
Let
ξa =
n∑
i=1
ξia
∂
∂zi
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be a local frame for T 1,0X defined in Ωδ, which is orthonormal with respect
to the metric α, and such that {ξa}n−1a=1 span the holomorphic tangent space
of the level sets {D(z) = const}. We also arrange this frame such that
ξa(0) =
∂
∂za for a ∈ {1, . . . , n − 1}. To see such a frame exists, define the
(1, 0) form ∂D, and consider the map
∂D : T 1,0X → C
Since ∂D 6= 0 (close enough to 0), the kernel of this map defines a n − 1
dimensional subbundle V ⊂ T 1,0X, which inherits the metric α|V . Now
take a smooth, unitary frame for this bundle.
Define a local operator on (1, 1) forms as follows; if β =
√−1βk¯jdzj ∧ dz¯k
by
Λνβ =
1√−1
n−1∑
a=1
νaβ(ξa, ξa) =
n−1∑
a=1
νaξ
j
aξkaβk¯j .
The main estimate for the barrier function w is the following:
Lemma 5.4. Let 1/2 6 t0 6 1. There exists parameters τ , M , ℓi, δ,
depending on (X,α), χ, infX ψ, u, such that
Λν(χ+
√−1∂∂w) 6 0.
in Ωδ.
Proof: By the definition of At0 , which we assume is diagonal, we have
(5.12) 0 =
∑
α
ναλ˜α = t0
∑
α
να(χα¯α + uα¯α)− η
∑
α
ναρα¯α.
We know λ′ ∈ Γk−1 ⊆ Γℓ. As currently defined, λ′ corresponds to the
eigenvalues of (χα¯β+uα¯β)(0). At other points, we consider the vector bundle
E ⊂ T 1,0Ωδ defined by the kernel of the map
∂ρ : T 1,0X → C,
which is non-degenerate in Ωδ. Using the metric α|E and the orthogonal
projection π : T 1,0Ωδ → E, we get an induced hermitian endormorphism
hE : E → E. We can then define λ′(p) to be the eigenvalues of this map.
By the lower bound for the subsolution (5.6), the vector λ′ lives in a
bounded region and stays a fixed distance away from the boundary of the
cone Γℓ. Therefore∑
α
ναλ
′
α(0) > inf
p∈∂X
∑
α
ναλ
′
α(p) > a > 0,
where a depends on (X,α) and χ +
√−1∂∂u. By the Schur-Horn theorem
(3.11), ∑
α
να(χα¯α + uα¯α) >
∑
α
ναλ
′
α > a.
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Therefore, by (5.12),
0 > at0 − η
∑
α
ναρα¯α.
Since we assume t0 > 1/2, and η is bounded above (5.7), we have
(5.13)
n−1∑
α=1
ναρα¯α > a1 > 0.
This is the key good term which will carry the barrier argument through.
We now start computing the quantity stated in the lemma. First, we have
∂j∂k¯w = uk¯j −
η
t0
ρk¯j + ℓk¯ρj + ℓjρk¯
+(ℓiz
i + ℓ¯iz¯
i)ρk¯j + 2M∂jD∂k¯D + (2MD)∂j∂k¯D.(5.14)
Therefore
Λν(χ+
√−1∂∂w) = T1 + T2 + T3 + T4,
where
T1 =
1
t0
n−1∑
a=1
νaξ
j
aξka[t0(χk¯j + uk¯j)− ηρk¯j],
T2 =
n−1∑
a=1
(νaξ
j
aξkaℓk¯ρj + νaξ
j
aξkaℓjρk¯),
T3 =
n−1∑
a=1
νaξ
j
aξka(ℓiz
i + ℓ¯iz¯
i)ρk¯j ,
T4 = 2M
n−1∑
a=1
νaξ
j
aξka∂jD∂k¯D + (2MD)
n−1∑
a=1
νaξ
j
aξka∂j∂k¯D.
We start with the term T1. At the origin, we have
1
t0
n−1∑
a=1
νaξ
j
aξka(t0(χk¯j + uk¯j)− ηρk¯j)(0)
=
1
t0
n−1∑
a=1
νa(At0)a¯a =
1
t0
n−1∑
a=1
νaλ˜a = 0,(5.15)
by choice of ξa(0) = ∂a and since At0 is diagonal. Therefore T1(0) = 0 and
T1 = miz
i +mi¯z¯
i +O(|z|2),
where mi are bounded constants depending only on (X,α), χ, u.
The condition that the vector fields ξa are tangential to the level sets of
D(z) gives the relation
0 = ξja∂jD = −ξjaρj + τξjaz¯j .
28 T. C. COLLINS AND S. PICARD
Therefore
T2 = τ
n−1∑
a=1
νaξ
j
aξka(ℓjz
k + ℓk¯z¯
j).
We expand
T2 = τ
n−1∑
a=1
{νaξjaξka(0) +O(|z|)}(ℓjzk + ℓk¯z¯j).
Since ξa(0) = ∂a, we have
T2 = τ
n−1∑
a=1
(νaℓaz
a + νaℓa¯z¯
a) +O(|z|2).
Next, we write
T3 = (ℓiz
i + ℓ¯iz¯
i)(Λν
√−1∂∂ρ(0)) +O(|z|2).
At the origin,
Λν
√−1∂∂ρ(0) =
n−1∑
α=1
ναρα¯α(0),
hence
T3 = (ℓiz
i + ℓ¯iz¯
i)
n−1∑
α=1
ναρα¯α(0) +O(|z|2).
Therefore
T1 + T2 + T3 = 2Re
n−1∑
i=1
{mi + τνiℓi + ℓi
n−1∑
α=1
ναρα¯α(0)}zi
+2Re {mn + ℓn
n−1∑
α=1
ναρα¯α(0)}zn +O(|z|2).(5.16)
For i ∈ {1, . . . , n}, choose
ℓi
(
τνi +
n−1∑
α=1
ναρα¯α(0)
)
= −mi,
where here we let νn = 0. This choice is possible for any τ > 0, since by
estimate (5.13) we have
τνi +
n−1∑
α=1
ναρα¯α(0) > a1.
Therefore, the linear terms cancel exactly, and we have
(5.17) T1 + T2 + T3 6 C|z|2, |ℓi| 6 2|mi|
a1
.
Next, since ξa is tangential to level sets of D,
T4 = (2MD)Λν
√−1∂∂D.
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At the origin,
Λν
√−1∂∂D(0) =
n−1∑
α=1
να(−ρα¯α(0) + τ).
Since we have the estimate (5.13), we conclude
Λν
√−1∂∂D(0) 6 −a1 + τ
∑
νa 6 −a1
2
for 0 < τ 6 a1/2. For δ > 0 sufficiently small, we thus have
Λν
√−1∂∂D 6 −a1
4
in Ωδ. Since D > τ |z|2,
T4 6 −Mτa1
2
|z|2.
It follows that
T1 + T2 + T3 + T4 6 C|z|2 − Mτa1
2
|z|2 6 0,
for M > 2C(τa1)
−1. This completes the proof of Lemma 5.4. 
We now return to our goal of establishing u(z) 6 Ψ(z) in Ωδ. Let W =
α−1(χ +
√−1∂∂w) with eigenvalues µ1 > . . . > µn. At a point p ∈ Ωδ,
we take new coordinates such that αk¯j = δkj and W
i
j = µiδ
i
j. In these
coordinates we write ξa = ξ
i
a∂zi with ξ
i
a a unitary matrix, and
Λν(χ+
√−1∂∂w) =
n−1∑
a=1
n∑
i=1
|ξia|2νaµi.
Let ν0 = 0, and let ξ0 be such that {ξa}n−1a=0 is a local unitary frame for
T 1,0X. Then
Λν(χ+
√−1∂∂w) =
n−1∑
a=0
n∑
i=1
|ξia|2νaµi,
0 = ν0 6 ν1 6 . . . 6 νn−1, µ1 > . . . > µn, ξ
†ξ = I.
We will follow here the argument of [8]. The matrix Qij = |ξij−1|2 is a
doubly stochastic matrix, and by the Birkhoff-Von Neumann decomposition
theorem it can be written as
Q =
∑
ckPk,
where ck > 0 satisfy
∑
k ck = 1, and Pk are permutation matrices. Then
Λν(χ+
√−1∂∂w) =
∑
k
ck
n∑
i=1
νβk(i−1)µi,
where the βk are permutations. The minimal configuration is attained by
n∑
i=1
νβk(i−1)µi >
n∑
i=1
νi−1µi,
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hence Lemma 5.4 implies
0 > Λν(χ+
√−1∂∂w) >
n∑
i=1
νi−1µi.
Thus
0 >
n−1∑
a=1
νaµa+1,
and the vector (µ2, . . . , µn) is outside of Γk−1 ⊂ Rn−1 by (5.11). It follows
that µ = (µ1, . . . , µn) is outside of Γk ⊂ Rn. Let σ = infX ψ > 0 and
Γk
σ = {λ ∈ Γk : σk(λ) > σ}.
The eigenvalues ofW all lie in a bounded set of maximal radiusR determined
by (X,α), χ, u. There exists an ε0 > 0 depending on R and σ such that
µ+ ε01 /∈ Γkσ at all points in X.
We have
χk¯j +Ψk¯j = (χk¯j + wk¯j) + εδkj .
Let µ˜ = (µ˜1, . . . , µ˜n) denote the eigenvalues of W˜ = α
−1(χ +
√−1∂∂Ψ),
arranged in decreasing order as usual. By the Weyl inequality,
µ˜i 6 µi + ε‖α−1‖Ωδ 6 µi + ε0,
for ε = ε0/‖α−1‖Ωδ . Therefore
(5.18) µ˜ /∈ Γkσ.
Next, we adjust our constants such that u 6 Ψ on ∂Ωδ. On ∂Bδ ∩X,
w − u > (u− u)− η
t0
ρ(z) + (ℓiz
i + ℓ¯iz¯
i)ρ(z) +M(−ρ(z) + τδ2)2
Since t0 > 1/2, ρ 6 0, and η is bounded above, we have
w − u > −C +Mτ2δ4.
We previously required M > 2C(τa1)
−1, and we can increase M to also
guarantee M > C(τ2δ4)−1. It follows that
w − u > 0,
on ∂Bδ ∩X. Therefore
Ψ− u > εδ2 − ε
C0
xn > 0,
for C0 > δ
−1 on ∂Bδ ∩X.
Next, we consider Bδ ∩ ∂X. Here we have
w − u =Mτ2|z|4 > 0.
Thus
Ψ− u > ε|z|2 − ε
C0
xn > ε|z|2 − ε
C0
O(|z|2)
since xn = O(|z|2) as a consequence of ρ = 0, see e.g. (5.4). We choose C0
large enough such that u 6 Ψ on Bδ ∩ ∂X. Therefore, u 6 Ψ on ∂Ωδ.
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Putting everything together, we have u 6 Ψ on ∂Ωδ and µ˜ /∈ Γkσ (5.18).
By the maximum principle Lemma 3.1, we conclude u 6 Ψ in Ωδ.
6. Blow-up argument
In this section, we combine the second order estimate with a blow-up
argument to obtain uniform bounds and prove Theorem 2.1. We prove
Proposition 6.1. Let (X,α) be a compact Hermitian manifold with bound-
ary. Let χ ∈ Γk(X,α) be a (1, 1) form, ψ ∈ C∞(X) a smooth function
satisfying ψ > 0, and ϕ ∈ C∞(∂X,R). Suppose u ∈ C4(X,R) solves the
equation
σk(λ) = ψ, u|∂X = ϕ,
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Suppose
there exists a subsolution u ∈ C∞(X,R) satisfying
σk(λ) > ψ, u|∂X = ϕ
where λ ∈ Γk are the eigenvalues of χ+
√−1∂∂u with respect to α. Then
‖∇u‖L∞(X,α) 6 C,
where C depends on (X,α), u, ϕ, |ψ|C2(X), infX ψ, and χ.
Proof. We argue by contradiction. Suppose there exists a sequence of func-
tions ui ∈ C4(X,R) solving
σk(λ(ui)) = ψi, λ ∈ Γk
with boundary conditions
ui|∂X = ϕ,
with ψi uniformly bounded in C
2 with infX ψi > a > 0. We also assume
that u is satisfies
u|∂X = ϕ, σk(λ) > ψi
for all i. To obtain a contradiction we assume there are points pi ∈ X with
‖∇ui‖L∞ = |∇ui|(pi) =Mi,
and Mi →∞. After taking a subsequence we may assume that pi → p∞ for
some point p∞ ∈ X . By Proposition 5.2 we have
(6.1) ‖√−1∂∂ui‖L∞(X) 6 C(1 +M2i )
for a uniform constant C, independent of i.
Case 1: We begin with the case when p∞ is in the interior of X. Choose
a small coordinate ball centered at p∞ disjoint from the boundary centered
at p∞, and such that α is the identity at 0. We can assume that all pi are
within this coordinate ball. Let R > 0, and define uˆi : BR(0)→ R by
uˆi(z) = ui(M
−1
i z + pi),
which is well-defined for all i such that Mi is large enough. We have
(6.2) |∇uˆi|(0) = 1,
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and by (6.1),
‖uˆi‖L∞(BR(0)) + ‖∆uˆi‖L∞(BR(0)) 6 C.
Consequently, standard elliptic theory gives for any 0 < γ < 1, the estimate
(6.3) ‖uˆi‖C1,γ (BR
2
(0)) 6 C.
Fix γ ∈ (0, 1). After taking a subsequence we have uˆi → u∞ in C1,
γ
2 (BR
2
(0)).
In fact, by letting R → ∞, and taking a diagonal subsequence we have a
bounded function
u∞ : C
n → R,
such that uˆi → u∞ in C1,
γ
2 on compact sets and
|∇u∞|(0) = 1.
If we change coordinates and let
w =Mi(z − pi),
then the equation satisfied by uˆi is(
1
M2i
χk¯j(z)
√−1dwj ∧ dw¯k +√−1∂∂uˆi
)k
∧
(
1
M2i
αk¯j(z)
√−1dwj ∧ dw¯k
)n−k
= ψi(z)
(
1
M2i
αk¯j(z)
√−1dwj ∧ dw¯k
)n
.
Since the uˆi converge locally uniformly, we can take a limit (e.g. [17] Chapter
III, Cor. 3.6, [19]) of the equation and obtain
(
√−1∂∂u∞)k ∧ βn−k = 0,
in the Bedford-Taylor sense [2], or B locki [3], where
β =
n∑
p=1
√−1dwp ∧ dw¯p.
The fact that u∞ is bounded and non-constant violates the Liouville theorem
of Dinew-Ko lodziej [19], giving a contradiction.
Case 2: We now address the case when p∞ ∈ ∂X. Let Ω ⊂ X be a
coordinate chart centered at p∞, making αk¯j(p∞) = δk¯j . That is, Ω is
identified with the subset {z ∈ B2s : ρ(z) 6 0} ⊂ Cn, where B2s ⊂ Cn is
the euclidean ball of radius 2s centered at 0 = p∞, and ρ : B2s → R is a
boundary defining submersion (ie. ∂X∩Ω = {ρ = 0}, andX∩Ω ⊂ {ρ 6 0}).
By going far enough along in the sequence, we may assume that all pi are
in Ω, and |pi| < s in local coordinates. For i sufficiently large, there is a
unique point yi ∈ ∂X ∩Ω minimizing the euclidean distance between pi and
∂X. Let ri = |pi − yi|, and note that ri → 0 as i → ∞. By the triangle
inequality we have yi → p∞. As before, we define
(6.4) uˆi(z) = ui(M
−1
i z + pi).
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We have
(6.5) |∇uˆi|(0) = 1,
and by (6.1),
‖uˆi‖L∞(Ωi) + ‖∆uˆi‖L∞(Ωi) 6 C.
where Ωi is the set of z such that M
−1
i z + pi ∈ B2s ∩ {ρ 6 0}. Let
ρˆi(z) = ρ(M
−1
i z + pi). Since |pi| < s we have that Ωi ⊃ BsMi ∩ {ρˆi 6 0}.
Consequently, standard elliptic theory (see, for example [28, Chapter 8])
gives for any 0 < γ < 1, the estimate
(6.6) ‖uˆi‖C1,γ (B sMi
2
∩{ρˆi60}) 6 C.
for a uniform constant C independent of i. Fix γ ∈ (0, 1). There are now
two cases, depending on lim inf i→∞Miri.
Case 2a: Assume that lim inf i→∞Miri = +∞. Then, after passing to
a subsequence, uˆi(z) is defined on the ball BMiri
2
⊂ B sMi
2
∩ {ρˆi 6 0}, and
Miri → ∞. Therefore, taking further subsequences we have that uˆi con-
verges in C1,
γ
2 on compact sets to u∞ ∈ C1,
γ
2 (Cn). As in Case 1, this
contradicts the Liouville theorem of Dinew-Ko lodziej [19].
Case 2b: Assume that lim inf i→∞Miri = L ∈ [0,+∞). Up to taking a
subsequence, we can assume that limi→∞Miri = L. Choose a ball of radius
r∗ centered at a point y∗ such that Br∗(y∗) ⊂ Bs ∩ {ρ 6 0} and Br∗(y∗) is
tangent to {ρ = 0} at p∞. After possibly shrinking r∗ slightly (and moving
y∗ accordingly) we can assume that, for i sufficiently large there are points
y∗i such that Br∗(y
∗
i ) ⊂ Bs∩{ρ 6 0} and Br∗(y∗i ) is tangent to {ρ = 0} at yi.
Furthermore, y∗i → y∗ as i → ∞ since yi → p∞. For convenience, redefine
uˆi so that yi is the origin, and pi = (0, . . . , 0,
√−1Miri). That is, define
uˆi = ui(M
−1
i z + yi).
and perform a unitary transformation to achieve pi = (0, . . . , 0,
√−1Miri).
Now, since Br∗(y∗i ) ⊂ Bs ∩ {ρ 6 0} arguing as in case 2a, we obtain uni-
form C1,γ bounds on closed balls Bˆi of radius Mir
∗ contained in the closed
upper half-plane {Im zn > 0}, and tangent to {Im zn = 0} at the origin.
Furthermore, we have
uˆi(0) = ϕ(yi), |∇uˆi|(0, . . . , 0,
√−1Miri) = 1.
Since the balls Bˆi exhaust the upper half plane {Im zn > 0}, after taking
a subsequence we can assume that uˆi converges uniformly in C
1, γ
2 on com-
pact sets of {Im, zn > 0} ∪ {0} to a limit u∞ : {Im zn > 0} ∪ {0} → R.
Furthermore, since Miri → L, and the convergence is in C1,
γ
2 we have
(6.7) |∇u∞|(0, . . . , 0,
√−1L) = 1.
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As before we let b denote the function solving
αn−1 ∧ (χ+√−1∂∂b) = 0 b|∂X = ϕ.
By the comparison principle we have
u 6 u 6 b.
Let uˆi = u(M
−1
i zi + yi), and bˆi = b(M
−1
i z + yi), so that
(6.8) uˆi 6 uˆi 6 bˆi, uˆi(0) = uˆi(0) = bˆi(0) = ϕ(yi)
One easily checks that the sequences uˆi and bˆi converge in C
1, γ
2 on com-
pact sets of {Im, zn > 0} ∪ {0} to constant functions u∞ = ϕ(p∞) = b∞.
Thanks to (6.8) we conclude that u∞ = ϕ(p∞) is a constant, but this con-
tradicts (6.7).

Finally, Theorem 2.1 and hence also Theorem 1.1 follow by combining
Proposition 5.2 and Proposition 6.1.
References
[1] J. Ball, Differentiability properties of symmetric and isotropic functions, Duke Math.
J. 51 (1984), no. 3, 699-728.
[2] E. Bedford and B.A. Taylor, A new capacity for plurisubharmonic functions, Acta
Math. 149 (1982), 1-40.
[3] Z. Blocki, Weak solutions to the complex Hessian equation, Ann. Inst. Fourier 55, no.
5 (2005), 1735-1756.
[4] S. Boucksom, Monge-Ampere equations on complex manifolds with boundary, in Com-
plex Monge-Ampere Equations and Geodesics in the Space of Kahler Metrics, V.
Guedj, ed., vol. 2038 of Lecture Notes in Mathematics, Springer, Berlin, Heidelberg,
2012, 257282.
[5] L. Caffarelli, Interior a priori estimates for solutions of fully nonlinear equations,
Ann. of Math. (2) 130 (1989), no. 1, 189213.
[6] L. Caffarelli, L. Nirenberg, J. Spruck, The Dirichlet problem for nonlinear second-
order elliptic equations I. Monge-Ampere equations, Comm. Pure Applied Math. 37
(1984), 369-402.
[7] L. Caffarelli, J. J. Kohn, L. Nirenberg, and J. Spruck, The Dirichlet problem for
nonlinear secondorder elliptic equations. II. Complex mongeampe`re, and uniformaly
elliptic, equations, Comm. Pure Appl. Math, 38, no. 2 (1985), 209-252.
[8] L. Caffarelli, L. Nirenberg, and J. Spruck, The Dirichlet problem for nonlinear second
order elliptic equations, III: Functions of the eigenvalues of the Hessian, Acta Math.
155 (1985), 261-301.
[9] S.-Y. Cheng and S.-T. Yau, On the regularity of the Monge-Ampere equation
det(∂2u/∂xi∂xj) = F (x, u), Comm. Pure Appl. Math. 30 (1977), 4168.
[10] S.-Y. Cheng and S.-T. Yau, On the existence of a complete Kahler metric on noncom-
pact complex manifolds and the regularity of Fefferman’s equation, Communications
on Pure and Applied Mathematics 33, no. 4 (1980): 507-544.
[11] P. Cherrier and A. Hanani, Le probleme de Dirichlet pour des equations de MongeAm-
pere en metrique hermitienne, Bull. Sci. Math. 123 (1999) 577597.
[12] J. Chu, L. Huang, and X. Zhu, The Fu-Yau equation in higher dimensions, Peking
Mathematical Journal 2.1 (2019), 71-97.
[13] T. C. Collins, A. Jacob, and S.-T. Yau, (1, 1) forms with specified Lagrangian phase:
a priori estimates and algebraic obstructions, arXiv:1508.01934.
35
[14] T. C. Collins, S. Picard, X. Wu, Concavity of the Lagrangian phase operator and
applications, Calc. Var. Partial Differential Equations 56 (2017), no. 4, Art. 89.
[15] T. C. Collins and S.-T. Yau, Moment maps, nonlinear PDE, and stability in mirror
symmetry, arXiv:1811.04824.
[16] Y.-Z. Chen and L.-C. Wu, Second order elliptic equations and elliptic systems. Vol.
174. American Mathematical Soc., 1998.
[17] J.P. Demailly, Complex Analytic and Differential Geometry, Open Content Book.
[18] S. Dinew and S. Ko lodziej, A priori estimates for complex Hessian equations, Analysis
and PDE 7, no. 1 (2014), 227-244.
[19] S. Dinew and S. Ko lodziej, Liouville and Calabi-Yau type theorems for complex Hes-
sian equations, American Journal of Mathematics 139, no. 2 (2017), 403-415.
[20] S. Dinew and C.H. Lu, Mixed Hessian inequalities and uniqueness in the class
E(X,ω,m), Mathematische Zeitschrift 279.3-4 (2015), 753-766.
[21] S. Dinew, S. Plis and X.-W. Zhang, Regularity of degenerate Hessian equations, Cal-
culus of Variations and PDE 58:138 (2019).
[22] W. Dong and C. Li, Second order estimates for complex Hessian equations on Her-
mitian manifolds, arXiv:1908.03599.
[23] L. C. Evans Classical solutions of fully nonlinear, convex, second-order elliptic equa-
tions, Comm. Pure Appl. Math. 35 (1982), no. 3, 333-363.
[24] K. Feng, H. Ge, and T. Zheng, The Dirichlet Problem of Fully Nonlinear Equations
on Hermitian Manifolds, arXiv:1905.02412.
[25] A. Fino, G. Grantcharov and L. Vezzoni, Solutions to the Hull-Strominger system
with torus symmetry, arXiv:1901.10322.
[26] J.-X. Fu and S.-T. Yau, The theory of superstring with flux on non-Kahler manifolds
and the complex Monge-Ampere equation, J. Differential Geom., 78, No. 3 (2008),
369-428.
[27] L. G˚arding, An inequality for hyperbolic polynomials, J. Math. Mech. 8 (1959), 957-
965.
[28] D. Gilbarg and N. Trudinger, Elliptic partial differential equations of second order.
Reprint of the 1998 edition. Classics in Mathematics. Springer-Verlag, Berlin, 2001.
[29] D. Gu and N.-C. Nguyen, The Dirichlet problem for a complex Hessian equation on
compact Hermitian manifolds with boundary, Annali della Scuola Normale Superiore
di Pisa. Classe di scienze 18.4 (2018), 1189-1248.
[30] B. Guan, The Dirichlet problem for a class of fully nonlinear elliptic equations, Comm.
in Partial Differential Equations 19 (1994), 399416.
[31] B. Guan, The Dirichlet problem for complex MongeAmpere equations and regularity
of the pluri-complex Green function, Comm. Anal. Geom. 6 (1998) 687703.
[32] B. Guan, Second-order estimates and regularity for fully nonlinear elliptic equations
on Riemannian manifolds, Duke Mathematical Journal 163(8) (2014), 1491-1524.
[33] B. Guan and Q. Li, Complex Monge-Ampere equations and totally real submanifolds,
Adv. Math. 225 (2010) 1185-1223.
[34] B. Guan and Q. Li, The Dirichlet problem for a Monge-Ampere type equation on
Hermitian manifolds, Adv. Math. 246 (2013), 351-367.
[35] B. Guan and J. Spruck, Boundary-value problems on Sn for surfaces of constant
Gauss curvature, Annals of Mathematics 138 (1993), 601-624.
[36] B. Guan and J. Spruck, Hypersurfaces of constant curvature in hyperbolic spaces II,
J. Eur. Math. Soc. 12 (2010), 797817.
[37] B. Guan and W. Sun, On a class of fully nonlinear elliptic equations on Hermitian
manifolds, Calculus of Variations and Partial Differential Equations 54.1 (2015): 901-
916.
[38] P.-F. Guan, Extremal functions related to intrinsic norms, Annals of Math. 156
(2002), 197211.
36 T. C. COLLINS AND S. PICARD
[39] P.-F. Guan and X. Zhang, Regularity of the geodesic equation in the space of Sasakian
metrics, Adv. Math. 230 (2012), no. 1, 321-371.
[40] F. R. Harvey and H. B. Lawson, Dirichlet duality and the nonlinear Dirichlet problem
on Riemannian manifolds, J. Differential Geom. 88 (2011), no. 3, 395482.
[41] A. Horn, Doubly stochastic matrices and the diagonal of a rotation matrix, Amer. J.
Math. 76 (1954), 620-630.
[42] Z. Hou, Complex Hessian equation on Kahler manfold, Int. Math. Res. Not. IMRN
2009, 3098-3111.
[43] Z. Hou, X.-N. Ma, and D. Wu, A second order estimate for complex Hessian equations
on a compact Kahler manifold, Math. Res. Lett 17(3) (2010), 547-561.
[44] N. M. Ivochkina, The integral method of barrier functions and the Dirichlet problem
for equations with operators of the Monge-Ampere type, Mat. Sb. (N.S.) 112 (1980),
193-206.
[45] N.M. Ivochkina, Classical solvability of the Dirichlet problem for the Monge-Ampere
equation, Zap. Nauchn. Sere. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 131
(1983), 72-79.
[46] A. Jbilou, Equations hessiennes complexes sur des varietes kahleriennes compactes,
C. R. Math. Acad. Sci. Paris 348 (2010), 41-46.
[47] V.N. Kokarev, Mixed volume forms and a complex equation of Monge-Ampere type
on Kahler mamanifolds of positive curvature, Izv. Ross. Akad. Nauk Ser. Mat. 74 (3)
(2010) 6578.
[48] S. Ko lodziej and N.C. Nguyen, Weak solutions of complex Hessian equations on com-
pact Hermitian manifolds, Compositio Mathematica 152.11 (2016), 2221-2248.
[49] N. V. Krylov Boundedly nonhomogeneous elliptic and parabolic equations, Izv. Akad.
Nak. SSSR Ser. Mat. 46 (1982), 487-523; English transl. in Math. USSR Izv. 20
(1983), 459-492.
[50] N. V. Krylov Boundedly nonhomogeneous elliptic and parabolic equations in a domain,
Izv. Akad. Nak. SSSR Ser. Mat. 47 (1983), 75-108; English transl. in Math. USSR
Izv. 22 (1984), 67-97.
[51] N.V. Krylov, On degenerate nonlinear elliptic equations, Mat. Sb., 121 (1983), 301-
330.
[52] S.-Y. Li, On the Dirichlet problems for symmetric function equations of the eigenval-
ues of the complex Hessian, Asian Journal of Mathematics 8 (2004), 087-106.
[53] C.H. Lu, Solutions to degenerate complex Hessian equations, J. Math. Pures Appl.
(9) 100 (2013), no. 6, 785805.
[54] C.H. Lu and V.-D. Nguyen, Degenerate complex Hessian equations on compact Kahler
manifolds, Indiana Univ. Math. J. 64 (2015), no. 6, 17211745.
[55] M. Marcus, An eigenvalue inequality for product of normal matrices, Amer. Math.
Monthly, 63 (1956), 173174.
[56] N.C. Nguyen, Subsolution theorem for the complex Hessian equation, Universitatis
Iagellonicae. Acta Mathematica, (50), 69.
[57] D.H. Phong, S. Picard, and X.-W. Zhang, A second order estimate for general complex
Hessian equations, Analysis and PDE, Vol 9 (2016), No. 7, 1693-1709.
[58] D.H. Phong, S. Picard, and X.-W. Zhang, The Fu-Yau equation with negative slope
parameter, Invent. Math., Vol. 209, No. 2 (2017), 541-576.
[59] D.H. Phong, S. Picard, and X.-W. Zhang, Fu-Yau Hessian equations,
arXiv:1801.09842, to appear in J. Differential Geom.
[60] D.H. Phong, S. Picard, and X.-W. Zhang, New curvature flows in complex geometry,
Surveys in Differential Geometry, Vol. 22, No. 1 (2017), 331-364.
[61] D.H. Phong, S. Picard, and X.-W. Zhang, The Anomaly flow and the Fu-Yau equation
Annals of PDE 4.2 (2018): 13.
[62] D.H. Phong and D.T. To, Fully non-linear parabolic equations on compact Hermitian
manifolds, arXiv:1711.10697.
37
[63] D.H. Phong and J. Sturm, The Dirichlet problem for degenerate complex Monge-
Ampere equations, Comm. Anal. Geom. 18 (2010), no. 1, 145170,
[64] D.H. Phong, J. Song, and J. Sturm, Complex Monge-Ampere equations, Surveys in
differential geometry. Vol XVII, 327–410, Surv. Differ. Geom., 17, Int. Press, Boston,
MA, 2012, arXiv:1209.2203
[65] L. Silvestre, and B. Sirakov, Boundary regularity for viscosity solutions of fully non-
linear elliptic equations, Comm. Partial Differential Equations 39 (2014), no. 9, 1694–
1717.
[66] J. Spruck, Geometric aspects of the theory of fully nonlinear elliptic equations, Global
theory of minimal surfaces, Amer. Math. Soc., Providence, RI, 2005, 283-309.
[67] G. Sze´kelyhidi, Fully-nonlinear elliptic equations on compact Hermitian manifolds, J.
Differential Geom. 109 (2018), no. 2, 337–378.
[68] V. Tosatti, Y. Wang, B. Weinkove, and X. Yang, C2,α estimates for nonlinear elliptic
equations in complex and almost complex geometry, Calc. Var. Partial Differential
Equations 54 (2015), no. 1, 431-453.
[69] V. Tosatti and B. Weinkove, The complex Monge-Ampere equation on compact Her-
mitian manifolds, J. Amer. Math. Soc. 23 (2010), no.4, 1187-1195.
[70] V. Tosatti and B. Weinkove, Estimates for the complex Monge-Ampere equation on
Hermitian and balanced manifolds, Asian J. Math. 14 (2010), no.1, 1940.
[71] N.S. Trudinger, On the Dirichlet problem for Hessian equations, Acta Mathematica
175 no. 2 (1995), 151-164.
[72] A. Vinacua, Nonlinear elliptic equations and the complex Hessian, Communications
in partial differential equations 13.12 (1988), 1467-1497.
[73] Y. Wang, On the C2,α regularity of the complex Monge-Ampere equation, Math. Res.
Lett. 19 (2012), no. 4, 939-946.
[74] D. Zhang, Hessian equations on closed Hermitian manifolds, Pacific Journal of Math-
ematics 291, no. 2 (2017), 485-510.
[75] X.-W. Zhang, A priori estimates for complex Monge-Ampere equation on Hermitian
manifolds, International Mathematics Research Notices 2010, no. 19, (2010), 3814-
3836.
[76] S.T. Yau, On the Ricci curvature of a compact Kahler manifold and the complex
Monge-Ampere equation I, Comm. Pure Appl. Math., 31 (1978), 339-411.
E-mail address: tristanc@mit.edu
Department of Mathematics, Massachusetts Institute of Technology, 77
Massachusetts Avenue, Cambridge, MA 02139
E-mail address: spicard@math.harvard.edu
Department of Mathematics, Harvard University, 1 Oxford St.,Cambridge,
MA, 02138
