In this paper we compare two approaches of model selection methods for linear regression models: classical approach -Autometrics (automatic general-to-specific selection) -and statistical learning -LASSO ( ! -norm regularization) and adaLASSO (adaptive LASSO). In a simulation experiment, considering a simple setup with orthogonal candidate variables and independent data, we compare the performance of the methods concerning predictive power (out-of-sample forecast), selection of the correct model (variable selection) and parameter estimation. The case where the number of candidate variables exceeds the number of observation is considered as well. Finally, in an application using genomic data from a highthroughput experiment we compare the predictive power of the methods to predict epidermal thickness in psoriatic patients.
Introduction
The importance of automatic specification of statistical models has been growing exponentially with the progress and dissemination of data modeling. One important instance of this problem is the specification of multiple regression models. Presently, there are several statistical packages proposing different methodologies for selecting Documents de travail du Centre d'Economie de la Sorbonne -2013.80R (Version révisée) 3 (forecast out-of-sample) and the performance in the selection of the correct model and estimation (in-sample) . The case where the number of candidate variables exceeds the number of observations is considered as well. In order to analyze different situations the model selection methodologies were compared varying the sample size, the number of relevant variables and the number of candidate variables. Finally, we apply the methods to predict psoriasis in a genetic study.
The paper is organized as follows. Model selection techniques are presented in Section 2. Section 3 presents the Monte Carlo experiment and simulation results.
Section 4 is devoted to the application to epidermal thickness forecasting in psoriatic patients and results. Finally, Section 5 concludes.
The model selection techniques

Autometrics
The main pillar of this approach is the concept of GETS modeling: starting from a general dynamic statistical model which captures the main characteristics of the underlying data set, standard testing procedures are used to reduce its complexity by eliminating statistically insignificant variables, checking the validity of the reductions at every stage to ensure the congruence 1 of the selected model. Hendry and Krolzig (1999) , and Krolzig and Hendry (2001) proposed an algorithm for automatic model selection, called PcGets. Using Monte Carlo simulation they studied the probabilities of PcGets recovering the data generating process (DGP), and they achieved good results. Campos et al. (2003) established the consistency of PcGets procedure. Doornik (2009) introduced a third-generation algorithm, called Autometrics, based on the same principles. The new algorithm can also be applied in the general case of more variables than observations. Autometrics uses a tree-path search to detect and eliminate statistically insignificant variables. Such algorithm does not become stuck in a single-path, where a relevant variable is inadvertently eliminated, retaining other variables as proxies (e.g., as in stepwise regression). 1 A congruent model should satisfy: (1) homoscedastic, independent errors; (2) strongly exogenous conditioning variables for the parameters of interest; (3) constant, invariant parameters of interest; (4) theory-consistent, identifiable structures; (5) data admissible formulations on accurate observations. For more details see Hendry and Nielsen (2007) .
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Methodology
Autometrics has five basic stages: The first stage concerns the formulation of a linear model called the General Unrestricted Model (GUM); the second determines the estimation and testing of the GUM; the third is a pre-search process; the fourth is the tree-path search procedure; and the fifth is the selection of the final model.
The algorithm is described in detail in Doornik (2009) . The main idea is to begin modeling with a linear model containing all candidate variables (GUM). The GUM is estimated by ordinary least squares and subjected to diagnostic tests. If there is statistically insignificant coefficient estimates, simpler models are estimated using a tree-path reduction search, and validated by diagnostic tests. If several terminal models are found, Autometrics tests them again their union. Rejected models are removed, and the union of the 'surviving' terminal models becomes a new GUM for another tree-path search iteration; then this entire search process continues and the terminal models are again tested against there union. If more than one model survives the encompassing tests, final choice is made by a pre-selected information criterion.
In the case where the number of candidate variables exceeds the number of observations, Autometrics applies the cross-block algorithm proposed in Hendry and Krolzig (2004) , as described in the Appendix.
Autometrics is partially a black box. However, it allows the user to choose a number of settings to define modeling strategy, as the "target size" and the "tiebreaker". These will be briefly discussed in Section 3.
LASSO and adaLASSO
Shrinkage methods have become popular in the estimation of large dimensions models. Among these methods, the Least Absolute Shrinkage and Selection Operator (LASSO), proposed by Tibshirani (1996) , has received particular attention because of the ability to shrink some parameters to zero, excluding irrelevant regressors. In other words, LASSO is a popular technique for simultaneous estimation and variable selection for linear models.
LASSO is able to handle more variables than observations and produces sparse models (Zhao and Yu, 2006, Meinshausen and Yu, 2009) , which are easy to interpret. Moreover, the entire regularization path of the LASSO can be computed efficiently, Documents de travail du Centre d'Economie de la Sorbonne -2013.80R (Version révisée) as shown in Efron et al. (2004) , or more recently in Friedman et al. (2010) .
Despite all these nice characteristics, Zhao and Yu (2006) noted that the LASSO estimator can only be consistent if the design matrix 2 satisfies a rather strong condition denoted "Irrepresentable Condition", which can be easily violated in the presence of highly correlated variables. Moreover, Zou (2006) noted that the oracle property in the sense of Fan and Li (2001) 3 does not hold for LASSO. To amend these deficiencies, Zou (2006) proposes the adaptive LASSO (adaLASSO).
The LASSO and adaLASSO estimators
The LASSO technique is inspired in ridge regression, which is a standard technique for shrinking coefficients. However, contrarily to the latter, LASSO can set some coefficients to zero, resulting in an easily interpretable model.
Consider model estimation and variable selection in a linear regression
framework. Suppose that y = ( ! , … , ! ) ! is the response vector, and The LASSO estimator, introduced by Tibshirani (1996) , is given by
where . denotes the standard ! -norm, and is a nonnegative regularization parameter. The second term in (1) is the so-called " ! penalty", which is crucial for the success of the LASSO. The LASSO continuously shrinks the coefficients towards 0 as increases, and some coefficients are shrunk to exact 0 if is sufficiently large. Zou (2006) showed the LASSO estimator does not enjoy the oracle property, and proposed a simple and effective solution, the adaptive LASSO, or adaLASSO.
While in LASSO the coefficients are equally penalized in the ! penalty in the adaLASSO each coefficient is assign with different weights. Zou (2006) showed that 2 Design matrix: matrix of values of explanatory variables. 3 Oracle property: the method both identifies the correct subset model and the estimates of non-zero parameters have the same asymptotic distribution as the ordinary least squares (OLS) estimator in a regression including only the relevant variables.
6 if the weights are data-dependent and cleverly chosen, then the adaLASSO can have the oracle property.
The adaLASSO estimator is given by
where ! = 1/ ! * ! , γ > 0, and ! * is an initial parameter estimate. As the sample size grows, the weights diverge (to infinity) for zero coefficients, whereas, for the non-zero coefficients, the weights converge to a finite constant. Zou (2006) 
Theoretical comparison
To compare the two approaches present in this paper, we focus on estimator bias and the average mean squared error (MSE). If the methodologies correctly select the true 7 model, some results are expected concerning parameters estimates: 3. Bias of LASSO estimators tends to be larger in absolute value than the bias of adaLASSO estimators, which are expect to be close to the ones produced by OLS.
The weighting strategy of adaLASSO makes the penalty term small for the relevant variables.
Therefore, in theory, when the true model is included, Autometrics is expected to be slightly superior to adaLASSO and a lot to LASSO, due to its oracle property.
The differences between methods will appear in their variable selection performances.
Simulation experiment
We aim to analyze and compare variable selection and forecasting performance of Autometrics, LASSO and adaLASSO methods in different scenarios based on the same linear model, varying three parameters: numbers of observations, relevant variables and candidate variables. The scenarios and comparison statistics follow Medeiros and Mendes (2016) .
The procedure used to solve LASSO is the glmnet package for Matlab, also used for ridge regression and elastic net. The glmnet procedure implements a coordinate descent algorithm. For more details, see Friedman et al. (2010) . For
Autometrics we used the procedure in OxMetrics package.
Regarding variable selection performance, our goal is to compare 'size' and 'power' of model selection process, namely the probability of inclusion in the final model of variables that do not (do) enter the DGP, i.e. retention frequency of irrelevant variables, and retention frequency of relevant variables.
We also analyze and compare the parameters estimates for each methodology.
Finally, we compare the forecasting accuracy of models selected by each technique and by the Oracle model, which is the ordinary least squares (OLS) estimator in a regression including only the relevant variables.
To illustrate our purpose we chose to use a simple statistical model with orthogonal regressors and independent data, for which the compared methods have already proved to work well and their asymptotic properties have already been proven, as mentioned in Section 2. The data generating process (DGP) used is a Gaussian linear regression model, where the strongly exogenous variables are Gaussian whitenoise processes:
where is a vector of ones of size and ! is a vector of relevant variables.
The GUM is a linear regression model, which includes the intercept, the q relevant variables of the DGP (3), and p-q irrelevant variables, which are also Gaussian white-noise processes. The GUM, given by (4), has p candidate variables and the constant,
where ! is the index of relevant variables and ! is the index of irrelevant variables.
We simulate N = 50, 100, 300, 500 observations of DGP (4) for different combinations of number of candidate (p) and relevant (q) variables. We consider p = 100, 300 and q = 5, 10, 15, 20. In other words, 32 different scenarios were evaluated in a Monte Carlo experiment with 1000 replications, combining parameters N, p and q.
Models are estimated by Autometrics, LASSO and adaLASSO methods. The tuning parameters of LASSO and adaLASSO, and γ, are selected by BIC, and elastic net is used as pre-estimator for adaLASSO. As to Autometrics, we compared two model strategies: Liberal and Conservative, i.e., "target size", which means "the proportion of irrelevant variables that survives the simplification process" (Doornik, 2009 ) was set to 5% (Liberal) and 1% (Conservative). For the final selection, BIC is used as "tie-breaker", and the rest of Autometrics's settings are defined by default.
Simulation results
Results of the simulated scenarios are presented in Tables 1 to 6 . For a descriptive statistics of the parameters estimates, Table 1 shows the average bias and the average mean squared error (MSE) for Autometrics (Liberal), Autometrics (Conservative), LASSO and adaLASSO estimators over the simulations and across candidate variables, i.e.,
where
is the vector of size p of "true" values of the parameters of the model; p and q are the numbers of candidate and relevant variables, respectively; and MC is the number of Monte Carlo replications. In this experiment MC=1000. 3. Autometrics (Conservative) shows better performance than Autometrics (Liberal).
As expected by definition of "target size", the former includes less irrelevant variables than the latter. data driven and the maximum λ is the minimum value for which all coefficients estimates are zero. Different models are estimated for the entire sequence of λ and we use the BIC for the final model selection.
The glmnet algorithm has also stopping criteria that can reduce the number of estimated models. When q=15 and q=20 the algorithm do not estimate models for the entire sequence of λ preventing the selection of over fitted models that minimize the BIC. For more details see glmnet vignette by Hastie, T. and Qian, J. (http://www.stanford.edu/~hastie/glmnet/glmnet_alpha.html). Finally, in order to compare predictive performance of the model selection methods, Table 6 reports the root mean squared error for out-of-sample forecasts (RMSFE) for Autometrics (Liberal and Conservative), LASSO, adaLASSO and Oracle models. We consider a total of 100 out-of-sample observations. Main results of 
Application: Epidermal thickness in psoriatic patients
Psoriasis is a common chronic inflammatory skin disease, which the cause is not entirely understood. Clinically, thickened epidermis is a major factor to measure psoriasis severity.
With recent evolution of high-throughput technologies devoted to medical and translational sciences, genomics databases are increasingly available, and the development of high-dimensional statistical models becomes essential. In this scenario, variable selection is a significant step, and some methodologies have already been applied to genomics. Tian et al. (2012) , Tian and Suárez-Fariñas (2013) and
Correa da Rosa et al. (2017) show applications of regularization algorithms for genes selection in Psoriasis' genomic data.
A set of histological measurements of epidermal thickness in a cohort of 609 psoriatic patients reported in Suárez-Fariñas et al. (2012) 5 and a subcohort of 65 patients in Kim et al. (2015) were analysed and showed evidence of association between gene expression levels and thick and thin plaque psoriasis phenotypes.
Despite the fact that the authors have identified psoriasis pathways with difference between these two phenotypes, the quantitative epidermal thickness phenotype was not used as an outcome. Additionally, enrichment analysis was only carried out for psoriasis pathways.
In this section, we propose fill these gaps with the application of the two described approaches. The epidermal thickness and microarray gene expressions from 54675 genes measured in a set of 70 patients analysed in Suárez-Fariñas et al. (2012) will be used as dependent and regressors respectively. Due to the fact that Autometrics does not support a General Unrestricted Model (GUM) with such a large number of candidate variables, we used only a restricted set of 870 gene expressions 6 as regressors. The GUM is a linear model written in eq. (8). 5 We want to thank Mayte Suárez-Fariñas from the Icahn School of Medicine, Mount Sinai, New York, USA, for providing the data and all the help with the genetic language. 6 An initial set of 54675 candidate variables (microarray gene expressions at probesets) was reduced to a set of 870 genes by using moderated t-test statistics in linear mixed-effects models as implemented in limma package available in R/Bioconductor software. 
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where is 870 candidate variables.
We used 80% of the data for specification and estimation in-sample (56 patients) and the final 20% for out-of-sample forecasting (14 patients). We evaluated 1000 permutations on the data observations, creating 1000 different in-sample and out-of-sample sets. The results presented next are the average statistics of the 1000 fitted models.
Results
We considered GUM in eq. (8) for specification and estimation by Autometrics, LASSO and adaLASSO methods, and evaluate one-step ahead out-of-sample forecast.
Out-of-sample forecasting is evaluated in terms of two measures: root mean squared forecast error (RMSFE) and an out-of-sample R 2 statistics, defined as:
where Ο is the out-of-sample observations set and is the historical mean of the insample set. Contrarily to usual R 2 , the out-of-sample R 2 may be negative. If ! !" is positive, then the selected model has lower average mean squared prediction error than the historical average. Table 7 presents results concerning estimation (in-sample) and forecasting (outof-sample) for model selection methods. With respect to variable selection and estimation, Table 7 reports the average number of parameters and the average insample R 2 , for selected final models. Concerning one-step ahead out-of-sample forecasting, Table 7 presents the average root mean squared forecast error (RMSFE), and average out-of-sample R 2 , defined in eq. (9). The following comments point out the main results:
1. The out-of-sample forecasting performance of LASSO and adaLASSO models is far superior to Autometrics (Liberal and Conservative) models.
2. The LASSO model presents the best predictive performance, i.e., the lowest RMSFE and largest ! !" . In order to measure the statistical significance of the differences between the forecast errors of the tested models we employ the modified Diebold-Mariano test, a more robust version, proposed by Harvey et al. (1997) . We apply the test with different functions for the out-of-sample forecast: absolute error and squared error.
We tested the null hypothesis of "equal accuracy" of models with a reference.
The test statistics and the p-value are presented in Table 8 . The test shows that LASSO and adaLASSO present out-of-sample absolute (p-values 10.5% and 10.1%) and squared errors (p-values 13.6% and 13.2%) significantly lower than Autometrics (Conservative), and at a significant level of 13.2% and 12.5%, respectively, present out-of-sample absolute error lower than Autometrics (Liberal). We can say that adaLASSO and LASSO have more predictive power than Autometrics. Laboratory of Investigative Dermatology at The Rockefeller University. Table 9 shows the top 3-associated psoriasis' gene sets in each fitted model as well as the pvalue adjusted by the Benjamini-Hochberg method (FDR). Table 9 shows concordance in the top association for LASSO and adaLASSO and the same happened for Autometric's algorithms. The Autometrics Liberal and
Conservative have generated ranked gene lists that are significantly enriched in the up-regulated genes found in Bowcock (2001) . This result agrees with one of the pathways reported in Kim (2015) when analyzing differences in thick and thin psoriasis. 
Conclusions
In this paper we compare two approaches for model selection considering different aspects and scenarios: Autometrics, using Liberal and Conservative strategies, and LASSO/adaLASSO.
Considering a very simple setup, we conduct a Monte Carlo simulation experiment where the DGP is a linear regression with orthogonal variables and independent data. Three aspects of the performance are considered: variable selection, Documents de travail du Centre d'Economie de la Sorbonne -2013.80R (Version révisée) parameter estimation and predictive power, considering different sample sizes (N), different number of relevant variables (q) and candidate variables (p). Simulation results show that, as expected, all methods improve their performance as sample size increases and the number of relevant and candidate variables decreases. Regarding parameter estimation, Autometrics presents the lowest absolute average bias and variance, as expected by the definition of OLS estimation when the correct model is selected. LASSO and adaLASSO present similar results when N increases, however, for small sample sizes, adaLASSO presents lower parameters average absolute bias and variance.
Regarding variable selection, adaLASSO presents superior performance in most of the simulated scenarios, except for N=50, where Autometrics (Conservative) presents better results, especially if the number of relevant variables increases. When N=300 and N=500, adaLASSO always selects the correct model whereas Autometrics (Conservative) tends to include some irrelevant variables.
Concerning out-of-sample forecasting, for large values of q, even when adaLASSO finds the correct sparsity pattern, Autometrics (Conservative) presents better predictive performance. This is explained by the bias generated by the penalization term in adaLASSO that has stronger effect in RMSFE as q increases. For small values of q and < , adaLASSO and Autometrics (Conservative) have similar performance to the Oracle model.
A general conclusion is that, for a linear regression with orthogonal variables, the adaLASSO has superior performance in model selection than LASSO and Autometrics for almost every case (N=100, N=300 and N=500). However, for small samples (N=50 in our experiment), it is preferable to use Autometrics (Conservative).
In the application to psoriasis forecasting, Autometrics cannot handle all the genomic expressions as candidate variables in a feasible time. For that reason, the initial set of 54675 variables was reduced to a set of 870 genes. Results showed that LASSO and adaLASSO are much superior in predictive power than Autometrics.
