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Non-Colliding System of Brownian Particles
as Pfaffian Process
Makoto Katori ∗
Department of Physics, Faculty of Science and Engineering,
Chuo University, Kasuga, Bunkyo-ku, Tokyo 112-8551, Japan
In the paper [7] we studied the temporally inhomogeneous system of non-colliding Brow-
nian motions and proved that multi-time correlation functions are generally given by the
quaternion determinants in the sense of Dyson and Mehta. In this report we give another
proof of the equivalent statement using Fredholm determinant and Fredholm pfaffian, and
claim that the present system is a typical example of pfaffian processes.
1 Non-Colliding Brownian Motions
By virtue of the Karlin-McGregor formula [5, 6], the transition density of the absorbing
Brownian motion in a Weyl chamber
R
N
< =
{
x = (x1, x2, . . . , xN) ∈ RN ; x1 < x2 < · · · < xN
}
,
is given by
fN(t;x,y) = det
1≤i,j≤N
[
pt(xi, yj)
]
, x,y ∈ RN< , t ∈ [0,∞),
where pt is the heat-kernel given by
pt(x, y) =
1√
2πt
e−(x−y)
2/2t.
The integral
NN(t;x) =
∫
R
N
<
fN (t;x,y)dy,
where dy =
∏N
i=1 dyi, gives the probability that a Brownian motion starting from x ∈ RN<
does not hit the boundary of RN< up to time t > 0.
For a given T > 0, we define
gN,T (s,x; t,y) =
fN(t− s;x,y)NN(T − t;y)
NN(T − s;x)(1.1)
for 0 ≤ s ≤ t ≤ T,x,y ∈ RN< . It can be regarded as the transition probability density from
the state x ∈ RN< at time s to the state y ∈ RN< at time t. In [8, 9] it was shown that as
|x| → 0, gTN(0,x; t,y) converges to
gN,T (0, 0; t,y) ≡ C(N, T, t)hN(y)
N∏
i=1
pt(0, yi)NN(T − t,y),(1.2)
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where C(N, T, t) = πN/2
(∏N
j=1 Γ(j/2)
)−1
TN(N−1)/4t−N(N−1)/2, and
hN(x) =
∏
1≤i<j≤N
(xj − xi) = det
1≤i,j≤N
[
xi−1j
]
.
The N particle system of non-colliding Brownian motions X(t) all started from the origin at
time 0, i.e. X(0) = 0 = (0, 0, · · · , 0), and conditioned not to collide with each other in a time
interval (0, T ] is defined by the process associated with the transition probability density gN,T
given by (1.1) and (1.2). This process is temporally inhomogeneous and it was obtained as a
diffusion scaling limit of the vicious walker model in [9]. Figure 1 illustrates the process X(t).
O x
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Figure 1: Process X(t), t ∈ [0, T ], with X(0) = 0.
Let X be the space of countable subset ξ of R satisfying ♯(ξ ∩K) < ∞ for any compact
subset K. For x = (x1, x2, . . . , xn) ∈
⋃∞
ℓ=1R
ℓ, we denote {xi}ni=1 ∈ X simply by {x}. The
diffusion process {X(t)}, t ∈ [0, T ] on the set X is defined by the transition probability density
gN,T (s, {x}; t, {y}), 0 ≤ s ≤ t ≤ T :
gN,T (s, {x}; t, {y}) =

gN,T (s,x; t,y), if s > 0, ♯{x} = ♯{y} = N,
gN,T (0, 0; t,y), if s = 0, {x} = {0}, ♯{y} = N,
0, otherwise,
where x and y are the elements of RN< . For the given time interval [0, T ], we consider the
M intermediate times t0 = 0 < t1 < t2 < · · · < tM < tM+1 = T . The multi-time transition
density of the process {X(t)} is given by
gN,T (t0, {x(0)}; t1, {x(1)}; . . . ; tM+1, {x(M+1)}) =
M∏
µ=0
gN,T (tµ, {x(µ)}; tµ+1, {x(µ+1)}).
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Here we set t0 = 0, tM+1 = T and {x(0)} ≡ {0}. From (1.1) and (1.2) we have
gN,T (0, {0}; t1, {x(1)}; . . . ; tM+1, {x(M+1)})(1.3)
= C(N, T, t1)hN
(
x(1)
)
sgn
(
hN
(
x(M+1)
))
×
N∏
i=1
pt1
(
0, x
(1)
i
) M∏
µ=1
det
1≤i,j≤N
[
ptµ+1−tµ
(
x
(µ)
i , x
(µ+1)
j
)]
.
For x(µ) ∈ RN< , 1 ≤ µ ≤ M + 1, and N ′ = 1, 2, . . . , N , we write x(µ)N ′ =
(
x
(µ)
1 , x
(µ)
2 , . . . , x
(µ)
N ′
)
.
For a sequence {Nµ}M+1µ=1 of positive integers less than or equal to N , we define the multi-time
correlation function by
ρN,T
(
t1, {x(1)N1}; t2, {x
(2)
N2
}; . . . ; tM+1, {x(M+1)NM+1 }
)
(1.4)
=
∫
∏M+1
µ=1 R
N−Nµ
M+1∏
µ=1
1
(N −Nµ)!
N∏
i=Nµ+1
dx
(µ)
i
gN,T
(
0, {0}; t1, {x(1)N }; t2, {x(2)N }; . . . ; tM+1, {x(M+1)N }
)
.
Let C0(R) be the set of all continuous real functions with compact supports. For f =
(f1, f2, · · · , fM+1) ∈ C0(R)M+1, and θ = (θ1, θ2, · · · , θM+1) ∈ RM+1, the multi-time character-
istic function is defined for the process X(t) = (X1(t), X2(t), · · · , XN(t)) as
ΨN,T (f ; θ) = EN,T
exp
√−1
M+1∑
µ=1
θµ
N∑
iµ=1
fµ(Xiµ(tµ))

 ,
where EN,T [ · ] denotes the expectation determined by gN,T . Let
χµ(x) = e
√−1θµfµ(x) − 1, 1 ≤ µ ≤M + 1,
then by the definition of multi-time correlation function (1.4), we have
ΨN,T (f ; θ) =
N∑
N1=0
N∑
N2=0
· · ·
N∑
NM+1=0
∫
RN1
dx
(1)
N1
∫
RN2
dx
(2)
N2
· · ·
∫
R
NM+1
dx
(M+1)
NM+1
M+1∏
µ=1
Nµ∏
iµ=1
χµ(x
(µ)
iµ )ρN,T
(
t1, {x(1)N1}; t2, {x
(2)
N2
}; · · · ; tM+1, {x(M+1)NM+1 }
)
.(1.5)
2 Fredholm Pfaffian Representation of Characteristic
Function
Let
ZN,T [χ] =
(
1
N !
)M+1 ∫
RN(M+1)
M+1∏
µ=1
dx(µ) det
1≤i,j≤N
[
Mi−1(x
(1)
j )pt1(0, x
(1)
j )(1 + χ1(x
(1)
j ))
]
×
M∏
µ=1
det
1≤i,j≤N
[
ptµ+1−tµ(x
(µ)
i , x
(µ+1)
j )(1 + χµ+1(x
(µ+1)
j ))
]
sgn
(
hN(x
(M+1)
N )
)
.
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Here Mi(x) is an arbitrary polynomial of x with degree i in the form Mi(x) = bix
i + · · · with
a constant bi for i = 0, 1, 2, · · ·, and thus hN(x) = det1≤i,j≤N
[
Mi−1(xj)
]
/
∏N
k=1 bk−1. Then
(1.3) gives
ΨN,T (f ; θ) =
ZN,T [χ]
ZN,T [0]
,(2.1)
where ZN,T [0] is obtained from ZN,T [χ] by setting χµ(x) = 0 for all µ.
By the well-known formula∫
R
N
<
dx det
1≤i,j≤N
[
φi(xj)
]
det
1≤i,j≤N
[
φ¯i(xj)
]
= det
1≤i,j≤N
[∫
R
dx φi(x)φ¯j(x)
]
for square integrable continuous functions φi, φ¯i, 1 ≤ i ≤ N , we have
ZN,T [χ] =
∫
RN<
dy det
1≤i,j≤N
[∫
RM+1
M+1∏
µ=1
dx(µ)
{
Mi−1(x(1))pt1(0, x
(1))(1 + χ1(x
(1)))
}
×
M∏
µ=1
{
ptµ+1−tµ(x
(µ), x(µ+1))(1 + χµ+1(x
(µ+1)))
}
pT−tM+1(x
(M+1), yj)
]
,
where pT−tM+1(x, y) = p0(x, y) = δ(x− y).
For simplicity of expressions, we will assume that the number of particles N is even from
now on. We use the formula [2]∫
R
N
<
dy det
1≤i,j≤N
[
φi(yj)
]
= Pf1≤i,j≤N
[∫
R
dy
∫
R
dy˜ sgn(y˜ − y)φi(y)φj(y˜)
]
for integrable continuous functions φi, 1 ≤ i ≤ N . Here, for an integer n and an antisymmetric
2n× 2n matrix A = (aij), the pfaffian is defined as
Pf(A) = Pf1≤i<j≤2n
[
aij
]
=
1
n!
∑
σ
sgn(σ)aσ(1)σ(2)aσ(3)σ(4) · · · aσ(2n−1)σ(2n),
where the summation is extended over all permutations σ of (1, 2, . . . , 2n) with restriction
σ(2k − 1) < σ(2k), k = 1, 2, . . . , n. Since (Pf(A))2 = detA for any antisymmetric 2n × 2n
matrix A, we have(
ZN,T [χ]
)2
= det
1≤i,j≤N
[∫
dy
∫
dy˜ sgn(y˜ − y)
×
∫
RM+1
M+1∏
µ=1
dx(µ)
{
Mi−1(x(1))pt1(0, x
(1))(1 + χ1(x
(1)))
}
×
M∏
µ=1
{
ptµ+1−tµ(x
(µ), x(µ+1))(1 + χµ+1(x
(µ+1)))
}
pT−tM+1(x
(M+1), y)
×
∫
RM+1
M+1∏
µ=1
dx˜(µ)
{
Mj−1(x˜(1))pt1(0, x˜
(1))(1 + χ1(x˜
(1)))
}
4
×
M∏
µ=1
{
ptµ+1−tµ(x˜
(µ), x˜(µ+1))(1 + χµ+1(x˜
(µ+1)))
}
pT−tM+1(x˜
(M+1), y˜)
]
= det
1≤i,j≤N
[
(A0)ij + (A1)ij + (A2)ij + (A3)ij
]
with
(A0)ij =
∫
dy
∫
dy˜ sgn(y˜ − y)
∫
dxMi−1(x)pt1(0, x)pT−t1(x, y)
×
∫
dx˜Mj−1(x˜)pt1(0, x˜)pT−t1(x˜, y˜),
(A1)ij =
M+1∑
ℓ=1
∑
1≤µ1<µ2<···<µℓ≤M+1
∫
dy
∫
dy˜ sgn(y˜ − y)
×
∫
Rℓ
ℓ∏
k=1
dx(µk)
∫
dxMi−1(x)pt1(0, x)ptµ1−t1(x, x
(µ1))
×
ℓ−1∏
k=1
{
χk(x
(µk))ptµk+1−tµk (x
(µk), x(µk+1))
}
χℓ(x
(µℓ))pT−tµℓ (x
(µℓ), y)
×
∫
dx˜Mj−1(x˜)pt1(0, x˜)pT−t1(x˜, y˜),
(A2)ij =
M+1∑
ℓ=1
∑
1≤µ1<µ2<···<µℓ≤M+1
∫
dy
∫
dy˜ sgn(y˜ − y)
×
∫
dxMi−1(x)pt1(0, x)pT−t1(x, y),
×
∫
Rℓ
ℓ∏
k=1
dx˜(µk)
∫
dx˜Mj−1(x˜)pt1(0, x˜)ptµ1−t1(x˜, x˜
(µ1))
×
ℓ−1∏
k=1
{
χk(x˜
(µk))ptµk+1−tµk (x˜
(µk), x˜(µk+1))
}
χℓ(x˜
(µℓ))pT−tµℓ (x˜
(µℓ), y˜),
(A3)ij =
M+1∑
ℓ=1
M+1∑
m=1
∑
1≤µ1<µ2<···<µℓ≤M+1
∑
1≤ν1<ν2<···<νm≤M+1
∫
dy
∫
dy˜ sgn(y˜ − y)
×
∫
Rℓ
ℓ∏
k=1
dx(µk)
∫
dxMi−1(x)pt1(0, x)ptµ1−t1(x, x
(µ1))
×
ℓ−1∏
k=1
{
χk(x
(µk))ptµk+1−tµk (x
(µk), x(µk+1))
}
χℓ(x
(µℓ))pT−tµℓ (x
(µℓ), y)
×
∫
Rℓ
m∏
n=1
dx˜(νm)
∫
dx˜Mj−1(x˜)pt1(0, x˜)ptν1−t1(x˜, x˜
(ν1))
×
m−1∏
n=1
{
χn(x˜
(νn))ptνn+1−tνn (x˜
(νn), x˜(νn+1))
}
χm(x˜
(νm))pT−tνm (x˜
(νm), y˜),
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where we have used the Chapman-Kolmogorov equation for the heat-kernel∫
dy pt−s(x, y)pu−t(y, z) = pu−s(x, z), 0 < s < t < u, x, y ∈ R,
and the fact that p0(x, y) = limt→0 pt(x, y) = δ(x− y).
We consider a vector space V with the orthonormal basis
{
|µ, x〉
}
µ=1,2,···,M+1,x∈R
which
satisfy
〈µ, x|ν, y〉 = δµνδ(x− y),
µ, ν = 1, 2, · · · ,M +1, x, y ∈ R. We introduce the operators Jˆ , pˆ, pˆ+, pˆ− and χˆ acting on V as
follows
〈µ, x|Jˆ|ν, y〉 = 1(µ=ν=M+1)sgn(y − x),
〈µ, x|pˆ|ν, y〉 = p|tν−tµ|(x, y),
〈µ, x|pˆ+|ν, y〉 = ptν−tµ(x, y)1(µ<ν) = 〈ν, y|pˆ−|µ, x〉,(2.2)
〈µ, x|χˆ|ν, y〉 = χµ(x)δµνδ(x− y),
where 1(ω) is the indicator function: 1(ω) = 1 if ω is satisfied and 1(ω) = 0 otherwise, and we
will use the convention
〈µ, x|Aˆ|ν, y〉〈ν, y|Bˆ|ρ, z) =
M+1∑
ν=1
∫
R
dy A(µ, x; ν, y)B(ν, y; ρ, z) = 〈µ, x|AˆBˆ|ρ, z〉
for operators Aˆ, Bˆ with 〈µ, x|Aˆ|ν, y〉 = A(µ, x; ν, y), 〈µ, x|Bˆ|ν, y〉 = B(µ, x; ν, y).
Consider another basis
{
|i〉 ; i = 1, 2, · · ·
}
in V and we assume that transformation matrix
between the two bases is given by
〈i|µ, x〉 = 〈µ, x|i〉 =
∫
dyMi−1(y)pt1(0, y)ptµ−t1(y, x),(2.3)
i = 1, 2, · · · , µ = 1, 2, · · · ,M + 1, x ∈ R. Then the quantity∫
dyMi−1(y)pt1(0, y)ptµ−t1(y, x)
+
µ−1∑
m=1
∑
1≤µ1<µ2<···<µm<µ
∫
Rm
m∏
j=1
dx(µj )
∫
dyMi−1(y)pt1(0, y)ptµ1−t1(y, x
(µ1))
×
m−1∏
k=1
{
χµk(x
(µk))ptµk+1−tµk (x
(µk), x(µk+1))
}
χµm(x
(µm))ptµ−tµm (x
(µm), x),
for µ = 1, 2, · · · ,M + 1, x ∈ R, i = 1, 2, · · ·, can be written as
〈i|µ, x〉+
∑
m≥1
〈i|µ1, x(µ1)〉〈µ1, x(µ1)|χˆpˆ+|µ2, x(µ2)〉
· · · 〈µm−1, x(µm−1)|χˆpˆ+|µm, x(µm)〉〈µm, x(µm)|χˆpˆ+|µ, x〉
= 〈i|µ, x〉+
∑
m≥1
〈i|(χˆpˆ+)m|µ, x〉
= 〈i| 1
1− χˆpˆ+ |µ, x〉.
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It is also expressed as 〈µ, x| 1
1− pˆ−χˆ |i〉.
It should be noted that the basis
{
|i〉 ; i = 1, 2, · · ·
}
is in general not orthonormal. Here
we introduce an operator δˆ such that
〈i|δˆ|j〉 = 〈j|δˆ|i〉 = δij, i, j = 1, 2, · · · .(2.4)
We will use the following convention
〈i|Aˆ|j〉〈j|Bˆ|µ, x〉 =
∞∑
j=1
AijB
(µ)
j (x)
for Aij = 〈i|Aˆ|j〉 ≡ 〈i|µ, x〉〈µ, x|Aˆ|ν, y〉〈ν, y|j〉, B(µ)j (x) = 〈j|Bˆ|µ, x〉 ≡ 〈j|ν, y〉〈ν, y|Bˆ|µ, x〉,
but we will not write it as 〈i|AˆBˆ|µ, x〉, since
{
|i〉 ; i = 1, 2, · · ·
}
is in general not a complete
basis. By this basis, any operator Aˆ on V may have a semi-infinite matrix representation
A =
(
〈i|Aˆ|j〉
)
i,j=1,2,···
. If the matrix A representing an operator Aˆ is invertible, we define the
operator Aˆ△ such that its matrix representation is the inverse of A;(
〈i|Aˆ△|j〉
)
i,j=1,2,···
= A−1.(2.5)
In other words,
〈i|Aˆ|j〉〈j|Aˆ△|k〉 = 〈i|Aˆ△|j〉〈j|Aˆ|k〉 = 〈i|δˆ|k〉, i, k = 1, 2, · · · .
For any given operator Aˆ, the equality
〈i|Aˆ|j〉〈j|Aˆ△|k〉〈k|Bˆ|ℓ〉 = 〈i|Bˆ|ℓ〉.
holds for arbitrary i, ℓ = 1, 2, · · · and Bˆ. Then the equality
Aˆ|j〉〈j|Aˆ△|k〉〈k| = 1(2.6)
should be established for each Aˆ. We will use this equality later.
Let PN be a projection operator from the space spanned by
{
|i〉 ; i = 1, 2, · · ·
}
to its
N -dimensional subspace spanned by
{
|i〉 ; i = 1, 2, · · · , N
}
, and thus
〈i|PN |µ, x〉 = 〈µ, x|PN |i〉 =

〈i|µ, x〉, if 1 ≤ i ≤ N,
0, otherwise.
Then we have the following expressions for (Aα)ij , α = 0, 1, 2, 3, i, j = 1, 2, · · · , N ,
(A0)ij = 〈i|PN |µ, x〉〈µ, x|Jˆ|ν, y〉〈ν, y|PN |j〉
= 〈i|PN JˆPN |j〉,
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(A1)ij = 〈i|PN 1
1− χˆpˆ+ χˆ|µ, x〉〈µ, x|pˆJˆPN |j〉
= 〈i|PN χˆ 1
1− pˆ+χˆ |µ, x〉〈µ, x|pˆJˆPN |j〉
= 〈i|PN χˆ 1
1− pˆ+χˆ pˆJˆPN |j〉,
(A2)ij = 〈i|PN Jˆ pˆ|µ, x〉〈µ, x|χˆ 1
1− pˆ−χˆPN |j〉,
= 〈i|PN Jˆ pˆχˆ 1
1− pˆ−χˆPN |j〉,
(A3)ij = 〈i|PN 1
1− χˆpˆ+ χˆ|µ, x〉〈µ, x|pˆJˆ pˆ|ν, y〉〈ν, y|χˆ
1
1− pˆ−χˆPN |j〉
= 〈i|PN χˆ 1
1− pˆ+χˆ |µ, x〉〈µ, x|pˆJˆ pˆ|ν, y〉〈ν, y|χˆ
1
1− pˆ−χˆPN |j〉
= 〈i|PN χˆ 1
1− pˆ+χˆ pˆJˆ pˆχˆ
1
1− pˆ−χˆPN |j〉.
That is, the matrices Aα =
(
(Aα)ij
)
i,j=1,2,···,N
, α = 0, 1, 2, 3, can be regarded as the matrix
representations in the basis
{
|i〉 ; i = 1, 2, · · ·
}
of the operators.
Since
(
ZN,T [0]
)2
= det1≤i,j≤N
[
(A0)ij
]
, (2.1) gives
{
ΨN,T (f ; θ)
}2
= det
1≤i,j≤N
[
δij + (A
−1
0 A1)ij + (A
−1
0 A2)ij + (A
−1
0 A3)ij
]
.(2.7)
By our notation (2.5),
(A−10 )ij = 〈i|PN (PN JˆPN )△PN |j〉,
since it satisfies the relation
〈i|PN(PN JˆPN )△PN |j〉〈j|PN JˆPN |k〉
= 1(1≤i,k≤N)
N∑
j=1
(A−10 )ij(A0)jk = 1(1≤i,k≤N)δik
= 〈i|PN δˆPN |j〉.
We will use the abbreviation
AˆN = PN AˆPN
for an operator Aˆ. Then it is easy to see that (2.7) is written in the form{
ΨN,T (f ; θ)
}2
= det
1≤i,j≤N
[
δij + 〈i|B|µ, x〉〈µ, x|C|j〉
]
(2.8)
= det
1≤i,j≤N
〈i|
[
δˆN +BC
]
|j〉,
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where 〈i|B|µ, x〉 and 〈µ, x|C|j〉 are the two-dimensional row and column vectors, respectively,
given by
〈i|B|µ, x〉 =
 〈i|PN Jˆ
△
N PN |k〉〈k|χˆ 11−pˆ+χˆ |µ, x〉 −〈i|PN Jˆ
△
N PN |k〉〈k|Jˆ pˆχˆ|µ, x〉
−〈i|PN Jˆ△N PN |k〉
×〈k|χˆ 11−pˆ+χˆ |ν, y〉〈ν, y|pˆJˆ pˆχˆ|µ, x〉
 ,
〈µ, x|C|j〉 =
 〈µ, x|pˆJˆPN |j〉
−〈µ, x| 11−pˆ−χˆPN |j〉
 .
The determinant (2.8) is written using the Fredholm determinant,
Det〈µ, x|
[
I2 +CB
]
|ν, y〉
= Det

〈µ, x|ν, y〉 −〈µ, x|pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ|ν, y〉
+〈µ, x|pˆJˆ |i〉 −〈µ, x|pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ρ, z〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ν, y〉 ×〈ρ, z|pˆJˆ pˆχˆ|ν, y〉
−〈µ, x| 11−pˆ−χˆ |i〉 〈µ, x|ν, y〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ν, y〉 +〈µ, x| 11−pˆ−χˆ |i〉〈i|PN Jˆ
△
N PN |j〉〈j|Jˆ pˆχˆ|ν, y〉
+〈µ, x| 11−pˆ−χˆ |i〉〈i|PN Jˆ
△
N PN |j〉〈j|χˆ 11−pˆ+χˆ |ρ, z〉
×〈ρ, z|pˆJˆ pˆχˆ|ν, y〉

= Det


〈µ, x|ρ, z〉 −〈µ, x|pˆJˆ |i〉
+〈µ, x|pˆJˆ |i〉 ×〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ|ρ, z〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ρ, z〉 +〈µ, x|pˆJˆ pˆχˆ|ρ, z〉
−〈µ, x| 11−pˆ−χˆ |i〉 〈µ, x|ρ, z〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ρ, z〉 +〈µ, x| 11−pˆ−χˆ |i〉
×〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ|ρ, z〉

×

〈ρ, z|ν, y〉 −〈ρ, z|pˆJˆ pˆχˆ|ν, y〉
0 〈ρ, z|ν, y〉


= Det

〈µ, x|ν, y〉 −〈µ, x|pˆJˆ |i〉
+〈µ, x|pˆJˆ |i〉 ×〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ|ν, y〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ν, y〉 +〈µ, x|pˆJˆ pˆχˆ|ν, y〉
−〈µ, x| 11−pˆ−χˆ |i〉 〈µ, x|ν, y〉
×〈i|PN Jˆ△N PN |j〉〈j|χˆ 11−pˆ+χˆ |ν, y〉 +〈µ, x| 11−pˆ−χˆ |i〉
×〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ|ν, y〉

,
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where I2 denotes the unit matrix with size 2. It is further rewritten as
Det〈µ, x|
I2 +
 1 0
0 11−pˆ−χˆ

×
 pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|χˆ
(
− pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆ+ pˆJˆ pˆ
)
χˆ
−|i〉〈i|PN Jˆ△N PN |j〉〈j|χˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ

×
 11−pˆ+χˆ 0
0 1
 |ν, y〉
= Det〈µ, x|
 1 0
0 1− pˆ−χˆ
 1− pˆ+χˆ 0
0 1

+
 pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|χˆ
(
− pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆ+ pˆJˆ pˆ
)
χˆ
−|i〉〈i|PN Jˆ△N PN |j〉〈j|χˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆχˆ
 |ν, y〉
= Det〈µ, x|
I2 +
 pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j| − pˆ+ −pˆJˆ |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆ+ pˆJˆ pˆ
−|i〉〈i|PN Jˆ△N PN |j〉〈j| |i〉〈i|PN Jˆ△N PN |j〉〈j|Jˆ pˆ− pˆ−
 χˆ
 |ν, y〉.
Here we have used the facts that
Det〈µ, x|
 1 0
0 1− pˆ−χˆ
 |ν, y〉 = 1,
and
Det〈µ, x|
 1− pˆ+χˆ 0
0 1
 |ν, y〉 = 1,
which are consequences of definitions (2.2) of the operators pˆ+ and pˆ−. Then we arrive at{
ΨN,T (f ; θ)
}2
= Det
(
I2δµνδ(x− y) +
[
S˜µ,ν(x, y) I˜µ,ν(x, y)
Dµ,ν(x, y) S˜ν,µ(y, x)
]
χν(y)
)
,(2.9)
where
Dµ,ν(x, y) = −〈µ, x|i〉〈i|PN(PN JˆPN)△PN |j〉〈j|ν, y〉,(2.10)
Sµ,ν(x, y) = 〈µ, x|pˆJˆ |i〉〈i|PN(PN JˆPN )△PN |j〉〈j|ν, y〉,
Iµ,ν(x, y) = −〈µ, x|pˆJˆ |i〉〈i|PN(PN JˆPN)△PN |j〉〈j|Jˆ pˆ|ν, y〉,
and
(2.11)
S˜µ,ν(x, y) = Sµ,ν(x, y)− 〈µ, x|pˆ+|ν, y〉
=

〈µ, x|pˆJˆ |i〉〈i|PN(PN JˆPN )△PN |j〉〈j|ν, y〉, if µ ≥ ν,
−〈µ, x|pˆJˆ |i〉〈i|
(
Jˆ△ −PN (PN JˆPN)△PN
)
|j〉〈j|ν, y〉, if µ < ν,
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I˜µ,ν(x, y) = Iµ,ν(x, y) + 〈µ, x|pˆJˆ pˆ|ν, y〉
= 〈µ, x|pˆJˆ |i〉〈i|
(
Jˆ△ − PN(PN JˆPN )△PN
)
|j〉〈j|Jˆ pˆ|ν, y〉,
where we have used the equality (2.6) for Aˆ = Jˆ .
In [15] Rains introduced Fredholm pfaffian, denoted here by PF, and proved a useful
equality {
PF(J2 +K)
}2
= Det(I2 + J
−1
2 K),(2.12)
for any antisymmetric 2× 2 matrix kernel K, where
J2 =
(
0 1
−1 0
)
.(2.13)
Then (2.9) implies the Fredholm pfaffian representation of the multi-time characteristic func-
tion
ΨN,T (f ; θ) = PF
(
J2δµνδ(x− y) +
[
Dµ,ν(x, y) S˜ν,µ(y, x)
−S˜µ,ν(x, y) −I˜µ,ν(x, y)
]
χν(y)
)
.(2.14)
3 Pfaffian Process
Let
Aµ,ν(x, y) =
[
Dµ,ν(x, y) S˜ν,µ(y, x)
−S˜µ,ν(x, y) −I˜µ,ν(x, y)
]
,(3.1)
and construct 2
∑M+1
µ=1 Nµ × 2
∑M+1
µ=1 Nµ antisymmetric matrices
A
(
x
(1)
N1
,x
(2)
N2
, · · · ,x(M+1)NM+1
)
=
(
Aµ,ν
(
x
(µ)
i , x
(ν)
j
))
1≤i≤Nµ,1≤j≤Nν ,1≤µ,ν≤M+1
,
for Nm = 1, 2, · · · , N, 1 ≤ m ≤ M + 1. By the definition of Fredholm pfaffian [15] and the
equality (2.14), we can establish the following statement.
Theorem 1 The non-colliding system of Brownian motions X(t) is a pfaffian process in the
sense that any multi-time correlation function is given by a pfaffian
ρN,T
(
t1, {x(1)N1}; t2, {x
(2)
N2
}; . . . ; tM+1, {x(M+1)NM+1 }
)
(3.2)
= Pf
[
A
(
x
(1)
N1
,x
(2)
N2
, · · · ,x(M+1)NM+1
)]
.(3.3)
Remark. The pfaffian processes considered here may be regarded as the continuous space-
time version of the pfaffian point processes and pfaffian Schur processes studied by Sasamoto
and Imamura [16] and by Borodin and Rains [1]. The processes studied in [4] are also pfaffian
processes, since the ‘quaternion determinantal expressions’, in the sense of Dyson and Mehta
[3, 12, 13], of correlation functions are readily transformed to pfaffian expressions.
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Let Hi(x) be the i-th Hermite polynomial
Hi(x) = e
x2
(
− d
dx
)i
e−x
2
= i!
[i/2]∑
j=0
(−1)j (2x)
i−2j
j!(i− 2j)! ,
where [a] denotes the greatest integer not greater than a. The Hermite polynomials satisfy
the orthogonal relations∫
R
dx e−x
2
Hi(x)Hj(x) = 2
ii!
√
πδij , i, j = 0, 1, 2, · · · .(3.4)
Set
c1 =
√
t1(2T − t1)
T
, z1 =
√
2T − t1
t1
,
and
αij =
{
2−ici1δij , if i is even,
2−ici1
{
δij − 2(i− 1)δi−2 j
}
, if i is odd.
(3.5)
Now we specify polynomials {Mi(x)} as
Mi(x) = biz
−i
1
i∑
j=0
αijHj
(
x
c1
)
zj1, i = 0, 1, 2, · · ·(3.6)
with bi =
{
r[i/2]
}−1/2
, where ri =
1
π
Γ(i+ 1/2)Γ(i+ 1)
(
t21
T
)2i+1/2
. Set
JN = IN/2 ⊗ J2,
where IN/2 denotes the unit matrix with size N/2 and J2 is given by (2.13), and let J be the
semi-infinite matrix obtained as the N → ∞ limit of JN . By the orthogonality of Hermite
polynomials (3.4), we can show through (2.3) with the choice (3.6) that [14, 7]
〈i|Jˆ |j〉 = 〈i|µ, x〉〈µ, x|Jˆ|ν, y〉〈ν, y|j〉 = Jij, i, j = 1, 2, · · · .
Since J2N = −IN for any even N ≥ 2, this implies that the matrix
(
〈i|Jˆ |j〉
)
i,j=1,2,···
is invertible
and
〈i|Jˆ△|j〉 = = −Jij ,(3.7)
〈i|PN(PN JˆPN )△PN |j〉 = 〈i|PN Jˆ△PN |j〉(3.8)
=
{ −Jij = −(JN)ij , if 1 ≤ i, j ≤ N ,
0, otherwise
for i, j = 1, 2, · · · .
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If we write
〈µ, x|i〉 = biR(µ)i−1(x),
〈i|Jˆ pˆ|µ, x〉 = −〈µ, x|pˆJˆ |i〉 = biΦ(µ)i−1(x),
i = 1, 2, · · · , µ = 1, 2, · · · ,M + 1, x ∈ R, then the functions (2.10) are written as
Dµ,ν(x, y) =
N/2−1∑
i=0
1
ri
[
R
(µ)
2i (x)R
(ν)
2i+1(y)− R(µ)2i+1(x)R(ν)2i (y)
]
,(3.9)
Sµ,ν(x, y) =
N/2−1∑
i=0
1
ri
[
Φ
(µ)
2i (x)R
(ν)
2i+1(y)− Φ(µ)2i+1(x)R(ν)2i (y)
]
,
Iµ,ν(x, y) = −
N/2−1∑
i=0
1
ri
[
Φ
(µ)
2i (x)Φ
(ν)
2i+1(y)− Φ(µ)2i+1(x)Φ(ν)2i (y)
]
,
and Equations (2.11) become
S˜µ,ν(x, y) =

N/2−1∑
i=0
1
ri
[
Φ
(µ)
2i (x)R
(ν)
2i+1(y)− Φ(µ)2i+1(x)R(ν)2i (y)
]
, if µ ≥ ν,
−
∞∑
i=N/2
1
ri
[
Φ
(µ)
2i (x)R
(ν)
2i+1(y)− Φ(µ)2i+1(x)R(ν)2i (y)
]
, if µ < ν,
(3.10)
I˜µ,ν(x, y) =
∞∑
i=N/2
1
ri
[
Φ
(µ)
2i (x)Φ
(ν)
2i+1(y)− Φ(µ)2i+1(x)Φ(ν)2i (y)
]
.
Theorem 1 with the expressions (3.9), (3.10) of the elements of matrix (3.1) is equivalent
with Theorem 3 reported in [7], although the latter was given in the form of quaternion
determinant. The present argument will be generalized to discuss other non-colliding systems
of diffusion particles reported in [10, 11].
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