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Exact Solutions to the Three-
Dimensional Navier–Stokes
Equations Using the Extended
Beltrami Method
In a 1966 publication, Chi-Yi Wang used the streamfunction in concert with the vorticity
equations to develop a methodology for obtaining exact solutions to the incompressible
Navier–Stokes equations, now known as the extended Beltrami method. In Wang’s
approach, the vorticity is represented by the sum of a linear function of the streamfunction
and an assumed auxiliary function, such that the vorticity equation can be reduced to a
quasi-linear partial differential equation, and exact solutions are obtainable for many
choices of the auxiliary function. In the present work, a natural extension of Wang’s formu-
lation to three-dimensional flows in arbitrary orthogonal curvilinear coordinates has been
derived, wherein two auxiliary functions are formed at the outset, with the caveat that the
pressure and velocity components may vary in two spatial dimensions. As is the case with
two-dimensional extended Beltrami flows, exact solutions are only obtainable when the
forms of the auxiliary functions are “simple enough” to render the governing equations sol-
vable. To demonstrate the solutions which may be obtained using the extended formulation,
the well-known Kovasznay flow is generalized to a three-dimensional flow. A unique solu-
tion in plane polar coordinates is found. An extension to the solution to Burgers vortex has
been derived and discussed in the context of existing literature. Finally, a new 3D swirling
flow solution which is the angular analogue to Kovasznay flow has been developed.
[DOI: 10.1115/1.4044927]
Keywords: aerodynamics, internal flow
1 Introduction
The Navier–Stokes equations describe mathematically the
motions of a fluid where pressure forces and viscous forces are sig-
nificant. When the flow may be considered incompressible and iso-
thermal, the governing equations may be written in dimensionless
form:
∇ · u = 0 (1)
∂u
∂t
+ (u · ∇)u = −∇p + 1
Re
∇2u (2)
where u is the velocity, t is the time, ∇ is the gradient operator, p is
the thermodynamic pressure, and the Reynolds number is defined as
Re= ucxc/ν. The parameters uc and xc are characteristic velocity and
length scales, respectively, and ν is the kinematic viscosity. Equa-
tion (2) introduces significant complexity in solving fluid flow prob-
lems, as the second term (known as the advection term) renders the
equation non-linear, while the fourth term (representing the contri-
bution of viscous forces) contains derivatives of the second order.
No general solution to the systems 1–2 has been found, nor is
there a single solution technique which can be used to obtain all
the solutions found in the literature. Many fluid flow problems
encountered in engineering contain complicated geometries and
boundary conditions, which can be intractable without the aid of
numerical methods. Nevertheless, exact solutions, wherever they
can be obtained, can give important insights into the relationships
between solution parameters, provide closed-form expressions of
base flows as starting points for linear and non-linear stability anal-
yses, and serve as benchmark solutions for testing computer codes.
Fluid dynamics textbooks such as Ref. [1] contain many elementary
solutions to the Navier–Stokes equations but are not exhaustive.
Readers are directed to the reviews of Wang [2,3] and the book
by Drazin and Riley [4] for a comprehensive summary of the
exact solutions found in the literature.
An exact solution to the Navier–Stokes equations is a solution
(1) which may be expressed in terms of elementary functions
(2) expressible in terms of one or more ordinary differential
equations
(3) that may be expressed as a combination of items 1 and 2
Exact solutions are most commonly obtained by one of the three
general approaches: analysis of unidirectional or essentially unidirec-
tional flows, similarity solutions, and Beltrami and Beltrami-related
flows. Since the approach described in the present work extends a
Beltrami-related solution technique, only similar solution techniques
will be reviewed here.
Taking the curl of Eq. (2) gives the vorticity equation
∂ω
∂t
+∇ × (ω × u) =
1
Re
∇2ω (3)
where ω = ∇ × u is the vorticity. Flows in which the vorticity is 0
everywhere are called irrotational [1]. If the flow is assumed to be
planar and cross-flow is absent, two of the vorticity components
are zero and only one equation survives. Several researchers have
addressed this general case by guessing various functional forms
of the streamfunction and solving the vorticity equation, including
Polyanin and Aristov [5], Polyanin and Zhurov [6], and Kumar and
Kumar [7]. These solutions often include complicated unsteady
terms, which are difficult to visualize.
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1.1 Beltrami Flows. In a Beltrami flow, the vorticity is paral-
lel to the streamlines everywhere and the cross product ω× u van-
ishes. This condition is primarily useful for solving flow
problems with negligible viscous forces (i.e., ν→ 0), where the
flow is still rotational. In this case, it can be shown (see Sec. 3.6
of Ref. [1]) that the Bernoulli function remains constant throughout
the flow domain.
1.2 Generalized Beltrami Flows. When the alternative condi-
tion∇ × (ω × u) = 0 holds, the flow is called a generalized Beltrami
flow. Most often, this approach has been adopted to study 2D planar
and 2D axisymmetric flows without cross-flow or swirl, respec-
tively. In these cases, two of the vorticity components vanish, and
the solution is constrained by the definition of the third component
of vorticity, the generalized Beltrami flow condition, and the
remaining terms in Eq. (3). For the special case when the vorticity
is constant, the three equations reduce to a single Poisson-type
equation in terms of the streamfunction. Working in Cartesian coor-
dinates, Tsien [8] developed two solutions describing the influence
of a line source and a line vortex on a shear flow, respectively.
Wang [9] presented a solution representing “shear flow over con-
vection cells” and another solution [3] describing the oblique
impingement of two jets. In cylindrical coordinates, a similar sim-
plification yields a Poisson-like partial differential equation in
terms of the streamfunction. Specific solutions include Hill’s sphe-
rical vortex [10] and augmentations thereof: O’Brien’s ellipsoidal
vortex [11], Wang’s toroidal vortex [9], and the solutions given
by Fujimoto et al. [12]. Recently, Joseph [13] has shown that
there is a general family of solutions in terms of generalized hyper-
geometric series which contain, in addition to Hill’s, Wang’s, and
Fujimoto et al.’s solutions as special cases, “Fig. 8” and butterfly
vortices for different choices of the coefficients. Berker [14] gives
a homogeneous solution in terms of Bessel functions and exponen-
tial functions. Terrill [15], apparently independently, developed a
solution describing the axisymmetric motion of a fluid in a
porous pipe which is an expression of Berker’s solution.
Saccomandi studied steady and unsteady pseudo-plane flows
wherein only the third component of the advection term is required
to vanish [16,17] in a Cartesian coordinate system (i.e.,
∇ × (ω × u)·k̂ = 0, where k̂ is the unit vector pointing in the
z-direction). In these works, pseudo-plane flows are those in
which the motion is restricted to the x–y plane, but the streamfunc-
tion retains dependence on the z coordinate.
Weinbaum and O’Brien [18] have collected and expanded the set
of known solutions to the Navier–Stokes equations under the gen-
eralized Beltrami condition where out-of-plane velocity compo-
nents (called cross-flow for Cartesian systems and swirl in
axisymmetric cylindrical coordinate systems) are significant, with
the stipulation that the streamfunction and out-of-plane velocity
components vary only with in-plane coordinates and time.
1.3 Extended Beltrami Flows. Wang [19] presented another
solution technique, wherein the third component of vorticity is
expressed as a function of the streamfunction plus an auxiliary func-
tion of the assumed form. The rationale for this choice as well as
existing solutions obtainable using this method will be discussed
in Sec. 3.
Our initial motivation for undertaking the present work was to
develop an exact solution that resembles Ranque–Hilsch flow;
however, we quickly realized that our derivation (described in
Sec. 6.2) was based on a more general extension of the extended Bel-
trami method, which has not yet been detailed in the literature. In the
present work, we aim to systematically reduce the governing equations
according to the assumptions of the extended Beltrami method, while
keeping the formulation coordinate system independent.
In Sec. 2, we develop the streamfunction-vorticity equation set in
general orthogonal curvilinear coordinates, laying the groundwork
for Sec. 3 where the extended Beltrami method surmised by
Wang is extended to three-dimensional flows. In Sec. 4, we show
that our formulation reduces to that of Wang for 2D planar flows
and revisit some familiar solutions. In Sec. 5, we briefly demonstrate
that all planar solutions of Sec. 4 support a non-uniform out-of-plane
velocity distribution, which is easily obtainable from the planar
solution. In Sec. 6, we study axisymmetric flows with swirl; we
revisit Burgers vortex and related flows, and we develop a new solu-
tion, which can be considered the angular analogue of Kovasznay
flow. We summarize our contributions in Sec. 7.
2 Governing Equations
In this section, the governing equations (2) and (3) will be further
developed in preparation for deriving the working equations in
Sec. 3.We first write the continuity equation (1) in terms of a general
orthogonal curvilinear coordinate system (x1, x2, x3), wherein veloc-
ity and pressure are independent of the third coordinate, x3:
∂u1
∂x1
+
∂u2
∂x2
= 0 (4)
Furthermore, the velocity can be represented in terms of a pair of
streamfunctions, ψ and γ [1]:
u = ∇ × (ψ∇γ) + u3ê3 (5)
where the first term on the right-hand side of Eq. (5) is a vector lying
in the x1–x2 surface and the final term is a vector pointing in the x3
direction. Inserting Eq. (5) into Eq. (4), we find γ= x3, and the veloc-
ity may be expressed as
u =
1
h3
(∇ψ) × ê3 + u3ê3 =
1
h2h3
∂ψ
∂x2
ê1 −
1
h1h3
∂ψ
∂x1
ê2 + u3ê3 (6)
where hi= hi(x1, x2) and ei, i∈ {1, 2, 3}, are the corresponding scale
factors and unit vectors, respectively. Note that the present analysis
excludes coordinate systems in which any of the scale factors vary
with the third coordinate, x3, such as conical, confocal ellipsoidal,
and confocal paraboloidal coordinate systems. The vorticity may
also be expressed in terms of the streamfunction:
ω = ∇ × u =
1
h2h3
∂(h3u3)
∂x2
ê1 −
1
h1h3
∂(h3u3)
∂x1
ê2
−
1
h1h2
∂
∂x1
h2
h1h3
∂ψ
∂x1
( )
+
∂
∂x2
h1
h2h3
∂ψ
∂x2
( )[ ]
ê3 (7)
As it will be seen later, it is useful to define the pseudo-vorticity,
a modified definition of the third component of the vorticity
vector [19]:
ξ =
ω3
h3
=
−1
h1h2h3
∂
∂x1
h2
h1h3
∂ψ
∂x1
( )
+
∂
∂x2
h1
h2h3
∂ψ
∂x2
( )[ ]
= −
D2(ψ)
V
(8)
where V= h1h2h3. The cross-flow velocity may be written as σ=
h3u3. Using these definitions, the u3-momentum and ω3-vorticity
equations may be expressed as
V
∂σ
∂t
+ K(σ, ψ ) =
h23D
2(σ)
Re
(9)
V
∂ξ
∂t
+ K(ξ, ψ) − K
σ
h23
, σ
( )
=
D2(h23ξ)
Re
(10)
where K(a, b)= (∂a/∂x1)(∂b/∂x2)− (∂b/∂x1)(∂a/∂x2) is the Jacobian.
Equations (9) and (10) have been derived in the Appendix. While
the pressure p may be determined through the first two components
of Eq. (2), the first two equations in (3) are superfluous in the present
formulation [20]. Thus, solutions to the system of Eqs. (8)–(10) are
also solutions to the Navier–Stokes equations. These equations are
the point of departure for Polyanin [21] and Polyanin and Zhurov
[6], who have assumed various forms of the streamfunction ψ in
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the absence of cross-flow (σ= 0) and arrived at a variety of solutions
for 2D planar flows. Lewellen [22] has developed the same equations
for the case of axisymmetric cylindrical coordinates and derived an
asymptotic series solution to describe the vortex motion wherein a
specific dimensionless parameter is considered small. Granger [23]
has adopted Lewellen’s formulation and derived approximate solu-
tions using a power series formulation.
3 Wang’s Approach
Wang [2,19] surmised the solution techniques of earlier research-
ers including Kovasznay [24], Taylor [25], Kelvin, and others,
suggesting that, in the absence of flow normal to the ψ-plane, the
pseudo-vorticity of any axisymmetric or 2D flow could be repre-
sented as
ξ = g(ψ) + χ(x1, x2, t) = −
D2(ψ)
V
(11)
where g(ψ) and χ(x1, x2) are known functions. Wang rationalizes
this choice by observing that when Eq. (11) is inserted into
Eq. (10) (with σ= 0), the advection terms involving g are self-
cancelling. Furthermore, under this formulation, the viscous term
in Eq. (10) contains D2(h23ξ), which in turn may be replaced using
Eq. (11) twice. When g(ψ)∝ψ, Eq. (10) reduces to a first-order
quasi-linear partial differential equation, which is readily solvable
for many choices of χ. The aim of the present work is to develop
similar relations to yield solutions for cases where the cross-flow
σ may vary with x1, x2. While Wang’s original work developed
Eq. (10), including the out-of-plane velocity component, the
Navier–Stokes equations were not explicitly considered and only
solutions to 2D planar flows were derived. To the best of our knowl-
edge, no exact solutions extending Wang’s approach to three
dimensions exist in the open literature.
To begin, ξ and σ are first expressed in terms of ψ and t such that
the advection terms are reduced to 0. Beginning with the advec-
tion terms of Eqs. (9) and (10), the reasoning of Leprovost et al.
[26] has been followed, while generalizing the derivation for
unsteady flows in an arbitrarily orthogonal curvilinear coordinate
system:
K(σ, ψ) = 0 (12)
K(ξ, ψ) − K
σ
h23
, σ
( )
= 0 (13)
Equation (12) is satisfied when σ=F(ψ, t). Then, using the
identity
K
σ
h23
, F
( )
= K
σ
h23
∂F
∂ψ
, ψ
( )
(14)
Equation (13) may be rewritten as
K ξ −
F
h23
∂F
∂ψ
, ψ
( )
= 0 (15)
which suggests ξ − (F/h23)∂F/∂ψ = G(ψ , t). The desired forms of
the cross-flow velocity and pseudo-vorticity are
σ = F(ψ , t) (16)
ξ =
F
h23
∂F
∂ψ
+ G(ψ , t) (17)
Together with Eq. (8), these are the Bragg–Hawethorne or
Squire–Long equations presented for a general curvilinear orthogo-
nal coordinate system [27,28]. In their present state, application of
Eqs. (16) and (17) to the systems 9 and 10 would leave only the
unsteady and viscous terms, and generalized Beltrami flows can
be obtained by solving the reduced equation set. Instead, we
follow Wang’s approach [19] and add auxiliary functions to σ and ξ:
σ = F(ψ , t) +Φ(x1, x2, t) (18)
ξ =
F
h23
∂F
∂ψ
+ G(ψ , t) + X(x1, x2, t) = −
D2(ψ)
V
(19)
Substituting the above forms into Eqs. (9) and (10) and simplify-
ing yield
V
∂F
∂t
+ V
∂Φ
∂t
+ K(Φ, ψ ) =
h23
Re
∂F
∂ψ
D2(ψ) +
∂2F
∂ψ2
ψ2 + D2(Φ)
{ }
(20)
V
h23
∂F
∂t
∂F
∂ψ
+ F
∂2F
∂ψ∂t
( )
+ V
∂G
∂t
+ V
∂X
∂t
+ K(X, ψ) +
2
h33
(F +Φ)K(h3, Φ) +Φ
∂F
∂ψ
K(h3, ψ)
[ ]
=
1
Re
∂F
∂ψ
( )2
+ F
∂2F
∂ψ2
+ h23
∂G
∂ψ
[ ]
D2(ψ) +
∂
∂ψ
∂F
∂ψ
( )2
+ F
∂2F
∂ψ2
+ h23
∂G
∂ψ
[ ]
ψ2
{ }
+
1
Re
D2(h23)G + D
2(h23X) + 4
∂G
∂ψ
h2
h1
∂h3
∂x1
∂ψ
∂x1
+
h1
h2
∂h3
∂x2
∂ψ
∂x2
[ ]{ }
(21)
where
ψ2 =
h2
h1h3
∂ψ
∂x1
( )2
+
h1
h2h3
∂ψ
∂x2
( )2
(22)
Equations (20) and (23) are cumbersome and unlikely to yield
solutions while the non-linear ψ2 terms are present. To eliminate
these terms, we set F, G∝ψ. Additionally, from hereon-in we
narrow our focus to steady solutions, dropping the dependence on
t, so Eqs. (18) and (19) are reduced to
F(ψ ) = dFψ (23)
G(ψ) = dGψ (24)
and the auxiliary functions are relabeled Φ(x1, x2)=ϕ(x1, x2) and
X(x1, x2)= χ(x1, x2). With these simplifications, the pseudo-vorticity
reduces to
ξ =
d2F
h23
ψ + dGψ + χ = −
D2(ψ)
V
(25)
and Eqs. (20) and (21) become
K(ϕ, ψ) =
1
Re
{h23D
2(ϕ) − VdF(d2Fψ + dGh
2
3ψ + h
2
3χ)} (26)
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K(χ, ψ)+
2
h33
[(dFψ +ϕ)K(h3, ϕ)+ϕdFK(h3, ψ )]
= 1
Re
−V(d2F + dGh23)
d2F
h23
ψ + dGψ + χ
( )
+ dGD2(h23)ψ +D
2(h23χ)
{
+ 4dG
h2
h1
∂h3
∂x1
∂ψ
∂x1
+
h1
h2
∂h3
∂x2
∂ψ
∂x2
[ ]}
(27)
In principle, Eqs. (25)–(27) may be used to find almost any 3D
flow in an orthogonal coordinate system, provided the flow is inde-
pendent of one of the coordinates and the scale factors of the
chosen coordinate system are independent of the same coordinate.
In practice, the value of the present formulation is limited by the
number of auxiliary functions which are “simple enough” to gen-
erate exact solutions. In the following subsections, both existing
and new solutions will be found using linear and quadratic auxil-
iary functions. Further assumptions are required to reach general
solutions, and these will be explored in the following sections.
4 2D Planar Flows
In the absence of an out-of-plane velocity component (i.e., σ=
dF =ϕ= 0), Eq. (26) is automatically satisfied. In planar coordinate
systems, h3= 1. With these simplifications, Eqs. (27) and (25)
reduce to
K(χ, ψ) =
1
Re
{D2(χ) − dGV(dGψ + χ)} (28)
ξ = dGψ + χ = −
D2(ψ )
V
(29)
These equations have been solved in the Cartesian coordinate
system by many authors to find solutions describing several well-
known flows.
4.1 Cartesian Coordinate System. In Cartesian coordinates
(x, y, z), the scale factors become h1= h2= h3=V = 1. Given the
restrictions χ= χ(y) and D2(χ)= 0, χ= cy, and Eq. (28) has the solu-
tion
ψ = η(y) exp(βx) −
cy
dG
(30)
where η(y) is an unknown function and β = d2G/(cRe). Inserting Eq.
(33) into (32) yields a single constraint equation:
η′′ + (dG + β2)η = 0 (31)
The solution is
η(y) = cs sin

dG + β2
√
y
( )
+ cc cos

dG + β2
√
y
( )
(32)
Choosing the forms of the coefficients

dG + β2
√
= λ, cs=A/λ,
cc= 0, c=−dG, and dG=−Re β gives the classical Kovasznay
flow [24]
ψ = y −
A
λ
sin(λy) exp(βx) β = −
1
2

Re2 + 4λ2
√
− Re
[ ]
(33)
where A and λ are arbitrary constants. A representative flow is
shown in Fig. 1.
If the same coefficients are chosen as the Kovasznay solution
except cs=−Ai/λ, cc=−A/λ, and

dG + β2
√
= −iλ, Lin and
Tobak’s solution may be obtained [29]:
ψ = y −
A
λ
exp(λy + βx)
β =
1
2

Re2 − 4λ2
√
+ Re
[ ] (34)
Wang’s solution appears when the coefficients of Lin and
Tobak’s solution are selected, with the exception cc= 0 [19]
ψ = y −
A
λ
sinh(λy) exp(βx)
β =
1
2

Re2 − 4λ2
√
+ Re
[ ] (35)
This flow is shown in Fig. 2.
Aside from the above solutions, many other solutions have been
obtained using the extended Beltrami method, working in Carte-
sian coordinates. Early solutions have been reviewed by Wang
[2,3] and Drazin and Riley [4]. More recently, Chandna and
Oku-Ukpong [30] have obtained solutions by assuming polyno-
mial forms of χ(x, y), which were later generalized by Islam
et al. [31]. Hui [32] has retained the unsteady terms in their for-
mulation and arrived at a variety of solutions exponentially depen-
dent on time. Jamil [33] assumed χ=−U exp(ax+ by) and found
solutions depending only on ax+ by, indicating the flow is
unidirectional.
4.2 Plane Polar Coordinates. Working in polar coordinates
(r, θ, z), we have h1= 1 and h2= r. If we assume χ=−a(dGr2+
4), a general solution for ψ may be found using Eq. (28):
ψ = ar2 + η(r) exp
dGθ
2aRe
( )
(36)
where η(r) is an unknown function. Inserting Eq. (36) into Eq. (29)
yields
η′′ +
η′
r
+ dG 1 +
d3G
4a2Re2r2
( )
η = 0 (37)
Fig. 2 Wang’s flow (Eq. (35)) at Re=13, A=1, λ=2π, and df=1.
The streamlines are those of the in-plane velocity field, and con-
tours are of the out-of-plane velocity component.
Fig. 1 Kovasznay flow with Re=40, A=1, λ=2π, and df=1. The
streamlines are those of the in-plane velocity field, and contours
are of the out-of-plane velocity component.
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whose solution is
η(r) = cη1JidG
aRe

dG
√
r
( )
+ cη2YidG
aRe

dG
√
r
( )
(38)
where Jn(x) and Yn(x) are Bessel functions of order n of the first and
second kinds, respectively. Note that the orders of each of the
Bessel functions in Eq. (38) are imaginary. To eliminate the
imaginary parts, we will leverage the identity Im{Jiv(x)} ≈
tanh(πv/2)Re{Yiv(x)} for small x [34] by choosing cη2=−cη1
tanh(πdG/(2aRe))i. Noting that Re{Jiv(x)}∝ Im{Yiv(x)}, the final
solution may be written as
ψ = ar2 + cηRe JidG
aRe

dG
√
r
( ){ }
exp
dGθ
2aRe
( )
(39)
Since the exponential term containing θ cannot be made cyclic
without introducing further imaginary components, Eq. (39) has
limited utility since it may only be applied across a finite range of
θ, where suitable boundary conditions must be applied at the
domain boundaries (upper and lower bounds of θ).
5 3D Flows in Extruded Coordinate Systems
We now shift the focus to 3D fluid motions in extruded coordi-
nate systems (h3= 1), where Eqs. (26) and (27) reduce to
K(ϕ, ψ) =
1
Re
{∇2ϕ − dFV(dHψ + χ)} (40)
K(χ, ψ ) =
1
Re
{∇2χ − dHV(dHψ + χ)} (41)
while the vorticity definition (25) becomes
ξ = dHψ + χ = −
D2(ψ)
V
(42)
where dH = d2F + dG. One can immediately recognize that solutions
to the 2D planar equations of Sec. 4 are also solutions to Eqs. (41)
and (42), where dG is relabeled dH and the cross-flow, u3, may be
constructed from the solution to Eq. (40). In all cases, the function
ϕ= dFχ/dH is admissible, such that Eqs. (40) and (41) are linearly
dependant. As an example, Kovasznay’s flow (Eq. (33)) supports
a cross-flow
uz = σ = dFψ + ϕ = −
dFA
λ
sin(λy) exp(βx) (43)
The cross-flow variation is shown in the color contours in Fig. 1.
A similar cross-flow solution may be constructed for Wang’s solu-
tion (Eq. (35)) and the cross-flow component has been included
in Fig. 2.
6 Swirling Flow in Cylindrical Coordinates
In cylindrical coordinates (z, r, θ), the scale coefficients are h1=
h2= 1 and h3= r. Note that the present coordinate system is a per-
mutation of the plane polar coordinate system in Sec. 4.2; in that
section, we studied motions in the r–θ plane where no axial varia-
tion is permitted. Here, we study flows which vary in the meridional
(z–r) plane but are invariant with respect to θ. Equations (25)–(27)
become
ξ =
d2F
r2
ψ + dGψ + χ = −
D2(ψ)
r
(44)
K(ϕ, ψ) =
1
Re
{r2D2(ϕ) − rdF(d2Fψ + dGr
2ψ + r2χ)} (45)
K(χ, ψ) −
2
r3
(dFψ + ϕ)
∂ϕ
∂z
+ dFϕ
∂ψ
∂z
[ ]
=
1
Re
−r(d2F + dGr
2)
d2F
r2
ψ + dGψ + χ
( )
+ D2(r2χ) + 4dG
∂ψ
∂r
{ }
(46)
6.1 Vanishing Centrifugal Term. The second term in
Eq. (46) is the centrifugal acceleration term; it represents the influ-
ence of angular momentum variation along the z axis on the motion
in the meridional plane. In this subsection, we will discuss a family
of solutions which have a vanishing centrifugal term. To facilitate
this, we begin with the assumptions dF= 0 and ϕ=ϕ(r). Equation
(45) reduces to
−
dϕ
dr
∂ψ
∂z
=
r2D2(ϕ)
Re
(47)
Since ψ is the only z-dependent term in Eq. (47), we must also have
ψ = zΨ(r) + δ(r) (48)
to obtain non-trivial solutions. Inserting this corollary into Eq. (44)
yields
χ =
z
r3
−dGr3Ψ − r
d2Ψ
dr2
+
dΨ
dr
( )
+
1
r3
−dGr3δ − r
d2δ
dr2
+
dδ
dr
( )
(49)
Furthermore, χ may be broken into two terms to accommodate
Eq. (49):
χ = zX(r) + Y(r) (50)
Equation (49) can be broken into two equations to balance the
coefficients of the z terms:
X(r) =
1
r3
−dGr3Ψ − r
d2Ψ
dr2
+
dΨ
dr
( )
(51)
Y(r) =
1
r3
−dGr3δ − r
d2δ
dr2
+
dδ
dr
( )
(52)
Using these reduced forms, Eq. (46) can be simplified with the
help of MAPLE™ software [35]:
ζΨ′′′ + Ψ′′ +
Re
2
(ΨΨ′′ −Ψ′2) = C (53)
ζδ′′′ + δ′′ +
Re
2
(Ψδ′′ −Ψ′δ′) = D (54)
ζ =
kRe r2
2
where ′ denotes differentiation with respect to ζ. Equations (53) and
(54) are a system of ordinary differential equations in ζ and qualify
as a family of exact solutions under the criteria described in the
introduction. Terrill and Thomas [36] have studied the case where
δ=Ψ numerically with a constant suction/injection velocity at
ζ = 1, finding four solution branches. While Terrill and Thomas con-
sidered only Re and C as free parameters, the general case also
requires choosing D, along with six additional parameters to fully
define the boundary conditions. We will not describe this rich set
of solutions here but analyze one special case, appearing when we
assume the function
Ψ =
2
Re
ζ (55)
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which satisfies Eq. (53). Using this result, solving Eq. (54) (using
MAPLE
™ software) yields
δ = c1 + c2
ζ2
2
+ ζ
( )
− Dζ +
c3
2
(ζ[ζ + 2]E1(ζ) − [ζ + 1] exp( −ζ))
(56)
where E1(x) = −
∞
−xexp(s)/sds is the exponential integral. We can set
c1= 0 and D= c2, without loss of generality. Furthermore, Eq. (47) is
used to evaluate ϕ and the solution is
ψ =
2
Re
ζz +
c2
2
ζ2 +
c3
2
(ζ[ζ + 2]E1(ζ) − [ζ + 1] exp(−ζ)) (57)
uθ =
ϕ
r
=
Γ
2πr
(1 − exp(−ζ)) (58)
When δ= 0, the well-known Burgers vortex [37] is recovered. If
we instead retain c2 and set c3= 0, Berker’s solution is obtained
[14], which describes two opposing streams with a stagnation point
at the origin. We find that Berker’s solution supports the same cir-
cumferential velocity profile as Burgers vortex, as shown by the
present analysis. Interestingly, the parameter dG does not appear in
the final solution and has no bearing on the velocity field.
Other researchers have developed generalizations of the Burgers
vortex. Sullivan [38] discovered that the ansatz Ψ = 2ζ/Re +
A(1 − exp (βζ)) produces a solution describing a two-cell vortex
(which the present formulation also admits), wherein the flow
within a bounding radius recirculates along the z-axis while flow
outside the bounding radius recirculates away from the axis.
Bellamy-Knights [39] has generalized Sullivan’s solution to
include unsteady motions of the bounding surface. More recently,
Craik [40] has thoroughly explored all solutions of the type Ψ=
Ar2+B log r, where A and B are constants or functions of time.
When B= 0, many unsteady generalizations of Burgers vortex
may be found. The solution described by Eqs. (57) and (58) with
c3≠ 0 is an extension to Burger’s solution which has not yet been
considered; however, the axial velocity becomes singular at r= 0,
due to the presence of E1(ζ). Consequently, it appears to have
little practical use.
6.2 Swirling Kovasznay Flow. Another solution may be
found by assuming that the auxiliary functions vary only with r;
ϕ=ϕ(r) and χ= χ(r). With these guesses, solving Eq. (45) returns:
ψ = η(r) exp(β(r)z) + κ(r) (59)
β(r) =
dFr
Reϕ′
(dGr
2 + d2F) (60)
κ(r) =
ϕ′′ − (ϕ′/r) − dFr2χ
dF(d2F + dGr2)
(61)
where η(r) is an unknown function and ′ denotes differentiation with
respect to r. Inserting Eq. (59) into Eq. (44) yields
(dGr
2 + d2F)(η exp(βz) + κ) + r
2χ
= zη
β′
r
+
η′
r
− z2η(β′)2 − zηβ′′ − 2zη′β′ − β2η − η′′
( )
× exp(βz) − κ′′ +
κ′
r
(62)
Since Eq. (62) contains no unknown functions of z, the coeffi-
cients of the terms containing z must sum to 0:
exp(βz) : η′′ −
η′
r
+ (dGr2 + d2F + β
2)η = 0 (63)
z exp(βz) : 2η′β′ + ηβ′′ −
η
r
β′ = 0 (64)
z2 exp(βz) : η(β′)2 = 0 (65)
z0 : κ′′ −
κ′
r
+ (dGr2 + d2F)κ + r
2χ = 0 (66)
Equation (65) is only satisfied when η= 0 or β= const. Taking
the latter solution, Eq. (64) is immediately satisfied, and ϕ may
be found using (60):
ϕ =
dFr2
4Re β
(dGr
2 + 2d2F) (67)
where an integration constant has been set to 0 to avoid singular
solutions of uθ at r= 0. Equation (66) may be solved using
Eqs. (61) and (67):
χ = (dGr2 + d2F)
cχ1
r2
+ cχ2
( )
+
d3Gr
6 + d6F − 8d2FdG
4dGRe βr2
(68)
Substituting the above results into Eq. (44) yields (after much
simplification)
(4Re cχ2βd
2
Gr
4 − 3d2Fd
2
Gr
4 − 4Re cχ1βd2FdG − d
6
F + 8d
2
FdG)η
+ d2Gr
3η′ = 0 (69)
Equations (63) and (69) are incompatible, and one must be elim-
inated to yield an admissible solution. A non-trivial solution arises
when dG= 0 and cχ1 = (8 − d4F/dG)/(4Re β), so Eq. (69) is satisfied.
Then, Eq. (63) may be solved:
η = cη1rJ1(λr) + cη2rY1(λr) (70)
where λ =

d2F + β
2
√
, and Jn and Yn are n
th-order Bessel functions of
the first and second kinds, respectively. Choosing cη2= 0 eliminates
the singularity at the axis produced by Y1(0). The final solution
reads
ψ = c r2 −
2
λ
rJ1(λr) exp(βz)
[ ]
(71)
σ = Ωr2 −
2cdFr
λ
J1(λr) exp(βz) (72)
β =
d3F
2Reθ
, dF = −

2
9
b
3
√
−

32
b
3
√
,
√
b = Re2θ 9λ
2 +

3(16Re2θ + 27λ
4)
√( )
where setting cη1= 2c/λ shifts the stagnation point to the origin and
c=−cχ2. The Reynolds number has been replaced by Reθ = ReΩ*
and Ω = Ω* − cdF . A representative flow is shown in Fig. 3 and
two 3D streamlines showing the recirculating and non-
recirculating motions of the particles near the axis are visible in
Fig. 4. These streamlines bear a strong resemblance to streamlines
produced from computational fluid dynamics simulation results
(see, for example, Figs. 14 and 15 in Ref. [41]), although the
present flow is incompressible whereas the flow inside the
Ranque–Hilsch vortex tube is highly compressible. To the best
of our knowledge, the solution described by Eqs. (71) and (72)
is new, although it may be considered a generalization of the solu-
tion presented by Fatsis et al. [42]. The solution set may be viewed
as the cylindrical analogue of Kovasznay’s solution, as both flows
are cellular, have a uniform base flow, and contain strong recircu-
lation regions. The clear difference is that the above solution col-
lapses to a uniform flow along the axis when the swirl vanishes,
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whereas the Kovasznay solution has no such dependence on the
out-of-plane velocity. Since the sign of the Bessel function alter-
nates between cells, the sign of uθ may become negative in the
initial even numbered cells (assuming the cells are numbered
sequentially starting with the innermost cell) depending on
whether the first or second term in Eq. (72) dominates, meaning
the bulk of the fluid in these cells can rotate in an opposite
sense to its neighbors about the z-axis.
As shown in Fig. 5, increasing Reθ causes the recirculating
regions to become increasingly slender, a behavior also exhibited
by Kovasznay flow. Furthermore, the swirl magnitudes near the
origin decrease with increasing Reθ. Finally, the adjustment of the
swirl factor Ω changes the magnitude of the “background” rigid
body swirl, and the circumferential velocity is increased with
increasing radius; however, it has no influence on the streamlines
in the meridional plane.
While the counter-rotating annular cells visible in Fig. 3 are cer-
tainly interesting, the flow within the innermost cell is the most
readily applicable to the study of various fluid machinery. First,
the present solution might be applied to the study of cyclonic sep-
arators, which are frequently analyzed using exact techniques;
however, viscous effects have often been neglected in the search
for exact solutions (cf. Ref. [43]). In a related application, Maicke
et al. [44] have numerically solved the axisymmetric Euler equa-
tions to study compressible flows in a bi-directional vortex, where
swirling fluid is injected near the periphery of a tube and is with-
drawn near the axis at the same axial location. An important
finding of Maicke et al. is that for high swirl flows, compressibility
appears to have little influence on the solution field. The present
incompressible solution may be readily applied to their problem
when Reθ is small. Finally, the present solution bears strong simi-
larities to axisymmetric Ranque–Hilsch flow. Most importantly, it
includes the effect of viscous forces, which has been shown to be
the dominant energy transfer mechanism across the stagnation
streamline [45,46].
7 Summary and Discussion
In the present work, the extended Beltrami approach first pre-
sented by Wang [19] has been reviewed and extended. We have
shown that our general formulation (Eqs. (25)–(27)) can be used
to analyze viscous three-dimensional flows in planar and revolved
coordinate systems. Specifically, we are able to recover all known
2D planar solutions and have discovered that each one supports
an out-of-plane velocity distribution which is closely related to
the streamfunction solution. Furthermore, we have analyzed the
equations of motion in cylindrical coordinates with a vanishing cen-
trifugal term, finding a new generalization of Burger’s vortex.
Finally, we have discovered a new swirling flow solution describing
flow resembling Kovasznay flow and also bears strong similarities
to Ranque–Hilsch flow.
Comparing the planar results of Secs. 4 and 5 with the axisym-
metric flows of Sec. 6, we find that the planar solutions can be sep-
arated into the in-plane and out-of-plane motions, where the
in-plane velocities are unaffected by the out-of-plane motion.
This is because the centrifugal term, given by K(σ/h23, σ), vanishes
for planar flows, and only a one-way coupling exists between the
vorticity and out-of-plane momentum equations. The centrifugal
term does not vanish, in general, for axisymmetric flows because
h3≠ 1. If the swirl velocity is independent of z, however, the equa-
tions describe an important sub-class of flows in which the meridi-
onal plane motion is independent of the swirl, some of which are
described in Sec. 6.1. In contrast, the swirling flow solution given
by Eqs. (71) and (72) appears to be the first of its kind, in that it
is a 3D axisymmetric Navier–Stokes solution with a non-vanishing
centrifugal term.
Acknowledgment
The authors gratefully acknowledge the financial support from
the Natural Sciences and Engineering Research Council of
Canada (NSERC; Funder ID: 10.13039/501100000038).
Appendix: Derivation of the Working Equations
Here, we aim to develop the third components of the momentum
and vorticity (Eqs. (2) and (3), respectively) in terms of σ= h3u3
and ξ=ω3/h3. Beginning with Eq. (2), the transient term may be
written as
∂u
∂t
=
1
h2h3
∂2ψ
∂x2∂t
ê1 −
1
h1h3
∂2ψ
∂x1∂t
ê2 +
∂u3
∂t
ê3 (A1)
Fig. 4 3D streamlines of the solution given by Eqs. (71) and (72)
with Reθ = 50, λ= j0, Ω=40, and c=1 where j0 is the first root of
J1(x). The orange streamline (ψ=−0.01872) recirculates back
along the axis, while the purple streamline (ψ=0.313919) pro-
ceeds along the axis.
Fig. 3 The swirling flow solution given by Eqs. (71) and (72) with
Reθ = 50, λ= j0, Ω=1, and c=1 where j0 is the first root of J1(x).
The streamlines are those of the meridional plane velocity field,
and the color contours correspond to the circumferential veloc-
ity distribution.
Fig. 5 Plots are described by the caption of Fig. 3 except Reθ =
5, 10, 20, 50 for each row and Ω=1, 5 for each column
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The advection term is given by
(u · ∇)u =∇ u · u
2
( )
+ ω × u =∇
u · u
2
( )
+
1
h1
ξ
∂ψ
∂x1
−
σ
h23
∂σ
∂x1
[ ]
ê1 +
1
h2
ξ
∂ψ
∂x2
−
σ
h23
∂σ
∂x2
[ ]
ê2
+
1
h1h2h23
∂σ
∂x1
∂ψ
∂x2
−
∂σ
∂x2
∂ψ
∂x1
( )
ê3 =∇
u · u
2
( )
+
1
h1
ξ
∂ψ
∂x1
−
σ
h23
∂σ
∂x1
[ ]
ê1 +
1
h2
ξ
∂ψ
∂x2
−
σ
h23
∂σ
∂x2
[ ]
ê2 +
K(σ, ψ)
h3V
ê3
(A2)
The pressure term is written as
−∇p = −
1
h1
∂p
∂x1
ê1 −
1
h2
∂p
∂x2
ê2 (A3)
The viscous term may be written as
∇2u
Re
=−∇ × ω
Re
=
1
Re V
−h1 ∂(h3ω3)∂x2 ê1 + h2
∂(h3ω3)
∂x1
ê2
(
+ h3
∂(h1ω1)
∂x2
− ∂(h2ω2)
∂x1
[ ]
ê3
)
=− h1
Re V
∂(h23ξ)
∂x2
ê1 +
h2
Re V
∂(h23ξ)
∂x1
ê2 +
h3
Re V
D2(σ)ê3
(A4)
Re-assembling the ê3 components of Eqs. (A1)–(A4) and multiplying by h3V yields Eq. (9). The vorticity equation terms are similarly
developed here. The transient term is the time derivative of Eq. (7)
∂ω
∂t
=
1
h2h3
∂2σ
∂x2∂t
ê1 −
1
h1h3
∂2σ
∂x1∂t
ê1 + h3
∂ξ
∂t
ê3 (A5)
Taking the curl of (A2) gives the vorticity equation advection term
∇ × (ω × u)=
h1
V
∂
∂x2
K(σ, ψ )
V
( )[ ]
ê1 −
h2
V
∂
∂x1
K(σ, ψ)
V
( )[ ]
ê2+
h3
V
∂
∂x1
ξ
∂ψ
∂x2
−
σ
h23
∂σ
∂x2
( )
−
∂
∂x2
ξ
∂ψ
∂x1
−
σ
h23
∂σ
∂x1
( )[ ]
ê3
=
h1
V
∂
∂x2
K(σ, ψ)
V
( )[ ]
ê1 −
h2
V
∂
∂x1
K(σ, ψ)
V
( )[ ]
ê2 +
h3
V
K(ξ, ψ) − K
σ
h23
, σ
( )[ ]
ê3
(A6)
Since the curl of term (A3) is 0, the pressure does not appear in the vorticity equation. Finally, taking the curl of Eq. (A4) gives the viscous
terms
−∇ × (∇ × ω)
Re
=
h1
ReV
∂
∂x2
h23
V
D2(σ)
( )[ ]
ê1 − h2ReV
∂
∂x1
h23
V
D2(σ)
( )[ ]
ê2+
h3
ReV
∂
∂x1
h2
h1h3
∂(h23ξ)
∂x1
[ ]
+
∂
∂x2
h1
h2h3
∂(h23ξ)
∂x2
[ ]( )
ê3
=
h1
ReV
∂
∂x2
h23
V
D2(σ)
( )[ ]
ê1 − h2ReV
∂
∂x1
h23
V
D2(σ)
( )[ ]
ê2 +
h3
ReV
D2(h23ξ)ê3
(A7)
Re-assembling the ê3 components of Eqs. (A5)–(A7) and multi-
plying by V/h3 yields Eq. (10). While the ê1 and ê2 terms may also
be assembled into equations, both of these are linearly dependent on
Eq. (9) and are therefore superfluous.
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