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The Multirate Method for Simulation of Power System Dynamics 
M. L. Crow, Member James G. Chen 
Department of Electrical Engineering 
University of Missouri-Rolla 
Rolla, Missouri, 65401 
One family of methods which has been used for 
Power system simulation are variablestep methods [l] [2]. 
Variablestep methods are integration techniques in which 
the timestep may vary in accordance with the fastest 
varying state in the system. The variablestep method 
is well suited for simulating dynamic systems which are 
primarily slow response systems, but exhibit infrequent 
fast decaying transients. The method is not well suited 
for systems in which the fast response is sustained for a 
large portion of the simulation interval. Unfortunately, 
this is the case when the power system contains induction 
1 Introduction machines under continually changing loading levels. So, 
while only a small portion of the entire system states are 
Computational complexity is of timely concern in the affected by fast dynamics of the induction machine loads, 
assessment of dynamic security. Steady-state and tran- the integration time step must remain small, thus compu- 
sient stability computational methods have been studied tational efficiency is lost. This is again the case when the 
in depth and many robust and widely-used tools are avail- power system is modelled with fast switching devices, such 
able for analyses in these time frames. Unfortunately, the as FACTS devices or the converters necessary to intertie 
development of computational tools for dynamic (mid- to DC lines into an AC system. 
long-range) analysis lags far behind. The ability to de- Multirate methods were first proposed by Gear [3] [4] for 
velop such methods is further complicated by the lack of systems with widely varying time response behavior. Re- 
appropriate models for various system components. In cently, multirate, rather than variable-step methods have 
response, the Power engineering community has tried to been proposed to effectively simulate power systems which 
incorporate more detailed models into simulators. The exhibit tirne scale separation [51 [SI, Multirate methods 
inclusion of increasingly detailed models has further in- are distinguished from variablestep in that the 
creased the complexity of the numerical calculations. system states are aggregated into loosely coupled compo- 
which are then integrated individually with a time 
means of obtaining greater computational efficiency. How- step dictated by the time response of the component. The 
ever, as the state of the art in compiler technology ad- coupling between components is either neglected or esti- 
vances, much of the fine grained algorithmic parallelism mated in 
rapidly varying components, which require small integra- lelism will be transparent and need not be explicitly algo- 
tion time steps, is small compared to the number of slowly rithm dependent. For this reason, it is still imperative to 
specific behavior of the system. The potential of this in a serial environment. This paper presents one such al- 
method for power system simulation is great. gorithm. 
In this paper, a study of multirate methods has estab- 
lished the viability of this type of numerical method for 
efficient simulation of power system dynamics. As a first 
approach, the multirate method has been applied to a gen- 
eralized linear system which may encompass a separation 
into n distinct time scales. One of the main results of 
the preliminary linear system study is the development 
of a formula to estimate the possible obtainable speed-up 
given any number of time scales and the separation be- 
tween them. The multirate method is then extended to 
a small nonlinear power system example which exhibits 
a time scale separation into two and three distinct time 
scales. 
Abstract 
In this paper, the multirate method will be introduced to 
analyae power system behavior for systems with widely 
varying time constants. Estimates for computational 
speed-up will be derived based on a linear system ap- 
preach. The method will be applied to a small power sys- 
tem example and the results, both in terms of accuracy 
and computation time, will be compared to traditional 
simulation methods. 
Parallel Processing methods have been Proposed as one 
way. 
may be during compilation. Thus, all paral- Computational speed-up is achieved if the number of 
pursue new which Offer superior performance varying components, while retaining both the gross and 
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2 The multirate method for lin- 
ear systems 
A multirate method for integrating ordinary differential 
equations is one in which different equations are integrated 
by using different step sizes. The multirate method com- 
bines the robustness of a variable step method with inde- 
pendent step size capabilities. The principle of the multi- 
rate method is the integration of each variable with a step 
length which is necessary and sufficient for the required 
accuracy. Although multirate methods are conceptually 
simple, there are still many problems and open questions 
regarding their theory, formula, and implementation. This 
section discusses the use of multirate methods for solving 




Figure 1: Three time scale example 
2.1 The multirate method for three time 
scales 
Now consider three linear functions which may be dis- 
cretized with three different step sizes. For simplicity, let 
Ci! be defined as 
Ci! = c; . c;-1 . c i - 2 .  . . . . c2 * c1 
for 1 5 i 5 n and Ci = &. Note that this expression 
is different from the mathematical expression “C!” . Also 
note that C1 = 1. Without loss of generality, it can be 





(3) assumed that - 
$1 = allyl + QizY2 + aisy3 
YZ = a 2 1 ~ 1  + ~ 2 2 ~ 2  + amy3 
Y3 = a3191 + a323/2 + a33y3 
where a;, E R for 1 5 i 5 3 and 1 5 j 5 3. Applying the 
2nd order trapezoidal integration algorithm to discretize 
the system, and using the same step size h for all three 
functions, the following relationship is obtained: 
Miy(t + h) = M 2 ~ ( t )  (4) 
~ ( t  + h) = Mr’Mzy(t) ( 5 )  
Y(t +h)  = MY(t) (6) 
where 
and 
M =  [ 
1-l 
The matrix M may be used to analyze the numerical 
stability of the method as well as the computational com- 
plexity. For example, any integration method is guaran- 
teed to be numerically stable if the eigenvalues of the ma- 
trix A4 lie strictly within the unit circle in the complex 
plane. In addition, the computational effort required to 
compute the matrix M is directly related to the compu- 
tational effort required to solve the linear system of equa- 
tions for each time step. 
h, = Cnhn-1 = CnCn-1.. .C2Clhl = Cn!hl 
The three time scale case is illustrated in Figure 1, 
where yl(t) is the fastest varying state and y3(t) is the 
slowest varying state. Note that h2 = 2hl and h3 = 2h2 = 
4h1, thus C2 = 2, C3 = 2, and C3! = 4. 
Consider the calculation of the system states at time 
t = 4hl = 2hz = h3: 
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Note that each variable is integrated with the step size 
which is appropriate for its time response. Note also 
that not all states are available at the desired time (those 
marked by 8 in Figure 1) and must be approximated. The 
simplest approximation is a linear interpolation between 
calculated values. Thus 
k 
c2 
i2(t + khl) = -y2(t + h2) + (1 - &) yz(t) 
and 
t 
$30  + khl) = -y3(t C ! + h3) + (1 - A) y3(t )  
After repeated interpolations and substitutions, the fol- 
lowing expression for yl(t + h3) may be obtained: 
C I  c., 
where 
j11 k=l 
Similarly, expressions for y2(t + h3) and y3(t + h3) can be 
found: 
YZ(t+h3) = ppYZ(t) 
and 
Y3(t + h3) 
Note that since the trapezoidal method is an im- 
plicit method, there is an implicit dependence on the 
state variables at both previous and current time steps 
in addition to the dependence introduced by the in- 
terpolation. In the linear case, it is possible to ap- 
ply a reduction process to find a closed form for 
the matrix M (introduced in equation (6)) which will 
explicitly relate [yl(t + 4hl) y2(t + 2h2) y3(t + h3)IT to 
[yl(t) y2(t) y3(t)lT. This process will be discussed in the 
next section for a generalized linear system of n distinct 
time scales. 
2.2 The multirate method for n time 
scales 
Consider a system of n linear functions: 
Yi = allyl + ally2 + . . . + alnYn (14) 
Y2 = a21y1+ m y 2  + . . . + ~ n ~ n  (15) 
Yn = aniYi + an2~2 + . + annyn (16) 
where where ai, E R for 1 5 i 5 n and 1 5 j 5 n. 
Following the same approach discussed for the three time 
scale system, the followlng expression may be obtained for 
any l < i < n :  * 
y i ( t +  hn) = Pi I !  yi(t) 
m=i+l j = 1  k=l ‘ 
[ ( 2 -  C i ! ( 2 k - 1 ) ) y m ( t + ( j - l ) h m )  
C,! 
+ ( ci!FtF ‘ I )  ym(t + jhm)] } (17) 
As in the previous discussion, it is possible to apply a 
reduction process to find a closed form for the matrix M 
which relates y(t + h) = My(t). 
The form of the matrix M is important for a variety of 
reasons. Firstly, the numerical stability of any integration 
method can be ascertained by computing the eigenvalues 
of M .  This aspect of the matrix M is not discussed in this 
paper, but instead the matrix M will be used to estimate 
the potential savings gained from the multirate method. 
Note from the discussion of Section 2.1 that at any point 
in time, only a portion of the entire system is calculated at 
any given time. Thus rather than solving an n x n system 
at each step (requiring on the order of n3 multiplications 
and divisions), considerably less computation is involved. 
Consider once again the three time scale example of Figure 
1. A good estimate of the computational burden may be 
obtained by calculating the multiplications and divisions 
required to solve for the matrix M, recalling that M = 
MT‘M2. The number of multiplications and divisions is 
?$ + n2 - 3 for the LU factorization of M1 and n2 for 
the multiplication of Mzy(t) for a total of ?$ + 2n2 - t .  
Therefore, the usual integration approach would require 
8 . (g + 2 . 32 - $) = 208 multiplications and divisions. 
In the multirate method, the solution of M2y(t) requires 
i .  (2n - i )  multiplications. For example, to solve for yl(t+ 
h l ) ,  M2 is a 1 x 5 matrix, since the right-hand-side vector 
would contain [zl(t) 4 t )  z3(t) zz(t + h2) 23(t  + h3)IT. 
In the example system, the number of multiplications and 
divisions would be 4.( 1+1.5)+2.($ +22- 3+4.2)+2.( %+ 
32-$+3.3) = 104 for a computationalspeedup of 2:l. The 
estimated speed-up could be further increased if a larger 
step size ratio were possible, or if the ratio of the “fast” 
states to “slow” and “medium” states were small. This 
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point of the slow variable must be first predicted and then 
the mid-points may be interpolated. These points will be 
iteratively updated via a nonlinear solution process, such 
as a Newton-Fbphson iteration. The more accurate the 
prediction and interpolation algorithm, the fewer number 
of iterations are required to achieve the desired accuracy. 
Thus the computational burden of a nonlinear system will 
be greater than for a linear system of the same dimension. 
The speed-up ratio predicted by the linear analysis in Sec- 
tion 2.2 should still provide a rough estimate for the non- 
linear system however, since both the constant step size 
case and the multirate case will require approximately the 
same number of Newton-Raphson iterations per time step 
if the prediction/interpolation steps are accurate enough. 
Discerning the stability of the multirate method in the 
nonlinear case becomes quite complex. I t  is not nearly as 
straightforward as computing the eigenvalues of the ma- 
trix M, as in the linear case. An exhaustive discussion 
of the stability criteria is not appropriate for this paper. 
However, it will be discussed in context with the following 
power system example. 
argument can be extended to  an n-dimensional system 
with n states, each possibly varying at a different rate. 
Once again assuming the computational expense of solving 
an ni x ni system to be - n: and neglecting interpolation 
costs, then to solve a system for N times steps where N = 
Ci! takes: 
I: constant step size h 
For example, suppose n = 400, and C, = 10 for i = 
100,200,300 and Ci = 1 otherwise. This separates the 
400 states into 4 distinct time separations with 100 states 
in each time frame. Recall that N = C~OO! = 1000, then 
the computation burden may be estimated for the usual 
method (I) and the multirate method (11): 
I: 21653 x106 
11: 717 x106 
for a speed up of approximately 30:l. Note that this mea- 
sure is an estimate of the speedup and actual obtained 
savings may be different due to sparsity savings. This es- 
timate is based on - n3 for LU factorization, which may 
be decreased to - n2 if sparsity is exploited. 
The speedups calculated above may seem rather in- 
significant given the time-scale separation between the 
states, but what one needs to recall, is that the accuracy 
of the solution is being preserved by the interpolation pro- 
cess, and that the multirate method has an accuracy on 
the same order as the original integration method. This 
aspect of the multirate method will be discussed in further 
detail in the following section. 
3 The multirate method for non- 
linear systems 
In this section, the multirate method, which was intro- 
duced for linear systems in the previous section, will be 
extended to the nonlinear case. Indeed, all practical power 
systems are nonlinear, thus a discussion of the application 
of the multirate method to nonlinear systems is in order. 
The basic approach for applying the multirate method to 
a nonlinear system is the same as with a linear system. 
Consider a system of n nonlinear differential equations: 
Y 1  = f l ( Y l , Y z , . . . , Y n , t )  (18) 
Yz = f Z ( Y l , Y Z , . . . , ! h n , t )  (19) 
in = f n ( Y l , Y Z , . . . , Y n , t )  (20)  
Each state may be integrated with a different step size 
hi,  where hl _< hi _< h,. With the linear system it was 
possible to find a closed form of the matrix M which re- 
lated y(t + h,,) to y ( t )  directly, from which stability and 
computational information can be derived. This was pos- 
sible since the interpolative relationship between variables 
could be known beforehand, due to the time invariant na- 
ture of the coefficients of the matrix A. In the nonlinear 
case, in order to obtain an interpolative approximation to 
the slow variables at the time points of interest, the final 
4 An Illustrative Example 
The multirate method can be well illustrated with a small 
synchronous machine model, which is given in [7] 
- - w - w .  d6 
dt 
- 
The model contains the two statorfnetwork flux linkages 
\Ed and \Eq ,  the voltage proportional to the field flux link- 
age E ; ,  the voltage proportional to the damper winding 
flux linkage E:, and the electromechanical pair 6 and w .  
The data for this example is given in Table 1[7]. The ap- 
plied disturbance is a reduction of the infinite bus voltage 
V from 1.0 to 0.8pu at time t=0.2 sec 
Table 1: Example Data 
Ra = 0 ws = 377 radfsec V=l.O pu 
Ld = 0.9 PU L&=0.2 PU Tio = 5.00 sec 
L ,  = 0.7 pu Ld=0.2 pu Tio = 0.13 sec 
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Figure 2: Computation time vs. C2 
The flux linkage variables \kd and \k9 both exhibit highly 
oscillatory, negligibly damped responses with a frequency 
close to 6OHz. These are the ”fast” variables. In order to 
effectively capture the dynamics of these oscillatory vari- 
ables, the integration step size must be small enough to 
accurately reproduce the shape of the sinusoid. A sinusoid 
waveform can be nominally reconstructed from 8 points 
per cycle, but 16 points per cycle is preferable. For this 
reason, in this example, the smallest integration step size 
is chosen to be 
If a variable step integration method were used to simu- 
late this system, all the system variables would be dis- 
cretized using the same time step h = 0.001 seconds. 
This time step could not be increased for better computa- 
tional efficiency, because the oscillations are only negligi- 
bly damped, and thus would not decay in the time frame 
of interest, thus all advantages to using a variable step 
method are lost. The multirate method, however, is well 
suited for this type of problem. This system has a well- 
defined separation of time responses. 
4.1 Two time scales 
In the first example, a twetime scale separation will 
be considered, that is, the variables [EA, E’, 6, w ]  will be 
“slow” variables compared to [ \ k d , \ k q ] ,  a n 8  will be inte- 
grated with a step size h2 = C2h1, where 1 5 C2. The 
results of this comparison are summarized in Table 2 which 
gives the maximum percent error over the simulation in- 
terval for each variable using the multirate method as com- 
pared to a constant step size method with hl = 0.001s. 
The computation time required as a function of C2 is 
shown in Figure 2. 
The relationship of time vs C2 is not unexpected. When 
C2 = 1, the computational burden will be dominated by 
the solution of the full 6 x 6 system. As C2 increases, the 
dominance will shift to the 2 x 2 fast system, until the 
point where the infrequent computation of the full system 
is a small portion of the overall computation. The slight 
increase in computation time at  C2 = 4 is due to the in- 













































































































































the required convergence accuracy. Far better speed-ups 
would be expected from a larger example where sparsity 
could be exploited or where the ratio of fast to total vari- 
ables is smaller than one-third, as in this example. 
In addition, this example illustrates several interesting 
points. Note that the solution error increases slowly un. 
til C2 = 10 and then increases rapidly until the maxi- 
mum percentage error is reached when C2 = 17. At this 
point, there is approximately a 68% error in 6,  a 48% er- 
ror in Ed‘, and a 136% error in \kq. However, if C2 is 
increased to 24, the errors decrease to a point comparable 
to a small value of C2 again. The waveforms of 6 ( t )  for 
C2 = 1, C2 = 8, C2 = 17, and C2 = 24 are shown in Fig- 
ures 3-6 respectively. The large error in C2 = 17 can be 
attributed to the “sampling rate” of the fast subsystem by 
the slow subsystem. Recall that the slow subsystem is only 
integrated once every C2 time steps. Since the fast subsys- 
tem is nearly oscillatory with periodicity & = 0.0167 
seconds, a time step of C2 = 17 will sample the sinusoid 
at approximately the same point in each cycle, thus the 
fast subsystem will appear to be nearly constant, instead 
of rapidly varying. This poorly chosen sampling rate leads 
to the erroneous results. 
4.2 Three time scales 
In the two time scale case, for low values of CZ (1 5 
C2 10) note that the variable EL has the largest er- 
ror of all variables. This is due to the designation that 
EA is a “slow1’ variable, when in fact it may. be consid- 
ered a “medium” variable, not quite fast, but requiring 
more frequent updating than the slow variables. This ne- 
cessitates the introduction of a third time scale. A se- 
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Figure 3: Standard output waveform for 6 (C2 = 1) 
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Figure 5:  Output waveform for 6 (C2  = 17) 
T l m  (sac) 
Figure 6: Output waveform for 6 (C2 = 24) 

















ble 3. Recall that the medium step size h2 = C2h1 and 
the slow step size h3 = C3C2hl  = C3!hl. Consider the 
two time scale example for C 2  = 8, where the variables 
[E:, E;, 6,wJ are only integrated every 8h1. The error for 
EL is 5.3%, the error for gq is 3.2%, and the 6 error is 
1.4%. In the thr& time scale example C 2  = 2 , C 3  = 4, 
thus h2  = 2h1, and ha = 4h2  = 8h1,  and the variables 
[E;, 6,wJ are only integrated every 8h1, whereas EL is in- 
tegrated every 2hl. In this case the error in EL is reduced 
to 1.8%, while the error8 in Qq and 6 remain fairly con- 
stant. Note however, that the computational time is in- 
creased slightly from 1.9 CPU to 2.1 CPU, thus trading 
accuracy for efficiency. Even in the case where C2 = 4 
and Cs = 2(h2 = 4h1 ,  h 3  = 8h1), the error in Eh is still 
reduced to  about 3% with all other errors remaining con- 
stant. In this case, the computational time is 1.9 CPU, 
the same as the two time scale case. These results are 
intuitive; the more frequently a "medium" variable is cal- 
culated, the greater the accuracy, but often at the expense 
of computational eficiency. 
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5 Conclusions 
In this paper, the multirate method was discussed in con- 
text with both linear and nonlinear systems. The results 
obtained from the small synchronous machine example for 
both the two and the three time scale example indicate 
that the multirate method holds great potential for being 
an efficient method for power system dynamic simulation. 
This is especially true in the case where a power system 
contains a small proportion of “fast” devices, such as DC 
lines, induction machines, or FACTS devices. The multi- 
rate method is extremely well suited for this type of system 
analysis. 
Further study is underway on this method to better pre- 
dict when the method may not give accurate results (as 
in the example when Cz = 17). Also under considera- 
tion is the inclusion of algebraic constraints and better 
approximation strategies to increase the accuracy of the 
slow variable interpolation. 
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