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Anomaly Detection in Crowdsourcing: Why
Midpoints in Interval-Valued Approach
Alejandra De La Peña, Damian L. Gallegos Espinoza, and Vladik Kreinovich

Abstract In many practical situations – e.g., when preparing examples for a machine
learning algorithm – we need to label a large number of images or speech recordings.
One way to do it is to pay people around the world to perform this labeling; this is
known as crowdsourcing. In many cases, crowd-workers generate not only answers,
but also their degrees of confidence that the answer is correct. Some crowd-workers
cheat: they produce almost random answers without bothering to spend time analyzing the corresponding image. Algorithms have been developed to detect such
cheaters. The problem is that many crowd-workers cannot describe their degree of
confidence by a single number, they are more comfortable providing an interval
[𝑥, 𝑥] of possible degrees. To apply anomaly-detecting algorithms to such interval
data, we need to select a single number from each such interval. Empirical studies
have shown that the most efficient selection is when we select the arithmetic average.
In this paper, we explain this empirical result by showing that arithmetic average is
the only selection that satisfies natural invariance requirements.

1 Formulation of the Problem
What is crowdsourcing: a brief reminder. In many practical situations, we need
to perform a large number of reasonably simple tasks, tasks that do not require high
qualifications. For example, deep learning requires that a large number of labeled
examples by available (see, e.g., [1]). In many cases, we do not have that many
labeled examples, so we need someone to label a large number of photos, or a large
number of speech recordings. One way to perform these tasks is crowdsourcing,
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when people all over the world are paid to solve the corresponding tasks – e.g., to
label pictures that will be used for training a machine learning algorithm.
Need to detect anomalies. Most crowd-workers work conscientiously. However,
since the payment is proportional to the number of answers, there are also many
cases when crowd-workers do a sloppy job, not spending enough time on analyzing
the corresponding picture and therefore producing answers that are often wrong.
Such wrong answers prevent machine learning algorithms from getting high quality
results. It is therefore important to be able to detect such anomalous crowd-workers
and dismiss their answers.
A natural way to do it is to include examples with known labels into the list of
tasks. Then, we can gauge the quality of a crowd-worker by the number of wrong
answers that he/she has on these examples. If this number is unusually high, then all
the answers provided by this crowd-worker should be dismissed.
Need to take into account degrees of confidence. Crowd-workers are often not
100% confident in their answers. To help machine learning, it is therefore desirable
to collect not only the answers, but also the degrees indicating how confident is the
crowd-worker in each answer. This way, the neural network will be able to weigh
these answers with different weights: if its answer is different from the confident
answer of a crowd-worker, then the algorithm should continue training, but if the
difference is only with not very confident crowd-workers, then maybe there is no
need to adjust.
Because of this, some crowdsourcing algorithms require the crowd-worker to
submit not only the answer, but also his/her degree of confidence in this answer –
as expressed by a number on some scale [𝑋, 𝑋], e.g., from 0 to 10, or from 0 to 1.
Usually, larger numbers correspond to larger degrees of confidence.
Usually, linear transformations are used to transform between different scales.
For example, the value 7 on a scale from 0 to 10 is transformed into 7/10 on the scale
from 0 to 1. Similarly, the value 0 on the scale [−1, 1] is transformed into the value
0.5 on the scale [0, 1].
These degrees of confidence are used to detect anomalies: if the answer is wrong
but the crowd-worker is not very confident about it, this may be an honest mistake,
but if there are many wrong answers with high degrees of confidence, this indicates
an anomaly. Sometimes, these degrees also affect the amount of payment: the higher
degree of confidence, the higher the pay – since one way to gain more confidence is
to spend more time analyzing the corresponding picture or recording.
Interval-valued degrees of confidence. Crowd-workers are usually unable to describe their degree of confidence by a single number: in general, people cannot
meaningfully distinguish, e.g., between degrees of confidence 0.70 and 0.71 on a
scale from 0 to 1. So, it makes sense to allow the crowd-workers to mark their confidence by selecting an interval [𝑥, 𝑥] of possible degrees: e.g., an interval [0.7, 0.8].
How to detect anomalies based on interval-valued degrees: formulation of the
problem. A natural idea is to utilize formulas that have been successful in detecting
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anomalies based on numerical degrees. To apply these formulas, we need to select
a single value 𝑥 from the corresponding interval [𝑥, 𝑥]. In other words, we need an
algorithm 𝑥 = 𝑓 (𝑥, 𝑥) that generates a number based on the bounds of the workergenerated interval.
Which algorithm 𝑓 (𝑥, 𝑥) should we select? We can take arithmetic average, we
√︁
can take geometric average 𝑥 · 𝑥, we can have many other choices.
An empirical analysis described in [2] has shown that the more accurate anomaly
detection happens when we use arithmetic average
𝑥+𝑥
.
2
How can we explain this empirical result?
What we do in this paper. In this paper, we use natural invariances to explain this
empirical result.

2 Our Explanation
Invariance. We can have different scales, so it is reasonable to require that the
desired algorithm 𝑥(𝑥, 𝑥) should not change if we apply some linear transformation
to a different scale. Thus, we arrive at the following definition.
Definition 1. We say that a function 𝑓 (𝑥, 𝑥) is scale-invariant if for every linear
transformation 𝑥 ↦→ 𝑎 + 𝑏 · 𝑥 with 𝑏 > 0, and for all possible values 𝑥 < 𝑥, once
we have 𝑥 = 𝑓 (𝑥, 𝑥), then we should also have 𝑦 = 𝑓 (𝑦, 𝑦), where 𝑦 = 𝑎 + 𝑏 · 𝑥,
𝑦 = 𝑎 + 𝑏 · 𝑥, and 𝑦 = 𝑎 + 𝑏 · 𝑥.
Additional requirement related to negation. In situations where there are only two
possible choices 𝐴 and 𝐵, if we use the scale from 0 to 1, then one way to interpret
the degree of confidence 𝑥 is as the probability that the correct choice is 𝐴. This
same situation can be interpreted as the probability 1 − 𝑥 that the correct choice is 𝐵.
If, instead of the exact probability 𝑥, we have an interval [𝑥, 𝑥] of possible values
of 𝐴-probability, then the corresponding values of 𝐵-probability 1−𝑥 form an interval
[1 − 𝑥, 1 − 𝑥].
• We can apply the desired function to the original interval [𝑥, 𝑥] and thus get some
probability 𝑥.
• Alternatively, we can apply the same function to the negation-related interval
[1 − 𝑥, 1 − 𝑥] and get some probability 𝑦 – in which case, for the probability of
𝐴, we get the value 1 − 𝑦.
Since these are two ways to describe the same situation, it is reasonable to require
that we should get the same probability, i.e., that we should have 𝑥 = 1 − 𝑦. Thus, we
arrive at the following definition.
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Definition 2. We say that a function 𝑓 (𝑥, 𝑥) is negation-invariant if for all possible
values 0 ≤ 𝑥 < 𝑥 ≤ 1, once we have 𝑥 = 𝑓 (𝑥, 𝑥), then we should also have
𝑦 = 𝑓 (𝑦, 𝑦), where 𝑦 = 1 − 𝑥, 𝑦 = 1 − 𝑥, and 𝑦 = 1 − 𝑥.
Proposition. The only scale-invariant and negation-invariant function 𝑓 (𝑥, 𝑥) is
arithmetic average
𝑥+𝑥
𝑓 (𝑥, 𝑥) =
.
2
Proof. It is easy to check that arithmetic average is scale-invariant and negationinvariant. Let us prove that, vice versa, every scale-invariant and negation-invariant
function 𝑓 (𝑥, 𝑥) is arithmetic average.
Indeed, let us denote 𝑓 (0, 1) by 𝛼. Here, 𝑥 = 0, 𝑥 = 1, and 𝑥 = 𝛼. Then, for every
two numbers 𝑥 1 < 𝑥2 , we can take 𝑎 = 𝑥1 and 𝑏 = 𝑥2 − 𝑥 1 . In this case,
𝑦 = 𝑎 + 𝑏 · 𝑥 = 𝑥1 ,
𝑦 = 𝑎 + 𝑏 · 𝑥 = 𝑥1 + (𝑥2 − 𝑥 1 ) = 𝑥 2 , and
𝑦 = 𝑎 + 𝑏 · 𝑥 = 𝑥 1 + 𝛼 · (𝑥 2 − 𝑥1 ) = 𝛼 · 𝑥 2 + (1 − 𝛼) · 𝑥1 .
Thus, due to scale-invariance, we conclude that
𝑓 (𝑥1 , 𝑥2 ) = 𝛼 · 𝑥2 + (1 − 𝛼) · 𝑥 1 .

(1)

To find 𝛼, let us now use negation invariance. According to this property, we
should have 𝑓 (1 − 𝑥2 , 1 − 𝑥1 ) = 1 − 𝑓 (𝑥1 , 𝑥2 ). Substituting the expression (1) into
this formula, we conclude that
𝛼 · (1 − 𝑥1 ) + (1 − 𝛼) · (1 − 𝑥2 ) = 1 − 𝛼 · 𝑥 2 − (1 − 𝛼) · 𝑥1 .
If we open parentheses, we conclude that
1 − 𝛼 · 𝑥1 − (1 − 𝛼) · 𝑥2 = 1 − 𝛼 · 𝑥2 − (1 − 𝛼) · 𝑥1 .
The two linear functions on both sides of this formula should be equal to all 𝑥1 < 𝑥2 .
Thus, the coefficients at 𝑥1 must coincide, so 𝛼 = 1 − 𝛼 and thus, 𝛼 = 1/2 – and
therefore, the formula (1) becomes arithmetic average.
The proposition is proven.
Conclusion. We have explained why arithmetic average works well: it is the only
function that satisfies natural invariance requirements.
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