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ニューラルネットワークによる風速の時系列予測
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Abstract
Effective prediction Of wind speed and direction is the basis for a、、アind energy conversion
system airning at maxinaum power control of wind generators or econoHュical uel control of
wind/diesel system There are several methods for prediction of time serial signal such as
statistical approach,linear estirnation and Kalman ilter apprOach  HoM′ever,it is difncult t。
treat such non―li ear prediction problems as郡ァind spe d estilnation ttrith conventtional rnethods
Hence, Mァe studied a prediction method using neural net、、orks, 都/hich are considered to be
poMァerful fOr non―hnear prediction method  The data base used in our study is composed of l,
000 points recorded at TAPPI、、アin park  The First part of the data郡/ s used for the training
the net郡ァorks,the other、vas used for the valdation  lt was found that neural net郡′orks perform
better short―term prediction of郡ァind speed
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での融資,電力の置い取り価格の保証,風力発
電 に対する補助制度が きっかけになってい
る1)。また米国,欧州以外ではインドの伸びが注
目されている。インドの伸びの理由は送電系統
への接続の解放と再生可能エネルギーヘの優遇
税制が大きな要因であるの。日本においても過
去2年間の伸び率は約50%であり,漸く離陸し
始めた感はあるが,発電設備の絶対量は12
(Mw)であり,同じ工業国であるドイツの100
分の1にも満たない。
ところで風カエネルギーの導入の大きな障害
の一つは風の変動と持続性である。すなわち風
は定常的なエネルギー源として当てにならない
ことである。これを発電に使用される他のエネ
ルギーと
'ヒ
較してみると,水力,火力,原子力
発電においては入カエネルギーは予め確保さ
れ,その入力量を制御することにより発電量を
調整することができる。一方風力発電を始めと
1.まえ が き
自然エネルギーは環境を汚染しないため,近
時再生可能なエネルギーとして利用が推進され
ている。その中でも現在最も実用化されている
のは風カエネルギーであり,1995年末現在,米
国1,770(Mw),ドイツ1,137(Mw),デンマー
ク630(Mw),インド550(Mw),オラング250
(Mw),イギ リス193(Mw),スペ イ ン126
(Mw)などが代表的な風力発電の先進国であ
るとここで注目されるのは, ドイツ,インドの
伸び率の高さである。ドイツは1991年末には,
100(MW)であったが,1995年末には約10倍
も伸びている。ドイツの伸びの理由は,低利率
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する自然エネルギーにおいては,エネルギーの
変動が大きくまたその変動が予測できないた
め,実用的な観点から見れば信頼できない,換
言すればおまけのエネルギーとしか見なされな
い。しかし, もし風の変動が予瀕」可能であれば
以下のような運用が可能になる。
離島など単独系統で用いられるディーゼル発
電機は燃科が高価であるため,価格的に現在の
風力発電で十分代替可能である。もしこの場合,
数分～数 10分先の風速の予測が可能であれば,
風力発電に任せてディーゼル発電機の出力を絞
り,省燃料化を行い,予測に沿った計画的運用
ができる。すなわち風力発電機と組み合わせた
ハイブリットシステムが実現でき,系統運用と
省燃料化が同時に達成できる。これを実現する
ためには風速の予測が重要であり,本研究では
不規則に変動する信号の予預」に適していると考
えられるニューラルネットワークに着目し,風
速の時系列予測の基礎研究を行った。
2.研究 方 法
時系列信号の予測には統計モデル,線形モデ
ル,カルマンフィルタなどを用いた方法が考え
られるが,風速のように非線形性の強い信号に
対しては予測が困難であり,ニューラル・ネッ
トワークのような柔軟なモデルの方が有効であ
ると考えられる。
風速の予測に関してニューラル・ネットワー
クを用いた研究は最近いくつか見られるように
なった。可変速風車発電機を最大効率で運転す
るための予測器を構成するために,ニューラ
ル・ネットワークで風速を予測した研究0,単独
系統に用いられる風力発電機をディーゼル発電
機と併用し,ハイブリット発電システムを構成
したときの省燃料制御を実現するため数分～数
十分先の風速の変動を予測する研究などが見ら
れる。。これらの研究は欧州で行われたもので
あり,当然日本の風況とは異なった環境である
ため,本稿では日本を代表する竜飛ウインド
パークのデータを用いて基礎的な段階から研究
を行った。予測の基本的な考え方は以下のとお
りである。
風速,風向などの自然界の動きの変動は常に
過去の変動の履歴に左右される。すなわち現時
点の風速は,不連続的に出現したものではなく,
直前までの風速 と相関が強いて考えられる。し
たがつて現時点から遡った過去のデータから次
の時点の風速を予測することが可能となる。し
かし現時点ではどの程度過去まで遡ればよいか
は試行錯誤的にやってみる以外に方法がない。
予測に用いられるニューラル・ネットワークに
はフィードフォワード型,フィードバック型な
どが考えられるが,本稿ではフィードフォワー
ド型を取 り上げて予測能力を検討した。
3. ニューラルネットワーク
ニューラル・ネットワークは人間の大脳を模
擬した機能を持っており,図1に示す通 り数理
モデルのように多数のニューロンから成 り立
ち, これらが多数結合しネットワークを構成し
ている。
それぞれニューロンは種々の関数から構成さ
れ,代表的な関数を図示すれば図2～図4のよ
うになる。
以上の関数の他にいくつかの関数があるが,
本稿で用いた関数は図示の3つである。
図1 ニューラルネットワーク
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図5 ニューラルネットワークの構成
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図4 超正接シグモイドニューロン
つぎにこれらの関数を用いた全体のニューラ
ルネットワークの構成を図5に示す。
本図は入力層,出力層の2階層から成 り,図
示の関数 /1,/っは正接シグモイ ド,線形ニュー
ロンとなっているが,実際にはこの関数を種々
変えながら検討した。
つぎに風速の予測を行うためのデータの流れ
を説明する。図6はこの構成図である。まず入
力 χは風速の時系列信号である。この信号を 1,
2,一η単位時間遅 らせた信号 を入力層の各
図6 風速の予測器
ニューロンに入力する。一方現時点の信号を教
師信号として用いるため学習信号を生成するブ
ロックに入力する。ニューラルネットワークの
出カ ノには,1,2,…%単位時間遅らせた入力信
号に対する出力が現れるので,現時点の風速を
教師信号 として入力層 と出力層の重みを修正
し,ニューロンに学習させる。
学習ルールにはバックプロパゲーション法,
慣性項付きバックプロパゲーション法,慣性項
と適応学習係数付 きバックプロパゲーション
法,Levenberg Marquardt法(LM法)などが
あるが,LM法が最も収束が速いといわれてい
る。
LM法の更新法則は
∠ιl=(デTtt μr)デrゼ     (1)
で示される。ここで
デ:エラー微分のJacobian行列
μ:係数
g:エラーベクトル
五
a
p
0
―b/
0
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И″:重みの差分
である。μが大きくなると,勾配法に近づく。ま
たμが小さくなるとNewton Raphson法にな
り,エラーの極小点で高速かつ高精度になる。し
たがってμの値の選定が重要である。
さらに予測の原理について述べる。種々の時
系列に変化する信号は,通常過去の履歴に依存
する。例えば風速は数秒前の過去のデータに依
存し,不連続的に急変することは希である。し
たがって適当なニューラルネットワークを用
い,数ステップ前の過去のデータを入力とし,現
在のデータを教師信号としてネットワークを訓
練すれば1ステップ先の予測が可能 となるの
で,同様に風向も予測が可能 となる。
4.データ処理方法
ニューラルネットワークのソフトウエアとし
てはMatlabのToolboxを利用した。Matlab
はインタープリタ型の言語であるため,プログ
ラムの試行錯誤が容易で,開発時間が非常に速
く,またToolboxには多数のライブラリ関数が
備えられているのでソフトウエアの開発環境 と
して適 している。またハードウエアとしては
DOS/V機(Pentiumの166 MHz)を用いた。
DOS/V機を用いた理由は,Madabの動作する
コンピュータとして標準的なPC/ATが望まし
いためである。
4.1 データの前処理
つぎにデータの前処理について述べる。いま
データを
ズ=(χl,χ2,χ3・~χ〃)   (2)
とする。このデータを以下のように正規化する。
これは各関数の値域が±1の範囲に定められて
いるためである。
ズ=            (3)
4。2 ニューラルネットワークによる学習と
予測
ネットワークの層数は入力層 と出力層の 2
層,入力数は10とし,10ステップ過去までの
データで次のステップを予測することにした。
出力数は1である。また全データ数を1,000と
し,前後二つに分け,前の500でニューラルネッ
トワークを学習させ,後の500で予測すること
にした。また最適な関数の組み合わせを見つけ
るため線形ニューロン,対数シグモイド,ハイ
パーブリック正接ニューロンを組み合わせ計算
した。
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図7(a)2乗誤差の収束状況
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図7(b)実測値と予測値の比較 (入力層正接シグモ
イド/出力層は線形ニューコン)
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図8(a)2乗誤差の収東状況
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図9(a)2乗誤差の収束状況
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図9(b)実測値と予測値の比較 (入力層対数シグモ
イド/出力層は対数シグモイド)
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図8(b)実測値と予測値の比較 (入力層正接シグモ
イド/出力層は正接シグモイド)
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図10(b)実測値と予測値の比較(入力層正接シグモ
イド/出力層は線形ニューロン)
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4.3 実測値と予測値の比較
図7(a)は2乗誤差の収束状況,図7(b)は実測
値と予測値の比較を示す。データ数は300であ
る。この関数の組み合わせは正接シグモイド/線
形ニューロンである。また図8は正接シグモイ
ド/正接シグモイド,図9は対数シグモイド/対
数シグモイドの組み合わせである。この結果を
見ると正接シグモイド/線形ニューロンの組み
合わせのときが実測値と予預」値が良く合つてい
るといえる。すなお計算時間はデータが300のと
き約60分,400のとき約120分,500のとき約
300分であり,デー タ数を増やすにつれて計算
時間は急激に増加している。データ数を増やす
とニューロンの学習量が増え,それに伴って予
測値も実測値 と合ってくる傾向にある。した
がって実際的な観点からすれば両者の誤差と計
算時間の兼ね合いの判断が必要になってくる。
また入力層のニューロン数についても検討が必
要である。図10は風向の予測であり,風速と同
様に予測値が合っていることが示され,予測が
十分可能であることが分かる。
なお計算時間の短縮方法については,Matlab
のコンパイラを用いたり,あるいはC言語に変
換したり,CPUをAlpha Chipにすれば可成り
の高速化が期待できると思われる。
5。 ま と め
以上ニューラルネットワークを用いて風速の
時系列予測を試みた。この結果,ニューラルネッ
トワークを用いた予測は良 く合うことが認めら
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れ,2階層のニューラルネットワークを用いた
とき,関数の組み合わせは正接シグモイド/線形
ニューロンが最も良い結果が得られた。入力数
については今後検討が必要である。本稿はまだ
基礎的な検討段階であるが,ニューラルネット
ワークを用いた風速の予測器は十分可能性があ
るとの確証を得ることができた。今後検討すべ
き課題としては
(1)過去に遡るステップ数が本稿では10で
あるが, このステップ数がどの程度が適当か検
討する。
(2)瞬時風速だけでなく平均風速への適用
できるかどうか検討が必要である。
(3)演算の高速化のためには並列演算も検
討する必要がある。
なお本研究は,本学プロジェクト研究および
平成8年度文部省科研費の補助により行ったも
のである。
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