In a recent paper [4] , Li et al. gave a generalized successive overrelaxation (GSOR) method for the least squares problems. In this paper, we show that the GSOR method can be applied to the equality constrained least squares (LSE) problems and the generalized least squares (GLS) problems.
INTRODUCTION
In a recent paper [4] , a generalized successive overrelaxation method (GSOR) was given for the augmented linear system of equations:
where A 2 R mÂn with m > n, x, c 2 R n and y, b 2 R m . The GSOR method has an acceleration parameter r and a preconditioning matrix P, and the method is based on the following splitting of the coefficient matrix of the system (1):
Thus the GSOR method [4] is defined by the following: It is clear that the acceleration parameter r 6 ¼ À1 and the preconditioning matrix P must be nonsingular. It was shown in [4] that the GSOR method always converges if A has full column rank and P is chosen so that P À1 A T A has only negative eigenvalues and if r > SðQ À1 A T AÞ 4 :
Here SðM Þ denote the spectral radius of the square matrix M. The determination of the optimum parameter r was discussed in [5] . One main property of the GSOR method is that it can be combined with preconditioning techniques, therefore, can be expected to be more effective. On the other hand, if the preconditioning matrix P is properly chosen, the GSOR algorithm not only has a fast convergence, but is also suitable for parallel computation. Besides, the GSOR method can also cover some well known methods, such as GS, SOR, SSOR [6] , AOR [3] , SAOR [2] methods, applied to the normal equation
For more details see [5] . Besides, according to our computational experiences, the GSOR method will converge much faster if the Eq. (1) is preconditioned first. Suppose A 0 be the first n rows of the matrix A and is nonsingular, then the system
normally has a better condition than the original Eq. (1). If A 0 is singular, then we can permute A first so that the first n rows of A is nonsingular. Thus, the preconditioned the GSOR method for the augmented linear system of Eq. (1) is the following:
ALGORITHM 0: The Preconditioned GSOR Method 1. Choose x ð0Þ , y ð0Þ , and preconditioning matrix P, and A 0 2. For k ¼ 0; 1; . . . ; till convergence Do 2:1: y ðkþ1Þ ¼ ½b þ ðry ðkÞ À AA À1 0 x ðkÞ Þ=ð1 þ rÞ 2:2:
, y ðfinalÞ are the final iterates of step 2). Note that the well-known least squares problem, defined by Min
and the least 2-norm solution of a consistent underdetermined system defined by
are the special cases of the linear system (1).
In this paper, we show that the preconditioned GSOR method can be applied to solve the least squares problems with equality constraints
and the generalized least squares problems [1] .
In the next section, the block preconditioned GSOR algorithm is given for the problem (7), and in the final section the preconditioned GSOR algorithm is given for the generalized least squares problem (8).
BLOCK PRECONDITIONED GSOR METHOD FOR EQUALITY CONSTRAINED LEAST SQUARES PROBLEMS
It is shown from [1] that the equality constrained least squares problem (7) has a unique solution if
Hence it is assumed that matrices A and B in LSE problem (7) satisfy (9). To solve the LSE problem (7) we use the method of Lagrange multipliers. Let Lðx; yÞ be the Lagrangian, defined by
Lðx; yÞ ¼ 1 2 ðAx À bÞ T ðAx À bÞ À y T ðBx À dÞ ð 10Þ
Here y is the vector of the Lagrange multipliers. Thus, the solution x of the problem LSE (7) will satisfy:
A T ðAx À bÞ À B T y ¼ 0
If we let
then the system (11) plus (12) gives
It can be shown that the above system (13) has a unique solution. Now we assume that we can partition matrices A, B, and vector x into the following, without loss of generality,
where B 1 2 R pÂp is nonsingular, B 2 2 R pÂðnÀpÞ , A 1 2 R mÂp , A 2 2 R mÂðnÀpÞ , x 1 2 R p , and x 2 2 R nÀp . Thus, the system (13) becomes 
It is clear that the system (16) can be decomposed into:
and
Thus we can solve the system (17) for x 2 , then solve the system (18) for x 1 . If we let
then system (17)
Therefore, finally, in order to solve the original problem (7), we need first solve
for x 2 and then solve system (18) for x 1 . Now it is clear that we can apply the preconditioned GSOR method (algorithm 0) to the system (20). Thus we have the following algorithm for the LSE problem (7):
ALGORITHM 1: Preconditioned GSOR Method for the LSE Problem 1. Choose r ð0Þ ; x ð0Þ 2 , parameter r and the preconditioning matrix P, and F 0 2. 
BLOCK PRECONDITIONED GSOR METHOD FOR GENERALIZED LEAST SQUARES PROBLEMS
Similarly, we also use the method of Lagrange multipliers for developing the preconditioned GSOR method for the generalized least squares problems (8). Let Lðr; y; xÞ be the Lagrangian, defined by Lðr; y; xÞ ¼ 1 2 r T r À x T ðc À A T r À B T yÞ:
Here, x is the vector of the Lagrange multipliers. Then letting @L=@r ¼ 0, @L=@y ¼ 0, @L=@x ¼ 0, gives
Thus the solution x and y of the GLS problem (8) will satisfy the above system (21). It is clear that the system (21) and the system (13) are the same except the right hand side vectors. Therefore, the system (21) has a unique solution if matrices A and B satisfy (9). Now also without loss of generality, we assume A and B can be partitioned into forms given in Eq. (14). Besides, we partition the vector c into
