Abstract-The two-arm, conical spiral antenna is analyzed using the finite-difference time-domain method. The analysis is validated by comparison with measurements of the input impedance and the realized gain. A parametric study is performed with the analysis, and the results from the study are used to produce new design graphs for this antenna. These graphs supplement and extend the existing, mainly empirical, design base for this antenna. Two resistive terminations, intended to improve the low-frequency performance, are examined. One is a termination formed from two lumped resistors, and the other is a new termination formed from a thin disc of resistive material. These terminations are shown to improve the front-to-back ratio and axial ratio for the antenna.
I. INTRODUCTION
T HERE are many applications for antennas with broad bandwidth in areas ranging from telecommunications to testing for unintentional electromagnetic emissions. Dr. Motohisa Kanda, who is being honored with this special issue, made several contributions to this technology. His designs generally were intended for transmitting and receiving pulsed electromagnetic signals and included a variety of configurations, e.g., TEM horns, biconical antennas, and resistively loaded dipoles [1] - [4] .
The planar and conical spiral antennas are among the most popular broadband antennas. The genesis of these antennas was in the work of Rumsey during the 1950s [5] , [6] . Rumsey introduced two necessary conditions for practical, frequency-independent antennas of this type: the angle principle and the truncation principle. Briefly stated, the angle principle says that the performance of an antenna that is defined entirely by angles will be frequency independent. Antennas defined entirely by angles are infinite in size, so an additional consideration is needed for practical antennas. The truncation principle says that the antenna must have an "active region" of finite size that is responsible for the radiation at a particular frequency. As the frequency is changed, the active region moves on the antenna in such a way that the dimensions of this region, expressed in terms of the wavelength, remain constant; hence, the performance remains constant. The antenna is then practically frequency independent over the range of frequencies Manuscript received April 16, 2001 ; revised August 20, 2001 . This work was supported in part by the Army Research Office under Contract DAAG55-98-1-0403.
The authors are with the School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA USA 30332-0250 (e-mail: hertel@ieee.org; glenn.smith@ece.gatech.edu).
Publisher Item Identifier S 0018-9375(02)01456-4. (bandwidth) for which the active region is completely contained within the finite structure of the antenna. The two-arm, conical spiral antenna (CSA) shown in Fig. 1 is based on Rumsey's principles. Dyson first described this antenna in 1959 [7] - [9] , and later in a classic paper he provided comprehensive information for its design [10] . Dyson performed a series of measurements on these antennas and used the results from these measurements to construct design graphs. An important element in this procedure was the measurement of the current distribution on the arms of the CSA (actually the magnetic field close to the arms). The current was used to 0018-9375/02$17.00 © 2002 IEEE determine the active region, and the movement of the active region along the arms with a change in frequency was used to establish the bandwidth of operation.
Yeh and Mei and later Miller analyzed the CSA using the Method of Moments [11] - [13] . In their models, the arms of the CSA are often thin wires. So, these models do not satisfy Rumsey's angle principle, and, therefore, they are not truly frequency-independent antennas. To satisfy the angle principle, the arms must expand in width as they move away from the apex of the cone.
At the lower frequencies of operation, the active region is near the open end (large end) of the CSA. Sometimes lumped resistors are connected between the arms at this end, as shown in Fig. 1 , to reduce the reflection and to improve the low-frequency performance of the antenna [14] . To date, only limited empirical information is available that can be used to determine the benefits of this modification of the CSA.
In this paper, the CSA is analyzed using the finite-difference time-domain (FDTD) numerical method. The model for the antenna contains all of the features of the frequency-independent antenna, e.g., arms of expanding width. Two resistive terminations are used with the model: lumped resistors connected between the arms at the open end, and a new configuration, a thin disc of resistive material connected to the arms at the open end. The accuracy of the FDTD model is verified with measurements of the input impedance and the realized gain for CSAs with and without these terminations.
A parametric study is performed with the FDTD analysis, and the results from this study are used to produce new design graphs for the CSA. These graphs supplement and extend the aforementioned results of Dyson [10] . The bandwidths for the impedance and the pattern of the antenna are calculated directly from the results for these quantities, unlike Dyson's study, where the bandwidth is inferred from an examination of the active region for the antenna. The effect of the resistive terminations on the performance of the CSA is examined, and some guidelines are offered for their use.
II. ANTENNA GEOMETRY AND FDTD MODELING

A. Description of the CSA
The geometry for the two-arm CSA is shown in Fig. 1 . The antenna is constructed by winding two metallic strips around the surface of a truncated cone. Three angles define the geometry of the frequency-independent CSA. These are the half angle of the cone, , the wrap angle, , and the angular width of the arms, . The half angle of the cone is measured between the symmetry axis and the side of the cone. When is small, the radiation from the CSA is predominantly along the axis of the cone in the direction of the apex . When , the conical spiral becomes a planar spiral, which radiates equally in two directions [15] . The rate of wrap of the arms around the conical surface is defined by the angle . This is the angle between the spiral arm and the radial line from the apex of the cone, as shown in Fig. 1(a) . The third angle, , defines the constant angular width of the arms everywhere along the cone and is illustrated in Fig. 1(c) , which is the top view of the highlighted plane in Fig. 1(a) . The most common configuration is that for which , and this is the only case considered in this paper. In this case, the metallic arms are identical in size and shape to the open regions on the conical surface. For this antenna to be practical, it must be of finite size. As shown in Fig. 1(b) , the extent of the antenna is limited by the minimum and maximum diameters of the cone, and , respectively.
The boundaries of the arms for the two-arm CSA can be described mathematically with expressions for the radial distance, , from the apex to a point on the conical surface [10] . As illustrated in Fig. 1(a) , describes the distance from the apex of the cone to one boundary of the first arm, and describes the distance from the apex to the other boundary of the same arm, i.e., (1) and (2) Here, is defined as (3) and is the radial distance from the apex to the smaller end of the cone (diameter ). Note that the magnitude of is not limited to . Values of are permitted, because the exponential functions in (1) and (2) are not periodic. The two arms are symmetric to the axis (diametrically opposite), so the boundaries of the second arm can be obtained by rotating the boundaries of the first arm by the angle , i.e., 
The radiation from a well-designed CSA is maximum in the direction of the axis, and in this direction, the electric field is predominantly circularly polarized. The sense of the circular polarization, viz., right-handed or left-handed, is determined by the direction in which the arms are wound around the cone. For the antenna shown in Fig. 1(a) , the polarization is left-handed circular, and the antenna is referred to as a left-handed CSA. There is an easy way to remember the relationship between the state of polarization for the radiation and the direction of the winding: For an antenna that radiates left-handed circular polarization, with the thumb of the left hand pointing in the direction of maximum radiation , the fingers, when curled to form a fist, point in the direction the arms are traced out in going from the small end to the large end of the cone. 1 The radii that describe the antenna arms of the left-handed CSA ( , and ) are given by (1)- (5) with and . For a right-handed CSA, the winding sense for the arms is reversed; therefore, and . Based on an extensive experimental survey of two-arm CSAs, Dyson introduced the concept of the active region of the CSA 1 Notice that the arms of the left-handed CSA in Fig. 1(a) are traced out with the sense of a right-handed screw: The arms spiral around the +z axis in a clockwise sense as z is increased. So another way of remembering the relationship between the state of polarization for the radiation and the direction of the winding is that a left-handed CSA (one that produces a left-handed circularly polarized field in the direction for maximum radiation) has the arms wound with the sense of a right-handed screw. [10] . He showed that the active region is that part of the antenna that contributes the most to the radiation at a particular frequency. This is because the current outside of the active region is very small at that frequency. In the simplest approximation, the active region at a given frequency occurs where the cross section of the CSA is roughly one wavelength in circumference:
with . Thus, the active region moves from the small end to the large end as the wavelength of the radiation goes from to . The bandwidth of operation, BW, is then approximately equal to the ratio of the maximum diameter to the minimum diameter of the cone: . Dyson showed that in practice the actual bandwidth of the CSA is somewhat less than that stated above.
B. Methods for Terminating the CSA
A signal propagating along the arms of the CSA is reflected when it reaches the open end. Since the largest wavelengths within the bandwidth of operation are radiated near the open end, this reflection mainly degrades the low-frequency performance of the antenna. The reflection can be reduced by terminating the antenna with a resistor , see Fig. 2 
(a). A practical choice for
is obtained using the following simple argument. Consider the model for the CSA shown in Fig. 2 
(b).
In this model, the antenna is a uniform transmission line with characteristic impedance . An estimate for is determined from the input impedance of the infinitely long CSA:
. We choose , where the overbar indicates an average over the operational bandwidth of the CSA. To reduce the end reflection, the load resistance is set equal to . The value of is easily obtained from the FDTD simulation. The antenna is excited by an incident pulse in the feeding transmission line. The width of the pulse in time and the duration of the calculation are chosen so the end reflection does not appear in the reflected voltage at the terminals of the antenna (it is "windowed out"). The Fourier transform of the reflected voltage is used to obtain and . The two configurations used to implement the resistive termination are shown in Fig. 3 . In the first configuration, Fig. 3 (a), lumped resistors of value connect the closest edges of the two arms. Since there are two resistors in parallel, we must choose . In the second configuration, Fig. 3 (b), a disc cut from a thin sheet of resistive material connects the two arms. The sheet is characterized by its resistance per square , where is the electrical conductivity, and is the thickness. The DC resistance of this termination, as measured between the two arms (between the perfectly conducting arcs of angle ), is set equal to . An analysis based on conformal mapping, which is summarized in the Appendix, shows that the resistance per square should be (6) where is the complete elliptic integral of first kind with the modulus , and (7) For the case of interest in this work, , (6) simplifies to become .
C. FDTD Model for the CSA
In this paper, the CSA is analyzed using the FDTD method. The perfectly matched layer (PML) absorbing boundary condition truncates the open region surrounding the antenna. Its uniaxial, lossy, anisotropic material of finite thickness absorbs outgoing electromagnetic energy with negligible reflection [16] , [17] . A near-field to far-field transformer is used to obtain the radiated or far-zone field of the antenna, and a one-dimensional transmission-line feed is employed to conveniently study the voltage reflected from the antenna drive point [18] .
In the FDTD model, space is divided into cubical cells , and the perfectly conducting (PEC) arms of the CSA are approximated by a staircased surface. This surface is constructed using the two-step procedure outlined below and shown in Fig. 4 . Fig. 4(a) is for a plane of constant height . The solid circle in this figure is the intersection of the conical surface of the CSA with this plane, and the dashed circle is the intersection of the conical surface with the plane one cell below . In the first step, the circular boundary of the CSA is represented by vertical PEC faces. In the figure, these faces are dashed areas. They project above the plane at the solid circle and below the plane at the dashed circle. On the plane , these vertical faces are connected by a horizontal PEC surface that is gray in the figure. In the second step, shown in Fig. 4(b) , the angular sectors of width are determined (dashed lines), and the horizontal and vertical faces that are within these sectors are extracted to form the arms on this plane. This process is repeated on successive planes until the complete antenna is obtained. Fig. 5 shows the staircased surface that models a CSA with and . For clarity, only a small portion (about 10%) of the antenna near the drive point is shown. In the FDTD model, the tangential component of the electric field is set to zero on the faces of the staircased surface. In the FDTD simulation, an incident voltage pulse in the feeding transmission line excites the antenna. This is the differentiated Gaussian pulse shown in Fig. 6(a) , which has the form: 2 (8) where is the characteristic time for the pulse. This pulse has the advantage that it does not contain a zero-frequency component, which can cause long settling times in the simulation.
All of the results from the FDTD analysis are time-varying signals. As an example, we show in Fig. 6(b) the component of the far-zone electric field, , in the direction for maximum radiation . Notice that this is a chirp signal with the higher frequencies arriving before the lower frequencies. This is what one would expect from the previous discussion: The higher frequencies are radiated near the small end of the cone so they travel a shorter distance to reach the far zone than the lower frequencies that are radiated near the large end of the cone. The 
III. EXPERIMENTAL VALIDATION OF THE ANALYSIS
A pair of identical CSAs was constructed, and measurements of the input impedance and realized gain of these antennas were used to validate the FDTD analysis. The antennas had the following parameters:
, and with cm. The spiral arms of the antennas were formed on a flexible Kapton circuit board (thickness 0.051 mm) by etching away the unwanted portion of the copper layer (thickness 0.071 mm). The circuit board was then wrapped around a solid conical mandrel, and the arms were soldered together along the seam. The details for the feed point of the antenna are shown at the top of Fig. 7 . The small disc of rigid circuit board contains two angular sectors of conductor that are in electrical contact with the two arms. A metallic pin soldered to each sector protrudes into the cone.
The CSA is a balanced structure, and the measurements to be described were made using a network analyzer (HP8720) with coaxial ports (unbalanced). Therefore, a balun had to be used with each antenna. The balun selected was the Picosecond Pulse Labs Model 5315. A schematic drawing for this balun is at the bottom of Fig. 7 . All ports of the balun have the characteristic impedance , so the balun can be used to effectively connect an unbalanced line with to a balanced line with . The balun was located well outside the antenna, and it was connected to the antenna by a pair of semi-rigid coaxial lines that ran along the axis of the cone. After leaving the balun, these lines were electrically bonded together, and they did not separate again until they reached the feed point. Female connectors were soldered to the ends of these lines, and the pins on the arms of the antenna were inserted into the center conductors of these connectors to temporarily attach the antenna to the lines. The network analyzer was calibrated by connecting standard terminations (matched load, short circuit, and open circuit) simultaneously to both of the female connectors. Thus, the plane for calibration of the measurement was right at the terminals of the antenna.
These antennas were measured with and without a resistive termination at their large ends. The two terminations discussed earlier and shown in Fig. 3 were fabricated in the following manner: For the configuration in Fig. 3(a) , thick-film chip resistors of total value were soldered into the center of a straight wire that was then soldered to the two arms. For the configuration in Fig. 3(b) , the disc was formed from a sheet of carbon-black filled, conductive, polycarbonate film, with a resistance per square of . The disc was attached to the arms of the antenna with metallic tape. Only the results from the termination formed from the resistive sheet will be presented here; the measured results for the termination formed from the lumped resistors are similar. In Figs. 8 and 9 , the FDTD results (solid line) and measured results (dashed line) for the magnitude of the reflection coefficient and input impedance (resistance and reactance) of the antennas are graphed as functions of the frequency (logarithmic scale). Fig. 8 is for the unloaded antenna, and Fig. 9 is for the antenna terminated with the resistive sheet. For the FDTD calculations, the dimensions of the cells are mm; this corresponds to 107 cells per wavelength at the highest frequency investigated. For both cases, the resistance is about 150 and the reactance is small over the frequency range displayed, GHz GHz, hence the above-mentioned choice for the resistance of the termination. Notice that the FDTD results match the measured results "ripple for ripple," although there is some offset of the two curves, which will be discussed later. At frequencies below 0.5 GHz, the large oscillations in the resistance and reactance of the unloaded antenna, Fig. 8(b) and (c), are caused by reflections from the open end. These reflections are clearly reduced by the addition of the resistive termination, Fig. 9(b) and (c). At frequencies greater than about 2.0 GHz, the differences in the numerical and measured results are probably caused by small differences in the geometry of the feed region in the FDTD and experimental models.
To give an idea of how sensitive the input impedance is to small changes in the feed region, the reactance of the loaded antenna was computed with a small capacitance, pF, added in parallel with the terminals. Results for this case are shown in Fig. 10 , and they should be compared with those in Fig. 9(c) . Notice that the capacitance has shifted the FDTD re- sults downward so that they are now in better agreement with the measurements. To put this amount of capacitance in perspective, it is roughly equivalent to the capacitance of a 1 mm length of one of the semi-rigid coaxial lines used in the feeding network shown in Fig. 7 .
The realized gain (gain including mismatch) of the antennas was determined using the two-antenna method [19] . When the antennas are in each other's far zone, the realized gain can be calculated from Friis' transmission formula: (9) where the ratio of the power received by one antenna to the power transmitted by the other antenna, , is determined from a measurement of the scattering parameter with the network analyzer. Usually, the distance between the two antennas, in the above formula, is so large that the movement with a change in frequency of the phase center for radiation is inconsequential for determining the realized gain. In these measurements, however, the distance between the feed points of the two antennas, , was only about twice their length, i.e., , so this effect had to be taken into account, see Fig. 11 . At a given frequency, the point at which radiation occurs on the antenna (active region) was assumed to be where the circumference is one wavelength. The distance between the phase centers of the two antennas is then (10) This wavelength-dependent distance was used in (9) to determine the measured realized gain.
In Fig. 12 , the FDTD results (solid line) and measured results (dashed line) for the realized gain (gain including mismatch) in the direction for maximum radiation ( direction in Fig. 1 ) are graphed as a function of the frequency. Note that the realized gain is displayed on a linear scale. The agreement between the numerical and the measured results is seen to be good (within about 1 dB) for the two cases: Fig. 12(a) for the unloaded antenna and Fig. 12(b) for the antenna terminated with the resistive sheet. The resistive termination is seen to have almost no effect on the realized gain. The termination does, however, affect other measures for the performance of the antenna, and these will be discussed in Section V. 
IV. PARAMETRIC STUDY AND DESIGN GRAPHS
A parametric study was performed using the FDTD analysis of the unloaded CSA discussed earlier. The results from this study were then used to produce design graphs. These graphs are intended to supplement and extend the graphs presented by Dyson [10] . An important difference between the approach used here and Dyson's is the method for determining the bandwidth of the antenna. Dyson measured the current distribution on the antenna and determined the bandwidth from an examination of the movement of the active region with frequency. Here the voltage standing wave ratio (VSWR) and the directivity are calculated, and the variation of these quantities with frequency is used to establish the bandwidth.
In the parametric study, the angles that define the geometry of the antenna covered the following ranges: and , with . The remaining parameter, the ratio of the largest diameter to the smallest diameter, , was chosen in the following manner. An investigation showed that with the angles held fixed, the scaled bandwidth, , for a particular parameter, e.g., VSWR, was independent of the ratio for sufficiently large . Thus, there was some flexibility in the choice of used in the study. Values in the range were selected, because they made the best use of the available computational resources.
The bandwidth is defined to be the ratio of the maximum to minimum frequencies at which the performance of the antenna meets some minimum requirement:
. Two bandwidths were examined in this study, one based on the voltage standing wave ratio, VSWR, and the other based on the directivity, , in the direction for maximum radiation. 3 The bandwidth for the VSWR was obtained in the following manner. The input impedance was determined with the antenna fed from a transmission line with ; that is, the characteristic impedance of the line was set equal to the average input resistance of the infinitely long CSA, which was described earlier.
The VSWR was then calculated from the input impedance, and, as shown in Fig. 13(a) , the bandwidth was determined from the frequencies at which the VSWR exceeded 1.5:
. The bandwidth for the directivity was determined, as shown in Fig. 13(b) , from the frequencies at which the directivity dropped to one half ( dB) of its maximum value, . For the purpose of design, a single bandwidth is desirable. This was chosen to be the region where the bandwidths for the VSWR and the directivity overlapped; that is, where the requirements on the VSWR and on the directivity are met simultaneously, see Fig. 13(c) . This region is referred to as the "hybrid bandwidth," , and its limits are , and
. 4 For convenience, the hybrid bandwidth will now be indicated by BW (the superscript "hybrid" omitted), and the bandwidth and limiting wavelengths will be normalized in the following manner:
, and . In Fig. 14 the normalized bandwidth and the limiting wavelengths are shown as functions of the two angles and . The light gray areas bounded by solid lines are the results from this study, and the dark gray areas bounded by dashed lines are Dyson's results. For clarity, only the curves for and are shown; linear interpolation can be used between these two values. In general, the results from this study indicate a useful bandwidth that is at least 50% greater than that proposed by Dyson. Recall that the simplest approximation for the bandwidth, discussed in Section II, assumes that . Clearly this approximation overestimates the bandwidth.
In Figs. 15-17 , each of the parameters displayed was obtained by averaging over the hybrid bandwidth. Fig. 15 shows the average input impedance, and , of the infinitely long CSA as a function of the angle with the angle as a parameter. For the ranges displayed, both of these angles are seen to have very little effect on the input impedance. The input resistance is , and the reactance is small, . It is important to mention that the input resistance of the CSA of finite length, averaged over the hybrid bandwidth, that is , is essentially the same as the average resistance for the infinitely long CSA, . Hence, for the purposes of design, Fig. 15 can be used as a graph for the input impedance of the CSA of finite length:
, since . The three values of measured input resistance from Dyson's work (solid dots) are seen to agree with the values from this study. Fig. 16 shows three characteristics of the pattern of the CSA: the average directivity in the direction for maximum radiation , the average half-power beamwidth , which is the average for two orthogonal planes, and the average 4 For all the cases examined in this study, we found f = f and f = f . front-to-back ratio . 5 These quantities are plotted as functions of the angle with the angle as a parameter. Note that the directivity is plotted on a linear scale, and the front-to-back ratio is plotted on a logarithmic scale. Again, the 5 All of these quantities were calculated from the power density of the total field, viz., the sum of the left-handed and right-handed circularly polarized components. The state of polarization is given by the axial ratio, AR, which is defined to be the ratio of the major axis to the minor axis of the polarization ellipse. The average axial ratio for the electric field in the direction of maximum radiation is shown in Fig. 17 . For circular polarization . Clearly, as the sketches for the polarization ellipse at the two extremes show, the radiation is very nearly circularly polarized over the whole range of angles displayed.
All of the design graphs, Figs. 14-17, show that the best performance is obtained from the CSA when the angle of the cone, , is small, and the arms are tightly wrapped, viz., the angle is close to 90 .
To illustrate the use of these design graphs, we will consider the CSA that was built and measured, as discussed in Section III. The parameters for this antenna are with cm, and . From Fig. 14, we see that the bandwidth should be or , with the following limits for the useful frequency range or GHz, and or GHz. From Fig. 15 , the input impedance is , and from Fig. 16(a) , the average directivity should be . The average realized gain is easily calculated from these results (11) Now these predictions can be compared with the measured results in Figs. 8 and 12(a) . Both the prediction for the resistance and the prediction for the realized gain are seen to be close to the measured values when the latter are averaged over the specified frequency range: GHz GHz.
V. ANTENNA TERMINATIONS
Earlier in Section III, we presented theoretical and measured results for an antenna with the resistive termination shown in Fig. 3(b) . Recall this termination improved the impedance match for the antenna at low frequencies but had negligible effect on the realized gain. One might conclude from these results that the termination has no beneficial effect as far as the radiation from the antenna is concerned. However, this is not the case; the termination can improve features of the radiation pattern that may be useful for certain applications.
In Fig. 18 the front-to-back ratio and the axial ratio are shown for the antenna studied earlier: with cm, and . In these graphs, the solid line is for the unloaded antenna, the dashed line is for the antenna terminated with the lumped resistors, and the dash-dotted line is for the antenna terminated with the resistive sheet. Clearly, both of the resistive terminations improve the front-to-back ratio and the axial ratio at the lower frequencies. Fig. 19 shows vertical-plane , far-zone patterns for antennas with the three terminations at the frequency 0.75 GHz. Note that this frequency is marked by a vertical line on the graphs in Fig. 18 . The patterns are given for both of the circularly polarized components of the electric field, viz., left-handed (LHCP, solid line) and right-handed (RHCP, dashed line). For this antenna, the LHCP field is clearly dominant, and the radiation is concentrated near the direction . Both terminations are seen to improve the front-to-back ratio for the LHCP component by several orders of magnitude: compare the solid line at with that at . Both terminations also significantly improve the axial ratio: compare the LHCP (solid line) and RHCP (dashed line) components at the angle . The resistive disc does a better job of reducing the RHCP component in the backward direction than the lumped resistors. This is primarily the reason that the front-to-back ratio for the total field, shown in Fig. 18(a) , is greater by about 3 dB for the resistive disc than it is for the lumped resistors.
VI. CONCLUSION
The two-arm, conical spiral antenna was analyzed using the finite-difference time-domain method. The numerical analysis was validated by comparison with measurements of the input impedance and the realized gain made on model antennas. A parametric study was performed with the FDTD analysis, and the results from the study were used to produce new design graphs for this antenna. One graph gives the useful bandwidth of operation for the antenna, i.e., the bandwidth over which simultaneously the VSWR is less than 1.5 and the directivity is within 3 dB of its maximum value. Other graphs give the parameters that describe the performance of the antenna (impedance, directivity, half-power beamwidth, front-to-back ratio, and axial ratio) averaged over this bandwidth. These graphs supplement and extend the empirical results presented in Dyson's classic paper. In general, the results from this study agree with Dyson's; a notable difference, however, is that the results from this study predict a larger useful bandwidth.
Two resistive terminations intended to improve the low-frequency performance of the CSA were examined: a pair of lumped resistors connected between the arms at the open end and a thin disc of resistive material connected to the arms at the open end. The latter is a new configuration analyzed in the Appendix to this paper. Both terminations were shown to improve the impedance match, front-to-back ratio, and axial ratio of the CSA at low frequencies but to have a negligible effect on the realized gain.
For additional details on the analysis and measurements presented in this paper, see [20] .
APPENDIX ANALYSIS OF THE RESISTIVE SHEET TERMINATION
The objective of this analysis is to determine the dc resistance between the two electrodes of angle on the circular disc of diameter with resistance per square , see Fig. 3(b) . This is equivalent to solving the problem illustrated in Fig. 20(a) : Laplace's equation must be solved for the potential, , on the circular disc subject to the boundary conditions on one electrode, on the other electrode, and on the remainder of the boundary. This is accomplished by means of two conformal mappings [21] .
The first mapping is a bilinear transformation that transforms the circular disc in the complex plane into the upper half space in the complex plane (A1)
The result of this transformation is shown in Fig. 20(b) . Notice that the electrodes are now a pair of symmetric strips on the real axis with the end points given by (A2)
The second mapping is based on the Schwarz-Christoffel transformation. It transforms the upper half space in the plane into the rectangular region in the plane:
The result of this transformation is shown in Fig. 20(c) . Notice that the electrodes are now a pair of parallel strips of width separated by the distance . Both and can be written as the distance between two points, . After using (A3), we have (A4) and (A5) where is the complete elliptic integral of the first kind and modulus [22] . The resistance of the disc is now simply determined from the geometry in Fig. 20(c) (A6) with given by (A2).
