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Abstract
Nano-deposits of Ni and Co, supported on porous oxide materials, serve as
heterogeneous catalysts within Johnson-Matthey plc. in the steam reforming and
Fischer-Tropsch processes, with the size, shape and dispersity of the metal crystal-
lites linked to the catalytic profile. Here we study the magnetic properties of nickel
systems synthesised on the nano-scale, with the aim of developing an industrially
viable technique by which the diameter of the nickel species can be evaluated.
A series of nickel nanoparticles, synthesised via the thermal decomposition of
Ni(acac)2, are studied as a model for the catalytic systems. The nanoparticles were
studied via magnetometry and microscopy to identify the super-paramagnetic and
nuclear volume of the particles, respectively. The magnetisation studies demonstrate
that the widely used Langevin function based method of particle sizing does not
reflect the total nuclear volume, and a surface correction term is introduced based
on the low temperature, high applied field magnetisation.
To demonstrate the applicability of the proposed analysis, the study of a
series of industrially-viable precipitation catalysts are reported. The catalysts are
studied via x-ray diffraction (XRD) and gas adsorption to establish comparable
values of crystallite diameter. The values of crystallite diameter determined from
the magnetic analysis are demonstrated to be consistent with the range of sizes
determined from the XRD and gas adsorption studies, with additional sensitivity to
the polydispersity of the crystallites.
During the study of the precipitation catalysts, the magnetic volume was
demonstrated to be reduced from the nuclear volume. This behaviour was also
confirmed via small angle neutron scattering experiments, which demonstrated a
magnetic scattering volume reduced from the nuclear by ≈ 1 nm, on the order
previously reported for nano-ferromagnetic materials.
Through these studies we have established the methods for determining the
surface correction term to magnetic granulometry studies. We have demonstrated
that the corrected values are in agreement with the nuclear volumes determined via
TEM, gas adsorption and XRD and that our proposed technique for the study of
catalyst crystallites requires a short time scale, is insensitive to the catalytic support
and is sensitive to the distribution of crystallite diameters.
vi
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Chapter 1
Preface and motivation
This thesis details the development of a method for determining the size of nano-
deposits of ferromagnetic materials via the study of their magnetic properties. These
studies take the form of two main investigations - the study of discrete nickel
nanoparticles and the study of supported nickel and cobalt deposits as a mirror
for industrial catalysts. Catalysts are used extensively in industrial chemistry set-
tings1 - originally as a method for increasing yields and speeding up reactions, but
increasingly new reaction pathways are being created by novel catalytic materials.2
All catalysts function by altering the potential energy space of the reaction, allowing
the chemical reaction to occur at lower temperatures and pressures, and in some
cases allowing for otherwise unfavourable processes to dominate the chemistry (e.g.
the creation of chiral molecules3 and the growth of carbon nanotubes4).
This study has been carried out in tandem with the Johnson-Matthey (JM)
Process Technologies Group, with experiments performed at both the JM Technology
Centre, Reading, and the JM Catalysts, Billingham sites (specialising in laboratory
scale and industrial application, respectively). JM is an international chemical com-
pany with branches specialising in environmental, automotive and pharmaceutical
technologies.5 The Process Technologies Group focus on the development of cata-
lysts for several prominent industrial methods - most notably the Fischer-Tropsch6
and steam reforming7 reactions.
1.1 Heterogeneous catalysis
Catalyst system can be broadly divided into two families, heterogeneous and homo-
geneous catalysts. A homogeneous catalytic material is one in which the catalyst
1
exists in the same fluid phase as the reagents (generally as part of a solution) acting
as a recycled reagent. A common example of this type of system is base catalysis for
the hydrolysis of esters, in which the addition of hydroxide ions (e.g. from NaOH)
leads to a lower energy reaction pathway, increasing the rate of the reaction and
regenerating the hydroxide ion at the end.
Heterogeneous systems, conversely, utilise a catalyst which is in a different
phase to the reagents, commonly a solid catalyst and fluid reagents. In comparison
to the homogeneous systems, the heterogeneous catalyst does not mix freely with
the reagents and hence a porous material is used (e.g. Al2O3 or SiO2) to support
nano-sized deposits of the catalytic material. Due to the small length scale of these
nano-deposits they are generally treated as single grains of the catalyst, and hence
referred to as crystallites.
1.1.1 Fischer-Tropsch
The Fischer-Tropsch (FT) reaction was first developed by Franz Fischer and Hans
Tropsch in 1925 as a series of chemical reactions that convert synthesis gas (a mix-
ture of CO and H2) into longer chain hydrocarbons. A typical FT process can be
summarised by the general chemical scheme given in equation 1.1.6
(2n+ 1)H2 + nCO→ CnH(2n+2) + nH2O (1.1)
In the FT process the chemical reaction occurs while the substituant atoms
are adsorbed onto the surface of the catalyst (normally a metallic deposit, e.g. Co, Ni
or Fe).8 The carbon species react, increasing the length of the carbon-carbon chain
until the chain desorbs from the surface and the FT reaction terminates.9 These
two processes (propagation and termination) are in constant competition and small
changes to the reaction conditions can have a marked effect on the kinetics, chang-
ing the catalytic profile (the combination of yield, rate of reaction and selectivity).
Aside from the standard variables - temperature, pressure and reagent composition
- heterogeneous catalysts add an extra level of complexity to the reaction dynamics,
with variations in morphology, crystallite size, support material, degree of reduction
and surface chemistry all being linked to the hydrocarbon profile produced.10
The interest in the Fischer-Tropsch process is dominated by financial con-
siderations. Petrochemicals have a wide influence on the development of modern
society and technology, being the basic starting material for several fuels, lubricants,
plastics and paints.11 However, the dominant source of these materials are currently
2
Figure 1.1: Schematic representation of the Sasol slurry bed reactor, reproduced
from Jager et al.15
naturally occurring oils, such as crude oil, which have a limited availability due to
the long time scale associated with their production. As global demand for petro-
chemical technology has increased, so too has the cost (with a crude oil currently
trading at $110 a barrel)12 leading to a growing investment in gas-to-liquid (GTL)
processes, such as the Fischer-Tropsch process.13
The increased industrial interest in Fischer-Tropsch process has been reflected
over the previous two decades by the commissioning of several large scale plants
(utilising a slurry bed reactor as shown in figure 1.1), notably the Shell Bintu at
12,500 barrels per day (bpd) in 1993 and the Sasol Oryx at 34,000 bpd in 2006.10
The output from these facilities refers to 1 barrel as equivalent to 210 litres of
hydrocarbon which, for GTL technologies, is generally composed of a mixture of
lighter hydrocarbons (C5 to C8) and paraffin with a notable reduction in sulphur
when compared to crude oil derived hydrocarbons. These plants, however, are due
to be dwarfed by the opening of two gas-to-liquid Fisher-Tropsch plants in a joint
Shell/Exxon venture due to produce 140,000 and 150,000 bpd, respectively, of GTL
oil.14
When dealing with a catalytic profile with the complexity of the Fischer-
Tropsch process on this scale the techniques used to characterise the catalysts need
to be both accurate and rapid, a single hour of halted production can reflect a large
financial loss.
3
1.1.2 Steam reforming
Steam reforming, like the Fischer-Tropsch process, deals with the production of a
chemical feedstock and fuel, but unlike FT, the end goal is much simpler - to obtain
hydrogen.16 The development of the hydrogen economy has been on a rapid rise over
the previous decade due to the promise of a clean, readily available fuel stock - with
hydrogen fuels cells promising to revolutionise transport17 - but hydrogen is already
a key feedstock for the production of ammonia and hydrogenated products.18
Steam reforming allows for the production of hydrogen gas from methane,
which can be readily formed via cracking from larger, non-profitable hydrocarbons,
via a collection of three chemical reactions:
CH4 + H2O
 CO + 3H2 (1.2)
CH4 + CO2 
 2CO + 2H2 (1.3)
CO + H2O→ CO2 + H2 (1.4)
representing the steam reforming, CO2 reforming and water-gas shift reactions re-
spectively.
Unlike FT, for steam reforming catalysts the catalytic profile is simplified as
selectivity is a reduced issue and instead we aim for the optimum yield - achieved
when catalyst deactivation (a result of coking, sintering or poisoning of the cat-
alyst)19 is minimised. While noble metals such as Rh and Ru have the highest
activity, Ni is generally the preferred catalyst in an industrial setting due to its
reduced cost.20
The demands of the steam reforming catalyst differ from the FT catalyst
predominantly in terms of the toughness of the catalyst. Steam reforming uses
increased temperatures and pressures compared to Co catalysed FT,21 and hence
the physical and chemical robustness of the catalysts is of prominent importance.
Changes in particle size can lead to a loss of catalytic performance,22 affecting the
profitability of the plants, or even lead to fire hazards as a result of concentrated
catalytic activity.
4
1.1.3 Effect of crystallite size on Fischer-Tropsch and steam reform-
ing
Investigations into the FT and steam reforming processes have addressed many of the
variables discussed in the previous sections, however, a reliable method for determin-
ing the metallic crystallite size on a short time scale poses an interesting challenge.
However, before we address this size issue we need to consider why, in particular,
the crystallite size is of interest.
The simplest reason for an interest in catalyst crystallite size is due to the
surface component of heterogeneous catalysis. As the chemical reaction occurs at
the catalyst surface, a reduction in catalyst crystallite diameter will lead to a higher
surface area for the same cost of material. While, in theory, this would suggest
the aim would be to produce the smallest diameter crystallites possible this is not
necessarily true. From a purely thermodynamic perspective, the rate of a reaction
needs to be controlled. In the case of an exothermic reaction, if the rate of reaction
increases, local heating will occur, leading to the development of hot spots in the
catalytic material. The creation of hot spots would both shift the reaction parame-
ters (pressure and temperature) and could lead to physical and chemical alterations
in the catalyst (e.g. sintering and redox activity), as well as possible degradation
of the catalyst support. The ideal crystallite size will be dictated by the desired
catalytic profile, however, some trends have been identified.
For the FT process, a study of cobalt supported on carbon nanotubes23 has
demonstrated a marked decrease in activity when the crystallite diameter is reduced
below ≈ 7 nm, while above this value it is unaffected. Activity is not, however, the
only concern. The same study followed variations in the selectivity and found that
this size also represented a switch in selectivity, with larger particles favouring longer,
C5+ species with an increased likelihood of olefin (unsaturated) carbon chains, while
the smaller particles favoured shorter, paraffin (saturated) carbon chains.
Steam reforming, however, generally utilises a harsher physical environment,
with higher temperatures and pressures than the Co catalysed FT process. In these
conditions it is the deactivation of the Ni catalysts that needs to be prevented, in
order to obtain the longest active time per Ni crystallite. Smaller nickel crystallites
have been shown to be less prone to the build up of surface carbon, known as
“coking”, which is liked to the deactivation of a catalyst.24 This build up of carbon
can be reversed by increasing the steam content of the reactive gas mixes.
The current sizing techniques with a short enough time scale to be industrially
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viable (x-ray diffraction and gas absorption) only give a bulk average diameter.24;25
Similarly, the technique which is distribution sensitive (transmission electron mi-
croscopy, TEM) requires highly specialised equipment, a long time period (for both
sample preparation and to reflect the average properties) and offers poor resolution
for supported materials.21;26
So, the size of the heterogeneous catalyst deposits has been demonstrated
to have an effect of the reliability and profitability of the chemical process, but the
current techniques do not offer a sensitivity to poly-dispersity on a short enough
time scale to be industrially viable. A possible alternative method is magnetometry
which is rapid, significantly simpler for operational training and sample preparation
than TEM and offers a sensitivity to poly-dispersity for ferromagnetic nanoparticles.
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Chapter 2
Introduction
The use of magnetometry to study catalyst system has previously been considered,
with several publications exploring the magnetic properties of the catalysts,27 fo-
cusing on changes in magnetisation with reaction with different feed gasses.28 How-
ever, it is possible that the catalytic crystallites will behave, magnetically, like their
equivalent nanoparticles and, if this is true, we can apply the approaches used for
analysing the link between physical and magnetic properties currently applied to
recording media29;30;31 and magneto-hyperthermia medical treatments.32;33
Before we consider the theoretical background to magnetism, on both the
bulk and nano scale, it is important to address how the field of nano ferromagnetic
materials developed, and what challenges still exist.
2.1 Magnetic investigations of ferromagnetic
nano-particulates
Investigations into ferromagnetic materials reduced to the nanometre scale have
their roots in the experimental work of Elmore,34 in which he studied the magnetic
properties of solution suspended ferromagnetic colloids, and its support of the earlier
theoretical work of Frenkel and Dorfman.35 Elmore’s work served two purposes, i) to
identify that nano-particles of ferromagnetic materials can exist as “single-domain”
nanoparticles and ii) to liken the response to an applied magnetic field to a modified
form of the Langevin curve which describes atomic paramagnetic materials.
The early studies focused on determining the average moment per atom via
a comparison of the saturation magnetisation and mass of magnetic materials and
hence, alongside the average moment per particle from the Langevin analysis, pre-
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dict an average particle size. However, these investigations were limited to liquid
suspensions as the precipitation of nano-particles led to the formation of clusters,
resulting in an increase in the inter-particle magnetic interactions and a loss of the
reversible magnetic behaviour.36
The concept of the “single-domain particle” received marked interest for sev-
eral theoretical studies. Kittel37 estimated a general upper limit to the single do-
main particle size of ≈ 150 A˚ prior to more rigorous studies by others,38;39 in which
the critical size was linked to individual material properties, including the particle
shape, the strength of the intra-particle ferromagnetic exchange, and the saturation
magnetisation. However, it was during this period that Ne´el40 determined that the
smallest of the particles could undergo a magnetic analogue to Brownian motion,
with spontaneous reversal and rotation of the magnetic moment provoked by thermal
fluctuations. These thermally fluctuating particles possessed a magnetic susceptibil-
ity akin to that observed by Elmore34 even at high concentrations, but only at high
temperatures.
Alongside investigations into the thermally driven properties of the ferro-
magnetic nano-particulates a theoretical study by Stoner and Wohlfarth41 produced
a description of the hysteretic magnetic behaviour of a ferromagnetic nanoparti-
cle without such thermal fluctuations. The model predicts that the coercivity (the
applied magnetic field, H, require to reverse the magnetisation) and remanent mag-
netization (the magnetisation post magnetic saturation at H = 0) of the particle at
a given temperature can be tuned by several parameters including particle shape,
size and surface properties. Nanoparticles can hence offer a much higher coercivity
than their bulk counterparts (see figure 2.1) as well as control of the coercivity with
the system temperature and has led to several prominent developments over the
previous 60 years, leading directly to application in information storage, ferrofluids
and high energy electronics.42
Applications of ferromagnetic nano-particles have also begun to spread be-
yond the scope of engineering and physics, with increasing biological applications.43
Nano-science in general is appealing to inter-disciplinary endeavours that include a
biological aspect due to the reduced scale (cell: 10 - 100 µm, virus: 20 - 450 nm,
protein 5 - 50 nm, gene: 2 by 10 - 100 nm) allowing for close proximity between the
nano-particle and the biological entity. The addition of magnetic properties adds a
remarkable opportunity for applications, allowing for the particle to be controlled
via an external magnetic field and hence used for the targeted delivery of a biological
package such as an anti-cancer drug.44
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Figure 2.1: Variation in coercive field (HC) with particle diameter at room temper-
ature, reproduced from Chernavskii et al.27
The utility of ferromagnetic nano-materials as a biologically compatible com-
ponent, however, extends beyond targeted delivery due to the novel thermal prop-
erties arising from the earlier studies of thermal fluctuations. Ne´el’s studies of the
thermal properties determined the magnetic moment will undergo a magnetic flip
(with the flipping rate a function of the system temperature) however, if the mo-
ment is driven to reverse at a faster rate by an applied alternating magnetic field a
torque is generated between the magnetic moment and the magnetically favourable
direction.45 This torque leads to an excess of energy - released thermally i.e. a lo-
calised heating. This magnetically driven heating allows for the use of the particles
as hyperthermia agents, leading to remarkable improvements in the treatment of
tumours - either via the delivery of a toxic dose of thermal energy or as chemo-
and radio-therapy enhancement agents (with localised tissue warming increasing the
treatments effectiveness).46
The plethora of applications of nano-ferromagnetic materials has meant that
the focus of the research has shifted away from the magnetic granulometry asso-
ciated with the early studies, and is now also concerned with how alterations in
particle loading, surface chemistry, and particle morphology effect the magnetic
behaviour.47 One fundamental issue raised by recent studies that will impact the
accuracy of granulometry studies has been the possible “dead-layer” structure of the
nanoparticles.48;49 It is common48;50;51;52 when comparing particle sizes determined
from TEM and via magnetic granulometry to arrive at a magnetic moment per par-
ticle reduced from the TEM size (assuming the bulk magnetic moment per atom).
9
This leads to two competing hypotheses, i) a reduction in the magnetic moment per
atom, or ii) the outer layer of the particle does not ferromagnetically order with the
rest of the particle and hence the moments do not contribute to the “single domain”
moment.
A reduction in magnetic volume has been measured on several occasion via
small angle scattering techniques e.g. polarisation-analysed small angle neutron
scattering (SANS),53;54;55 however, the behaviour of this outer layer, referred to
as the “dead-layer” structure, has not been fully understood. A variety of surface
magnetic behaviours can be achieved via the creation of a core-shell nanoparticle
structures (most notably the Co/ CoO exchange biased systems56). However, even
when composed of a single ferromagnetic material a variation in the surface magnetic
behaviour has been shown.57;58 The magnetic behaviour arises due to the fine balance
between parameters (including the magneto-crystalline and surface anisotropies, and
the inter-particle interactions) which can lead to a range of behaviours.59;60;42
The current applications of ferromagnetic nanoparticles do not rely on these
surface moments, and hence a development of a correction to the magnetic gran-
ulometry technique has been largely overlooked, instead focusing characterisation
on the room temperature and reversible magnetic behaviours and novel synthesis
methods.61;62 We believe a closer investigation of the low temperature magnetic be-
haviour may provide the correction term required to both understand and quantify
the “dead-layer” behaviour and hence reflect the size of the total crystallite (as op-
posed to just the single domain volume) when the magnetic granulometry approach
is applied to Fischer-Tropsch and steam reforming catalysts.
2.1.1 Interacting nanoparticle studies
One aspect of nanoparticle magnetism that may have an effect on the study of
catalyst materials is the effect of inter-particle interactions, and the growth of order
between the super-paramagnetic moments. As the inter-particle interactions increase
in strength, generally a result of decreasing inter-particle distance, the ensemble of
multiple super-paramagnetic moments can form ordered systems - with either a
random distribution of inter-particle distances, creating a super-spin glass (SSG)
behaviour, or with equivalent inter-particle distances creating a super-ferromagnetic
(SFM) behaviour. The recent work involved in this field has been reviewed by
Bedanta and Kleemann,42 with a focus on the growth of interactions as particle
loading increases.
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The terms super-spin glass and super-ferromagnetic have been used to de-
scribe situation in which an ensemble of super-paramagnetic (a species with a mo-
ment orders of magnitude larger than an atomic equivalent behaving as a free param-
agnet) moments begin to demonstrate an ordered behaviour analogous to the atomic
magnetic behaviour. Examples of the typical magnetic responses are shown in figure
2.2, with comparisons between, a) the SSG and spin-glass, and b) the SFM and fer-
romagnetic M vs T responses. In both cases at temperatures above the associated
critical temperature the moments behave as paramagnetic materials with a Curie-
Weiss behaviour, with a massively increased moment for the super systems. The
super-spin glass (figure 2.2 a) systems typically show a dip in the field-cooled mag-
netisations at low T , however, a frequency dependence in ac-susceptibility studies is
a clearer indicator of spin-glass behaviour. The super-ferromagnetic systems (figure
2.2 b) can demonstrate a sharp magnetic response if the preferred orientation of the
ensemble ferromagnetic ordering is away from the direction of applied field.
The dominant inter-particle interactions are generally assumed to be either
RKKY (Rudderman-Kittel-Kasuya-Yosida) interactions, if the particles posses a
conducting pathway to mediate the interaction, or the dipole-dipole interaction.
The dipole-dipole interaction can be expressed as,
E =
µ0
4pir3
[
µ1.µ2 −
3
r2
(µ1.r)(µ2.r)
]
, (2.1)
where µ0 is the vacuum permeability constant and µ1 and µ2 are the vectors for
the two interacting magnetic dipoles separated by the distance r 63 and is generally
considered too weak to lead to an ordering above a few mK. However, this is for
systems with an effective moment of < 10 µB, in the case of nanoparticles this
moment can increase by a factor of 1,000 with a small equivalent increase in r,
leading to long range order.
At dilute particle concentrations (≤ 4% by volume) the inter-particle inter-
actions are generally reported to be too weak to induce a collective state (the SSG
or SFM ordering) but can lead to a modification of the energy barriers to mag-
netic reversal of the single domain moment. This behaviour has been termed the
modified super-paramagnetic behaviour and has been demonstrated for a system of
Co/Fe nano deposits on an alumina matrix support64 via ac magnetic susceptibility
measurements. The study demonstrated an increased energy barrier to magnetic
reversal (compared to the theoretical value for isolated Co/Fe particles) of EkB ≈ 450
K cf. 150 K for the isolated case, but without an associated magnetic field “memory
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Figure 2.2: The typical magnetic responses of super-paramagnetic systems experi-
encing inter-particle ordering for a) the super-spin glass (solid line) and the atomic
spin glass (dashed) and b) the super-ferromagnetic (solid) and atomic ferromagnetic
(dashed) systems.
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effect” expected of a SSG system.
Increases in particle loading lead to the creation of the super-spin glass (SSG)
state, with the cluster of single domain magnetic moments taking on a cluster be-
haviour analogous to the traditional spin glass behaviour, more details of which can
be found in the review by Binder and Young.65 The SSG system requires an in-
creased inter-particle interaction in comparison to the modified super-paramagnetic
case and a degree of randomness introduced into the system, generally achieved by
a random variation in nearest neighbour distances caused by the imperfect packing
of poly-disperse nanoparticle samples. The creation of SSG dynamics has previously
been followed by measuring the divergence of the time-dependent, ac-susceptibility
from the Ne´el behaviour66 however, evidence of classic spin glass characteristics such
as ageing, memory and rejuvenation67 are a more reliable identifier. These features
can be measured via introducing a wait period during cooling of the sample (when
following the variation in magnetisation as a function of temperature) at a temper-
ature below the expected SSG transition before further cooling. On re-heating the
sample a sharply defined dip in magnetisation is observed at the wait temperature.
Such a “stop-and-wait” protocol has been used to identify “glassy” behaviour in
several systems of higher concentration nanoparticles.68;69
The increase in inter-particle interactions has a marked effect on the thermal
properties of the nanoparticles, and in general increases the energy barrier to the
free reversal of the single domain moment. At the tightest particle packing, the
inter-particle interactions become so dominant that the array of super-paramagnetic
moments can order as an analogue to the traditional ferromagnetic structure. This
super-ferromagnetic (SFM) state, first suggested by Mørup,70 leads to a further
thermal transition on cooling of the material (at a lower temperature than the stan-
dard super-paramagnetic to “blocked” behaviour) leading to a magnetisation akin
to a macro ferromagnetic domain structure, in which neighbouring nanoparticles
are aligned but with the ferromagnetic domain structure repeated on an increased
scale. The inherent physical difference between the SSG and SFM situation is a
question of control. For a SFM the inter-particle magnetic interactions need to lose
the random quality inherent in the spin glass systems, leading to a synthetic chal-
lenge. SFM has been determined for 1D71 and 2D72 systems, using lithography to
synthesise arrays of single-domain species with controlled spacing, and eventually
for a 3D system73 (again using an alumina supported Co80Fe20 sample) studied via
x-ray photo-emission spectroscopy (XPS).
The increase in inter-particle effects and ordering of the single-domain mo-
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ments introduce two practical considerations for applications; i) an increased effective
energy barrier to the free single-domain moment and ii) limitations on the packing
density of the nanoparticles as magnetic storage media (where each “bit” requires
an isolated existence). In terms of magnetic granulometry this feature introduces
a possibility for determination of inter-crystallite distance if we can determine the
variation in behaviour with increasing particle interactions.
2.1.2 Surface alterations of nanoparticles
Due to the massively increased contribution of the surface to the overall properties
for nano-materials over their bulk equivalents, a plethora of studies have been made
both exploring and tailoring the effects of surface states for nanoparticles. A simple
reason for introducing surface functionality as a means of preventing the interactions
described in section 2.1.1, which may arise from a close packing of the nanoparti-
cles. Nanoparticles systems will generally be designed to avoid agglomeration via
a mixture of electrostatic and steric repulsions. Typical methods for preventing
agglomeration are the addition of a surfactant system,74;75 which prevents parti-
cle contact as well as controlling particle morphology, or the control of the surface
charge.76 The drawback with the charge stabilisation methods for biological applica-
tions is the inherent pH sensitivity, which limits these materials to solution systems
and individual organ systems.
As well as acting as an agglomeration preventative, the surface can also im-
part a chemical resistance to the underlying magnetic material. In the case of metal-
lic systems (e.g. Co, Ni, and Fe) protocols have been developed to create a controlled
thickness of the relevant oxide, stabilising the metallic core to further oxidation.77
This formation of an oxide can lead to more than a simple passivation of the surface.
In the case of the Co/CoO system, the antiferromagnetic nature of the CoO can be
used as to introduce an exchange bias into the low temperature magnetisation.56 Ex-
change biasing allows for the magnetisation of a ferromagnetic material to be shifted
with respect to the applied magnetic field, H, and hence vary the coercive field and
remanent magnetisation.78 This effect for nanoparticles has been of resounding suc-
cess in supplying higher coercive fields than previously believed possible from single
domain particles and, by varying the thickness of the oxide layer, imparts an extra
parameter by which the desired magnetic response can be tailored.79
Due to the biological applicability of magnetic nanoparticles there has also
been a drive towards the deposition of gold, due to its general low reactivity and the
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possibility of functionalisation via the formation of thiol self assembled monolayers.80
However, the addition of gold to magnetic particles has proved difficult to achieve
due to the dissimilar nature of the two surfaces, but has been achieved for iron
nanoparticles via several methods.81;82 One of the more promising of these methods
reported the magnetic properties of the iron pre- and post-the addition of gold,
demonstrating that the iron-gold particles possess a reversible magnetisation at room
temperature and are stable over time (with a magnetic saturation of 96% of the bulk
iron value after 4 months of storage).83
Catalyst systems will generally employ a metal oxide, such as a silica (SiO2),
titania (TiO2), or alumina (Al2O3), as a support for the metallic system and the
catalyst-support interactions can also have an effect on the magnetic properties. Sil-
ica has received the most attention as a surface coating material, allowing for protec-
tion of the core and electrostatic retardation of agglomeration (see figure 2.3).84;85;86
Nanoparticles stabilised with an outer layer of silica showed a reduction in the mag-
netic saturation in comparison to the uncoated particles,87;88 suggesting either a
decrease in the average moment per atom or a weakening of intra-particle interac-
tions leading to the outermost nanoparticle atoms decoupling from the single domain
moment.
2.1.3 Magnetic catalyst characterisation
Previous studies have been carried exploring the magnetic responses of several cat-
alytic systems used in the the Fischer Tropsch (FT) process, and the magnetically
sensitive aspects reviewed extensively by Chernavskii.27 The magnetic studies of
Co based FT catalysts are generally limited to one of 3 issues - the extent of Co
reduction, the redox properties of the Co, and the Co crystallite size.
Reduction investigations have been carried out by coupling a magnetometer
to a conventional temperature programmed reduction (TPR) apparatus.89 In con-
ventional TPR the sample is exposed to a continuous flow of hydrogen gas and the
reduction in hydrogen measured via a thermal conductivity detector. One prob-
lem that arises is that TPR is limited to dilute hydrogen gas (due to the detection
method) which results in a marked change in Co reducibility compared to if pure hy-
drogen is used.28 The magnetometry methods, however, can use pure hydrogen and,
by following changes in the magnetisation at a high applied field (i.e. at magnetic
saturation), it is possible to quantify the formation of the metallic Co species as a
function of temperature and time. The metallic Co can be discerned from the cobalt
15
Figure 2.3: Schematic representation of the electrostatic stabilisation of discrete
nanoparticles in solution via a silica surface coating. At low pH the surface oxide
groups are de-protonated creating a surface charge and hence retarding agglomera-
tion.
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oxide species, CoO and Co3O4, as in the T range of interest (300 to 900 K) the Co is
ferromagnetic while the oxides are paramagnetic (TN CoO = 288 K, TN Co3O4 = 30 K,
and TC Co = 1400 K)
27;90;91 and hence possess a reduced magnetic susceptibility.
The magnetic reduction technique can also be used in parallel with the standard
TPR technique in dilute hydrogen in order to ascertain if the reduction is Co3O4 to
CoO (observed in TPR at ≈ 300 ◦C but unobserved magnetically) or the CoO to
Co transition (observed in both techniques at ≈ 350 ◦C).92
The oxidation investigations use the same experimental set-up as the reduc-
tion studies with the exception of changing the feed gas from hydrogen to oxygen.
While understanding and quantifying the reduction dynamics is key for FT as cata-
lysts will generally be synthesised as an oxide and then reduced, understanding the
oxidation dynamics is necessary in order to control deactivation during gas-to-liquid
conversion. The oxidation studies have demonstrated a decrease in magnetisation as
a function of sample temperature and time, and assume that a decrease in magneti-
sation reflects a formation of cobalt oxide at the crystallite surface.27 These studies
have shown that, for each temperature, there exists an optimal thickness of oxide,
past which the magnetisation will cease to decrease. This optimal thickness increases
with oxidation temperature.
The final aspect of catalyst magnetic investigations that have received at-
tention has been the application of the magnetic granulometry techniques. The re-
versible, super-paramagnetic magnetic response has been modelled via the Langevin
function described extensively for isolated nanoparticles, converting the average
super-moment into an equivalent volume of metallic cobalt. Several preparations of
Co catalysts have been demonstrated to possess the reversible magnetic behaviour
indicative of the super-paramagnetic system89;93;94;95 - focusing on particles in the
range 3 - 6 nm. The majority of studies of this form for catalysts have focused
primarily on the magnetisation vs applied magnetic field behaviour, avoiding the
thermal fluctuations described by Ne´el. This is purely due to apparatus limitations
as the magnetometry systems used for the study of catalytic systems are designed
with redox (300 - 900 K) as opposed to cryogenic (2 - 300 K) temperatures in mind.
Similarly, the majority of theses studies have been carried out by Chernavskii, us-
ing a system with a maximum applied field of ≈ 7 kOe, significantly lower than
the HMax = 50 to 70 kOe systems generally available to the equivalent nanoparti-
cle researchers. It is possible there are aspects of the catalyst magnetisation to be
explored at these higher fields.
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2.1.4 Evidence of surface magnetisation effects
Core-shell magnetic behaviour does not necessarily require a change in surface chem-
istry (e.g. a ferromagnetic core and antiferromagnetic shell). Ferrite nanoparticles
have been shown to display a “core-shell” structure consisting of a well ordered mag-
netic core surrounded by a surface layer of spins randomly frozen in a spin glass-like
manner.96;97
The presence of the “glassy” surface spin states were identified due to an
increase in magnetisation at high applied fields at low temperatures (H ≥ 25 kOe and
T ≤ 50 K) away from the expected saturated Langevin behaviour. This behaviour
was observed in measurements of both magnetisation as a function of field (M vs H)
and temperature (M vs T ), however, it is simpler to identify in M vs T data sets at
high applied fields as it manifests itself as a deviation from Bloch’s law.98 The core
magnetisation at high T still follows the traditional Langevin behaviour, only with
a decreased “super”-magnetic moment per particle and magnetic saturation.
Interestingly, it has also been demonstrated that this surface behaviour can
be tuned via the variation of the surface chemistry. The addition of a Cu shell to
a ferrimagnetic Fe2O3 nanoparticle has been used to alter the iron oxide surface
moments and remove the spin-glass behaviour.99
This decoupling of the surface magnetic moments from the core superpara-
magnetic state is similar to the decrease in magnetisation discussed earlier as the
“dead-layer” effect, and a ferrimagnetic behaviour has been previously demonstrated
for non-iron metal oxides.100;101 Analysis of magnetic properties at low T and high
H may demonstrate similar magnetic structures that can be used to correct the
magnetic granulometry approaches for a “dead-layer” term.
2.2 Magnetism in condensed matter
Prior to exploring the possible nano-magnetic models for analysing crystallite size, we
need to understand the underlying physical principles of magnetism. The following
sections will draw heavily on four main texts by Blundell,63 Bates,102 Aharoni,103
and Stewart.104
In classical electromagnetism when a charged species precesses in a circular
orbit it generates a magnetic field. The magnitude of the magnetic field produced
is dependent on two factors, the charge on the species and the angular momentum
it possesses. In condensed matter systems this charged species takes the form of
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the electrons, possessing a charge of −1.602× 10−19 coulomb (C) and total angular
momentum, J. This total angular momentum, J, can be broken down into two
components, the orbital angular momentum, L, and the spin component, S, and the
magnitude of J is,
J = L + S. (2.2)
The total angular momentum of the electron gives rise to a magnetic moment,
µ, which lies parallel to the orbital angular momentum and the relationship between
the two is given by,
µ = gJµB
√
J(J + 1), (2.3)
where µB is the magnetic moment of the hydrogen 1s
1 electron (9.274×10−24 A m2),
J is the magnitude of the total angular momentum vector J, and gJ is the Lande´
g-factor. Each magnetic moment produces a local vector field, the magnetic field,
through which it influences other magnetic moments in the surrounding space.
All materials, regardless of their magnetic properties, have a susceptibility,
χ, to an applied magnetic field, H. When this susceptibility is positive, and the
magnetisation, M , along the direction of applied field increases with H, the material
is paramagnetic. In the simplest magnetic system each magnetic moment, µ, has
no interactions and H creates a torque, causing the moments to gradually lie in the
direction of applied field. As H increases, M increases linearly to begin with before
tending to a constant value when all moments lie parallel to H giving a value for
the magnetic saturation, MS (MS =
∑
µ). The M vs H behaviour of a localised
paramagnet moment can be derived from either a classical case, giving the Langevin
function,
〈µz〉
µ
= coth
(
µB
kBT
)
−
(
µB
kBT
)−1
, (2.4)
or for a quantum mechanical system, with quantised values of J, giving the Brillouin
function,
BJ =
2J + 1
2J
coth
(
2J + 1
2J
y
)
− 1
2J
coth
(
1
2J
y
)
,
y =
gJµBJB
kBT
, (2.5)
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where J is the magnitude of the vector J.
For the case of the quantum mechanical, Brillouin function as J → ∞,
B∞(y)→ L(y) and so as the total angular momentum, and hence the magnetic mo-
ment, of the system increases a classical model becomes applicable. The Langevin
function can be further approximated, in the low applied field case, to a simple linear
dependence on H,
LH→0(y) =
MH→0(y)
MS
≈ y
3
=
µB
3kBT
, (2.6)
and from this linear behaviour a magnetic susceptibility, χ = MH ≈ µ0MB can be
expressed as
χ =
nµ0µ
2
3kBT
. (2.7)
This behaviour is a statement of the Curie Law - and demonstrates that the magnetic
susceptibility is inversely proportional to the temperature.
2.2.1 Magnetic ordering
Interesting magnetic phenomena arise from systems in which multiple magnetic mo-
ments exist in close proximity, influencing their neighbours preferred orientation,
creating magnetic ordering. In the case of the simple atomic paramagnet pre-
viously discussed the moments can be considered to exist independently of each
other, possess no ordering, and randomly align with no applied magnetic field
(MH=0 = 0). Magnetic moments interact via exchange interactions (e.g. direct ex-
change or Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions) which express the
energetically favourable orientation of neighbouring electrons. A commonly stated
model for exchange is the nearest neighbour Heisenberg model, where the spins S
are treated as 3D vectors, with an associated Hamiltonian for the exchange,
Hˆ = −
∑
ij
JijSi.Sj , (2.8)
where Jij is the exchange constant between the i
th and jth spins, Si and Sj respec-
tively.
The favoured direction of the exchange is hence based on the sign of J, with
a positive exchange constant favouring a parallel alignment of spins and a nega-
tive constant an anti-parallel alignment. In general exchange interactions decrease
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Figure 2.4: Schematic representation of long range magnetic ordering on a 2D square
lattice caused by a) strong ferromagnetic (J > 0) and b) antiferromagnetic (J < 0)
interactions.
rapidly with increasing distance, (r−3 for RKKY and dipole-dipole exchange) so
we can assume that nearest neighbour exchanges will dominate, with longer range
exchanges ignored for simple systems. When all magnetic moments have the same
magnitude these exchanges lead to two forms of magnetic order; J > 0 leads to
ferromagnetic ordering with magnetic moments aligned parallel and J < 0 leading
to antiferromagnetic ordering with an alternating direction of spins (both of which
are illustrated in figure 2.4).
Depending on the mechanism of the exchange interaction the ferromagnetic
and antiferromagnetic ordering will be of different strengths; with an associated
temperature at which the magnetic moments will possess sufficient thermal energy
to overcome the exchange interactions. Above this temperature the moments become
disordered; with an associated magnetisation similar to the disordered paramagnetic
moments previously discussed. This temperature can be quantified via the Curie-
Weiss law,
χ =
C
T − θ , (2.9)
in which the Weiss temperature, θ, is positive for a ferromagnet (with θ ≈ TC , the
Curie temperature) and negative for a antiferromagnet (with θ ≈ −TN , the Ne´el
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temperature).
The two values, TC and TN , are the temperature at which the system changes
from the ordered to the disordered state and, while θ is a good indicator of the
order of magnitude, it is not necessarily an accurate measurement of the ordering
temperature. This is especially true for several antiferromagnetic materials, such as
CoO where TN and θ are 292 and -330 K respectively. Such a discrepancy is generally
explained because the derivation only accounts for interactions which favour anti-
parallel alignment of the moments, ignoring longer range ferromagnetic interactions.
2.2.2 Itinerant ferromagnetism
The two metals industrially used as the active catalytic metal in Fischer-Tropsch
and steam reforming are Co and Ni, respectively, which are well known ferromag-
netic materials. However, they posses a non-integer average magnetic moment per
atom much smaller than expected from Hund’s rules, with experimental values for
Co = 1.56 µB atom
−1 and Ni = 0.61 µB atom−1. Clearly, this behaviour is difficult
to explain using the localised models previously discussed, and instead is considered
to arise from the electron band structure.
To explain the magnetic properties of Ni and Co two features need to be
allowed for, the strong crystal field interactions of the 3d system and the band
structure of the conduction electrons. Unlike f electron systems, e.g. Gd and Ho,
in the 3d system the spin-orbit interactions can be ignored due to the stronger
crystal field interactions, leading to a quenching of the orbital angular momentum
and reducing equation 2.2 to the simpler expression J = S. Hence, the magnetisation
of the 3d electrons depends purely on the spin character of the electrons, earning
these systems the title “spin” magnets.
Having removed the orbital angular momentum term, the band structure
arising from the itinerant nature of the 3d elements is simpler to explain. In such
systems the band structures can be split between electron states possessing a spin-up
and a spin-down character, so that if both bands are occupied equally, see figure 2.5,
there is no magnetisation.
An applied magnetic field, H, causes the energy of the two spin bands to
split - separated by an energy of ≈ 2µBB. The splitting of the bands then leads to
an equivalent depletion in one band and an enrichment in the other of 12g(EF )µBB
electrons per unit volume. Assuming that each electron adds 1µB to the magnetic
response we can express this change in density as a magnetisation and hence a
22
Figure 2.5: Schematic representation of the band splitting arising from an applied
magnetic field in a metallic system which leads to the Pauli paramagnetic response.
The direction of applied field is parallel with the enriched spin state (spin up for this
example).
susceptibility (see equation 2.10).
M = µB(nspin−up − nspin−down) = g(EF )µ2BB,
χ =
M
H
= µ0µ
2
Bg(EF ) =
3nµ0µ
2
B
2EF
. (2.10)
This splitting of the band via an applied magnetic field gives rise to a positive
magnetic susceptibility, referred to as Pauli paramagnetism. However, in the case of
Co and Ni the nearest neighbour interactions, discussed earlier, also have an effect.
To allow for this we can consider an average exchange field, λM , which is the result
of all the neighbouring interactions. In the case of itinerant systems we have an
electron gas which can be magnetised by the local field environment because of the
Pauli paramagnetism and in turn the magnetisation of the electron gas creates the
exchange field. This effect, referred to on occasion as bootstrapping or a “Pullum
vel Ovum” scenario, requires that both the average exchange field, λ, and the Pauli
paramagnetism, χP , be large; hence it is not observed for all metals.
A more rigorous derivation of spontaneous band splitting can be achieved by
considering the case of a small, spontaneous transfer of electrons from the spin-down
band to the spin-up band. We will assume that all electrons in the spin down band
with energy higher than EF − δE are transferred to the spin-up band and their spin
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flipped. The result of this is moving a number of electrons, g(EF )δE2 , and increasing
the energy in each case by δE, giving a cost in kinetic energy as expressed in equation
2.11,
∆EK.E. =
g(EF )(δE)
2
2
. (2.11)
This transfer of electrons costs kinetic energy, however, the net magnetisation cre-
ated can interact favourably with the molecular field, λ, reducing the potential en-
ergy. In this hypothetical system we have an electron density in the spin-up band,
nup =
n+g(E)δE
2 , and an equivalent density in the spin-down band, ndown =
n−g(E)δE
2 .
Assuming that each electron has a magnetic moment µB we now have a magneti-
sation, M = µB(nup − ndown) = µBg(E)EF . The potential energy arising from the
molecular field in such a situation is expressed in equation 2.12,
∆EP.E. = −µ0λM
2
2
= −µ0µ
2
Bλ
2
(g(EF )δE)
2 = −U
2
(g(EF )δE)
2, (2.12)
where U is a measure of the Coulomb energy (U = µ0µ
2
Bλ).
So, we can now consider the total change in energy, expressed in equation
2.13,
∆E = ∆EP.E. + ∆EK.E. =
g(EF )(δE)
2
2
(1− Ug(EF )). (2.13)
The result is that the spontaneous band-splitting is energetically favourable if δE < 0
which is true when Ug(EF ) > 1 (the Stoner criterion). The implications of this are
that in order for the electron gas to spontaneously split the Coulomb effects must
be strong (a large value of λ) and the density of states at the Fermi energy is large.
2.2.3 Magnetic domains
In the case of ferromagnetic ordering it would be expected that, due to nearest
neighbours favouring a parallel alignment, the sample should always possess a net
magnetisation - but this is not always the case. If a magnetic moment terminates
at a surface state, it creates a demagnetisation field in the surrounding space (at a
cost of magnetostatic energy). If instead of existing as a single domain the material
is divided into several domains, ferromagnetically ordered locally, but arranged so
that no magnetic moment terminates at a surface, the energy of the material can be
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Figure 2.6: Schematic representation of the decrease in demagnetisation field (repre-
sented by the length of the line in free space) with the formation of domains. a) The
magneto-static energy is maximised in the single domain case; b) magneto-static
energy decreases with the formation of a single domain wall; c) the magneto-static
energy is minimised in the multi domain case.
minimised.
Figure 2.6 illustrates the difference in demagnetisation field due to the forma-
tion of domains. However, the domain walls (the region between ferromagnetically
ordered regions) have their own energy cost associated with overcoming the fer-
romagnetic exchange. It is the balance between the magneto-static and exchange
energy costs that determines the domain structure of the ferromagnet.
2.2.4 Magnetic anisotropy
The magnetic exchange interactions are not the only factor that affect the preferred
orientation of magnetic moments, or else ferromagnetic domains would simply ro-
tate en-mass to an applied field. The underlying crystal structure also has an effect
- giving rise to crystallographic axes along which the energy is either minimised (a
magnetically easy axis) or maximised (a magnetically hard axis). This behaviour
is described as the magneto-crystalline anisotropy, and alongside shape anisotropy
(which can be ignored for spherical particles), is the dominant anisotropy for mag-
netic nanoparticles.
The simplest form of anisotropy is a uni-axial anisotropy, as described by
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Figure 2.7: Schematic representation of the spatial orientations of the magnetically
easy directions for the easy axis (red) and easy plane (blue) situation. The energy
profiles describe the energy change with a canting away from the anisotropic axis,
θ, and are degenerate with rotation, φ, about this axis.
equation 2.14,
E = K1 sin
2 θ +K2 sin
4 θ, (2.14)
where θ is the angular displacement between the magnetic moment and the magnetic
easy axis and K1 and K2 are the first two terms of the anisotropy. For the case of
nanoparticles K1 >> K2, and so this simplifies to two magnetic cases; where K1 > 0
and when K1 < 0, giving rise to a magnetically easy axis and plane, respectively
(demonstrated schematically in figure 2.7). In a uni-axial system the magnetic mo-
ments are energetically degenerate with rotation about the anisotropic axis, with a
variation in energy as the moment cants away from this axis, expressed as the angle
θ.
26
2.2.5 Nano-ferromagnetism - the single domain
Bulk ferromagnetic materials split into multiple domains due to competition between
the energy cost of the demagnetisation field created by terminating a magnetic mo-
ment at a surface state and the energy of a domain wall. Interestingly, the demag-
netisation field scales with particle volume (r3 scaling), while the domain wall cost
scales with the cross sectional area of the material (r2 scaling). The result of this is
that when ferromagnetic samples are reduced to the nano-scale (by either top-down
ball milling of bulk material or bottom-up synthesis) the energy cost of terminating
a magnetic moment at the surface state decreases faster than the energy cost of the
domain wall. The extreme case of this is observed when the particle diameter is
of the order 10 nm and all of the magnetic moments within a single particle align
ferromagnetically in a single domain.
When the particle is within the “single-domain” limit the direction of mag-
netisation (at T = 0 K) is purely based on the direction of applied field and the
preferred magneto-crystalline orientation. If we revisit the earlier description of
uniaxial magneto-crystalline anisotropy we can express the energy of the magnetic
moment, µ, as a result of the competing interactions with the applied magnetic field,
H, and the crystallographic easy axis, K,
E
V
= K sin2(θ − φ)− µ0HMS cosφ, (2.15)
where θ is the angular displacement between the easy axis and applied field and φ
is the angle between the magnetic moment and the direction of applied field. For
each set of parameters, H, MS , K and θ we can construct an energy surface in the
rotation of the magnetic moment, φ, as shown in figure 2.8. The energy surface at
H = 0 is comparable to the energy surface for a uniaxial material (with K equivalent
to K1, and ≥ 0) shown earlier in figure 2.7.
For a single particle we can predict the hysteretic magnetic behaviour by
calculating the value of φ which results in an energy minimum for a given value of
applied magnetic field, H, and repeating this for a range of H. Figure 2.9 a) shows
the simulated magnetic behaviour for a range of θ values (θ = pi10 ,
2pi
10 ,
3pi
10 ,
4pi
10 , and
5pi
10 ), where
M
MS
= cosφ. The “magnetic hardness”, the resistance to a rearrangement
of the magnetic moment, decreases as the angle between the easy axis and applied
field increases - with a soft, reversible magnetisation when the two are perpendicular
(θ = 5pi10 ).
In the case of a sample of identical nanoparticles the magnetically easy axes
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Figure 2.8: Energy profiles arising from the uniaxial anisotropy equation for a range
of Kµ0MS ratios with variation in the angle between the magnetic moment and the
direction of applied field, φ. These profiles all assume a 90◦ offset between the
anisotropy axis and the direction of applied field, i.e. θ = pi2 .
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Figure 2.9: a) Simulated M vs H response for a single nanoparticle at T = 0 K with
an angular offset between the anisotropic axis and the direction of applied field, θ.
As θ approaches 0, the hysteretic loops become magnetically “harder” with θ = pi2
representing a reversible magnetisation. b) Simulated M vs H response for a poly-
crystalline average of randomly orientated in θ nanoparticles, where the weighting
of each mono-θ simulation is proportional to cos θ.
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will be randomly oriented with respect to each other, distributed evenly over space.
Taking the summation over a range of θ, weighting by the probability of the easy
axis occurring at that θ and normalising we can predict the hysteretic behaviour for
a polycrystalline average of particles, demonstrated in figure 2.9 b), with the applied
field, H, relative to the materials magnetic saturation MS and anisotropy constant,
K. The result of this is a universal magnetic behaviour for a random distribution of
uniaxial magnetic particles, resulting in a predicted remanent magnetisation, MR ≈
MS
2 and a coercive field, HC =
K
µ0MS
.
This behaviour assumes T = 0 K, and that the magnetic moment remains in
a local energy minimum until the energy space has been distorted by the increasing
applied magnetic field to such an extent the minimum no longer exists. It is this
assumption of a trapped energy minimum that means this prediction only holds on
the return from saturation at low T . It is this binding to a local minimum that earns
the system its nomenclature, the “blocked” state.
2.2.6 Superparamagnetism
The energy surfaces from which the Stoner-Wohlfarth model arises demonstrate that,
at low H, there are two minima, with equivalent energy but split by a rotation of the
magnetic moment in φ by pi. These two minima are the situation when the moment
is oriented parallel or anti-parallel to the magnetically easy axis, off axis from the
applied field vector by θ. When the applied field is small these minima are split by
two, symmetrical, energy barriers directly proportional to the particle volume, V ,
and the anisotropy constant, K, i.e. energy barrier to magnetic reversalH≈0 = KV .
As the thermal energy of the system (kBT ) increases, the rate of magnetic reversal
increases, with the time spent in the minima decreasing. Eventually, all the particle
“super” magnetic moments can be approximated as free paramagnetic moments,
unbound from the particle crystallography and the magneto-crystalline anisotropy.
We can apply the same mathematical approach to the “super” paramagnetic species
as to the atomic paramagnet, see section 2.2, and hence describe the magnetisation
of the sample as a function of the applied field via a Langevin function,
M
MS
= coth
(
µparticleB
kBT
)
−
(
µparticleB
kBT
)−1
, (2.16)
where M is the magnetisation along the direction of the effective applied field, B,
relative to the saturated magnetisation, MS , for a “super” paramagnetic moment,
µparticle. So, at a volume dependent temperature the magnetic response to an applied
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field will convert from a hysteretic, blocked response given by the Stoner-Wohlfarth
model to a reversible, super paramagnetic behaviour. This process is referred to
as the particle “unblocking” and the temperature at which this crossover behaviour
occurs is the “blocking” temperature.
2.2.7 Nee´l relaxation
When discussing the concept of super-paramagnetism we discussed the relationship
between the energy barrier to magnetic reversal, KV , and the thermal energy of the
system, kBT . The time scale of this reversal has been expressed previously as the
Nee´l relaxation (or Nee´l-Arrhenius after its similarity to the Arrhenius equation of
chemical reaction rates),
τN = τ0 exp
(
KV
kBT
)
, (2.17)
where τN is the Nee´l relaxation time (the average time between successful moment
reversals) and 1τ0 is the attempt frequency. If the value of τN is less than the time
window of the experiment then the magnetic reversal is considered rapid enough to
observe the super-paramagnetic case, while if τN is longer we observe the blocked,
Stoner-Wohlfarth behaviour. When investigating this thermal behaviour the Nee´l
relaxation is generally simplified,62 assuming a critical value of τN = 25 s and an
order of magnitude of τ0 = 10
−9 s (resulting in ln
(
25
10−9
) ≈ 25), giving a linear
relationship between the particle volume, V , and the blocking temperature TB,
KV ≈ 25kBTB. (2.18)
2.3 Experimental approaches
Nanoparticle magnetism for a perfectly mono-disperse sample can be described theo-
retically using the Stoner-Wohlfarth model at low T , the super-paramagnetic model
at high T and the Nee´l relaxation to define the boundary between the two states.
However, catalytic materials will possess a degree of poly-dispersity which we must
account for when analysing the data. In this section we outline the reasoning, jus-
tification and assumptions made for the two analytical approaches applied to the
magnetisation data in the rest of this thesis.
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2.3.1 Blocking temperature distributions
We now have a description of the magnetisation above and below the blocking tem-
perature, TB, as well as a way of relating the value of TB to the volume of the
particle. Importantly, the high T , super-paramagnetic response is reversible, and
as such has no dependence on the applied magnetic field the sample is cooled in,
while the low T , blocked magnetisation is hysteretic, and hence depends on the field
applied during cooling. It is this behaviour that leads to a difference in magneti-
sation between zero-field cooled (MZFC) and field cooled (MFC) measurements. In
the field cooled case, the magnetic moments are biased to one of the two minima
discussed earlier (see figure 2.8) - with preference for the minimum closer in φ to the
magnetic saturation orientation (φ = 0 for a positive H saturation cf. φ = pi for a
negative H saturation) and hence the MFC can be considered to follow one of the
hysteretic loops of the Stoner-Wohlfarth model. For the zero-field cooled case, the
magnetic moments are evenly distributed between the two minima, and MZFC has
a magnetic behaviour which follows a superposition of the two sides of the blocked
response.
The ratio of blocked response to super-paramagnetic response is then depen-
dent on the proportion of the particle size distribution, P (V ), on either side of the
critical volume, Vcrit (the particle volume at the boundary between reversible and
hysteretic behaviour at the system temperature). Assuming that the magnetisation
at low fields is linear we can express the MFC and MZFC as,
MFC =
∫ ∞
VCrit
P (V ) (MR + χFCH) dV +
∫ VCrit
0
P (V ) (χS.P.H) dV, (2.19)
MZFC =
∫ ∞
VCrit
P (V ) (χZFCH) dV +
∫ VCrit
0
P (V ) (χS.P.H) dV, (2.20)
where χFC and χZFC are the low field susceptibility for the field cooled and zero-field
cooled cases respectively, MR is the remanent magnetisation and χS.P. is the super-
paramagnetic susceptibility at low H. It should be clear that the super paramagnetic
contribution is identical in the two cases, and so we can take ∆M = MZFC −MFC
in order to remove it,
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∆M = MZFC −MFC =
∫ ∞
VCrit
P (V ) ((χZFC − χFC)H −MR) dV. (2.21)
The Stoner-Wohlfarth model assumes that the magnetisation is independent
of the temperature and that the magnetic moment remains within the local minima,
and hence the only T dependent term is the limit of the integral, VCrit. If we take
the thermal differential of ∆M , i.e. the differential of the difference in M between
the FC and ZFC scans as a function of temperature, using this assumption we can
reduce (χZFC − χFC)H−MR to a constant, β, which can then be integrated (using
the general form of Leibniz’s rule,
d
dx
∫ b(x)
a(x)
f(x, t)dt = f(x, b(x))b′(x)− f(x, a(x))a′(x) +
∫ b(x)
a(x)
fx(x, t)dt, (2.22)
where b(T ) = ∞, a(T ) = 25kBTK , fx(x, t) is the partial derivative of f(x, t) with
respect to x, and f(T, V ) = βP (V ). The result of the differential is
d∆M
dT
=
25kB
K
βP (VCrit), (2.23)
where 25kBK β is treated as a constant. The result of this is that, upon normalisation,
d∆M
dT = PVCrit, i.e. the thermal differential, maps the distribution of critical volumes
or blocking temperatures (depending on whether or not the conversion 25kBK has been
applied).
2.3.2 Super-paramagnetism of polydisperse sample
In contrast to atomic paramagnets, super-paramagnetic materials can have a broad
distribution of effective magnetic moments. As a result, the Langevin function for
the material takes the form,
M
MS
=
∫ ∞
0
P (x)
(
coth
(
xB
kBT
)
−
(
xB
kBT
)−1)
dx, (2.24)
where x is the size of the super paramagnetic moment and P (x) is the associated
probability distribution function (PDF). This distribution is generally assumed to
be either a normal (Gaussian) distribution,
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P (x) =
1
σ
√
2pi
exp−
(x−µ)2
2σ2 , (2.25)
where µ and σ are the mean and standard deviation, respectively, of the variable, x,
or a log-normal distribution,
P (x) =
1
xσ
√
2pi
exp−
(ln x−µ)2
2σ2 , (2.26)
where µ and σ are the mean and standard deviation, respectively, of the natural
logarithm of the variable, x. The first fact to note is that in both cases as x → ∞,
P (x) → 0 resulting in a convergent integral for all practical cases which can be
analysed. However, it can be computationally expensive to integrate over the full
range of particle sizes. Here we will explore the effect of increasing polydispersity
on the magnetic behaviour to determine if simpler, non-integral analytical equations
can be used as an approximation during the later experimental studies.
To investigate the effect of a normal distribution of magnetic moments on the
measured behaviour, three distributions were constructed with an average size, µ =
100, and standard deviations, σ = 5, 15, and 30 respectively (shown in figure 2.10
a)). For each distribution the equivalent magnetisations were calculated (as shown
in figure 2.11) assuming each particle follows the Langevin magnetisation, taking the
integral within the central 98% of the distribution (µ± 2.32σ), system temperature,
T = 10 K, and magnetic saturation, MS = 1. The resulting magnetisations were fit
with a non-disperse Langevin function, with two free parameters (µ and MS), with
the resulting fits represented as the lines on figure 2.11 and the parameters of best fit
summarised in table 2.1. The single Langevin function appears to closely reflect the
simulated magnetisation from the three samples, with values of MS in agreement
with the simulated value. The predicted value of µ from this method do slightly
underestimate the simulated value, with an increasing disagreement and parameter
error as σ increases. The source of this disagreement appears to be the growth of
H required to obtain magnetic saturation, however, the samples we will investigate
are unlikely to have a polydispersity as large as σ = 30%µ the error introduced at
larger polydispersity can be ignored.
The same methodology has been repeated using the log normal function,
constructing three distributions with associated parameters µ = ln(100) and σ =
ln(5), ln(15), and ln(30), respectively (shown in figure 2.10 b)).
The three simulated magnetic behaviours, shown in figures 2.12, were cal-
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Figure 2.10: a) Probability distribution functions (P(x)) for the 3 constructed normal
distributions used in the Langevin simulations. b) PDFs for the 3 constructed log-
normal distributions used in the Langevin simulations.
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Figure 2.11: Simulated magnetic response for the three normal P.D.F. shown in figure
2.10 a), assuming the magnetic species follow a Langevin magnetisation, T = 10 K
and normalised with respect to MS . The magnetisations have been fit with a single
Langevin function model (shown as the solid lines) giving a close reproduction of
the data. The best fit parameters are given in table 2.1
Sample µ MS
σ = 5 99.9(2) 1.00(1)
σ = 15 98.9(4) 1.00(1)
σ = 30 96(1) 0.99(1)
Table 2.1: Best fit parameters for the single Langevin model fit to the simulated
normal P.D.F. data sets shown in figure 2.11.
36
culated assuming each particle follows the Langevin response, taking the integral
within the central 98% of the distribution (µσ−2.32 to µσ2.32), system temperature,
T = 10 K, and magnetic saturation, MS = 1. The resulting magnetisation were fit
with a non-disperse Langevin function as previously described and the resultant fits
represented as the lines on figure 2.12 a). Unlike for the previous normal distribution
simulations the single Langevin approach fails to reproduce the simulated magnetic
behaviour, suggesting a more complex model is required.
The Single Langevin model appears to fit the normal PDF simulation well,
but not the log-normal PDF simulation. As the normal distribution is symmetri-
cal, the terms with x > µ are balanced by the equivalent term with x < µ
leading to an average behaviour consistent with a mono-disperse sample. The log-
normal distribution, however, does not possess this symmetry - and hence the Single
Langevin model is insufficient to reflect the behaviour. A second model is suggested,
comprising a super-position of two Langevin behaviours,
M =
2∑
i=1
MSi
[
coth
(
xiH
kBT
)
−
(
xiH
kBT
)−1]
. (2.27)
where M is the magnetisation, xi is the effective magnetic moment of the
individual Langevin term with associated magnetic saturation, MSi.
Figure 2.12 b) shows the result from fitting the log normal simulations with
a pair of Langevin functions, with the resulting fits shown as the solid lines. The
addition of a second Langevin function clearly improves the quality of the fit, with
a close reproduction of the simulated magnetic behaviour. The parameters of this
fit are given in table 2.2.
Sample x1 x2 MS 1 MS 2
σ = ln(1.5) 68.4(4) 142.9(7) 0.475(6) 0.507(6)
σ = ln(2.0) 54.2(6) 180(2) 0.471(8) 0.507(8)
σ = ln(2.5) 47.2(8) 213(4) 0.471(9) 0.500(9)
Table 2.2: Best fit parameters for the dual Langevin model to the log-normal data
sets shown in figure 2.12.
The values found for fitting a log normal distribution with the dual Langevin
function is consistent in all three cases with an equal contribution from both functions
(near 50:50 ratio) with the difference between values of µ increasing with σ. Using
the cumulative distribution (C.D.) of each log normal distribution these values of
x can be converted to intensity on the distribution (as done in table 2.3). The
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Figure 2.12: Simulated magnetic response for the three log-normal P.D.F. shown
in figure 2.10 b), assuming the magnetic species follow a Langevin magnetisation,
T = 10 K and normalised with respect to MS . The magnetisations have been fit
with a single Langevin function model (a) and with a superposition of two Langevin
functions (b). The dual Langevin model gives the superior fit in all three cases. The
best fit parameters for the dual Lagnevin fits (b) are given in table 2.2
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two values of x appear to be clustered around ≈ 20% and 80% with decreasing σ
values being further from the centre of the distribution. Averaging the three values
it appears that x1 = 19.0(3) % and x2 = 80.3(3) %.
Sample x1 CDF % x2 CDF %
σ = ln(1.5) 68.4(4) 17.5(4) 142.9(7) 81.1(3)
σ = ln(2.0) 54.2(6) 18.8(4) 180(2) 80.2(4)
σ = ln(2.5) 47.2(8) 20.6(5) 213(4) 79.5(6)
Table 2.3: Summary of the values of x found from the dual Langevin fit to the simu-
lated log-normal P.D.F. magnetisations, alongside the % position on the associated
cumulative distribution function (CDF).
These predictions are based on perfect simulations, and as a result have likely
underestimated the errors to be expected from experimental results. Hence, when
these models are applied later in this thesis we will generalise the results to give
values of x at ≈ 20 and 80 % of the associated log normal cumulative distribution.
39
40
Chapter 3
Experimental details
3.1 Characterisation techniques
3.1.1 SQUID magnetometry
Magnetisation data were taken using a Quantum Design (QD) Magnetic Property
Measurement System (MPMS) utilising a Superconducting QUantum Interference
Device (SQUID) to function as a highly sensitive current-voltage converter.105 The
magnetometer comprises three key components for measuring the magnetisation -
a superconducting magnet to generate large magnetic fields, a superconducting de-
tection coil (wound in a second-order gradiometer configuration), and the rf-SQUID
(comprising a Josephson junction in a superconducting ring).106
Measurement of the magnetisation requires the material to be mounted in
a non-magnetic sample holder and inserted between the detection coils and moved
through the gradiometer in the direction along which the magnetisation is to be
measured (in this case along the direction of applied magnetic field). As the sample
is moved the magnetic flux passing through the gradiometer changes, inducing a
current within the superconducting wire via electromagnetic induction. This super-
conducting wire leads to the SQUID, which has been configured to produce an output
voltage strictly proportional to the current, outputting the change in magnetic flux
measured by the pick up coils as a function of sample position. The geometry of the
pick up coils and SQUID are shown in figure 3.1.
The voltage-position response produced by attenuating the sample is then fit
by an ideal dipole response given in equation 3.1,
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Figure 3.1: Schematic representation of the QD MPMS SQUID electronics, repre-
senting the sample space (pink), surrounded by the detection coils which feed into
the rf-SQUID electronics.
f(Z) = α+ βZ + γ(2[R2 + (Z + δ)2]−
3
2 − [R2 + (Ω + Z + δ)2]− 32
− [R2 + (−Ω + Z + δ)2]− 32 ), (3.1)
in which Z is the vertical sample position (centred at Z = 2 cm), R and Ω are
constants representing the longitudinal radius (0.97 cm) and the longitudinal coil
separation (1.519 cm), respectively, and the free parameters are α (a constant voltage
offset), β (a linear background), δ (a vertical sample offset) and γ (the magnitude
of the dipole moment).
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Figure 3.2: Typical example of a voltage-position response for sample, with the
associated fit to equation 3.1.
The QD MPMS SQUID is calibrated against a sample of Pd of known mass
and magnetic susceptibility allowing for the magnitude of the voltage dipole to be
converted to a magnetic dipole expressed in electromagnetic units (emu). A typical
voltage-position response is shown in figure 3.2 alongside a fit to equation 3.1. The
best fit parameters are listed in table 3.1.
The QD MPMS SQUID system used in the studies detailed is limited to a
maximum applied magnetic field, HMax = 50 kOe and a temperature range, 2 to
400 K. A temperature window of 5 to 300 K has been used for most M vs T studies
Parameter Value Units
α 1.726(8) V
β −1(2)× 10−3 V cm−1
γ 2.62(1) V
δ -1.97(1) cm
Table 3.1: Best fit parameters for the dipole response fit to the data in figure 3.2.
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as it is impractical to carry out reproducible T sweeps through the boiling point of
the cryogen (4He, TB.P. ≈ 4.2 K).107
3.1.2 Diffraction
The magnetic properties of a material - both in bulk and nanostructures - are depen-
dent on structural parameters such as the lattice parameter and crystal phase.108
Diffraction (be it of x-rays, neutrons, or electrons) is a popular technique for the
characterisation of long-range ordered structures - with various techniques devel-
oped to be sensitive to both atomic and magnetic order.109;110 The key difference
between the three prevalent forms of diffraction is the scattering mechanism, and as
such the elements that will dominate the diffraction pattern.
In the case of x-ray diffraction (XRD) it is the interaction between the incom-
ing x-ray and the materials electrons that causes the x-ray to “scatter” and as such
heavier elements have a higher probability to cause a scattering event. This higher
probability means a higher sensitivity to heavier elements. In the case of elastic
scattering (in which no energy transfer occurs between the incident beam and the
scattering medium) each scattered x-ray has the same wavelength and amplitude.
However, when x-rays scatter from different atomic planes this introduces a differ-
ence in the length traveled by the x-ray causing a shift in the relative phase of the
x-ray. It is only when this difference in path length is a multiple of the wavelength
of the x-rays that the x-rays remain in phase, creating detectable Bragg peaks.111
The relationship between the incident beam angle (θ), wavelength (λ), and
inter atomic planar spacing (d) is given by Bragg’s Law,
λ = 2d sin θ, (3.2)
The relationship between atom position and path-length difference is highlighted in
figure 3.3 which describes the real space diffraction of an incident beam.
In the studies presented within this thesis, the XRD patterns have been
taken using a lab source, with the incident beam comprising both Cu Kα1 and Kα2
wavelengths i.e. the wavelength of the light emitted during the decay of an electron
into the 1s level from the 2p 3
2
and 2p 1
2
levels, respectively. The presence of both
wavelengths means that data analysis will need to take both scattering wavelengths
into account.
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Figure 3.3: Real space representation of the scattering of radiation from a periodic
array. The path length difference between the first and second scattering needs to be
an integer multiple of the radiation wavelength to create constructive interference.
Scherrer analysis
Aside from being able to measure variations in the crystallography of nano-particles,
diffraction experiments are also useful for analysing the average particle size for a
system of nanoparticles via the Scherrer equation,112
τ =
κλ
B cos θ
, (3.3)
in which τ is the particle size, λ is the wavelength of the X-rays, θ is the peak position
in radians, B is the full width half maximum (FWHM) of the peak (in radians) and
κ is a shape constant generally in the range 0.8 - 1.
The Scherrer equation is based on the observed broadening of the XRD peaks
as crystallite size is decreased and can be derived from Bragg’s Law. For a particle of
given thickness, t, and planar spacing, d, there will be an integer number of planes,
m, such that d = t/m. Substituting this into Bragg’s law and taking the differential
assuming that λ is a constant we can show equation 3.4,
0 = 2∆t sin θ + 2t cos θ∆θ, (3.4)
in which ∆t is the smallest available change in t i.e. d, and ∆θ is the uncertainty in
θ i.e. the line broadening.
A simple rearrangement of equation 3.4 gives the magnitude of the broadening
in θ,
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|∆θ| = d sin θ
t cos θ
, (3.5)
showing the inverse relationship between line broadening, ∆θ and particle thickness,
t. It is a trivial step113 to use Bragg’s law to show that d sin θ = λ/2 which on
substitution gives the Scherrer relationship without the shape constant, κ. This final
proportionality constant, κ, arises as the derivation assumes the particle thickness
relative to the atomic planes are constant, as opposed to the gradual decrease cause
by a spherical morphology.
Analysis of particle size via the Scherrer equation is popular due to the low de-
tection resolution needed to probe small particle sizes and the relatively simple data
analysis required. However, it should be remembered that the Scherrer analysis val-
ues should be treated as a lower boundary to the particle size as the analysis assumes
all material based line broadening arises from the particle size, ignoring broadening
arising from non-uniform strain within the crystal lattice or concentration gradients.
3.1.3 Temperature programmed reduction (TPR)
Heterogeneous catalysts are usually exposed to relatively harsh chemical environ-
ments, both during synthesis and use, leading to the formation of metal oxides,
nitrides and carbides.114 The quantity of the catalytic material that exists as the
reduced species is a key variable for the catalytic activity and magnetic behaviour,
and can be followed via temperature programmed reduction (TPR).115
During a TPR experiment the sample is exposed to a constant flow of a high-
purity H2/Ar gas mixture while the sample is gradually heated. Each oxidised species
has an associated energy required for the reduction, following a typical reaction
scheme,
NiO + H2 → Ni + H2O (3.6)
and hence a temperature at which the given reduction will occur. The TPR ex-
periment follows the rate of these processes as a function of sample temperature by
measuring the composition of the post sample gas flow utilising a thermal conduc-
tivity detector (TCD).
The TCD is sensitive to changes in the gas phase, using a Wheatstone bridge
to follow the uptake in H2. The pre and post sample gas flows pass over a pair of
resistive filaments acting as Pirani gauges, where the filament loses heat to the flow
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gas at a rate proportional to the pressure. This reduction in filament temperature
leads to an increase in resistance, and hence a variation in the output signal across
the Wheatstone bridge, quantifying the gas uptake.
The TPR equipment follows the kinetics of the gas phase reaction as a func-
tion of temperature. In the context of this work, the TPR results are primarily used
to determine the degree of reduction of the catalysts, measuring the uptake of H2 gas
at the NiO/Ni reduction116 (occurring at T ≈ 640 K) in comparison to the known
loading of catalyst.
3.1.4 Transmission electron microscopy (TEM)
Due to the wavelength of visible light (390 - 700 nm) traditional microscopes have a
diffraction limit of ≈ 0.2 µm. In order to image smaller objects - such as nanopar-
ticles, a smaller wavelength is required. This has been achieved by using electrons,
in which the wavelength is equal to hp where h is Planck’s constant and p is the rel-
ativistic momentum of the electron, with high kinetic energy. For the transmission
electron microscopy (TEM) presented in this thesis the electrons have an acceleration
energy of ≈ 200 keV, giving them a wavelength of 2.5 pm, lowering the diffraction
limit to well below the smallest sample we hope to image.117
The TEM uses a field emission gun as the electron source, giving a higher
flux of focused electrons than can be achieved with a traditional LaB6 filament.
The electrons are then focussed onto the sample area. The TEM sample has be
to be thin (≤ 200 nm) in order for enough electrons to be transmitted to produce
an image, often requiring time consuming sample preparation procedures for bulk
materials in which the sample thickness needs to be gradually reduced. For colloidal
nanoparticles, this procedure is simplified as a dilute solution can be evaporated onto
a TEM grid, depositing the particles ready for imaging. The TEM images shown in
this thesis have used a TEM sample holder comprising a Cu grid supporting a lacey
carbon support on which the nanoparticle rest.
The TEM operates in two modes, imaging and diffraction, depending on the
focusing optics used after the sample space. When the incident electron beam strikes
the sample, the beam can either be transmitted or scattered (caused by the incident
electron interacting with the samples electron cloud, leading to a higher contrast for
heavier elements). The post-sample electron beams can then be focused onto the
detector via the objective and intermediate lenses. The objective lense re-focuses the
beams after being scattered by the sample, creating an initial back focal plane (the
47
point at which beams with the same scattering angle meet) and a mirrored image.
The intermediate lense acts on these focused beams, producing a second back focal
plane and a non-mirrored image, either of which can be projected onto the CCD
detector by moving the lenses position. In diffraction mode the back focal plane is
selected, focusing electron beams with the same scattering angle at the sample onto
the same position, generating a diffraction pattern of bright spots, arranged around
the transmitted beam. In imaging mode, a single scatterign angle can be selected, by
introducing an apparture, that can then be projected onto the detector as an image.
When producing images in this way we can either work in bright-field mode, where
the image is formed from the transmitted beam and the scattering bodies appear as
black objects on a white background, or dark-field mode, using one of the scattered
electron beams and inverting the contrast.
3.1.5 Gas adsorption
Gas absorption isotherms are used to determine the surface area of catalytic species
through the uptake of a reactive gas following the reduction of the sample in a H2
environment.118 Following the reduction the sample space is dosed with a known
volume of reactive gas at a set partial pressure and the loss in feed gas measured
via a TCD system, as described in 3.1.3, to quantify the extent of absorption. This
process is repeated at a range of increasing pressures until the sample is saturated,
with the cumulative gas absorption as a function of partial pressure producing the
gas isotherm. This first isotherm reflects the total gas absorption of the sample.
Following the first isotherm the sample space is placed under vacuum and
the gas doping process repeated. The second isotherm will measure a reduction
in absorption compared to the first, as the vacuum step only removes the weakly
absorbed gas, and this second dosing is a quantification of the reversible gas absorp-
tion. Hence the difference between the first and second isotherm reflects the strong
absorption isotherm, reflecting purely the irreversible processes.
When analysing the gas absorption data, the structure of the isotherm can be
used to follow the processes by which the absorption occurs, however, for determina-
tion of the crystallite size it is purely the cumulative gas uptake when the material
is saturated that is of importance. Two values can be deduced from the saturated
isotherms, the total absorption (AbsTotal) and the strong absorption (AbsStrong).
It is generally assumed that AbsStrong reflects the chemisorption processes while
AbsTotal reflects both chemi- and physisorption processes.
1
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Gas absorption is related to particle size via the dispersion of the catalyst
(the ratio between the number of atoms per particle found at the surface, NS , and
total, NT ). For a spherical particle, the dispersion can be expressed as the atomic
ratio of these two,
NS
NT
=
SParticle
Satom
(
VParticleρNA
Ar
)−1
=
Ar
ρNASatom
6
r
, (3.7)
where SParticle and VParticle are the surface area and volume of a particle, Satom is
the increase in surface area per particle, ρ is the material density, Ar is the atomic
mass of the material, NA is Avogadro’s number and r is the particle radius.
The value for the dispersion can then be scaled with the number of particles,
and related to the sample surface area,
NS
NT
=
STotal
SatomNT
, (3.8)
where STotal is the measured gas absorption, assuming a single monolayer of gas
absorption onto a non-fractal surface. Using these two equations for the dispersion
we can deduce an equation for the average particle radius, r,
r =
6Ar
ρNASatom
(
STotal
SatomNT
)−1
=
6ArNT
ρNASTotal
. (3.9)
Using this equation alongside the saturated gas absorption values from the isotherms
the average particle size can be calculated, however, as has been stated earlier we
have to assume a single monolayer absorption onto a smooth, spherical structure. In
practice gas absorption isotherms will generally give an overestimate of the average
particle size, and has been shown to overestimate with respect to XRD analysis.24
3.1.6 Small Angle Neutron Scattering
Small Angle Neutron Scattering (SANS) is a diffraction technique tailored to probing
ordered system with a relatively large d spacing - in the range 10 to 1000 A˚. The use
of neutrons instead of x-rays as the scattered species allows for a different scattering
mechanism (scattering from the nuclei via the strong nuclear force cf. from the
electron density) imparting a different resolution mechanism and a sensitivity to
lighter elements.119 A key property of the neutron, however, is that each particle
possess a magnetic moment; which may couple to the magnetisation of the sample
and probe the magnetic structure in reciprocal space.
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When a neutron interacts with matter two possible processes occur, absorp-
tion or scattering, and for each process we can define a neutron cross section for
each process (akin to the probability of occurrence).120 In a neutron scattering ex-
periment we measure the quantity of neutrons that scatter as a function of θ (the
scattering angle) or q (the scattering vector). The summation across all q gives the
total scattering cross section, σ, given in equation 3.10,
σ =
no. of scattered neutrons s−1
Φ
, (3.10)
where Φ is the incident neutron flux.
This total scattering cross section σ accounts for both coherent (where scat-
tered neutrons remain in phase) and incoherent scattering. In general we are most
interested in the angular dependence of the coherent scattering and define a differ-
ential cross section,
dσ
dΩ
=
no. neutrons scattered to ∆Ωs−1
Φ ∆Ω
, (3.11)
describing the quantity of σ within a solid angle, ∆Ω, at a given angular direction
from the sample.
When analysing the directional dependence of the scattering there are two
key terms; the structure factor (which describes the scattering from an array of
neighbouring scattering objects e.g. a crystal lattice) and the form factor (which
describes the scattering from a single ion).108 The structure factor imparts the classic
wide angle diffraction patterns associated with crystalline materials (e.g. f.c.c. nickel
or h.c.p. cobalt). The form factor, alternatively, is of little interest for bulk materials
as the dominant lengths, the size of the bulk crystal and of an individual atom, are
beyond the range of detection. However, for nano-particulate systems the form factor
dominates the SANS analysis.121
Form factor
The form factor describes the amplitude of scattering that occurs at a given mo-
mentum transfer vector, q, and arises from the Fourier transform of the real space
density, ρ(r), distribution about the centre of mass,
f(q) =
∫
ρ(r)e−iq.rdV. (3.12)
In the case of nano-particulate systems we will generally assume a near-spherical
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shape and so to simplify we can convert the Fourier transform to polar co-ordinates
and, for a sphere of radius R, ρ simplifies to 1 if r ≤ R and 0 if r ≥ R resulting in
equation 3.13,
f(q) = 4pi
∫ R
0
sin(qr)
qr
r2dr. (3.13)
Carrying out the integration furnishes the form factor for a sphere,54
f(q) = V
3 [sin(qR)− qR cos(qR)]
(qR)3
, (3.14)
where the measured scattering is proportional to f(q)
2
V 2
. So, for any size mono-
disperse spherical scatterer we now have a universal description, when expressed in
terms of qR, of the pattern arising from a single body, consisting of a mixed sine
wave oscillation and an qR−6 dependence. From the sine wave term we can predict
the first minima of the oscillation will be at qR ≈ 4.49 (i.e. the first point where
sin (qR) = qR cos (qR)) while the higher qR scattering will rapidly decrease due to
the high power term.122
If we assume that scattering useful to analysis occurs at q ≥ 1.44R and a neutron
wavelength of 6 A˚, a sample-detector distance of ≈ 10 m, a beam stop of ≈ 0.1 m
height and a detector radius of ≈ 1 m the first minima would be measurable for
spherical scatterers with radius between ≈ 20 and 200 A˚. This range is greater than
an individual atoms, however, if a nanoparticle is approximated to a continuous
scattering media as opposed to a collection of atoms they will produce features
within this range (with larger sizes explored by moving the detector further from
the sample).
Magnetic neutron scattering
As previously mentioned, neutrons are of particular interest due to their inherent
magnetic moment, allowing for both nuclear and magnetic scattering to be analysed.
The neutron is a spin 12 particle but possess a greatly reduced magnetic moment
compared to the electron.123 The result of this is the neutron will couple with the
magnetisation of sample with only a weak perturbation of the system. The neutron
interacts with the samples magnetisation via the dipole dipole interaction creating
a torque, given in equation 3.15 where m is the magnetic moment of the neutron
and B is the magnetic field created by the samples magnetisation. Unlike structural
scattering, the magnetic scattering occurs between a vector and a vector field, and
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hence has an anisotropy, meaning that scattering is strongest perpendicular to the
direction of the sample magnetisation.
τ = m×B (3.15)
Experimental neutron diffraction
The neutron diffraction studies presented within this thesis were all carried out at
the Institut Laue Langevin (ILL), Grenoble using the D33 instrument (see figure
3.4).124 The ILL uses a fission reactor source (as opposed to the spallation source
utilised at other facilities, e.g. ISIS and the Paul Scherrer Institut) producing a
continuous flux of neutrons. The neutrons are moderated to supply an incident
beam of thermal neutrons with energy ≈ 0.025 eV, from which a wavelength is
selected via a “chopper” (λ = 6 A˚, ∆λλ ≈ 10%).
A small guide magnetic field is applied to the incident neutrons in order to
limit the polarisation to two orientations, parallel and anti-parallel to the field. The
D33 instrument is then fitted with a neutron super mirror allowing one polarisation
of neutron to be transmitted, with the other polarisation excluded by reflection. This
beam of polarised neutrons then passes through a spin flipper which, when switched
on, reverses the neutron polarisation, prior to the sample. Following scattering the
neutron is captured using a bank of 3He detectors, following the process,
1n + 3He→ 3H+ + 1H+ + 0.764 MeV (3.16)
where the excess energy ionises the carrier gas (CF4) and the resulting charged
species detected at an electrode. This method of neutron capture only measures the
position of the scattered neutrons, not the energy, and hence cannot discern between
elastic and inelastic scattering.
3.2 Nano-nickel synthesis
3.2.1 Nano-particle synthesis
In order to develop a crystallite sizing method for Johnson-Matthey (JM) catalysts
it is important to have a well understood system against which measurements and
analysis can be compared and used to corroborate a new technique. The problem
with catalytic materials is that the current sizing techniques have limited accuracy
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Figure 3.4: Schematic representation of the D33 instrument at the ILL. The incident
neutrons begin un-polarised and with a wide energy band prior to the “chopper” (a)
at which point the wavelength is selected. Following this the neutrons are polarised
via a supermirror (b) before a series of neutron guides (c) directing the neutrons to
the sample space (d). The neutron scattering is then mapped using a 2D bank of
3He detectors (e).
and precision. Hence, nanoparticle - which can be synthesised with a high degree of
reduction, a tight poly-dispersity, and are simple to image via TEM125 - will serve
as a “gold standard” by which we can confirm the accuracy and precision of our
magnetic granulometry analysis.
Nanoparticle materials have been synthesised via a colloidal stabilisation
method in which surfactants are used to produce a micellar system.52 Each of these
micelles then function as a nano-reaction chamber - ensuring the particles produced
have a spherical morphology, a tight poly-dispersity and preventing agglomeration
of the particles post-synthesis.
In a typical synthesis an organometallic precursor, nickel acetylacetonate
(Ni(acac)2, 1 mmol, 58.7 mg), was added to a surfactant system comprising oleyl
amine (OA, 21 mmol,7 ml) and trioctylphosphine (TOP, 3 mmol, 1.34 ml) and the
mixture degassed via three alternating treatments with nitrogen gas and vacuum.
This mixture was then heated to 130 ◦C while under a continuous flow of nitrogen
to remove the final vestiges of trapped gas. The mixture was held at 130 ◦C for
20 minutes before rapidly heating the solution to 250 ◦C and holding at this tem-
perature for 30 minutes. After this time the solution was allowed to cool to room
temperature and the nanoparticles dispersed via the addition of ethanol.
The nanoparticles were isolated via centrifugation of the ethanol solution and
decanting of the excess ethanol/ surfactant system. The isolated nanoparticles are
stored under hexane to prevent agglomeration and to minimise the safety issues
associated with fine nickel powder.
Fine particulate nickel has been linked to multiple medical conditions, es-
pecially when delivered via aerosol,126 with suggested carcinogenic properties.127
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Figure 3.5: Schematic of the solution based reaction for the synthesis of nanoparti-
cles. The oil bath (orange) allows for the reaction to be heated homogeneously
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However, these risks can be minimised by avoiding working with the material in the
dry state, while in solution or dispersed in a gel, the particulates are relatively safe
to handle. To minimise associated health risks, the nano-particulate systems in this
thesis were always stored in solution, deposited into a grease or used with excess
surfactant to avoid aerosol formation.
3.2.2 Catalyst synthesis
The nickel catalysts used within industry are generally prepared via one of two
methods, the precipitation or impregnation processes. Our studies have focused on
precipitation catalysts as the process will generally give a larger catalysts surface area
and a higher loading of metal on the catalyst support.128 The higher surface area
means a higher catalyst activity and is a result of having a smaller average crystallite
diameter (≈ 5−15 nm). The smaller precipitation catalysts, however, have also been
linked to a rapid decrease in catalyst activity during the steam reforming reaction
(as a result of sintering, oxidation or poisoning of the catalyst). The ability to follow
changes in the crystallite size distribution on a short time scale would allow for this
catalytic deactivation to be followed, and possibly prevented, on an industrial scale.
When synthesising a precipitation catalyst the aim is to produce a low solu-
bility Ni species from a high solubility precursor. The result of this is the Ni species
rapidly crashes out of solution, favouring multiple nucleations over sample growth
and hence giving a plethora of small crystallites. These reaction kinetics have been
achieved by reacting nickel nitrate with a mixture of sodium hydroxide and carbonate
(all of which have a high solubility) to produce a mixed nickel hydroxide-carbonate
(with a low solubility) which will readily decompose on heating to a nickel oxide
catalyst, with a typical reaction given in equation 3.17.
2Ni(NO3)2 + 2NaOH + 2Na2CO3 → Ni2(OH)2CO3 + 4NaNO3 (3.17)
Following synthesis, the nickel hydroxide-carbonate precipitate is filtered from
the remaining solution before being dried and calcined prior to being mixed with a
support material. For our studies, a calcium carbonate cement has been chosen as
the support media in order to increase the dispersity and rigidity of the catalysts.
The resulting catalyst/ support system is compressed into cylindrical extrudites of
≈ 3 mm length and diameter. If these catalytic extrudites were to be used in
industrial plants they would be thermally treated prior to use to decompose the
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mixed hydroxide-carbonate species to an oxide and then reduced under a flow of
hydrogen gas.
In our studies, Johnson-Matthey (JM) have supplied three samples synthe-
sised from the same chemical reaction conditions but with a final reduction treatment
carried out at different temperatures for different lengths of time. This final ther-
mal treatment step aims to give a range of crystallite sizes and degrees of reduction
while keeping all other synthesis related parameters constant. The parameters for
the thermal treatment are given alongside the catalyst characterisation work in sec-
tion 5.1.
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Chapter 4
Magnetic properties of nickel
nanoparticles
In order to assess the usefulness of magnetometry as a characterization technique
for catalytic systems it is important to first determine the limitations from the
study of an ideal system. The catalysts used industrially for the Fischer-Tropsch
and steam reforming processes are complex, both physically and chemically, with
variations in degree of reduction, surface area and metal-support interaction having
all been linked to the catalytic profile.129;130 As these factors can be reflected in
magnetisation studies (e.g. a decreased degree of reduction will lead to a change in
magnetic saturation131) a system in which only particle volume varies will first be
investigated in order to devise and test the data analysis and magnetisation models
that will later be applied to catalytic materials. To this end, the magnetic studies
of a series of colloid stabilized nickel nano-particles are presented.
Nanoparticles have the advantage over catalysts that they can to be prepared
with different average particle sizes via experimentally simple methods - variations
in reduction temperature and surfactant system - while giving consistent degrees of
reduction, particle morphology (spherical, ellipsoid, hemispherical etc.) and simi-
lar surface chemistry.132 As a result variations in the magnetic responses between
different synthesis will be dominated by volume dependent effects. This study will
also look for evidence of the surface effects previously reported46 and hence cor-
rect the particle sizes predicted from the super-paramagnetic models for the surface
contributions.
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4.1 Synthesis of samples A & B; variation of particle
size via thermal treatment.
4.1.1 Colloidal nanoparticle synthesis
Two samples of nickel nanoparticles (Ni NP) were synthesised via the procedure
described in section 3.2.1. The samples were stored in a hexane solution to prevent
oxidation over time, preserving the magnetic structure, and to prevent agglomera-
tion.133 In order to vary the particle size between the two preparations the temper-
ature of the Ni(acac)2 reduction step was varied (210 and 250
◦C respectively). By
increasing the reduction temperature the rate of precursor decomposition is increased
generating more of the metallic species and hence larger particles.134 A longer reduc-
tion dwell period may provide similar results but in both cases the risk of secondary
nucleation, and the creation of a bimodal distribution, is increased.125
4.1.2 TEM analysis
TEM images of the NP samples, prepared by evaporation of the hexane solution
onto a carbon coated Cu TEM grid, were taken with a Tecnai F20 Transmission
Electron Microscope operating at 200 kV. Figure 4.1 shows a typical TEM image
of the two samples. Note that the nanoparticles readily self assemble into periodic
arrays on evaporation. This templating is typical of NP systems with a narrow
polydispersity,135 leading to the formation of a “colloidal crystal” structure.
EDX (Energy Dispersive X-ray) spectroscopy carried out during dark field
imaging showed that the particles are composed primarily of nickel with small sig-
nals present for phosphorous, nitrogen, silicon and copper. The initial synthesis is
responsible for the Ni, P and N peaks and the TEM grid is Cu rich. The Si signal is
likely contamination from silicon-rich vacuum grease, either from the TEM or used
during synthesis to ensure an inert atmosphere.
Figure 4.2 shows images of the two samples at a higher magnification. Sample
A has been deposited from a lower concentration solution, giving a single monolayer
of NPs (suggested by the lack of shadowing and continuous contrast) forming a 2D
hexagonal array for the majority of the image. The top left of the image shows the
effect of multiple layer formation, with a slight shift of the particles horizontally with
a similar 2D layer structure.
Sample B was deposited from a higher concentration hexane solution, giving
rise to a multi-layer packing structure. Due to this multi-layer view it is difficult
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Figure 4.1: TEM images of nickel NP samples made via colloidal reduction method-
ology for a) (sample A, TRed. = 210
◦C) and b) (sample B, TRed. = 250 ◦C).
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Figure 4.2: High magnification TEM images for sample A (a) and sample B (c)
alongside their respective electron diffraction patterns (b & d). Electron diffraction
was carried out at 200 kV with a camera-object distance of 2000 mm.
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to distinguish a single layer structure for comparison to sample A. Some order is,
however, discernible - with repeating triangular units consistent with either an f.c.c
or h.c.p. colloidal crystal array. The image for sample B also demonstrates a slight
“halo” effect around the Ni NPs of ≈ 2 nm - this is evidence that the surfactant
system has remained attached to the NP structure during synthesis and deposition.
This is less obvious in sample A due to the tight packing of the NP spheres but can
be seen in lower magnification images.
Sample A and B both appear to have quite narrow polydispersity, both from
the similarity in the images and their structured packing, and have a near spheri-
cal morphology. From observation it appears both samples have a similar average
particle diameter, ≈ 8 nm.
Figure 4.2 also shows the electron diffraction patterns obtained during TEM.
Both diffraction patterns are consistent with a powder average, due to the ring fea-
tures at each diffraction index, implying a random distribution of crystallographic
directions. It is necessary to confirm a random orientation as the presence of the
colloidal crystal structure implies some form of self assembly mechanism which may
have affected the NP orientations and the theoretical models describing NP mag-
netism, e.g. the Stoner-Wohlfarth criteria,41 assume a random orientation of crys-
tallographic axes.
Assuming the electrons have a wavelength of 2.5 pm, based on an accel-
eration energy of 200 kV, the observed diffraction pattern has scattering vectors
Q = 2.95, 3.40, 4.77, 5.59 and 5.90 A˚
−1
. This pattern is consistent with an f.c.c.
crystal structure136 with the peaks arising from the (111), (200), (220), (113) and
(222) reflections respectively, giving a lattice constant, aNano = 3.70(1) A˚ compared
to the bulk value, aBulk = 3.5238 A˚,
137 possibly arising as a result of the increased
surface states and the possibility of intercalation of surfactant materials. A similar
sized increase in a has previously been observed in cerium oxide nanoparticle138 over
the diameter range 1 - 100 nm.
A shift in αNano is to be expected due to the change in crystal stress and
strain associated with a greater surface contribution and leads to an increase in the
unit cell volume, VNano = 50.6(4) A˚
3
cf. VBulk = 43.6 A˚
3
, and hence a decrease in
density, ρNano = 7.68(6) g cm
−3 cf. ρBulk = 8.908 g cm−3. It should be noted that
the error in ρNano only reflects the random error, discounting systematic errors such
as an inaccurate camera-object distance or a gradient in lattice constants from bulk
to core, and hence may be an under-estimate of the true uncertainty.
Figure 4.3 shows the distribution of particle diameters for samples A and B
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Figure 4.3: Particle diameter histograms for sample A (blue) and B (orange) de-
termined from TEM analysis. The particle size distributions for sample A and B
have average size µA = 8.88(7) nm and µB = 7.69(6) nm and standard deviations
σA = 1.38 nm and σB = 1.13 nm respectively.
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Figure 4.4: A typical example of the image processing, showing the TEM image for
sample A before and after the binary threshold.
determined from the TEM images. The particle sizing method assumes that each
nanoparticle is a spherical body, with the equatorial cross section of each particle
projecting a circular image. The sizing was carried out using the ImageJ software139
- using the image sale bar as a pixel-nm conversion factor, and the preprogrammed
algorithms to carry out a binary threshold, with an example conversion shown in
figure 4.4.
The contrast threshold method results in parts of the image background,
arising from the lacey carbon grid used for sample mounting, becoming small features
and hence the sizing method needs to be limited to particles with a cross-sectional
area ≥ 1 nm2. In addition to excluding particles below a minimum cross-sectional
area, points at which two particles overlap can be defined based on the “circularity”
- done within imageJ using the ratio between the area, A, and perimeter, P , of each
particle via the equation
Circ. = 4pi
A
P2
. (4.1)
The circularity then depends on the surface roughness of the cross section and if the
particles are elongated along an axis, ranging from 1 for a circle to 0. On converting
the TEM images to a black and white image, the grainy features of the image result
in a roughening at the edges, meaning the circularity is less than 1 in each case, and
on sizing was limited to a range of 0.6 - 1. This process results in ≈ 20% of the
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particles being rejected, due to non-circularity arising from particle overlap. The
rejected particles are generally in the area of images where multi-layers of particle
stacking have formed, and so most TEM images for analysis have been taken from
regions of low particle density.
Th approach to particle sizing would struggle to differentiate between mor-
phologies that would have the same 2D projection (e.g. nanospheres vs nanorods
stacked vertically) however, with no evidence of non-spherical structures under lower
amplifications alongside a random crystallographic orientation it appears to be a fair
assumption for this system. The particle size histograms serve to reinforce the con-
clusions drawn from figures 4.1 and 4.2. Sample A and B have relatively similar
average particle diameters, µdiameter = 8.88(7) and 7.69(6) nm respectively, and
standard deviations, σ = 1.38 and 1.13 nm. Sample B, however, appears to have un-
dergone some secondary nucleation, leading to the formation of a limited number of
much smaller NPs (≈ 1 - 2 nm). These are likely to be the reason for the disruption
in the particle packing in sample B.
4.2 Magnetization studies of sample A
DC magnetization measurements were carried out using a Quantum Design MPMS
SQUID magnetometer with samples mounted via dispersal of the Ni NP solution
into a commercially available fluorinated grease, Fomblin, and allowing the hexane
to evaporate at room temperature. This dispersal method was used due to safety
concerns associated with fine powder Ni (carcinogenic, toxicity etc.)140 and in order
to reduce the inter-nanoparticle magnetic effects - previously demonstrated to arise
from long range RKKY interactions141 and dipole-dipole interactions.142 Previous
studies143 have suggested such effects become prominent at loadings above ≈ 4%,
hence only a low loading of NP was used, ≈ 1 - 2%. Unfortunately due to the
low loadings and hazards associated with the thermal decomposition of fluorinated
greases (HF formation) the loading of Ni cannot be consistently determined.
4.2.1 Evidence of single domain ferromagnet behaviour.
The first step to studying the magnetism of these materials is to determine if the
particles are still within the single domain ferromagnetic limit, d ≈ 50 nm for Ni.103
Figure 4.5 demonstrates the magnetic response as a function of applied field for
sample A across a range of temperatures. As the temperature is increased there
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Figure 4.5: Magnetisation (M) as a function of applied field (H) for Sample A. Fig-
ure a; the low temperature (T ) ferromagnetic response, consistent with the “blocked”
magnetic behaviour, at 2, 10 and 20 K (blue, black and red respectively). Figure b;
high temperature paramagnetic response at 50, 75 and 100 K (blue, black and red
respectively). For a super-paramagnetic response M vs HT is temperature indepen-
dent.
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is a gradual transition from a hysteretic to a reversible behaviour. This is typical
of magnetic NP materials,42 as previously described in sections 2.2.5 and 2.2.6, and
represents the transition from the “blocked” regime, in which the moment is strongly
coupled to the underlying crystallography, to the super-paramagnetic regime.
The low temperature magnetisations (figure 4.5a; 2, 10 and 20 K) show a
gradual decrease in coercive fields (HC) and remanent magnetisation (MR) as the
temperature increases, as previously reported for Ni nanoparticles.144 The gradual
decrease in MR (12.0, 4.6 and 0.8 ×10−3 emu cm−3 at 2, 10 and 20 K) is evidence
that, despite a tight radial distribution of particles sizes, the volume distribution
is relatively broad - unsurprising given the cubic scaling from a radial to a volume
distribution. Interestingly the M vs H data at 2 K has a much higher susceptibility
at higher applied fields (2 - 5 kOe) than the 10 and 20 K measurements. This
growth of MS is not described by super-paramagnetic theory, suggesting there is
an additional component to the magnetisation. This behaviour looks similar to the
growth in magnetisation reported previously for ferrite materials,96 arising from the
surface states. This behaviour is most consistent with a small moment paramagnetic
system located in the outer-layer of the nanoparticle structure.
The high temperature M vs H curves (figure 4.5 b); 50, 75 and 100 K) all
show a reversible magnetisation, as is to be expected above the blocking temperature,
with no HC or MR. All three curves appear to be approaching magnetic saturation,
MS ≈ 0.02 emu cm−3, though the gradual decrease in magnetisation at magnetic
saturation (HT = 100 Oe / K) with increasing temperature over a tight temperature
range suggests a diamagnetic contribution to the signal is also present, and has
lead to the decrease in agreement between M vs HT as a function of temperatures at
higher fields. This is likely due to the dispersal material used and is a relatively weak
susceptibility, χ = −0.3(1) × 10−6 emu cm−3 Oe−1. The inset to figure 4.5b shows
the low field magnetic behaviour, with H in the range 0 to 1000, 1500 and 2000 Oe
respectively. The data has been plotted as a function of applied field / temperature
(i.e. HT ) as the curve M vs
H
T should be T independent for a super-paramagnetic
system. The two higher temperatures appear to follow a similar behaviour, however,
the 50 K response differs slightly - suggesting a thermal correction term may be
required.
The magnetic behaviour of these materials appears at high T to follow the be-
haviour previously reported for single domain ferromagnetic nanoparticles,145 how-
ever, the divergence of magnetisation at 50 K suggests the presence of inter-particle
interactions, similar to the modified super-paramagnetic case discussed earlier in
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section 2.1.1.42 Similarly, the magnetisation at the lowest temperatures (2, 10 and
20 K) demonstrate a growth in magnetisation past the expected Langevin magnetism
(saturating at ≈ 0.025 emu cm−3 for T = 50 K), as has previously been reported for
ferrite systems,97;96;87 which was assigned to a “glassy” surface magnetisation decou-
pled from the core, super-paramagnetic moment. These two behaviours need to be
investigated before before attempting to determine the particle size via conversion
of the average super-paramagnetic moment from the Langevin fitting.29
4.2.2 Curie-tail behaviour at high H.
The high H, low T magnetic behaviour appears similar to the magnetic response
previously reported for ferrite materials.96;97 In the previous works a single applied
field was used to identify the presence of a Curie tail behaviour. In contrast, we
will use multiple M vs T data sets at a range of high applied fields. This has the
advantage that the diamagnetic component will manifest as a linear offset, scaling
with applied field, allowing the core and shell terms to be separated and quantified.
M vs T scans also have the advantage of being less time demanding (as changing T
is quicker than changing H on the QD MPMS SQUID).
Figure 4.6 a) shows the magnetisation as a function of temperature in a range
of high applied magnetic fields (10, 20, 30 and 40 kOe). These scans illustrate the
extent of the small moment paramagnetic term noted in figure 4.5 with a Curie tail
like behaviour dominating the magnetic signal at low T .
As the temperature increases the magnetic responses cross, with the high-
est applied field having the smallest magnetisation. This is because the super-
paramagnetic term is saturated by ≈ 10 kOe (as seen in figure 4.5) so an increase in
H has no effect, but the diamagnetic signal arising from the Fomblin grease, which
is temperature independent, continues to increase with H. This serves as both evi-
dence for the diamagnetic properties of the support grease and for saturation of the
super-paramagnetic moment.
The Curie-tail behaviour can also be represented as a 1χ behaviour, as shown
in figure 4.6 b). The low T range (≈ 5 to 25 K) shows a near linear response,
as would be expected of a Curie behaviour, however the projected T intersect is
non-zero, extending into the negative region of the temperature range. Quantifying
the magnetic correlations in this way will be misleading, due to the extra magnetic
contributions from the Fomblin and saturated Langevin behaviour, so instead a
Weiss temperature term will be included in the analysis to follow.
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Figure 4.6: a) M vs T curves taken for sample A taken with applied field, H, of 10,
20, 30 and 40 kOe (green, orange, red and black receptively) with associated fits to
equation 1.3. A clear paramagnetic magnetisation can be seen for T < 50 K increas-
ing steadily with applied field. Inset - the M vs T behaviour of Fomblin grease taken
at H = 100 Oe, with an average susceptibility χ = −1.14(3)×10−7 emu cm−3 Oe−1.
The feature at ≈ 40 K is due to a magnetic transition associated with oxygen trapped
within the grease. b) The high H magnetic susceptibility as a function of T .
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Theoretically, if the super-paramagnetic moments are saturated the magneti-
sation should still have a small (H independent) temperature dependence as spin
waves are created within the array of nano-particles. In the previous studies of ferrite
nanoparticles, the saturated core at low T was modelled using a modified Bloch’s
law,97
M(T )
M(0)
= 1− αT p (4.2)
where M(T ) is the spontaneous magnetisation of a single domain at a temperature
T scaled with respect to M(0) (the magnetisation at T = 0 K), p is the power
dependence (32 for a bulk ferromagnetic material) and α is a scale factor (α
p = 1TC
for the ferromagnetic case). In the previous studies the power term, p, was allowed
to vary in order to allow for finite size effects of small particles (2 nm) and the change
from ferro- to ferrimagnetic ordering.146 For the systems studied here the particles
are significantly larger (diameter ≈8 nm cf. 2 nm) and are ferromagnetic so we will
assume p = 1.5 for simplicity.
Based on the previous applications of Bloch’s law, a model is suggested for
the magnetic response, see equation 4.3, comprising a superposition of three terms
- a thermally corrected Langevin function (see equation 4.4) for the unsaturated
moments at low T , in which µ is the magnitude of the effective moment, MS is
the magnetic saturation and θ is a Weiss temperature correction term,147 a spin-
wave term for the saturated moments, in which α is the thermal coefficient and β
is a scaling factor,148 and a diamagnetic background, b. The fit was carried out on
the data collected in the 4 applied fields simultaneously, with shared values for all
free parameters, and using the χ2red. as a measure of the fit quality. The best fit
parameters are listed in table 4.1.
M(H,T ) = L(µ,H,MS , T − θ) + β(1− αT 1.5) + bH. (4.3)
L(µ,H,MS , T − θ) = Ms
[
coth
(
µH
kB (T − θ)
)
−
(
µH
kB (T − θ)
)−1]
. (4.4)
This proposed model appears to give an accurate representation of the mag-
netisation, with universal values of the super-paramagnetic saturation term, β, and
diamagnetic background, b, comparable to those observed at 50, 75 and 100 K. The
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Parameter Value Units
µ 9.8(2) µB
MS 0.147(3) emu cm
−3
θ -5.7(1) K
α 5.2(1)× 10−5 K−1.5
β 25.98(5)× 10−3 emu cm−3
b −2.50(2)× 10−7 emu cm−3 Oe−1
χ2red 0.72 n/a
Table 4.1: Best fit parameters of the model described in equation 4.3 to the high
H, M vs T data sets reported in figure 4.6. The field independent nature of the
spin-wave coefficients α and β imply that the core ferromagnetic moments fitted at
high T are saturated in all cases. The diamagnetic term, b, is consistent with the
measured susceptibility of Fomblin grease.
low T Curie tail feature is well described by a Langevin function once this is corrected
by a small Weiss temperature term. The universal nature of the spin-wave magneti-
sation suggests that the super-paramagnetic response is saturated at fields greater
than 10 kOe within this temperature range and serves to quantify the diamagnetic
response. The requirement for the addition of a negative Weiss temperature term to
the Langevin function suggests that there is a weak antiferromagnetic correlation,
likely between nearest neighbour single domain particles, as was also suggested from
the difference between M vs HT scans seen in figure 4.5. It should be noted that
without the θ term the quality of fit is lower, χ2red = 6.94.
This Weiss temperature term implies that the magnetic species which give rise
to the Curie behaviour at high H are experiencing an antiferromagnetic correlation.
However, the effective size of the magnetic moment of these species are much larger
than expected from Ni (≈ 10 nm cf. 0.61µB atom−1) suggesting that the single
domain structure has been repeated on a much smaller scale of ≈ 5 to 10 atoms.
These micro-domains would be ordered ferromagnetically within each domain, but
possess an antiferromagnetic correlation with respect to their neighbouring groups.
If these surface moments exist as a spin glass structure then the magnitude and
inter micro-domain correlation (antiferromagnetic or ferromagnetic) could change
from sample to sample due to the random nature of the structure and interactions.
With an understanding of the growth in magnetisation at low T it may be
possible to correct the Langevin analysis of the super-paramagnetic magnetisation
curve for any inter- or intra-particle correlations as has been done in the case of the
modified super-paramagnetic system.147 However, in order to do this analysis we
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need to know two factors - the temperature range above which the magnetisation is
reversible and the scale of the Weiss constant needed to give a universal M vs H(T−θ)
behaviour. To identify these two terms we will now examine the low H (100 Oe),
M vs T behaviour.
4.2.3 Corrected Langevin function analysis.
Figure 4.7 shows the magnetic behaviour of sample A as a function of temperature,
after both zero-field cooling (cooled from 100 K to 2 K with Hcool = 0 Oe and
Hmeasure = 100 Oe) and field cooling (cooled from 100 K to 2 K with Hcool = 10 kOe
and Hmeasure = 100 Oe). At low temperatures the two magnetisations (MZFC and
MFC) differ but above T ≈ 40 K they follow the same temperature dependence. This
field cooling dependence emphasises the low T hysteretic behaviour - with MFC
reflecting the remanent magnetic behaviour and MZFC the initial magnetisation,
taken when the moments are randomly orientated. The loss of this difference between
MFC and MZFC is evidence that the moments have entered the super-paramagnetic
regime.56
The T range over which MZFC and MFC have the same behaviour can be
used to determine the thermal correction to the Langevin behaviour. The simplest
approach would be to fit to a Curie-Weiss law63 (see equation 4.5) making the
assumption that at H = 100 Oe the low field approximation holds. However (as
the inset to figure 4.7 shows) the background corrected 1χ is non-linear within this
regime - suggesting the low field approximation no longer holds and instead a Weiss-
corrected Langevin function (see equation 4.4) is required. The fit is carried out
using the same diamagnetic background term, b = −2.50(2)×10−7 emu cm−3 Oe−1,
and magnetic saturation, MS = 25.98(5) × 10−3 emu cm−3, found during the high
H analysis. Within this temperature range and at a low applied field, H = 100 Oe,
the small moment paramagnetic term will be ignored as the magnetisation will be
small compared to the diamagnetic background. The resulting best fit to the high
temperature response is displayed on figure 4.7 as the black line and the best fit
parameters to this model are given in table 4.2. This model can be compared to the
equivalent fit to the simpler Curie law, resulting in a χ2red = 6.61, demonstrating the
necessity of the Weiss temperature term.
χ =
C
T − θ . (4.5)
A negative value for the Weiss temperature, θ, supports the earlier evidence
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Figure 4.7: M vs T behaviour of sample A taken at H = 100 Oe in both ZFC
(green) and FC (orange) conditions. Below T ≈ 40 K the MZFC / MFC difference
is obvious. The higher temperature magnetisation has no hysteretic behaviour, in
agreement with figure 4.5. The black dashed line is a fit of the Curie-Weiss law to
the data - corrected for a small T independent diamagnetic term. Inset -the χ−1
behaviour of the FC data set. Above 50 K the data is non-linear, suggesting the low
field approximation of the Langevin function does not apply at H = 100 Oe.
‘
Parameter Weiss-corrected Langevin Units
µ 6.59(2)× 103 kµB
θ -4.6(2) K
χ2red 1.01 n/a
Table 4.2: Best fit parameters for the Curie-Weiss model to the high T , M vs T
response of sample A at H = 100 Oe.
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for some form of antiferromagnetic correlation between single domain nanoparti-
cles. Such a Weiss temperature correction has previously been reported,149 arising
due to inter-particle dipole-dipole or RKKY interactions. The RKKY interactions
would require a conductive media, which a fluorinated hydrocarbon grease will not
supply, suggesting it is the dipole-dipole interaction that is responsible for the corre-
lations. For atomic systems, dipole-dipole interactions are relatively weak, however,
the increased moment of the super-paramagnetic system can lead to an increased
interaction strength. The energy of a dipole-dipole exchange is given by,
E =
µ0
4pir3
[
µ1.µ2 −
3
r2
(µ1.r)(µ2.r)
]
(4.6)
where µ0 is the vacuum permeability constant and µ1 and µ2 are the vectors for the
two interacting magnetic dipoles separated by the distance r.63 Based on a magnetic
moment of µ ≈ 6,600 µB and an average inter-particle distance r ≈ 20 nm (expected
average inter-particle distance at a loading of 4%) this would give an interaction
of EkB ≈ 6 K, with the dipole-dipole interaction linked to either ferromagnetic or
antiferromagnetic correlations.142 So, the dipole-dipole interaction is strong enough
at this low loading to give a slight modification to the paramagnetic behaviour.
Now that a thermal correction has been identified, it can be used to correct
the Langevin function (allowing for any magnetic correlations150) and the average
moment per particle can be determined via analysis of the reversible magnetic be-
haviour. From inspection of the M vs T behaviour (see figure 4.7) it is clear that the
magnetisation above ≈ 50 K is independent of Hcool so the analysis will be carried
out using data sets at T = 75 and 100 K with a shared diamagnetic correction -
note that this background term will have a slightly decreased magnitude compared
to the “three term” model as the magnetic component arising from the “high H
Curie-tail”, paramagnetic moments can be approximated to a positive linear χ at
high T .
Figure 4.8a shows the fit to the expected Langevin behaviour, corrected by
the Weiss temperature (see equation 4.4) where M is the magnetisation, MS is the
saturation magnetisation, µ is the magnitude of the magnetic moment, H is the
applied magnetic field, T is the system temperature and kB is the Boltzmann con-
stant. The fit was carried out simultaneously on the M75 K and M100 K data sets
fixing θ = −4.6 K and sharing values for µ, the average magnetic moment per par-
ticle, and b, the diamagnetic correction term, between both data sets. The best fit
parameters are listed in table 4.3 for the single Langevin model. The single Langevin
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Figure 4.8: M vs H response for sample A at 75 and 100 K (black and red) fitted
with a single Langevin function (a) χ2Red = 8.27) or a dual Langevin function (b)
χ2Red = 0.97) corrected in both cases by a diamagnetic background. Inset - re-plotted
at higher magnification.
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Parameter Single Langevin model Dual Langevin model Units
µ1 6.50(6) 9.9(1) kµB
µ2 n/a 2.00(6) kµB
MS1(75 K) 22.2(1)× 10−3 14.4(2)× 10−3 emu cm−3
MS2(75 K) n/a 9.6(2)× 10−3 emu cm−3
MS1(100 K) 21.8(1)× 10−3 15.0(2)× 10−3 emu cm−3
MS2(100 K) n/a 8.5(2)× 10−3 emu cm−3
b 0(2) −1.3(1)× 10−7 emu cm−3 Oe−1
χ2red 10.8 0.97 n/a
Table 4.3: Best fit parameters for the Single and Dual Langevin M vs H response
for sample A (see figure 4.8).
model is the simplest approach to modelling the magnetic response of these materi-
als,36;52 however, the relatively large value of χ2red suggests it is unsuitable. A close
inspection of the data (figure 4.8 Inset) reveals that the model both overestimates
M
Ms at low H and underestimates
M
Ms at high H.
An improved model is suggested in which the magnetic response consists
of a super-position of two Langevin functions, again corrected by a diamagnetic
magnetisation and the experimentally derived Weiss temperature. Each Langevin
function is individually weighted by its MS value. The fit was carried out following
the same procedure, fitting both M75 K and M100 K data sets simultaneously, sharing
values of µ1 and µ2, the magnitudes of the magnetic moments, b, the diamagnetic
correction term, and θ = −4.6 K (from the earlier M vs T analysis). The best fit
parameters are displayed in table 4.3 for the dual Langevin model - with a χ2red ≈ 1.
Figure 4.8b displays the dual Langevin model, both across the full data range and
in the region the single Langevin model diverged.
The dual Langevin model appears to accurately reproduce the magnetisation
of this nano-particle system - however, the physical meaning of this model needs
to be considered. In the literature, it is generally assumed that a nano-particle
system of this type will have a log normal distribution of particle sizes29;151;152 -
due to the nucleation/ growth kinetics of the synthesis. As demonstrated in section
2.3.2, a log normal distribution of magnetic particles can be modelled by a pair of
Langevin functions - occurring at ≈ 20% and 80% of the cumulative distribution.
If we assume that this system follows a similar behaviour we can expect a mean
moment per particle, µaverage = 4.45(7) kµB.
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4.2.4 Magnetic moment to volume conversions.
These values of µ deduced from the corrected Langevin method can then be con-
verted into particle sizes, assuming the bulk magnetisation of Ni,153 0.61 µB atom
−1,
and the density calculated from electron diffraction, ρ = 7.68(6) g cm−3. These cal-
culations result in an average particle size dmean = 5.6(1) nm with 20− 80% limits
at d20% = 4.2(1) nm and d80% = 7.3(1) nm. Comparing these values to the particle
sizes observed under TEM, dTEM = 8.88(7) nm with a range over 7 to 10 nm, this
appears to underestimate the actual particle size by ≈ 3 nm. This is consistent with
previous work,52 which suggests the outer-layer exists as a magnetic “dead layer”.
It is possible that this outer structure consists of the species that give rise
to the high H Curie-tail as suggested for the ferrite materials.97;154 The evidence
so far suggests a core-shell model in which the core consists of a traditional single
domain moment surrounded by a shell of micro domains (≈ 10 µB per site) with a
weak antiferromagnetic correlation to the core. If this is true then the size of the
“dead-layer” and the saturated magnetisation of the smaller magnetic species should
be linked.
The magnetic volume calculated at this point represents the high T satura-
tion, while our earlier analysis of the high magnetic field M vs T curves show a
significant growth in magnetisation at lower temperatures. If the earlier hypothesis
that the magnetic species causing the high H Curie-tail contribution arises from the
surface of the particle then it may serve as a volume correction term when analysing
catalyst crystallite sizes.
Assuming that the super-paramagnetic saturation magnetisation, β, arises
purely from the core structure and the projected saturation of the Curie-tail arises
purely from the shell - we can use the previously calculated average moment to
determine the average magnetic moment in the outer-layer, µshell = 25.18(6) kµB.
If we assume that the average particle size from TEM is the “true” particle size and
the Langevin fit to the high T , M vs H data accurately reflects the size of the core, we
can determine the average volume of the outer shell structure, Vshell = 270(10) nm
3.
If we assume the density in the shell is equivalent to the value found from electron
microscopy we can use these two values to deduce the average moment per atom,
µ = 1.17(6) µB atom
−1.
An increase in magnetic moment for nano-sized Ni has previously been re-
ported155;156;157 for smaller Ni clusters (7 to 30 atoms). The magnetic moment was
found to increase to µ = 1.80 µB atom
−1,155 suggesting a value of 1.17 is experi-
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mentally feasible. The reason for this increase from µbulk has been suggested to arise
from a variety of parameters including most notably the surface chemistry.157 The
addition of carbon monoxide has been shown to lead to a decrease in the average
magnetic moment in Nickel157 due to a donation of electron density from the Ni
surface states to the carbon monoxide pi∗ orbitals.158 In the systems reported here
the ligands have amine and phosphine head groups, strong σ donating groups.159
This character would have the opposite effect to the electron withdrawing carbon
monoxide - increasing the electron density in the surface states and hence increasing
the value of µ per atom compared to the non-functionalised material.
If this value of µ is accurate it would suggest that the outer-shell structure
is composed of clusters, consisting of several atoms of ferromagnetically ordered Ni
within each cluster but with the clusters experiencing an antiferromagnetic corre-
lation between nearest neighbours. Such a structure would be difficult to observe
experimentally due to the atomic resolution, low temperatures and high applied mag-
netic fields required. However, the analysis of particle size only requires a method
for projecting the relative magnetisations from the core and shell structures - not a
complete understanding of the physical mechanisms that lead to the structures.
Sample A is consistent with a poly-disperse system of nanoparticles with a
magnetic core-shell structure. The core comprises a single ferromagnetic domain
with an average magnetic moment 4.45(9) kµB and 20-80% limits to a log-normal
distribution at 2.00(2) kµB and 9.9(1) kµB respectively with an associated magneti-
sation consistent with a super-paramagnetic species experiencing a weak antiferro-
magnetic correlation between either the core and shell structure or between nearest
neighbour particles. The shell comprises micro-clusters of ferromagnetically order
Ni, with a weak antiferromagnetic correlation between individual clusters.
An antiferromagnetic correlation between nanoparticles is surprising given
the low loading of Ni used (≈ 1%). It is possible that due to the narrow polydispersity
of the nanoparticles some colloidal crystal structure has developed with the Fomblin
- giving rise to localised clusters of nanoparticles.
4.2.5 Blocking temperature analysis.
The method for particle sizing discussed up to this point of the thesis has limited
industrial application due to the heavy time demand, requiring data sets taken across
a range of the H−T parameter space and several self-consistent correction factors. If
these techniques are to be employed in an industrial setting a quicker measurement
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Figure 4.9: Temperature dependence of the difference in magnetisation between the
ZFC and FC M vs T data sets for sample A. The rate of change in ∆M is propor-
tional to the volume of material that “unblocks” within the temperature window.
The distribution of ∆M has been fit by a pair of cumulative Gaussian distribu-
tions. These functions have no inherent meaning within the data and serve purely
to smooth the data prior to differentiation. Inset - the probabilistic Gaussian distri-
butions used to fit the ∆M vs T data sets. the relationship between a cumulative
and probability distribution is the differential function.
protocol is desirable. As described in section 2.3.1 the difference between the zero-
field cooled (ZFC) and field cooled (FC) data sets can be used to determine the
distribution in unblocking temperatures62 - and hence the distribution of particle
sizes.
Figure 4.9 demonstrates the variation in the difference between the ZFC and
FC data, ∆M , as a function of temperature for sample A using the data previ-
ously presented in figure 4.7. As T increases the ∆M decreases at an increasing
rate up-to ≈ 10 − 15 K, after which the curve becomes shallower and approaches
a constant value (near zero) at T > 40 K. The calculated ∆M above this point
is slightly displaced from zero due to the minor difference in trapped field within
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the superconducting magnet after a zero-field cool (Hcool = 0 Oe) and a field cool
(Hcool = 10 kOe). The red line in figure 4.9 is a fit to an arbitrary function, com-
prising two cumulative Gaussian distributions, in order to smooth the data prior to
differentiation.
The inset to figure 4.9 is the associated Gaussian distributions, re-normalized
to unity. This function represents the distribution of blocking temperatures, arising
when the particles undergo the dynamic transition from the “blocked” hysteretic
behaviour to the reversible, paramagnetic behaviour. It is normally assumed that the
material has a uni-axial anisotropy,41 e.g. h.c.p. cobalt, and the dynamic transition
follows a Ne´el relaxation.160 As a result if we assume an order of magnitude for the
time scale per measurement, this relationship can be simplified to a linear conversion
between particle volume and blocking temperature, TB, via the materials anisotropy
constant, K.161
Bulk Ni has a relatively small magneto-crystalline anisotropy constant in
comparison to other itinerant ferromagnetic materials,162 KBulk = 5, 500 J m
−3,
giving the widest range of particle volumes in the temperature window easily acces-
sible (2 to 400 K). The experimental TB distribution reaches a maxima at T ≈ 11 K,
and has mean value, TB = 14.1(5) K. This average ignores any particles with a TB
below 2 K due to the thermal limitations of the M vs T scan.
This mean value of TB would be consistent with a mean particle volume,
Vaverage = 880(30) nm
3, and a diameter daverage = 11.9(1) nm (assuming KBulk), a
sizeable overestimation compared to the TEM and Langevin magnetism analysis.
A discrepancy between the particle size given via this method and TEM is
likely due to an increase in particle anisotropy on reduction to the nano-regime.162
Previous studies have suggested that, due to the increase in surface states, nano-
particles can develop several novel anisotropic structures.60 The simplest method
to study anisotropy is via torque magnetometry of a single crystal163 - but as we
are studying a random ensemble of particles this method is of limited use. Instead,
a comparison of nuclear particle volume (via TEM) and the magnetic core volume
(from the Langevin method) and the experimental blocking temperature will quan-
tify for the anisotropy constant under different assumptions.
For sample A, using the average particle sizes from TEM, dTEM = 8.88(7) nm,
and the Langevin magnetism, dLangevin = 5.6(1) nm, a pair of experimental anisotropy
constants can be found, KNanoNuclear = 13.3(6)× 103 J m−3 when converting from
the TEM determined diameter and KNanoMagnetic = 30(2) × 103 J m−3 from the
Langevin determined diameter. These two values reflect the magnitude of the
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anisotropy if the core magnetic moment has to overcome the magneto-crystalline
energy arising from the particle, as imaged under TEM, or purely the magnetic core
structure. It is unclear yet which of these two terms correctly describes the system,
however, from a practical view if either a universal value, or the temperature depen-
dence of, K can be determined this TB method could serve as a rapid particle sizing
technique.
Having carried out a full analysis of sample A we need to check for consistency
over a small change in volume first before exploring a wider range.
4.3 Sample B
An analysis of sample B will demonstrate how consistent the values produced by
the Langevin approach are for sizing particles. As sample B was synthesised using
the same surfactant system there will be no change in surface chemistry compared
to sample A. As such any changes in behaviour will be due to the small change in
particle diameter (≈ 1 nm).
4.3.1 Evidence of single domain ferromagnet behaviour
To begin with it is important to show a similar behaviour to sample A with respect
to changes in the M vs H loops as a function of sample temperature. Due to the
change in particle volume, super-paramagnetic behaviour will be observed at a lower
temperature for sample B; however we should still observe a gradual decrease in
coercivity and an increase in the low T , high H magnetisation.
Figure 4.10 shows the variation in M vs H behaviour for sample B across the
same temperature range as investigated for sample A (figure 4.5). Sample B shows
the same super-paramagnetic behaviour as described for sample A, with a decrease
in both MR and HC with increasing temperature. Comparing the data sets taken at
2 K, sample B appears to have a larger magnetic response than sample A at equiva-
lent applied fields, MB,H=5 kOe ≈ 0.05 emu cm−3 cf. MA,H=5 kOe ≈ 0.035 emu cm−3,
despite a similar value at high T (at 100 K, MB,H=10 kOe ≈ 0.025 emu cm−3 cf.
MA,H=10 kOe ≈ 0.022 emu cm−3). The growth in magnetisation at low temperatures
for sample A was suggested to be due to the “dead-layer”, and a relative increase in
the magnetic term arising from the surface would indicate either an increase in the
surface state thickness or in the magnetic moment arising from the surface atoms.
The temperature range over which sample B transitions from the blocked
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Figure 4.10: M vs H responses for sample B taken at low T (a) and high T (b).
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to the super-paramagnetic state appears to occur within a similar range to sample
A, with a reversible behaviour observed at T > 50 K. The three magnetic curves
taken in the high temperature range (T = 50, 75 and 100 K) all show a reversible
magnetisation consistent with a Langevin behaviour but, as with the low T data,
MS is increased (≈ 0.03 emu cm−3) in comparison to sample A. The three high
T curves show a similar diamagnetic term at high H as reported for sample A,
χ = −3(1)× 10−7 emu cm−3 Oe−1, with the Fomblin grease the dominant source of
this term.
The inset to figure 4.10 demonstrates the possibility of a universal magnetic
behaviour across multiple temperatures for sample B. As was observed for sample
A, the higher T curves at 75 and 100 K appear to have a shared behaviour but the
data taken at 50 K differs from a universal MMS vs
H
T behaviour. Hence the M vs T
analysis needs to be repeated in order to determine the Weiss temperature correction
factor.
The M vs H analysis again shows a marked increase in the magnetisation as
low T and high H so the analysis will again begin with an attempt to understand
the magnitude of this contribution compared to the “super-paramagnetic” material
and quantify any correlations.
4.3.2 Curie-tail behaviour at high H
Figure 4.11 a) shows the M vs T behaviour of sample B at high applied fields,
(10 and 50 kOe). As seen for sample A in figure 4.6 the core of the nano-particle
appears to have reached near saturation by 10 kOe, with the low T region difference
caused by the smaller paramagnetic moments previously assigned to the outer-shell
structure. The high H, 1χ behaviour has also been plotted in figure 4.11 b). As
was the case for sample A, the low T data shows a linear behaviour for the highest
applied field (H = 50 kOe) with a projected T intersect below zero, again requiring
a Weiss temperature term to be included in the analysis.
Once again the data has been fit with equation 4.3 in order to check the
low T Curie-Weiss behaviour. The fit was carried out the data collected at both
applied fields simultaneously with shared values for all free parameters. The best fit
parameters to this model are given in table 4.4.
The model once again appears to accurately reproduce the magnetisation,
with a value of β close to the saturation magnetisation observed in figure 4.10, and
a χ2red ≈ 1. Interestingly the values of θ, µ and α are close to those found for sample
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Figure 4.11: M vs T curves for sample B taken at H = 10 (green), and 50 (or-
ange) kOe with associated fits to equation 4.3. The curves show a clear paramag-
netic response at low T on top of a weakly H dependent magnetic term at higher T .
b) The high H magnetic susceptibility as a function of T .
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Parameter Value Units
µ 8.44(3) µB
MS 0.1037(3) emu cm
−3
θ -5.65(2) K
α 5.27(2)× 10−5 K−1.5
β 28.09(1)× 10−3 emu cm−3
b −2.137(3)× 10−7 emu cm−3 Oe−1
χ2red 1.16 n/a
Table 4.4: Best fit parameters of the model described in equation 4.3 to the high
H, M vs T data sets reported in figure 4.11. The field independent nature of the
spin-wave coefficients α and β imply that the core ferromagnetic moments fitted at
high T are saturated in all cases. The diamagnetic term, b, is consistent with the
measured susceptibility of Fomblin grease.
A - suggesting that any volume dependence is small. The Weiss temperature term,
θ, is again negative suggesting the core, super-paramagnetic domains experience an
antiferromagnetic correlation between neighbouring nano-particles.
4.3.3 Corrected Langevin function analysis
With the high H data analysed the next stage is to identify the temperature region
in which the magnetic response is reversible and if the core θ value is comparable to
the value found for sample A.
Figure 4.12 shows the magnetic behaviour of sample B as a function of tem-
perature, after both zero-field cooling and field cooling (following the same protocol
as outlined for sample A, HMeasure = 100 Oe, HFC = 10 kOe). As with sample
A, sample B demonstrates a marked difference between the ZFC and FC magnetic
response at low temperatures, with MZFC gradually increasing and MFC decreasing
as temperature increases until the two share a magnetic response. Sample B has a
slight offset between MZFC and MFC in the high temperature regime, T > 40 K,
due to a difference in trapped field from the application of HFC . Apart from this
the behaviour is qualitatively the same as observed for sample A (see figure 4.7).
The best fit to the high T response is displayed on figure 4.12 as the dashed
black line and represents a fit to a Langevin function with average magnetic moment,
µ, with an added Weiss temperature term, θ. For the fit the magnetic saturation
and diamagnetic background were set as the values found in the high H Curie-tail
analysis and the best fit parameters to this model are given in table 4.5. This model
is in comparison to the simpler Curie law, χred = 13.81, again demonstrating the
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Figure 4.12: M vs T behaviour of sample B taken at H = 100 Oe in both ZFC
(green, Hcool = 0 Oe) and FC (orange, Hcool = 10 kOe) conditions. At T greater
than ≈ 40 K the cooling field has little effect on the M vs T response. The black
dashed line is the fit to the high T data, T > 50 K, of the Curie-Weiss law with a
diamagnetic background. Inset - the 1χ behaviour of the FC data set corrected for
the Fomblin background.
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Parameter Weiss-corrected Langevin Units
µ 5.81(2) kµB
θ -3.8(2)(1) K
χ2red 0.86 n/a
Table 4.5: Best fit parameters for the Langevin model corrected by a Weiss constant
to the high T , M vs T response of sample B at H = 100 Oe.
necessity of the Weiss temperature term.
The parameters of best fit for sample B are very similar to those for sample
A, with a comparable value for the Weiss temperature and a decrease in the average
magnetic moment, µ, as expected for a decrease in average particle size. As with
sample A, the value of θ suggests that these magnetic species experience an antifer-
romagnetic correlation between neighbouring nanoparticles - previously suggested
to arise from either inter-particle dipole-dipole or RKKY interactions. With the
lack of a conducting media an RKKY interaction is highly unlikely, suggesting the
dipole-dipole interaction is more likely. Due to the low loading of Ni used in the mag-
netisation study samples, dipole-dipole interactions should be weak, suggesting that
some extent of colloidal crystal templating has occurred. The self-assembly would
decrease inter-particle distance, hence increasing the strength of the dipole-dipole
interaction.
Now that the thermal correction term has been determined the moment per
particle can again be deduced using the corrected Langevin method. Figure 4.13 is
the M vs H behaviour of sample B at 75 and 100 K and the fit of the Langevin
function corrected by the Weiss temperature term found during the M vs T analysis.
As with sample A, both a single and dual Langevin model were fit to the data sets.
In both cases the fits were carried out on the 75 and 100 K data sets simultaneously
with shared values of µ and temperature dependent values of MS . The Langevin
function is corrected by a Weiss temperature, θ = −3.8 K and, as with the M vs T
analysis, the diamagnetic correction, b, found during the high H, M vs T analysis.
The best fit parameters are listed in table 4.6.
The dual Langevin model gives a superior fit to the M vs H data, with a
χ2red closer to unity and a closer reproduction of the magnetisation in the range 1
to 5 kOe (the same region the single Langevin model struggled to reproduce for
sample A). Making the same assumption of a log normal particle size distribution
and hence that µ1 and µ2 represent the continuous probability distribution at 80
and 20% of the maxima (respectively) a mean moment per particle can be deduced,
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Figure 4.13: M vs H response of sample B taken at 75 (black) and 100 (red) K
and the associated fits to a single Langevin model (figure a) and the proposed dual
Langevin model (figure b). Inset - a closer examination of the 10 to 50 kOe region of
the M vs H response in which the single Langevin model fails to accurately describe
the magnetisation cf. the dual Langevin model.
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Parameter Single Langevin model Dual Langevin model Units
µ1 5.48(5) 8.7(1) kµB
µ2 n/a 1.73(4) kµB
MS1(75 K) 26.49(9)× 10−3 17.7(2)× 10−3 emu cm−3
MS2(75 K) n/a 9.9(2)× 10−3 emu cm−3
MS1(100 K) 26.97(9)× 10−3 17.0(3)× 10−3 emu cm−3
MS2(100 K) n/a 11.6(2)× 10−3 emu cm−3
χ2red 17.75 1.05
Table 4.6: Best fit parameters for the Single and Dual Langevin M vs H response
for sample B (see figure 4.13).
µaverage = 3.88(9) kµB.
4.3.4 Magnetic moment to volume conversions
Following the same procedure for sample A (using the bulk value of µB atom
−1 and
the electron diffraction value of ρ) these magnetic moment terms can be converted
into particle sizes, resulting in a mean particle size dmean = 5.3(1) nm with 20 - 80%
limits at d20% = 4.2(1) nm and d80% = 7.2(1) nm. Comparing these values to those
observed in TEM, dTEM = 7.69(6) nm with a range over 6 to 9 nm, there is a clear
underestimation of the particle size by ≈ 2 nm.
The surface contribution is analysed as for sample A, assuming that at high
H the core acts as a saturated single domain and the shell has a Curie-corrected
Langevin behaviour. Using the values obtained from modelling the high H Curie-tail
earlier (β and MS) each nanoparticle shell would have an average total magnetisation
of 14(3) kµB. Comparing the TEM and Langevin average particle sizes the average
volume of the outer shell can be calculated, VShell = 160(10) nm, giving an estimate
for the moment per atom within the shell, µ = 1.16(6) µB atom
−1.
Analysis of sample B in this way serves to reinforce the conclusions drawn
from sample A - with a value of the average moment per atom in the surface state
consistent between the similar sized samples. The increased value from bulk is again
likely due to the σ-donating character of the ligands but the particle size has not
effected the value, which is promising for a universal conversion value.
4.3.5 Blocking temperature analysis
Aside from an average particle size, the particle size distribution may also be mapped
via the ZFC/ FC analysis (as demonstrated for sample A in figure 4.9). Figure 4.14 is
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Figure 4.14: The temperature dependence of the difference in magnetisation between
MZFC and MFC as a function of T for sample B. The distribution of ∆M has been
fit by a pair of cumulative Gaussian distributions. Inset - the Gaussian distributions
used to fit ∆M vs T data sets.
the difference between the ZFC and FC data sets, ∆M , as a function of temperature
for sample B (using the data sets presented in figure 4.12). As is to be expected,
increasing the temperature causes a gradual decrease in ∆M , before tending to a
constant value at T greater than ≈ 40 K. The distribution of ∆M was fitted with an
arbitrary function in order to smooth the data prior to differentiation, in this case
using a pair of cumulative Gaussian functions, shown as the red line in the main
figure.
The inset to figure 4.14 is the differential of the cumulative distribution fit
to the data and represent the distribution of the temperature derivative of ∆M as a
function of temperature - or put simply the blocking temperature distribution. Using
this distribution, the mean value of TB (excluding data below 2 K) is 9.8(4) K. A
mean value was taken in order to make direct comparisons to the TEM and Langevin
particle sizes but has required the assumption that data below 2 K is irrelevant -
leading to a possible overestimation of the average TB and hence in K during the
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Sample nNi (mmol) nOleyl amine (mmol) nTrioctyl phosphine (mmol)
C 1 21 0
D 2 21 3
Table 4.7: Synthesis parameters for the two nanoparticle preparations, C and D.
next step of the analysis.
For sample B, using the average particle sizes from TEM, dTEM = 7.69(6) nm,
and the Langevin magnetism, dLangevin = 5.3(1) nm, a pair of experimental anisotropy
constants can be found, KNanoNuclear = 14.2(7) × 103 J m−3 and KNanoMagnetic =
28(2) × 103 J m−3. These two values reflect the magnitude of the anisotropy if the
core magnetic moment has to overcome the magneto-crystalline energy arising from
the total nano-particle, including the outer-shell, and purely the core structure. In-
terestingly both of these values are in close agreement with those found from sample
A (KNanoNuclear = 13.3(6) × 103 J m−3 and KNanoMagnetic = 30(2) × 103 J m−3)
suggesting that this thermal magneto approach may provide a new reliable tech-
nique if the catalytic ferromagnetic deposits are not strongly affected by the change
in surface chemistry caused by adding a support material.164
The limitation to this work at present is that only 2 samples of similar particle
size have been investigated. In order to broaden the scope, this analysis will be
repeated (for a set of larger particles) focusing on the highest TB accessible within
our experimental limits with a slight change in measurement protocol aimed at
decreasing the time required for data collection.
4.4 Synthesis of sample C & D; variation of particle size
via reagent control
4.4.1 Synthesis
Having already demonstrated that a variation in the synthesis temperature gives a
small change in average particle size (≈ 1 nm) an alternative variable is required to
give a wider range of particle sizes. Changes to the Ni(acac2)/ surfactant mixture
will alter the micellar system - creating a change in average particle size. With this
in mind, the synthesis described in section 3.2.1 was repeated, but the number of
moles, n, altered as described in table 4.7. This change in reaction conditions led to
the synthesis of two further samples, C and D, with larger average particle sizes.
91
4.4.2 TEM analysis
TEM images of the two sets of NP samples were taken via the same method as
detailed in section 4.1.2 using the Technai F20 TEM operating at 200 kV. Figure
4.15 shows typical TEM images for the two samples and the associated particle size
histograms acquired following the same method as outlined in section 4.1.2.
TEM analysis demonstrates that both changes to the reaction conditions have
led to a larger average particle size, with average particle diameters of 23.0(4) and
12.19(7) nm, for samples C and D respectively. Interestingly sample C appears to
have lost the tight particle size distribution observed for samples A, B and now D -
this is evident both in the particle size histogram and in the loss of the well ordered
colloidal crystal packing in the TEM image. These samples give a much broader
range of particle sizes to calibrate the magnetic granulometry technique prior to
applying the method to catalysts - with sample C being of particular interest as it
pushes the limits of the single domain assumption (theoretically applicable up to
≈ 40 nm)38;39 and demonstrate the effect of a large polydispersity on the magnetic
properties.
4.5 Magnetization studies of Sample C
DC magnetisation measurements were carried out following the same procedure as
outlined for samples A and B in section 4.2 using a Quantum Design MPMS SQUID
magnetometer working in DC mode with the NP materials suspended in the fluo-
rinated grease. For both sample M vs H loops were taken at 200 K with HMax =
50 kOe for the Langevin method, and M vs T loops were taken at both high and
low applied fields with the data analysed via the “three-term” model and blocking
temperature approaches, respectively.
4.5.1 Langevin analysis
Based on the analysis carried out on samples A and B the analysis will be simplified
for sample C. This is achieved by assuming from the outset that the nanoparticles
are single domain systems and by carrying out the Langevin M vs H analysis at a
higher temperature (T = 200 K). An increase in the temperature for the Langevin
analysis means that the necessity of the θ correction is reduced (as T + θ tends to T
at high temperatures) so the low H, M vs T analysis can be excluded. This serves
the purpose of both decreasing the quantity of data required and means that for
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Figure 4.15: A typical TEM image and associated particle size histogram for sample
C (images a and b) and D (images c and d).
93
Figure 4.16: M vs H data set for sample C taken at T = 200 K. The data has
been fit by both a Single and Dual Langevin function model (black and green lines
respectively) and the parameters of these fits are listed in table 4.8. Inset - the H
region 0.5 to 5 kOe for sample C.
samples that have high blocking temperatures only a small temperature range in
which the magnetisation is reversible is required.
Figure 4.16 shows the M vs H data taken for sample C at 200 K. The
measured magnetisation was reversible at applied fields greater than 500 Oe with a
small residual magnetisation, MR, (magnetisation at H = 0 Oe, post saturation).
The low field hysteretic behaviour and small MR indicate that some of the particles
are still within the “blocked” state - the temperature is too low for them to behave
as paramagnetic material. This may cause a systematic error in the application of
the Langevin approach - as it assumes the material acts as a simple paramagnet
with increased magnetic moment.
The M vs H data taken at T = 200 K, shown in figure 4.16, was fit with
both the Single and dual Langevin models for comparison (shown as the black and
green lines, respectively) and the best fit parameters are summarised in table 4.8.
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Parameter Single Langevin Dual Langevin Units
µ1 33.4(2) 98(3) kµB
µ2 n/a 17.0(2) kµB
MS1 69.36(7)× 10−3 35.12(2)× 10−3 emu cm−3
MS2 n/a 35.12(2)× 10−3 emu cm−3
b −2.0(1)× 10−7 −3.05(6)× 10−7 emu cm−3 Oe−1
χ2red 1.32 0.31 n/a
Table 4.8: Best fit parameters for the Single and dual Langevin models to the T =
200 K data sets shown in figure 4.16.
Interestingly, both the Single Langevin and dual Langevin models give a reasonable
reproduction of the data, with the inset to figure 4.16 demonstrating a close agree-
ment between model and data in the H region normally poorly described by the
single Langevin model. Similarly, the values of χ2red for the single Langevin model
is greatly reduced for sample C compared to samples A and B. The dual Langevin
model does give a better reproduction of the data, however, the improvement in the
fit is too small to demand an increase from 3 to 5 free parameters. As a result in
this case we will use the value of µ from the single Langevin model as the average
moment per particle.
The value of µaverage has increased significantly when compared to samples
A and B, 33.4(2) kµB cf. 4.45(7) and 3.88(9) kµB, respectively, suggesting that
the super-paramagnetic signal is scaling with increasing particle size - as expected.
However, using the value of ρ found earlier and assuming 0.61 µB atom
−1 a particle
with 33.4(2) kµB would have a diameter of 11.0(2) nm - which compared to the
average particle size found in TEM, dTEM = 23.0(4), is a larger reduction then for
earlier samples, both in absolute values (12 nm cf. ≈ 2 nm) and in relative terms
(≈ 50% of dTEM for sample C cf. ≈ 30%).
As the particle diameter has increased there appears to be an increasing
discrepancy between the dTEM and dLangevin values. This increasing discrepancy
suggests a growing contribution from the magnetic “shell”, as a result of both an
increased surface area per particle and a decrease in the energy preference for a single
domain particle.
4.5.2 Curie behaviour at high H
Figure 4.17 is the M vs T data taken at high applied fields, H = 50 (orange), and
20 (green) kOe, in the temperature range 5 to 200 K. As with the previous high H
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Figure 4.17: The M vs T behaviour of sample C taken at H = 20 (green) and 50 kOe
(orange). At 40 to 70 K there is a clear feature in the 50 kOe magnetisation which
arises from trapped O2 as it passes from antiferromagnetic to paramagnetic.
165 The
lines represent the best fit to the data of the “three term” model and the parameters
are summarised in table 4.9.
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Parameter Value Units
µ 3.6(2) µB
MS 0.49(3) emu cm
−3
θ -3.1(1) K
α 1.98(6)× 10−5 K−1.5
β 78.2(1)× 10−3 emu cm−3
b −5.45(3)× 10−7 emu cm−3 Oe−1
χ2red 1.13 n/a
Table 4.9: Best fit parameters for the three term model to the M vs T data sets
reported in figure 4.17.
studies the magnetisation increases rapidly in a Curie behaviour as the temperature
is reduced, suggesting the presence of a paramagnetic contribution from a magnetic
moment on the order of 10 µB. However, unlike in previous measurements each
of the M vs T data sets show a small bump at ≈ 40 to 60 K. This feature is
commonly attributed to trapped molecular oxygen,165 arising during the transition
from antiferromagnetic to paramagnetic, and despite attempts to flush the sample
with inert gas it was never fully removed - suggesting a small physisorption to either
the nanoparticles or Fomblin grease. As a result any analysis will be carried out
using the data excluding the region 40 to 60 K in each data set.
In order to quantify the magnetic contribution arising from the surface species
the M vs T data sets were fit with the “three term” model described earlier in section
4.2.2. The fit was carried out on both data sets (50, and 20 kOe) simultaneously
with all parameters shared. The solid lines on figure 4.17 represent the calculated
best fits of the model and the best fit parameters are summarised in table 4.9.
The three term model appear to closely reproduce the M vs T data taken
for sample C (ignoring the oxygen feature), with a χ2red close to unity and both
magnetisations (H = 20, and 50 kOe) lying on their predicted curves. The best
fit parameters likewise are on the same scale as for samples A and B, with a slight
reduction in µ and θ. The magnitude of the diamagnetic background, b, is increased
compared to the Langevin function fit but this is because at high T the small moment
paramagnetic term is linear adding a small positive contribution to the background.
Importantly, however, the ratio between the magnetic saturation of the shell, micro
paramagnetic domains and the core, super-paramagnetic signal is still relatively large
- and should serve as the necessary correction term to the Langevin analysed particle
size.
Assuming that the parameters MS and β are the magnetic saturation terms
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of the shell and core, respectively, it is possible to project the average moment per
shell, µshell = 210 (10) kµB. This represents a remarkable increase in the moment
arising from the shell, but this is unsurprising given both the greatly increased
surface contribution of the larger diameter particle and the underestimation of the
particle size from the Langevin approach. However, the “three term” model did
suggest that the average moment of each of these micro-domains is reduced when
compared to smaller particles - suggesting that either the average moment per atom
is reduced or the number of atoms per domain has decreased. So, by comparing
the average particle size from TEM, dTEM = 23.0(4) nm, with the size from the
Langevin approach, dLang = 11.0(6) nm, we can calculate the average shell volume,
VShell = 5.7(4)× 103 nm3, and hence convert this to an average moment per atom,
µ = 0.47(4)µB.
A value of µshell = 0.47(4) µB atom
−1 is decreased from the values reported
for sample A and B but is in keeping with the reduced value of µ suggested by the
three term model. The increased value of µShell compared to the bulk value was ear-
lier linked to the σ-donating effect of the ligands. As the particle radius is increased
the average distance to the surface states increases and so surface contributions are
expected to decrease. The result of this is that we should not be surprised to see
a decrease in the average shell moment as particle size increases. This effect may
in fact explain the reason for the large range of values reported for the magnetic
moment at the surface (ranging from 0.2 to 2 µB depending on sample thickness and
surface chemistry).155;146;157;166
Conversely, as the aim of this work is to produce a method of sizing industrial
catalysts, if we had simply assumed µshell = µbulk = 0.61 µB atom
−1 then the particle
size would have been estimated at d = 21(1) nm. This value of d undersizes by ≈
2 nm which is a marked improvement when compared to the errors on Scherrer
analysis and gas adsorption isotherms (on the order of 5 nm).
4.6 Magnetisation studies of sample D
Following the same protocols for sample C we will now apply the same magnetic
analysis to sample D, which has an average particle size from TEM of dTEM ≈ 12 nm.
This sample has a particle size mid way through the range already described, and
hence test our current size dependent hypotheses.
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Parameter Single Langevin Dual Langevin Units
µ1 11.7(1) 19.2(7) kµB
µ2 n/a 4.7(2) kµB
MS1 8.06(4)× 10−3 4.64(3)× 10−3 emu cm−3
MS2 n/a 4.17(3)× 10−3 emu cm−3
b −3.75(5)× 10−7 −4.49(5)× 10−7 emu cm−3 Oe−1
χ2red 7.90 1.37 n/a
Table 4.10: Best fit parameters for the Single and dual Langevin models to the T =
200 K data sets shown in figure 4.18.
4.6.1 Langevin analysis
Figure 4.18 shows the M vs H data taken for sample D at 200 K. The magnetisa-
tion is reversible with applied field at this temperature with a negligible remanent
magnetisation indicating that the material is above its blocking temperature and
the super-paramagnetic assumption is applicable. As with sample C, the M vs H
data has been taken at a higher temperature, 200 K, so that the θ correction term
becomes negligible and the low H, M vs T analysis can be removed - hence in-
creasing the speed of analysis, a key issue for industrial application. Inspection of
figure 4.18 the high H behaviour appears to have a larger diamagnetic signal than
samples A to C - however, the diamagnetic contribution is actually the same and it
is the scale of the super-paramagnetic contribution that is decreased due to a lower
loading of nanoparticles. As previously stated measuring the actual loading of Ni
within the Fomblin grease is impractical due to safety reasons but the fact we can
observe the super-paramagnetic behaviour at lower loading of Ni does highlight the
extreme sensitivity of the SQUID magnetometer to low Ni content.
The M vs H data was fit with both the Single and dual Langevin models,
shown as the black and green lines on figure 4.18 respectively, and the best fit
parameters are summarised in table 4.10. As with sample A and B it is the dual
Langevin model that gives the superior fit (a χ2red = 1.37 cf. 7.90 for the single
Langevin model) and as expected from the shape of the response the value of MS
is reduced compared to previous samples but the diamagnetic susceptibility, b, is
comparable.
The values of µ found using the dual Langevin model show a slight increase
when compared to samples A and B, but are smaller than sample C. Likewise,
assuming the 20 - 80% behaviour as earlier predicts a value of µaverage = 9.5(3) kµB,
again an increase compared to samples A and B but smaller than sample C. Following
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Figure 4.18: M vs H data set for sample D taken at T = 200 K. The data has
been fit by both a Single and Dual Langevin function model (black and green lines
respectively) and the parameters of these fits are listed in table 4.10. Inset - the H
region 0.5 to 5 kOe for sample D.
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Parameter Value Units
µ 12.1(1) µB
MS 0.0348(3) emu cm
−3
θ 15.0(2) K
α 2.2(2)× 10−5 K−1.5
β 9.36(3)× 10−3 emu cm−3
b −5.21(1)× 10−7 emu cm−3 Oe−1
χ2red 1.28 n/a
Table 4.11: Best fit parameters for the three term model to the M vs T data sets
reported in figure 4.19.
the same procedures as earlier this size of magnetic moment would predict an average
particle diameter of 7.2(3) nm, cf. dTEM = 12.19(7) nm. This is a reduction of ≈
5 nm - following the trend from samples A, B and C in which the larger diameter
had the larger reduction in diameter. If this particle follows the same behaviour as
previously seen we will expect to see a strong Curie-tail behaviour in the high H,
M vs T response and expect to find a value of µshell between 0.4 and 1.1 µB.
4.6.2 Curie behaviour at high H
Figure 4.19 is the M vs T data taken for sample D at H = 10 and 50 kOe (green
and orange respectively). As with previous measurements the Curie-tail feature is
clear at low temperatures, with a marked increase in M as T approaches 5 K. The
two most striking features, however, are the large difference between the 10 and
50 kOe data sets (again due to a low loading of Ni compared to previous samples)
and the apparent approach to saturation in the 10 kOe data set. Unlike previous
samples, which have a gradual increase in M on decreasing T to 5 K, the 10 kOe
data set appears to tend to a constant value in the range 5 to 15 K. This would
suggest that the Weiss temperature may have changed sign (mathematically giving
an asymptote at finite temperature) and the magnetic species leading to this Curie
behaviour have a ferromagnetic correlation. If this is the case the low T data will not
follow the proposed model and data approaching the Weiss temperature will need
to be ignored.
The data sets were fit by the three term model as previously described, with
both 10 and 50 kOe data sets sharing all free parameters. To allow for the possibility
of a positive Curie constant, data within 10 K of the Weiss temperature was excluded
from the fit. The resultant best fit is shown on figure 4.19 as the black lines and the
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Figure 4.19: M vs T behaviour of sample D taken at H = 10 (green) and 50 kOe
(orange). The lines represent the best fit to the data of the three term model and
the parameters are summarised in table 4.11.
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best fit parameters are summarised in table 4.11. Comparing the values found with
samples A to C, the values of α and b are of consistent size, however, µ has increased
and (as predicted) θ is now positive.
A change in sign of θ is a sign that the surface magnetic species are now corre-
lated ferromagnetically, instead of antiferromagnetically for previous samples. These
species still have too large a magnetic moment to arise from a single atom, suggest-
ing that this contribution to the magnetisation arises from multiple micro-domain
ordered ferromagnetically within the domain and then correlated ferromagnetically
to the neighbouring domains.
Corroboration of the value of θ can also be found by inspection of the zero-
field cooled M vs T data (inset to figure 4.19), which shows a sharp peak in the
magnetisation (unseen in the three previous samples where θ is negative) at 15 K.
While these two values matching is far from conclusive, it does strengthen the case
for a ferromagnetic correlation between the surface micro-clusters with θ ≈ 15 K.
Assuming at this stage that the parameters produced from the “three term”
model are accurate and following the procedures previously outlined, the predicted
average moment per shell, µshell = 35(1) kµB. As previously stated, the Langevin
and TEM predicted particle sizes differ by ≈ 5 nm, accounting for a volume, Vshell =
750(30) nm3, and hence a magnetic moment per atom of µshell = 0.59(3) µB. This
value follows the same size dependence as previously suggested with µshell being
slightly larger than that of sample D and close to the bulk value for Ni.
4.7 Summary and Conclusions
With the aim of verifying our methodology for determining the particle diameter
of ferromagnetic nanoparticles via magnetisation measurements, we have applied
the proposed method to 4 samples of Ni nanoparticle spanning the diameter range
(according to TEM) 7 to 23 nm. For these four samples it is suggested that the
Langevin fitting method previously described36;62;30 in literature to compare the
magnetic and physical volume of nanoparticles does not reflect the entire particle
(as has been previously suggested58;60;51) with a “dead layer” of magnetic material
at the surface.
An investigation of the low T , high H magnetisation suggests that the atoms
at the surface of the particle still possess a magnetic character and that at the surface
the average moment per atom is increased. The surface moments mirror the magneti-
sation previously measured for ferrite nanoparticles,97;154 demonstrating a Curie-tail
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dTEM (nm) dLang (nm) dMag (nm) Sample I.D.
7.69(6) 5.4(1) 9.0(2) B
8.88(7) 5.6(1) 10.6(2) A
12.19(7) 7.2(3) 12.1(5) D
23.0(4) 11.0(6) 21(1) C
Table 4.12: Summary of the particle sizes as found from TEM, the standard
Langevin, and the surface corrected Langevin methods described above. To make
comparisons easier the samples have been ordered based on their TEM sizes.
behaviour which is well modelled by a Weiss temperature corrected Langevin func-
tion, as previously applied to interacting “modified” super-paramagnetic systems.149
These surface moments are consistent with the local ferromagnetic ordering of micro-
clusters of atoms (≈ 10 atoms), giving rise to a effective magnetic moment much
larger than a single Ni atom could possess but much less than the comparable single
domain moments. These cluster moments then form a magnetic structure with a
“glassy” like behaviour, with the competing anisotropic and exchange interactions
giving rise to both ferromagnetic and antiferromagnetic correlations between the
surface magnetic micro-clusters.
Table 4.12 summarises the particle sizes predicted from TEM and Langevin
fitting as well as the predicted particle size using the surface correction assuming that
µsurface = 0.61 µB (the bulk value). This assumption has been made as the technique
is aimed at application to catalyst materials in which an exact comparison will not
be available and understanding the magnitude of the systematic error introduced
will describe the precision of this technique.
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Chapter 5
Magnetic properties of
Fischer-Tropsch and steam
reforming catalysts
With our experimental approach tested on nanoparticle materials we can now ad-
dress the industrial applicability of the magneto granulometry technique - whether
or not magnetometry can be applied to supported nano-crystallites of Ni and Co as
a method of determining their size. As previously stated the catalysts used indus-
trially are relatively complex,167 so the materials now being investigated will have
a much wider pool of variables, not all of which will be well characterised. In par-
ticular, the support-metal interactions,168 surface chemistry of the crystallites,169
and distribution of metal/metal-oxide in crystallites170 can be poorly defined, with
a wide variation between catalysts preparations.130
To determine the potential agreement between the standard industrial tech-
niques, of XRD and gas adsorption, and our proposed magnetometry methodology
we will study three industrial catalysts, following the same procedure outlined in
the previous chapter. We will first focus on the synthesis methods used to achieve
a range of Ni crystallite sizes (section 5.1) before detailing the analysis of crystal-
lite size via the current industrial methods of XRD and gas absorption utilised by
Johnson-Matthey (JM) (section 5.2). With crystallite size values obtained using
other techniques, and the relative difference between techniques which trouble cat-
alysts characterisation demonstrated, the chapter will then turn to the magnetic
techniques previously outlined. The magnetic analysis will first follow the Langevin
approach (section 5.3.1), determining the average moment per particle from the
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super-paramagnetic H response and converting it to a crystallite size, before investi-
gating the high H, M vs T behaviour to correct for the magnetic shell contribution
(section 5.3.2). To finish, we will return to the “blocking temperature” analysis,
described for samples A and B in the previous chapter (sections 4.2.5 and 4.3.5), to
identify if M vs T data is also of use in determining the average crystallite size, and
test for a sensitivity to a shift in the distribution of crystallite sizes (section 5.3.3).
5.1 Ni catalyst sample preparation
A standard Ni steam reforming catalyst was synthesised as described in section 3.2.2
by the Johnson-Matthey Chilton site. In order to achieve a range of particle sizes
the final thermal treatment/ reduction step was carried out at a three temperatures
(varying the treatment time in line with previous JM studies). The details of this
treatment are summarised in table 5.1.
Sample I.D. Reduction time (hours) Reduction temperature (◦C)
NiH 8 700
NiS 18 550
NiL 62 400
Table 5.1: Reduction conditions for the three Ni samples studied.
In order to demonstrate the applicability of magnetometry as a crystallite
sizing technique it is essential to compare the predicted crystallite sizes with the
current industrial techniques. These take the form of gas adsorption, giving a cata-
lyst surface area which can be converted to a crystallite size,24 and x-ray diffraction
(XRD), in which peak broadening can be converted to an average crystallite size.171
Crystallite sizing can also be done via transmission electron microscopy (TEM)172
however, due to the highly specialised nature, long sample preparation and poor im-
age contrast (due to the similar atomic number between Ca in the support cement
and the catalytic Ni), it is not a viable industrial technique.173
5.2 Ni catalyst - standard particle sizing techniques
5.2.1 Gas adsorption S.A.
Gas absorption isotherms have been measured, as previously outlined in section
3.1.5, using a H2 gas feed for each of the three sample preparations. The exper-
imental data for the gas adsorption studies carried out on the three preparations
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i)
Sample I.D. D.o.R. (%)) Abs.Strong (m
2 g−1) Abs.Total (m2 g−1)
NiH 98 17.7(5) 22.3(5)
NiS 81 17.5(5) 22.7(5)
NiL 61 20.9(5) 25.0(5)
ii)
Sample I.D. dStrong (nm) dTotal (nm)
NiH 14.5(4) 11.5(3)
NiS 12.1(3) 9.4(3)
NiL 7.6(2) 6.4(2)
Table 5.2: i) Measured gas adsorption and degree of reduction (D.o.R.) (taken from
TPR) values for the three catalyst preparations. ii) Calculated crystallite diameters,
d, based on both strong and total gas adsorption values.
(NiH , NiS and NiL) are given in table 5.2 i), reporting both total and strong ad-
sorption, alongside the degree of reduction (D.o.R.) for each sample, measured via
temperature-programmed reduction (TPR) by JM, Chilton. As is to be expected
the TPR indicates the higher the reduction temperature the higher the degree of
reduction.174
The gas absorption isotherm produces two measurements of the catalyst sur-
face area, Abs.Strong and AbsTotal. Abs.Total refers to the total quantity of feed gas
(H2 for our experiments) absorbed by the sample during a continuous flow, while
Abs.Strong refers to the quantity of Abs.Total that remains after exposure to a vac-
uum. These two values differ due to the different mechanisms of gas absorption,
physisorption (arising from weak, long range interactions e.g. van der Waals and
dipole-dipole) and chemisorption (arising from the chemical reaction of the surface
and feed gas),175 with Abs.Total dependent on both while Abs.Strong is dominated
by chemisorption.176
When analysing the particulate size from gas absorption isotherms there are
several factors to consider. Chemisorption favours a monolayer absorption com-
pared to the multi layered structure possible for physisorption,177 making analysis
of Abs.Strong simpler. However, the chemisorption, while stronger than the ph-
ysisorption, is also reversible meaning the value would reflect slightly less than a
monolayer structure. Depending on the catalyst in question the preferred quan-
tity varies (with different sections of JM relying on different analysis) hence we will
present the analysis for both values.
Using these values and following the procedure outlined earlier (see section
3.1.5) the catalyst surface area and degree of reduction can be converted to an
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average crystallite diameter.178;179;180;181 These converted values are given in table
5.2 ii).
Clearly there is a relatively large discrepancy between the particle sizes deter-
mined from Abs.Strong and Abs.Total, suggesting the mixture of Ni, NiO and catalyst
support have led to a variety of absorption kinetics.174 However, we do see a clear
growth in particle size with an increase in the reduction temperature and the particle
sizes are well within the diameter region already understood as being single domain
ferromagnetic materials,37 so the magnetic analysis should be applicable to these
three samples.
5.2.2 X-ray diffraction (XRD) broadening analysis
Extracting crystallite sizes from gas adsorption studies assumes that the gas binds
as a single, smooth monolayer and as such may over-estimate crystallite sizes (if
the crystallite surface has a rough, fractal structure). XRD analysis uses the line
broadening of the diffraction peaks to estimate crystallite size through the Scherrer
equation, with the relationship derived in section 3.1.2. Scherrer analysis has the
limitation that it assumes all line broadening arises from the particle size,182 exclud-
ing broadening due to strain and imperfections in the crystal lattice and hence will
always be an underestimation of the crystallite size. However, the two techniques
taken together give boundaries to the actual crystallite size.
The XRD patterns taken from powdered samples of the catalysts are shown in
figure 5.1. All 3 samples show scattering consistent with a mixture of bulk nickel183
and nickel oxide184 with an increasing NiO contribution for the lower reduction
temperature - consistent with the degree of reduction (see table 5.2).
The XRD diffraction patterns were taken using a monochromated x-ray source,
giving scattering from both the Cu Kα1 and Kα2 wavelengths. Hence, the XRD
peaks were fitted with a superposition of two peak shapes, in this case the Pearson
VII function,
I(q) = I0
(
1 +
4(2
1
s − 1)(q − q0)2
w2
)−s
, (5.1)
where I0 is the peak intensity, q0 is the peak centre, w is the full width half maxima
(FWHM), and s is the shape coefficient,185 sharing a d spacing but with individual
wavelengths (λ1 = 1.5406 A˚ and λ2 = 1.5444 A˚) where the intensity of the Kα2
peak is half that of the Kα1 peak. The four peaks assigned to nickel alone were fitted
109
Figure 5.1: XRD patterns taken for sample NiH (red), NiS (black) and NiL (blue)
in the range 30 < 2θ < 100. The pattern has been assigned to the scattering of bulk
nickel (*) and nickel oxide (◦). Inset - an example fit of a Pearson VII function to
the NiH peak at 2θ ≈ 76◦.
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2θ (◦) w (◦) τ (A˚) a (A˚)
51.493(5) 1.45(2) 68.0(9) 3.5488(3)
76.127(7) 1.54(2) 71.4(9) 3.5364(3)
92.726(8) 1.69(2) 74(1) 3.5324(2)
98.19(2) 1.46(8) 73(3) 3.5333(5)
Table 5.3: Best fit parameters for the Pearson VII function fit to the XRD pat-
terns for NiH alongside the Scherrer analysed average crystallite size, τ , and lattice
parameter, a.
with a shared value for the peak shape parameter, s, but individual peak widths,
w, and peak positions. The Pearson VII function has been chosen as a general peak
function, reproducing both Gaussian and Lorentzian peak shapes (s = ∞ and 1
respectively) as well as behaviour in between the two. The peaks closely reproduce
the data, with a typical peak fit shown in the inset to figure 5.1, and the best
fit parameters given in table 5.3 alongside the calculated average crystallite size
calculated, τ , and lattice parameters, a. The values of τ were calculated using the
Scherrer equation given in section 3.1.2 assuming a value of κ = 1.
The average crystallite size, τ , and lattice parameter, a, for the NiH sample
determined from the 4 peaks are not in agreement, demonstrating a range in excess
of the expected error, suggesting the current analysis is inaccurate. In order to
reduce the number of free parameters available to the fit, the diffraction pattern
is converted into q space, using the Kα1 wavelength, and the resulting diffraction
pattern shown in figure 5.2. By analysing the data in q space the peak width, w,
is no longer dependent on the peak position. Hence, the peak width, w, and peak
shape coefficient, s, can be shared between the 4 peaks when fitting.
To further reduce the number of free parameters, the q space diffraction
was fitted using a shared value of the lattice parameter, a, with the individual peak
positions determined from the d spacing for the relevant peaks following the equation,
d2 =
a2
h2 + k2 + l2
, (5.2)
assuming that the 4 peaks of interest in order of increasing q are the 200, 220, 113
and 222, respectively.
Fitting the NiH data set in this way fails to reproduce the data accurately,
with a χ2red. = 2.71 and a large discrepancy between the fit and data for the 200
peak (shown as the green line on the inset to figure 5.2). Calculating the skewness,
defined as
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Figure 5.2: XRD patterns taken for sample NiH (red), NiS (black) and NiL (blue)
converted into q space assuming λ = 1.5406 A˚. The pattern has been assigned to
the scattering of bulk nickel (*) and nickel oxide (◦). Inset - a comparison of the
Pearson VII fits with (yellow) and without (green) a shoulder to the NiH peak at
q ≈ 3.55 A˚.
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g =
1
n
∑n
i=1(x− x¯)3
( 1n
∑n
i=1(x− x¯)2)
3
2
, (5.3)
where x¯ is the mean of the x values, of the four peaks reveals a positive skew
for the higher intensity peaks. It appears that the peaks centred at q = 3.54 A˚−1
and q = 5.05 A˚−1 possess a shoulder at lower q, and hence the data is re-fit allowing
for a second peak function at both positions, applying the same wavelength split
between the Kα1 and Kα2, with a shared peak width and shape parameter. This
new approach gives an improved χ2red. = 1.26 and a close reproduction of the data
(shown as the yellow line on the inset to figure 5.2). The method has been repeated
on the samples NiS and NiL, with the diffraction patterns shown on figure 5.2, and
the best fit parameters summarised in table 5.4.
Sample a (A˚) w (A˚−1) s χ2red.
NiH 3.5334(2) 0.079(1) 1.19(9) 1.26
NiS 3.5315(4) 0.106(2) 1.1(2) 1.22
NiL 3.5324(6) 0.131(4) 1.4(3) 1.25
Table 5.4: Best fit parameters for the Pearson VII function fit to the XRD patterns
for NiH , NiS , and NiL samples.
The Pearson VII fit shows a variation in peak width, w, between samples.
In an XRD experiment we are measuring a Fourier transform of some real space
distribution, and when applied to the Scherrer analysis we are comparing the width
in reciprocal space, ∆q, to the correlation length in real space, ∆x 1
e
(i.e. the point at
which the real space function drops to 1e of its maximum). The relationship between
these two terms is dependent on the peak shape such that,
f
∆q
= ∆x 1
e
(5.4)
where f is 3.33 for a Gaussian and 2 for a Lorentzian peak shape. In the case of a
Pearson VII peak, the value of f will depend on the peak shape factor, s, but the
behaviour can be deduced from the general peak shape by taking the inverse Fourier
transform at q0 = 0 and A0 = 1. The variation in f as a function of s is shown in
figure 5.3. The value, f , is related to the Scherrer constant by a factor of pi (i.e.
κ = fpi ) and hence the normal Scherrer analysis assumption that κ = 0.9 only holds
at s ≈ 2.2.
With the general behaviour of f with variation in d determined, it is possible
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Figure 5.3: Variation in the conversion parameter, f , with the Pearson VII peak
shape coefficient, s.
to convert the experimental peak broadening into a real space value, reflecting the
radius at which the average scattering potential drops below 1e , and the values are
given in table 5.5. Clearly, the XRD determined particle sizes are smaller than
those determined from gas adsorption isotherms, but this is not surprising. The line
broadening in q relates to the correlation length of the real space scatterer, taking
into account the range of particle sizes and any variation in scattering intensity
between the centre and surface of the crystallites, while the gas adsorption is a
surface technique, following only the outer most atoms.
Sample f dXRD (A˚)
NiH 2.28(9) 58(2)
NiS 2.2(2) 42(2)
NiL 2.5(2) 38(3)
Table 5.5: q space XRD analysis summary for the samples NiH , NiS , and NiL.
In order to explain the difference between gas adsorption and XRD particle
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Figure 5.4: Real space scattering intensity of the samples NiH (red), NiS (black),
and NiL (blue) determined from the inverse Fourier transform of the peak shape.
The solid lines represent the particle diameters from the gas adsorption studies and
the predicted real space scattering intensities.
sizes, the real space scattering intensity is plotted as figure 5.4 with the equivalent gas
adsorption particle sizes (from both strong and total values) included for comparison
as the coloured rectangles, with thickness representative of the standard error. A
disagreement between XRD and gas adsorption is generally expected due to the
assumptions made during data analysis, but by comparing the real space scattering
distribution of the XRD with the gas adsorption sizes it becomes clear that the
two techniques are inherently sensitive to different parts of the particle, it is only if
the real space scattering was a step function that we could expect the ∆x 1
e
to be
reflected in the gas adsorption studies.
The values of particle size arrived at from XRD and gas adsorption supply
a window of crystallite sizes within which we can expect to find the distribution
of crystallite diameters and demonstrates how the concept of a particle size can be
misleading when applied to XRD as it is the average of the scattering that we observe.
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When drawing comparisons between the magnetic granulometry particle diameters
and the standard industrial sizing techniques, the XRD and gas adsorption sizes will
have to be treated as boundaries for the true crystallite size.
5.3 Nickel catalyst magnetic studies
With the Ni catalysts analysed via the standard industrial methods we can now test
the reliability and viability of the magnetic techniques. As with the Ni nanoparticles
reported in the previous chapter all magnetisation studies have been carried out using
the QD MPMS SQUID magnetometer working in dc-magnetisation mode. Unlike
the previous investigation, in which the particles could be diluted using the Fomblin
grease, the catalysts are to be studied as individual extrudites as would be supplied
by JM.
The extrudites analysed are cylindrical with diameter and height of ≈ 3
mm consisting of Ni, NiO and calcium carbonate cement in varying quantities. The
SQUID system has been calibrated to treat a sample of ≤ 3 mm as a point dipole,186
placing the extrudites within the systems range. These larger samples (and the
associated higher loading of Ni) also mean a greatly increased magnetic signal. The
samples are mounted as solid extrudites within the magnetometer using the low
background straws with the cylinder orientated within the direction of the applied
field as represented schematically in figure 5.5.
Figure 5.5: Schematic of the sample mounting demonstrating the Ni extrudite (a
cylinder with a radius and height of 3mm, grey) positioned centrally in a straw
formed of a plastic with a low magnetic susceptibility. The sample is held in place
by two thin pieces of the same plastic and Kapton tape blocking one end. The
uncovered end is attached to the sample rod via Kapton tape.
116
5.3.1 The Langevin approach
The magnetic investigation will begin with the commonly reported approach of the
Langevin model.42 As with the Ni nanoparticles the magnetisation is measured as
a function of applied field however, as the aim is to produce a rapid technique, a
single high T data set will be used for each sample (as was done for samples C and
D in section 4.4). The data is then fit with both single and dual Langevin functions,
where µ is assumed to be proportional to the average crystallite size, to determine
which model gives a closer reproduction of the observed M .
Figure 5.6 shows the M vs H data for sample NiH taken at T = 200 K
taken as a 6 quadrant scan (HMax = 50 kOe). The magnetisation is reversible as
is expected for a super-paramagnetic material. The fits to the data represent lines
of best fits for both the single Langevin and dual Langevin models - in both cases
corrected by a linear, T independent background. The parameters for these models
are summarized in table 5.6.
Parameter Single Langevin model Dual Langevin model Units
µ1 14.6(2) 4.89(6) kµB
µ2 n/a 28.9(3) kµB
MS1(200 K) 8.57(3) 3.86(5) emu g
−1
MS2(200 K) n/a 5.12(5) emu g
−1
b 2.6(1)× 10−5 1.42(2)× 10−5 emu g−1 Oe−1
χ2red 39.2 0.55
Table 5.6: Best fit parameters for the single and dual Langevin models to the M vs
H data for sample NiH taken at T = 200 K. As expected the dual Langevin model
gives a χ2red closer to 1 - indicating a superior fit.
The dual Langevin model gives a superior fit with the smaller χ2red and a
closer reproduction of the data - especially at the low H range (as shown in the
inset to figure 5.6). Unlike for the previous nanoparticle studies the linear correction
factor corresponds to a positive susceptibility - possibly arising from the calcium
carbonate cement used to support the crystallites. Alternatively, as the nickel oxide
has a very weak paramagnetic susceptibility187 - the linear background may grow as
the degree of reduction is decreased.
As with the nanoparticle materials the superior fit of the dual Langevin model
can be assigned to a log-normal distribution of particles sizes, in which the values of
µ1 and µ2 represent the 20 and 80 % limits of the cumulative distribution.
Figure 5.7 shows the M vs H data for sample NiS taken at T = 200 K.
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Figure 5.6: M vs H data for sample NiH taken at T = 200 K. The lines represent the
best fits by both the single and dual Langevin models (green and black respectively).
Inset - Magnetisation data in the range H = 1 to 10 kOe demonstrating the superior
fit of the dual Langevin model.
Parameter Single Langevin model Dual Langevin model Units
µ1 1.11(1) 4.29(6) kµB
µ2 n/a 21.9(3) kµB
MS1(200 K) 10.70(3) 5.51(7) emu g
−1
MS2(200 K) n/a 5.77(7) emu g
−1
b 2.8(2)× 10−5 1.13(3)× 10−5 emu g−1 Oe−1
χ2red 45.1 1.07
Table 5.7: Best fit parameters for the single and dual Langevin models to the M vs
H data for sample NiS taken at T = 200 K. As for NiH the dual Langevin model
gives the better fit.
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Figure 5.7: M vs H data for sample NiS taken at T = 200 K. The lines represent the
best fits by both the single and dual Langevin models (green and black respectively).
Inset - Magnetisation data in the range H = 1 to 10 kOe demonstrating the superior
fit of the dual Langevin model.
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Figure 5.8: M vs H data for sample NiL taken at T = 200 K. The lines represent the
best fits by both the single and dual Langevin models (green and black respectively).
Inset - the magnetisation data in the range H = 1 to 10 kOe demonstrating the
superior fit of the dual Langevin model.
Again, the magnetisation is reversible with H at this temperature. The data is fit
by both single and dual Langevin models with a better fit by the dual Langevin
model (χ2red = 1.07 cf. 42.1 for the dual and single Langevin models, respectively).
The best fit parameters are summarized in table 5.7. As is to be expected from
the XRD and gas adsorption studies the NiS sample gives a reduced moment per
particle cf. NiH .
Figure 5.8 shows theM vsH data for sampleNiL at T = 200 K. As previously
the magnetisation is reversible withH at this temperature. The dual Langevin model
gives the superior fit compared with the single Langevin model though the value of
χ2red is higher than expected. The best fit parameters to the two model fits are
summarized in table 5.8. The average moment per particle, µ, for the NiL sample
cf. NiS and NiH follows the trend expected from gas adsorption and XRD analysis.
The values of µ determined via fitting can be converted into a volume if we
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Parameter Single Langevin model Dual Langevin model Units
µ1 6.53(9) 2.69(5) kµB
µ2 n/a 12.8(2) kµB
MS1(200 K) 8.09(4) 4.72(8) emu g
−1
MS2(200 K) n/a 4.00(8) emu g
−1
b 3.5(2)× 10−5 1.87(5)× 10−5 emu g−1 Oe−1
χ2red 54.3 1.69
Table 5.8: Best fit parameters for the single and dual Langevin models to the M vs
H data for sample NiL taken at T = 200 K. As for NiH and NiS the dual Langevin
model gives the better fit.
assume 0.61 µB atom
−1 (the value for bulk Ni153) and a density, ρ = 8.908 g cm−3.
The values determined from the dual Langevin method represent the 20 and 80%
limits of the cumulative distribution (assuming the crystallite sizes follow a log-
normal distribution) and while these values can be used to determine the median
particle size as the comparison techniques give a window of possible particle sizes the
comparison will be made with the particle size limits. For each of the three samples
the resultant parameters are summarised in tables 5.9 and 5.10 for both magnetic
and structural terms, respectively.
Sample Mag20% (kµB) Mag80% (kµB) MagMedian (kµB)
NiL 2.69(5) 12.8(2) 5.90(7)
NiS 4.29(6) 21.9(3) 9.69(9)
NiH 4.89(6) 28.9(3) 11.8(1)
Table 5.9: Summary of the µeff values determined from the dual Langevin model
alongside the calculated median value of the distribution. The calculation assumes a
log-normal distribution of crystallite sizes where the fitted values lie at 20 and 80%
of the cumulative total.
Sample dMag20% dMag80% dGas (Strong) dGas (Total) dXRD
NiH 5.51(2) 9.96(4) 14.5(4) 11.5(4) 5.8(2)
NiS 5.28(2) 9.09(4) 12.1(3) 9.4(3) 4.2(2)
NiL 4.51(3) 7.60(4) 7.6(2) 6.4(2) 3.8(2)
Table 5.10: Comparison of the crystallite diameters predicted from the Langevin
method with gas adsorption and XRD analysis, with all values stated in nm.
The magnetic diameters are converted from the values of µ reported in table 5.9.
These calculations assume the bulk values for the magnetic moment per atom,
0.61 µB atoms
−1, and density, ρ = 8.908 g cm−3.
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The M vs H studies produce an interesting situation. As previously stated
the XRD can be expected to underestimate the average particle size, with values close
to the 20% limit for the three sample. The gas absorption conversely, is expected
to overestimate particle size - with the true value sitting somewhere between the
dStrong and dTotal values, but the 80% limit appear to be on the lower limit of the
size window, suggesting some fraction of the particles is not being included. This
is similar to the situation we observed for the nanoparticle samples in the previous
chapter in which the larger samples possessed an increased effective “dead-layer” as
the single domain structure grew. In order to investigate the “dead-layer” corrected
values the high H, M vs T analysis will be repeated on these samples.
Figure 5.9: M vs T data sets for sample NiH , NiS , and NiL taken at H = 50 kOe
over the temperature range 5 to 250 K. The magnetisation at T = 200 K matches
the values measured via M vs H scans but as T decrease the magnetisation has a
Curie-tail behaviour.
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5.3.2 “Dead-layer” studies
Figure 5.9 shows the M vs T data for the three samples taken at H = 50 kOe. As the
temperature is decreased the saturation magnetisation increases as a Curie behaviour
- suggesting the presence of small magnetic moment, paramagnetic material. This
behaviour mimics the behaviour observed for the nanoparticle materials across a
range of particle sizes (see sections 4.2.2, 4.3.2, 4.5.2, and 4.6.2) as well as in samples
of nano FeO188 and has been suggested to arise from the surface atoms of the particle.
Interestingly, the saturation magnetisations at 5 K give a ratio (1.0:0.80:0.65)
close to the ratio of degree of reduction previously determined (1.0:0.82:0.62). The
saturation at low T differs from the high T values as they include the magnetisation of
these smaller magnetic moments. This suggests two things - i) that we can determine
the relative degree of reduction for the same Ni loading by comparing the low T
magnetisation and ii) that the magnetisation arising from the smaller paramagnetic
moments may be proportional to the volume of the “dead-layer” at the particle
surface.
Figure 5.10 shows the M vs T scan for the NiH sample taken at H = 50, 40
and 30 kOe (red, black, and green respectively). For each applied field there is a
rapid decrease in magnetisation at the temperature is increased, reaching a value
of M comparable to that observed from the M vs H scans. A close inspection
of the curves show that in the high T region (above ≈ 150 K) the magnetisation
begins to curve downwards with increasing T . This is analogous to the decrease
in magnetisation of a ferromagnetic domain by spin-waves as observed for the Ni
nanoparticles in section 4.2.2.
This means we can model this system as a superposition of three terms,
M = MS
(
coth(
µH
kB(T − θCW ))−
µH
kB(T − θCW )
−1)
+ β(1− αT 32 ) + bH, (5.5)
comprising a Langevin term, for the small moment paramagnetic moments (where
MS is the saturation magnetisation, θCW is a thermal correction for inter-moment
correlations and µ is the size of the magnetic moment), a spin wave term (with a
scaling factor β which is the magnetic saturation of the super-paramagnetic moment
at T = 0 K and a proportionality constant α), and a T independent background
term b (which scales linearly with H). The physical interpretation of this model is
illustrated in figure 5.11 demonstrating our current hypothesis that the magnetic
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Figure 5.10: M vs T data sets taken for sample NiH at H = 50, 40, and 30 kOe.
The data sets from all applied fields show a Curie tail behaviour in the low T range
(≈5 to 100 K). The lines represent the best fit to the “three term” model given in
equation 5.5.
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Figure 5.11: Schematic representation of the proposed magnetic system comprising
three magnetic contributions; i) a super-paramagnetic core magnetic moment (green)
of ≈ 104µB ii) multiple paramagnetic shell magnetic moments (red) each of ≈ 10 µB
iii) a linear contribution arising from the diamagnetic support and NiO.
signal is composed of a super-paramagnetic contribution from the crystallite core, a
small moment paramagnetic contribution from the outer shell and a T independent
contribution arising from both NiO and the support material.
The fit was carried out on the 30, 40, and 50 kOe data sets simultaneously
with all free parameters shared - the result of which are plotted as the solid lines in
figure 5.10. The same procedure is carried out on the NiS and NiL samples (see
figures 5.12 and 5.13) and the best fit parameters for all 3 are summarized in tables
5.11 and 5.12.
The best fit parameters serve to reinforce the larger magnetisation of the NiH
sample when the temperature is reduced - an increase in M of ≈ 1.5 between the
5 and 200 K measurements. As with the previous work done on nanoparticles, the
model requires a Weiss temperature, θCW , in order to reproduce the experimental
measurements. This parameter suggests an antiferromagnetic correlation between
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Figure 5.12: M vs T data sets for sample NiS with H = 50, 40, and 30 kOe. The
lines represent the best fit to the “three term” model given in equation 5.5.
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Figure 5.13: M vs T data sets for sample NiL with H = 50, 40, and 30 kOe. The
lines represent the best fit to the “three term” model given in equation 5.5.
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Sample µ (µB) MS (emu g
−1) θCW (K)
NiH 11.7(1) 15.61(7) -5.5(1)
NiS 10.7(2) 4.9(1) -5.7(3)
NiL 15.0(3) 4.3(1) -12.4(5)
Table 5.11: Best fit parameters of the surface term of the “three term” model for
each of the three sample NiH , NiS , and NiL.
Sample β (emu g−1) α (K−
3
2 ) b (emu g−1 Oe−1) χ2red
NiH 9.03(2) 1.02(5)× 10−5 −8.6(7)× 10−6 1.84
NiS 12.25(1) 2.28(2)× 10−5 7.0(3)× 10−6 0.21
NiL 9.491(7) 3.40(2)× 10−5 1.08(2)× 10−5 0.18
Table 5.12: Best fit parameters of the core and support terms of the “three term”
model for each of the three sample NiH , NiS , and NiL.
the surface magnetic clusters. The increase in |θCW | for the NiL sample cf. NiS
and NiH is likely a result of either the variation in particle size or the increasing
nickel oxide content (due to nickel oxides antiferromagnetic nature,108 TN = 525 K).
Comparable sized nanoparticles studied in the previous chapter (see section 4) did
not show this increased magnitude, suggesting it is due to the oxide content.
The three catalyst samples possess a negative Weiss temperature, suggesting
each cluster of atoms in the shell experience an antiferromagnetic correlation with
the other surface states (as was demonstrated for samples A, B and C in sections
4.2.2, 4.3.2, and 4.5.2 respectively). The M vs T data sets for the three samples show
no clear evidence for a transition to an antiferromagnetically ordered state, though
the NiL sample does demonstrate a slight deviation from the predicted behaviour
below ≈ 15 K.
Interestingly the effective moment of each body in the outer shell, µ, is of a
similar size, ≈ 10−15 µB. This moment is too large to arise from a single Ni atom -
suggesting a local micro-domains of several atoms is formed. These micro-domains
consists of ferromagnetically order nickel moments, with each micro-domain experi-
encing an antiferromagnetic correlation to the neighbouring micro-domain (manifest-
ing as the θCW parameter). This competition between the ferromagnetic ordering
and antiferromagnetic correlations, alongside the magneto-crystalline and surface
anisotropies, is likely the reason for this system magnetic behaviour being similar
to the “glassy” ferrite materials previously reported with this high H Curie be-
haviour.97;154
Comparing these fits to the M vs H data taken at 200 K it is clear that the
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linear background terms b do not match. This is because at high T the M vs H
background is a superposition of both the surface and linear contributions, while
in the high H, M vs T analysis it is solely the linear contribution. In the case of
the NiH sample the linear background is a simple diamagnetic background due to
the sample mounting and the cement. However, for the NiS and NiL samples the
increased NiO content introduces its own weak paramagnetic susceptibility creating
a positive background term, with a larger signal from the NiL sample due to its
higher NiO content.
At this point we have identified the average effective magnetic moment per
particle (which we will assume arises purely from the core of the crystallite), the
magnetic saturation of the core and the magnetic saturation of the outer-shell. Using
the ratio of core and shell saturation we can calculate the average moment per shell
for each preparation method - the values for which are summarized in table 5.13.
Sample MS Core (emu g
−1) MS Shell (emu g−1) µCore (kµB) µShell (kµB)
NiH 9.03(2) 15.61(7) 11.8(1) 20.3(2)
NiS 12.25(1) 4.9(1) 9.69(9) 3.87(8)
NiL 9.491(7) 4.3(1) 5.90(7) 2.67(7)
Table 5.13: Comparisons of the projected magnetic saturation of the core and shell
components along with the associated µCore and µShell.
So - it is clear that if this model is correct a large percentage of the total
magnetisation arises from the “dead-layer” structure. In the literature the aver-
age moment per atom of Ni at a surface ranges from 0.2 to 2.0 µB depending on
surface chemistry effects. As these materials are passivated with a thin layer of
nickel oxide the chemical effects will be minimal so we will assume µCore ≈ µbulk =
0.61 µB atom
−1. The average crystallite sizes using this value and the comparable
gas adsorption and XRD crystallite sizes are reported in table 5.14.
Sample d20% Corrected (nm) d80% Corrected (nm) dGas(Strong) (nm) dXRD (nm)
NiH 7.69(6) 13.9(1) 14.5(4) 5.8(2)
NiS 5.90(4)(3) 10.17(8) 12.1(3) 4.2(2)
NiL 5.10(6) 8.60(8) 7.6(2) 3.8(3)
Table 5.14: Comparison of the crystallite diameters as investigated via magnetisa-
tion, gas adsorption and XRD techniques.
The values The values of the crystallite size calculated assuming µCore ≈ µbulk
for NiH and NiS lie between the boundaries defined by the XRD and gas adsorption
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isotherms having assumed an average moment of 0.61 µB atom
−1. In the case of
NiL however, the 20 and 80% limits appear to have a slight overestimate, suggesting
the moment per atom in the surface increases as the particle size decreases as was
the situation for nanoparticles in the previous chapter.
5.3.3 Blocking temperature (TB) studies
The ferromagnetic volume of the crystallites can also be measured via the variations
in the low field, M vs T response, as was described for sample A and B in sections
4.2.5 and 4.3.5. The difference between the MZFC and MFC behaviour can be used
to deduce the distribution in blocking temperatures and, from this, the distribution
in particle sizes.
For each of the three samples NiH , NiS , and NiL magnetisation curves were
recorded at H = 100 Oe in the temperature range 2 to 300 K after both zero field
cooling (Hcool = 0 Oe) and field cooling (Hcool = 10 kOe). The resulting M vs T
responses are shown in figure 5.14 a). In each case the difference between MZFC and
MFC is largest at low T decreasing gradually as the system temperature is increased.
From the FC and ZFC data sets we can calculate the difference between the
magnetic responses, ∆M , as a function of the sample temperature (see the inset to
figure 5.14 b)). For the distribution of blocking temperatures we are interested in
the rate at which the ∆M term changes as the temperature changes - so the d∆MdT .
This was determined following the procedure described earlier for samples A and B
(sections 4.2.5 and 4.3.5) in which a superposition of cumulative normal distributions
were fitted to the data, with the associated probability distributions shown in figure
5.14 b).
At this stage we have the distribution of particle blocking temperatures,
where the magnitude of d MFC−MZFCd T at a given temperature is proportional to
the volume of material unblocking in that temperature range. The issue is that in
order to convert a blocking temperature to a particle volume we have to make several
assumptions - including assuming a uni-axial anisotropy, a value for the anisotropy
constant, the temperature dependence of this parameter, the particle morphology
and whether or not the energy barrier to magnetic reversal arises from the full atomic
volume or purely from the “core” structure. Of these assumptions, the Nee´l relax-
ation has been demonstrated for multiple nanoparticle samples previously,189 so is
likely to still hold, and the samples appear to have the majority of the material un-
blocking in a tight temperature range (5 to 40 K) suggesting any anisotropy variance
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Figure 5.14: a) M vs T behaviour of samples NiH (red), NiS (black), and NiL
(blue) taken at H = 100 Oe after ZFC (Hcool = 0 Oe) and FC (Hcool = 10 kOe).
In each case the ZFC has the lower value of M at 5 K. b) Temperature differential
of the difference between MZFC and MFC as a function of temperature. Each
line was determined by fitting a pair of cumulative Gaussian functions to the raw
MFC −MZFC (shown as the inset) corrected by an offset (to allow for the trapped
field difference). 131
Figure 5.15: Distribution of crystallite diameters arising from the dMZFCdMFC analysis.
The data has been re-binned into equally spaced crystallite diameters for ease of
interpretation.
will be small.
As was demonstrated for the NP materials in the previous chapter the value
of the anisotropy constant can vary dramatically when compared to the bulk value
(5,500 J m−3) so instead we will determine an average value. Using the simplified
Nee´l equation from section 2.2.7, the blocking temperature is related to the particle
radius as described in equation 5.6,
r =
(
25kBTB
K
.
3
4pi
) 1
3
, (5.6)
where TB is the blocking temperature and K is the anisotropy constant. The inset
to figure 5.15 demonstrates the T 1/3 distribution for the three samples, re-binning
the data into discrete steps of 0.5 K1/3, from which the median value of T
1
3
B can be
found.
Aside from finding the average blocking temperature we have also used the
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20 and 80 % particle size limits from the Langevin analysis to calculate the me-
dian particle size, the values for which are repeated in table 5.15 i). Using the
median values individual anisotropy constants were calculated, giving an average
K = 48(6)×103 J m−3. Using this value and equation 5.6 the blocking temperature
distribution was converted to a diameter distribution and is shown in figure 5.15 (in
comparison to the gas absorption and XRD particle sizes that are restated in table
5.15 ii) for ease of comparison).
i)
Sample dMag 20% (nm) dMag 80% (nm) dMag 50%
NiH 5.51(2) 9.96(4) 7.40(2)
NiS 5.2(2) 9.09(4) 6.93(3)
NiL 4.51(3) 7.60(4) 5.85(2)
ii)
Sample dGas Strong (nm) dGas Total (nm) dXRD (nm)
NiH 14.5(4) 11.5(4) 5.8(2)
NiS 12.1(3) 9.4(3) 4.2(2)
NiL 7.6(2) 6.4(2) 3.8(3)
Table 5.15: i) Crystallite diameters predicted from the Langevin analysis in section
5.3.1 - assuming that the two values of µ determined from the dual Langevin anal-
ysis represent the 20 and 80% points of a cumulative log normal distribution. The
conversions from magnetic moment to particle diameters assume the bulk values for
the magnetic moment per atom, 0.61 µB atoms
−1, and density, ρ = 8.908 g cm−3. ii)
Reiteration of the crystallite diameters calculated in section 5.2 via gas absorption
and XRD.
The particle diameter and blocking temperature distributions bring to light
information about the particle size distribution, which XRD and gas adsorption are
relatively insensitive to, and, if our data and analysis are accurate, suggest that the
crystal growth that occurs during reduction lead to two forms of particle growth.
The NiL sample (having been reduced at low T for a long period of time) appears
to have remained as a relatively tight particle size - with little evidence of crystallite
sintering or secondary nucleation. The NiL and NiS samples, however, have been
exposed to higher temperatures (albeit for shorter times) leading to the NiS sample
gradually increasing in size as the particle sinter, with a relatively even increase in
particle size while the NiL (which had the shortest reduction period) appears to
have undergone more of a secondary nucleation step - with a slightly increased tail
out to higher particle sizes.
Utilising the thermal magnetic properties in this way gives more information
about the particle size distribution than the previous Langevin approach, however, it
is less reliable as it only allows for magnetic moments arising from the “core” super-
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Sample dLower (nm) dUpper (nm) dLower Corrected dUpper Corrected
NiH 5.0(3) 8.5(3) 7.0(6) 11.9(6)
NiS 4.5(3) 10.0(3) 5.0(5) 11.1(5)
NiL 4.5(3) 7.0(3) 5.1(5) 7.9(5)
Table 5.16: Limits of the FWHM from the blocking temperature analysis shown in
figure 5.15 alongside the values scaled for the surface contribution determined in the
high H, M vs T analysis.
paramagnetic species - completely ignoring the dead layer. This is why the NiS and
NiH samples appear to be relatively similar in size, as the extra volume of the larger
NiH particles form a thicker “dead-layer” giving the larger Curie behaviour in the
high H, M vs T magnetometry analysis in section 5.3.2.
As with the Langevin analysis in section 5.3.1, the blocking temperature
analysis without a dead-layer correction gives a relatively accurate reflection of the
smaller particle sizes (assuming the XRD sizes reflect the lower boundary values),
however, the upper particle sizes are too small. In order to try to allow for the “dead-
layer” effects particle sizes will be taken from the distribution at the full width at
half maxima and these sizes re-scaled for the difference in “core” and “shell” using
the high H, M vs T data given in section 5.3.2. The particle sizes (corrected and
un-corrected) are given in table 5.16.
The “dead-layer” corrected particle sizes now have an upper boundary consis-
tent with the gas absorption isotherms, but the lower boundaries now overestimate
compared to the XRD. The XRD and gas absorption values are expected to dif-
fer as the diffraction broadening analysis will general underestimate a particle size
and gas absorption will overestimate - however, these values may also differ as they
probe different physical entities. Is it possible that the nano-crystallites only pos-
sess an f.c.c. crystal structure within the “core” of the structure, with the surface
states causing dislocations disrupting the crystal lattice. If this were true, the XRD
broadening analysis would underestimate the average crystallite size before carrying
out the “dead-layer” correction. The gas absorption technique, conversely, is purely
surface sensitive and (due to the possibility of a rough surface) would give a slight
overestimation of the average (dead-layer corrected) particle size.
This hypothesis serves to explain why, despite the XRD and gas absorption
particle sizes varying, the magnetic studies can be taken as being in reasonable agree-
ment with both - depending on whether or not you include a surface correction term.
At present this study has been limited to one Ni catalyst preparation method, in
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a relatively tight range of particle sizes, however, it has demonstrated that magne-
tometry can produce values of particle sizes in keeping with the current industrial
methods without requiring any form of chemical treatment. Similarly, this method
has shed light on the disparity between XRD and gas absorption isotherms and pro-
vides a direct measure of the catalyst size distribution (currently only achievable via
cryo-TEM and hence impractical on an industrial scale).
5.4 Conclusions
The study of nickel crystallite catalysts detailed in this chapter serve to demon-
strate that the magnetic granulometry methods outlined for nanoparticle materials
in chapter 4 can be applied to steam reforming catalysts. The Langevin method,
used to determine the single domain moment, was shown to under-estimate particle
diameter when applied to colloidal nanoparticles and this is repeated for the catalyst
materials. It appears that the XRD determined diameter and the lower boundary
of the Langevin method distribution are in reasonable agreement. However, the gas
adsorption determined diameter and upper-boundary of the uncorrected Langevin
diameters show a marked difference, with the magnetic technique under-estimating
the size.
The addition of a “shell” term, based on the low T , high H Curie behaviour,
brings the upper boundary of the Langevin analysis into closer agreement with the
gas adsorption diameter. It appears that the size of the shell is dependent on the
size of the crystallite, with smaller diameter particles possessing a reduced volume
fraction of shell compared to the core, as was observed for the nanoparticle samples
in chapter 4. This effect will also be compounded due to the variation in the aver-
age atomic moment within the shell, with a thinner outer-layer leading to a higher
average moment.
This is repeated when using the blocking temperature analysis, with the
crystallite sizes determined under-sizing the sample for the larger samples (NiS and
NiH) before applying the surface correction and an over-estimation of NiL when
corrected. The issue remains that the reliability of the magnetically determined
crystallite size are dictated by the reliability of the techniques against which we cali-
brate. However, magnetometry does give an interesting alternative as data collection
is rapid, does not require any chemical treatment and, as it is sensitive to volume
not surface area or diameter, it possesses a superior resolution when compared to
XRD or gas adsorption studies.
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Chapter 6
Small Angle Neutron Scattering
The previous two chapters have focused on the development of a new technique
for determining the crystallite size of Ni catalysts. During these experiments we
have identified a magnetic reduction in the super-paramagnetic volume compared
to the atomic volume which varies with sample preparation method. SANS has
previously been used to investigate the magnetic and nuclear core-shell structure of
nano-ferromagnetic materials53;54;55 and will be used here, following similar proce-
dures, to support our findings in chapter 5.
The three supported Ni samples presented in chapter 5 have been analysed
via SANS measurements at the Institut Laue-Langevin in Grenoble, France on the
D33 instrument. The experiment was carried out using polarised neutrons190 with
an RF-flipper to alter the incident polarisation191 and all experiments were carried
out at a neutron wavelength of λ = 6 A˚, chosen to obtain the highest resolution for
the expected small particles.
The neutron scattering experiments were carried out with an aim of deter-
mining the average nuclear and magnetic crystallite sizes,53 as well as the magnitude
of the magnetic moment giving rise to the magnetic scattering.192 To achieve these
aims the scattering was measured both with and without the RF-flipper, giving rise
to two spin channels (I+ and I−) with opposite neutron polarisation, with scattering
measured as a function of temperature (using a standard ILL “Orange” cryostat for
thermal control) and applied field (varied using an electromagnet, rated up to ≈ 10
kOe).
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Figure 6.1: Schematic representation of the small angle scattering projected onto a
2D detector. The magnetic field, H, is applied horizontally. For data analysis 1D
cuts are taken parallel and perpendicular to the direction of H, represented by the
black and red dashed regions, respectively.
6.1 SANS experimental details
The D33 instrument124 uses a 2D detector comprising banks of 3He neutron detectors
producing a scattering-map centred on the sample as a function of q, the scattering
vector, and θ, the angular rotation away from the direction of the applied field
(horizontal). The scattering can then be reduced into two channels, the nuclear and
magnetic,193 according to the selection rules given in equations 6.1 assuming that
the magnetic moment is approaching magnetic saturation in the direction of applied
field. A graphical representation of the nuclear and magnetic projections are shown
on figure 6.1.
S(q)θ=0
◦
Nuclear =
I+ + I−
2
, (6.1)
S(q)θ=90
◦
Magnetic =
I+ − I−
2
.
6.2 Analysis of NiH scattering
6.2.1 2D scattering maps
Typical 2D detector maps for the nuclear and magnetic spin channels for the NiH
sample discussed in the previous chapter are shown in figure 6.2. The nuclear channel
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(I+ + I−) demonstrates a strong scattering at low q, ≈ 0.01 to 0.03 A˚−1, gradually
decreasing with increasing q. The random orientation of the crystallites means the
nuclear scattering should have no θ dependence,194 as seen, if the two channels have
the same magnitude of magnetic scattering (but opposite in sign). The magnetic
channel (I+ - I−) demonstrates a strongly anisotropic scattering, with an enhanced
scatter at θ = 90◦.
The magnetic neutron cross section possesses a cross product of the neutron
polarisation and the magnetic moment, so scattering will only occur when the two
are perpendicular to each other.190 The data set shown in figure 6.2 was taken
at 2K and ≈ 10 kOe, applied in the qx axis, and the lack of scattering in the qx
axis suggests the moments are saturated in this direction.54 With evidence for the
magnetic signal being saturated under these experimental conditions we can analyse
the q dependence.
6.2.2 1D cross section analysis
Figure 6.3 a) shows the cross sections of the nuclear and magnetic spin channels,
taken at θ = 0◦ and 90◦ respectively. In comparison, Figure 6.3 b) shows the ex-
pected scattering, S, with increasing scattering vector, q, for a dilute system of
mono-disperse spherical particles (the black line), using the spherical form factor
given in section 3.1.6,195 clearly showing a highly structured scattering comprising
a series of minima in S(q) with the q position dependent on the particle size. Figure
6.3 b) also demonstrates the simulated behaviour at low and high poly-dispersity
(σ = 2% and 25% of the average particle size for the orange and green data sets
respectively) with the high-poly-dispersity data set closely resembling our experi-
mental scattering behaviour. Clearly, as the particle distribution becomes broader
the local minima expected of the spherical form factor become increasingly shallow
until the high q region has no clear structure. The result of this loss of the “humped”
behaviour is that the spherical form factor can not be relied on to give an accurate
representation of the poly-dispersity of the samples - merely give a lower boundary
on the spread in particle size. Similarly, fitting to a highly poly-disperse form fac-
tor can be misleading, being unable to discern between spherical, hemispherical, or
cubic crystallite form factors,196 and the resulting particle size is dependent on the
assumed shape.
An alternative method for analysing particle sizes from SANS data is via the
Guinier method.122;197 The Guinier approximation only deals with low q data and
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Figure 6.2: Typical 2D detector images produced from the sample NiH of the nuclear
(I+ + I−) and magnetic (I+ − I−) spin channels over an experiment. This data set
was taken at T = 2 K and H ≈ 10 kOe.
140
Figure 6.3: a) 1D projections of the nuclear (red, θ = 0◦, I+ + I− spin channel)
and magnetic (orange, θ = 90◦, I+ − I− spin channel) scattering for NiH at T = 2
K and H ≈ 10 kOe. The line represents the best fit to the Guinier-Porod model
given in equation 6.2. b) The simulated scattering for dilute spherical spheres based
on the sphere form factor given in section 3.1.6 with average size, µ = 100 A˚, and
increasing poly-dispersity.
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Parameter SNuclear SMagnetic Units
Rg 41.4(2) 37.3(6) A˚
k1 1.86(1)× 107 3.7(2)× 106 counts cm−1 ∆Ω−1
k2 38.4(5) 10.1(9) counts cm
−1 ∆Ω−1 A˚4
y0 4(4)× 104 −20(7)× 104 counts cm−1 ∆Ω−1
χ2red 1.41 1.13
Table 6.1: Best fit parameters of the Guinier-Porod model to the nuclear and mag-
netic data for sample NiH as shown in figure 6.3 a).
depends on the radius of gyration (based on particle morphology, and affected by
both shape and size). As the Guinier method only holds at low q the fitted value
for the background count rate is unreliable, however, the high q data may follow
the Porod approximation.198 Combining the two approximations into a Guinier-
Porod approximation (see equation 6.2) we can fit the low q and high q data sets
simultaneously with a shared value for the count background.
S(q) =
 k1e−
q2R2g
3 + y0 low q;
k2q
−4 + y0 high q.
(6.2)
The Guinier-Porod method was tested on the high poly-dispersity data set
in figure 6.3 b) producing the black line of best fit. The model closely reproduces
the low q data and predicts an average radius of gyration, Rg = 77.1(1) A˚. The
conversion between radius of gyration and atomic radius, R, is dependent on the
particle shape however for a sphere R2Sphere =
5R2g
3 . Using this conversion predicts
an average particle size of 99.5(1) A˚ - within 1 A˚ of the simulated size, suggesting
the Guinier-Porod approach is relatively reliable.
The Guinier-Porod approach has been applied to the nuclear and magnetic
scattering taken at T = 2 K, H ≈ 10 kOe, and is shown as the accompanying pairs
of black lines, at high and low q, to figure 6.2 with the associated best fit parameters
in table 6.1. The magnetic scattering channel appears to be reproduced well by
the Guinier-Porod approach with both q ranges fit accurately and a value of χ2red
approaching 1. The nuclear channel has a slightly increased χ2red and, on inspection
of the residual, the fit diverges most at the lowest q. A drawback with the Guinier-
Porod approach is that it does not allow for inter-particle scattering,199 which will
happen over longer distances and hence at the lowest q range, possibly explaining
a small divergence. However, it does not appear to be a large effect so the values
predicted by the Guinier-Porod approach are reasonably reliable.
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The Guinier-Porod approach has produced a difference between the magnetic
and nuclear radius of gyration, Rg Nuclear = 41.4(2) A˚ and Rg Magnetic = 37.3(6) A˚
respectively. If we assume a near spherical morphology these values would convert
to a spherical radius, RNuclear = 53.4(3) A˚ and RMagnetic = 48.2(8) A˚ suggesting an
outer layer of ≈ 12 nm, on the scale previously reported. This difference between the
magnetic and nuclear scattering mirrors the behaviour seen during the magnetisa-
tion analysis in section 5.3.1 in which the core, “super-paramagnetic” moment was
surrounded by a shell of moments. During the magnetisation experiments we ob-
served this magnetic shell had a lower susceptibility, due to the reduced magnitude of
the magnetic moments, compared to the core moment and hence would not be fully
saturated at H ≈ 10 kOe and as a result be unobserved in the coherent magnetic
scattering.
6.2.3 The effect of applied field and temperature on SANS studies
Aside from observing the difference between the magnetic and nuclear Rg the po-
larised SANS study can also serve as a magnetometer tuned to the core magnetic
moment. At q = 0 the intensity of the nuclear scattering is proportional to the
scattering length of nickel (10.3 fm)200 and the intensity of the magnetic scattering
is proportional to the magnetic moment on the scattering atom. Hence, from the
ratio of k1 Nuclear and k1 Magnetic, we can follow the magnetic properties of the core
species.
Figure 6.4 shows the effect of applied field on the ratio between the projected
Sq=0 for the magnetic and nuclear scattering channels at T = 300 K. During the
experiment the applied magnetic field was varied using an electromagnet - varying
the current in order to vary the applied field. During the experiment the effective
applied field was measured at the surface of the cryostat using a Hall probe/Gauss
meter at various current settings (the result of which is plotted as the inset to figure
6.4 a)). The scattering ratio, S(0)Ratio =
S(0)Magnetic
S(0)Nuclear
shows a growth in the strength
of the magnetic channel as the applied field was increased, approaching 0 at the
lowest applied field and ≈ 0.156(9) at high field.
As well as having a H dependence the crystallite magnetisation also identified
a strong T dependence, however, at high H we only assigned a Bloch’s law behaviour
to the super-paramagnetic species.201 If we are not observing scattering from the
outer layer of magnetic material it will not be included in the S(0) thermal behaviour.
Figure 6.4 b) shows the effect of temperature on the S(0) ratio, fit by Bloch’s law
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Figure 6.4: The effect of a) applied field, and b) temperature on the ratio of magnetic
to nuclear scattering projected to q = 0 A˚−1. Inset - current to magnetic field
behaviour of the electromagnet utilised during the SANS measurements.
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for low T spin waves,
M
MS
= 1− αT 32 . (6.3)
The large error bars and the weak temperature dependence within this region makes
it difficult to be certain about the temperature dependence and is reflected in a large
error bar for the value of α = 2(1) × 10−5 K− 32 , however, we do not see the same
Curie behaviour evident in magnetometry studies and the value of α is consistent
with the value deduced earlier (1.02 × 10−5). The fit has a reasonable χ2red = 1.33
and predicts the S(0)Ratio = 0.188(4).
As well as following the change in the ratio at S(0) each SANS measurement
also provides values of the nuclear and magnetic Rg. Interestingly, the data shows no
temperature dependence, suggesting that the previously reported thermal contrac-
tion of metallic nanoparticles has no effect here,202;203 and the data sets can be used
together to give average values, Rg Nuclear = 41.12(5) A˚ and Rg Magnetic = 34.9(5) A˚.
The magnetic neutron scattering length, bm, can be related to the size of the
magnetic moment on the species, µ, by the equation
|bm| ≈ γr0F (Q)|µ|, (6.4)
where r0 is the electron radius (2.82× 10−15 m), γ is the gyromagnetic radius (≈ 2)
and F (q) is the magnetic form factor (F (0) = 1 and F (∞) = 0). If we assume
that the nuclear Ni scattering has the same coherent scattering length as bulk Ni
(10.3 fm) then the ratio
S(0)Magnetic
S(0)Nuclear
≈ 0.548|µ| when the magnetisation is saturated.
Using the value of S(0)ratio deduced from the H ≈ 10 kOe data set this predicts an
average moment µ = 0.34(1) µB atom
−1, a reduction compared to the bulk value
assumed of 0.61 µB atom
−1. However, this value does not take into account the
different scattering volumes (reflected by the difference in Rg) which once corrected
for increases the average moment to µ = 0.58(4) µB atom
−1 much closer to the bulk
value of Ni.
6.3 Analysis of NiS and NiL scattering
Following the same procedure the nuclear and magnetic scattering have also been
measured for the NiS and NiL samples.
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Figure 6.5: Typical 1D projections of the nuclear (red) and magnetic (orange) scat-
tering for the NiS sample taken at T = 10 K, H ≈ 10 kOe. Both data sets have
been fit by the Guinier-Porod model (black lines) with the best fit parameters given
in table 6.2.
6.3.1 1D cross section analysis
Figure 6.5 shows the nuclear and magnetic scattering channels for the supported Ni
catalyst NiS taken at T = 10 K and H ≈ 10 kOe. As with the previous sample
the wide poly-dispersity of the samples means that the high q structure of the form
factor has been smeared into a continuous Porod behaviour, so the Guinier-Porod
approximation will have to be relied upon to evaluate the crystallite size.
The black lines on figure 6.5 represent the best fit to the Guinier-Porod model
previously described with the associated parameters listed in table 6.2. The Guinier-
Porod model gives a reasonable reproduction of the SANS data, with a χ2red ≈ 1 in
both cases, however, in order to achieve this the lowest q region of the magnetic
scattering channel has had to be excluded from the fit.
The Guinier-Porod model implies a higher scattering count in the low q re-
gion than has been measured, suggesting there are features which are excluded from
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Parameter SNuclear SMagnetic Units
Rg 39.66(4) 36.9(2) A˚
k1 3.460(8)× 107 9.02(1)× 106 counts cm−1 ∆Ω−1
k2 72.4(2) 17.6(4) counts cm
−1 ∆Ω−1 A˚4
y0 2.2(1)× 104 −3.1(3)× 104 counts cm−1 ∆Ω−1
χ2red 1.14 1.61
Table 6.2: Best fit parameters of the Guinier-Porod model to the nuclear and mag-
netic data of sample NiS shown in figure 6.5.
the Guinier approximation. Such a feature is possibly a result of inter-particle in-
teractions (occurring at low q the feature needs to be associated with a long range
scattering event) or a result of a core-shell structure. However, due to the high poly-
dispersity of the sample this feature is too widely spread to be thoroughly understood
in this study.
The radius of gyration values determined from the fitting show a slight re-
duction in Rg Nuclear compared to the NiH sample by ≈ 2 A˚ - less than is to be
expected from the previous gas adsorption and XRD peak broadening analysis. In-
terestingly, the difference between the magnetic and nuclear Rg terms has decreased
- mimicking the decreased shell magnetic contribution observed for the NiS sample
compared to the NiH sample during magnetometry investigations in chapter 5.3.1.
6.3.2 The effect of applied field on SANS studies
As with the previous sample the relative strength of the core magnetisation can be
expressed as a function of the applied magnetic field by following the change in the
projected S(0) scattering as a function of applied field. Figure 6.6 shows the change
in the S(0) ratio for the NiS and NiL samples as a function of applied field, suggest-
ing a saturation of the core magnetic species at fields above ≈ 5 kOe. Interestingly
we again see no evidence of the smaller moment magnetic species believed to make
up the outer shell structure - suggesting that the magnetic moments are randomly
aligned and hence do not add to the coherent magnetic scattering.
As well as calculating the S(0) ratio, each data set also furnishes a value of
the magnetic and nuclear radius of gyration terms, the average values for all three
samples are summarised in table 6.3 for ease of comparison. Comparison of the nu-
clear Rg values clearly shows that the samples do descend in atomic size NiH to NiS
to NiL, in agreement with the order predicted by XRD and gas absorption studies,
however, the magnetic Rg do not follow the same behaviour. As was seen in the pre-
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Figure 6.6: Effect of applied field on the ratio of magnetic to nuclear scattering for
sample NiS (black) and NiL (blue) projected to q = 0 A˚
−1.
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Parameter Rg Nuclear Rg Magnetic Units
NiH 41.12(5) 34.9(5) A˚
NiS 39.62(5) 37.2(3) A˚
NiL 36.0(3) 31.0(1) A˚
Table 6.3: Summary of the radius of gyration for the nuclear and magnetic scattering
analysis for catalyst samples NiH , NiS , and NiL.
vious chapter in the M vs T behaviour the NiH sample appears to have a smaller
magnetic volume than the NiS sample despite its larger nuclear volume - giving it a
smaller “core” super-paramagnetic moment and meaning more of its magnetisation
resides in the outer magnetic “shell’ structure. The NiS sample follows a similar
behaviour, with a smaller nuclear and magnetic Rg than the other two materials,
and a shell thickness ≈ half way between the other two. Interestingly, the Rg values
show a smaller range than the gas absorption and XRD values found in the previous
chapter, a fact mirrored in the M vs T , blocking temperature analysis, in which the
thee samples appeared to have a comparable average size but a stronger variation in
the extremities of the distribution.
Taking the average of the S(0) ratio, assuming above H = 5 kOe the “core”
magnetic species is saturated at T = 10 K, we get saturation ratios, SSat. NiS =
S(0)Magnetic
S(0)Nuclear
= 0.255(3) and SSat. NiL = 0.175(2). Following the previous method
the saturation ratios can be converted to average moments of µ = 0.471(5) and
0.319(4) µB atom
−1 for the NiS and NiL samples respectively. Clearly, these val-
ues are both greatly reduced compared to the bulk average (0.61 µB atom
−1) and
inconsistent with each other and the previous NiH sample. Carrying out the vol-
ume correction (correcting for the difference in atomic volume of scattering between
the magnetic and nuclear using the Rg terms) give corrected average moments µ =
0.57(2) and 0.51(2) µB atom
−1 for the sample NiS and NiL respectively, bringing
the three values into closer agreement with the bulk value and each other.
6.4 Conclusions
The SANS measurements presented here add credence to our hypothesis that the
catalyst crystallites exist as a core-shell structure, in which the core exists as a
super-paramagnetic moment with a volume reduced from the nuclear structure. The
thickness of the shell, however, does not appear to have a clear dependence on either
the change in particle size or degree of reduction.
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Parameter SANS ratio Magnetic ratio
NiH 0.58(4) 0.366(2)
NiS 0.82(2) 0.714(4)
NiL 0.64(2) 0.688(5)
Table 6.4: Summary of ratios between the volumes of the core and total particle as
found via SANS and magnetometry (see chapter 5). For the SANS values this is the
ratio of (
Rg Magnetic
Rg Nuclear
)3 and for magnetic value the ratio between VCoreVCore+VShell .
A direct comparison between the SANS Rg value and the magnetically deter-
mined particle sizes is not viable, as we cannot be certain of the crystallite morphol-
ogy. However, if we assume that the magnetic and nuclear scattering bodies have
the same shape, then the SANS volume ratio, R3g Magnetic : R
3
g Nuclear, should be
proportional to the core:shell volume ratio found in chapter 5, VCore : VCore+VShell,
(these ratios are shown in table 6.4). Clearly, these ratios are not equal, however,
they follow a similar behaviour, with the largest shell contribution coming from NiH
(largest sample, highest degree of reduction) and followed by NiL (smallest sample,
lowest degree of reduction). The issue here is that this analysis assumes that the
magnetic core morphology is dictated by the particle shape - but this may not be
true. The core super-paramagnetic moment could easily be cubic within a spheri-
cal particle or spherical within a cubic particle, rendering our previous assumption
incorrect, and leading to a systematic error in our Rg ratio.
Aside from giving evidence for a reduction in magnetic volume compared
to the nuclear volume of the catalysts, the SANS experiments have also giving a
value for the average moment per atom within the core-structure (once scaled for
the relative quantity of scattering bodies). We have assumed previously that the
core nickel would have a moment per atom comparable to bulk (0.61 µB atom
−1), in
comparison to other papers in which a reduction in Ni moment is used to explain the
decrease in magnetisation from the Langevin analysis that we have assigned to the
core shell structure. Finding an average moment in the range 0.5 - 0.6 µB atom
−1
for each sample suggests there may be some competition between both factors - with
the smallest sample having the lowest predicted moment (NiL = 0.51 µB atom
−1
compared to ≈ 0.58 for the NiS and NiH samples).
In attempting to apply magneto granulometry methods to catalysts we have
introduced a vast range of extra variables, including variations in degree of reduction,
crystallite support interactions, and crystallite morphology, on top of the already
competing surface driven, and inter-particle interactions. In attempting to explain
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the crystallite behaviours fully, and be able to predict with accuracy the change
in behaviours from one system to anther, we would need samples with controlled
variations in surface contributions, finite size effects on both the core and shell
average moment and intercalation of other elements e.g. oxygen, representing a level
of synthetic design impractical for catalytic materials. However, we have outlined the
techniques, principles, and analysis methods by which these features can be studied
if both a wide range of control samples were available and the time for analysis
feasible.
The SANS studies presented in this chapter support our hypothesis that each
crystallite consist of two distinct regions, behaving as a core of single domain fer-
romagnetic material that approaches saturation at H ≈ 10 kOe for T on the order
of 100 K surrounded by a shell of atoms. Unlike the magnetic studies in which this
shells magnetisation has been explored, the lower H available for SANS measure-
ments have meant that the behaviour of this shell can not be identified. However,
this dual region structure does suggest our addition of a surface driven magnetic term
to the existing Langevin and blocking temperature based granulometry approaches
is based on a measurable feature of the particle.
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Chapter 7
Summary and Conclusions
This thesis has dealt with the development of the magnetic granulometry meth-
ods first outlined by Elmore34 in 1931 for the study of the single-domain, super-
paramagnetic moment that arises when a ferromagnetic material is reduced to the
nano-scale. Modelling the magnetic susceptibility via a Langevin function has long
been relied upon to determine the average particle moment,36 assuming that ev-
ery atom adds to this super moment. Motivated by a number of studies in which
the surface magnetic states have been demonstrated to disconnect from the central
moment,97;96 we aimed to develop a correction term that would account for this
magnetic contribution, and produce a particle sizing technique which is reliable, ac-
curate and rapid for application by Johnson-Matthey to heterogeneous catalysts in
an industrial setting.
7.1 Summary
The experimental content of this thesis begins with the synthesis and study of a
range of colloidal Ni nanoparticles, with the aim of studying their magnetic prop-
erties as a simplified analogue of the heterogeneous catalyst materials. By varying
three synthesis parameters (temperature of reduction, surfactant composition, and
Ni precursor loading) 4 samples were synthesised, with TEM confirming the parti-
cle diameters span the range 7 to 25 nm. The largest of the sample diameters was
achieved by removing the trioctyl phosphine (TOP) surfactant, relying on a purely
oleyl amine (OA) system, which also lead to the widest polydispersity. The TEM
studies also revealed that the samples would readily self-assemble on evaporation
into a hexagonally ordered colloidal crystal structure.
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The magnetic studies of the colloidal nickel nanoparticles are outlined in
section 4 and served to demonstrate that, for surfactant stabilised nanoparticles
with a range of average diameters and poly dispersity, while the Langevin function
(allowing for a polydisperse sample) can reproduce the magnetisation as a function
of applied field at high T the moment single domain moment is reduced compared
to the TEM-imaged size. The magnetic behaviour, however, was not adequately
described by the existing theories (the Langevin function at high T and the Stoner-
Wohlfarth model at low T ). The low T magnetic susceptibility behaviour showed a
marked increase in magnetic saturation beyond that associated with the saturated
Langevin functions, manifesting as a Curie tail behaviour on top of the expected
decrease in magnetisation with increasing T at high H associated with the creation
of spin-waves.
The low T , high H magnetisation was well modelled by a super-position of
Bloch’s law (allowing for the saturated single-domain moment) with a Curie Weiss
modified Langevin function to describe the Curie behaviour. This model was in-
terpreted as the core manifesting as a saturated single-domain structure, which at
high T exhibited the Langevin behaviour associated with nano-ferromagnetic mate-
rials, and the particle shell splitting into multiple micro-cluster (of 5 - 10 µB) where
within the cluster the moment are ordered ferromagnetically but experience a corre-
lation between the nearest neighbours and single domain core, which can be either
ferromagnetic or antiferromagnetic. Such a situation can be likened to the case pre-
viously reported for ferrite nanoparticles,97;96 which manifested as a single-domain
core surrounded by a spin-glass shell structure of multiple magnetic moments.
The use of the high H, M vs T data sets allows for the thickness of the shell
structure to be approximated due to the relative quantity of the particle magneti-
sation arising from the core or shell, and from this difference scale the total particle
volume appropriately. This approach demonstrates that the average moment in the
shell structure appears to be linked to the size of the particle, with a decrease in ra-
dius leading to a thinner shell and an increased moment per atom (≈ 1.2 µB atom−1)
in comparison to the bulk value (0.61 µB atom
−1). However, assuming the shell mo-
ment is equal to the bulk only led to a difference of ≈ 2 nm between magnetic and
TEM sizes, cf. 3 - 10 nm without the shell term.
The magnetic studies of the nanoparticles required that the particles be dis-
persed in a media with a low magnetic background in order to minimise the colloidal
crystal self assembly, which would lead to a close inter-particle distance and hence
strong dipole-dipole interactions. To this end, the nanoparticles have been dispersed
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in a commercially available fluorinated grease, Fomblin - chosen over other greases for
its low diamagnetic contribution, lack of paramagnetic impurities, ready availability
and non-conductive nature, removing possible RKKY interactions.
The magnetic approaches outlined for the nano-particle materials have been
applied to a series of steam reforming nickel catalyst as a model for JM process tech-
nologies heterogeneous catalyst materials. The same behaviour has been identified
in which the Langevin analysis underestimates the size of the single domain core
structure, and the low T , high H magnetic susceptibility demonstrates a growth in
magnetisation akin to a modified-Langevin function superimposed on Bloch’s law.
Using the high H, M vs T data sets the individual magnetic contributions
from the core (Bloch’s law) and surface (modified-Langevin) can be projected to
saturation, and hence the crystallite volumes scaled. Carrying out this surface cor-
rection brings the expected crystallite sizes in line with the sizes predicted from
the two most used industrial sizing techniques, gas adsorption isotherms and XRD
analysis. These two techniques are known to overestimate and underestimate, re-
spectively, the particle sizes of crystallites and as a result are treated as a window
for agreement. The magnetic analysis determines the 20% and 80% limits of the cu-
mulative distribution which, in the case of the larger crystallite systems, are in good
agreement with the average of the XRD and gas values, once the particle volume has
been scaled for the shell effect seen in the high H, M vs T data sets, assuming the
bulk moment per atom. The sample with the smallest diameter (as determined from
XRD, gas adsorption and magnetic measurements) appears to be overestimated by
≈ 1 nm, likely a result of the increased moment per atom seen for smaller samples
in the nanoparticle section, but this is a small error in comparison to the reliability
of the industrial techniques.
Aside from the Langevin method, the particle volume distributions have also
be determined via the “blocking temperature” method utilising the low H, M vs T
data. This method has suffered from the same issues as the uncorrected Langevin
analysis, underestimating the larger crystallite preparations. Correcting for the core-
surface scaling removes this issue giving good agreement between the particle size
distribution and the particle sizes determined from XRD and gas adsorption tech-
niques.
The heterogeneous catalyst samples were finally investigated using SANS
using polarised neutrons in order to compare the magnetic and nuclear scattering
volumes. The catalysts showed a similar behaviour in terms of the nuclear volume
being larger than the magnetic volume, with values of the average moment per atom
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within the core similar to the bulk value of Ni, confirming the presence of a shell
structure on top of the single ferromagnetic domain. The SANS studies were carried
out at fields below 10 kOe throughout, under which conditions the surface magnetic
contribution is relatively weak, meaning the scattering could not be de-convolved
from the core to analyse the magnetic behaviour of the surface but confirming the
presence of a shell.
7.2 Further Work
In order to further the studies presented it would be of particular interest to explore
the variation in the magnetic properties of the catalysts at different stages of the
industrial process. The creation of multiple surface states, including carbides and
varying oxide levels, alongside measurement of the nuclear particle size variation to
allow for sintering and agglomeration, would allow for analysis of possible routes to
catalyst deactivation (e.g. “coking”) and the methods by which these can be followed
magnetically. Unfortunately, the industrial reactors can have catalysts on-stream for
months at a time, meaning that we would need to have understood the protocols for
analysing the materials far earlier in time to expand on this work here.
Aside from these studies, it would be of interest to expand this work to include
a range of Co particles. Nickel was chosen for this thesis as the lower anisotropy con-
stant of the bulk material implied a larger range of super-paramagnetic particle sizes
would be achievable within our experimental set up, however, cobalt is an interest-
ing alternative for investigation. As mentioned earlier, Co/CoO is a well understood
exchange biased material56 in which the quantity of CoO can be used to tune the
shift in coercivity at low temperatures. A study of a range of Co Fischer Tropsch
catalysts - applying the methods described here to quantify the metallic cobalt core-
shell structure alongside the shift in coercivity caused by the exchange biasing could
illustrate the thickness of CoO - identifying if the shell structure encompasses the
oxide or if the layer adds a separate magnetic and physical term.
Aside from these studies, the industrial applicability of the work means that
the reliability of the technique will need to be addressed. In these studies the
nanoparticle systems had a high homogeneity, meaning that relatively small samples
closely reflected the bulk average, and large catalyst extrudites were studied in or-
der to avoid sampling bias. In many heterogeneous systems the catalysts will have
a large spread of physical properties (e.g. crystallite diameter, degree of reduction,
or loading) at different positions of the catalyst bed. Hence, it would be important
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to evaluate the number of catalyst extrudites required for analysis in order to arrive
at a general picture, be it an overall average or a shift in behaviour at different po-
sitions. This study is similar to the downside of TEM, that imaging a small region
may not be reflective of the bulk, on a larger scale. This work would also inherently
involve the study of a wider range of particle diameters, following sintering at differ-
ent positions of the catalyst bed, as well as a wider range of support materials, with
variation of both the chemical properties (investigating silica and titania supports)
and physical properties (investigating the effect of different support porosities and
variation in metal-support interactions).
The final study that we would recommend is a return to the SANS measure-
ments. In the studies reported here, the catalysts have a relatively wide polydis-
persity - resulting in the data being limited to a radius of gyration analysis. If a
catalyst system with a tighter size distribution could be synthesised, it would allow
for the SANS data (both magnetic and nuclear) to be assigned to either a spherical,
hemispherical or cubic morphology. This would identify both the catalyst shape on
the support (difficult due to the limitations of TEM) and determine the core-shell
structure in terms of magnetic contributions, adding to the understanding of the
“glassy” surface behaviour.
7.3 Conclusions
In conclusion, this thesis has demonstrated a series of magnetic measurement proto-
cols, based on the Langevin magnetic susceptibility and Nee´l thermal barrier, which
allow for the study of industrially viable catalytic materials. Building upon previ-
ous work in the field, we have identified a method for quantifying the thickness of
the nanoparticle shell which is decoupled from the central single-domain core and
demonstrated a magnetisation dependent on particle diameter. As an industrial siz-
ing technique, a perfect value of particle size may not always be available to calibrate
against and, as such, we have demonstrated that an assumption of bulk behaviour
leads to a systematic error in particle accuracy of ±2 nm - an improvement on the
error demonstrated without the surface correction (3 to 10 nm, increasing with a
larger particle diameter).
Alongside the main findings of this work we have also demonstrated the effect
of three synthesis parameters (reduction temperature, surfactant system composition
and nickel loading) on the resulting average particle diameter and the polydisper-
sity of the diameter distribution as well as identifying Fomblin grease as a readily
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available media for the dispersion of nanoparticles for magnetic studies.
The analysis of the catalyst crystallites via these methods have laid the foun-
dations for the industrial use of magnetometry methods for the analysis of catalysts
within Johnson-Matthey. The methods outlined have the advantage over the current
techniques in that it furnishes information on the crystallite size distribution, either
the 20% and 80% limits for the corrected-Langevin approach or a full radial dis-
tribution for the corrected-blocking temperature method, while remaining relatively
insensitive to the support materials, requiring short time scales (≈ 8 hours for data
collection) and a simple sample preparation method (in comparison to TEM).
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