Abstract. We show the compatibility between the moderate or nearby cycle functor for regular holonomic D-modules, as defined by Beilinson, Kashiwara and Malgrange, and the Hermitian duality functor, as defined by Kashiwara.
Introduction
The Hermitian dual of a D-module was introduced by M. Kashiwara in [9] , who showed that the Hermitian dual of a regular holonomic D-module is also regular holonomic (hence coherent). In this paper we show a compatibility result between this functor and the nearby or vanishing cycle functor relative to a holomorphic function for such modules. The latter may be defined using the V -filtration (introduced by Beilinson, Kashiwara and Malgrange).
Moreover we make the link with asymptotic expansions of integrals along fibres of the function. This gives a generalization of previous work of D. Barlet on Hermitian duality for the local Gauss-Manin system of an analytic function. In particular this gives a simpler approach to the "tangling phenomenon" described by D. Barlet in [3] .
Acknowledgements. This work arose from many discussions with D. Barlet, whom I thank.
1. Hermitian duality 1.a. Notation. Let (X, O X ) be a complex analytic manifold of dimension n, (X R , A XR ) be the underlying real analytic manifold and let (X, O X = O X ) be the complex conjugate manifold. Denote by D X (resp. D X ) the sheaf of holomorphic linear differential operators on X (resp. X).
Denote by : f → f the R-isomorphism O X → O X and D X → D X . It induces a trivial conjugation functor, sending D X -modules to D X -modules; if M is a D X -module, we denote by M the R-vector space M equipped with the action of D X defined as follows: denote by m the local section m of M viewed as a local section of M ; then P · m = P m.
Let Db XR (also denoted by Db X for short) be the sheaf of distributions on X R . It acts on the sheaf C ∞ -forms ϕ with compact support of maximal degree, which is a right D X and D Xmodule. Then Db X is a left D X and D X -module by the formula (P Qµ)(ϕ) = µ(ϕ·P Q). The sheaf C XR = Db 1.b. The Hermitian duality functor [9] . Denote by C X the Hermitian duality functor 1 . Recall that C X is a contravariant functor from the derived category D − (D X ) to the category D + (D X ) defined as
It restricts as a functor from the full subcategory D 
and is equal to the functor Hom DX (•, Db X ) on the category of regular holonomic D X -modules (see [9] , see also [5 
Last, recall (see [9] ) that the conjugate of a regular holonomic right D X -module M is the right D X -module defined as ).
We will call C X (M) the Hermitian dual of M. We may also define the Hermitian dual of a right regular holonomic D-module by using the sheaf Db (n,n) X of currents instead of the sheaf Db X of distributions. Remark 1.1 (Extension to the holonomic case). Kashiwara conjecured (see [9, Rem. 3.5] ) that the previous results remain true for holonomic modules. This is proved in [14] when the support of M has dimension 1 and in some cases when it has dimension 2. If this conjecture is true, Theorem 3.8 also applies to holonomic modules. It would then be interesting to extend Theorem 2.1 below to the nonregular holonomic case in order to get a holonomic analogue of Theorem 4.25.
1.c. Sesquilinear forms on
A sesquilinear form will be a D X,X -linear morphism
The datum of S is equivalent to the datum of a D X -linear morphism
We say that S is nondegenerate if this morphism is an isomorphism. When M ′ = M ′′ = M is regular holonomic, this is equivalent to saying that L S : M → C X M is injective (or surjective), because M and C X M have the same characteristic variety (as their de Rham complexes are Verdier dual one to each other). We say that S is ±-Hermitian if C X (L S ) = ±L S , in other words if S(m, µ) = ±S(µ, m) in Db X .
1.d. Direct and inverse image by a closed immersion of codimension one and Hermitian duality. Let Z be a reduced divisor in X and i : Z ֒→ X (resp. ı : Z ֒→ X) denote the inclusion. Let j + j + be the localization functor along Z and denote by j † j + its adjoint by duality, i.e. j † j + = Dj + j + D, where D denotes the duality functor on holonomic
We also consider the two functors i + i + and i + i † . Recall that, for a holonomic D X -module M, we have the following two dual exact sequences
Proof. The first part is proved in [14, Proposition II.3.2.2] . We now want to prove that the following diagram 
induces a nondgenerate pairing
and hence an isomorphism
for k = 0, 1.
Corollary 1.4. Assume that Z is smooth. Then there is a natural isomorphism of functors
Proof. Remark first that there is a natural isomorphism of functors
Indeed, denoting by i ++ the direct image of D Z,Z -modules, recall that one has Db X,Z = i ++ Db Z : indeed, put D X←Z ⊗ C D X←Z = D Z←X,Z←X and consider the natural morphism of right D X,X -modules
such that, for any local section µ of C Z , the image of µ ⊗ 1 evaluated on any function ϕ ∈ C ∞ c (X) is equal to µ(ϕ |Z ); this morphism is an isomorphism, as can be seen from a local computation; going from right to left, one gets the assertion.
It follows that
As i + and ı + are exact functors, we obtain from Corollary 1.3 an isomorphism
and thus the result, as ı + is an equivalence. 
The following is a slight generalization of [1] and [4, Theorem 11] .
Proof. According to Remark 2.5 and Proposition 2.6 below, it is identical to the one of loc. cit., using the existence of a good Bernstein relation (cf. for instance [5, Theorem 8.8.16] and the references given there) in order to prove the existence of a good operator as in [4, Proposition 8 ].
2.b. Regular holonomic distributions in dimension 1. Assume now that X = C and Z = {0}. Let t be a coordinate on C. For α ∈ C such that −1 ≤ Re α < 0 and p ∈ Z, put
then it is easy to show that the family u α,p satisfies
This implies in particular that u α,p ∈ RH Db C,0 .
Let RH Db
It is known (see [5, 
where u denotes the image of the distribution germ u in Db 
because the Dirac distribution δ can be written as
Remarks 2.5. is equal to the subspace of germs at of C ∞ functions on C * having an infinitely termwise differentiable asymptotic expansion at 0, in the sense of [4] , the exponents of which belong to a finite union of lattices in C.
Mellin transform. We also have a characterization of C ∞ RH Db C,0 in terms of Mellin transform ( [4] ). Let u ∈ Db C,0 be a germ of distribution, and denote also by u a representative of this germ in Γ(D, Db C ) where D is a small disc centered at the origin. Let χ ∈ C ∞ c (D) such that χ ≡ 1 near 0 and having a sufficiently small support. Then, for any k
which are holomorphic on Re(s) ≫ 0. These functions depend on χ up to the addition of an entire function. So the classes of J
modulo O(C) only depend on the germ u. Moreover, these functions can be recovered from the functions J
, which are holomorphic on Re(s) ≫ 0, extend to meromorphic functions on C with poles at most in R + Z, and satisfy
Proof. Remark first that u ∈ RH Db C,0 if and only if its image in Db . The condition in the proposition is easily seen to be independent of these choices. The result is then a direct consequence of [4, Theorem 4].
Hermitian duality and moderate nearby/vanishing cycles
We will show in this section the compatibility between these functors. We will first recall briefly the construction of moderate and vanishing cycles for holonomic D-modules, in order to be able to give a detailed account of the compatibility.
3.a. Notation. We fix a total ordering on C, denoted by ≤, which is assumed to satisfy (a), (b), (c) below:
(a) it induces the usual ordering on R,
In the following, we will choose the ordering on C induced by lexicographically ordering the triples (Re(a), |Im(a)| , Im(a)). With such an ordering we have
For a complex number γ, denote by [γ] the largest integer less than or equal to γ, using the fixed total ordering on C.
3.b.
Review on the Malgrange-Kashiwara filtration. Let Z be a complex analytic manifold of dimension n, put X = Z × C, let t denote the coordinate on C or the projection X → C and consider the inclusion Z = Z × {0} ֒→ X.
For a holonomic D X -module M, let V • (M) be the Malgrange-Kashiwara filtration on M relative to Z × {0} (see e.g. [13] ): this is a filtration indexed by the union of a (locally on Z) finite number of lattices σ + Z ⊂ C (σ ∈ S and we may choose the finite set S ⊂ C contained in Re(σ) ∈ [0, 1[), using the ordering specified above. For any α ∈ C, the graded module gr
and moreover regular when M is so) and comes equipped with a nilpotent endomorphism N , induced by the action of −(∂ t t + α).
We have isomorphisms
The complex i + M is quasi-isomorphic to the complex
(where the right term has degree 0) and if M = j † j + M it is also isomorphic to the complex
(where the left term has degree 0) and if M = j + j + M it is also isomorphic to the complex
Analogous results hold for holonomic D X -modules. We still denote by V • the Malgrange-Kashiwara filtration and by N the nilpotent endomorphism induced by −(∂ t t + α) on gr V α . 3.c. Review on moderate nearby and vanishing cycles (see e.g. [13, 15] ). Let M be a holonomic D X -module (specializable would be enough, see e.g. [13] ). Let α be such that −1 ≤ α < 0 and put λ = exp(2iπα).
and the D X -structure is given by the relation
with the convention that e α,k = 0 for k < 0. Remark that M[t −1 ] is a direct summand of M −1,p for any p ≥ 0 (we may consider that e α,k plays the role of the multivalued function t α+1 (log t) k /k!). We have natural morphisms of D X -modules:
We will denote by N (without index p) any of the endomorphisms
where the maps are induced by a p,p+1 (resp. b p+1,p ) is stationary locally on X, and both systems have a common limit isomorphic to gr V α M: we may identify gr
induce, for p large enough, an isomorphism from gr
We denote this limit by ψ mod t,λ M and call it the moderate nearby cycle module associated with M, with eigenvalue λ. We also denote by N the endomorphism induced by the previous N . It corresponds naturally to −(∂ t t + α) via both isomorphisms with gr V α M. Notice also that the inductive system of H 1 (resp. the projective system of H −1 ) has limit 0.
The construction of the moderate vanishing cycle module φ mod t,1 (M) is achieved by considering the inductive sytem of complexes M → M −1,p (where the right term has degree 0 and the map is the composition of loc :
instead of the single module M α,p . The only possible non vanishing limit is also obtained for H 0 i † . It can also be achieved by considering the projective system of complexes j † j + M −1,p → M (where the left term has degree 0 and the map is the composition of j † j + b p,0 and coloc : j † j + M → M) and the projective limit of H 0 i + . Let us give some precise description. The complex i † (M → M −1,p ) is the single complex associated to the double complex
which is isomorphic to the complex
where the middle term has degree 0. The kernel of the second morphism can be identified with gr
and the H 0 of this complex is identified to gr
is isomorphic to the single complex associated with
where the middle term has degree 0. Its H 0 is naturally isomorphic to gr 
Compatibility with Hermitian duality. We now assume that M is regular holonomic. For any α such that −1 ≤ α < 0, consider the function u −α−2,p = |t| 2(α+1) (log |t|
is nondegenerate and induces an isomorphism compatible with N and C
such that all diagrams
and
Proof. First, it is easy to see that the morphism η α,p induced by the pairing induces commutative diagrams as in the lemma. The compatibility of η α,p with N and C mod Z X (N ) is thus clear. The nondegeneracy of the pairing is then proved by induction on p, the case p = 0 being easy. 
which satisfy the following properties, putting c X = c ψ X,λ or c φ X,1 : Proof. According to the previous lemma and to Corollary 1.3, the inductive system
3.e. Nearby/vanishing cycles for a sesquilinear form. Let M ′ , M ′′ be two regular holonomic D X -modules and let S : M ′ ⊗ C M ′′ → Db X be a sesquilinear pairing. We will define, for −1 ≤ α < 0, sesquilinear forms
and similarly (for α = 0) φ 1 S, which satisfy (with obvious notation)
Denote for a while by 
and is nondegenerate iff ψ λ,ℓ S is nondegenerate for any ℓ. This is so iff the pairing induced on the primitive parts
is nondegenerate, according to the Lefschetz decomposition. Similar results hold for φ 1 S.
For ℓ ≥ 0 we will set
We deduce from Theorem 3.8:
Corollary 3.12. The sesquilinear form S is nondegenerate in a neighbourhood of Z if and only if all sesquilinear forms P ψ λ,ℓ S (λ ∈ C * , ℓ ≥ 0) and P φ 1,ℓ S (ℓ ≥ 0) are nondegenerate.
Proof. According to Remark 3.10, it is enough to show that S is nondegenerate iff all ψ λ S and φ 1 S are so. Now, L S is an isomorphism in a neighbourhood of Z if and only if all ψ λ L S and φ 1 L S are isomorphisms: this follows from the fact that a regular holonomic module M is equal to zero near Z if and only if all its moderate nearby or vanishing cycles vanish on Z.
The result is then a consequence of the definition of ψ λ S and φ 1 S and of Theorem 3.8.
Hermitian duality and asymptotic expansions
We will give in this section a more explicit description of the compatibility morphisms given in Theorem 3.8, using asymptotic expansions (in the sense of Remark 2.5(2)). The main goal will be to give a more precise version of Theorem 2.1, taking into account the order with respect to the Malgrange-Kashiwara filtration.
We begin with some easy results in dimension 1.
4.a. Dimension 1. We obtain in this way increasing filtrations
Regular holonomic distributions and
(where ≤ is the fixed total ordering on C) and thus a doubly indexed filtration
For λ ∈ C * , choose α ∈ C with −1 ≤ α < 0 such that λ = exp(2iπα); put as in § 2.b,
We then have (
and gr
Proof. The assertion (2) and the first part of (1) follow immediately from the properties of the Malgrange-Kashiwara filtration on holonomic modules.
Let us prove the second part of (1). Let u ∈ V α ′ −1,α ′′ (RH Db C,0 ) with α ′ < 0. According to (3.1), there exists then v ∈ RH Db C,0 with α
v is supported at the origin and satisfies
Therefore, by (3.1), we have w = 0 and v satisfies α
For (3), remark that there exist (3) we conclude that u belongs to V α ′ ,α ′′ .
Let us now prove (4) and (5). We will first need the following lemma.
Lemma 4.2. (a)
We have gr
(c) For −1 ≤ α < 0, the classes of u α,p (p ≥ 0) form a basis of the C-vector space gr
Proof. According to (2.2), the distribution u α,p (−1 ≤ α < 0 and p ∈ N) satisfies
It is then in V α,α .
It follows that, for any P ∈ D C,0 , the correspondence 1 → P u α,p induces a surjective D C,0 -linear morphism
This implies that, for any k ∈ Z, we have
because a similar property is easily seen to be true for D C,0 /D C,0 (∂ t t + α) p+1 and any morphism of holonomic D-modules is strict with respect to the Malgrange-Kashiwara filtration.
By the same argument we also get that, for −1 ≤ α < 0, (p ≥ 0) in gr V α,α RH Db C,0 then, by applying a suitable power of ∂ t t + α and using relation (2.2), we would have a relation
which is clearly impossible by considering the valuation at 0. Similarly, a linear relation between the classes ∂ t ∂ t u −1,p (p ≥ 1) would imply that δ ∈ (V −1,0 + V 0,−1 ) RH Db C,0 . Notice now that
is bijective: part (b) shows that it is onto; it is injective because t :
, which is impossible because t acting on V −1,−1 is injective.
The statement (4) of the proposition follows from (b) in the lemma. (2.2) clearly implies that, for all k, ℓ ∈ N, we have (
The Malgrange-Kashiwara filtration for C ∞ RH Db C,0 . In order to apply similar considerations to asymptotic expansion, we will introduce the Malgrange-Kashiwara filtration on C ∞ RH Db C,0 . Put
We clearly have 
Remark 4.7. It follows from Propositions 4.1(5) and 4.6 that the nilpotent endomorphisms induced by ∂ t t + α or ∂ t t + α on gr (2), (3) and (5) Localization and Mellin transform. We may give similar definitions and similar arguments for the germ RH Db mod 0 C,0 . We say that a germ u ∈ RH Db mod 0 C,0 has order less than α ′ if it belongs to V α ′ (D C,0 u), etc. We get in particular 
Remark that it is enough to verify the previous criterion for k ′′ = 0 and k
Corollary 4.12. For any α ′ , α ′′ ∈ C with α ′ − α ′′ ∈ Z, we have
It also follows from Lemma 4.2(b) and Formula (4.9) above that 
It will be convenient to denote also by L α the map composed with the previous L α and the projection V α,α → gr
We then have
Proof. Any such v can be written as
. Then we have L −1 (tv) = v 1 since t∂ t log |t| 2 = 1, and 
is well defined (that it takes values in Db Z can be seen as in [2, lemme 1] ) and induces 0 on 
More precisely, c X,α is a functorial morphism between the functors gr V α C X and C Z gr V α . We may also consider c X,α , defined in a similar way. We then have
According to Proposition 4.17, the following diagram and its Hermitian dual analogue commute: 
Proof. Denote by K the support of ϕ and by p ≥ 0 the order of the distribution µ(m) on K × D. For q ∈ Z, the functions (t, s) → |t| 2s t p+q and (t, s) → |t| 2s t p+q are C p on {Re(s) > −q} × C and depend holomorphically on s.
By assumption, the roots of b m (−s) are ≤ α ′ . Denote by b µ the Bernstein polynomial for µ; the roots of b µ (−s) are ≤ α ′′ . Fix k ∈ Z, choose r ≥ 0 so large that p − r < α ′ and consider the polynomial
We have 
On the other hand one has
and one may identify this sheaf with Db Z by defining, for any µ ∈ Ker t and ϕ ∈ C n,n
This is the pairing constructed in Corollary 1.3. It coincides with the pairing defined with the help of L 0 in (4.16).
The theorem being true for modules supported on Z, it folllows that it is enough to prove it for modules satisfying
) and (c X,−1 , c X,0 ) are both compatible with can and Var, it is enough to prove the theorem for −1 ≤ α < 0.
Second step. Assume now that
. We will show that the nondegenerate pairing
given by Corollary 1.3 coincides with that defined with the help of c X,0 . Notice that
Let µ be a local section of V 0 C X M and m a local section of
, the distribution µ(m) is supported on Z and is in Ker t. We may thus apply the first step to get the result.
Third step: proof for −1 ≤ α < 0. We may assume that M = j + j + M. We will show that c X,α can be computed using M α,p , as we did for c ψ X,λ . The second step will then give c X,α = c ψ X,λ . We have isomorphisms
Ker t∂ t ⊂ gr
We will identify the composed isomorphism
Let µ be a local section of V α C X M and put
According to Lemma 3.7, we may view µ α,p as a local section of C
To understand the image of (the class of) µ α,p by the morphism c X,−1 (M α,p ), we fix a local form ϕ of maximal degree and with compact support on Z and consider, under the condition that all m ℓ are in V α M, the coefficient of
The only terms contributing to it are those for which k + ℓ = p. Put Barlet. We will show that Theorems 3.8 and 4.25 give generalization to regular holonomic modules of some results of D. Barlet concerning effective contribution of monodromy to poles of |f | 2s for a holomorphic function f : Z → C on a smooth manifold Z (cf. [2] ). Remark that the assumption on monodromy made by D. Barlet concerns monodromy on the cohomology of the Milnor fibre of f ; here however, the assumption concerns monodromy on the complex of nearby or vanishing cycles and may give better results (see e.g. [11] ).
Let ψ f C Z and φ f C Z denote the complexes of nearby and vanishing cycles (see [7] ) and, for λ ∈ C * , denote by ψ f,λ C Z and (for λ = 1) φ f,1 C Z the complexes corresponding to the eigenvalue λ (and 1) of the monodromy (see the construction in [6] or [15] ). These complexes are perverse up to a shift and are equipped with a nilpotent endomorphism (the nilpotent part of monodromy). Let M • denote the monodromy filtration in the perverse category (see e.g. (F x o ) λ → H dim Z−1 (F x o ) λ (i.e. Ker v → Coker c) is an isomorphism (or injective, or onto, as dim Ker v = dim Coker c by duality and self-conjugation of ψ f C Z ). When such an isomorphism occurs, there is no "topological tangling" in the sense of Barlet [3] .
