This paper describes an analysis of large-scale [O(1000 km)] convectively coupled gravity waves simulated using a two-dimensional cloud-resolving model. The waves develop spontaneously under uniform radiative cooling and approximately zero-mean-flow conditions, with wavenumber 2 of the domain appearing most prominently and right-moving components dominating over left-moving components for random reasons. The analysis discretizes the model output in two ways. First, a vertical-mode transform projects profiles of winds, temperature, and heating onto the vertical modes of the model's base-state atmosphere. Second, a cloud-partitioning algorithm sorts sufficiently cloudy grid columns into three categories: shallow convective, deep convective, and stratiform anvil.
Introduction
Convectively coupled equatorial waves are a welldocumented class of tropical weather phenomena (Takayabu 1994; Wheeler and Kiladis 1999; Straub and Kiladis 2002; Yang et al. 2003; Roundy and Frank 2004) . They are large-scale [O(1000 km)] zonally propagating cloud disturbances that have dispersion properties and horizontal dynamical structures similar to those of shallow-water equatorial modes, with implied equivalent depths in the range 12-50 m (corresponding to Kelvin/gravity wave speeds in the range 11-22 m s
Ϫ1
). Such organized cloud systems constitute an important predictable part of subseasonal tropical weather (Wheeler and Weickmann 2001) . Hence, it is of both practical and scientific interest to understand the mechanisms responsible for their generation and maintenance, as well as the dynamics that govern their behavior.
Several types of mechanistic models have been advanced as theories of convectively coupled tropical waves. The simplest involve a single cloud type, deep convective, interacting with a single dynamical mode of vertical structure, corresponding to the first baroclinic mode of the troposphere (e.g., Goswami and Goswami 1991; Emanuel et al. 1994; Yano et al. 1995; Lin and Neelin 2002) . Slightly more complex models involve two or three basic cloud types (including shallow convective, deep convective, and stratiform anvil) interacting with two vertical modes: a shallow (second baroclinic) mode and a deeper (first baroclinic) mode (e.g., Mapes 2000; Majda and Shefter 2001; Wu 2003; Haertel and Kiladis 2004; Khouider and Majda 2006) . Both model types are able to produce waves whose periods and zonal wavelengths broadly match those of observed tropical waves. Models with two vertical modes can also produce waves with crudely realistic vertical structures.
Judging from these results, it would seem that models with crude vertical resolution are indeed useful for studying the coupling between tropical waves and convection. Nevertheless, a limitation of such models, as well as more sophisticated models with finer vertical resolution (e.g., Hayashi 1970; Stark 1976; Davies 1979; Crum and Stevens 1983; Chang and Lim 1988; Chao and Lin 1994; Su et al. 2000; Lindzen 2003) , is that their predictions depend heavily on uncertain closure assumptions. Also, the vertical distributions of temperature and moisture tendencies due to unresolved cloud processes must either be assumed or parameterized using simple cloud models.
Cloud-resolving models (CRMs) are another type of tool that can be used to study convectively coupled tropical waves. With current computational resources, we can conduct explicit simulations of radiativeconvective equilibrium (RCE) in planetary-sized domains, allowing interactions between convection and dynamics on a wide range of time and space scales. Mostly these simulations have been in two dimensions (2D; e.g., Oouchi 1999; Grabowski and Moncrieff 2001; Peng et al. 2001; Oouchi and Yamasaki 2002; Grabowski 2003) , although 3D simulations using stateof-the-art supercomputers (Tomita et al. 2005) , as well as smaller computers through clever means (Kuang et al. 2005) , are rapidly joining the fray.
As an example from the realm of 2D studies, Grabowski and Moncrieff (2001) performed a 30-day simulation of RCE in a nonrotating, periodic domain with a spatially uniform sea surface temperature (SST), a spatially uniform radiative cooling profile, and an imposed barotropic mean flow of Ϫ10 m s
. They obtained spontaneous development of a series of largescale gravity wave disturbances whose dispersion characteristics and longitude-height structures were found to strongly resemble observations of a particular type of convectively coupled equatorial wave-the Kelvin wave (Nakazawa 1988; Takayabu and Murakami 1991; Wheeler et al. 2000; Straub and Kiladis 2003) . Such agreement is encouraging and suggests that 2D CRMs, although somewhat artificial, can still be used to gain insights into real-world phenomena. The challenge is to cast the model output in terms that can facilitate understanding.
This paper describes an analysis of a similar 2D CRM simulation in which large-scale convectively coupled gravity waves spontaneously develop. As part of the analysis, we use a vertical-mode transform algorithm to project profiles of winds, temperature, and heating rate onto the vertical modes of the model's base-state atmosphere (as in Kasahara and Puri 1981; Mapes and Houze 1995; Haertel and Johnson 1998; Grabowski et al. 2000) . A cloud-partitioning algorithm is also used to sort sufficiently cloudy grid columns into three categories: shallow convective, deep convective, and stratiform anvil (as in Tao and Simpson 1989; Xu 1995; Lang et al. 2003) . Through this approach, we seek to characterize the structures and energetics of the large-scale waves in a low-order truncated space suitable for qualitative reasoning and conceptual understanding, as well as for the design and diagnosis of parameterizations for large-scale models.
The organization of this paper is as follows. The next two sections briefly describe the CRM, the experiment setup, and the cloud-partitioning method. Some general features of the simulation are discussed in section 4. Section 5 outlines the theory of the vertical-mode transform and discusses its implementation. Results from the vertical-mode analysis are presented in section 6. Our main findings are summarized and discussed in section 7.
Numerical model and experiment setup
The simulation is performed using the 2D version of the System for Atmospheric Modeling (SAM), developed by M. Khairoutdinov at Colorado State University (CSU). A brief description of the CSU SAM is given below. A more detailed description can be found in Khairoutdinov and Randall (2003) .
The model is based on an anelastic system of equations consisting of five prognostic variables: the horizontal and vertical components of the velocity vector (u ϭ ui ϩ wk), the mixing ratio of water vapor plus nonprecipitating water substance (r np ), the mixing ratio of precipitating water substance (r p ), and the liquid/ice water static energy (h l ). The model equations are solved using finite-difference approximations on an Arakawa C-grid with periodic lateral boundary conditions and free-slip, rigid-lid conditions imposed at the upper and lower boundaries. Subgrid-scale turbulent fluxes are parameterized using a simple Smagorinsky-type closure, with the turbulent mixing coefficient proportional to the square of the local vertical grid spacing. The model includes a bulk microphysics parameterization with five types of hydrometeors: cloud water, cloud ice, rain, snow, and graupel.
The setup of the experiment is as follows. The computational domain extends 8192 km in the horizontal and 28 km in the vertical. The horizontal grid spacing is spatially uniform at 2 km, while the vertical grid spacing stretches from 50 m near the surface to 500 m at and above 5 km. The radiative cooling is 1.5 K day Ϫ1 between the surface and 250 mb (ϳ10 km), decaying linearly to zero at 200 mb (ϳ12 km). The SST is spatially uniform and fixed at 300 K. To minimize possible interactions between convection and a domain-averaged horizontal flow, a spatially uniform relaxation term Ϫu/ is added to the horizontal momentum equation, where u is the domain-averaged horizontal wind and ϭ 4 h is the relaxation time scale. Rayleigh damping of perturbation winds, temperature, etc. is also applied in the uppermost 8 km to remove energy from gravity waves reflected off of the upper boundary. The effects of planetary rotation are not considered.
The simulation begins with random small-amplitude temperature and moisture perturbations added to an otherwise resting and stably stratified atmosphere. The initial sounding is representative of equilibrium conditions from a previous 45-day run, identical to the one described above but with a smaller 1024-km computational domain. The simulation lasts for 15 days, with model output saved at 10-min intervals.
Cloud partitioning method
This section describes the method used to separate sufficiently cloudy grid columns into three categories: shallow convective, deep convective, and stratiform anvil. Following Xu (1995) , the method is based on observations of both the structures and kinematics of tropical mesoscale convective systems (e.g., Houze 1977; Zipser 1977; Zipser et al. 1981) . Briefly, deep convective regions are characterized by relatively intense vertical motion and appear as vertically developed cumuliform clouds with bases typically located beneath the melting layer. Stratiform regions, on the other hand, are characterized by relatively weak vertical motion and appear as elevated cloud layers with bases typically located above the melting layer. A similarity between deep convective and stratiform regions is that both have cloud tops in the upper troposphere.
Shallow convective regions, on the other hand, are typified by cloud tops in the lower to middle troposphere. The one exception is when shallow convective clouds develop beneath upper-level anvil clouds such that there are multiple cloud tops. In this situation, the column is perhaps best viewed as being part of the shallow convective region, if the low-level convection is especially vigorous (or the upper-level cloudiness is especially diffuse), but as being part of the stratiform region otherwise.
The above observations and considerations are encoded in the method as follows. First, we define the cloud-top height Z CT as the height of the uppermost grid cell with a total condensed water/ice mixing ratio r c ϭ r p ϩ r np greater than either (i) 0.1 g kg Ϫ1 , if the column maximum of r c exceeds this value, or (ii) 0.01 g kg
Ϫ1
, otherwise. The cloud-base height Z CB is defined as the height of the lowermost grid cell with r np Ͻ 0.01 g kg Ϫ1 . Additional parameters considered in the method are the maximum absolute value of the incloud vertical velocity | w max | and the cloud condensate paths in the lower (0-4 km; CCP L ), middle (4-8 km; CCP M ), and upper (8-12 km; CCP U ) tropospheres, where each path is divided by the total water vapor path of the time-mean sounding so that CCP has units of grams per kilogram.
Deep convective regions are identified first in the method. They are defined as all "deep cores" plus the two adjacent columns. Deep cores must satisfy each of the following three requirements: 1) Z CT Ͼ 7 km, 2) CCP M Ͼ 25 g kg Ϫ1 , and 3) | w max | Ͼ 3 m s Ϫ1 , with Z CB Ͻ 4 km; or else the single requirement | w max | Ͼ 9 m s Ϫ1 (to capture vigorous tilted or elevated cells above an unsaturated lower troposphere). Shallow convective areas are identified next in the method, again via cores and neighbors (provided these columns are not already assigned as deep). Shallow cores must satisfy any one of the following three requirements: 1) Z CT Ͻ 7 km, with Z CB Ͻ 2.5 km; 2) CCP L Ͼ 30 g kg Ϫ1 , with CCP U Ͻ 15 g kg
; or 3) | w max | in the lowest 3 km exceeds 3 m s
. After the shallow and deep convective regions have both been identified, the remaining columns with a total condensed water/ice path exceeding 10 g m Ϫ2 are masked as stratiform.
This approach is similar to that of Xu (1995) but differs from that of most other studies, which use the spatial distribution of the surface precipitation as the primary separation criterion (e.g., Tao and Simpson 1989; Tao et al. 1993; Caniaux et al. 1994; Lang et al. 2003) . Because our method is basically an extension of Xu's (1995) Wmax method, adding cloud-height (Z C ) considerations, we refer to it for convenience as the Zc-Wmax method. Figure 1 illustrates the general patterns of convective organization in the simulation. Shading indicates the space-time evolution of the surface precipitation rate P, a proxy for convective activity. Starting from a moreor-less random distribution of cells on day 1, convection spontaneously becomes organized into two distinct large-scale envelopes (indicated by the dotted and dashed lines labeled A and B) that move rightward at speeds of about 16 m s
General features of the simulation

a. Organization of convection
Ϫ1
. The envelopes are typically composed of many small-scale contiguous precipitation features, later referred to as "cloud clusters," with lifetimes in the range 2-12 h and spatial scales in the range 20-100 km. Many of the cloud clusters propagate leftward at speeds in the range 3-9 m s Ϫ1 . Some, however, remain stationary or propagate slowly rightward. There are also a number of occasions where individual cloud clusters within A and B appear to be organized into intermediate-scale disturbances moving leftward at speeds in the range 16-18 m s Ϫ1 (highlighted by pairs of sloping lines in Fig. 1 ). This hierarchical pattern of convective organization, including the propagation speeds of the large-scale envelopes, is broadly similar to that observed in association with convectively coupled Kelvin waves (Nakazawa 1988; Straub and Kiladis 2002) , as well as that found in previous 2D CRM studies ( Grabowski and Moncrieff 2001; Peng et al. 2001; Grabowski 2003) . On the basis of this similarity, we refer to the large-scale convective envelopes and their associated circulations as large-scale convectively coupled gravity waves. A curious feature of the large-scale waves is that they have a preferred direction of propagation (rightward), even though the model governing equations are symmetric with respect to horizontal direction. During the course of this work, we performed four additional simulations, each identical except for having slightly different initial conditions. Results in all cases were found to be similar to those discussed above, but with leftwardmoving waves appearing prominently in two of the simulations and both leftward-and rightward-moving waves appearing prominently in the two others (not shown). Thus it appears that the direction of large-scale wave propagation is determined simply by chance.
b. Composite wave dynamical structures
Composite dynamical structures of the large-scale waves were obtained by averaging the model output between days 5 and 11 in a reference frame moving rightward at 16 m s troposphere. The angle of the tilt implies upward propagation of wave energy in the stratosphere and downward propagation below, indicating that the source of wave energy is located in the upper troposphere (near ϳ10 km). The rainy portion of the waves is anomalously cool in the lower troposphere (with a thin surface cold pool lagging somewhat), anomalously warm in the upper troposphere, and anomalously cool at the level of the tropopause (ϳ13 km). Near the surface, convergence of the horizontal winds leads precipitation by roughly a quarter wavelength, while at upper levels (ϳ10 km) precipitation and divergence are roughly in phase with one another. Water vapor mixing ratio anomalies show relatively large-amplitude fluctuations at low levels and weaker fluctuations aloft. The low-level anomalies tilt westward with height in a fashion similar to that of the temperature field but with opposite sign. Precipitation is strongest when air is anomalously dry in the boundary layer and wet aloft.
c. Structures and evolution of small-scale cloud clusters
To give a sense of the simulation's inner details, Figs. 3a-g depict the structures and evolution of a leftwardpropagating cloud cluster (labeled cc3 in Fig. 4 ) that developed roughly 8.5 days into the simulation at x ≅ 3150 km. The evolution can be divided into three stages: growth, mature, and decay. During its growth stage (Figs. 3a and 3b), the cluster appears as a roughly 60-km-wide patch of shallow convective cells whose characteristic depth and intensity increase with time. As the cells deepen, some of their rain evaporates before reaching the surface, resulting in the formation of a spreading surface-based cold pool (thick contour), first apparent 20 min prior to Fig. 3c (not shown). Meanwhile, an earlier decaying cloud system, with its own distinct cold pool (thick contours at left in Figs. 3a and 3b), moves rightward toward the developing patch of cells, but dies out just before reaching them.
The cluster during its mature stage (Figs. 3c-e) appears as a left-moving squall system consisting of a leading band of vigorous convective cells (evolving from shallow to deep) and a trailing stratiform anvil cloud. The convective cells are initiated at the left edge of the system's cold pool and penetrate upward to ϳ13-14 km. Convective cells are also initiated at the right edge of the cold pool, but remain confined to the lower troposphere.
During its decay stage (Figs. 3f-h), the cluster appears as a horizontally extensive anvil that becomes increasingly ragged and thin with time. The cold pool continues to spread in both directions; however, no new deep convective cells are initiated. A possible explanation for this can be found in Fig. 4 , which shows that the demise of cc3 (as well as ccl and cc2) occurred when it encountered a wedge of warm temperature anomalies associated with the large-scale wave disturbances. This warmth reduces cloud buoyancy, by definition, and is also correlated with dryness (cf. Fig. 2 ), which gets entrained into growing cumuli. Together, these effects apparently inhibit convective development and terminate the positive feedback associated with cold pool/gust front triggering.
d. Partitioning of the convective apparent heat source
Returning to the subject of the large-scale wave disturbances, we wish to understand how these propagating circulation and temperature anomaly patterns are excited and maintained against the effects of dissipation. The main mechanism is presumably diabatic heating, which we can categorize on the basis of cloud type. Figure 5a shows composite profiles of the "convective apparent heat source" Q1 [defined similarly to Yanai et al. (1973) ; see the appendix for details] in shallow convective, deep convective, and stratiform anvil regions. For ease of comparison, the profiles are expressed as heating over the entire domain area.
The deep convective profile exhibits heating through the depth of the free troposphere with a peak at 6 km. There is also a shallow layer of weak cooling in the lowest 1 km associated with evaporation of precipitation in convective downdrafts. The stratiform profile consists of weaker heating in the upper half of the troposphere, with a peak at 9 km, and cooling below, with a peak at 3 km. The shapes of these profiles are by now familiar: for example, they are similar to those discussed by Houze (1982 Houze ( , 1989 Houze ( , 1997 , diagnosed by Johnson and Young (1983) , or obtained by Xu (1995) using his Wmax method applied to explicitly simulated squall-line systems (see also Tao and Simpson 1989; Caniaux et al. 1994; Lang et al. 2003) .
The shallow convective heating profile exhibits relatively intense cooling in the boundary layer, overlain by heating from 0.5-to 5-km altitude with a peak at ϳ1 km. The vertically integrated heating and PBL cooling shows that our shallow convective category is dominated by precipitating congestus clouds (e.g., Fig. 3b) , not merely nonprecipitating trade cumuli. The distinct layer of weak warming in the upper troposphere reflects the occasional presence of weakly active stratiform anvils above vigorous shallow convective cells (see, e.g., Figs. 3d and 3e) .
Deep convective columns can further be separated into two subcategories: "high based" (Z CB Ն 2.5 km) and "low based" (Z CB Ͻ 2.5 km), whose composite heating profiles are shown in Fig. 5b . The low-based profile (light line) has heating through the depth of the free troposphere with a peak at around 3 km. The highbased profile, which captures columns with low-level convective downdrafts, shows heating in the middle to upper troposphere and cooling below. Because the shape of the high-based profile is broadly similar to the stratiform profile, one could argue that the arbitrary parameters of the convective-stratiform partitioning algorithm should be adjusted to eliminate this redundancy. Table 1 , however, shows that the averaged kinematic properties of high-based columns are almost identical to those of low-based columns, while differing markedly from stratiform columns: the peak updraft . Heavy contours denote a dry static energy of 296 K (used here to identify the boundaries of convectively generated surface-based cold pools). Thick horizontal lines at 3-, 7-, and 11-km altitudes denote columns masked by the Zc-Wmax algorithm as shallow convective, deep convective, and stratiform anvil, respectively. speeds are roughly a factor of 10 larger, while the fractional area coverages are about 200 times smaller. On the basis of these differences, we regard the low-and high-based profiles as being representative of deep convective cells during their early and later stages of development, respectively, while still acknowledging that an ambiguous middle ground exists, for example, the "intermediate" profiles of Mapes and Houze (1992) , or the "transition zone" in squall lines identified by the Houze and Johnson research groups. The reason to distinguish between these two subtypes of deep convection will become clearer in section 6, where it is shown that their roles in the generation and maintenance of the large-scale waves are distinctly different.
Distributions of shallow convective, deep convective, and stratiform heating processes in the large-scale wave composite space of Fig. 2 are shown in Fig. 6 . Shallow convective heating peaks roughly 100 km to the right of the most intense deep convective heating, implying a ϳ2 h lead, given a large-scale wave propagation speed of 16 m s
Ϫ1
. Stratiform heating peaks about 150 km to the left, implying a ϳ3 h delay. At larger scales, the leading edge of the shallow convective heating is positioned roughly 1000 km out ahead of the leading edge of the deep convective heating, implying a gradual (ϳ20 h) deepening of shallow convection prior to the onset of deep convection. This is much farther than stratiform heating extends in the back, yielding an important asymmetry in the total heating (Fig. 6d) .
Based on the cloud snapshots in Fig. 3 , we interpret the relatively short delays in cloud heating to be a reflection of the cloud cluster life cycle described earlier.
The more gradual buildup of shallow convection, on the other hand-seen also in observations by Takayabu et al. (1996) , Haertel and Johnson (1998) , Straub and Kiladis (2003) , and Mapes et al. (2006) -seems to involve a more scale-separated interaction between short-lived convective clouds and broader, systematic wave-driven environmental changes. This is supported by Fig. 7d , which shows that the wedge of the shallow convective heating on the right side of the convective envelopes is almost perfectly coincident with the wedge of cold temperature anomalies, suggesting that the depth and intensity of convection is strongly modulated by the density field in the lower free troposphere. Moisture anomalies, however, are also coincident with this wedge (cf. Figs. 2a and 2c) , and surely play some role in modulating clouds, as well as being strongly influenced by them. Separating the influences of temperature and moisture on convection is therefore not simple and remains an important challenge for future research.
The vertical-mode transform: Theory and implementation
The primary objective of this study is to quantify the relative roles of shallow and deep cloud types and dynamic vertical wavelengths in the development and maintenance of the large-scale wave disturbances. To achieve this objective, we used the vertical-mode transform algorithm of Fulton and Schubert (1985; hereafter FS85) to perform a vertical-mode decomposition of the model output. This section reviews FS85's theory of the transform and discusses its implementation, with results given in section 6. Fig. 1 but for a 3000-km subdomain centered at x ϭ 2500 km during a 3-day period starting on day 6.5. Symbols denote three distinct leftward-moving cloud clusters, while contours with shading denote regions where the vertically averaged temperature anomaly in the layer z ≅ 800-1500 km (smoothed in time and space for clarity) is positive (light shading) or exceeds 1 K (darker shading).
a. Theory
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upper and lower boundary conditions) may be transformed into a set of n linearly independent shallowwater equations describing the horizontal evolution of n vertical modes. In the absence of planetary rotation and assuming 2D geometry, these equations take the form
where u n and n are the modal amplitude coefficients of the horizontal wind u and geopotential anomalies respectively, c n corresponds to the modal gravity wave speed, ⌽ n is the geopotential source due to heating for each mode, and the effects of horizontal momentum forcing have been neglected for simplicity. FS85 use a vertical-mode transform to arrive at (1) and (2). The transform is given in pressure coordinates by
u͑x, p, t͒⌿ n ͑p͒ dp, ͑3͒
where the transform kernel ⌿ n is the vertical structure function applicable to the horizontal wind u (and geopotential ) anomalies and p T and p B denote the pressures at the top and bottom boundaries, respectively. The vertical structure functions ⌿ n (and their associated "phase speeds" c n ) are obtained as eigensolutions of the vertical structure problem, given by
where N is the Brunt-Väisälä frequency of the basic state and B T { } and B B { } are functionals expressing conditions at the top and bottom boundaries, respectively (see FS85 for details). An important property of solutions to (4) is that the eigenfunctions ⌿ n form a complete, orthogonal set. This means we can expand any function as
where the error in the summation converges uniformly to zero as n goes to infinity. From this expression, along with (1) and (2), we see that solutions to the linear hydrostatic primitive equations may be obtained by solving the shallow-water equations for each vertical mode and then summing the results. Equation (5) also shows that, owing to the presence of an upper boundary, the spectrum of modes is discrete, in contrast with the real atmosphere which does not have an upper boundary, and thus supports a continuum of modes. Mapes (1998) , however, showed that changing the height of the upper boundary produces merely different discretizations of consistent underlying vertical spectral "bands." Thus, despite the formal correctness of objections to vertical-mode approaches, such approaches can be considered useful, especially if the height of the upper boundary is chosen with care and/or the modes are appropriately grouped and reinterpreted as spectral bands. 
b. Implementation
Solutions to the vertical structure problem were obtained using the numerical algorithm of FS85 with the basic-state virtual temperature profile in the simulation used as input and with a spectral truncation of 65 modes. To ensure consistency of the solutions with the vertical boundary conditions of the CRM, the pressures levels p T and p B were specified as the top and bottom pressure levels in the CRM (ϳ14 and 1000 mb, respectively).
After obtaining the discrete spectrum of modes, we next used a discrete version of the vertical transform (3) to calculate spectra of u n , n , and ⌽ n at each grid column and at each time. For example, the spectrum of the horizontal winds was obtained as
where the tilde denotes interpolation of the simulated profile from the z-coordinate system of the CRM to the p-coordinate system of the n (given by the set of p k pressure levels with vertical spacing ⌬p k ) and ⌬p tot represents the sum of ⌬p k over all k. Table 2 lists the propagation speeds c n , equivalent depths h n ϭ c 2 n /g, and "bulk" vertical wavelengths in the troposphere L zn of modes n ϭ 0-14. Here, a value of L zn is assigned based on the analytic expression for waves in a Bousinnesq atmosphere with uniform stratification; that is,
1) GENERAL PROPERTIES OF THE CALCULATED SPECTRUM
where N * ϭ 1.02 ϫ 10 Ϫ2 s Ϫ1 is the averaged value of the Brunt-Väisälä frequency in the lowest 14 km. For example, n ϭ 7 has a propagation speed of 23 m s
Ϫ1
and, thus, a vertical wavelength L zn comparable to the depth of the troposphere, while n ϭ 3 has a speed of FIG. 7 . Vertical structure functions ⌿ n valid for the horizontal wind u and geopotential anomalies in the lowest 20 km for modes n ϭ 3-10. Thick solid (dotted) curves depict the structure function associated with the even (odd) mode index n, while labels denote the corresponding phase speed c n . The thin curves are idealizations for comparison, given by pure cosine functions with vertical wavelengths L zn in Table 2. 45 m s Ϫ1 and, thus, a wavelength correspondingly twice as large. Although the parameter L zn is only approximate, Fig. 8 shows that the calculated structure functions are reasonably well summarized by these L zn vertical wavelengths. More strictly, the structure functions have a vertically varying local curvature that depends on the shape of the background static stability profile.
2) TEMPERATURE STRUCTURE FUNCTIONS
In addition to the vertical structure functions ⌿ n valid for u and , the hydrostatic relation,
where R is the dry air gas constant, implies a corresponding set of (virtual) temperature structure functions, given in pressure coordinates by
Here n is the nondimensional part of ℑ n (analogous to ⌿ n ), c R is a constant phase speed of convenience whose magnitude is equal in number to the dry air gas constant R (i.e., c R ϭ 287 m s
Ϫ1
), and T n is a normalizing amplitude coefficient, defined as 
͑10͒
with ␣ R being a units conversion factor (with amplitude unity) that gives T n the units of temperature. The amplitude coefficient T n is introduced because it makes the characteristic amplitude of n remain more or less independent of n, thereby facilitating structure function comparisons in Figs. 7 and 8 . The "spectrum" of T n characterizing a given temperature profile is thus a measure of both the sign and amplitude of the modal temperature anomalies, just as the "spectra" of u n and n depict the sign and amplitude of the modal contributions to their respective fields. Here, the sign convention is that T n and u n take the same sign as the nth mode's contribution to temperature and horizontal wind anomalies near the surface.
Just as T n is a measure of the sign and amplitude spectrum of modal temperature anomalies, the spectrum of heating can be defined as
The transformed system (7) and (8) may then be written alternatively as
3) LOW-PASS FILTERING OF THE TRANSFORMED SYSTEM Low-pass filtering in the horizontal (with a cutoff wavelength of 1024 km) serves to isolate the large-scale waves disturbances and also leads to the concept of the convective apparent heat source Q1, given by the sum of latent heating plus the heating due to subfilter-scale (i.e., "eddy") fluxes. Heating due to filter-scale fluid motions Qfs completes the picture, but is generally small during the early stages of the simulation when the large-scale waves are first starting to develop (see the appendix for details). With these definitions, and using braces to denote the horizontal filter, (12) and (13) become
For future reference, we note that (14) and (15) imply the domain-averaged energy conservation relation:
ͪϭSfs n ϩ S1 n ͑16͒
KE n PE n where overbars denote a horizontal domain average. Here, KE n and PE n are the large-scale components of the domain-averaged kinetic and available potential energies, respectively, while Sfs n and S1 n are source terms due to filter-scale and apparent heating, respectively. The source terms are given by
respectively, which imply that energy is generated (destroyed) when heating and temperature are positively (negatively) correlated with one another. Since the initial wave development process occurs mainly though Q1 n processes, before large-scale wave motions exert advective tendencies Qfs n (results not shown), we restrict our attention in this study to the apparent energy source S1 n .
Vertical-mode analysis
Vertical-mode decomposition can now be used to determine which vertical modes are most energetically active on large spatial scales in the simulation, and how these modes are forced and maintained by shallow convective, deep convective, and stratiform heating processes.
a. Heating spectra
The composite heating profiles in Fig. 5 are expressed spectrally in Fig. 9 , as a function of modal propagation speed c n . The deep convective heating spectrum (solid line) exhibits relatively strong positive forcing at 35 and 45 m s Ϫ1 , implying deep-tropospheric warming (L zn ≅ 25 km, corresponding to vertical wavelengths roughly twice the depth of the heating). Deep convection also provides forcing in the range of 16-20 m s Ϫ1 , but with the negative sign implying low-level cooling (L zn ≅ 10 km). In Fig. 9b , we see that the negative forcing can be attributed to downdraft cooling in high-based convective columns. The positive forcing of the faster/deeper modes, on the other hand, stems mainly from low-based deep convective heating, which provides warming through the depth of the troposphere. These spectral forcing components are consistent with the numerical modeling study of Lane and Reeder (2001) , who showed that an isolated deep convective cloud excites both a fast-moving (ϳ50 m s Ϫ1 ) gravity wave response, with deep-tropospheric warming, and a slow-moving (ϳ16 m s Ϫ1 ) response, with lowlevel cooling.
The stratiform heating spectrum (dotted curve in Fig.  9a ) also exhibits negative forcing in the range 16-20 m s Ϫ1 , but with additional negative forcing at higher mode speeds (23-45 m s
Ϫ1
). The location of the peak forcing at 23 m s Ϫ1 can be understood by noting that the negative part of the stratiform heating profile is broadly similar to the temperature structure of this mode below 6 km (cf. Figs. 5a and 8b ). Above this level, however, the profile is shallower than the pure 23 m s Ϫ1 mode profile, resulting in a negative-signed projection onto slower modes (16-20 m s
). Because the vertical integral of the stratiform heating is negative, the spectrum exhibits a distinct secondary peak at 35 m s
. In contrast to the deep convective and stratiform heating spectra, both of which exhibit bands of positiveand negative-signed forcings, the shallow convective spectrum (dashed line in Fig. 9a ) is positive at all speeds shown, with a primary peak at 16 m s Ϫ1 and two slightly lower amplitude peaks at 23 and 35 m s
. The flatness of the spectrum springs from the fact that the shallow convective heating is highly peaked in physical space. The moderate forcing at 35 and 45 m s Ϫ1 (comparable to that by high-based deep convective heating, but about 50% smaller than low-based heating) is a consequence of the vertical integral of shallow convective heating being positive.
b. Large-scale wave energetics
Figure 10 identifies which vertical modes are most energetically active in the large-scale wave disturbances, showing time-mean spectra of the large-scale kinetic KE n and available potential PE n energies from (16). Despite the broad spectrum of modal excitations seen above, the spectrum of the kinetic energy (solid line) is dominated by just two relatively narrow spectral bands: one with three vertical modes (16, 18, and to a lesser extent 20 m s
Ϫ1
) and another with two modes (35 and 45 m s
). There is also a weak tertiary band near 12 m s
. The spectrum of the available potential energy (dotted line) is similar to that of the kinetic energy, FIG. 9 . Spectra of the heating profiles in Fig. 5 , expressed as a function mode speed c n . Because we are mainly interested in the generation of waves in the troposphere, the spectra have been multiplied by the root mean square of n in the lowest 11 km (so that amplitude is a measure of heating amplitude in this layer). ) band. These differences arise because deep convective heating anomalies are more or less in phase with convergence anomalies of the fast modes [leading to reduced amplitude of fast-mode temperature anomalies; cf. Gill (1982) ] and in quadrature with those of the slow modes [results given in Tulich (2003) ].
The apparent energy source S1 n from (16) and (17b) is found to be the dominant source of large-scale wave energy in the simulations, in accordance with previous observational studies by Lau and Lau (1992) and Yanai et al. (2000) . As an expansion of this result, Fig. 11a shows how S1 n (averaged over the first 5 days, when the large-scale waves are first becoming organized) is partitioned among shallow convective, deep convective, and stratiform cloud types. To aide the interpretation, we note that a positive (negative) value of S1 n implies a positive (negative) correlation between apparent heating Q1 n and large-scale filtered temperature {T n } anomalies.
Deep convective heating, as indicated by the solid curve, is a source of both fast-and slow-mode energy, as well as a weak sink in the ultraslow (ϳ12 m s Ϫ1 ) band. Separation of this spectrum into high-and lowbased components (Fig. 11b) shows that high-based deep convective heating (with Q1 slow K 0) is essential for driving the slow modes, while the generation of the fast modes stems from both high-and low-based heating (with Q1 fast k 0). The stratiform spectrum (dotted curve) also exhibits strong production of the slow modes (with amplitude roughly twice that of the deep convective spectrum), but with a tail extending upward past 20 m s
. Stratiform heating, together with shallow convective heating, also provides a weak source of energy in the ultraslow band. At higher mode speeds (16-23 m s Ϫ1 ), however, shallow convective heating provides a strong sink that is comparable to the source from stratiform heating. Thus, while deep convective and stratiform heating both play a positive role in the generation of large-scale wave energy, shallow convective heating plays mainly a destructive role.
c. Vertical-mode truncation of the large-scale wave structures
As might be expected on the basis of the energy spectra in Fig. 10 , much of the tilted structure of the waves can be captured by just two spectral "bands" (here, pairs of vertical modes): a pair of "fast" modes with c n ≅ 35 and 45 m s Ϫ1 (L zn ≅ 21 and 27 km) and a pair of "slow" modes with c n ≅ 16 and 18 m s Ϫ1 (L zn ≅ 9 and 11 km). This is illustrated in Fig. 12 (top two panels) , which show vertically truncated versions of the composite distributions of temperature and horizontal wind anomalies in Fig. 2 . Overall, we see that the truncated wave structures capture much of the full wave structures discussed earlier in section 4a. The truncated structures are a bit "blocky" with some sharp tilts missing, especially in the case of the temperature anomaly field. Also, the finescale structures of the waves in the boundary layer are not captured by the truncated system (cf. Haertel and Kiladis 2004) .
The bottom two panels in Fig. 12 show the improvements gained by retaining two additional ("ultraslow") modes in the truncation: the 11 and 12 m s Ϫ1 modes, corresponding to tropospheric wavelengths in the range 6-7 km. Comparing Figs. 11c and 2a , we see that the low-level "wedge" structure of temperature anomalies (e.g., cool near 3000 km and warm near 5000 km) is just starting to be resolved by the truncated system with three spectral bands. If this low-level structure is important to the modulation of convective development FIG. 11 . Cloud-partitioned spectra of the apparent energy source S1 n from (16) and (17b), averaged over the first 5 days of the simulation.
(as suggested by Figs. 4 and 6) , then tropical wave models with only two modes of vertical structure (e.g., Mapes 2000; Majda and Shefter 2001) may incur significant errors in low-level convection modulation. The improvements in the stratosphere also indicate that the inclusion of these higher-order modes is essential for capturing the upward propagation of wave energy in the stratosphere.
d. Sensitivity study
The discussion thus far has focused on large-scale cloud disturbances produced spontaneously under uniform radiative cooling (of depth ϳ12 km) and a uniform SST of 300 K. To assess the model's sensitivity to these choices, we performed two additional simulations, each having a slightly different model setup. The setup for the first simulation (referred to as DEEP) is similar to that of the standard run except that the pressure level at which the radiative cooling decays linearly to zero is decreased from 200 to 125 mb, resulting in a ϳ2.5 km increase in the depth of the cooling (not shown). The second simulation (referred to as WARM) is similar to the DEEP simulation, except that the SST is also increased from 300 to 303 K, resulting in both a warmer and wetter troposphere. To increase the statistical robustness of the results, both simulations were repeated five times using slightly different initial conditions. As in Fig. 1 , both simulations exhibit spontaneous development of large-scale convectively coupled wave disturbances. Comparing the space-time spectra of surface precipitation P in Fig. 13 , however, we see that the propagation speeds of the waves in the DEEP simulations are about 20% (ϳ3 m s
Ϫ1
) larger than in the standard simulations, while those in the WARM simulations are about 40% (ϳ6 m s Ϫ1 ) larger. While more detailed analyses are ultimately needed to explain this behavior, Fig. 14 shows that the changes in wave speed are accompanied by corresponding shifts in the peaks of the large-scale wave energy spectra, which in turn can be related to changes in the spectral properties of the background cooling (see Fig. 15 ). Such consistency among theoretically predicted mode speeds c n and objectively determined wave speeds is encouraging and provides some evidence to suggest that the propagation speed of the large-scale waves is set by the "dry" speed of the slow modes. The alternative hypothesis of a reduced-stability, fast-mode mechanism of wave propagation (e.g., Gill 1982; Emanuel et al. 1994) , however, cannot be ruled out.
Summary and discussion
This paper demonstrated that spontaneous development of large-scale wave disturbances in 2D simulations of radiative-convective equilibrium can be fruitfully analyzed in the simplified discrete space of three cloud types and two main vertical spectral "bands." Both the convection and wave circulation patterns have structures broadly resembling those of observed convectively coupled Kelvin waves (e.g., Wheeler et al. 2000; Straub and Kiladis 2003) , so the results may be realistic enough to bear on this type of phenomenon. The diagnosed energetics of upscale wave development appear to have reasonable sources and sinks, with deep convective and stratiform heating both playing a positive role in wave growth and shallow convective heating playing a negative role. This part of the coupled phenomenon (wave driving by convection) has long been seen as the easier half to understand at a diagnostic level, though the importance of deep convective heat-FIG. 14. Ensemble-averaged spectra of the time-mean largescale wave energy E n (given by the sum of KE n and PE n ) in the standard (solid), DEEP (dotted), and WARM (dashed) simulations. For ease of comparison, each spectra has been normalized by its peak amplitude. Spectra for the DEEP and WARM simulations were computed using the set of vertical modes associated with their respective time-mean soundings. ing in shallow-wave driving has not been widely recognized.
The tools outlined here may be useful for characterizing and understanding the harder half of the coupled phenomenon: wave modulation of convection. One fruitful approach is to examine more closely the initial growth stage of the waves (days 1-5), with a view toward isolating the key mechanisms involved. A companion paper that addresses this issue from both a Fourier perspective (growth of large-scale wave components) and a contiguous-region perspective (merger of narrow wet and dry zones into larger ones) is currently in preparation.
Another approach for isolating key mechanisms is through running model sensitivity experiments. Section 6e illustrated how such experiments can be used to address questions about which vertical modes are most active and how the structures of these modes relate to large-scale wave propagation speed. More definitive and detailed conclusions may be reachable though further analysis and experimentation. The goal is to tease apart the effects of stability, cloud depth, and moisture via simple changes in global parameters.
In summary, the decomposition methods described in this paper provide a useful framework for raising and addressing scientific questions, of importance to largescale weather and climate modeling. It is hoped that further diagnoses in this vein will begin to answer some of these questions more robustly. radiative cooling is neglected since it provides no source of horizontal temperature variance. Also, the tendency due to the parameterized flux is neglected for simplicity. In other words, the convective apparent heat source Q1 represents the large-scale component of latent heating plus the heating due to "eddy"-flux divergences. This definition is similar to the conventional definition of Yanai et al. (1973) , except that the Reynolds conditions and their consequences are not assumed; that is, the cross terms {uЈ{T}} and {{u}T Ј} are retained.
With this definition, the total large-scale heating {Q} can be defined as {Q} ϵ Qfs ϩ Q1, ͑A5͒
where
represents the heating due to transports of filter-scale temperature anomalies by filter-scale wave motions. For completeness, we note that this "resolved" heating component is negligible during the growth stage of the large-scale waves, but provides an important sink of energy during their mature stage (results not shown).
