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I. INTRODUCTION
Blind source separation (BSS) is the problem of estimating source signals from their mixtures, without explicit a priori knowledge of the medium and the source signals. If the number of mixtures is less than the number of sources, the problem is termed underdetermined BSS (UBSS). It comprises of two stages: 1) blind identification of the mixing matrix A (of size m 2 n); 2) source extraction. The generative model is given as x(t) = As(t) + v(t) (1) where x(t) represents the mixture signals detected by m sensors at discrete time instant t, i.e., x(t) = [x1(t); x2(t); . . . ; xm(t)] T 2 < m , and the source vector s(t) = [s 1 (t); s 2 (t); . . . ; s n (t)] T 2 < n where T denotes the transpose operation, and v(t) represents the additive noise vector. However in this work, we have modelled v(t) as an additional rank-1 source [1, pp. 221] assumed to be from other internal/external sources. Moreover, we employ both sparse and independent component analysis (SCA and ICA). ICA is a tool for BSS with the assumption that the sources are independent and unmixing is achieved by y(t) = Wx(t), where W is the so called separating matrix (of size n 2m) and y(t) is a vector of dimension n containing the independent components (ICs) at discrete time instant t. On the other hand, SCA estimates the sparsest solution s(t) pertaining to (1) 
where s k (t) is the kth source signal. We address the problem of underdetermined BSS, where A is a 2 2 3 matrix as it pertains to the problem of separating TMJ sounds from two noisy observations. But, the algo- H2) The columns of A are pairwise linearly independent.
H3) kurt(s 2 (t)); kurt(s 3 (t)) kurt(s 1 (t)) where s i (t) is the ith source and kurt( 1 ) denotes the kurtosis.
H4) The two highly super-Gaussian source signals are sparse.
H5) The third source signal (with low kurtosis) has a substantially lower variance as compared to the other two sources, i.e., var(s2(t)); var(s3(t)) var(s1(t)) where var( 1 ) denotes the variance.
These hypotheses are valid for the problem in hand. The organization of the paper is as follows; the next section gives an overview of the temporomandibular disorder (TMD) problem. Section III details our algorithm. Section IV compares the performance of our algorithm against two algorithms, namely k-means clustering [3] (which relies on minimization of the distance between the data points and the assigned clusters) and the algorithm of Li et al. [4] (that scans for the sparse regions of the signals and clusters these regions to estimate the mixing matrix). Lastly, we suggest that FastICA can be a promising approach to extract such sources, and present our conclusions in Section V.
II. THE TEMPOROMANDIBULAR DISORDER PROBLEM
TMD is a collective term of medical problems related to the region of the mandible (lower jaw) and the temporal bone (skull) [5] . Two well-known TMJ sounds are: click and crepitus. Generally, the click is associated with the perforation of the disc holding the mandible and the temporal bone. Likewise, the crepitus hints at the presence of a degenerative joint disease (e.g., osteoarthrosis). A dental specialist has to distinguish between the TMJ sounds such as click, crepitus, and the background noise/interferences. However, the inherently subjective classification of these TMJ sounds makes it hard for the clinicians to determine the right pathology, leading to controversy [5] - [7] . Thus, it is particularly difficult for the dental specialist to diagnose TMD, when click, crepitus and background noise are all present within the TMJ sounds. For more information on TMDs, refer to [5] . Only two mixture signals can be recorded on a pair of stethoscopes placed in the auditory canals of the patient, while three source signals prevail in the mixture signals.
Hence, a 2 2 3 UBSS scenario portrays itself in the source separation of TMJ sounds. In Fig. 1 , the click is active for short and distinct periods, while the crepitus is a more noise-like signal, with approximately continuous active periods.
III. DEVELOPMENT OF THE ALGORITHM 1) First, we seek to estimate the two columns of the mixing matrix A corresponding to the two highly super-Gaussian sources by employing FastICA [8] . This is achieved by maximizing the negentropy (Neg( 1 )) of the pair of mixtures y 1 (t) = arg sup w ;w (Neg(w 1 x 1 (t) + w 2 x 2 (t))) (3) where w = [w1; w2], which is one of the rows of the separating matrix W. The second row of W is estimated by (3), but followed by a deflationary orthogonalization. The key observation is that in UBSS FastICA will focus on the high kurtosis sources (H3).
The two columns of H are estimated by inverting W. The two TMJ sources can be estimated by y(t) = Wx(t). Prior to using FastICA, preprocessing the mixtures with median filtering with a small window of three samples to yield f(t) = [f 1 (t)f 2 (t)] T assists in attenuating the effects of the outliers to which FastICA is sensitive. 2) Next, our task is to estimate the third column corresponding to the noise source. We temporally mean filter f i (t) with a window size greater than twice the duration of the maximum period Pmax during which the two highly super-Gaussian sources are active. Fig. 1 shows these active periods. Although the window size is not known a priori, a large window can be used (H4). The mean filtering mitigates the two highly super-Gaussian source signals in both mixtures. Mean filtering of the signal fi(t)i = 1; 2 to yield gi(t) is achieved as follows:
where M denotes the window size of the filter. Consider the periods when the two highly super-Gaussian source signals are active. We note the predominance of these two source signals in the mixture signals. Similarly, the converse is true when these highly super-Gaussian sources are not active. Hence, the averaging operation widens the active periods of the two highly super-Gaussian sources (in the mixture signals), while suppressing their amplitudes. Note the absence of high amplitudes (with respect to the TMJ sources) in the noise signal, resulting in a lower effect of the mean filtering on the noise signal. Now, the noise source predominates in the mixture signals.
3) Apply FastICA to estimate the third column of A pertaining to the weakly super-Gaussian source signal. However, FastICA may fail to estimate the column of A corresponding to the weakly super-Gaussian source because of its equivalence to projection pursuit (PP) [8] . Thus, we estimate two independent components (ICs) instead of one. The column corresponding to the IC with the minimum kurtosis is selected on the basis of H4 to form the last column of the estimated A, i.e.,Â.
4) Apply the`1-norm algorithm [2] to extract the source signals by minimizing the following cost function: min n i=1 js i j s:t:Âs = x:
5) Alternatively, we can employ FastICA to perform source extraction. Begin by removing the mean-filtering (6) of the IC with the mininum kurtosis (from Step 3) to obtain the estimate of the least super-Gaussian source. However, there is still significant contribution of the most super-Gaussian source as seen in the first noise estimate in Fig. 3 f
Note that (6) does the opposite of (4), with the same notations for the purpose of clarity. To strengthen the presence of the source with the maximum kurtosis as the independent component, we can add any two distinct scaled version of the source with the maximum kurtosis. Applying FastICA to the two new mixtures improves the estimate of the weakly super-Gaussian source. See the first two plots of Fig. 3 . This step is optional if one desires to fully solve the UBSS. However, the prime objective of our study is to extract the TMJ sources. The estimates of the highly nonGaussian sources are estimated from Step 1.
IV. EXPERIMENTAL RESULTS
We have considered the case where TMJ sounds are the mixtures of click, crepitus, and a super-Gaussian noise. The click and crepitus were recorded with special stethoscopes connected to microphones placed at the openings of the auditory canals sampled at 8 KHz. Fig. 1 shows the sources: the weakly super-Gaussian noise, click and crepitus from top to bottom. The kurtoses of the noise, click, and crepitus (measured when each source exists separately) are, respectively, 3.0, 23.7, and 14.4. We model the noise with Laplacian distribution P (s) = (1)=(2) expf0(js 0 j)=()g where the variance 2 = 2 2 and the mean = . The performance measure (PM) [9] which provides an indication of the difference between A andÂ is employed here. However, PM requires both A andÂ to have unit norm columns. The performance of our extended FastICA algorithm was measured against the k-means clustering [3] and the algorithm of Li et al. [4] as the signal-to-noise ratio (SNR) was varied. This is shown in Fig. 2 . Thereafter, we visually demonstrate the potential of Step 6 of the extended FastICA algorithm to extract the sources in Fig. 3 .
Comments: The maximum PM of the k-means algorithm is less than 0.14 which demonstrates its reasonable performance (which fluctuates due to its convergence depending upon initialization). On the other hand, our algorithm outperforms k-means (indicated by its much lower PM). The Li algorithm [4] failed to estimate A, probably because the super-Gaussian noise source is always active. One of the assumptions of Li et al. is sparsity with respect to all the three signals.
V. CONCLUSION
This paper has shown how filtering can assist in solving the underdetermined blind source separation in the context of TMJ sounds. The common approach is geometrical such as the k-means and the algorithm of Li [4] exploiting sparsity, while our algorithm takes advantage of both the sparsity and the statistical properties of the source signals.
In that respect, our algorithm is more efficient in its solutions than the k-means and Li's algorithms. The main idea of this paper is that provided we apply a linear transform to the mixture signals to suppress certain source signals within the mixtures, we can accentuate the prevalence of others. However, the challenge remains in finding more optimum linear transforms that perform source signals attenuation within the mixture signals.
