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Fig. 1. A mouse skull model (from micro-CT) tetrahedralized by fTetWild (right) compared with other popular tetrahedral meshing algorithms. The plot shows
the percentage of models requiring more than a certain time for the different approaches over 4540 inputs (the subset of Thingi10k where all 4 algorithms
succeed). Our algorithm successfully meshes 99.4% of the input models in less than 2 minutes, and processes all models within 32 minutes. The comparison has
been done using the experimental setup of TetWild [Hu et al. 2018] and selecting a similar target resolution for all methods. The CGAL surface approximation
parameter has been selected to be comparable to the envelope size used for TetWild and for our method.
We propose a new tetrahedral meshing technique, fTetWild, to convert
triangle soups into high-quality tetrahedral meshes. Our method builds
upon the TetWild algorithm, inheriting its unconditional robustness, but
dramatically reducing its computation cost and guaranteeing the generation
of a valid tetrahedral mesh with floating point coordinates. This is achieved
by introducing a new problem formulation, which is well suited for a pure
floating point implementation and naturally leads to a parallel implementa-
tion. Our algorithm produces results qualitatively and quantitatively similar
to TetWild, but at a fraction of the computational cost, with a running time
comparable to Delaunay-based tetrahedralization algorithms.
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1 INTRODUCTION
Tetrahedral meshes are commonly used in graphics and engineering
applications. The recently proposed TetrahedralMeshing in theWild
[Hu et al. 2018] algorithmmakes it possible to reliably tetrahedralize
triangle soups by combining the exact, rational computations with
a geometric tolerance to automatically address self-intersections or
gaps in the input. The algorithm is extremely robust, opening the
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door to automatic processing and repair of large collections of 3D
models.
The algorithm has two downsides, one theoretical and one practi-
cal. The theoretical downside is that it does not guarantee the gener-
ation of a floating point tetrahedral mesh: the algorithm internally
uses rational numbers, which are then converted to floating point in
the process of mesh optimization. While quite unlikely, it is possible
that the mesh optimization stage will be unable to round all coordi-
nates of the output mesh to floating point. The practical downside
is the long running time compared with Delaunay-based tetrahe-
dralization algorithms. While this limitation is not a show-stopper
for batch-processing, it severely limits the usability of TetWild in
interactive or semi-interactive applications.
We introduce fTetWild, a variant of the TetWild algorithm ad-
dressing both these limitations. Instead of generating a valid mesh
using rational numbers and then rounding it to floating point dur-
ing mesh optimization, we propose to start from an initial, coarse
background tetrahedral mesh represented in floating point. We in-
crementally add one input triangle at a time, remeshing it locally and
rejecting operations leading to meshes not representable in floating
point. We then improve the quality of the mesh iteratively, and
attempt to insert the rejected triangles into a higher quality mesh,
for which the probability of failure is lower. The algorithm is thus al-
ways guaranteed to generate a valid floating point tetrahedral mesh:
however it may not contain some of input triangles, which happens
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rarely (2 models over 10 thousand) and only for close-to-degenerate
input triangles with area less than 5e-8. The new algorithm can
be implemented entirely using floating point coordinates, avoiding
the higher runtime associated with rational numbers. The use of
floating point numbers also simplifies parallelization, which we use
during mesh optimization to further improve the runtime on large
models.
The new algorithm is thus providing a stronger guarantee in
terms of producing a valid floating point output mesh, compared
to TetWild, while at the same time being much faster, with a run-
time comparable to Delaunay-based algorithms (Figure 1). These
improvements make it more practical, compared to TetWild, not
only for volumetric meshing problems, but also for mesh repair
and approximate mesh arrangements: by combining fTetWild and
some aspects of [Zhou et al. 2016], we obtain a mesh arrangement
algorithm for imperfect input surfaces guaranteed to produce a
valid floating point output. In contrast, the original algorithm pre-
sented in [Zhou et al. 2016] can fail due to invalid rounding after
the arrangement computation. We demonstrate the robustness and
practical utility of our algorithm on the Thingi10k dataset, plus
a set of tests for approximate Booleans and for mesh repair. The
complete reference implementation of fTetWild is provided in the
additional material, together with scripts to reproduce all results in
the paper.
2 RELATED WORK
We briefly review the literature on tetrahedral meshing (Section 2.1),
with an emphasis on envelope-based techniques, which are the one
we build our algorithm on (we refer to [Cheng et al. 2012; Shewchuk
2012] for a more detailed overview of the topic). Then, we review
mesh repair and mesh arrangement algorithms (Section 2.2), since
our technique can be also used in these settings to enable processing
of imperfect geometry.
2.1 Tetrahedral Meshing
Delaunay Meshing. The most studied and most widely used algo-
rithms to generate tetrahedral meshes are based on the Delaunay
condition [Alliez et al. 2005a; Aurenhammer 1991; Aurenhammer
et al. 2013; Bishop 2016; Boissonnat et al. 2002; Boissonnat and
Oudot 2005; Busaryev et al. 2009; Chen and Xu 2004; Cheng et al.
2008, 2012; Chew 1989, 1993; Cohen-Steiner et al. 2002; Dey and
Levine 2008; Du and Wang 2003; Jamin et al. 2015; Murphy et al.
2001; Remacle 2017; Ruppert 1995; Sheehy 2012; Shewchuk 1996,
1998, 1999, 2002; Si 2015; Si and Gartner 2005; Si and Shewchuk
2014; Tournois et al. 2009]. These methods are efficient and are
widely used in commercial software. They can be applied to either
point clouds inputs, or to tessellate the interior of clean, manifold,
non self-intersecting discrete surfaces. Unlike our method, they are,
unfortunately, not designed to deal with imperfect input, making
them fail often on data in the wild [Hu et al. 2018].
Grid Methods. An alternative approach is the use of a background
grid [Baker et al. 1988; Bern et al. 1994; Bridson and Doran 2014;
Bronson et al. 2013; Doran et al. 2013; Labelle and Shewchuk 2007;
Molino et al. 2003; Yerry and Shephard 1983]: these algorithms start
by filling the entire bounding box of the input with a regular lattice
or with a hierarchical space partitioning, optionally intersect the
background mesh with the input surface, and then discard the el-
ements outside of the input. These methods are simpler and more
robust than Delaunay methods, but still struggle with imperfect
input geometry, and create high-quality elements only in the inte-
rior of the mesh, where the background mesh is preserved exactly.
Unfortunately, placing badly shaped triangles on the boundary is
problematic for many applications. Our algorithm borrows the idea
of a background mesh, but insert the elements incrementally, inter-
leaving mesh optimization stages to ensure that the final quality of
the mesh is uniformly high. We also use the generalized winding
number [Barill et al. 2018; Jacobson et al. 2013] as a filtering criteria
to handle imperfect input.
Front-Advancing Methods. Another family of methods starts from
the boundary, and inserts one element at a time, growing the vol-
umetric mesh (i.e. marching in space), until the entire volume is
filled [Alauzet and Marcum 2014; Cuilliere et al. 2013; George 1971;
Haimes 2014; Peraire et al. 1987; Sadek 1980]. These methods cre-
ate high quality elements close to the boundary, but introduce bad
elements in the interior regions where the fronts meet.
Envelope Meshing. All methods discussed above assume a valid,
manifold, non self-intersecting boundary input mesh, and are not
designed to handle the imperfections which are common in real-
world CAD and scanned data. This issue has been tackled for surface
meshes in Mandad et al. [2015] by creating a surface approximation
within a tolerance volume using a modified Delaunay refinement
process. A similar idea has been exploited for volumetric meshing
in TetWild [Hu et al. 2018], and its 2D counterpart TriWild [Hu et al.
2019]. Their core idea is a combination of exact computation, using
a hybrid kernel similar to [Attene 2017], and a surface envelope
[Hu et al. 2017], which allows the resulting mesh to approximate
the input instead of reproducing it exactly. Our method closely
follows [Hu et al. 2018], but we design our algorithm to avoid the
use of exact computation, and to allow parallelization of the most
expensive steps. We compare the two techniques in Section 4.2.
Mesh Improvement. Many algorithms have been proposed to im-
prove the quality of an existing tetrahedral mesh by displacing
vertices or changing the local connectivity [A. Freitag and Ollivier-
Gooch 1998; Alexa 2019; Alliez et al. 2005b; Canann et al. 1996, 1993;
Chen and Xu 2004; Faraj et al. 2016; Feng et al. 2018; Hu et al. 2018;
Lipman 2012]. Our method relies on the algorithm proposed in Hu
et al. [2018], which uses a set of local operations to optimize the
conformal AMIPS energy [Fu et al. 2015; Rabinovich et al. 2017]. We
parallelized some of the steps of their algorithm (Section 3), which
is easier in our case since we only have floating point coordinates.
2.2 Applications
Mesh Repair. Repairing damaged triangle meshes is an important
topic in geometry processing. Since our algorithm can be used for
this purpose, we review the most recent works in this direction, and
we refer to [Attene et al. 2013] for a complete overview.
MeshFix [Attene 2010, 2014] detects problematic regions in tri-
angle meshes, and uses a set of local operations to heal them. The
tool is very effective, but due to its greedy nature it might delete
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Fig. 2. Overview of our algorithm. From left to right, the input mesh is simplified, a background mesh is created and the input faces are inserted, the mesh
quality is optimized, and the final result is obtained by filtering the elements lying outside the input surface.
large parts on a mesh. The most recent mesh repair technique has
been introduced in [Hu et al. 2018]: the algorithm generates a tetra-
hedral mesh and discards the generated tetrahedra, only keeping
the boundary surface. While simple and effective, this techniques is
computationally expensive, and thus only usable in batch processing
applications. Our algorithm can be used in the same way, but its
higher efficiency makes it more practical.
Booleans and Mesh Arrangements. Many approaches to perform-
ing Boolean operations on meshes were proposed, some empha-
sizing robustness, other exact results, and other performance. In
most cases, non-trivial assumptions are made on the input meshes:
most commonly, these are required to be closed; in other cases, no
self-intersections are allowed, or most restrictively vertices may be
assumed in general position.
CGAL, one of the most robust implementations of Boolean oper-
ations available [Granados et al. 2003], relies on exact arithmetic,
and uses a very general structure of Nef polyhedra [Bieri and Nef
1988] to represent shapes. This allows one to obtain exact Boolean
results in degenerate cases (e.g., when the result is a line or a point).
At the same time, the assumptions on the input are quite restrictive:
the surfaces need to be closed and manifold (although the latter
constraint could be eliminated).
Another approach to achieve robustness at the expense of ac-
curacy, is to convert input meshes to level sets e.g. by sampling a
signed distance function for each object [Museth et al. 2002] and
perform all operations on the level set functions. The obvious dis-
advantage of these methods is that their accuracy is limited by the
resolution of the grid; the original mesh geometry is lost, and it is
non-trivial to maintain even explicitly tagged features. These down-
sides are partially addressed by adaptive [Varadhan et al. 2004] and
hybrid [Pavic et al. 2010; Wang 2011; Zhao et al. 2011], the latter
preserving mesh geometry away from intersections. All these meth-
ods rely on well-defined signed distance function, i.e., assume that
input meshes are closed, and may still significantly alter the input
geometry near intersections. [Schmidt and Singh 2010] does not use
a signed distance function, but resembles these methods, in that it
removes existing geometry near intersections and replaces it by new
mesh connecting the two objects and approximating the result of
the Boolean. BSP-based methods, starting from [Naylor et al. 1990;
Thibault and Naylor 1987] are closest in their approach to ours.
Using BSP preserves the input much more accurately, and, along
the way, creates a volume partition. However, it is prone to errors
due to numerical instability of intersection calculations, and due to
global intersections performs excessive refinement. [Bernstein and
Fussell 2009] addresses the issue of non-robustness by using exact
predicates, and [Campen and Kobbelt 2010] reduces refinement by
creating localized BSP trees in an octree. Examples of highly efficient
but non-robust software for computing Booleans are [Douze et al.
2015], [Barki et al. 2015], and [Bernstein 2013]. A general position
assumption is often required explicitly or implicitly. In [Zhou et al.
2016] a robust way to compute mesh arrangements is introduced,
which, in particular, allows one to perform Boolean opnerations
robustly. Robustness is achieved by using rational numbers for criti-
cal computations. To perform Booleans the mesh is required to be
PWN, which does not always hold in meshes in the wild [Zhou and
Jacobson 2016].
Sheng et al. [2018a,b] use a combination of plane-based and
vertex-based representations of mesh faces to improve robustness
of basic operations needed for Boolean operations performed in
floats. The method achieves very high efficiency, at the expense of
somewhat lower robustness compared to the state of the art. The
method assumes that the input meshes enclose solids and are free of
self-intersections. [Magalhães et al. 2017] is an efficient technique
using simulation-of-simplicity techniques to handle general inter-
sections between objects, self-intersections or holes are not handled.
[Paoluzzi et al. 2017] considers a general problem of arrangements
of complexes in 2D and 3D, presenting a theoretical general merge
algorithm, but do not consider the questions of robustness and
handling imperfect inputs.
Compared to existing methods, the application of fTetWild to
Boolean operations is more conservative, in terms of mesh geome-
try changes and refinement, compared to level set and BSP-based
methods, while maintaining their level of robustness. At the same
time, thanks to the geometric tolerance, fTetWild is capable of
eliminating near-degenerate or overly refined triangles in the input
model, which [Zhou et al. 2016] cannot do. We also makes fewer
assumptions on the inputs, allowing gaps, self-intersections, and
degeneracies.
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Fig. 3. Two-dimensional illustration of our triangle insertion algorithm. A
red edge cuts trough the intersecting triangles (1), the topology is con-
structed to ensure a valid mesh using the table mapping boundary edge
intersection to internal connectivity (2), and finally the endpoints are pre-
served with an edge arrangement (3).
3 METHOD
fTetWild converts an input triangle soup represented in floating
points numbers into an inversion-free tetrahedral mesh also rep-
resented in floating points, while trying to keep the faces of the
tetrahedral mesh within an user-defined envelope ϵ from the input
triangles. This is achieved by starting from a background tetrahedral
mesh, and iteratively inserting the input triangles into the current
mesh by splitting its elements. Each split generates a new inversion-
free tetrahedral mesh that preserves the newly inserted triangle
as a collection of faces. Note that this procedure could (and will)
fail due to floating point rounding; in these cases we remove the
face causing the failure (i.e. introducing an inverted element due
to rounding), and postpone the insertion of the triangle to a later
stage of the algorithm, when the quality of the mesh has increased.
This procedure resembles the algorithm proposed in [Hu et al.
2018], but with two key differences: (1) it maintains the same level
of robustness, measured on the Thingi10k benchmark, as TetWild
without requiring the use of rational numbers and (2) it does not use
intermediate polyhedral elements. These differences guarantee the
generation of an inversion-free tetrahedral mesh in floating points
at every stage of the algorithm, with a potential drawback of not
being able to insert all input faces.
Overview. The algorithm takes as input a triangle soup with two
user-defined parameters: target edge length ℓ, and envelope size
ϵ for geometric tolerance. The ϵ-envelope represents the maximal
deviation from the input surface the user is willing to accept. For
instance, in additive manufacturing applications ϵ can be the ma-
chining precision.
Our algorithm consists of 4 phases (Figure 2): (1) the input tri-
angles soup is initially simplified while ensuring it fits in the ϵ-
envelope (Section 3.1), (2) a background mesh is then generated, and
the simplified triangles are iteratively inserted into it if they do not
lead to numerical problems (Section 3.2), (3) the mesh is improved
using local operations (Section 3.3), and at the end of each improve-
ment stage we reattempt the insertion of missing input triangles,
(4) the mesh is optionally filtered (Section 3.4), to remove the outer
mesh or to perform Boolean operations.
During the whole procedure we ensure that the floating point
tetrahedral mesh remains valid. That is, (1) each element has posi-
tive volume (checked using exact predicates [Lévy 2019; Shewchuk
1997]) and (2) each successfully inserted triangle is preserved inside
the ϵ-envelope.
Fig. 4. Additional edge cutting configurations required by our algorithm.
3.1 Preprocessing
We use the same procedure proposed in [Hu et al. 2018]: we merge
vertices closer than a numerical tolerance 1e-8, and collapse edges
if (1) their incident edges are manifold, and (2) the collapse does
not move triangles outside of the ϵ-envelope. Note that in the sim-
plification we use a more conservative envelope (i.e., we keep the
simplified surface closer than ϵ to the input) to facilitate snapping
in triangle insertion, as explained in Section 3.2.
Since this step is computationally expensive for massive models,
we propose a simple parallelization strategy which leads, on average,
to a 4x speedup. We do a serial 2-coloring pass over all input faces:
all triangles are initially white, then we iterate over all edges and
color their incident triangles black if all the triangles are white. Then
we attempt to collapse in parallel all edges with only black incident
triangles. Finally, we iterate this procedure until a we are unable to
collapse more than 0.01% of the input vertex count.
3.2 Incremental Triangle Insertion
Background Mesh Generation. An initial, non-conforming tetra-
hedral mesh is generated using Delaunay tetrahedralization [Lévy
2019] on the vertices of the simplified input triangle soup enriched
with additional voxel points [Hu et al. 2018]. Other options (e.g., a
regular lattice) can also be used, but we found Delaunay tetrahe-
dralization preferable since a significant subset of the input faces
naturally appears in the background mesh, thus not requiring inser-
tion.
Single Triangle Insertion. The key component of our algorithm is
the insertion of one triangle into a valid tetrahedral mesh, changing
its connectivity, and adding vertices and tetrahedra as required. We
propose a three-stage algorithm (Figure 3) borrowing ideas from
marching tetrahedra [Doi and Koide 1991] and marching cubes
[Lorensen and Cline 1987]: we generate a table of volumetric tes-
sellations, hashed by detecting the 6 intersections with the edges
of each tetrahedra, and which is used to efficiently construct the
topology of the new mesh. Unfortunately, there are ambiguous con-
figurations (e.g., when the cut generates a quadrilateral), which
needs to be handled by ensuring consistency across neighbors.
Table Generation. A plane cutting a single tetrahedron can inter-
sect it in a finite number of ways, which can be encoded uniquely by
tracking the intersection between the plane and the edges. There is a
total of 26 configurations, many of which are redundant due to sym-
metry: some are technically impossible but we still consider them
since they can arise when consistency is enforced. To cover all edge
intersection configurations required by our algorithm, there are 6
unique tetrahedral decompositions: 4 were introduced in [Schweiger
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and Arridge 2016], and 2 additional ones required to cover the re-
maining cases (Figure 4), leading to a total of 41 possible combina-
tions including symmetries. We enumerate these 41 configurations
and generate a table mapping boundary edge intersections to the
connectivity required to fill the tetrahedron with sub-tetrahedra
matching the boundary splits. We provide the table containing the
41 configurations in the additional material and the code to generate
them.
Hash Generation. To insert a triangle T in the current tetrahedral
mesh, the algorithm first detects all the tetrahedra containing at least
a point of T , and then cuts their edges using the plane containing
T . This cut generates 6 flags for each touched tetrahedra (including
those in the one-ring of the intersected tetrahedra) indicating which
edge is intersected with the plane. We then use the 6 flags with
the aforementioned connectivity table to tessellate the tetrahedra.
Note that cutting a triangular face with a plane might create a
quadrilateral, which can be triangulated in 2 distinct ways and it
is important to consistently pick one of the two on both sides of
the quadrilateral (we select the one leading to a maximal minimal
volume of the involved tetrahedra), to ensure a valid connectivity.
Snapping. This insertion algorithm is straightforward to imple-
ment using exact constructions with rational coordinates, but be-
comes challenging in our setting due to floating point rounding,
and may fail, resulting in a triangle being rejected. To reduce the
probability of rejections, we perform two types of snapping: (1) we
snap intersections which are close to vertices (i.e., with a distance
less than 1e-3ϵ), since these intersections would lead to sliver ele-
ments, and (2) we snap the entire intersection plane to one of the
edges/faces of the tetrahedra if the plane to edge/face distance is
smaller than 1e-3ϵ . These two operations reduce the chances of
introducing degenerate or flipped elements, but cannot guarantee
their absence. If we detect a degenerate or inverted element (using
exact predicates) in the new topology, we rollback this insertion
and postpone it to later stages of the algorithm, after the quality of
the mesh has been improved by local optimization.
2D Arrangements. Cutting the tetrahedral mesh is not sufficient
to ensure that the input triangle T is a face of the tetrahedral mesh.
For instance, if the triangle is entirely contained inside a tetra-
hedron (see inset), the result of the cutting will be a “larger tri-
angle”. This is avoided by performing additional cuts, which en-
sure that the edges of T are in the tetrahedral mesh. For every
edge of T , we first check if it is already
present (i.e., another triangle cuts trough
it) or its incident triangle is coplanar. In
both cases there is no need to perform
additional cuts, since the edge is either
present or unnecessary. In the remaining
case (i.e., the edge should be present but
it is not) we compute the intersection
between the line passing trough it and the edges of the tratrahedron
face. This procedure generates yet again an “edge tagging” which
we use with the table above to create a valid decomposition of the
tetrahedron. To make the computation of intersection stable, we
project the line and the triangles on the best-fitting axis-aligned
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Fig. 5. Histogram of memory usage of fTetWild over the Thingi10k dataset.
plane leading to a 2D intersection test. Note that these cuts might
fail due to numerical reasons, in this case we rollback the operation
and postpone the insertion to later stages.
3.3 Mesh Improvement
Weadapt themesh improvement framework proposed in TetWild [Hu
et al. 2018], optimizing the AMIPS 3D energy [Rabinovich et al. 2017]
to increase the mesh quality, but avoid the overhead introduced by
the hybrid kernel by specializing the framework for floating point
computation. There are only two algorithmic differences: (1) we par-
allelize the vertex smoothing step using a graph coloring strategy,
and (2) we add an extra step attempting to insert any input faces
that were not inserted before.
The mesh improvement terminates when either a user-specified
mesh quality or a user-controlled number of iterations is reached.
To ensure a fair comparison, for the large dataset testing and all
examples in the paper, we use the same stopping criteria (max
AMIPS energy is smaller than 10 or the number of optimization
iterations reaches 80), and input parameters ϵ = 1e-3d and ℓ = d/20
(d is the diagonal’s length of bounding box of the input mesh) as
TetWild [Hu et al. 2018].
3.4 Filtering
The output of the mesh improvement step is a volumetric tetra-
hedral mesh of the bounding box of the input triangle soup, with
preprocessed input triangles inserted. We provide two ways of op-
tionally process the result for final output, targeting two different
applications. The first strategy uses the generalized winding num-
ber [Jacobson et al. 2013] to filter the tetrahedra outside of the
preserved/tracked input [Hu et al. 2018]. The second application is
a volumetric extension of the mesh arrangement algorithm [Zhou
et al. 2016]. In this case, the input becomes a set of triangle soups,
coupled with a set of Boolean operations to perform on them. Dur-
ing triangle insertion stage, we keep track of the provenance of each
triangle, and use it at the end to compute a set of generalized wind-
ing numbers (one for each tracked input surface) for the centroids
of all tetrahedra in the volumetric mesh. We use the set of winding
numbers to decide which tetrahedron to keep by checking if it is
supposed to be contained in the result of the Boolean operation.
For instance, when intersecting two triangle soups, we keep all
tetrahedra that are inside (according to the winding number) both
input triangle soups. The advantage of this method is that Boolean
operations can process non-PWN surfaces, and the output comes
optionally equipped with a tetrahedral mesh, which could be useful
in downstream applications.
, Vol. 1, No. 1, Article 1. Publication date: August 2019.
1:6 • Hu, Y. et al
Input
#F = 240 486
TetWild 2476s
#T = 376 437
Ours 412s
#T = 216 384
Fig. 6. Our method (right) produces high-quality tet-meshes that are similar
to TetWild (middle). The maximal AMIPS energy over all tetrahedra are also
close (8.0 and 8.1 respectively).
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Fig. 7. Percentage of models requiring more than a certain time for our
parallel and serial algorithm compared with TetWild on Thingi10k dataset.
4 RESULTS
Our algorithm is implemented in C++ and it has been optimized to
improve the timing performance. We use Eigen [Guennebaud et al.
2010] for linear algebra routines. We perform a large-scale test of our
method on the Thingi10k dataset [Zhou and Jacobson 2016], which
contains ten thousand real-world surface triangle meshes, using
cluster nodes with a Xeon E5-2690v4 2.6GHz, limiting every job to 8
threads, running time to 12 hours, and maximum memory to 128GB.
Within these constraints fTetWild successfully tetrahedralize 9998
models (single-threaded) and 9999 models (8 threads) out of 10000
input. Most of the input models can be tetrahedralized with less than
1GB of RAM (multi-threaded) or 500MB (single-threaded) as detailed
in Figure 5. Very complex models might require more memory, for
instance the one in Figure 11 uses around 22GB of memory. The
reference implementation and the scripts used to generate the results
are attached to the submission andwill be released as an open-source
project.
2 4 6 818
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Fig. 8. Scaling experiment on an input mesh with 37884 faces (middle). The
outputs with different threads have similar mesh size and mesh quality.
The output (right) created with 8 threads has 15124 tetrahedra and 8.3 max
AMIPS energy.
4.1 Large Scale Comparison
We compare the running time on the 4540modelswhere TetWild [Hu
et al. 2018], TetGen [Si 2015], and CGAL [Wein et al. 2018] all suc-
ceed. In average, our method is 35% slower (29s) than the state-of-
the-art, Delaunary-based tetrahedral mesher TetGen (22s), and it
is faster than both CGAL (94s) and TetWild (106s). Figure 1 shows
the number of models requiring more than a given time: in less
than 4 minutes our method successfully tetrahedralize 99.4% of the
inputs. It is interesting to note that the tail of the distribution of
our method is shorter than both TetGen and CGAL. For instance,
there are only 3 models where our method requires more than 16
minutes, differently from TetGen, CGAL, and TetWild which have
20, 121, and 24 models, respectively.
4.2 Differences and Similarities with TetWild
Our method is inspired by the TetWild algorithm [Hu et al. 2018],
sharing many similarities, but also important differences.
Problem Statement. While both algorithms generate tetrahedral
meshes starting from a triangle soup and produce a qualitatively and
quantitatively similar output (Figure 6), the problem they solve (and
possible failures) are different. TetWild is guaranteed to generate
a tetrahedral mesh that has a set of faces contained within the
envelope of the input, but the resulting meshmight not be roundable
to floating points, leading to an unusable mesh in downstream
applications. In contrast, our algorithm is guaranteed to produce a
valid tetrahedral mesh with floating point coordinates, but might
fail to insert some faces of the input, leading to a violation of the
envelope condition.
Parallelization and Running Times. While technically possible,
parallelizing TetWild is challenging due to the hybrid kernel used:
each operation might be performed either in rational or floating
point depending on the coordinate of the vertices involved, making
vectorization and parallelization more difficult. Since our algorithm
uses only floating point numbers, it is easier to parallelize. We
compare the running times over the Thingi10k dataset with and
without parallelization in Figure 7. Our algorithm is, on average, 4
times faster than TetWild (62s in average versus 241s) on a machine
with 8 cores. Figure 8 shows the parallel scaling of our algorithm on
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Input
#F = 171 436
TetWild 17hr
#T = 39 312
Ours 1hr 25m
#T = 25 637
Fig. 9. Example of a challenging model where fTetWild is 12 times faster
than TetWild. The maximal AMIPS energy of TetWild and fTetWild is
1625.4 and 18.1 respectively.
Input
#F = 16 248
MeshFix 23s
#F = 13 486
Our 455s
#F = 45 210
Fig. 10. Example of repairing an invalid triangular mesh (left) with MeshFix
(middle) and our algorithm (right). MeshFix is fast but loses details during
processing, while our method preserves them. The max AMIPS energy of
our intermediate tetrahedral mesh is 7.8.
a medium-sized input. On the time-consuming example in Figure 9
our method is up 12 time faster of TetWild.
4.3 Mesh Repair
Similarly to TetWild, our algorithm can be used to repair imperfect
triangle meshes by tetrahedralizing the volume and extracting the
surface of generated tetrahedral mesh. Differently from TetWild, the
mesh improvement step of our method (Section 3.3) can be stopped
at any time since we always ensure to have an inversion-free floating
point tetrahedral mesh during all the stages of our algorithm. High
tetrahedral mesh quality is not required for this application, and
we can thus stop mesh optimization as soon as all input faces are
inserted, further reducing the running time. We compared our result
with the state-of-the-art mesh repairing tool MeshFix [Attene 2010]
in Figure 10, where our method, while slower, provides a superior
and more reliable result.
We also tested an extremely challenging model coming from an
industrial application in additive manufacturing (the part is copy-
righted by Velo3D): the design of an exhaust pipe using a volume
filled with a structure based on the gyroid triply periodic minimal
surface. The model has a multitude of issues introduced during the
modeling phase, but it can be cleaned up by our algorithm within
54 minutes (or 98 minutes with half default envelope), compared
to the around 2 weeks of manual labor required by their current
Envelope = 1e-3d
#T = 973 921
54m
Envelope = 5e-4d
#T = 1 638 867
1hr 37m
Fig. 11. Meshing a complex model with 93 million vertices and 31 million
faces with different envelope sizes (top). The inputmesh contains degenerate
triangles and severe self-intersections. Our output tetrahedral meshes have
max AMIPS energy at 130 (bottom, left) and 90 (bottom, right).
processing pipeline. Our output mesh is directly usable for FEA
(Figure 11), further editing, or fabrication. As a reference point, the
original implementation of TetWild takes 215 minutes with default
envelope size.
The recently proposed a priori p-refinement [Schneider et al.
2018] is an ideal fit for our approach when targeting FEM applica-
tions. [Schneider et al. 2018] provides a simple formula to determine
the degree of the base of each element to compensate for its, pos-
sibly bad, shape. We can use this criteria to terminate the mesh
optimization early in our algorithm, as we show in the example in
Figure 12.
4.4 Mesh Arrangements
Zhou et al. [2016] proposes to compute the arrangement between
multiple surfaces using a clever algorithm to map Boolean opera-
tions into simple algebraic expressions involving the winding num-
ber of the input surfaces. Their method is robust, but only supports
clean PWN surfaces as input. We propose a simple extension of their
algorithm (Section 3.4) to arbitrary triangle soups, by exploiting
our volumetric discretization: we replace the surface arrangement
with the arrangement of tetrahedral meshes, and replace the wind-
ing number with the generalized winding number over the input
tetrahedra soup (thresholded at 0.5).
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Max energy ≤ 10
#T = 66 373
89s
p ≤ 4
#T = 26 656
44s
Max energy ≤ 1000
#T = 26 364
37s
Fig. 12. Different stopping criteria of our algorithm. The full optimization
reduces the AMIPS energy to 9.4 (left). For FEM applications, Schneider
et al. [2018] proposes to stop the optimization when the maximum a priori
p-refinement required is 4 (middle), resulting in a faster meshing and lower
runtime and lower mesh quality (max AMIPS energy 80.3). For mesh repair,
the quality of the tet-mesh (and surface mesh) is usually not relevant (right)
and the optimization can be stopped as soon as all the input faces are
inserted (max AMIPS energy 368.9).
The advantages of our method is evident when the input surfaces
come from CAD models containing small gaps or self-intersections:
Both Mesh Arrangements Zhou et al. [2016] and CGAL [Hachen-
berger and Kettner 2019] are unable to perform the operation (since
it is not well defined for non-PWN surface), while fTetWild can
compute an approximate (since it allows for an ϵ-deviation from the
input surfaces) union, difference, and intersection between them
(Figure 13), providing robust (but slower) Boolean operations on
imperfect geometry.
The intermediate tetrahedral mesh generated to compute the
Boolean operation is useful for some downstream applications. For
example, a high-quality volumetric mesh is required for simulating
the fluid flow on a cylindrical tube containing an obstacle (Figure 14):
our algorithm creates it while computing the Boolean difference
between the two, and the mesh is directly usable for fluid simulation.
5 LIMITATIONS AND CONCLUDING REMARKS
We introduced fTetWild, a novel robust tetrahedral meshing algo-
rithm for triangle soups which combines the robustness of TetWild
with a running time comparable to Delaunay-based methods. The
improved performance makes this algorithm suitable not only for
applications requiring a volumetric discretization, but also for sur-
face mesh repair and Booleans. The algorithm uses only floating
point computation, making it simpler to parallelize and enabling
deployment on hardware platforms lacking robust rational imple-
mentations (such as javascript/webassembly).
Our current parallelization approach shows that our algorithm
benefits from shared-memory parallelization; exploring more ad-
vanced parallelization techniques and extending it to distributed
computation on HPC clusters are exciting directions for future work.
Our iterative triangle insertion algorithm could be used in dynamic
remeshing tasks, potentially allowing to reuse an existing mesh and
insert new faces only in regions with high deformation. While con-
ceptually trivial, extending our algorithm to 2D triangle meshing
could improve the performance of [Hu et al. 2019].
Our algorithm uses the conformal AMIPS energy [Rabinovich
et al. 2017] to measure and optimize the quality of the tetrahedra.
An interesting alternative has been introduced concurrently to our
work by [Alexa 2019]: they propose to optimize directly for the
Dirichlet energy of the tetrahedralization and show that this mea-
sure is effective at removing slivers, while being computationally
efficient to evaluate. A comparative study of the twomeasures would
be interesting, and using the Dirichlet energy could lead to further
reductions in the running time of our method.
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