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Let X be a linear space over a commutative ﬁeld K. We characterize a general solution
f , g,h,k : X → K of the pexiderized Goła¸b–Schinzel equation f (x + g(x)y) = h(x)k(y), as
well as real continuous solutions of the equation.
© 2011 Elsevier Inc. All rights reserved.
In 1959 S. Goła¸b and A. Schinzel [13] introduced the functional equation
f
(
x+ f (x)y)= f (x) f (y) (1)
in connection with the determination of subgroups of the centroaﬃne group of the plane. During last ﬁfty years this
equation and its generalizations have been extensively studied by many authors in various classes of functions because of
their many applications: in the determination of substructures of algebraic structures, in the theory of geometric objects,
in theories of near-rings and quasialgebras as well as in meteorology and ﬂuid mechanics (for more information on (1), its
applications and generalizations we refer to a survey paper [4] and recent papers [2,3,5–12,14–20]).
Here we characterize a general solution of the pexiderized Goła¸b–Schinzel equation
f
(
x+ g(x)y)= h(x)k(y), (2)
where f , g,h,k : X → K are unknown functions and X is a linear space over a commutative ﬁeld K, and also real continuous
solutions of this equation.
Some results for a partially pexiderized Goła¸b–Schinzel equation
f
(
x+ g(x)y)= f (x) f (y) (3)
have been obtained by J. Chudziak [7] or by the author [18].
Eq. (2) also generalizes one of the well-known Pexider equations, i.e. the equation
f (x+ y) = g(x)h(y). (4)
We know that nonconstant solutions of (4) are given by f = abf0, g = af0, h = bf0, where a,b ∈ K \ {0} and f0 : X → K
satisﬁes the equation
f0(x+ y) = f0(x) f0(y)
(see e.g. [1, Theorem 12, p. 44]). As we will see, solutions of (2) have more complicated forms.
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Theorem 1. Let X be a linear space over a commutative ﬁeld K. Functions f , g,h,k : X → K satisfy (2) iff they have one of the
following forms:
(i)
{ f = 0,
h = 0,
g,k are arbitrary
or
{ f = 0,
k = 0,
g,h are arbitrary;
(ii) there are a,b ∈ K \ {0} such that⎧⎪⎨⎪⎩
f = ab,
g is arbitrary,
h = a,
k = b;
(iii) there is a b ∈ K \ {0} such that⎧⎪⎨⎪⎩
f = bh,
g = 0,
h is arbitrary nonconstant,
k = b;
(iv) there are a,b, c ∈ K \ {0} and functions f0, g0 : X → K with f0 = 1 and f0(0) = g0(0) = 1, such that f0 and g0 satisfy the
equation
f0
(
x+ g0(x)y
)= f0(x) f0(y) for every x, y ∈ X (5)
and ⎧⎪⎨⎪⎩
f = abf0,
g = cg0,
h = af0,
k(x) = bf0(cx) for x ∈ X;
(v) there are x0 ∈ X \ {0}, a,b ∈ K \ {0} and a function f0 : X → K with f0(x0) = 1 and f0(0) = g(0) = 0 such that f0 and g satisfy
the equation
f0
(
x+ g(x)y)= f0(x) f0(x0 + g(x0)y) for every x, y ∈ X (6)
and ⎧⎨⎩
f = abf0,
h = af0,
k(x) = bf0
(
x0 + g(x0)x
)
for x ∈ X .
Proof. Assume that functions f , g,h,k : X → K satisfy (2).
If f = 0, then h = 0 or k = 0 and (i) holds. So assume that f = 0. Then h = 0 and k = 0.
First consider the case f (0) = 0. Setting x = y = 0 in (2), we obtain f (0) = h(0)k(0). Then a = h(0) = 0 and b = k(0) = 0.
Thus f (0) = ab. Deﬁne a function f0 : X → K,
f0 = 1
ab
f . (7)
Clearly f0(0) = 1. Putting y = 0 in (2), we have f = bh. Thus
h = af0. (8)
Next, setting x = 0 in (2), f (g(0)y) = ak(y) for y ∈ X and hence, by (7),
k(y) = bf0
(
g(0)y
)
for y ∈ X . (9)
If f0 = 1, then, according to (7), (8) and (9), (ii) holds. Now, let f0 = 1. Consider two cases: g(0) = 0 and g(0) = 0.
If g(0) = 0, then, by (9), k = b and hence, according to (2), (7) and (8),
f0
(
x+ g(x)y)= f0(x) for x, y ∈ X .
Since f0 is nonconstant, g = 0 and f0 is arbitrary. Thus, in view of (7) and (8), (iii) holds.
Now, let f0 = 1 and g(0) = c = 0. Then, in view of (2), (7), (8) and (9),
f0
(
x+ g(x)y)= f0(x) f0(cy) for x, y ∈ X .
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and (9), (iv) holds. It ends the case f (0) = 0.
To end the proof it suﬃces to consider the case f (0) = 0 and f = 0. Then, setting y = 0 in (2), we have f (x) = h(x)k(0)
for x ∈ X . Since f = 0, we have b = k(0) = 0,
h = f
b
(10)
and, consequently, h(0) = 0. Hence, setting x = 0 in (2), we obtain
f
(
g(0)y
)= h(0)k(y) = 0 for y ∈ X
and g(0) = 0. Then, by (2),
f
(
x+ g(x)y)= f (x)
b
k(y) for x, y ∈ X .
Let a function k0 : X → K be given by
k0 = k
b
. (11)
Then
f
(
x+ g(x)y)= f (x)k0(y) for x, y ∈ X .
There are some x0 ∈ X \ {0} and a0 ∈ K \ {0} with f (x0) = a0. Deﬁne a function f0 : X → K as follows:
f0 = f
a0
. (12)
Then f0(x0) = 1,
f0
(
x+ g(x)y)= f0(x)k0(y) for x, y ∈ X
and hence, for x = x0,
k0(y) = f0
(
x0 + g(x0)y
)
for y ∈ X .
Thus functions f0 and g satisfy (6) and, by (10), (11) and (12), (v) holds. It ends the ﬁrst part of the proof.
The converse is easy to check. 
By Theorem 1 we see that the pexiderized Goła¸b–Schinzel equation is tightly connected with Eqs. (5) and (6); more
precisely, to solve Eq. (2), we have to ﬁnd solutions of Eqs. (5) and (6). As we mentioned, Eq. (5) has been treated by
J. Chudziak or by the author under some regularity assumptions (see [7,18]). In the next part of the paper for the ﬁrst time
we will consider Eq. (6).
Our considerations we start with some useful proposition.
Proposition 1. Let f , g :R → R be continuous functions satisfying the equation
f
(
x+ g(x)y)= f (x) f (y + 1), (13)
where f (0) = g(0) = 0 and f (1) = g(1) = 1. Then
g(x) = x for x ∈ R
and there is a c > 0 such that either
f (x) = |x|c for x ∈ R, (14)
or
f (x) = |x|c sgn x for x ∈ R. (15)
Proof. Since f , g are nonconstant, we can easy obtain that
f −1
({0})= g−1({0}). (16)
Indeed, if g(x) = 0, then, by (13), f (x) = f (x) f (y + 1). Since f = 1, f (x) = 0. On the other hand, if f (x) = 0, then, in view
of (13), f (x+ g(x)y) = 0. Since f = 0, g(x) = 0. Consequently, (16) holds.
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f (z) = f (x) f
(
1+ z − x
g(x)
)
.
Thus, by (16),
f (x)−1 f (z) = f
(
1+ z − x
g(x)
)
for z ∈ R, x ∈ R \ f −1({0}). (17)
Consequently, for z = 1,
f (x)−1 = f
(
1+ 1− x
g(x)
)
for x ∈ R \ f −1({0}). (18)
Since 0,1 ∈ f (R) and f is continuous, [0,1] ⊂ f (R) and, by (18),
[0,∞) ⊂ f (R). (19)
Now we prove that either f −1({1}) = {1}, or f −1({1}) = {−1,1} and g(−1) = −1. To this end we must consider four
cases.
Case 1. Suppose that there is an x0 ∈ R \ {1} with f (x0) = 1 and g(x0) ∈ (−1,1). By (13) we have f (x0 + g(x0)(x0 − 1)) =
f (x0)2 = 1. Setting y = x0 + g(x0)(x0 − 1) − 1 and x = x0 in (13),
f
(
x0 + g(x0)(x0 − 1)
(
1+ g(x0)
))= 1.
If
f
(
x0 + g(x0)(x0 − 1)
(
1+ g(x0) + · · · + g(x0)n
))= 1 (20)
for some n ∈ N, then, setting y = x0 + g(x0)(x0 − 1)(1+ g(x0) + · · · + g(x0)n) − 1 and x = x0 in (13), we obtain that
f
(
x0 + g(x0)(x0 − 1)
(
1+ g(x0) + · · · + g(x0)n+1
))= 1.
Hence, by induction, (20) holds for each n ∈ N. Thus
f
(
x0 + g(x0)(x0 − 1)1− g(x0)
n+1
1− g(x0)
)
= 1 for each n ∈ N
and, by the continuity of f ,
f
(
x0 − g(x0)
1− g(x0)
)
= f
(
x0 + g(x0) x0 − 1
1− g(x0)
)
= 1. (21)
Since f (0) = 0, x0 = g(x0).
On the other hand, setting y = −1 and x = x0 in (13), we have f (x0 − g(x0)) = 0. Next, setting y = x0 − g(x0) − 1 and
x = x0 in (13),
f
((
x0 − g(x0)
)(
1+ g(x0)
))= 0.
If
f
((
x0 − g(x0)
)(
1+ g(x0) + · · · + g(x0)n
))= 0 (22)
for some n ∈ N, then, setting y = (x0 − g(x0))(1+ g(x0) + · · · + g(x0)n) − 1 and x = x0 in (13), we obtain that
f
((
x0 − g(x0)
)(
1+ g(x0) + · · · + g(x0)n+1
))= 0.
Hence, by induction, (22) holds for each n ∈ N. Thus
f
((
x0 − g(x0)
)1− g(x0)n+1
1− g(x0)
)
= 0 for each n ∈ N
and consequently, by the continuity of f ,
f
(
x0 − g(x0)
1− g(x0)
)
= 0,
what contradicts (21).
Case 2. Suppose that there is an x0 ∈ R \ {1} with f (x0) = 1 and g(x0) = 1. Then, by (13), f (x0 + y − 1) = f (y) for each
y ∈ R. Hence x0 − 1 is the period of f . Since f is periodic and continuous, f is also bounded, what contradicts (19).
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we have
0 = f
(
1− x0
g(x0)
)
= f
(
g(x0) − x0
g(x0)
)
.
Next, by (17),
0 = f (x0)−1 f
(
g(x0) − x0
g(x0)
)
= f
(
(g(x0) − x0)(1+ g(x0))
g(x0)2
)
.
If
0 = f
(
(g(x0) − x0)(1+ g(x0) + · · · + g(x0)n)
g(x0)n+1
)
(23)
for an n ∈ N, then, in view of (17), we obtain
0 = f (x0)−1 f
(
(g(x0) − x0)(1+ g(x0) + · · · + g(x0)n)
g(x0)n+1
)
= f
(
(g(x0) − x0)(1+ g(x0) + · · · + g(x0)n+1)
g(x0)n+2
)
.
Hence, by induction, (23) holds for each n ∈ N. Thus
0 = f
((
g(x0) − x0
)( 1
g(x0)n+1
+ 1
g(x0)n
+ · · · + 1
g(x0)
))
= f
((
g(x0) − x0
) 1g(x0) (1− ( 1g(x0) )n+1)
1− 1g(x0)
)
for n ∈ N and consequently, by the continuity of f ,
0 = f
((
g(x0) − x0
) 1g(x0)
1− 1g(x0)
)
= f
(
g(x0) − x0
g(x0) − 1
)
. (24)
On the other hand, by (18),
1 = f (x0)−1 = f
(
1+ 1− x0
g(x0)
)
= f
(
g(x0) + 1− x0
g(x0)
)
,
and hence, in view of (17),
1 = f (x0)−1 f
(
g(x0) + 1− x0
g(x0)
)
= f
(
g(x0)2 + g(x0) + 1− x0(1+ g(x0))
g(x0)2
)
.
If for some n ∈ N
1 = f
(
g(x0)n + · · · + g(x0) + 1− x0(1+ g(x0) + · · · + g(x0)n−1)
g(x0)n
)
, (25)
then, according to (17), we obtain
1 = f (x0)−1 f
(
g(x0)n + · · · + g(x0) + 1− x0(1+ g(x0) + · · · + g(x0)n−1)
g(x0)n
)
= f
(
g(x0)n+1 + · · · + g(x0) + 1− x0(1+ g(x0) + · · · + g(x0)n)
g(x0)n+1
)
.
Hence, by induction, (25) holds for each n ∈ N. Thus
1 = f
(
1+ 1
g(x0)
+ · · · + 1
g(x0)n
− x0
(
1
g(x0)n
+ · · · + 1
g(x0)2
+ 1
g(x0)
))
= f
(1− ( 1g(x0) )n+1
1− 1 − x0
1
g(x0)
(1− ( 1g(x0) )n)
1− 1
)
g(x0) g(x0)
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1 = f
(
1
1− 1g(x0)
− x0
1
g(x0)
1− 1g(x0)
)
= f
(
g(x0) − x0
g(x0) − 1
)
,
what contradicts (24).
Case 4. Finally, suppose that there is an x0 ∈ R \ {1} with f (x0) = 1 and g(x0) = −1. Then, by (13),
f (x0 − y + 1) = f (y) for y ∈ R. (26)
Moreover, suppose that there are two points x0, x′0 ∈ R \ {1} such that x0 = x′0 and f (x0) = f (x′0) = 1. Then, by (26),
f (x0 + y + 1) = f (−y) = f
(
x′0 + y + 1
)
and hence f (y) = f (y + x′0 − x0) for y ∈ R. It means that x′0 − x0 is the period of f and hence, by the continuity of f , f is
bounded, what contradicts (19). Thus f −1({1}) = {x0,1}.
Then, in view of (17), for each y, z ∈ R, y = z with f (y) = f (z) = 0 we have
f
(
1+ y − z
g(z)
)
= 1 = f
(
1+ z − y
g(y)
)
.
Hence 1+ g(z)−1(y − z),1+ g(y)−1(z − y) ∈ {1, x0}. Consequently, since y = z,
1+ y − z
g(z)
= 1+ z − y
g(y)
= x0,
what implies g(z) = −g(y). Now take a sequence (xn)n∈N ⊂ R such that xn → 12 (x0 + 1)− . Then x0 + 1 − xn → 12 (x0 + 1)+
and, according to (26), f (xn) = f (x0 + 1 − xn). Hence g(xn) = −g(x0 + 1 − xn) and, by the continuity of g we obtain
g( 12 (x0 + 1)) = −g( 12 (x0 + 1)). Thus, in view of (16),
g
(
x0 + 1
2
)
= 0 = f
(
x0 + 1
2
)
.
Suppose that x0 = −1 and x0 > 0 (the cases: x0 < 0 is analogous). Since f (0) = 0 = f ( x0+12 ), f (x0) = f (1) = 1 and either
x0 ∈ [0, x0+12 ] or 1 ∈ [0, x0+12 ], by the continuity of f , there exists
f (y0) = max
{
f (x): x ∈
[
0,
x0 + 1
2
]}
and f (y0) > 0. There are sequences (yn)n∈N, (zn)n∈N ⊂ R such that yn → y+0 , zn → y−0 and f (yn) = f (zn). Thus
g(yn) = −g(zn) and, by the continuity of g , g(y0) = 0. Hence, according to (16), f (y0) = 0, what is a contradiction. It
means that x0 = −1 and it ends the proof of the last case.
So, f −1({1}) ⊂ {−1,1} and, in the case f −1({1}) = {−1,1}, g(−1) = −1.
In the next step we prove that g(x) = x for each x ∈ R.
First consider the case f −1({1}) = {1}. Let y, z ∈ R with f (y) = f (z) = 0. In view of (17),
f
(
1+ y − z
g(z)
)
= 1
and hence 1 + g(z)−1(y − z) = 1. Consequently y = z. It means that f is injective on the set R \ f −1({0}). Thus, by the
continuity of f , f −1({0}) = {0}. Setting y = −1 in (13), we obtain f (x − g(x)) = 0 for each x ∈ R. Thus x − g(x) = 0 for
x ∈ R.
Finally consider the case f −1({1}) = {−1,1}. Then, setting x = −1 in (13), we have f (−y) = f (y) for each y ∈ R (because
g(−1) = −1). Hence, according to (17),
f
(
1− 2y
g(y)
)
= 1 for y ∈ Rwith f (y) = 0.
Consequently,
either 1− 2y
g(y)
= 1, or 1− 2y
g(y)
= −1.
Since y = 0, y = g(y) for each y ∈ R \ f −1({0}). Suppose that there is z ∈ f −1({0}) \ {0}. Then, by (13), f (yz) = f (y +
g(y)(z− 1)) = f (z) = 0 for each y ∈ R, what contradicts f = 0. Hence f −1({0}) = {0} and, in view of (16), g(x) = x for each
x ∈ R.
Now, according to (13), f (xy) = f (x) f (y) for each x, y ∈ R and thus f has one of the form (14) or (15) (see
e.g. [1, Corollary 9, p. 31]). It ends the proof. 
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g(x) = g(x0)
x0
x for x ∈ R
and there is a c > 0 such that either
f0(x) =
∣∣∣∣ xx0
∣∣∣∣c for x ∈ R, (27)
or
f0(x) =
∣∣∣∣ xx0
∣∣∣∣c sgn( xx0
)
for x ∈ R. (28)
Proof. First assume that f0 and g satisfy (6). Since f0 is nonconstant, we can easy obtain (as at the beginning of the proof
of Proposition 1) that f −10 ({0}) = g−1({0}). Hence g(x0) = 0. Now, deﬁne functions fx0 (x) = f0(xx0) and gx0(x) = g(xx0) for
each x ∈ R. Then, by (6),
fx0
(
x
x0
+ gx0
(
x
x0
)
y
x0
)
= fx0
(
x
x0
)
fx0
(
1+ gx0(1)
y
x0
)
for every x, y ∈ R. Next, put α = xx0 , β =
y
x0
gx0(1) and deﬁne a function g˜x0 :R → R,
g˜x0(α) =
gx0(α)
gx0(1)
for each α ∈ R.
Then g˜x0(1) = 1 and
fx0
(
α + g˜x0(α)β
)= fx0(α) fx0(1+ β)
for every α,β ∈ R. Thus, by Proposition 1, g˜x0(α) = α and there is a c > 0 such that either fx0 (α) = |α|c for α ∈ R, or
fx0 (α) = |α|c sgnα for α ∈ R. Consequently, by deﬁnitions of fx0 , gx0 and g˜x0 , we obtain the thesis.
The converse is easy to check. 
By Theorems 1 and 2 we obtain the following
Corollary 1. Continuous functions f , g,h,k :R → R satisfy (2) iff they have one of the following forms:
(i)
{ f = 0,
h = 0,
g,k are arbitrary continuous
or
{ f = 0,
k = 0,
g,h are arbitrary continuous;
(ii) there are some a,b ∈ R \ {0} such that⎧⎪⎨⎪⎩
f = ab,
g is arbitrary continuous,
h = a,
k = b;
(iii) there is a b ∈ R \ {0} such that⎧⎪⎨⎪⎩
f = bh,
g = 0,
h is arbitrary nonconstant continuous,
k = b;
(iv) there are some a,b, c,d ∈ R \ {0} and r > 0 such that⎧⎪⎨⎪⎩
f = abf0,
g = cg0,
h = af0,
k(x) = bf0(cx) for x ∈ R,
where f0 and g0 are deﬁned by one of the following four formulas:
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g0 = 1,
f0(x) = edx for x ∈ R,{
g0(x) = dx+ 1 for x ∈ R,
f0(x) = |dx+ 1|r for x ∈ R,{
g0(x) = dx+ 1 for x ∈ R,
f0(x) = |dx+ 1|r sgn(dx+ 1) for x ∈ R,{
g0(x) = max{dx+ 1,0} for x ∈ R,
f0(x) =
(
max{dx+ 1,0})r for x ∈ R;
(v) there are some x0,a,b ∈ R \ {0} and c > 0 such that⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f = abf0,
g(x) = g(x0)
x0
x for x ∈ R,
h = af0,
k(x) = bf0
(
x0 + g(x0)x
)
for x ∈ R,
where f0 :R → R is given by (27) or (28).
Proof. By Theorem 1 (i)–(iii) conditions (i)–(iii) of the theorem holds. In view of Theorem 1 (iv), [7, Theorem 1]
and [1, Theorem 5, p. 29] condition (iv) holds and, according to Theorem 1 (v) and Theorem 2, we obtain condition (v)
of the theorem. 
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