Abstract. In this paper, we consider some statistical aspects of inverse problems. using Bayesian analysis, particularly estimation and hypothesis-testing questions for parameterdependent differential equations. We relate Bayesian maximum likelihood I o Tikhonw regularization. and we apply the expectatian-minimization (F-M) algorithm to the problem of setting regularization levels. Further, we compare Bayesian resulls with those of a classical statistical approach, through consistency and asymptotic normality. A numerical example illustrates the application of Bayesian techniques. In many cases one is interested in parameters which are infinite dimensional (e.g. functions). Bayesian techniques offer a sound theoretical and computational paradigm, through probabilily measures on Banach space. We develop a framework for infinite dimensional Bayesian analysis, including convergence of approximalions required to perform inference tasks computationally.
Introduction
In many applications of parameter identification, one wishes to draw inferences about parameters in models, based on the parameter estimates computed from output least squares fitting of the data. spically, one has an observation vector, Y, which will he used to determine the parameters in a model. We denote this model by f(z,q), including dependence both on a variable z E X c R m , which usually denotes time and/or spatial dependence (as in a differential equation model), and also on an unknown parameter q, which lies in a set Qad of admissible parameters. Theoretical and computational questions of existence, uniqueness, continuous dependence of estimators on data, and convergence of approximations have been studied extensively by many authors (see [4j and the many references therein), within the context of least squares estimation. Other estimation techniques, such as the expectationminimization (E-M) solution of maximum likelihood in [17j and the augmented Lagrangian of [ll], provide efficient methods for determining parameters. It is our goal here, however, to study the relationship between the analytical and computational aspects and the statistical aspects of these inverse problems in a least squares framework. In this paper, we treat the ohsemtion error as random perturbations, and we develop some statistical methods, using Bayesian analysis, to answer questions of interest about the parameter estimates obtained by fitting the model to the data, particularly estimation and hypothesis testing.
In order to illustrate the application of the techniques studied here, we shall consider throughout this paper a simple, concrete example: the study of the coefficient 676 B G Fitzpatrick q in an elliptic equation, given by -( ¶ ( Z ) % ( Z ) L = s(z) 2 E ( 0 , l ) .
We take Dirichlet boundary conditions u(0) = ~( 1 ) = 0. The solution of this equation is denoted U("; q ) in order to emphasize the dependence on the coefficient q. We assume that we have observations Zi = Z ( z i ) , where z i E ( O , l ) , l 6 i < n.
For a statistical model in this example, we take z k = U ( z k ; q ' ) + E k 1 < k n (1)
where { E , . ) is a sequence of independent, identically distributed (or i.i.d.) Gaussian random variables, with mean 0 and known variance d. We shall examine Bayesian methods for estimating p in a function space and for testing the hypothesis that q is a constant function Currently a great deal of statistical research has focused on classical asymptotic approaches (see for example [2,9]), which in general involve data of the form Y k = f ( " k > ¶ * ) + E l s where q' is referred to as the 'true' parameter, and { E , . ) is a collection of i.i.d. random variables. Implicit in this assumption is that data was generated by the model for some (unknown) value of the parameter. One works with the least squares cost
"
J , ( q ) = n Z ( Y k -f ( % . q ) ) a k = l minimizing over the set Qd to estimate q*. The least squares approach provides not only consistent estimators of the parameter but also ANOVA-like hypothesis tern for parameters, through asymptotic distributions (as the number of observations increases). Applied to biological inverse problems, the hypothesis tests yield insight into phenomena such as convection in brain fluid transport and advection and mortality in insect dispersal [2, 4. These classical approaches do, however, have drawbacks in some applications.
In many estimation problems, one seeks to identify a function from the data, and would like to put as few restrictiom as possible on such a class of functions. In these estimation problems involving infinite dimensional parameters (several examples are given in [4]), the minimization of the least squares cost requires great care. Issues of continuity of the inverse map typically bring certain compactness conditions into the problem, conditions which are both theoretically and computationally necessaly in order to achieve stable estimation procedures (see 141, sections lY6-IY8 for an excellent discussion of these issues). ?jrpically, one begins with a metric space Q, and takes Qad to be a compact subset (that is, any sequence in Q, has a limit point in Qad). The classical statistical methods require this direct assumption of compactness of the parameter space in order to ensure consistency. The distributional results, however, require that the parameter estimates lie in an open set, which is in direct opposition to compactness in infinite dimensional sets (see [2] for details of this situation). The Bayesian methods discussed here not only provide tools for handling infinite dimensional inference, but they lead natually to the alternative compactness approach of Tikhonov regularization. Moreover, techniques of Bayesian analysis allow for a natural choice of the regularization parameter, a problem that is of considerable interest.
Another shortcoming of classical tests arises in very large sample sizes. In order to understand damping mechanisms in viscoelastic beams (see [SI), we applied asymptotic methods to some accelerometer data in a damped Euler-Bernoulli model in [3] . For these structural mechanics problems often one has a large amount of data, in which case the statistical test may be 'too powerful' (that is, the test may reject a hypothesized parameter which is very close to being the correct value). The problem arises because the test determines whether or not the estimator (derived from data) is equal to a given value (within statistical significance), as opposed to whether or not the estimator is close to a given value. The problem is one of balancing 'scientific significance' against 'statistical significance'. Adapting the classical methodology to handle this situation is difficult, but there are some conceptually simple ways of dealing with this problem in the Bayesian framework.
In general, the problems of estimation and hypothesis testing must be addressed within the setting of infinite dimensional parameters. For computational purposes, however, one must necessarily use approximations, with finite dimensional parameters. In this paper, we study the use of Bayesian methods, which, unlike asymptotic methods of classical statistics, are well-suited theoretically and computationally to infinite dimensional parameter spaces. The Bayesian techniques employed provide a framework which can handle the theoretical questions associated with infinite-dimensional parameters. It is our goal to analyse the mathematical problems associated with Bayesian inference in (infinite dimensional) Banach space, and to illustrate the application of these methods in inverse problems.
The paper is organized as follows. In section 2, we set up the example elliptic problem, illustrating the interplay between the theoretical, infinite dimensional problem setting and the approximations required for computational methods. In section 3, we discuss the general approach of Bayesian inference for estimation and hypothesis testing in identification problems, and we examine some of the advantages over classical statistical approaches. Section 4 is devoted to implementation of Bayesian techniques for estimation problems in differential equations, illustrated in detail with our elliptic example. Some remarks on further studies and comparisons with other approaches are in section 5. We complete the paper with two appendixes. Appendix A contains proofs of consistency and asymptotic normality results, and the details of prior distributions on infinite dimensional parameter sets are covered in appendix B.
An example problem
To illustrate the various theoretical and computational problems that arise, we consider our elliptic example problem
with Dirichlet boundary conditions u(0) = u(1) = 0. Given an observation 2 ; = z ( z i ) , where I; E (0,1),1 < i < n , we wish to estimate q ( z ) and ask general statistical questions concerning its value, such as the necessity of z dependence. Before we get into the statistics and the nature of the data, however, we must study B G Fiizpairick the structure of the equation and the inverse problem, for these properies will strongly influence our statistical methods.
First, we need to he able to solve the differential equation. We take a standard variational approach, multiplying by a test function and integrating by parts:
Here we are using the notation r1 (4, +) = / +(I)+(.) d z 0 which is the inner product in the Hilbert space L 2 ( 0 , 1) of square integrable, realvalued functions. This variational equation must he satisfied for all 4 of a certain type. 'Ib be more specific, we need some Sobolev spaces. We put
which is a Hilbert space when equipped with the inner product
We also need HA(O,l), the space of functions in H ' ( 0 , l ) which satisfy the zero bounddry conditions. For a given q, then, one seek a [unction U E Hk(0,l) such As mentioned in the Introduction, difficulties arise due to the infinite dimensional nature of the parameter space Q. In particular. certain theoretical problems, such as existence of a least squares estimator, continuous dependence of estimators on the data, and convergence of approximations, require compactness of the parameter space. While such compactness assumptions may seem to be merely technical devices needed to prove theorems, many examples of identification problems, implemented in computer algorithms without treating compactness constraints, have exhibited poor estimates and unstable behaviour (again, see [4] In a general setting, we begin with a collection of observations, Y = (Y,, . . . , Yn), whose probability density p(y,, . . . , y,lq) depends on an unknown parameter q, which lies in a set Qd. In the Bayesian paradigm, the fact that the parameter q is unknown is reflected by putting a probability density n on the parameter set. This prior represents our a priori uncertainty of q's value. The Bayesian approach takes the density p to be the conditional density of the observations, given the parameter Q. To infer information about the parameter, then, we compute the posterior distribution, which is the distribution of q , given the obsenations. Bayes' theorem dictates that the posterior density is given by However, in cases in which the parameter set Qad is infinite dimensional, we do not necessarily have a density: it is unclear, in fact, what is meant by dq then. 'lb develop a theoretical framework for the infinite dimensional case, we need a probability measure II on (the Bore1 sets of) Qad. In this case, we get a posterior probability measure given by a similar Bayesian formula:
where the notation emphasizes that Ii is a probability measure, as opposed to a density. vpically, the probability measure on the infinite dimensional space gives us a frame of reference, while we perform computations using densities on an approximated problem. It is on this structure that we build our statistical inference procedures. We begin with Bayesian maximum likelihood.
Bayesian maximum likelihoad estimalion
The method of Bayesian maximum likelihood is simply the maximization of the posterior density. In most cases, this maximization involves having a finite dimensional parameter space. As we shall see in appendix B, the infinite dimensional problems of interest can be approximated by finite dimensional problems, in such a way that as we increase the quality of the approximation (e.g. we refine the grid), the finite dimensional estimates converge to minimizers of the infinite dimensional problem.
So, at this point, we work with a finite dimensional parameter space and a prior probability density.
'Ib begin, we need a density function for the data. We take the data Y to be a perturbed version of the model f(z, q ) : Before we delve further into this relationship, we must remark that the (regularized) least squares techniques are equivalent to (Bayesian) maximum likelihood only when the data is obtained by i.i.d. Gaussian perturbation of the model. For different error distributions, the connection is unclear. We defer discussion on this difficulty to section 5 and proceed with Bayesian maximum likelihood.
B G Filzpalrick
To understand the connection between regularization and the above maximum likelihood problem, we must examine the nature of the parameter space Q,, in both the infinite dimensional (theoretical) setting and also the finite dimensional (approximation) setting. As we have mentioned above, the basic least squares approach to parameter estimation takes Q, to be a compact subset of a metric space Q, while the regularization approach takes Qad as a subset of a Hilbert space R compactly embedded in Q.
For the general estimation problem, the regularized cost functional is given by
where 11. IIR denotes the norm in R , and @ is a constant which we may choose. Note that this cost functional is still defined on the infinite dimensional space. ' RI discuss densities and Bayesian maximum likelihood, however, we need an approximation. In our elliptic example above, we approximated the parameter set using piecewise linear functions with nodes on a k e d grid. The values of the functions at the grid points become the parameter to be determined, and we have a finite dimensional problem.
In the general problem, once we have chosen an finite dimensional approximation space, denoted Q M , the R inner product, denoted (.,.)=, then induces a bilinear form on the parameter set, which gives rise to a matrix C such that
for all q , @ in the finite dimensional apprnximation space Q M . Tn the Bayesian framework, we take the Gaussian prior density discussed above, with mean P and covariance matrix r 2 C . Then the penalty term in the cost functional satisfies
We see that the regularization parameter p is related to the scaling variance T' by p = u 2 / r 2 .
This leads us to the conclusion that, in the case of a futed, finite dimensional parameter space, choosing a regularization parameter is equivalent to choosing the covariance scale factor T ' . This gives us the following intuitive meaning for the regularization parameter: it is the ratio of the mean squared measurement error, a ' , to the mean squared error in our prior knowledge. We can think of our prior knowledge in terms of the ellipsoids of constant probability of the prior, whose shape and orientation are determined by C, and whose size are determined by r 2 . The number T , then, represents the U priori confidence we have in our initial guess p of the parameter, confidence being measured in the E-' norm (or R norm). We remark that several authors, including [lo, 14, 191 , have recognized the relationship between Bayesian maximum likelihood and regularization, but our use of this correspondence differs significantly frcm their works. In particular, as we shall see below, the E-M method of determining the prior density gives a natural scheme for setting the regularization parameter p. But before we get into the particulars of prior SekCtiOn We consider the second inference question: hypothesis testing.
Bayesian hypofhesis fesfing
lb test a hypothesis using Bayesian methods, one computes the posterior probability of that hypothesis; hence a wide range of tesB can be performed. Moreover, one can work with priors on infinite dimensional spaces so that, for example, spatial dependence can be examined. In appendix B we discuss the theoretical issues associated with such priors. In the classical approach of [2] , hypotheses Qo of the form were considered, for finite dimensional sets Qd. This form of hypothesis is applicable to many problems of interest For example, testing if a certain damping term is unimportant, which is the same as testing if the coefficient of that term is zero, can he handled in this way. One can also test for spatial dependence: the hypothesis Qo contains only constant functions. Conceptually, this type of hypothesis makes sense for infinite dimensional Q, when H is viewed as a linear operator. As an example, for testing whether the parameter is a constant function, we may put H ( q ) = q', and h = 0.
A problem with this type of hypothesis in terms of Bayesian analysis is that, if the prior is absolutely continuous with respect to Lebesgue measure, then Qo, which generally has lower dimension that Qad, will have posterior probability 0. However, it is often the case that we do not expect H q = h , but IIHq-hll = 6, for some small 6. Indeed, it is this subtle point that leads to difficulties with the classical tests and forces us to consider different types of tests. Classical tests are based on asymptotic distributions (as n -+ m), and typical results are that the power of the test tends to one as n increases. If the power of the test is too close to 1 (a situation which typically occurs when n is large), the hypothesis Qo will be rejected, even for small non-zero values of H q -h. In the above-mentioned example of studying damping in flexible structures, one typically has a large amount of data. Classical tests proved ineffective in testing for the importance of various forms of damping (see [3, 51) . The problem with the classical tests is the form of Qo. The asymptotic distributions depend heavily on this choice of Qo, however, a situation which makes adaptation of classical techniques difficult.
In this paper, we propose the use of hypotheses Qo = { q E Q : llHq -hll < 6}, for some chosen 6 > 0. Unfortunately, this hypothesis introduces another variable that we must set, but it is in most applications a more realisitic hypothesis than that used in the classical setting. One could, in the classical case, choose n and the significance level in such a way as to accept 'small' deviations for the null hypothesis, but it is not easy in practice to use one's a priori information to make the choice. In general, one would be more likely to know what would be considered 'close enough'; that is, the scientific significance 6 could be more readily set than could the statistical significance. The Bayesian method of testing hypotheses allows naturally for this adaptation of the hypothesis, whereas the classical methods do not.
Another 
As above, we use the subscript notation to denote the dependence on the prior's hyperparameter. This density represents the likelihood of observing the value y for the data. The maximum likelihood approach to prior estimation, then, is to maximize m with respect to the hyperparameter, when m is evaluated at the data observed.
We consider the function f
JQ where p h ( y , q ) is the joint density of y and q , given by
The E-M algorithm has two steps for each iteration:
(E) Given i, compute the function ~( y , A l i ) .
(M) Compute the minimizer A, of T as a function of A.
algorithm comes from the following obsemtions.
Then we replace i with A, and perform another iteration. The idea behind this
where From Jensen's inequality, we have H ( y , A ( i ) H ( y , i l i ) , for all y, A, i, which implies that this algorithm is a descent method for minimizing -I n m h ( y ) . See [7] for some more comments on the statistical intuition behind this method, as well as results on its convergence.
Priors on infinite dimensional spaces
Here we introduce some of the theoretical ideas behind the utility of Bayesian methods for parameters in Banach spaces. As mentioned above, we have no real way of discussing a density with respect to dq when Q is a Banach space. Thus we consider priors lI, which are probability measures on the space Q . Things we wish to understand here are existence of Gaussian probability measures on Q , having covariances that correspond to regularization terms, and convergence of approximations that we must inevitably make in order to calculate a posterior. We defer convergence theorems to appendix B, and concentrate on what we mean by the normal prior N ( p , r 2 C ) , when Q is a Banach space. In particular, we shall indicate here how the regularization norm induces a Gaussian prior distribution on the parameter space.
That is, associated with the regularized cost there is a Gaussian probability measure on the space Q , where R is compactly embedded in Q. We shall see below that the covariance is a linear operator, which is determined by the embedding of R into Q . = E ( z * (~) Y * (~) ) . A probability measure II on (the Bore1 sets o f ) Q is said to be zero-mean Gaussian if there exists an operator C E L ( Q * , Q ) , such that exp(z'(Cz*)) = exp(iz*(q))dII(q).
The operator C is the covariance of the Gaussian measure U. Note that the range of a Gaussian covariance i s restricted to Q c Q" (which is not a restriction if Q is reflexive). In the finite dimensional setting, the Gaussian measures are determined by the same 'quadratic in an exponential' form for their Fourier transforms.
The regularization norm induces a covariance operator in the following manner.
Let T : R -+ Q be the embedding operator. We put C = T T ' , where P: Q' -+ R is the dual operator of T , defined by (T'(f),h), = f ( T ( h ) ) , for all f E Q' and all h E R. The operator C is related to the R norm by ( ¶C-'dg..g = llslla where q is used to denote the an element of q as well as its image in R under the embedding 7 ' . Under certain general conditions on the embedding (slightly more stringent than compactness), one can argue that C is in fact the covariance of a Gaussian measure (see appendix B). It is interesting to note that in the elliptic example, in which Q = C[O, 11 and R = W ' ( 0 , l), the Gaussian measure induced by R is essentially Wiener measure, the distribution of Brownian motion when considered as a random function. Again, we defer proof to appendix B.
Bayesian answers IO classical questions
Having examined Bayesian estimation and testing procedures, we turn now to a comparison with some previously employed techniques. In particular, we wish to normality. We have the following basic results, the specific details of which are contained in appendix A. evaluated at q = q'. The functional J' arises in the classical analysis as the large sample limit of J,,. We include here the specific form of the density because it will be of great utility in the next section. In particular, we must integrate over the parameter space (possibly a very high dimensional space) in order to perform not only the hypothesis tes& of interest but also the E-M choice of the prior. This asymptotic normality result suggests a Gaussian distribution with appropriate mean and covariance would he a good sampling distribution for a Monte Carlo integration over the parameter space. We shall illustrate this approach in the following section.
Implementation and numerical examples
We hegin this section with a simple summary of how a Bayesian inference procedure is implemented within the context of regularized least squares identification.
(1) Given the data, y = (yl, .. .,yn), with yi corresponding to f ( z i , q ) , we set up the posterior probability density, which is given by This requires us to have a density for the observations, p ( y l q ) , and a prior density, n+, which in turn requires that we have approximated our parameter space Qad with a finite dimensional space Q M . spically, r will be a Gaussian density whose mean p is the initial guess Cor the parameter, and whose covariance (up to the scale factor r Z ) is a matrix representation of the regularization norm used.
(2) ' RI choose r', we perform the E-M iteration as discussed above. With i.i.d. Gaussian errors, the E-M iteration for our general parameter identification problem reduced to the fixed point iteration where A4 is the dimension of the (approximating) parameter space, and where x i z ( q l y ) is the posterior density, which is given by This iteration involves integrating the posterior density. These integrations are performed as follows. We begin with an initial guess r,". This gives us a regularized cost which we minimize to obtain Co. One also obtains (either by finite difference approximation or as output of a quasi-Newton minimization method) the Hessian matrix
H = a Z J~( & ) / O q z .
We then sample from a random number generator with the N(G,,,,2u2H-'n) distribution (as in theorem A3). The integral J,g(q)n(qly)dq is obtained using the Monte Carlo approximation S 9( 9 , ) d 4 . IY) / 4( 4s) S = l where { q s } is the random sample, 4 is the sampled Gaussian density, and 9 is JIq-&, when we are computing the regularization parameter (it will be the indicator function of Q, , in hypothesis testing applications). In this manner, we compute the next E-M iterate, obtaining a new scaling variance (and hence regularization parameter). We repeat this procedure until the variances converge. spically, one Cannot specify a convergence criterion directly, because of the Monte Carlo nature of the integral. However, we have found 5-10 iterations to be sufficient for the example problems discussed here. In other applications, this behaviour may vary.
(3) The above iteration computes the regularization level and the regularized parameter estimate. Tb test a hypothesis q E Q,,. one merely uses the above integration technique to compute JQo p(qly) dq. This is the posterior probability of the hypothesis H o .
Tb illustrate, we consider our elliptic example problem -( q < z j u z < z j j z = gizj z E ( u , i j
with Dirichlet boundary conditions u(0) = u ( 1 ) = 0 , and wifh observation
where zi E (O,l),l < i < n. We use a Galerkin finite e!ement Solution (piecewise linear approximation) u N ( z ; q ) as discussed in section 2, and we approximate the parameter space with piecewise linear functions as well. We write the cost functional where R = H ' ( 0 , l ) . lb set up the data z for our test problems, we choose a true parameter q * , and a iorcing iunction g , and compute a true solution u ( . ; q * ) . Then, we sample from a N ( 0 , u ' ) random number generator, to get values for the errors E~. The data, then, is z k ,= u ( q ' ) ( z k ) + ck. 
C O S ( T I )
The figures illustrate various aspects of this problem. Figure 1 shows figure 2 , we compare the solutions of the elliptic equation. Shown are the noisy data, the true solution, the E-M solution, and the non-regularized least squares solution. We note that the E-M algorithm produced the value r 2 = 1.9866. Using M = 20 linear splines to approximate the parameter, we found that the nonregularized least squares minimization did not converge, but that the E-M regularized least squares produced a very good solution, shown in figure 3 , and the final value of rz was 2.733. Our next example contains a slightly more oscillatory parameter. We use the following data: This experiment was run with n = 100 observations and with Gaussian noise having U = 0.05. The final value of the prior variance was T ' = 1.33. Finally, we test the hypothesis that the parameter is constant. To implement this test in a Bayesian setting, we use as a test problem U * ( . ) as above, with g chosen so that the differential equation holds. We test the hypothesis that q is constant by integrating the posterior over the set Qa = {y: maxi l q ( z i ) -~( Z~-~) I < 6), the integration being performed using a Monte Carlo sampling of the Gaussian posterior from theorem A3, the parameter space being continuous, piecewise linear spline functions consisting of 10 elements. As above we used n = 100 observations, with normally distributed errors with U = 0.05. For regularization, we chose p = 0.005. In figure 5 , we see the posterior probability of the hypothesis plotted as a function of 6, for data generated using q* G 1 (in which case the hypothesis is true), and also using q * ( z ) = 1 + 0 . 5 s i n (~z ) (in which case the hypothesis is true only for large values of 6). This experiment was repeated using different values of p, as well as different noise samples, and the basic trends of the graphs were preserved. One can see that it would he difficult to judge the validity of the hypothesis from these graphs. In a specific application, when using observed data, it may be necessary to simulate the process in order to 'calibrate' the test. Certainly, more research needs to be done on this topic, but one can see the possibilities for using this type of test.
-~ [20] . Other interesting future problems include examining maximum likelihood ideas such as [17] using the empirical distribution for the error and implementing these distributions into a Bayesian approach.
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The author would like to thank the referees for some very helpful comments on the original version of this work. errors with a zero-mean Gaussian distribution, this procedure is equivalent to standard maximum likelihood estimation of the parameter as well as Bayesian maximum likelihood with a uniform prior.
To give a Bayesian consistency result, we introduce a l i t of assumptions needed on the model and the data.
(Con?) { E~) is an in5nite %%pencc of indcpcndcni, kieiitk4;y iistiibuted rsndom variables on a probability space ( n , F , P ) . Furthermore, E ( € , ) = 0 and Var(E,J = (Con2) f : Q -C ( X ) is a continuous function. Q is a separable topological space, and X is a compact subset of R". We shall write f ( z , q ) , rather than f ( q ) ( z ) .
The set Qad is a compact subset of Q.
(Con3) {zk} is a sequence in X. There exists a finite measure p on X such that In the case of i.i.d.
has a unique minimizer in Qad at q*.
These assumptions are also found in [2], where they are used to show consistency of the least squares estimator. We henceforth denote by cn a minimizer of J , over Qad. This estimator will be helpful in showing the posterior distributions concentrate on the true parameter 4'. At this point all that is required of the parameter space is that it is a compact metric space. Hence, we must consider a prior probability measure II on the u-algebra of Bore1 sets in Qad, rather than just a probability density. The above theorem tells us that, if we start with a prior that gives positive W P n!kc remark that without compactness, we need a satisfactory growth rate on J , as q becomes larger. This, however, is an unreasonable expectation, for it is generally the large norm values of q that can produce extraneous solutions to the least squares problem.
A different type of consistency result involves regularized cost functionals of the form to J ' , the convergence of nn( 0) to 1 holds with P probability one.
pmh2hi!ity tn e2ch cpen set, we get g n 4 a(: -q*), p-Z!mg ElJme!y U In appendix B we shall link this regularized cost to prior distributions on the space Q. The following assumption is needed on R and f.
(Reg?) ???e $pace P. is 2 Ei!bert spare, rcmnartlv r--"J emherlrlej --..--in Q , which is a Banach space, and ' 1' E R. Furthermore, the mapping f : R -C ( X ) is weakly lower semicontinuous.
Theorem A 2 Under (Canl)-(Con4) and (Regl), there exist minimizers ct of Jt over R. Furthermore., for every 11 > 0 , and for every w in a set of P probability one, there exist n and p such that 11% -q*(lg < 7. If P / n -+ o ( > 0 , as n + 00, then % -qa (with probability I), where qa minimizes the functional Proof. First, we note that (as in theorem 3.1 of [2]) there is a set A E F such that P( A) = 1, and on A, we have J,, + J ' , uniformly on compact sets in Q. Since R is compactly embedded in Q, the uniform convergence holds on bounded sets in R.
Fix w E A. We omit (as we have throughout) the explicit dependence of E~ on w .
We note that if llqllR > B , then so we need only consider those q E R satisfying I l q l l~ 6 B . Since this set is weakly compact in R, and since f and the R norm are weakly lower semicontinuous on R, the minimizers exist.
We remark that the existence of minimizers of J'+ is proved very much the same as of J t above. We can, in fact, prove a little more for the deterministic problem. That is, in view of (Con4), for any sequence aj + 0, if q-j are minimizers of J'+J, then they must converge to q'. 'lb see that this is the case, we note that the minimizers lie in the R-weakly compact set S = { q E R: llqllR < llq'llR), for I = all ¶*lla.
Clearly, J'j" + J ' , uniformly on S, as a -0. Hence, any subsequence of the minimizing sequence 4 -2 has a further subsequence that converges to a minimizer of J'. Since that minimizer , q ' , is assumed to be unique in (Con4), the sequence must converge to 4'.
0
Now we can proceed to the convergence part of the result. Suppose that 7 > 0. We choose a > 0 such that, if q' is a minimizer of J ' I -, then llq' -q'1Ig < q / 2 .
Choose a sequence = P, 3 0 such that n / P -+ a. Clearly, J! + J'.", uniformly on bounded set? in R (for our fixed w). We recall that Bz = p-' €2 + Ilq'llg provides an R norm bound for any minimizer Of Jt . Unfortunately, B depends on n and p. However, we notice that p-' E;=, €2 + m u 2 , as n + 00, in view of w E A and theorem 3.1 of [Z] . Hence, we can find B' independent of n and such that B < B' for all n and 13. Now we have that, for each n and P = p,, the minimizers of J t lie in the weakly compact set S' = { q E R:[I& < B'}. Any sequence 4?: of minimizers, then, has at least one R-weak limit point, and any R-weak limit point of the sequence must minimize J',". Since any minimizer 4' of J ' + ' satisfies -q'1Iq < q / 2 , and since weak convergence in R implies strong convergence in 0 Q, there exisu N such that if n 2 N, then 11% -q'Jlq < 7, as desired.
6% B G Fitzpalrick
We note that the above result is not as nice as one would like: convergence as n + m and p + 0 , however, seems much more difficult. Indeed, as n increases, variation in the data Y, when considered as a function of I, increases; this means we may need more and more regularization as n + m. At present, we do not have a completely satisfactory answer to this question.
Another classical question which has a Bayesian analogue is that of asymptotic normality of parameter estimates. In this situation, we are interested a slight refinement of the behaviour of the posterior distribution; that is, we hope to learn more about its shape. Before we state and prove the theorem, we list some more assumptions, which again are exactly the assumptions necessary for the classical theory of (Norl) Q c RP, and q' E IntQ,, C IntQ.
(Nor2) f : Q -+ C ( X ) is a C2 function.
(Norf) 1 = a2Jyq*)/ag2 is positive definite.
Theorem A3. Assume (Conl)- (Con4), and (Nor1)-(Nor3). Also, assume that E~ -N ( 0 , u 2 ) , and that TI has a density, 7r, which is bounded and continuous on Qad.
Then, the posterior has a density ?m, and that density satisfies:
PI.
where N(q; 0, 2 u 2 J -' ) is the Gaussian density function with zero mean and WVariance 2u2;7-'. This theorem gives us an indication of the shape of the posterior distribution, when there is a large amount of data, However, rarely d o we actually use the above Gaussian distribution in place of the posterior. As mentioned above, the major utility of this theorem is in conjunction with Monte Carlo methods for integrating with respect to the posterior distribution. Here we assume the parameter space is finite dimensional. If 4 is a density on Qd, we have (by the law of large numbers) that where { q b ) is a random sample from the density 6. This method is frequently used in Bayesian analysis ([6] , p 263). Choosing 4 is a difficult task, because if the integrand (the posterior density) has a sharp peak, the sample might never take a value near the peak, and thereby make a terrible approximation. ' I3 make an attempt to follow the peak in the posterior, we use for 4 the Gaussian density in theorem A3. In computer implementations, the second derivative matrix is usually formed (or estimated) by the minimization routine used (such as the BFGS algorithm: see [16] pp 3GiJ-9). This Monte Carlo approach allows us to integrate posterior probabilities and posterior moments.
Proof.

Appendix B. Bayesian inference in Banach spaces
In this section, we outline some of the theoretical issues involved in using prior distributions on infinite dimensional spaces. Again, we consider data of the form Yk = f("k.9.) + E & 1 < I C 4 n and we assume that the noise process { E & } ( P =~ is a sequenceof i.i. d. N ( O , o 2 ) random variables. The questions we wish to answer here are those concerning existence of a Gaussian probability measure whose covariance is given in terms of the regularization norm, convergence of finite dimensional approximation in the regularized least squares, and general convergence for approximated posterior distributions. We begin with Gaussian measures on Banach space.
B.1. Gaussian measures on Banach space
Here we shall indicate how the regularization norm induces a Gaussian prior distribution on the parameter space. We recall from above the compact embedding T: R -Q , and the operator C = TT'. The proposition below indicates how the operator C is tied to the regularization norm. Proof. one-to-one. Since the embedding is dense, this easily gives us that T ' is also One-tOone, and, hence, C is one-to-one. !t is not necesszri!y ?he csse thz! r-' is hounded: i n k e d the. compacliiess of T will force E-' to be unbounded. Now, suppose T E R.
We wish to show that T'C-'Tr = r, for then we have This proposition provides the initial connection of the covariance operator to the regularization norm. It remains to be seen that this operator is in fact the covariance. 
k = l
We remark that the above theorem gives a sufficient condition. A slightly weaker necessaty condition is also given in [18] . In some applications, embedding theorems for Sobolev spaces can be used to verify the HilbertSchmidt condition. For example, since the embedding H 2 ( 0 , 1) L, H ' ( 0 , l ) is a Hilbert-Schmidt embedding (see [18] p 174), the sufficient condition holds for the case of HZ (twice differentiable L2 functions) regularization. However, for some applications, this may be too much regularization. A more common example (in particular, the elliptic example discussed above) of regularization involves H ' ( 0 , l ) compactly embedded in C [O, 11 (see also [4, 8, 111 for examples). In this case, it is not clear if the sulficient condition holds, and a different approach is required.
We begin a second approach with the Hilbert space HL(O,l), which is defined as 
Approximation in infinite dimensional Bayesian analysir
The regularized least squarcs cost is given by where P = u'/T' is the regularization parameter, 2nd where as above R is a Hilbert space densely and compactly embedded in the Banach space Q . lb study the problem of finite dimensional approximations to the parameter space, we shall, for the moment treat the observations as k e d , given quantities. We will need the following assumptions.
(Reg2) There exists a sequence of linear mappings iM: Q + R, satisfying i M ( q ) + q, in the Q topology, for each q in Q , and i M ( q ) + q, in the R topology, for each q in R. We put RM = iM(R).
Note that under (Con2), (Regl), and (Reg2), if q N -q weakly in R, then which is bounded in R. Each subsequence (in M) of ZyM, then, has a further subsequence that converges weakly in R (hence, strongly in Q), and the limit is a minimizer of J,( over R.
Proof. To show convergence, we must first show that the sequence { i j $ M ) is uniformly bounded, a fact which comes directly from the above existence argument. Since S, is weakly compact, each subsequence has a weakly convergent subsequence. Without loss, we assume <tM -+ Q, weakly in R. Now, we suppose that q' E S. Note that J,P(g!") < J,P(q',). The assumption (Reg2) gives us that q',, + q', strongly in R , Hence, q is a minimizer of J [ over S, and thus, over the whole of R. S = ( q E R : l l~-f i l l~< B } .
M-CC
M -C C
We remark that related work, involving regularization in the solution of nonlinear equations, can be found in [4, 8, 131 .
With this theorem, we have connected finite dimensional cost functionals such as Bayesian maximum likelihood to the infinite dimensional regularized least squares cost. The next step is to examine finite dimensional approximation for integration of the posterior. The following result on approximation allows us to use finitedimensional Gaussian distributions for computing posterior probabilities, needed for hypothesis tests. 
