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Abstract
In this paper, we extend the first-order asymptotics analysis of Fouque
et al. to general path-dependent financial derivatives using Dupire’s func-
tional Itoˆ calculus. The main conclusion is that the market group param-
eters calibrated to vanilla options can be used to price to the same order
exotic, path-dependent derivatives as well. Under general conditions, the
first-order condition is represented by a conditional expectation that could
be numerically evaluated. Moreover, if the path-dependence is not too se-
vere, we are able to find path-dependent closed-form solutions equivalent
to the fist-order approximation of path-independent options derived in
Fouque et al. Additionally, we exemplify the results with Asian options
and options on quadratic variation.
1 Introduction
A natural generalization of the Black-Scholes model is within the framework
of stochastic volatility models. In these models, the volatility of the underlying
asset is no longer assumed constant, but it is now modeled by a stochastic
process.
Differently from the Black–Scholes model, there are virtually no closed-form
solutions for option prices in stochastic volatility models, and hence it might
be very difficult to get accurate option prices. An honorable exception is the
quasi-closed solution of affine models as, for instance, the Heston model, Heston
[1993].
The multiscale stochastic volatility models of J.-P. Fouque, G. Papanicolaou,
R. Sircar, and K. Sølna are a powerful approach to reconcile stochastic volatility
models and computational tractability of option prices (and calibration); see,
for example, Fouque et al. [2011].
The goal of this paper is to generalize the perturbation framework of Fouque
et al. to general path-dependent structures for the financial derivative payoff.
The Functional Itoˆ Calculus, introduced by Bruno Dupire in the seminal paper
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Dupire [2009], is a tailored-made theory to handle path-dependence in Itoˆ’s
stochastic processes setting and hence it will be the chosen tool in our paper.
The main conclusion of our paper is that the first-order approximation in the
path-dependent case is a straightforward generalization of the approximation
in the classical, path-independent case. Indeed, we have concluded that market
group parameters are the same for the approximation of path-independent and
path-dependent payoffs. This fact was verified for various path-dependent op-
tions previously, but in this paper we are able to prove, under mild smoothness
assumptions, this result directly to any path-dependent structure. Furthermore,
we show that the closed-form solutions for the first-order approximation found
in the classical case is also established when the path-dependence is not too
strong. Moreover, we consider Asian options and options on quadratic variation
to exemplify the results.
In Section 2, we will provide the main results of the first-order perturbation
analysis in the classical context of Fouque et al. Then, in Section 3, under the
functional Itoˆ framework, we extend the fist-order correction to the case where
the payoff of the financial derivative has a path-dependent structure.
2 Multiscale Stochastic Volatility Models
Intuitively, mean-reversion indicates the return of a stochastic process to its
long-run mean, when this mean exists. We will be mainly interested in the
speed at which the process mean-reverts. The typical mean-reverting process
to have in mind is the Ornstein-Uhlenbeck (OU) process:
dyt = κ(m− yt)dt+ ν
√
2κdwt,(2.1)
where κ > 0 is mean-reversion rate, m is the long-run mean, ν > 0 is the
volatility and (wt)t≥0 is a Brownian motion. The mean-reversion aspect of the
OU process lies in its drift. Whenever yt > m, the drift is negative and it pushes
yt down towards the long-run mean m. The case when yt < m is similar. We
can also see that the bigger the κ, the stronger is the mean-reversion. Typical
sample paths are shown in Figure 1. In Finance, mean-reversion arises from the
modeling of commodities, interest rate, volatility, currency exchange rates, etc.
More formally, the notion of mean-reversion is expressed by the mathemati-
cally well-defined notion of ergodicity, see [Fouque et al., 2011, Section 3.2]. In
our case, we will consider two processes, yε and zδ, that present fast and slow
mean-reversion, respectively. Their dynamics can be written as follows
dyεt =
(
1
ε
α(yεt )−
1√
ε
β(yεt )Γ1(y
ε
t , z
δ
t )
)
dt+
1√
ε
β(yεt )dw
(1)
t ,(2.2)
dzδt =
(
δc(yεt )−
√
δg(yεt )Γ2(y
ε
t , z
δ
t )
)
dt+
√
δg(zδt )dw
(2)
t ,(2.3)
dw
(1)
t dw
(2)
t = ρ12dt.(2.4)
where α, β, c and g satisfy certain requirements in order to guarantee the mean
reversion of these processes.
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Figure 1: Realizations of an OU process for different mean-reversion rates -
Parameters: x0 = 0, m = 1, ν = 0.5.
If T is the typical maturity of options contracts in this market, both ε and δ
should be thought as small parameters in the sense that ε T  1/δ.
These two mean-reverting processes will model the time-scales of the volatility
of the stock price we are modeling. More precisely, we will hereby assume that
the stock price st, under a risk-neutral measure Q, follows
dst = rstdt+ f(y
ε
t , z
δ
t )stdw
(0)
t ,
dyεt =
(
1
ε
α(yεt )−
1√
ε
β(yεt )Γ1(y
ε
t , z
δ
t )
)
dt+
1√
ε
β(yεt )dw
(1)
t ,
dzδt =
(
δc(yεt )−
√
δg(yεt )Γ2(y
ε
t , z
δ
t )
)
dt+
√
δg(zδt )dw
(2)
t ,
(2.5)
where (w
(0)
t , w
(1)
t , w
(2)
t ) is a correlated Q-Brownian motion with
dw
(0)
t dw
(i)
t = ρidt, i = 1, 2, dw
(1)
t dw
(2)
t = ρ12dt.
The functions Γ1 and Γ2 together completely define the market price of volatility
risk and uniquely determine the risk-neutral measure Q. The usual assumptions
are required for the correlations and the functions Γ1 and Γ2, see Theorem 2.2.
2.1 First-Order Approximation
This section will provide results on the first-order approximation in
√
ε and
√
δ
of option prices when the volatility is governed by the dynamics described in
3
Equation (2.5).
Consider a European financial derivative with maturity T and whose payoff
ϕ depends only on the terminal value of the stock, sT , and hence called path-
independent. The no-arbitrage price under Q for this derivative is given by
P ε,δ(t, x, y, z) = EQ[e−r(T−t)ϕ(sT ) | st = x, yεt = y, zδt = z].
We are using the fact that (s, yε, zδ) is a Markov process.
In Section 3, we will perform the formal regular and singular perturbation
analysis in the path-dependent framework. Here, we will list the formulas of the
approximation in the path-independent for the sake of comparison. Indeed, the
formulas that we will find in the aforementioned section share the essence with
the first-order approximation under this situation. For the complete analysis
of the path-independent case, the reader is refereed to Fouque et al. [2011].
There the reader will also be able to examine the unfolding of this approach
into diverse topics in Mathematical Finance.
Before proceeding, we will make precise the notation of our approximation
results:
Definition 2.1. We say that a function gε,δ is a first-order approximation in
powers of
√
ε and
√
δ to the function fε,δ if
|gε,δ − fε,δ| ≤ C(ε+ δ),
pointwise, for some constant C > 0 and for sufficiently small ε, δ > 0. We use
the notation
gε,δ − fε,δ = O(ε+ δ).(2.6)
We start the description of the first-order approximation by formally expand-
ing P ε,δ is powers of
√
ε and
√
δ:
P ε,δ = P0 +
√
εP1,0 +
√
δP0,1 + . . .(2.7)
Following the arguments presented in Fouque et al. [2011], one can show that
P0, P
ε
1,0 :=
√
εP1,0 and P
δ
0,1 :=
√
δP0,1 should satisfy the following PDEs LBS(σ¯(z))P0(t, x, z) = 0,
P0(T, x, z) = ϕ(x),
(2.8)

LBS(σ¯(z))P ε1,0(t, x, z) = −AεP0(t, x, z),
P ε1,0(T, x, z) = 0,
(2.9)

LBS(σ¯(z))P δ0,1(t, x, z) = −2AδP0(t, x, z),
P δ0,1(T, x, z) = 0,
(2.10)
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where
LBS(σ) = ∂
∂t
+
1
2
σ2D2 + r(D1 − ·),(2.11)
σ¯2(z) = 〈f2(·, z)〉,(2.12)
Aε = V ε3 (z)D1D2 + V ε2 (z)D2,(2.13)
V ε3 (z) = −
ρ1
√
ε
2
〈
β f(·, z)∂φ
∂y
(·, z)
〉
,(2.14)
V ε2 (z) =
√
ε
2
〈
β Γ1(·, z)∂φ
∂y
(·, z)
〉
,(2.15)
Aδ = −V δ0 (z)
∂
∂σ
− V δ1 (z)D1
∂
∂σ
,(2.16)
V δ0 (z) = −
g(z)
√
δ
2
〈Γ2(·, z)〉 σ¯′(z),(2.17)
V δ1 (z) =
ρ2g(z)
√
δ
2
〈f(·, z)〉 σ¯′(z),(2.18)
Dk = x
k ∂
k
∂xk
.(2.19)
The function φ above is defined as the solution of the Poisson equation:
L0φ(y, z) = f2(y, z)− σ¯2(z),(2.20)
with z being just a parameter, where L0 is the infinitesimal generator of the
process y1 under the physical measure P, see Equation (3.9).
It is worth noticing that the first-order approximation was chosen indepen-
dently of y, the initial value of the process yε. This is an important feature of this
approximation because the process yε is unobservable and hence the estimation
of y would be difficult. Moreover, the dependence with respect to z, the initial
value of zδ, is only through the parameters (σ¯(z), V δ0 (z), V
δ
1 (z), V
ε
2 (z), V
ε
3 (z)).
Therefore, it is not necessary to estimate the particular value of z either.
One can further show the following explicit formulas are valid
P0(t, x, z) = PBS(t, x; σ¯(z)),(2.21)
P ε1,0(t, x, z) = (T − t)AεPBS(t, x; σ¯(z)),(2.22)
P δ0,1(t, x, z) = (T − t)AδPBS(t, x; σ¯(z)),(2.23)
where PBS(t, x;σ) is the price at (t, x) of the European option with maturity T
and payoff function ϕ under the Black–Scholes model with constant volatility
σ. Therefore, the leading term of the approximation is the Black–Scholes price
of the option with the effective volatility σ¯(z) and the first-order correction only
involves Greeks of this price. The proof of these representations rely heavily on
the commutation of the undiscounted Black–Scholes PDE operator, LBS(σ)+r·,
and the operators Aε and Aδ. This observation will be very important when
considering path-dependent payoff.
5
The accuracy of this approximation can be proved under the following as-
sumptions. For the proof, we forward the reader to Fouque et al. [2016].
Theorem 2.2. We assume
1. Existence and uniqueness of the SDE (2.5) for any fixed (ε, δ);
2. The function f(y, z) is measurable, bounded, bounded away from zero,
smooth in z and such the solution φ to the Poisson equation (2.20) is at
most polynomially growing;
3. The process y1 has a unique invariant distribution, is mean-reverting as
defined in [Fouque et al., 2011, Section 3.2], and has moments of any
order uniformly in t > 0;
4. The process z1 has moments of any order uniformly in t ≤ T , for any
fixed T > 0;
5. The market prices of volatility risk Γ1 and Γ2 are bounded;
6. The payoff function ϕ is measurable, locally bounded and at most polyno-
mially growing at 0 and ∞.
Then,
P ε,δ(t, x, y, z) = P0(t, x, z) + P
ε
1,0(t, x, z) + P
δ
0,1(t, x, z) +O(ε+ δ).
A valuable feature of the perturbation method is that in order to compute
the first-order approximation, we only need the values of the group market
parameters
(σ¯(z), V δ0 (z), V
δ
1 (z), V
ε
2 (z), V
ε
3 (z)).
This feature can also be seen as model independence and robustness of this
approximation: under the regularity conditions stated in Theorem 2.2, this
approximation is independent of the particular form of the coefficients describing
the process yε and zδ, i.e. the functions α, β, c and g involved in the model
(2.5). The group market parameters can be interpreted as follows
• σ¯(z) is the effective volatility;
• V δ0 (z) measures the first-order impact of part of the market price of volatil-
ity risk;
• V δ1 (z) has the same sign as the correlation of the slow factor and the stock
price;
• V ε2 (z) measures the first-order impact of part of the market price of volatil-
ity risk;
• V ε3 (z) has the same sign as the correlation of the fast factor and the stock
price.
6
Remark 2.3 (Parameter Reduction). V ε2 (z) can be incorporated into the ef-
fective volatility. More precisely, we may consider the corrected volatility level
σ?(z) defined as
σ?(z) =
√
σ¯2(z) + 2V ε2 (z).(2.24)
Using this new volatility level, one could show that
P
ε,δ
(t, x, z) = P ?BS(t, x, z)(2.25)
+ (T − t)
(
V δ0 (z)
∂P ?BS
∂σ
+ V δ1 (z)D1
∂P ?BS
∂σ
+ V ε3 (z)D1D2P
?
BS
)
,
approximates P ε,δ to the first-order, where P ?BS(t, x, z) = PBS(t, x;σ
?(z)).
2.2 Calibration to Implied Volatilities
In terms of implied volatility, this perturbation analysis translates into an affine
approximation in the log-moneyness to maturity ratio (LMMR), which is for-
mally defined in Equation (2.27) below.
One can show then that the first-order approximation of the implied volatility
is
b? + (T − t)bδ + (aε + (T − t)aδ)LMMR,(2.26)
where
LMMR =
log(K/x)
T − t ,(2.27)
b? = σ?(z) +
V ε3 (z)
2σ?(z)
(
1− 2r
σ?2(z)
)
, aε =
V ε3 (z)
σ?3(z)
,(2.28)
bδ = V δ0 (z) +
V δ1 (z)
2
(
1− 2r
σ?2(z)
)
, aδ =
V δ1 (z)
σ?2(z)
.(2.29)
Inverting the formulas (2.28) and (2.29) to the first-order of accuracy, we find
the calibration formulas
σ?(z) = b? + aε
(
r − b
?2
2
)
, V ε3 (z) = a
εb?3,(2.30)
V δ0 (z) = b
δ + aδ
(
r − b
?2
2
)
, V δ1 (z) = a
δb?2.(2.31)
Therefore, one could very easily calibrate the parameters (b?, bδ, aε, aδ) to real
data and use the formulas above to compute the calibrated values of (σ?(z), V ε3 (z),
V δ0 (z), V
δ
1 (z)). Below, we present an example of the first-order approximation
of an implied volatility surface.
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Figure 2: First-Order Approximation of the Implied Volatility Surface - Param-
eters: σ? = 0.4, V δ0 = 0.006, V
δ
1 = −0.009, V ε3 = −0.005, r = 0.05.
3 Path-Dependent Financial Derivatives
Firstly, we will introduce the main notation, definitions and results of the Func-
tional Itoˆ Calculus theory, as it was introduced in Dupire [2009], that will be
necessary in what follows.
3.1 A Brief Introduction to Functional Itoˆ Calculus
The space of ca`dla`g paths up to time t will be denoted by Λt. We also fix a
time horizon T > 0. The space of paths is then defined as
Λ =
⋃
t∈[0,T ]
Λt.
We will denote elements of Λ by upper case letters and the final time of its
domain will be subscripted, e.g. X ∈ Λt ⊂ Λ will be denoted by Xt. The value
of Xt ∈ Λ at a specific time will be denoted by lower case letter: xs := Xt(s),
for any s ≤ t. Moreover, if a path Xt ∈ Λ is fixed, the path Xs, for s ≤ t,
will denote the restriction of the path Xt to the set [0, s]. A functional is any
function f : Λ −→ R. The functional time and space derivatives are defined as
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the following limits, when they exist,
∆tf(Xt) = lim
δt→0+
f(Xt,δt)− f(Xt)
δt
,(3.1)
∆xf(Xt) = lim
h→0
f(Xht )− f(Xt)
h
,(3.2)
where Xt,δt and X
h
t , for δt > 0 and h ∈ R, are given by
Xt,δt(u) =
{
xu , if 0 ≤ u ≤ t,
xt , if t ≤ u ≤ t+ δt,
Xht (u) =
{
xu , if 0 ≤ u < t,
xt + h , if u = t,
see Figures 3 and 4.
b b
Figure 3: Flat extension of a path.
b
bb
Figure 4: Bumped path.
For any Xt, Yu ∈ Λ, where it is assumed without loss of generality that u ≥ t,
we consider the following metric in Λ:
dΛ(Xt, Yu) = ‖Xt,u−t − Yu‖∞ + u− t.
Moreover, a functional f is said Λ-continuous if it is continuous with respect to
the metric dΛ. Finally, a functional f : Λ −→ R is said to belong to C1,2 if it is
Λ-continuous and it has Λ-continuous derivatives ∆tf , ∆xf and ∆xxf .
Before continuing, we fix a probability space (Ω,F ,P) and provide some
comments about conditional expectation in the context of paths and functionals.
For any u ≤ t in [0, T ], denote by Λu,t the space of ca`dla`g paths in [u, t]. Now
define the operator (· ⊗ ·) : Λu,t × Λt,T −→ Λu,T , the concatenation of paths,
by
(X ⊗ Y )(u) =
{
xr , if u ≤ r ≤ t
yr − yt + xt , if t ≤ r ≤ T,
which is a continuous paste of X and Y . Let us consider a process s given by
the following (Markovian) Stochastic Differential Equation (SDE)
dsu = a(u, su)du+ b(u, su)dwu,(3.3)
9
with u ≥ t and st = x. The unique strong solution of this SDE will be denoted by
st,xu and the path solution from t to T by S
t,x
T . Finally, we define the conditioned
expectation as
E[g(ST ) | Xt] = E[g(Xt ⊗ St,xtT )],(3.4)
for any Xt ∈ Λ. One could further show that E[g(ST ) | St] = E[g(ST ) | Fst ],
P-a.s, where Fst is the filtration generated by s.
Assumption 3.1 (Smoothness). We will assume henceforth that every func-
tional considered in this paper is Λ-continuous and has Λ-continuous functional
derivatives of all orders. This condition could be weakened, but it is outside the
scope of this paper. The goal is to focus on the essential arguments that the
functional framework brings.
Remark 3.2. We will frequently use the following result: if a functional f ∈
C1,2 satisfies f = 0 for all continuous paths, then ∆xf = 0 for all continuous
paths as well. That is, the functional space derivative on continuous paths of a
C1,2 functional is completely defined by its values on continuous paths. See, for
instance, Fournie´ [2010][Theorem 2.2].
The main results we will use in this paper are the following functional exten-
sions of the Itoˆ and the Feynman-Kac Formulas:
Theorem 3.3 (Functional Itoˆ Formula). Let s be a continuous semi-martingale
and f ∈ C1,2. Then, for any t ∈ [0, T ],
f(St) = f(S0) +
∫ t
0
∆tf(Su)du+
∫ t
0
∆xf(Su)dsu +
1
2
∫ t
0
∆xxf(Su)d〈s〉u.
Theorem 3.4 (Functional Feynman-Kac Formula). Let s be a process given by
the SDE (3.3). Consider the functionals g : ΛT −→ R and k : Λ −→ R and
define
f(Xt) = E
[
e−r(T−t)g(ST ) +
∫ T
t
e−r(u−t)k(Su)du
∣∣∣∣∣ Xt
]
,
for any path Xt ∈ Λ, t ∈ [0, T ]. Thus, if f ∈ C1,2 and k is Λ-continuous, then
f satisfies the following Path-dependent Partial Differential Equation (PPDE):
∆tf(Xt) + a(t, xt)∆xf(Xt) +
1
2
b2(t, xt)∆xxf(Xt)− rf(Xt) + k(Xt) = 0,
with f(XT ) = g(XT ), for any XT in the topological support of the process s.
As we will observe, the commutation of the time and space functional deriva-
tives plays an important role in the functional Itoˆ calculus theory, see, addition-
ally, Jazaerli and Saporito [2017]. This will also be seen in the computation of
the first-order approximation of path-dependent option prices. We will discuss
the commutation issue in the next section.
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3.2 Weakly Path Dependent Functionals
Definition 3.5 (Lie Bracket). The Lie bracket of the operators ∆t and ∆x is
defined as
[∆x,∆t]f(Xt) = ∆xtf(Xt)−∆txf(Xt),
where ∆tx = ∆t∆x and f is such that all the derivatives above exist.
It is a instantaneous measurement of the path-dependence of the functional
f , i.e. it will be zero if, in the limit, makes no difference the order of the bump
and the flat extension of the path, see Figure 5.
b
b
bb
b
Figure 5: Interpretation of the [∆x,∆t].
Definition 3.6 (Locally Weakly Path Dependent). A functional f : Λ −→ R
is called (locally) weakly path-dependent if
[∆x,∆t]f = 0.
Some examples of functionals should help understand these concepts.
1. f(Xt) = h(t, xt), with h smooth. It is clearly weakly path-dependent (it
actually is path-independent).
2. f(Xt) =
∫ t
0
xudu, the time integral of the current path. A simple compu-
tation shows
[∆x,∆t]f(Xt) = 1,
giving then an example of a functional which is not weakly path-dependent.
3. An example of a (locally) weakly path-dependent functional which is not
path-independent is f(Xt) =
∫ t
0
∫ s
0
xududs, because
∆xf(Xt) = 0 and ∆tf(Xt) =
∫ t
0
xsds.
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3.3 Path-Dependent Derivative Pricing in the Black–Scholes
Model
The Black–Scholes model assumes that
dst = rstdt+ σstdwt.
In this case, the topological support of s is the set of continuous paths taking
values in the positive real line. Hence, if we denote the price of a derivative
with payoff g under this model by PBS , we find the path-dependent version of
the Black-Scholes PPDE
∆tPBS(Xt) +
1
2
σ2x2t∆xxPBS(Xt) + r(xt∆xPBS(Xt)− PBS(Xt)) = 0,(3.5)
for any path Xt in the aforesaid set of paths, and with PBS(XT ) = g(XT ).
Henceforth, we define, slightly abusing the notation, the Black–Scholes PPDE
operator as
LBS(σ) = ∆t + 1
2
σ2D2 + rD2 − r·,(3.6)
with
Dkf(Xt) = xkt (∆x)kf(Xt).(3.7)
Lemma 3.7. Consider the following path-dependent operator:
A =
n∑
k=1
akDk,
where ai ∈ R. Then
[∆t,A]f = 0⇔ [LBS(σ),A]f = −rAf
Proof. Notice that, since the operators Dk’s commute among themselves, [∆t,A]f =
0 is equivalent to [LBS(σ),A]f = −rAf .
Proposition 3.8. Define the operator A as in lemma above:
A =
n∑
k=1
akDk
and let f0 be a functional that solves LBS(σ)f0 = 0. Consider then the PPDE LBS(σ)f(Xt) = ψ(t)Af0(Xt),
f(XT ) = 0,
for any continuous paths. If [∆t,A]f0 = 0 for continuous paths, then
f(Xt) = −
(∫ T
t
ψ(u)du
)
Af0(Xt)
is a solution of the PPDE above.
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Proof. Define f˜(Xt) = φ(t)Af0(Xt), with φ(T ) = 0, and notice that, clearly,
f˜(XT ) = 0. Moreover, by Lemma 3.7,
LBS(σ)f˜(Xt) = (φ′(t)− rφ(t))Af0(Xt) + φ(t)(LBS(σ) + r·)Af0(Xt)
= (φ′(t)− rφ(t))Af0(Xt) + φ(t)A



:rf0
(LBS(σ) + r·)f0(Xt)
+ φ(t)



:0
[LBS(σ) + r·,A]f0(Xt) = φ′(t)Af0(Xt).
Hence, solving φ′(t) = ψ(t) with φ(T ) = 0, we conclude the argument.
Remark 3.9 (Path-dependent Vega). The Vega of a path-dependent option un-
der the Black-Scholes model with price PBS(Xt, σ) will be denoted by ν(Xt, σ) =
∂PBS/∂σ(Xt, σ). Moreover, by the PPDE (3.5), ν solves the PPDE: LBS(σ)ν(Xt, σ) = −σD2PBS(Xt, σ),
ν(XT , σ) = 0,
where we have differentiated the Black–Scholes PPDE (3.5) with respect to the
parameter σ. By the Functional Feynman-Kac Formula, Theorem 3.4, ν might
be represented as
ν(Xt, σ) = E
[∫ T
t
e−r(u−t)σD2PBS(Su, σ)du
∣∣∣∣∣St = Xt
]
,
where s here follows the Black-Scholes SDE with volatility σ. Furthermore, if
[∆t,D2]PBS(Xt, σ) = 0, we have the well-known relation:
ν(Xt, σ) = (T − t)σD2PBS(Xt, σ),
see Proposition 3.8. The aforementioned commutation condition is verified, for
instance, for path-independent option prices, giving us the well-known relation
between the Gamma and the Vega.
3.4 Formal Derivation of the Functional First-Order Ap-
proximation
Fix a maturity T and a payoff functional g : ΛT −→ R. Since (s, yε, zδ) is
a Markovian process, the no-arbitrage price of this path-dependent European
derivative depends on the realized path of s, but only at the spot values of yε
and zδ. The only source of path-dependence is in the payoff g and hence s is
the only variable the knowledge of its current path is necessary. Hence, the
no-arbitrage price of this path-dependent European derivative under the model
(2.5) is given by
P ε,δ(Xt, y, z) = E[e−r(T−t)g(ST ) | St = Xt, yεt = y, zδt = z].
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Remark 3.10. Under some mild conditions on the coefficients and the payoff
function g, the functional P ε,δ belongs to C1,2. Additionally, as stated in Re-
mark 3.1, we will assume P ε,δ is as smooth as needed in the computations that
follow.
We denote the functional infinitesimal generator of (s, yε, zδ) by Lε,δ(s,y,z) and
write Lε,δ as:
Lε,δ = ∆t + Lε,δ(s,y,z) − r·(3.8)
=
1
ε
L0 + 1√
ε
L1 + L2 +
√
δM1 + δM2 +
√
δ
ε
M3,
where
L0 = α(y) ∂
∂y
+
1
2
β2(y)
∂2
∂y2
,(3.9)
L1 = β(y)
(
ρ1f(y, z)
∂
∂y
D1 − Γ1(y, z) ∂
∂y
)
,(3.10)
L2 = ∆t + 1
2
f2(y, z)D2 + rD1 − r·,(3.11)
M1 = g(z)
(
ρ2f(y, z)
∂
∂z
D1 − Γ2(y, z) ∂
∂z
)
,(3.12)
M2 = c(z) ∂
∂z
+
1
2
g2(z)
∂2
∂z2
,(3.13)
M3 = ρ12β(y)g(z) ∂
2
∂y∂z
,(3.14)
Hence, the Functional Feynman-Kac Formula, Theorem 3.4, implies that P ε,δ
satisfies the the following PPDE L
ε,δP ε,δ(Xt, y, z) = 0,
P ε,δ(XT , y, z) = g(XT ).
(3.15)
The functional differential operators (3.9)–(3.14) can also be described in
words, which shall help the reader understand how the elements of the model
work separately in the PPDE (3.8):
• L0 is the infinitesimal generator of y1 under P;
• L1 is composed by a term due to the correlation of the stock price and the
fast factor, and a term due to part of the market price of volatility risk;
• L2 is the path-dependent Black–Scholes operator with volatility f(y, z);
• M1 is composed by a term due to the correlation of the stock price and
the slow factor;
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• M2 is the infinitesimal generator of z1 under P;
• L3 is composed by a unique term due to the correlation of fast and slow
factors.
These are virtually the same operators as in the classical case. The only
difference is the presence of the functional derivatives ∆t and ∆x instead of the
partial derivatives ∂/∂t and ∂/∂x. Notice that L0, M2 and M3 are standard
differential operators and L1, L2 and M1 are functional differential operators.
Remark 3.11 (Commutation). It is important to notice that although ∆t and
∆x do not commute (see Section 3.2), ∂/∂y and ∂/∂z commute with both ∆t
and ∆x.
We will now formally derive the first-order approximation P ε,δ. Write P ε,δ
in powers of
√
δ:
P ε,δ = P ε0 +
√
δP ε1 + · · · ,
and then we choose P ε0 and P
ε
1 to satisfy

(
1
ε
L0 + 1√
ε
L1 + L2
)
P ε0 (Xt, y, z) = 0,
P ε0 (XT , y, z) = g(XT ),
(3.16)

(
1
ε
L0 + 1√
ε
L1 + L2
)
P ε1 = −
(
M1 + 1√
ε
M3
)
P ε0 ,
P ε1 (XT , y, z) = 0.
(3.17)
3.4.1 Computing P0
Expand P ε0 in powers of
√
ε:
P ε0 =
∑
m≥0
(
√
ε)mPm,0,
where we denote P0,0 by P0. Substitute now this expansion into Equation (3.16)
to get the following PPDEs
(−1, 0) : L0P0 = 0,
(−1/2, 0) : L0P1,0 + L1P0 = 0,
(0, 0) : L0P2,0 + L1P1,0 + L2P0 = 0,
(1/2, 0) : L0P3,0 + L1P2,0 + L2P1,0 = 0,
where we are using the notation (i, j) to denote the term of ith order in ε and
jth in δ.
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It will be paramount in the computations that follows to notice that L0 is
an usual differential operator. Hence, the first Equation above is actually a
PDE and the arguments (Xt, z) should be understood as parameters in this
equation. The reasoning used in this section follows the steps of the classical
case described in Fouque et al. [2011].
We take P0 = P0(Xt, z) independent of y in order to satisfy the first PDE.
Since L1 takes derivative with respect to y in all its terms, L1P0 = 0 and then the
second equation becomes the PDE L0P1,0 = 0. Thus, we take P1,0 = P1,0(Xt, z)
also independent of y. The 0-order term gives us
L0P2,0 +: 0L1P1,0 + L2P0 = 0,(3.18)
which is a Poisson PDE for P2,0 with solvability condition:
〈L2P0〉 = 0,
where 〈·〉 is the average under the invariant measure of L0. Note again that
(Xt, z) is seen as parameters here. Since P0 does not depend on y, the solvability
condition becomes
〈L2〉P0 = 0.
Again, we would like to point it out again that L0 is a differential operator in
the classical sense, since no functional derivatives are present. Hence, all the
results regarding the Poisson PDE hold.
Using the definition of the path-dependent Black–Scholes differential operator
given in Equation (3.6), we shall choose P0 to satisfy the PPDE LBS(σ(z))P0(Xt, z) = 0,
P0(XT , z) = g(XT ),
(3.19)
where σ2(z) = 〈f2(·, z)〉. Notice we can write P0(Xt, z) = PBS(Xt;σ(z)), i.e.
P0 is the price of the path-dependent option with payoff g and maturity T under
the Black-Scholes model:
dst = rstdt+ σ(z)stdw
(0)
t .(3.20)
3.4.2 Computing P ε1,0
By the Poisson PDE (3.18), we find
P2,0(Xt, y, z) = −L−10 (LBS(f(y, z))− LBS(σ(z)))P0(Xt, z) + c(Xt, z),(3.21)
for some functional c which does not depend on y. Notice
LBS(f(y, z))− LBS(σ(z)) = 1
2
(f2(y, z)− σ2(z))D2.
Denote now by φ(y, z) the solution of the Poisson equation
L0φ(y, z) = f2(y, z)− σ2(z),(3.22)
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which implies
L−10 (LBS(f(y, z))− LBS(σ(z))) =
1
2
φ(y, z)D2.
Using the 1/2-order PPDE, we get then the solvability condition
〈L1P2,0 + L2P1,0〉 = 0.
Hence, by the Equation (3.21) for P2,0,
L1P2,0 = −L1
(L−10 (LBS(f(y, z))− LBS(σ(z)))PS0)
= −L1
(
1
2
φ(y, z)D2
)
P0
= β(y)
(
ρ1f(y, z)
∂
∂y
D1 − Γ1(y, z) ∂
∂y
)
1
2
φ(y, z)D2P0
=
(
1
2
ρ1β(y)f(y, z)
∂φ
∂y
(y, z)
)
D1D2 −
(
1
2
β(y)Γ1(y, z)
∂φ
∂y
(y, z)
)
D2P0.
Therefore, P ε1,0 =
√
εP1,0 satisfies the following PPDE:
LBS(σ(z))P ε1,0(Xt, z) = −AεP0(Xt, z),
P ε1,0(XT , z) = 0,
where
Aε = V ε3 (z)D1D2 + V ε2 (z)D2,(3.23)
V ε3 (z) = −
ρ1
√
ε
2
〈
β f(·, z)∂φ
∂y
(·, z)
〉
,(3.24)
V ε2 (z) =
√
ε
2
〈
β Γ1(·, z)∂φ
∂y
(·, z)
〉
.(3.25)
The only difference between this PPDE and the PDE of the classical case,
Equation (2.9), is that Dk now involves the functional space derivative ∆x and
LBS is the functional version of the Black-Scholes differential operator.
Remark 3.12. Notice that D1D2 = 2D2 + D3 and we may rewrite
Aε = V ε3 (z)D3 + (V ε2 (z) + 2V ε3 (z))D2.
By the Functional Feynman-Kac Formula, Theorem 3.4, we can write
P ε1,0(Xt, z) = E
[∫ T
t
e−r(u−t)AεP0(Su, z)du
∣∣∣∣∣ St = Xt
]
,(3.26)
where s follows the Black–Scholes dynamics with volatility σ(z) as in (3.20).
It is very important to notice that V ε2 (z) and V
ε
3 (z) are the same constants
as in the path-independent case described in Section 2.1. This means that once
these parameters are calibrated to European vanilla options, we could use these
same numeric values to price path-dependent options. The same is true for the
P δ0,1, which will be shown next section.
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3.4.3 Computing P δ0,1
Let us now expand P ε1 in powers of
√
ε,
P ε1 =
∑
m≥0
(
√
ε)mPm,1,
and then substitute this and the expansion for P ε0 into Equation (3.17). Doing
so, we find
(−1,−1/2) : L0P0,1 = 0,
(−1/2,−1/2) : L0P1,1 + L1P0,1 +M3P0 = 0,
(0,−1/2) : L0P2,1 + L1P1,1 + L2P0,1 +M1P0 +M3P1,0 = 0.
Note that all the terms in L0, L1 and M3 take derivative with respect to y.
So, the first PDE is satisfied if we choose P0,1 = P0,1(Xt, z), as it was done
previously. Now, the second PPDE turns to be the PDE L0P1,1 = 0, and then
we choose P1,1 = P1,1(Xt, z) independent of y as well. Finally, the last PPDE
becomes
L0P2,1 + L2P0,1 +M1P0 = 0,
which is a Poisson PDE for P2,1, and its solvability condition is
〈L2P0,1 +M1P0〉 = 0.
Thus, if we write P δ0,1(Xt, z) =
√
δP0,1(Xt, z), this condition can be written as
LBS(σ(z))P δ0,1 = −
√
δ〈M1〉P0,
where one can compute
〈M1〉 = −g(z)〈Γ2(·, z)〉 ∂
∂z
+ ρ2g(z)〈f(·, z)〉D1 ∂
∂z
.
Therefore, if we define
Aδ = −V δ0 (z)
∂
∂σ
− V δ1 (z)D1
∂
∂σ
(3.27)
V δ1 =
ρ2g(z)
√
δ
2
〈f(·, z)〉σ′(z)(3.28)
V δ0 = −
g(z)
√
δ
2
〈Γ2(·, z)〉σ′(z)(3.29)
we have the following PPDE: LBS(σ(z))P
δ
0,1(Xt, z) = −2AδP0(Xt, z),
P δ0,1(XT , z) = 0.
In general, by the Functional Feynman-Kac’s Formula, Theorem 3.4,
P δ0,1(Xt, z) = 2 E
[∫ T
t
e−r(u−t)AδP0(Su, z)du
∣∣∣∣∣ St = Xt
]
.(3.30)
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Remark 3.13 (Parameter Reduction). As in the path-independent case, pa-
rameter reduction could still be performed and therefore we can restrict our-
selves to the group market parameters:
{σ?(z), V δ0 (z), V δ1 (z), V ε3 (z)}.
3.5 Asian Options
To exemplify the result above, let us consider the case where the contract func-
tional g is of the form g(XT ) = ϕ(xT , I(XT )), where
I(Xt) =
∫ t
0
xudu.
See, for instance, Fouque et al. [2003]. In this case, P0(Xt, z) = ϕ0(t, xt, I(Xt), σ(z)).
By Equation (3.19) and since ∆tI(Xt) = xt, it is clear to see that ϕ0 satisfies
the usual pricing PDE for Asian options under the Black–Scholes:
∂ϕ0
∂t
+ x
∂ϕ0
∂I
+ rx
∂ϕ0
∂x
+
1
2
σ2x2
∂2ϕ0
∂x2
− rϕ0 = 0,
ϕ0(T, x, I, σ(z)) = ϕ(x, I).
Moreover, by Equations (3.26), (3.30) and by the Functional Feynman-Kac
Formula, Theorem 3.4, we find the
ϕε1,0(t, x, I, σ(z)) = E
[∫ T
t
e−r(u−t)Aεϕ0(u, su, I(Su), σ(z))du
∣∣∣∣∣ st = x, I(St) = I
]
,
ϕδ0,1(t, x, I, σ(z)) = 2 E
[∫ T
t
e−r(u−t)Aδϕ0(u, su, I(Su), σ(z))du
∣∣∣∣∣ st = x, I(St) = I
]
.
Furthermore, since ∆xI(Xt) = 0, we have
Dkϕ0(t, xt, I(Xt), σ(z)) = xkt
∂kϕ0
∂xk
(t, xt, I(Xt), σ(z)),
and the Vega of ϕ0 could be numerically computed by using the expression
delineated in Remark 3.9. Therefore, the first-order approximation could be
numerically calculated using the equations above.
3.6 Closed-form Solutions in the Weaker Path-dependent
Case
We will now prove that the formula for P ε1,0 and P
δ
0,1 we presented in Section
2.1 is valid here as well, as long as we assume the path dependence structure of
the price P0 is not very strong. We will make these claims precise now.
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Assumption 3.14. For every continuous path Xt,
[∆t,∆xx]P0(Xt, z) = [∆t,∆xxx]P0(Xt, z) = 0.
Proposition 3.15. If the zero-order price P0 satisfies Assumption 3.14, then
we find the well-known formula
P ε1,0(Xt, z) = (T − t)AεP0(Xt, z),(3.31)
P δ0,1(Xt, z) = (T − t)AδP0(Xt, z),(3.32)
for any continuous path. More directly, by Remark 3.12, the first-correction is
given by
(T − t) (V ε3 (z)− σ(z)V δ1 (z))D3P0(3.33)
+ (T − t) (V ε2 (z) + 2V ε3 (z)− σ(z)(V δ0 (z) + 2V δ1 (z)))D2P0
Proof. Notice that Assumption 3.14 implies that [∆t,Aε]P0 = 0 and then Equa-
tion (3.31) follows directly from Proposition 3.8. The commutation requirement
[∆t,Aδ]P0 = 0 is not readily related to commutation of ∆t and ∆xx and ∆xxx,
as it is in the fast mean-reverting case. However, as we have seen in Remark 3.9
on the relation of the functional Vega and Gamma, since [∆t,∆xx]P0 = 0, then
AδP0 = −(T − t)σ(z)V δ1 (z)D1D2P0 − (T − t)σ(z)V δ0 (z)D2P0.
Hence, since we also have [∆t,∆xxx]P0 = 0, we conclude that [∆t,Aδ]P0 = 0.
Therefore, by Proposition 3.8, we have the desired result.
Remark 3.16. If P0 is weakly path-dependent (i.e. [∆t,∆x]P0 = 0), one can
straightforwardly show that Assumption 3.14 is equivalent to ∆xP0 and ∆xxP0
being weakly path-dependent as well.
3.7 Option on Quadratic Variation
We will consider an option with payoff g(XT ) = ϕ(xT , QV (XT )), where QV is
the quadratic variation functional. We forward the reader to Jazaerli and Sapor-
ito [2017] for the details on this type of options and its properties, including the
pathwise definition of the quadratic variation functional. We write P0(Xt, z) =
ϕ0(t, xt, QV (Xt), z) and using the fact that ∆tQV (Xt) = 0, ∆xQV (Xt) =
2(xt − xt−) and ∆xxQV (Xt) = 2, we can readily show that [∆t,∆x]P0 = 0,
for continuous paths, and hence it is weakly path-dependent. Moreover,
∆xP0(Xt, z) =
∂ϕ0
∂x
,
∆xxP0(Xt, z) =
∂2ϕ0
∂x2
+ 2
∂ϕ0
∂QV
,
∆xxxP0(Xt, z) =
∂3ϕ0
∂x3
+ 6
∂2ϕ0
∂x∂QV
,
for every continuous path Xt. Hence, by Remark 3.16, P0 satisfies Assumption
3.14. These formulas can be applied to computationally find the first-order
correction as outlined in Proposition 3.15.
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3.8 Accuracy Theorem
Theorem 3.17. We assume items 1 to 5 from Theorem 2.2 and additionally
that
(6*) The payoff functional g is such that P ε,δ is smooth as in Remark 3.1.
Then,
P ε,δ(Xt, y, z) = P0(Xt, z) + P
ε
1,0(Xt, z) + P
δ
0,1(Xt, z) +O(ε+ δ),
with P0, P
ε
1,0 and P
δ
0,1 given by Equations (3.19), (3.26) and (3.30), respectively.
For the attentive reader, it should be clear by now the similarities of the first-
order perturbation method in the classical and functional frameworks. Hence,
it should be also clear that the same proof of the accuracy of the functional
first-order approximation can be carried out without much difficulty. In fact,
the definition of the higher-order approximation of P ε,δ and the analysis of
residual of such approximation follows identically to the classical case. Since the
Feynman-Kac formula is also available in the functional framework, see Theorem
3.4, the study of the boundedness of the residual follows similarly. The reader
should also notice, as it was commented before, the properties of the processes
yε and zδ stay unadulterated since the functional aspect is considered only for
the stock price variable. Furthermore, one should be able to consider weaker
assumptions on the payoff functional g, which should be similar to the ones in
the path-independent case stated in Theorem 2.2, so that theorem above also
holds true. We leave this for future work.
One of the main conclusions of this paper is the following corollary of the
above theorem:
Corollary 3.18. The market group parameters (σ(z), V δ0 (z), V
δ
1 (z), V
ε
2 (z), V
ε
3 (z)),
or in their reduced form {σ?(z), V δ0 (z), V δ1 (z), V ε3 (z)}, do not change based on
the path-dependence of the payoff functional.
4 Conclusion and Future Work
The main conclusion of this paper is that the first-order approximation for
path-dependent options depend on the same market group parameters of the
first-order approximation for vanilla options. Therefore, once the market group
parameters are calibrated to vanilla option market data, one could use them
to compute consistent first-order approximation of prices for path-dependent,
exotic derivatives using the general representations (3.26) and (3.30). Without
the functional Itoˆ calculus framework, the results above had to be stated and
proved for each particular type of path-dependence.
Moreover, when the path-dependence is not too strong, the first-order approx-
imation we find for path-independent derivatives contracts, Equations (2.21)–
(2.23), holds. Namely, if the zero-order price satisfy the following commutation
relations
[∆t,∆xx]P0 = [∆t,∆xxx]P0 = 0,
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we have, essentially, the same formulas as in the path-independent, see Proposi-
tion 3.15. However, the Greeks that compose this first-order correction are the
path-dependent Greeks as in (3.23) and (3.27).
The development of numerical methods for the efficient computation of (3.26)
and (3.30) will be left for future work. Additionally, forthcoming research will
be conducted to weaken the smoothness assumption of Theorem 3.17 in other
to consider other types of contract functionals, as, for instance, barrier options,
since the running maximum and minimum functionals are not smooth.
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