Introduction
Kronecker [23] proved that the sequence of the fractional part of kt (k = 1, 2, . . . ) is dense in the unit interval if and only if t is irrational, and it was more than twenty years later that Bohl [7] , Sierpiński [29] and Weyl [32] proved independently that the sequence is uniformly distributed modulo one in the following sense: A sequence {x k } of real numbers is said to be uniformly distributed modulo one if We use the following discrepancies D N {x k } and D * N {x k } to measure the speed of convergence (See [10] ):
Weyl proved D *
N {n k t} → 0 a.e. t under very mild condition n k+1 − n k > C > 0 for all large k, and showed that the method of measure theory is effective in the research of the uniform distribution theory.
Various studies were done in this direction. For arithmetic progressions {kt} and increasing functions g, Khintchine [21] proved that ND * N {kt} = O ( (log N)g(log log N) ) a.e. t holds if and only if the function g satisfies ∑ 1/g(n) < ∞. When ∑ 1/g(n) < ∞ is satisfied, we can easily derive a stronger result N)g(log log N) ) a.e. t, and see that critical speed cannot be determined in almost everywhere sense. The critical speed was determined by Kesten [20] in the sense of convergence in measure:
In probability theory, the following beautiful result was proved by Chung [8] and Smirnov [30] independently, viz. the law of the iterated logarithm
where {U k } is the sequence of independent and uniformly distributed random variables. After a number of studies on the behaviour of D N {n k t} for increasing {n k }, Erdős [11] conjectured ND N {n k t} = O((N log log N) 1/2 ) a.e. assuming the Hadamard gap condition n k+1 /n k ≥ q > 1. Since the law of the iterated logarithm
a.e. t was proved under the Hadamard gap condition by Erdős-Gál [12] , it was natural to expect the analogue of the Chung-Smirnov result above. By using Takahashi's method [31] , Philipp [26] solved the conjecture by showing the bounded law of the iterated logarithm
For a proof using martingales and another approach, see Philipp [25, 27] . Dhompongsa [9] assumed the very strong gap condition
and derived the Chung-Smirnov type result
The condition was relaxed later [1, 14] to n k+1 /n k → ∞.
On the other hand, Berkes-Philipp [5] proved that for any ε k → 0 there exists {n k } with n k+1 /n k ≥ 1 + ε k and
But there still exist sequences obeying the bounded law of the iterated logarithm which do not satisfy the Hadamard gap condition. Indeed, Philipp [28] proved that the multiplicative semigroups generated by finitely many coprime integers (Hardy-Littlewood-Pólya sequences) are such examples. For permutational law of the iterated logarithm for Hardy-Littlewood-Pólya sequences, we refer the reader to Aistleitner-Berkes-Tichy [2] . See also [6, 19] . For other permutational law of the iterated logarithm results, see Aistleitner-Berkes-Tichy [3] . The studies for geometric progressions {θ k t} were not in the same detail as those for arithmetic progressions. But recently, many concrete values of the limsups were evaluated [13, 15, 17] . For any θ [ −1, 1 ], there exist real numbers Σ √ |θ|(|θ| 3 +2θ 2 −|θ|+2) (|θ|−1)(|θ|+1) 3 , while Σ * θ = 1 2 when θ < −1 is even. Among these, the concrete value of Σ −2 is missing.
We deal with the case θ = −2 in this paper. In [17] , we already proved the law of the iterated logarithm as follows. When r is even,
while, when r is odd
We shall compute Σ −2 .
Theorem 1. For odd r, we have
We can conclude that 2 is the only positive integer θ such that Σ −θ Σ θ . Our evaluation Σ −2 /Σ 2 = 0.85... proves that the distribution of the fractional parts of {(−2) k t} tends to the uniform distribution about 15 % faster than that of {2 k t} for a.e. t. Before closing the introduction, we call attention to our recent result [4] proving the exact law of the iterated logarithm for the discrepancies of sequences {n k t} satisfying the Hadamard gap condition n k+1 /n k ≥ q > 1 and a very mild Diophantine condition. The constants appearing there are bounded from above by 1 2 √ q+1 q−1 , which is identical with Σ q in case q is an odd integer. Without any Diophantine condition, we [18] were able to derive the slightly loose upperbound
. For other relating results, see [16] . 3
Preliminaries
First we recall the expression
which is proved in [17] . Here v(x, y) is a continuous function on R 2 defined as the following absolutely and uniformly convergent series.
where the function V is defined as
Therefore we can express v(x, y) simply by
We prove the following formulas for ξ, η, x, y ∈ R and c ∈ R:
where
Actually, it is almost trivial when x ≤ y , and otherwise it is verified by I x,y = 1 − I y , x and y − x = y − x + 1. We can show
Indeed,
, and hence (2.11) yields (2.12).
We have
dt since the integrand has period 1. By noting I ξ,η (t − c) = I ξ+c,η+c (t) and I x,y (t − c) = I x+c,y+c (t), we can verify (2.6) assuming η − ξ, y − x ∈ [ 0, 1).
For general ξ, η, x, y ∈ R, we can take ξ, η, x, and y ∈ R such that 0 ≤ η− ξ < 1, 0 ≤ y− x < 1, and ξ−ξ, η−η, x−x, y−y ∈ Z. By V( ξ+c , η+c , x+c , y+c ) = V( ξ+c , η+c , x+c , y+c ) and V( ξ , η , x , y ) = V( ξ , η , x , y ) we see that (2.6) holds for any ξ, η, x, y ∈ R.
Since we have I ξ,η (t) = I −η,−ξ (−t) and I x,y (t) = I −y,−x (−t) for almost every t, we have
By changing the variable t by −t, and by noting (2.12) we have (2.7) for η − ξ, y − x ∈ [ 0, 1). We can verify (2.7) for general ξ, η, x, y ∈ R in the same way as above. By applying (2.6), we have
, and by applying (2.6), we have
, and by (2.4), (2.7), we have
Because of v(x, x) = 0 for all 0 ≤ x < 1, the first equality is trivial. By (2.14) we see
3 ), and
e by using real δ and . Hence for any x ∈ R, there exist n, m ∈ Z and
, and hence we completed the proof of (2.15).
Note that we have
It is clear that
hold for any integers i, j, k, and l. We can easily have invariance relations:
By combining these we have the invariance relations for Φ:
(2.22)
Actually, (2.24) is clear from (2.23) by noting 1 − 3x ≤ y − x and 3y
The next inequality is easily verified.
We here state one of the key inequalities: For any x, y , ξ, η ∈ R, it holds that
Preparation for the proof of key inequality (2.27) . It is enough to prove (2.27) for every ξ, η ∈ R 2 and for every (x, y) ∈ ∆ in view of the invariance relations (2.20), (2.21) and (2.22). For (x, y) ∈ ∆, we have
and thereby we can verify 
And ∂F ∂η decreases in η from positive to negative only if η = η i (i = 1, . . . , 7) where
are the candidates of maximum of F(ξ, η, x, y) in (ξ, η). Hence it is enough to prove
for i, j = 1, . . . , 7. (Although it is enough to prove in ∆, we prove in ∆ # to make the proof short.) We call it the inequality of type i j. We denote F(ξ i , η j , x, y) simply by F i j .
Hierarchy of the system of inequalities. Denote
(2.28)
Put ξ 0 = −2y, ξ * = 4x, η 0 = −2x, and η * = 4y. For simplicity, we denote y − x by z. We have
We give concrete expressions of ψ(ξ i ) and ψ(η i ). By 1 ≤ 2y + x ≤ 2, we have −2y − x = 2 − 2y − x, and by (2.10) we have ψ(ξ 0 ) = V(2 − 2y − x, z) = z(2y + x − 1) − (3y − 2) + . 7 
Next, we consider ψ(η * ). In ∆ # , we have 1 ≤ 4y − x < 4. Actually, 4y − x = 3y + (y − x) ≥ 1 by y ≥ 
Note that we have y ≤ 2 3 in this case. We evaluate ψ(ξ * ) as below:
These give the the following expressions in ∆ # :
Similarly, we have
We have the inequalities
Actually, (2.24) implies ψ(η 2 ) ≤ ψ(η 3 ), ψ(ξ 5 ) ≤ ψ(ξ 4 ), ψ(ξ 2 ) ≤ ψ(ξ 3 ), and ψ(η 7 ) ≤ ψ(η 6 ). By y − 4x ≤ 4y − 4x, we have + ≤ z and ψ(ξ 4 ) ≤ ψ(ξ 7 ). By applying the inequalities above and relations (2.30), we can prove
Actually, by φ(ξ 2 ) = 4ψ(ξ 2 ) − 2ψ(η 1 ) + ψ(ξ 0 ) and φ(ξ 3 ) = 4ψ(ξ 3 ) − 2ψ(η 1 ) + ψ(ξ 0 ), we have φ(ξ 2 ) ≤ φ(ξ 3 ). By φ(ξ 5 ) = 4ψ(ξ 5 ) − 2ψ(η 2 ) + ψ(ξ 1 ) and φ(ξ 7 ) = 4ψ(ξ 7 ) − 2ψ(η 2 ) + ψ(ξ 1 ), we have φ(ξ 5 ) ≤ φ(ξ 7 ), and other inequalities can be proved in the same way. Moreover, 4ψ(η 6 )−2ψ(ξ 3 ) = 2(1 − z)z = 4ψ(η 7 ) − 2ψ(ξ 2 ) implies φ(η 6 ) = φ(η 7 ), and 4ψ(ξ 4 ) − 2ψ(η 3 ) = 0 = 4ψ(ξ 5 ) − 2ψ(η 2 ) implies φ(ξ 4 ) = φ(ξ 5 ). Hence we have φ(ξ 4 ) ≤ φ(ξ 5 ), φ(ξ 6 ), φ(ξ 7 ), and φ(η 4 ), φ(η 5 ), φ(η 6 ) ≤ φ(η 7 ).
By noting (2.29) and the inequalities above, we have
where Ξ 1 = H 1 = {1}, Ξ 2 = H 3 = {2, 3}, and Ξ 4 = H 7 = {4, 5, 6, 7}. It means that it is sufficient to prove the inequalities of types 11, 13, 17, 21, 23, 27, 41, 43, and 47. Recall that ∆ # is invariant under the transformation (x, y) → (1 − y, 1 − x). By noting (2.21) and denoting (X, Y) Hence it is sufficient to prove the inequalities of types 11, 13, 17, 23, 27, and 47.
The inequality of type 11. First, we note that it is sufficient to prove F(x, y, x, y) ≤ Φ(x, y) for (x, y) ∈ ∆. Actually, if we prove this, by (2.21) and (2.22), we have
# . By noting (2.8) and calculating ψ(η 0 ) − ψ(ξ 0 ) on ∆, we can verify
3 , x − 4y = −2, x − 4y = −3, 4x − y = 0, and 4x − y = 1 (Cf. Figure 1) . By calculating ψ(η * ) − ψ(ξ * ), we have
Hence by (2.9), (2.31), (2.32), and (2.25), we can verify the inequality of type 11 as below. On A 1 , 4F 11 
The inequality of type 13. By 4F 13 = 4ψ(η 3 ) − 6ψ(ξ 1 ) + 3ψ(η 0 ) − ψ(ξ * ), we have
where we used −(1 − 3x) + + (3x − 1) + = 3x − 1. We divide ∆ # into a few pieces. When y − 4x ≥ 0, we have x ≤ , we see 4F 13 ≤ (−2z − 2)(6z − 1) − 4z + 1 = −12z 2 + 10z − 1 ≤ 4Ψ(z), and otherwise we see
The inequality of type 17. By −(1 − 3x) + + (3x − 1) + = 3x − 1, we have
We divide ∆ # into five parts. If y−4x ≥ 0, by (2.23), we have 4F 17 
If y − 4x ≤ 0 and x ≤ 1 3 , we have z ≤ 2 +2z ≤ 3z(1−2z)−3z
The inequality of type 23. We have 4F 23 
The inequality of type 27. We have 4F 27 = −9z 
The inequality of type 47. We have 4F 47 = −3z 2 + 3z ≤ 4Ψ(z). Thus (2.27) has been proved.
Proof of the Theorem
To prove (1.2), by (1.1), (2.1), and (2.15), it is enough to prove
We prove that the above supremum is attained at
(
) .
The evaluation v
343 can be found in [17] . Hence it suffices to prove
We shall prove
L+3 j+1 x and η = (−2) L+3 j+1 y. If L + 3 j + 1 is even, we have by (2.27),
If L + 3 j + 1 is odd, by noting (2.19), we have
The left triangle is ∆. In ∆, we take the quadrangles ∆ −1+ : P 1 P 2 P 3 P 4 , ∆ −1− : P 5 P 6 P 7 P 8 , ∆ 1 : P 6 P 7 P 9 P 10 , and ∆ 3 : P 1 P 11 P 12 P 13 . In ∆ 3 , we take the triangles ∆ 5 : P 1 P 14 P 15 and ∆ 6 : P 1 P 18 P 19 .
In the sequel we split ∆ in parts
, and prove (3.2) for each part. , y + x ≤ 1, and y + 2x ≥ 1, we see that it is the quadrangle with vertices P 1 ,
( 65 574 , 509 574 ) , P 3 :
) , and P 4 :
Since ∆ −1− is determined by 65 287 ≤ y − x ≤ 2 7 , y + x ≤ 1, and y + 2x ≥ 1, we see that it is the quadrangle with vertices P 5 :
) , P 6 :
) , P 7 :
) , and P 8 :
3.2.
We consider ∆ −1− . Since y ≤ 2 3 holds on P 5 , P 6 , P 7 , and P 8 , it holds on 
13
We see P 6 , P 7 ∈ ∆ 1 and P 5 ) .
We can verify x < 1 3 on P 6 , P 7 , P 9 , and P 10 , and hence x < 
∆ 1 part
We consider ∆ 1 . We can verify P 6 , P 7 , P 9 , and P 10 satisfy 0 < 4x − y < 1, 1 < 4y − x < 2, 0 < 3 − 9x < 1, 0 < 5 − 9y < 1, 0 < 3 − 8x − y < 1, and 0 < 5 − 8y − x < 1. Hence we see that these inequalities hold in ∆ 1 . We have v 1 (x, y) = −3z 2 + z + (1 − 3x) by (3.5) and V ( 4x , 4y , x , y ) = −4z 2 + z by (2.32). By (2.8) we have
Hence by (2.23), v 3 (x, y) = − 3 . Hence by (3.5), we have v 1 (x, y) = −3z 2 + 4z − 1. We can verify P 1 , P 2 , P 3 , and P 4 satisfy 4x − y < 0, 3 < 4y − x, 0 < 8 − 9y < 1, and 0 ≤ 2−8x−y < 1. Hence these inequalities holds on ∆ −1+ . By (2.32), we have V ( 4x , 4y , x , y ) = −4z 2 + 7z − 3. By (2.4), (2.8), and (2.10), we have
Hence in ∆ −1+ , we have v 3 (x, y) = −7z 2 + 9z − 5 2 + 1 4 (1 − 9x) + − 1 4 (7 − 8y − x) + , (3.8)
