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1 Introduction
A fundamental problem raised in Kac’s famous article [Kac] ‘Can one hear the shape
of a drum’ is whether two isospectral manifolds are isomorphic. The answer is negative
in general. Milnor gave a counter example for compact Riemannian manifolds [Mil]. In
the Euclidean case the first example was given in dimension 4 by Urakawa [Ura]. Then
Gordon–Webb–Wolpert [GWW] constructed two polygons in R2 which are isospectral but
not isomorphic. Moreover, [GoW] constructed two isospectral convex open sets inR4 which
are isospectral but not isomorphic. Kac’s question in the strict sense, namely whether two
isospectral bounded open sets in R2 with C∞-boundary are isometric, is still to be open.
But there are recent positive results by Zelditch [Zel] for open sets in R2 with analytic
boundary verifying some symmetry conditions.
To say that the two manifolds are isospectral means by definition that the corresponding
Dirichlet Laplacians have the same eigenvalues counted with multiplicity. This, in turn,
can be reformulated by saying that there exists a unitary operator U intertwining the
two heat semigroups. The heat semigroups are positive, i.e. positive initial values lead
to positive solutions. These positive solutions describe the heat diffusion on the manifold.
Thus, if instead of a unitary operator, we consider an order isomorphism U (i.e. U is linear,
bijective and Uϕ ≥ 0 if and only if ϕ ≥ 0) on L2, then to say say that U intertwines the
heat semigroups means that U maps the positive solutions to positive solutions. It was
shown in [Are2] that in the Euclidean case, i.e. if we consider open connected sets in Rd,
then these sets are necessarily congruent as soon as such an intertwining order isomorphism
exists. This may be rephrased by saying that diffusion determines the body. The aim of
this paper is to extend this result to manifolds.
There are several notable new features coming into play in the non-Euclidean case.
First of all, in [Are2] a precise regularity condition has been established under which the
result is valid. The open sets have to be regular in capacity (this means loosely speaking
that they do not have holes of capacity 0). Some effort is made in this paper to extend
this notion to manifolds, which is not possible in an immediate way.
The problem addressed in this paper is partially motivated by work of Arveson [Arv1]
[Arv2], who introduces differential structures in operator algebras. Our results imply
uniqueness of these differential structures, the case of compact Riemannian manifolds being
of particular interest.
Not all results in the Euclidean case carry over to Riemannian manifolds. We give
an example, Example 4.7, of a non-zero lattice homomorphism which intertwine the heat
semigroups, but which is not an isomorphism, in contrast to the Euclidean case [Are1],
Theorem 2.1.
Let (M, g) be a Riemannian manifold of dimension d. We always assume that a Rie-
mannian manifold is σ-compact. Then M has a natural Radon measure denoted by | · |.
Set
H1loc(M) = {ϕ ∈ L2,loc(M) : ϕ ◦ x−1 ∈ H1loc(x(V )) for every chart (V, x)} .
If ϕ ∈ H1loc(M) and (V, x) is a chart on M then set ∂∂xiϕ = (Di(ϕ ◦ x−1)) ◦ x ∈ L2,loc(V ),
where Di denotes the partial derivative in R
d. Moreover, for all ϕ, ψ ∈ H1loc(M) there
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exists a unique element ∇ϕ · ∇ψ ∈ L1,loc(M) such that
∇ϕ · ∇ψ
∣∣∣
V
=
d∑
i,j=1
gij
( ∂
∂xi
ϕ
)( ∂
∂xj
ψ
)
for every chart (V, x) on M . We let |∇ϕ| = (∇ϕ · ∇ϕ)1/2. Let H1(M) be the Hilbert
space of all ϕ ∈ H1loc(M) such that both ϕ, |∇ϕ| ∈ L2(M), with norm ϕ 7→ (‖ϕ‖22 +
‖ |∇ϕ| ‖22)1/2. Moreover, let H10 (M) be the closure of C∞c (M) in H1(M). Define the bilinear
form a:H10 (M)×H10 (M)→ R by a(ψ, ϕ) =
∫ ∇ψ ·∇ϕ. Then a is closed and positive. The
Dirichlet Laplace–Beltrami operator ∆ on M is the associated self-adjoint operator.
If (V, x) is a chart on M then
∆ϕ = −
d∑
i,j=1
1√
g
∂
∂xi
gij
√
g
∂
∂xj
ϕ
for all ϕ ∈ C∞c (V ).
If (M1, g1) and (M2, g2) are two Riemannian manifolds then a map τ :M1 → M2 is called
an isometry if it is a C∞-diffeomorphism and
g2|τ(p)(τ∗(v), τ∗(w)) = g1|p(v, w)
for all p ∈ M1 and v, w ∈ TpM . A map τ :M1 → M2 is called a local isometry if for all
p ∈M1 there exists an open neighbourhood V of p such that the restriction τ |V :V → τ(V )
is an isometry. The Riemannian manifolds (M1, g1) and (M2, g2) are called isomorphic if
there exists an isometry from M1 onto M2. If τ :M1 → M2 is an isometry and p ∈ [1,∞)
then ϕ ◦ τ ∈ Lp(M1) and
‖ϕ ◦ τ‖Lp(M1) = ‖ϕ‖Lp(M2) (1)
for all ϕ ∈ Lp(M2). In particular, the map ϕ 7→ ϕ ◦ τ is a unitary map from L2(M2) onto
L2(M1) and a unitary map from H
1
0(M2) onto H
1
0 (M1). Moreover, if ϕ ∈ L2(M2) then
ϕ ∈ D(∆2) if and only if ϕ ◦ τ ∈ D(∆1) and ∆1(ϕ ◦ τ) = (∆2ϕ) ◦ τ , where ∆j is the
Dirichlet Laplace–Beltrami operator on Mj for all j ∈ {1, 2}.
A linear operator U :E → F between two Riesz spaces is said to be a lattice homo-
morphism if
U(ϕ ∧ ψ) = (Uϕ) ∧ (Uψ)
for all ϕ, ψ ∈ E. For alternative equivalent definitions see [AlB] Theorem 7.2. Here in
this paper in most cases the spaces E and F will be Lp-spaces and then (ϕ ∧ ψ)(x) =
min{ϕ(x), ψ(x)} a.e. Each lattice homomorphism U is positive, i.e. ϕ ≥ 0 implies Uϕ ≥ 0.
An order isomorphism U :E → F is a bijective mapping such that Uϕ ≥ 0 if and only
if ϕ ≥ 0. Equivalently, U is an order isomorphism if and only if U is a bijective lattice
homomorphism. Then also U−1 is an order isomorphism. Recall that also each positive
operator between Lp-spaces is continuous by [AlB] Theorem 12.3.
The main theorem of this paper is the following. It is valid under some regularity
assumptions on the manifolds, namely regularity in capacity, which is optimal for this
purpose and which we will explain below.
Theorem 1.1 Let (M1, g1) and (M2, g2) be two connected Riemannian manifolds which are
both regular in capacity. Let p ∈ [1,∞). For all j ∈ {1, 2} let ∆j be the Dirichlet Laplace–
Beltrami operator on Mj and let S
(j) be the associated semigroup on Lp(Mj). Then the
following two conditions are equivalent.
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I. (M1, g1) and (M2, g2) are isomorphic.
II. There exists a lattice homomorphism U :Lp(M1) → Lp(M2) such that ULp(M1) is
dense in Lp(M2) and
US
(1)
t = S
(2)
t U
for all t > 0.
Moreover, if U is a lattice homomorphism as in Condition II then U is an order isomor-
phism and there exist c > 0 and an isometry τ :M2 → M1 such that Uϕ = c ϕ ◦ τ for all
ϕ ∈ Lp(M1).
It turns out that all complete connected Riemannian manifolds, and in particular all
compact connected Riemannian manifolds, are regular in capacity. Therefore one immedi-
ately has the following corollary.
Corollary 1.2 Let (M1, g1) and (M2, g2) be two complete connected Riemannian mani-
folds. Let p ∈ [1,∞). For all j ∈ {1, 2} let ∆j be the Dirichlet Laplace–Beltrami operator
on Mj and let S
(j) be the associated semigroup on Lp(Mj). Then the following two condi-
tions are equivalent.
I. (M1, g1) and (M2, g2) are isomorphic.
II. There exists an order isomorphism U :Lp(M1)→ Lp(M2) such that
US
(1)
t = S
(2)
t U
for all t > 0.
Now we explain the notion of regularity in capacity for Riemannian manifolds. The
capacity of a subset A of M is given by
capM(A) = cap(A) = inf{‖ϕ‖2H1(M) : ϕ ∈ H1(M) and ϕ ≥ 1 on a neighbourhood of A} .
An open subset Ω of Rd is called regular in capacity [Are2] if capRd(B(x ; r) \ Ω) > 0
for all x ∈ ∂Ω and r > 0, where B(x ; r) is the Euclidean ball. Biegert and Warma gave
several characterizations for regular in capacity. In particular, an open subset Ω of Rd
is regular in capacity if and only if every ϕ ∈ H10 (Ω) ∩ C(Ω) is zero everywhere on ∂Ω
([BiW] Theorem 3.2). Since Rd is locally compact it then follows that an open subset Ω
of Rd is regular in capacity if and only if every ϕ ∈ H10 (Ω) ∩ C0(Ω) is zero everywhere on
∂Ω. This characterization allows an extension to general connected Riemannian manifolds.
There is a natural distance dM on a connected Riemannian manifold M . We denote by
BM(p ; r) = B(p ; r) the associated balls. Let M˜ denote the (metric) completion of M with
respect to this distance. Set
∂M = M˜ \M .
We say that a connected Riemannian manifold M is regular in capacity if ϕ(p) = 0 for
all ϕ ∈ C0(M˜) ∩H10 (M) = {ϕ ∈ C0(M˜) : ϕ|M ∈ H10 (M)} and p ∈ ∂M . Here C0(M˜) is the
closure of the space Cc(M˜) of all continuous functions with compact support, with respect
to the supremum norm in the space of all bounded continuous functions on M˜ . Clearly
every complete connected Riemannian manifold is regular in capacity.
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In the Euclidean case regularity in capacity is a very mild condition on the boundary
of an open subset. If Ω ⊂ Rd is open and bounded then it is regular in capacity if it is
Dirichlet regular. The Lebesgue cusp is regular in capacity, but not Dirichlet regular (see
[ArD] Section 7).
If M1 and M2 are two isomorphic connected Riemannian manifolds and τ :M1 → M2
is an isometry then τ is distance preserving, i.e. dM2(τ(p) ; τ(q)) = dM1(p ; q) for all
p, q ∈M1. Moreover, if M1 is regular in capacity, then also M2 is regular in capacity.
Now we can explain why regularity in capacity is the minimal regularity condition in our
context. Let M be a connected Riemannian manifold which is complete (or more general,
regular in capacity). Let ∅ 6= N ⊂M be a closed subset of capacity zero. Then Ω :=M \N
is again a connected Riemannian manifold (see Theorem 2.1) The injection τ : Ω → M
defines an isometry which is not surjective. The unitary operator U :L2(M) → L2(Ω)
given by Uϕ = ϕ ◦ τ is an order isomorphism intertwining the two heat semigroups even
though Ω and M are not isomorphic. It follows from Theorem 1.1 that Ω is not regular in
capacity.
The paper is organized as follows. In the next section we give a sufficient condition
to ensure that the distance on a subriemannian manifold equals the induced distance. In
Section 3 we show that M1 and M2 are isometric if they have sufficiently big isometric
open subsets. In Section 4 we prove Theorem 1.1. Finally, in Section 5 we give several
characterizations of regularity in capacity.
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2 Distances
If N is a connected open subset of a connected Riemannian manifold M then dM(p ; q) ≤
dN(p ; q) for all p, q ∈ N , where dM and dN are the natural distances on M and N . Even
if |M \N | = 0, then it is easy to construct examples such that the induced distance from
dM on N differs from the distance dN . We next show that the condition capM(M \N) = 0
suffices to have equality.
Theorem 2.1 Let N be an open subset of a connected Riemannian manifold M and sup-
pose that capM(M \N) = 0. Then N is connected and dM(p ; q) = dN(p ; q) for all p, q ∈ N .
The proof involves an alternative description of the distances. First we need L∞-versions
of H1 and ∇ϕ. Let M be a Riemannian manifold. Set
W
1,∞
loc (M) = {ϕ ∈ L∞,loc(M) : ϕ ◦ x−1 ∈ W 1,∞loc (x(V )) for every chart (V, x) on M} .
For all ϕ ∈ W 1,∞loc (M) there is a unique |∇ϕ| ∈ L∞,loc(M) such that
|∇ϕ|
∣∣∣
V
=
( d∑
i,j=1
gij
( ∂
∂xi
ϕ
)( ∂
∂xj
ϕ
))1/2
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for every chart (V, x) on M , where ∂
∂xi
ϕ ∈ L∞,loc(M) is defined in the natural way. Then
define W 1,∞(M) = {ϕ ∈ L∞(M) : |∇ϕ| ∈ L∞(M)}.
Proposition 2.2 Let M be a connected Riemannian manifold. If p, q ∈M then
dM(p ; q) = sup{ψ(p)− ψ(q) : ψ ∈ W 1,∞loc (M), |∇ψ| ∈ L∞(M) and ‖ |∇ψ| ‖∞ ≤ 1} .
Proof ‘≤’. If q ∈ M define ψ:M → R by ψ(p) = dM(p ; q). Then ψ ∈ W 1,∞loc (M),
‖ |∇ψ| ‖∞ ≤ 1 and dM(p ; q) ≤ ψ(p)− ψ(q).
‘≥’. Let p, q ∈ M . Let ψ ∈ W 1,∞loc (M) with ‖ |∇ψ| ‖∞ ≤ 1. Let γ: [0, 1] → M be a
C∞-map with γ(0) = p and γ(1) = q. By regularizing we may assume that ψ is smooth in
a neighbourhood of γ([0, 1]). Then
|ψ(p)− ψ(q)| ≤
∫ 1
0
|γ˙(t)ψ| dt
≤
∫ 1
0
g(γ˙(t), γ˙(t))1/2 |∇ψ|(γ(t)) dt ≤
∫ 1
0
g(γ˙(t), γ˙(t))1/2 dt .
Minimizing over γ gives |ψ(p)− ψ(q)| ≤ dM(p ; q). ✷
We shall prove that W 1,∞loc (M) = W
1,∞
loc (N) if capM(M \N) = 0. For all s ∈ [0,∞) we
denote by Hs(A) the s-dimensional Hausdorff measure of a subset A of M (see [Hei] 8.3).
Proposition 2.3 Let A be a subset of a connected Riemannian manifold M of dimen-
sion d. If cap(A) = 0 then Hs(A) = 0 for all s ∈ [0,∞) with s > d− 2.
Proof For all n ∈ N there exists a ϕn ∈ H1(M) such that ϕn ≥ 1 on a neighbourhood
of A and ‖ϕn‖H1(M) ≤ 2−n. Set ϕ =
∑∞
n=1 ϕn ∈ H1(M). Then for all m ∈ N it follows
that ϕ ≥ m on a neighbourhood of A. Hence for all a ∈ A there exists an ε > 0 such that
〈ϕ〉a,r ≥ m for all r ∈ (0, ε], where 〈ψ〉p,r = |B(p ; r)|−1
∫
B(p;r)
ψ is the average of ψ over the
ball B(p ; r) for all ψ ∈ L1,loc(M), p ∈M and r > 0.
Let a ∈ A and suppose that lim supr→0 r−s
∫
B(a;r)
|∇ϕ|2 < ∞. Then there exist r1 ∈
(0, 1] and M ∈ R such that ∫
B(a;r)
|∇ϕ|2 ≤M rs for all r ∈ (0, r1].
It follows from [Aub] Theorem 5.14, that there exists an r2 ∈ (0, r1] such that expa is a
diffeomorphism from {v ∈ TaM : ga(v, v) < r22} ontoB(a ; r2) and d(a ; expa v) = ga(v ; v)1/2
for all v ∈ TaM with ga(v, v) < r22. Since TaM is equivalent to Rd, it admits a Poincare´
inequality. Hence there exists a c1 > 0 such that∫
B(a;r)
|ψ − 〈ψ〉a,r|2 ≤ c1 r2
∫
B(a;r)
|∇ψ|2
uniformly for all ψ ∈ H1(B(a ; r)) and r ∈ (0, r2]. Similarly, there exists a c2 > 0 such that
|B(a ; r)| ≥ c2 rd for all r ∈ (0, 1]. Clearly the constants c1 and c2 depend on the point a.
Then ∫
B(a;r)
|ϕ− 〈ϕ〉a,r|2 ≤ c1 r2
∫
B(a;r)
|∇ϕ|2 ≤ c1M rs+2
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for all r ∈ (0, r2]. Therefore
|〈ϕ〉a,r − 〈ϕ〉a,2r| = 1|B(a ; r)|
∣∣∣ ∫
B(a;r)
ϕ− 〈ϕ〉a,2r
∣∣∣
≤
( 1
|B(a ; r)|
∫
B(a;r)
|ϕ− 〈ϕ〉a,2r|2
)1/2
≤
( 1
|B(a ; r)|
∫
B(a;2r)
|ϕ− 〈ϕ〉a,2r|2
)1/2
≤
(
2s+2 c1 c
−1
2 M r
s+2−d
)1/2
for all r ∈ (0, 2−1r2]. Since s+2−d > 0 one deduces that (〈ϕ〉a,2−n)n is a Cauchy sequence.
But for all m ∈ N there exists an ε > 0 such that 〈ϕ〉a,r ≥ m for all r ∈ (0, ε]. This is a
contradiction. Hence lim supr→0 r
−s
∫
B(a;r)
|∇ϕ|2 =∞.
Let δ, ε > 0. There exists a γ > 0 such that
∫
E
|∇ϕ|2 < ε for every measurable subset
E of M with |E| < γ. Since |A| = 0 and the measure on M is a Radon measure, there
exists an open neighbourhood V of A with |V | < γ. Set
F = {B(a ; r) : a ∈ A, r ∈ (0, δ), B(a ; r) ⊂ V and
∫
B(a;r)
|∇ϕ|2 ≥ rs} .
Then by a basic covering theorem, [Hei] Theorem 1.2, it follows that there are a1, a2, . . . ∈ A
and r1, r2, . . . ∈ (0, δ) such that B(an ; rn) ∈ F for all n ∈ N, the balls B(an ; rn) are disjoint
and
⋃
B∈F B ⊂
⋃∞
n=1B(an ; 5rn). Since A ⊂
⋃
B∈F B it follows that
Hs10δ(A) ≤
∞∑
n=1
(5rn)
s ≤ 5s
∞∑
n=1
∫
B(an;rn)
|∇ϕ|2 ≤ 5s
∫
V
|∇ϕ|2 < 5sε .
Hence Hs10δ(A) = 0 and Hs(A) = 0, as required. ✷
Proposition 2.4 Let N be an open subset of a connected Riemannian manifold M of
dimension d and suppose that Hd−1(M \ N) = 0. Then W 1,∞loc (N) = W 1,∞loc (M) and N is
connected.
Proof Let ϕ ∈ W 1,∞loc (N). Using a partition of the unity, normal coordinates and [Hel]
Proposition I.9.10 we may assume that there are p ∈ M and r > 0 such that first ϕ is
compactly supported in the ball BM (p ; r), secondly the restriction Φ of expp to the set
X2r = {v ∈ TpM : gp(v, v) < (2r)2} is a diffeomorphism of X2r onto BM(p ; 2r), thirdly
|v| = dM(p ; expp v) for all v ∈ X2r and finally 2−1|v − w| ≤ dM(expp v ; exppw) ≤ 2|v − w|
for all v, w ∈ X2r, where |v| = gp(v, v)1/2. Then
Hd−1(Xr \ Φ−1(N ∩ BM(p ; r))) = Hd−1(Φ−1((M \N) ∩BM(p ; r))) = 0
where Xr = Φ
−1(BM(p ; r)). Moreover, ϕ ◦ Φ ∈ W 1,q(Φ−1(N ∩ BM(p ; r))) for all q ∈
(1,∞) and Φ−1(N ∩ BM (p ; r)) is open. Hence it follows from [AdH] Lemma 9.1.10 that
ϕ ◦ Φ ∈ W 1,q(Xr) for all q ∈ (1,∞). Then ϕ ◦ Φ ∈ W 1,∞(Xr) and ϕ ∈ W 1,∞(BM(p ; r)).
So ϕ ∈ W 1,∞(M).
Finally, let ϕ:N → {0, 1} be a continuous function. Then ϕ ∈ W 1,∞(N) ⊂ W 1,∞loc (M).
So ϕ extends to a continuous function onM . ButM is connected. Therefore ϕ is constant
and N is connected. ✷
Proof of Theorem 2.1 This easily follows from the last three propositions. ✷
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3 Quasi isometries are isometries
In this section we prove that two connected Riemannian manifolds, which are regular
in capacity, are isomorphic if they have isomorphic open subsets whose complements are
polar. Moreover, we give many useful tools to understand and to work with the H10 -spaces
defined on Riemannian manifolds.
Let (M1, g1) and (M2, g2) be Riemannian manifolds. We say that
M1
cap∼M2
if there exist open sets M ′1 ⊂M1 and M ′2 ⊂M2 and an isometry τ from M ′2 onto M ′1 such
that capM1(M1 \M ′1) = 0 = capM2(M2 \M ′2).
The following theorem is the main theorem in this section. It shows that the relation
cap∼ defined on connected Riemannian manifolds determines the manifold.
Theorem 3.1 Let (M1, g1) and (M2, g2) be two connected Riemannian manifolds which
are regular in capacity. Then
M1
cap∼M2 ⇐⇒ (M1, g1) and (M2, g2) are isomorphic.
Explicitly, if M ′1 and M
′
2 are open subsets of M1 and M2 such that capM1(M1 \M ′1) = 0 =
capM2(M2\M ′2) and τ :M ′2 → M ′1 is an isometry, then there exists an isometry τˆ :M2 →M1
such that τˆ |M ′
2
= τ .
We define the space H1c (M) to be the set of all ϕ ∈ H1(M) such that there exists a
compact subset K of M with ϕ = 0 a.e. on M \K.
Lemma 3.2 Let N be an open subset of a Riemannian manifold (M, g) such that |M\N | =
0. Then the following are equivalent.
I. capM(M \N) = 0.
II. The restriction map ψ 7→ ψ|N from H1(M) into H1(N) maps H10 (M) onto H10 (N).
III. H10 (M) = {ψ|N : ψ ∈ H10 (M)} = H10 (N).
Proof Clearly III is a reformulation of II. ‘III⇒I’. Let K ⊂ M be a compact set. There
exists a ψ ∈ C∞c (M) such that ψ|K ≥ 1. Then ψ|N ∈ H10 (N) by assumption. Let ε > 0.
There exists a ϕ ∈ C∞c (N) such that ‖ψ|N − ϕ‖2H1(N) < ε. Then ψ − ϕ ∈ C∞c (M) and
ψ − ϕ ≥ 1 on K \N . So
cap(K \N) ≤ ‖ψ − ϕ‖2H1(M) = ‖ψ|N − ϕ‖2H1(N) < ε ,
where we used that |M \ N | = 0 in the equality. Since M is σ-compact one deduces that
cap(M \N) = 0.
‘I⇒III’. Clearly {ψ|N : ψ ∈ H10 (M)} ⊃ H10 (N). Conversely, let ψ ∈ C∞c (M). Let ε > 0.
There exists an open neighbourhood of M \ N and a χ ∈ H1(M) such that 0 ≤ χ ≤ 1,
χ|U = 1 and ‖χ‖H1(M) < ε. Then (ψ(1− χ))|N ∈ H1c (N) ⊂ H10 (N) and
‖ψ|N − (ψ(1− χ))|N‖H1(N) = ‖ψ χ‖H1(M) ≤ 3‖ψ‖W 1,∞(M) ‖χ‖H1(M) ≤ 3‖ψ‖W 1,∞(M) ε .
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So ψ|N ∈ H10 (N). Since C∞c (M) is dense in H10 (M) and ϕ 7→ ϕ|N is isometric from H1(M)
into H1(N) the lemma follows. ✷
If N is an open subset of a Riemannian manifold M and A ⊂ N , then capN (A) ≤
capM(A). The next lemma is instrumental to deduce equality of the two capacities if
capM(M \N) = 0. It is a kind of L2-version of Propositions 2.3 and 2.4.
Lemma 3.3 Let N be an open subset of a manifold M . Suppose that capM(M \N) = 0.
Then H1(N) = H1(M).
Proof Let ϕ ∈ H1(N) ∩ L∞(N). We shall prove that ϕ ∈ H1(M). Let n ∈ N. Since
capM(M \ N) = 0 there exists a ψn ∈ H1(M) such that ψn ≥ 1 in a neighbourhood of
M \N and ‖ψn‖2H1(M) ≤ n−1. We may assume that 0 ≤ ψn ≤ 1. Then ϕ− ϕψn ∈ H1(N).
But ϕ−ϕψn = ϕ(1−ψn) vanishes in a neighbourhood ofM \N . Therefore we can extend
this function by zero to a function ϕn ∈ H1(M). Then
‖ϕψn‖2H1(N) ≤ 2‖ϕ‖2∞‖ψn‖2H1(M) + 2‖ϕ‖2H1(N)‖ψn‖2∞ ≤ 2‖ϕ‖2∞ + 2‖ϕ‖2H1(N)
for all n ∈ N. So the sequence ϕ1, ϕ2, . . . is uniformly bounded in H1(M). Hence it has
a weakly convergent subsequence. Passing to a subsequence if necessary, there exists a
ϕ˜ ∈ H1(M) such that limϕn = ϕ˜ weakly in H1(M). Then limϕn = ϕ˜ weakly in L2(M).
But
‖ϕ− ϕn‖L2(M) = ‖ϕψn‖L2(M) ≤ ‖ϕ‖∞ ‖ψn‖L2(M) ≤ ‖ϕ‖∞ n−1/2
for all n ∈ N. So limϕn = ϕ strongly and therefore also weakly in L2(M). Hence ϕ˜ = ϕ
a.e. and ϕ ∈ H1(M).
Thus H1(N)∩L∞(N) ⊂ H1(M). Since H1(N)∩L∞(N) is dense in H1(N) the lemma
follows. ✷
Corollary 3.4 IfM is a Riemannian manifold and N ⊂M is open with capM(M \N) = 0
then capN(A) = capM(A) for all A ⊂ N .
Corollary 3.5 Let M1 and M2 be two Riemannian manifolds. If M1
cap∼M2 and M ′1, M ′2
and τ are as in the definition of
cap∼ then capM1(τ(A)) = capM2(A) for every set A ⊂M ′2.
Proof One deduces from the previous corollary that capM1(τ(A)) = capM ′1(τ(A)) =
capM ′
2
(A) = capM2(A) = 0. ✷
We emphasize that the next proposition does not require the manifolds to be regular
in capacity.
Proposition 3.6 The relation
cap∼ is an equivalence relation.
Proof The reflexivity and symmetry are trivial.
Let M1, M2 and M3 be three Riemannian manifolds and assume that M1
cap∼M2 and
M2
cap∼M3. Then there exist open M ′1 ⊂ M1, M ′2,M ′′2 ⊂ M2 and M ′′3 ⊂ M3 and isometries
τ :M ′2 → M1 and σ:M ′′3 →M ′′2 such that capM1(M1 \M ′1) = capM2(M2 \M ′2) = capM2(M2 \
M ′′2 ) = capM3(M3 \M ′′3 ) = 0. Now let M ′′′2 =M ′2 ∩M ′′2 . Then M ′′′2 is open in M2 and
capM2(M2 \M ′′′2 ) ≤ capM2(M2 \M ′2) + capM2(M2 \M ′′2 ) = 0 .
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Next set M ′′′1 = τ(M
′′′
2 ) ⊂ M ′1 and M ′′′3 = σ−1(M ′′′2 ) ⊂ M ′3. Then M ′′′1 is open in M1
and M ′′′3 is open in M3. Moreover, τ |M ′′′2 ◦ σ|M ′′′3 is an isometry from M ′′′3 onto M ′′′1 .
Since M ′1 \ M ′′′1 = τ(M ′2 \ M ′′′2 ) it follows from Corollary 3.5 that capM1(M ′1 \ M ′′′1 ) =
capM2(M
′
2\M ′′′2 ) = 0. Therefore capM1(M1\M ′′′1 ) ≤ capM1(M1\M ′1)+capM1(M ′1\M ′′′1 ) = 0.
So capM1(M1 \ M ′′′1 ) = 0. It similarly follows that capM3(M3 \ M ′′′3 ) = 0. Therefore
M1
cap∼M3. ✷
Also the next proposition does not assume regular in capacity. But it overshoots the
conclusions in Theorem 3.1 since the range of τ˜ can be bigger than M1.
Proposition 3.7 Let M1 and M2 be two connected Riemannian manifolds. If M1
cap∼M2
and if M ′1, M
′
2 and τ are as in the definition of
cap∼ , then there exists a distance preserving
isomorphism τ˜ : M˜2 → M˜1 such that τ˜ |M ′
2
= τ .
Proof The function τ |M ′
2
:M ′2 →M ′1 is distance preserving with respect to the distances
dM ′
2
and dM ′
1
. Then by Theorem 2.1 the map τ |M ′
2
is also an distance preserving with
respect to the induced distances from M2 and M1 on M
′
2 and M
′
1. Since M
′
2 is dense in
M2 and therefore also in M˜1 it follows that there exists a unique distance preserving map
τ˜ : M˜2 → M˜1 such that τ˜ |M ′
2
= τ . Similarly there exists a unique distance preserving map
σ˜: M˜1 → M˜2 such that σ˜|M ′
1
= τ−1. Then τ˜ ◦ σ˜|M ′
1
is the identity function on M ′1. So by
density and continuity τ˜ ◦ σ˜ = IfM1 Similarly σ˜ ◦ τ˜ = IfM2 and the proposition follows. ✷
Now we are able to prove the main theorem of this section.
Proof of Theorem 3.1 The implication ⇐ is trivial. Suppose that M1cap∼M2 and let
M ′1, M
′
2 and τ be as in the definition of
cap∼ . Let τ˜ be as in Proposition 3.7. If ϕ ∈
H10 (M1)∩C0(M˜1) then ϕ◦ τ˜ ∈ C0(M˜2). Moreover, ϕ|M ′1 ∈ H10 (M ′1), so (ϕ◦ τ˜)|M ′2 ∈ H10 (M ′2)
and therefore (ϕ◦ τ˜)|M2 ∈ H10 (M2) by Lemma 3.2. So we can define V :H10 (M1)∩C0(M˜1)→
H10 (M2) ∩ C0(M˜2) by V ϕ = ϕ ◦ τ˜ .
Next, let p ∈ M1. There exists a ϕ ∈ C∞c (M1) such that ϕ(p) = 1. Then V ϕ ∈
H10 (M2) ∩ C0(M˜2). Moreover, (V ϕ)(τ˜−1(p)) = ϕ(p) = 1. Hence τ˜−1(p) ∈ M2 since M2 is
regular in capacity. Similarly τ˜ (q) ∈M1 for all q ∈M2 since M1 is regular in capacity. Let
τˆ = τ˜ |M2 . Then τˆ is a topological homeomorphism from M2 onto M1. It remains to show
that τˆ and its inverse are smooth and an isometry.
By (1) we can define U :L2(M1) → L2(M2) by Uϕ = ϕ ◦ τˆ . If ϕ ∈ H10 (M1) then
ϕ ◦ τ ∈ H10 (M ′2) = H10 (M2) by isometry, (1) and Lemma 3.2. Therefore U is a bijection
fromH10 (M1) onto H
1
0 (M2). Let h1 and h2 be the forms associated to the Dirichlet Laplace–
Beltrami operators on M1 and M2, with form domains H
1
0 (M1) and H
1
0 (M2). Then
h1(ϕ) =
∫
M1
|∇ϕ|2 =
∫
M ′
1
|∇ϕ|2
=
∫
M ′
2
|∇(ϕ ◦ τ)|2 =
∫
M2
|∇(ϕ ◦ τ)|2 =
∫
M2
|∇(ϕ ◦ τˆ)|2 = h2(Uϕ)
for all ϕ ∈ C∞c (M1). Since C∞c (M1) is a core for h1 it follows that h1(ϕ) = h2(Uϕ) for
all ϕ ∈ H10 (M1). Hence if ϕ ∈ L2(M1), then ϕ ∈ D(∆1) if and only if Uϕ ∈ D(∆2),
and ∆2Uϕ = U∆1ϕ if both conditions are valid. Now let ϕ ∈ C∞c (M1). Then Uϕ ∈
9
⋂∞
n=1D(∆
n
2 ) ⊂ C∞(M2) by elliptic regularity. (See [GiT] Theorem 9.11 if p 6= 1. If p = 1
first apply a Sobolev embedding to embed L1 into a Sobolev space W
s,p with s < 0 and
p > 1, and then apply [GiT] Theorem 9.11.) So there exists a ψ ∈ C∞(M2) such that
Uϕ = ψ a.e. But ϕ = ϕ ◦ τˆ is continuous. Therefore ϕ ◦ τˆ = ψ pointwise. Thus ϕ ◦ τˆ is
smooth for all ϕ ∈ C∞c (M1). Therefore τˆ is a C∞-map from M2 onto M1. Similarly also
τˆ−1 is a C∞-map, so τˆ is a C∞-diffeomorphism. Finally, since τ is an isometry and M ′2 is
dense in M2 it follows by continuity that also τˆ is an isometry. This proves Theorem 3.1.✷
4 Lattice homomorphisms
In this section we consider lattice homomorphisms between Lp-spaces on two Riemannian
manifolds without the assumption that the manifolds are regular in capacity. The aim is to
prove that the associated H10 -spaces are equivalent, under the conditions of Theorem 1.1.
The first step is to use elliptic regularity of the Laplace–Beltrami operator to reduce to
smooth functions.
Lemma 4.1 Let (M1, g1) and (M2, g2) be two Riemannian manifolds. Let p ∈ [1,∞). For
all j ∈ {1, 2} let ∆j be the Dirichlet Laplace–Beltrami operator on Mj and let S(j) be the
associated semigroup on Lp(Mj). Let U :Lp(M1) → Lp(M2) be a lattice homomorphism
such that
US
(1)
t = S
(2)
t U (2)
for all t > 0. Then
(i) UC∞c (M1) ⊂ C∞(M2).
(ii) Uϕ ≥ 0 for all ϕ ∈ C∞c (M1) with ϕ ≥ 0.
(iii) (Uϕ)(Uψ) = 0 for all ϕ, ψ ∈ C∞c (M1) with ϕψ = 0.
(iv) ∆2Uϕ = U∆1ϕ for all ϕ ∈ C∞c (M1).
Proof It follows from (2) that UD(∆1) ⊂ D(∆2) and ∆2Uϕ = U∆1ϕ for all ϕ ∈ D(∆1).
Hence by iteration U
⋂∞
n=1D(∆
n
1 ) ⊂
⋂∞
n=1D(∆
n
2 ). But C
∞
c (Mj) ⊂
⋂∞
n=1D(∆
n
j ) ⊂ C∞(Mj)
for all j ∈ {1, 2} by elliptic regularity. This shows (i) and (iv). Property (ii) follows since
U is a lattice homomorphism. Moreover, |Uϕ| = U |ϕ| for all ϕ ∈ Lp(M1). Hence if ϕ, ψ ∈
Cc(M1) and ϕψ = 0 then |ϕ| ∧ |ψ| = 0 and |Uϕ| ∧ |Uψ| = U |ϕ| ∧U |ψ| = U(|ϕ| ∧ |ψ|) = 0.
Therefore |(Uϕ)(Uψ)| = |Uϕ| |Uψ| = 0 and (Uϕ)(Uψ) = 0. This implies Property (iii). ✷
We frequently need the following sufficient condition for point evaluations.
Lemma 4.2 Let M be a manifold and F :C∞c (M) → R a positive linear functional such
that
F (ϕ)F (ψ) = 0 for all ϕ, ψ ∈ C∞c (M) with ϕψ = 0 . (3)
Then there exist c ∈ [0,∞) and p ∈M such that F (ϕ) = c ϕ(p) for all ϕ ∈ C∞c (M).
Proof Arguing as in [EvG] Corollary 1.8.1 it follows that there exists a unique Radon
measure µ on M such that F (ϕ) =
∫
ϕdµ for all ϕ ∈ C∞c (M). Then it follows from (3)
that µ is a point measure. Hence there exist p ∈M and c ∈ [0,∞) such that F (ϕ) = c ϕ(p)
for all ϕ ∈ C∞c (M). ✷
The next proposition is a manifold version of [AlB] Theorem 7.22.
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Proposition 4.3 Let (M1, g1) and (M2, g2) be two Riemannian manifolds. Suppose there
exists a linear map U :C∞c (M1)→ C∞(M2) such that
(i) Uϕ ≥ 0 for all ϕ ∈ C∞c (M1) with ϕ ≥ 0, and,
(ii) (Uϕ)(Uψ) = 0 for all ϕ, ψ ∈ C∞c (M1) with ϕψ = 0.
Then there exist an open set M ′2 ⊂ M2, a function τ :M2 → M1 and a function h:M2 →
[0,∞) such that M ′2 = {q ∈ M2 : h(q) > 0} and Uϕ = h · (ϕ ◦ τ) pointwise for all
ϕ ∈ C∞c (M1). Moreover, the restrictions τ |M ′2 and h|M ′2 are both C∞.
Proof Set M ′2 = {q ∈ M2 : (Uϕ)(q) 6= 0 for some ϕ ∈ C∞c (M1)}. Then M ′2 is open. Let
q ∈ M2. Then the map ϕ 7→ (Uϕ)(q) from C∞c (M1) into R is linear, positive and satisfies
(3). Hence it follows from Lemma 4.2 that there exist τ(q) ∈ M1 and h(q) ∈ [0,∞) such
that
(Uϕ)(q) = h(q)ϕ(τ(q))
for all ϕ ∈ C∞c (M1). So one obtains functions τ :M2 →M1 and h:M2 → [0,∞). Moreover,
M ′2 = {q ∈M2 : h(q) > 0}. It remains to show the smoothness of the restrictions of τ and
h to the set M ′2.
First we show that the function τ |M ′
2
is continuous. Otherwise there are q, q1, q2, . . . ∈
M ′2 and ε > 0 such that lim qn = q and d(τ(qn), τ(q)) ≥ ε for all n ∈ N, where d is a
distance on M1. There exists a ϕ ∈ C∞c (M1) such that ϕ(τ(q)) = 1 and ϕ(p) = 0 for all
p ∈M1 with d(p, τ(q)) > ε. Then Uϕ is continuous, so h(q) = (Uϕ)(q) = lim(Uϕ)(qn) = 0,
which is a contradiction.
Secondly, let Ω be a relatively compact open subset of M ′2 with Ω ⊂ M ′2. Then τ(Ω)
is compact, so there is a ψ ∈ C∞c (M1) such that ψ|τ(Ω) = 1. Then h|Ω = (Uψ)|Ω is
a C∞-function. Hence h|M ′
2
is a C∞-function from M ′2 into (0,∞). Then (ϕ ◦ τ)|Ω =
(h−1 · Uϕ)|Ω ∈ C∞(Ω) for all ϕ ∈ C∞c (M1) and τ |M ′2 is a C∞-function. ✷
Using the fact that U intertwines with the Laplace–Beltrami operators implies that τ
is almost an isometry.
Proposition 4.4 Let (M1, g1) and (M
′
2, g2) be two Riemannian manifolds with Dirichlet
Laplace–Beltrami operators ∆1 and ∆2. Let τ :M
′
2 →M1 be a C∞-map and h:M ′2 → (0,∞)
a C∞-function. Define the map U :C∞c (M1)→ C∞(M ′2) by Uϕ = h · (ϕ ◦ τ). Suppose that
∆2U = U∆1. Then
g1|τ(q)(α, β) = g2|q(τ ∗(α), τ ∗(β)) (4)
for all q ∈M ′2 and α, β ∈ T ∗τ(q)M1. In particular, dimM ′2 ≥ dimM1.
If, in addition, dimM1 = dimM
′
2 then τ is locally an isometry and h is locally constant.
Proof It follows from the identity ∆2U = U∆1 that
∆2(h · (ϕ ◦ τ)) = h · ((∆1ϕ) ◦ τ) (5)
on M ′2 for all ϕ ∈ C∞c (M1). Let q ∈ M ′2. There exists a chart (V, x) on M1 such that
τ(q) ∈ V and x(τ(q)) = 0. Let Ω ⊂ M1 be a relatively compact subset such that τ(q) ∈
Ω ⊂ Ω ⊂ V . Let d1 = dimM1 and d2 = dimM ′2. Let λ1, . . . , λd1 ∈ R. For all t > 0 there
exists a ϕt ∈ C∞c (M1) such that
ϕt|Ω = et
Pd1
k=1
λkx
k |Ω .
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Since
∆1 = −
d1∑
i,j=1
1√
g1
∂
∂xi
g
ij
1
√
g1
∂
∂xj
on V it follows that
∆1ϕt = −
d1∑
i,j=1
t2g
ij
1 λi λj ϕt + t
λj√
g1
ϕt
∂
∂xi
(gij1
√
g1)
on Ω. Hence
lim
t→∞
t−2
(
h · ((∆1ϕt) ◦ τ)
)
(q) = −h(q)
d1∑
i,j=1
g
ij
1 |τ(q) λi λj .
Next, let (W, y) be a chart on M ′2 such that q ∈ W . Then it follows similarly that
lim
t→∞
t−2
(
∆2(h · (ϕt ◦ τ))
)
(q) = −
d2∑
k,l=1
h(q) gkl2 |q
( ∂
∂yk
d1∑
i=1
λix
i ◦ τ
)
(q)
( ∂
∂yl
d1∑
j=1
λjx
j ◦ τ
)
(q)
= −
d1∑
i,j=1
h(q) g2|q(τ ∗(dxi), τ ∗(dxj)) λi λj .
But then (5) gives
d1∑
i,j=1
g
ij
1 |τ(q) λi λj =
d1∑
i,j=1
g2|q(τ ∗(dxi), τ ∗(dxj)) λi λj
for all λ1, . . . , λd1 ∈ R and gij1 |τ(q) = g2|q(τ ∗(dxi), τ ∗(dxj)) for all i, j ∈ {1, . . . , d1}. Hence
g1|τ(q)(α, β) = g2|q(τ ∗(α), τ ∗(β)) for all and α, β ∈ T ∗τ(q)M1. In particular, τ ∗ is injective
and d2 ≥ d1.
Finally suppose that d1 = d2. Since τ
∗|τ(q) is injective for all q ∈ M ′2 it follows that
τ ∗|τ(q) is bijective for all q ∈ M ′2. Hence τ is locally a C∞-diffeomorphism. Moreover,
τ ∗|τ(q) is a orthogonal map and therefore also τ∗|q is an orthogonal map for all q ∈M ′2. In
particular, τ is locally an isometry.
It then also follows that ∆2(ϕ ◦ τ) = (∆1ϕ) ◦ τ on M ′2 for all ϕ ∈ C∞c (M1). If q ∈ M ′2
and Ω is a relatively compact open subset of M ′2 with q ∈ Ω ⊂ Ω ⊂M ′2, and if one chooses
ϕ ∈ C∞c (M1) such that ϕ|τ(Ω) = 1, then it follows from (5) that (∆2h)(q) = 0. Then for
all ϕ ∈ C∞c (M1) one deduces from (5) that
h · ((∆1ϕ) ◦ τ) = ∆2(h · (ϕ ◦ τ))
= (∆2h) · (ϕ ◦ τ) + 2(∇2h) · (∇2(ϕ ◦ τ)) + h ·∆2(ϕ ◦ τ)
= 2(∇2h) · (∇2(ϕ ◦ τ)) + h · ((∆1ϕ) ◦ τ)
on M ′2. So (∇2h) · (∇2(ϕ ◦ τ)) = 0 on M ′2. Since τ is locally a diffeomorphism it follows
that ∇2h = 0 and h is locally constant. This completes the proof of Proposition 4.4. ✷
In the next lemmas we consider injectivity and the density of the range of U .
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Lemma 4.5 Assume the hypothesis of Lemma 4.1. Moreover, assume U 6= 0, the manifold
M1 is connected and the manifolds have equal dimension.
Then there exist open sets M ′1 ⊂ M1 and M ′2 ⊂M2, a map τ :M2 →M1 and a bounded
function h:M2 → [0,∞) such that M ′2 = {q ∈M2 : h(q) > 0}, M ′1 = τ(M ′2), τ |M ′2 is a local
isometry, h|M ′
2
is a C∞-function and
Uϕ = h · (ϕ ◦ τ)
pointwise for all ϕ ∈ C∞c (M1) and a.e. for all ϕ ∈ Lp(M1). Moreover, U is injective and
|M1 \M ′1| = 0.
Proof Since C∞c (M1) is dense in Lp(M1) and U 6= 0 it follows that the restriction of U
to C∞c (M1) does not vanish. So we can apply Lemma 4.1 and Proposition 4.3. We use the
notation of Proposition 4.3. Set M ′1 = τ(M
′
2). It follows from the inverse function theorem
that M ′1 is open in M1. Moreover, since M
′
2 6= ∅ it follows that M ′1 6= ∅ and |M ′1| 6= 0.
Now let ϕ ∈ Lp(M1). Since C∞c (M1) is dense in Lp(M1) there exists a sequence
ϕ1, ϕ2, . . . ∈ C∞c (M1) such that limϕn = ϕ in Lp(M1). Since U is continuous it fol-
lows that limUϕn = Uϕ in Lp(M2). Passing to subsequences, if necessary, we may assume
that limϕn = ϕ a.e. and limUϕn = Uϕ a.e. But since M
′
1 is σ-compact and τ |M ′2 is locally
an isometry it follows that τ−1(N) is a null-set inM ′2 for every null-set N inM
′
1. Therefore
limϕn ◦ τ = ϕ ◦ τ a.e. on M ′2. Then
Uϕ = limUϕn = limh · (ϕn ◦ τ) = h · (ϕ ◦ τ)
a.e. on M ′2. In addition one has Uϕ = limUϕn = 0 a.e. on M2 \M ′2. So Uϕ = h · (ϕ ◦ τ)
a.e. on M2.
Next we show that U is injective. Let ϕ ∈ L2(M1) and suppose that Uϕ = 0. Then
U |ϕ| = |Uϕ| = 0, so we may assume that ϕ ≥ 0. Fix t > 0. Then
0 = S
(2)
t Uϕ = US
(1)
t ϕ = h · (S(1)t ϕ) ◦ τ
a.e. on M ′2. Since also τ maps M
′
2-null-sets into M
′
1-null-sets and h > 0 pointwise, one
deduces that S
(1)
t ϕ = 0 a.e. on M
′
1. But M1 is connected and if ϕ 6= 0 then (S(1)t ϕ)(p) > 0
for all p ∈ M1 and in particular for all p ∈ M ′1. So ϕ = 0 and U is injective. It is obvious
that this implies that |M1 \M ′1| = 0.
Finally we show that h is bounded by ‖U‖. Let q ∈M ′2 and ε > 0. Since τ |M ′2 is locally
an isometry and h|M ′
2
is continuous there exists an open neighbourhood Ω of q in M ′2 such
that τ |Ω: Ω→ τ(Ω) is an isometry and h|Ω ≥ (1− ε)h(q). Fix ϕ ∈ C∞c (τ(Ω)) with ϕ 6= 0.
Then
(1− ε) h(q)‖ϕ ◦ τ‖Lp(Ω) ≤ ‖h · (ϕ ◦ τ)‖Lp(Ω) ≤ ‖Uϕ‖Lp(M2)
≤ ‖U‖ ‖ϕ‖Lp(M1) ≤ ‖U‖ ‖ϕ‖Lp(τ(Ω)) = ‖U‖ ‖ϕ ◦ τ‖Lp(Ω)
where we used (1) in the last step. So h(q) ≤ ‖U‖. ✷
Lemma 4.6 Assume the hypothesis of Lemma 4.1. Let M ′2 be an open subset of M2, let
τ :M2 → M1 and h:M2 → [0,∞) be two functions such that M ′2 = {q ∈ M2 : h(q) > 0}
and the restrictions τ |M ′
2
and h|M ′
2
are both C∞-maps. Suppose that Uϕ = h · (ϕ ◦ τ) for
all ϕ ∈ C∞c (M1).
Then the following are equivalent.
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I. ULp(M1) is dense in Lp(M2).
II. UC∞c (M1) is dense in Lp(M2).
III. For every pair of disjoint measurable subsets A1 and A2 in M2 with 0 < |A1|, |A2| <
∞ the functionals
ϕ 7→
∫
A1
Uϕ and ϕ 7→
∫
A2
Uϕ
from C∞c (M1) into R are linearly independent.
IV. The map τ |M ′
2
is injective and |M2 \M ′2| = 0.
Moreover, these conditions imply that the dimensions of M1 and M2 are equal.
Proof Clearly I⇔II⇒III.
Next we show that III or IV implies that dimM1 = dimM2. Obviously U 6= 0, so
M ′2 6= 0 and d2 ≥ d1 by Proposition 4.4, where d1 = dimM1 and d2 = dimM2. Fix q ∈M ′2
and set p = τ(q). Let (V, x) be a chart on M1 with p ∈ V and (W, y) a chart on M ′2
with q ∈ W . Let V ′ = x(V ), W ′ = y(W ), p′ = x(p) and q′ = y(q). Define the C∞-map
f :W ′ → V ′ by f = x ◦ τ ◦ y−1. Then it follows from (4) that (Df)(q′) has maximal rank.
Suppose that k = d2−d1 > 0. Then it follows from the inverse function theorem that there
exist open W ′′ ⊂ Rd2 , δ > 0 and a C∞-diffeomorphism F :W ′′ → B(p′ ; 3δ) × (−3δ, 3δ)k
such that q ∈ W ′′ ⊂ W ′, B(p′ ; 3δ) ⊂ V ′, F (q′) = (p′, 0) and f(G(u, v)) = u for all
(u, v) ∈ B(p′ ; 3δ)× (−3δ, 3δ)k, where G = F−1.
In particular, f is not injective. This contradicts the injectivity of τ in IV.
In order to obtain a contradiction with Condition III we proceed as follows. De-
fine the C∞-function Φ:B(p′ ; 3δ) × (−3δ, 3δ)k → (0,∞) by Φ(u, v) = ((h√g2) ◦ y−1 ◦
G)(u, v) |(JG)(u, v)|, where JG denotes the Jacobian determinant of G. If A ⊂ y−1(W ′′)
is measurable then ∫
A
Uϕ =
∫
(F◦y)(A)
Φ(u, v) (ϕ ◦ x−1)(u) d(u, v) (6)
for all ϕ ∈ C(cM1). By compactness, there are m,M > 0 such that m ≤ Φ(u, v) ≤ M for
all (u, v) ∈ B(p′ ; 2δ)× [−2δ, 2δ]k. Let u ∈ B(p′ ; 2δ). Then∫
[−2δ,2δ]k−1×[−δmM−1,0)
Φ(u, v) dv ≤ (4δ)k−1 δ m ≤
∫
[−2δ,2δ]k−1×(0,δ]
Φ(u, v) dv .
So there exists a β(u) ∈ (0, δ] such that∫
[−2δ,2δ]k−1×[−δmM−1,0)
Φ(u, v) dv =
∫
[−2δ,2δ]k−1×(0,β(u)]
Φ(u, v) dv .
Now choose
A1 = (y
−1 ◦ F−1)
(
B(p′, ; 2δ)× [−2δ, 2δ]k−1 × [−δ mM−1, 0)
)
and
A2 = {(y−1 ◦ F−1)(u, v) : u ∈ B(p′ ; 2δ) and v ∈ [−2δ, 2δ]k−1 × (0, β(u)]} .
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Then A1 ∩ A2 = ∅, 0 < |A1|, |A2| < ∞ and
∫
A1
Uϕ =
∫
A1
Uϕ for all ϕ ∈ C∞c (M1) by (6)
and the choice of β(u). This contradicts III. So d1 = d2. Thus all four conditions imply
that the dimensions of M1 and M2 are equal.
‘III⇒IV’. Clearly III implies that |M2 \M ′2| = 0. Suppose III and τ is not injective.
Then there are q1, q2 ∈M ′2 such that τ(q1) = τ(q2) and q1 6= q2. Since dimM1 = dimM2 it
follows from Proposition 4.4 that τ |M ′
2
is locally an isomorphism. There are open connected
relative compact Ω1,Ω2 ⊂M ′2 such that Ω1 ∩Ω2 = ∅ and for all j ∈ {1, 2} one has qj ∈ Ωj
and τj = τ |Ωj : Ωj → τ(Ωj) is an isometry. Since Ωj is connected there is a cj ∈ (0,∞) such
that h|Ωj = cj. Without loss of generality we may assume that τ1(Ω1) = τ2(Ω2). Then for
all ϕ ∈ C∞c (M1) one has (Uϕ)(q) = h(q)ϕ(τ1(q)) = c1 ϕ(τ1(q)) for all q ∈ Ω1. So∫
Ω1
Uϕ = c1
∫
Ω1
ϕ ◦ τ1 = c1
∫
τ1(Ω1)
ϕ
where we used (1). Similarly ∫
Ω1
Uϕ = c2
∫
τ2(Ω2)
ϕ
for all ϕ ∈ C∞c (M1). But τ1(Ω1) = τ2(Ω2). This contradicts the independence of the
functionals.
‘IV⇒II’. Since |M2 \ M ′2| = 0 the space C∞c (M ′2) is dense in Lp(M2). Therefore it
suffices to show that C∞c (M
′
2) ⊂ UC∞c (M ′1).
Using again that dimM1 = dimM2 it follows from Proposition 4.4 that τ |M ′
2
is locally
an isomorphism and hM ′
2
is locally constant. If ψ ∈ C∞c (M ′2) and there exists an open
connected set Ω in M ′2 such that suppψ ⊂ Ω, then h is constant on Ω, say c, and ϕ =
c−1ψ ◦ (τ |M ′
2
)−1 ∈ C∞c (M ′1) ⊂ C∞c (M1) satisfies Uϕ = ψ. Then the general case follows by
a partition of the unity. ✷
For open subsets in Rd the surjectivity of U follows from the fact that U 6= 0 (see
[Are1], Theorem 2.1). In general the condition U 6= 0 is not sufficient to establish the
surjectivity of U .
Example 4.7 Let S1 = {z ∈ C : |z| = 1}. Let g1 be the Riemannian metric on M1 = S1
such that (g1)|eiθ( ∂∂x1 |eiθ , ∂∂x1 |eiθ) = 1 for each θ ∈ R, where (V, x) is a chart on S1 such
that V is an open neighbourhood of eiθ, θ ∈ x(V ) and x−1(ξ) = eiξ for all ξ ∈ x(V ). Set
M2 = S1 and choose the Riemannian metric g2 on M2 by g2 = 4g1.
Define U :L2(M1)→ L2(M2) by
(Uϕ)(z) = ϕ(z2) .
Then U is a lattice homomorphism, U 6= 0 and US(1)t = S(2)t U for all t > 0, where S(j)
is the semigroup on L2(Mj) generated by the Dirichlet Laplace–Beltrami operator on Mj
for all j ∈ {1, 2}. Moreover, M1 and M2 are regular in capacity. But the Riemannian
manifolds (M1, g1) and (M2, g2) are not isomorphic.
We combine the previous results.
Proposition 4.8 Let (M1, g1) and (M2, g2) be two connected Riemannian manifolds. Let
p ∈ [1,∞). For all j ∈ {1, 2} let ∆j be the Dirichlet Laplace–Beltrami operator on Mj
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and let S(j) be the associated semigroup on Lp(Mj). Let U :Lp(M1)→ Lp(M2) be a lattice
homomorphism such that ULp(M1) is dense in Lp(M2) and
US
(1)
t = S
(2)
t U (7)
for all t > 0.
Then U is an order isomorphism and there exist open connected sets M ′1 ⊂ M1 and
M ′2 ⊂M2, a map τ :M2 →M1 and a constant c > 0 such thatM ′1 = τ(M ′2), τ |M ′2:M ′2 →M ′1
is an isometry, and
Uϕ = c 1M ′
2
· (ϕ ◦ τ)
pointwise for all ϕ ∈ C∞c (M1) and a.e. for all ϕ ∈ Lp(M1). Moreover, cap(M1 \M ′1) =
cap(M2 \M ′2) = 0 and for all p˜ ∈ [1,∞) there exists an order isomorphism U˜ such that
such that U˜ϕ = Uϕ for all ϕ ∈ Lp(M1) ∩ Lp˜(M1). Finally, if p = 2 then U maps H10 (M1)
continuously into H10 (M2).
Proof We use the notation as above. Let p˜ ∈ [1,∞). Then the map U˜ :Lp˜(M1)→ Lp˜(M2)
defined by U˜ϕ = h · (ϕ ◦ τ) (a.e.) for all ϕ ∈ Lp˜(M1) is well defined since h is bounded and
τ−1(N) is a null-set in M ′2 for every null-set N in M
′
1. It is a lattice homomorphism and is
consistent with U . Moreover, ULp˜(M1) is dense in Lp˜(M2) by Proposition 4.6 IV⇒I.
Therefore, for the remainder of the proof we may assume that p = 2. Then one deduces
from (7) that (I +∆2)
−1/2U = U(I +∆1)
−1/2. Hence
UH10 (M1) = U(I +∆1)
−1/2L2(M1)
= (I +∆2)
−1/2UL2(M1) ⊂ (I +∆2)−1/2L2(M2) = H10 (M2) .
Then by the closed graph theorem the restriction of U to H10 (M1) is a continuous map from
H10 (M1) into H
1
0 (M2). Next UL2(M1) is dense in L2(M2) and (I + ∆2)
−1/2 is continuous
from L2(M2) onto H
1
0 (M2). So UH
1
0 (M1) is dense in H
1
0 (M2). Therefore UC
∞
c (M1) is
dense in H10 (M2).
Now suppose cap(M2 \ M ′2) > 0. There exist compact subsets K1 ⊂ K2 ⊂ . . . of
M2 such that M2 =
⋃∞
n=1Kn. Then cap(M2 \ M ′2) = limn→∞ cap(Kn \ M ′2) by [BoH]
Proposition 8.1.3c. Hence there exists an n ∈ N such that cap(Kn \ M ′2) > 0. Let
ψ ∈ C∞c (M2) be such that ψ|Kn = 1. Since UC∞c (M1) is dense in H10 (M2) there exists a
ϕ ∈ C∞c (M1) such that ‖ψ − Uϕ‖2H1(M2) < cap(Kn \M ′2). Then ψ − Uϕ = 1 on Kn \M ′2
by definition of M ′2. Moreover, ψ − Uϕ is continuous and ψ − Uϕ ∈ H10 (M2) ⊂ H1(M2).
Hence cap(Kn \M ′2) ≤ ‖ψ−Uϕ‖2H1(M2). This is a contradiction. Hence cap(M2 \M ′2) = 0.
This allows to apply Theorem 2.1 to deduce that M ′2 is connected. Then h|M ′2 is
constant, say c > 0. It follows from (1) that (for any p ∈ [1,∞)) the map U is an isometry
between Lp-spaces and since the range is dense, it is surjective.
Finally, H10 (M
′
2) = {ψ|M ′2 : ψ ∈ H10 (M2)} by Lemma 3.2, since cap(M2 \ M ′2) = 0.
But H10 (M2) = UH
1
0 (M1). In addition, UH
1
0 (M
′
1) = H
1
0 (M
′
2) since τ |M ′2 :M ′2 → M ′1 is an
isometry. Therefore
UH10 (M
′
1) = {(Uϕ)|M ′2 : ϕ ∈ H10 (M1)} = {U(ϕ|M ′1) : ϕ ∈ H10 (M1)} .
Hence H10 (M
′
1) = {ϕ|M ′1 : ϕ ∈ H10 (M1)}. Using Lemma 3.2 again one deduces that cap(M1\
M ′1) = 0. ✷
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Now we are able to prove the main theorem of this paper.
Proof of Theorem 1.1 The implication I⇒II is trivial. But if Condition II is valid
then Proposition 4.8 implies that M1
cap∼M2. Hence the Riemannian manifolds (M1, g1)
and (M2, g2) are isomorphic by Theorem 3.1. Moreover, there exist c > 0 and a isometry
τ :M2 → M1 such that Uϕ = c ϕ ◦ τ for all ϕ ∈ Lp(M1). ✷
In fact, it follows from the proof that under Condition II it follows that M ′2 =M2 and
M ′1 =M1. Therefore Uϕ = c ϕ ◦ τ for all ϕ ∈ Lp(M1).
5 Regularity in capacity
The purpose of this section is to characterize the notion of regularity in capacity by various
other properties. Among those several are functional analytic in nature. Of special interest
is a characterization via relative capacity. Recall that M˜ is the completion of M with
respect to the natural distance and ∂M = M˜ \M . The relative capacity is defined on
subsets of M˜ instead of M . It had been introduced in [ArW] for an open subset Ω in
Rd. Since it depends on the set Ω in [ArW] it is called relative capacity. The following
definition on manifolds is similar to the Euclidean one.
Let µ be the trivial extension to M˜ of the natural Radon measure | · | onM , that is, for
a Borel set B ⊂ M˜ we let µ(B) = |B ∩M |. For a subset A ⊂ M˜ the relative capacity
of A (with respect to M) is given by
rcap(A) = {‖ϕ‖2H1(M) : ϕ ∈ H˜1(M) and ϕ ≥ 1 µ-a.e. on a neighbourhood of A}
where H˜1(M) is defined to be the closure of the space H1(M) ∩ Cc(M˜) in H1(M).
Note that the relative capacity is the usual capacity as defined in [BoH] Section I.8
on the space M˜ with respect to the Dirichlet form (ψ, ϕ) 7→ ∫fM ∇ψ · ∇ϕ and form do-
main H˜1(M). We consider H˜1(M) instead of H1(M) in order to fulfill Condition (D) in
Subsection I.8.2 of [BoH] and therefore to use the notion of relative quasi-continuity and
relative quasi-everywhere (r.q.e.). We do not need that M˜ is locally compact, although it
is a consequence of the embedding theorem of Nash. In general, however, the completion
of a locally compact metric space is not locally compact. We are grateful to Robin Nitka
for showing us a counter example.
The following characterization of regularity of capacity is our main result in this sec-
tion. Note that Condition V is formulated completely in terms of relative capacity of the
boundary ∂Ω.
Theorem 5.1 Let M be a connected Riemannian manifold. Then the following conditions
are equivalent.
I. M is regular in capacity.
II. The space C∞c (M) is dense in H
1
0 (M) ∩ C0(M˜).
III. For every lattice homomorphism F :H10(M) ∩ C0(M˜) → R there exist c ∈ R and
p ∈M such that F (ϕ) = c ϕ(p) for all ϕ ∈ H10 (M) ∩ C0(M˜).
IV. For every multiplicative functional τ on the Banach algebra H10 (M) ∩ C0(M˜) there
exists a p ∈M such that τ(ϕ) = ϕ(p) for all ϕ ∈ H10 (M) ∩ C0(M˜).
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V. For every p ∈ ∂M and r > 0 one has rcap(∂M ∩ BfM(p, r)) > 0.
For the proof of Theorem 5.1, we need a characterization of the space H10 (M) in terms
of the relative capacity. This result is also of independent interest.
Theorem 5.2 Let M be a connected Riemannian manifold. Then
H10 (M) = {ϕ ∈ H˜1(M) : ϕ˜ = 0 r.q.e. on ∂M} (8)
where ϕ˜ denotes the relative quasi-continuous version of ϕ.
Proof ‘⊂’. Since C∞c (M) ⊂ H1(M) ∩ Cc(M˜) one deduces by closure in H1(M) that
H10 (M) ⊂ H˜1(M). Let ϕ ∈ H10 (M). Then it follows from the proof of Proposition 8.2.1 in
[BoH] that there exists a sequence ϕ1, ϕ2, . . . ∈ C∞c (M) such that limn→∞ ϕn = ϕ˜ r.q.e. on
M˜ . So ϕ˜ = 0 r.q.e. on ∂M .
‘⊃’. Let D10(M) denote the right hand side of (8). Let ϕ ∈ D10(M) ∩ L∞(M˜). We
may assume that ϕ ≥ 0. Then ϕ ∈ H˜1(M). It follows from the definition of H˜1(M) and
the proof of Proposition 8.2.1 in [BoH] that there exist ϕ1, ϕ2, . . . ∈ H1(M) ∩ Cc(M˜) such
that limn→∞ ϕn = ϕ˜ in H
1(M) and for all ε > 0 there exists an open U ⊂ M˜ such that
rcap(U) < ε and limn→∞ ϕn = ϕ˜ uniformly on M˜ \U . We may assume that 0 ≤ ϕn ≤ ‖ϕ‖∞
and ‖ϕn‖H1(M) ≤ 2‖ϕ‖H1(M) for all n ∈ N.
Let ε ∈ (0, 1]. Then there exist n ∈ N and an open U ⊂ M˜ such that ‖ϕn−ϕ‖H1(M) ≤ ε,
rcap(U) < ε and |ϕn−ϕ˜| ≤ ε uniformly on M˜ \U . Since ϕ˜ = 0 r.q.e. on ∂M there exists an
open V ⊂ M˜ such that {x ∈ ∂M : ϕ˜(x) 6= 0} ⊂ V and rcap(V ) < ε. Consequently, ϕn ≤ ε
uniformly on (∂M) \ W where W = U ∪ V , and rcap(W ) ≤ rcap(U) + rcap(V ) ≤ 2ε.
Let χ ∈ H˜(M) be such that χ ≥ 1 on W and ‖χ‖2H1(M) < 3ε. We may assume that
χ = 1 pointwise on W and 0 ≤ χ ≤ 1 on M . Let σ = (ϕn − 2ε)+ and τ = σ(1 − χ).
Then ‖σ‖H1(M) ≤ 2‖ϕ‖H1(M) and ‖τ‖H1(M) ≤ 4‖ϕ‖H1(M) + 2‖ϕ‖∞. Moreover, ‖σ − τ‖2 =
‖σ χ‖2 ≤ ‖ϕ‖∞‖χ‖2 ≤ 2ε1/2 ‖ϕ‖∞. Then supp τ ⊂ supp σ∩W c, which is a compact subset
of M . So τ ∈ H1c (M) ⊂ H10 (M).
It follows from the above that for all m ∈ N there exist ϕm, σm ∈ H1(M) ∩ L∞ and
τm ∈ H10 (M)∩L∞ such that ‖ϕ−ϕm‖H1(M) ≤ 1m , ‖σm− τm‖2 ≤ 1m and 0 ≤ ϕm−σm ≤ 1m
for all m ∈ N, and the sequences σ1, σ2, . . . and τ1, τ2, . . . are bounded in H1(M). We next
show that τ1, τ2, . . . has a subsequence which converges to ϕ weakly in H
1(M).
Clearly limϕm = ϕ strongly and hence weakly in H
1(M). The sequences σ1, σ2, . . . and
τ1, τ2, . . . are bounded in H
1(M). Hence, by passing to a subsequence if necessary, these
sequences are weakly convergent in H1(M). Since 0 ≤ ϕm − σm ≤ 1m for all m ∈ N it
follows from the Lebesgue dominated convergence theorem that limϕm − σm = 0 in L2,loc
Therefore it follows by the uniqueness of the weak limit that limϕm − σm = 0 weakly in
H1(M). Because lim σm − τm = 0 in L2 it follows that lim σm − τm = 0 weakly in H1(M).
Then lim τm = ϕ weakly in H
1(M). So ϕ ∈ H10(M) and D10(M) ∩ L∞(M˜) ⊂ H10 (M).
Finally, if ϕ ∈ D10(M) then (−n) ∨ ϕ ∧ n ∈ D10(M) ∩ L∞(M˜) ⊂ H10 (M) for all n ∈ N
and lim(−n) ∨ ϕ ∧ n = ϕ in H1(M). So ϕ ∈ H10 (M). ✷
Finally we prove the characterizations of regular in capacity.
Proof of Theorem 5.1 ‘I⇒II’. Let ϕ ∈ H10(M) ∩ C0(M˜) and ε > 0. We may assume
that ϕ ≥ 0. Since ϕ ∈ C0(M˜) there exits a compact K ⊂ M˜ such that ϕ(q) < ε for all
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q ∈ M˜ \K. Moreover, ϕ(q) = 0 for all q ∈ ∂M sinceM is regular in capacity. Let U = {q ∈
M˜ : ϕ(q) < ε}. Then U is open and M˜ \M ⊂ U . Moreover, supp(ϕ− ε)+ ⊂ (M˜ \ U) ∩K
and hence compact. But (M˜ \U)∩K ⊂M . Therefore (ϕ− ε)+ ∈ H10 (M)∩Cc(M). Using
a partition of the unity one deduces that C∞c (M) is dense in H
1
0 (M) ∩ Cc(M). Finally,
limε↓0(ϕ− ε)+ = ϕ in H10 (M) ∩ C0(M˜). So C∞c (M) is dense in H10 (M) ∩ C0(M˜).
‘II⇒I’. Suppose M is not regular in capacity. Then there are ϕ ∈ H10 (M)∩C0(M˜) and
p ∈ ∂M such that ϕ(p) 6= 0. Then ‖ϕ− ψ‖C0(fM) ≥ |ϕ(p)| for all ψ ∈ C∞c (M), so C∞c (M)
is not dense in H10 (M) ∩ C0(M˜).
‘II⇒III’. Let F :H10(M) ∩ C0(M˜) → R be a lattice homomorphism. Then F is con-
tinuous by [Sch] Theorem V.5.5(ii). Arguing as at the end of the proof of Lemma 4.1 it
follows from Lemma 4.2 that there are c ∈ R and p ∈ M such that F (ϕ) = c ϕ(p) for all
ϕ ∈ C∞c (M). Since F is continuous and C∞c (M) is dense in H10 (M) ∩ C0(M˜) it follows
that F (ϕ) = c ϕ(p) for all ϕ ∈ H10 (M) ∩ C0(M˜).
‘III⇒I’. Suppose M is not regular in capacity. Then there are ψ ∈ H10 (M) ∩ C0(M˜)
and p ∈ ∂M such that ψ(p) 6= 0. Define F :H10(M) ∩ C0(M˜)→ R by F (ϕ) = ϕ(p). Then
F is a continuous lattice homomorphism. So by assumption there are q ∈ M and c ∈ R
such that F (ϕ) = c ϕ(q) for all ϕ ∈ H10 (M)∩C0(M˜). Let χ ∈ C∞c (M) such that χ(q) = 1.
Then ψ(1− χ) = ψ − ψχ ∈ H10 (M) ∩ C0(M˜). Therefore
0 6= ψ(p) = (ψ(1− χ))(p) = F (ψ(1− χ)) = c (ψ(1− χ))(q) = 0 .
This is a contradiction.
‘II⇒IV’. Let τ :H10 (M) ∩ C0(M˜) → C be a (non-zero) multiplicative functional.
Then τ is continuous by [HeR], Theorem C.21. Therefore it follows by Condition II that
τ |C∞c (M):C∞c (M) → C is a (non-zero) multiplicative functional. Let p, q ∈ supp τ |C∞c (M)
with p 6= q and let U and V be two disjoint open neighbourhoods of p and q respectively.
Then there exist ϕ ∈ C∞c (U) and ψ ∈ C∞c (V ) such that τ(ϕ) 6= 0 and τ(ψ) 6= 0. But then
ϕψ = 0 and
0 = τ(ϕψ) = τ(ϕ) τ(ψ) 6= 0 .
This is a contradiction. So there exists a p ∈M such that supp τ |C∞c (M) = {p}.
Next we show that τ is positive. Let ϕ ∈ C∞c (M) and suppose that ϕ ≥ 0. If
ϕ(p) > 0 then there exist ψ ∈ C∞c (M) and a neighbourhood V of p such that ϕ|V = ψ2|V .
Then τ(ϕ) = τ(ψ2) = τ(ψ)2 ≥ 0. Alternatively, suppose that ϕ(p) = 0. Let V be a
relative compact neighbourhood of p. Then by continuity there exists a c > 0 such that
|τ(ψ)| ≤ c ‖ψ‖W 1,∞(V ) for all ψ ∈ C∞c (V ). We may assume that suppϕ ⊂ V . Then
limε↓0(ϕ − ε)+ = ϕ in W 1,∞(V ), so by regularizing it follows that there are ϕ1, ϕ2, . . . ∈
C∞c (V ) such that limϕk = ϕ in W
1,∞(V ) and ϕk vanishes in a neighbourhood of p for all
k ∈ N. Then τ(ϕ) = lim τ(ϕk) = 0.
Now it follows from Lemma 4.2 that there are c ∈ [0,∞) and p ∈M such that τ(ϕ) =
c τ(ϕ) for all ϕ ∈ C∞c (M). Then c2 = 1 and since τ 6= 0 it follows that c = 1. Since C∞c (M)
is dense in H10 (M) ∩C0(M˜) one establishes that τ(ϕ) = ϕ(p) for all ϕ ∈ H10 (M) ∩C0(M˜).
‘IV⇒I’. This proof is similar to the proof III⇒I.
‘I⇒V’. Assume that there exist p ∈ ∂M and r > 0 such that rcap(BfM(p, r)∩∂M) = 0.
Then there exist a M˜-open neighbourhood U of BfM (p, r)∩∂M and a function χ ∈ H˜1(M)
such that χ ≥ 1 a.e. on U ∩M . Let ρ ∈ (0, r) be such that M \ BfM(p, ρ) 6= ∅. Define
ψ: M˜ → R by ψ(q) = dfM(q, M˜ \ B(p ; ρ)). Then ψ ∈ C(M˜) and ψ|M ∈ W 1,∞(M). Set
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ϕ = χψ. Then ϕ ∈ C(M˜) and by an elementary argument one deduces that ϕ|M ∈ H˜1(M).
Moreover, ϕ = 0 r.q.e. on ∂M . By Theorem 5.2 it follows that ϕ|M ∈ H10 (M). So
ϕ ∈ H10 (M)∩C0(M˜). Since ϕ(p) 6= 0 it follows from the definition that the manifold M is
not regular in capacity.
‘V⇒I’. If M is not regular in capacity then there exist ϕ ∈ H10 (M) ∩ C0(M˜) and
p ∈ ∂M such that ϕ(p) 6= 0. Without loss of generality we may assume that ϕ(p) = 2. Let
r ∈ (0, 1) be such that ϕ ≥ 1 on BfM(p, r). Since ϕ ∈ H10 (M) one deduces from Theorem 5.2
that ϕ = 0 r.q.e. on ∂M . Then rcap(BfM(p, r) ∩ ∂M) ≤ rcap({q ∈ ∂M : ϕ(q) 6= 0}) = 0.✷
References
[AdH] Adams, D.R. and Hedberg, L.I., Function spaces and potential theory.
Grundlehren der mathematische Wissenschaften 314. Springer, Berlin, 1996.
[AlB] Aliprantis, C.D. and Burkinshaw, O., Positive operators, vol. 119 of Pure
and applied mathematics. Academic Press, Orlando, etc., 1985.
[Are1] Arendt, W., Different domains induce different heat semigroups on C0(Ω).
In Lumer, G. and Weis, L., eds., Evolution equations and their applications
in physical and life sciences, vol. 215 of Lecture Notes in Pure and Applied
Mathematics. Marcel Dekker, New York, 2001, 1–14.
[Are2] , Does diffusion determine the body? J. Reine Angew. Math. 550 (2002),
97–123.
[ArD] Arendt, W. and Daners, D., Varying domains: stability of the Dirichlet and
the Poisson problem. Discrete and Continuous Dynamical Systems - Series A
21 (2008), 21–39.
[ArW] Arendt, W. and Warma, M., The Laplacian with Robin boundary conditions
on arbitrary domains. Potential Anal. 19 (2003), 341–363.
[Arv1] Arveson, W., Dynamical invariants for noncommutative flows. In Operator
algebras and quantum field theory (Rome, 1996). International Press, Cambridge,
MA, 1997.
[Arv2] , Noncommutative dynamics and E-semigroups. Springer monographs in
mathematics. Springer, New York, 2003.
[Aub] Aubin, T., A course in differential geometry, vol. 27 of Graduate Studies in
Mathematics. Amer. Math. Soc., Providence, 2001.
[BiW] Biegert, M. and Warma, M., Regularity in capacity and the Dirichlet Lapla-
cian. Potential Anal. 25 (2006), 289–305.
[BoH] Bouleau, N. and Hirsch, F., Dirichlet forms and analysis on Wiener space,
vol. 14 of de Gruyter Studies in Mathematics. Walter de Gruyter & Co., Berlin,
1991.
20
[EvG] Evans, L.C. and Gariepy, R.F., Measure theory and fine properties of func-
tions. Studies in advanced mathematics. CRC Press, Boca Raton, 1992.
[GiT] Gilbarg, D. and Trudinger, N.S., Elliptic partial differential equations of
second order. Second edition, Grundlehren der mathematischen Wissenschaften
224. Springer-Verlag, Berlin etc., 1983.
[GoW] Gordon, C.S. and Webb, D.L., Isospectral convex domains in Euclidean
space. Math. Res. Lett. 1 (1994), 539–545.
[GWW] Gordon, C., Webb, D.L. and Wolpert, S., Isospectral plane domains and
surfaces via Riemannian orbifolds. Invent. Math. 110 (1992), 1–22.
[Hei] Heinonen, J., Lectures on analysis and metric spaces. Universitext. Springer,
New York, 2001.
[Hel] Helgason, S., Differential geometry, Lie groups, and symmetric spaces, vol. 80
of Pure and Applied Mathematics. Academic Press, New York etc., 1978.
[HeR] Hewitt, E. and Ross, K.A., Abstract harmonic analysis I. Second edition,
Grundlehren der mathematischen Wissenschaften 115. Springer-Verlag, Berlin
etc., 1979.
[Kac] Kac, M., Can one hear the shape of a drum? Amer. Math. Monthly 73 (1966),
1–23.
[Mil] Milnor, J., Eigenvalues of the Laplace operator on certain manifolds. Proc.
Nat. Acad. Sci. U.S.A. 51 (1964), 542.
[Sch] Schaefer, H.H., Topological vector spaces, vol. 3 of Graduate Texts in Math-
ematics. Springer-Verlag, New York, 1966.
[Ura] Urakawa, H., Bounded domains which are isospectral but not congruent. Ann.
Sci. E´cole Norm. Sup. (4) 15 (1982), 441–456.
[Zel] Zelditch, S., Spectral determination of analytic bi-axisymmetric plane do-
mains. Geom. Funct. Anal. 10 (2000), 628–677.
21
