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In order to spread autonomous mobile robots, automatic map construction technology and global
self-localization technology are indispensable. For the global self-localization technology, it is
necessary to estimate the position and orientation in the map of the robot without giving the
initial position and orientation of the robot. Furthermore, it is desirable for the self-localization
technology to have the ability to be able to estimate global self-position accurately in case that the
environment is not static, or that the robot loses its own position and orientation due to a sensor
system failure, or that the robot is instantly moved to other position without being told during the
operation of the robot. In order to achieve global self-localization using a 2D laser scanner, scan
matching is often used to align a scan acquired by the 2D laser scanner at a time with the map for
finding the corresponding location. A number of scan matching methods have been proposed and
most of them extract feature descriptors representing the shape of the environment from the scan
and align such descriptors in the scan with the descriptors in the map. A scan is often affected by
sensor noises, occlusion and/or moving objects in the environment. Because it is hard to extract
useful feature descriptors of the environment under such situations, scan matching methods using
feature descriptors tend to fail correct estimation.
This study proposes two approaches for performing robust and correct self-localization using 2D
scan data. One is a selective merging method of 2D range scans for enhancing our CIF-based
scan matching algorithm which is a global scan matching algorithm using the CIF descriptors and
a geometric constraint between keypoints. The selective merging method can generate a local
map based on “terrain complexity” without fixing the number of scans which are used to make a
local map. Through experiment in real environment, we show that our enhanced version of the
CIF-based scan matching algorithm can perform global scan matching more robustly in a large
cluttered environments without using an initial alignment. The second is ”LaserVAE” that is an
enhanced version of the state-of-the-art variational auto-encoder (VAE) by introducing the step-
edge detector, which detects non-continuous transition emerged frequently at the laser scan data
due to the limitation of distance measurement. With our proposed method, the feature descriptor
of the laser scan is automatically tuned given unknown environments. Through experiments with
a real self-localization with a 2D laser scanner, we demonstrate the effectiveness of ”LaserVAE.”
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取得できる 3D レーザスキャナを利用した自己位置推定に関する研究が多く行われている [1, 2]．3D
レーザスキャナは走行環境が不整地の場合でも環境情報を取得できるというメリットがある．一方，
我々人間の生活圏には，平坦な路面や建物の壁面で構成されるような整地された環境が存在する (学校，










て位置合わせする方法 [3, 4, 5]がある．この方法では，スキャン内の移動物体等のノイズにより位置合
わせが不安定になる場合がある．そのため，スキャンから環境の形状を表す特徴量を抽出し，その特徴
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に SICK社のレーザスキャナを搭載し使用した (Fig. 2)．
提案手法 2では，屋内外問わず走行可能な四輪移動ロボット“mercury”(株式会社リバスト)に 2次















Fig. 2 PIONEER 3-DX(REVAST .Co., Ltd.) with Laser Scanner(SICK, Inc.)


































また，従来手法で用いられている地図には点群地図 [13] や占有格子地図 [12, 14, 15]，特徴地図
[16, 17, 18, 19, 20, 21]など様々なものがある．ロボットの行動範囲が大きくなれば，広い範囲の地図
を用意する必要があり，地図を広くすればするほど，保持するためのメモリ量が増大する．
そこで，本研究では，移動ロボットの走行環境における自己位置推定に適した特徴量を自動で






















































































































































を用いて，ある時刻 t において取得したスキャン rawP t = {rawpt1, . . . , rawptD}，環境地図 mapP 　，
環境地図内において計算したキーポイントの集合 mapK ，時刻 t− 1までに取得したスキャンとキーポ
イントの組の集合 V t−1 を用いる．出力は mapP に対する rawP t の位置姿勢 globalq = (∆x˜,∆y˜,∆θ˜)
である．ここで，D は 2次元レーザスキャンによって取得したスキャンを構成する点 rawpti(スキャン
点と呼ぶ)の総数である．V t−1 は時刻 t− 1までに観測されたスキャンと各スキャンにおけるキーポイ
ントの集合の組 (P 1,K1) ∼ (P t−1,Kt−1)を保持している LILO型のデータ構造である．
Fig. 4は，提案手法の処理手順を表している．この図に示しているように提案手法は 1©前処理 +地




      
		
		




















キャン rawP t と集合 V t−1 を入力して，スキャン rawP t を整形し，整形後のスキャンからキーポイン
ト・不連続点を抽出して，整形後のスキャンとキーポイントの組を集合 V t−1 に追記して，整形後のス
キャン，キーポイント・不連続点の集合，集合 V t を出力する．
整形処理では，スキャン rawP t を構成するスキャン点の間隔を均等にする処理を行う．これにより，
点間の距離が一定になるため，後に計算する CIF特徴量の一意性が増す．ここで，整形後のスキャン
P t = {pt1, . . . , ptN}とする．ここで，pti = (xti, yti)である．
Fig. 5 Reforming gaps between scan data points
整形後のスキャン P t から，不連続点*2を抽出し，抽出された不連続点をまとめて，集合をBt として
記録する．不連続点は文献 [37]で提案されている手法を利用して抽出する．そして，スキャン P t から
キーポイントを抽出し，抽出されたキーポイントをまとめて集合Kt として記録して，整形後のスキャ
ンとキーポイントの組 (P t,Kt)を集合 V t−1 に追記する．
次に，地形複雑度の算出方法について述べる．
地形複雑度は，整形後のスキャン P t，キーポイントの集合Kt，不連続点の集合 Bt を用いて算出
する．
形状が同じでスケールの異なる 2つのスキャンの地形複雑度が同じ値になるように (例えば“幅 3[m]
のまっすぐな廊下”と“幅 1[m]のまっすぐな廊下”の地形複雑度が同じ値になるように），スキャンP tを
*2 本論文では，連続する 2 点間の距離が 0.5m 以上離れた場合，その 2 点を不連続点とした．不連続点では，一意性のある
特徴がとれないため，キーポイントとして抽出しない．
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Fig. 6 How to define the area St
構成するスキャン点を結んで得られる多角形の面積（スキャンの面積と呼ぶ）を計算し，その面積が一定
の値 cSになるようにスキャン点の座標を変換する．Fig.6は，スキャンP t = {(xt1, yt1), . . . , (xtNt , ytN )}
と面積 St の関係を表している．









i+1 − xti+1yti)| (1)
ここで，ロボットの位置を表す座標として (xtN+1, ytN+1) = (0, 0)と (xtN+2, ytN+2) = (xt1, yt1)を，この
計算の都合上スキャン点として追加して，面積の計算に用いる．こうして求められたスキャンの面積が
一定の値 cS になるように，次式に従ってスキャン点の座標を変換し，変換後のスキャン transP t を求
める．

















この変換後のスキャン transP t を用いてスキャン rawP t の地形複雑度 rawCt を計算する．地形複雑
度を 9次元ベクトル rawCt = (rawCt1, rawCt2, · · · , rawCt9)で表すものとし，スキャン transP t を文献
[37]に従ってセグメンテーションした後，各次元の値は次のように決める．
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rawCt1 スキャン transP t の総点数
rawCt2 キーポイントKt の総点数
rawCt3 不連続点Bt の総点数





rawCt9 スキャン transP t の周囲長
提案手法は CIF特徴量を用いた特徴量マッチングによって自己位置推定を行う．そこで，CIF特徴




のマッチング候補が多いことを意味する．rawCt3 は不連続点 Bt の総数を用いる．CIF 特徴量はキー
ポイント周辺の点の分布によって計算されるが，キーポイント周辺に不連続点がある場合は点の分布に
抜けが発生し，計算された CIF特徴量の一意性が保証されない．rawCt4 はスキャン transP t 内のセグ
メントの総数を用いる．スキャンからセグメントを抽出することで，rawCt5 はセグメントの長さの平均
値を表し rawCt6 はセグメントの長さの分散を表す．これらを算出することで，スキャン内に点がどの
程度まとまって分布しているかが分かる．rawCt7 はセグメント間の距離の平均値を表し rawCt8 はセグ
メント間の距離の分散を表す．これらを算出することで，スキャン内に点がどの程度散らばって分布し
ているかが分かる．rawCt9 はスキャン transP t の周囲長で，スキャン内の各点を結んで得られる多角形
の周囲長を計算する．面積を一定にした後の周囲長を算出することで，スキャン形状の凹凸具合が分か
る．このようにこれら 9種類*3の値を用いて，スキャンの持つ様々な特性を表すことを試みている．
算出した rawCt に対して主成分分析を行い，次元圧縮した PCACt を選択的統合処理で用いる地形複
雑度とする．
本論文では tは累積寄与率が 90%を超える最小の次元数とした．










t = 1では局所地図は生成しない)．Algorithm 1は，選択的統合処理の詳細な処理手順を表している．
Algorithm 1 SelectiveMerge(V t, PCACt)
Require: V t = {(P 1,K1), . . . , (P t,Kt)} /*時刻 tまでのスキャンとそのキーポイントの集合*/ ,
PCACt /*時刻 tのスキャンの地形複雑度*/
Ensure: cP t, cKt /*形状特徴の十分なスキャンとそのキーポイントの集合*/
1: cP t, cKt ← popScan(V t)
2: for s = t− 1 to 1 do
3: /*スキャン形状の判断*/
4: if ShapeJudge(PCACt) = Yes then
5: return cP t, cKt
6: else
7: P s,Ks ← popScan(V s)
8: localq ← CIF-basedScanMatching(cP t, cKt,P s,Ks)
9: P s ← Transform(P s, localq)
10: mergeP t ← OrderPreservingMerge(cP t,P s)
11: /*前処理*/
12: cP t, cBt, cKt ← Preprocessing(mergeP t)
13: /*地形複雑度の計算*/
14: PCACt ← CalculateTerrainComplexity(cP t, cKt, cBt)
15: end if
16: end for






組は，cP t，cKt に保存しておく．また，この関数の入力が，時刻 sまでのスキャンとそのキーポイン
トの集合 V s（ただし，tは現在時刻を表し，時刻 sには，t− 1から順に過去に遡って代入される）の
場合，取り出されるデータを，過去のスキャンとキーポイントの集合の組 P s，Ks に保存しておく．
関数 ShapeJudge()は，地形複雑度 PCACt を入力として，PCACt のもとのスキャン cP t に形状特
徴が十分含まれている（Yes）か，含まれていない（No）かを判断する関数である．この判断を下すた
めに，本研究では，SVMに基づく識別器を用いる*4．関数 ShapeJudge()の識別器の実体は，学習さ








より，スキャン cP t の形状特徴が十分と判断された場合は，関数 SelectiveMerge()は，選択的統合処
理の結果として，スキャン cP t とキーポイントの集合 cKt の組を出力する．関数 ShapeJudge()の識
別器により，スキャン cP t の形状特徴が不十分と判断された場合は，次のような処理を順次実行してい
く．まず，時刻 sまでのスキャンとそのキーポイントの集合 V s(ただし，tは現在時刻を表し，時刻 s
は，s < t である．)から，過去のスキャンとキーポイントの集合の組 P s，Ks を取り出す．その後，
関数 CIF-basedScanMatching()を用いて，現在のスキャン cP t と過去のスキャン P s の間の相対姿勢
localq = (∆x˜,∆y˜,∆θ˜) を求める．関数 CIF-basedScanMatching() は我々が提案している CIF-based
スキャンマッチング法で．詳細は 2.3節で述べる．
関数 Transform()は，関数 CIF-basedScanMatching()により求められた相対位置姿勢 localq を用い
て，スキャン P s のデータをスキャン cP t のデータの座標系におけるスキャン P s に変換する．
関数 OrderPreservingMerge() は，cP t と P s を入力して，これら２つのスキャンを点列の順序を





Algorithm 2 OrderPreservingMerge(cP t,P s)
Require: cP t = {cpt1, . . . , cptcNt}, P s = {ps1, . . . ,psNs}
Ensure: mergeP t
1: L← RangeSearch(cP t,P s)
2: if (L(1) ̸= ∅ and L(1) > 1) then
3: /* cpt1 以前にある P s 内の点を追加 */
4: for j = 1 to L(1)− 1 do
5: mergeP t ← addPoint(psj)
6: end for
7: end if
8: mergeP t ← addPoint(cpt1)
9: for i = 1 to cN t − 1 do
10: if (L(i) ̸= ∅ and L(i+ 1) ̸= ∅ and (L(i+ 1)−L(i)) > 1) then
11: /* cpti と cpti+1 の間にある P s 内の点を追加 */
12: for j = L(i) + 1 to L(i+ 1)− 1 do
13: mergeP t ← addPoint(psj)
14: end for
15: end if
16: /* 上記以外の場合は，cpti+1 を追加 */
17: mergeP t ← addPoint(cpti+1)
18: end for
19: if (L(cN t) ̸= ∅ and L(cN t) < Ns) then
20: /* cpcNt 以降にある P s 内の点を追加 */
21: for L(cN t) + 1 to Ns do
22: mergeP t ← addPoint(psj)
23: end for
24: end if
Algorithm 2は，関数 OrderPreservingMerge()の詳しい処理手順を示している．また，Fig. 7は，２
つのスキャンを統合したスキャン (局所地図)が生成される過程を表している．
関数 OrderPreservingMerge()の中で，Lは，cP t 内の点と同一の位置に存在すると見なせる P s 内
の点の番号を保存するためのリストである．初期状態で，mergeP t = {∅}かつL = {∅, · · · , ∅}である．
関数 RangeSearch()は，cP t 内の点 cpti を中心として距離 ϵ内 (Fig. 7内で丸で囲んだ部分)に存在
する P s 内の点の番号を，cP t 内の全ての点について求めて，その番号をリスト Lに保存する．距離 ϵ
内に存在する点がなければ，その点の番号は ∅となる．
19
 scan at time t






































Fig. 7 How to perform order-preserving merge
まず，cP t 以前にある P s 内の点を mergeP t に追加する．次に cP t を mergeP t に追加していく．こ
のとき，cP t，cP t+1 間に P s 内の点があれば順に mergeP t に追加する．その後 cP t 以前にある P s
内の点を mergeP t に追加し mergeP t を得る．
そして最後に，スキャン mergeP t を新たな入力として，前処理，地形複雑度の算出，スキャンの形状
判断を行う．
最終的に，このような統合処理をスキャンの形状特徴が十分になるまで繰り返し，形状特徴が十分な
スキャン（局所地図）とそのスキャンのキーポイントの集合の組 cP t，cKt を生成する．
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2.3 CIF-basedスキャンマッチング
Algorithm 3 は，これまで我々が提案してきた CIF-based スキャンマッチング法（関数 CIF-
basedScanMatching()）の詳細な処理手順を表している．関数 CIF-basedScanMatching()は，2つの
スキャン refP，curP と各スキャンにおけるキーポイントの集合 refK，curK を入力として与えると，
refP に対する curP の相対的な位置姿勢 q = (∆x˜,∆y˜,∆θ˜) を求める．このとき，相対的な位置姿勢の
初期値を与える必要はない．
Algorithm 3 CIF-basedScanMatching(refP , refK,　
curP , curK)
Require: refP , refK, curP , curK
Ensure: q = (∆x˜,∆y˜,∆θ˜)
1: /*Step1：特徴量の算出*/
2: refH ← CalculateCIFdescriptors(refP , refK)
3: curH ← CalculateCIFdescriptors(curP , curK)
4: /*Step2：対応点探索*/
5: T ← FindCorrespondingPoints(refK, curK, refH, curH)
6: /*Step3：粗な位置姿勢推定*/
7: roughq ← RoughMatching(T )
8: /*Step4：詳細マッチング*/
9: q ← ICP(roughq, refP , curP ,T )
10: return q
関数 CIF-basedScanMatching() によって大域的自己位置推定を実行する際には，refP として
mapP（大域的地図に相当する），curP として cP t を用いる．選択的統合処理の中で関数 CIF-
basedScanMatching()を使用する際には，refP として cP t（局所地図に相当する），curP として P s
を用いる．
CIF-basedスキャンマッチング法は 3つのステップ 1©特徴量の算出， 2©対応点探索， 3©スキャン
マッチングからなる．
ステップ 1© では，入力された各スキャン refP，curP の CIF 特徴量を算出する．ステップ 1© に
相当する関数 CalculateCIFdescriptors() は，スキャンとキーポイントの集合を入力として与えると，
各キーポイントにおける CIF 特徴量を出力する．Algorithm 3 中の変数 refH，curH は各スキャン
refP，curP の CIF特徴量の集合を表している．
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ステップ 2© に相当する関数 FindCorrespondingPoints() は，2 つのスキャンにおけるキー
ポイントの集合と，キーポイントにおける CIF 特徴量の集合を入力として与えると，それ
ぞれのスキャンにおける 3 個のキーポイントの組合せを全て求め，2 つのスキャンにおいて
CIF 特徴量が最も一致するキーポイントの組合せを，２つの対応するキーポイントの組合せ
T = {(refPα1, refPα2, refPα3), (curPβ1, curPβ2, curPβ3)}を出力する．ここで，αiと βi(i = 1 ∼ 3)
が対応している２つのキーポイントの番号を表している．
ステップ 3©に相当する関数は，RoughMatching()と ICP()で，RoughMatching()は，２つの対応




スキャン refP，curP，さらに２つの対応するキーポイントの組合せ T を用いて，ICPアルゴリズム
[38, 4]によって，refP に対する curP の相対的な位置姿勢の詳細解 q を関数 ICP()によって求める．














ϑi = ηi+1 − ηi
求まった勾配方向の変化率がある閾値 threshを超えた点をキーポイント*5とする．また，キーポイン
トの抽出は，あくまで，スキャンを構成する点群の中から，次に計算する CIF特徴量を計算する点を選

















(a) Gradient at a scan point (b) Local coordinate frame 
at a keypoint
Fig. 8 Definition of a keypoint
得られたキーポイント pi∗ を中心に，ある距離内に存在する周囲の点の配置から，CIF特徴量を算出
する．まず，図 8(b)ように，キーポイント pi∗ を中心とした局所的な座標系 Σp
i∗ を設定する．　
キーポイントの前後 pi−1, pi+1 に位置する点*6とキーポイント pi∗ を結んでできる 2つの線分の勾配
方向を求める．求められた２つの勾配方向の平均値 ηi∗ が，キーポイント pi∗ における局所座標系の座




キーポイント pi∗ における特徴量は，キーポイント pi∗ と pi∗ の近傍に存在するスキャン点同士を結
んでできる線分群の局所座標系 Σp
i∗ における勾配方向に関するヒストグラムにより記述する．このと
き，2種類の線分を生成する．1つの線分 SP は，キーポイント pi∗ を起点として pi∗ の近傍に存在す
るスキャン点群を結んでできる線分であり，このようにして生成される線分群は，キーポイント pi∗ 周
りのスキャン点の分布を表す．図 9(a)に，線分 SP が生成される様子を示す．
もう１つの線分 SD は，起点となる点と n個先のスキャン点を結び，かつ起点となる点を 1つずつ
ずらして生成できる線分であり，このようにして生成される線分群は，キーポイント pi∗ 周りに存在す























Fig. 9 Definition of segment SP and its histogram





















Fig. 10 Definition of segment SD and its histogram
キーポイント pi∗ から距離 d 以内の範囲にあるスキャン点のうち，近傍にある M 個の点をリ
スト neighbor(i∗) に登録する．リスト neighbor(i∗) 内の点を index 順にソートしておく．リスト
neighbor(i∗) 内のスキャン点に関して線分 SP の勾配方向 λiSP を算出し，ηi∗ との差をとることで，
局所座標系 Σp
i∗ における線分の勾配方向 θi
SP を求める．キーポイント pi∗ の近傍に存在する全ての
θi
SP を，−pi ∼ pi の範囲の角度を 8 方向に量子化した各ビンに分類してヒストグラム HSPi∗ を作成す
る．図 9(b)に，ヒストグラムHSPi∗ が生成される様子を示す．このヒストグラムHSPi∗ の各ビンの値は
HSPi∗ [k], (k = 1, 2 · · · , 8)と表せる．




SD を求める．キーポイント pi∗ の近
傍に存在する全ての θiSD を，−pi ∼ pi の範囲の角度を 8方向に量子化した各ビンに分類してヒストグ
ラム HSDi∗ を作成する．図 10(b)に，ヒストグラム HSDi∗ が生成される様子を示す．このヒストグラム
HSDi∗ の各ビンの値は HSDi∗ [k], (k = 1, 2 · · · , 8)と表せる．
キーポイント pi∗ における CIF 特徴量は，キーポイント近傍の周囲 M 個から算出した
ヒストグラム HSPi∗ と HSDi∗ の各ビンの頻度を要素とする 16 次元のベクトル HMi∗ =




i∗ [1], . . . , H
SD














キーポイント pi∗ において，周囲の点 2M 個から算出したHMi∗ はヒストグラムのビン内のカウント
数の合計が周囲の点M 個から算出したHMi∗ と比べて 2倍になっているので，これを正規化するため




の集合 curK と参照スキャン内のキーポイントの集合 refK から，対応点の候補を見つけ，その各キー
ポイントの CIF特徴量の合計を比較することで，対応点を探索する．
まず，入力スキャンのキーポイントの中から 3 点の組み合わせを抽出する．3 点の組み合わせを
(ps, pt, pu)と表す．また，キーポイント p1, p2 の距離を d(p1, p2)と表す．隣接するキーポイントの特
徴量は類似した値となるため，3点の組み合わせによる一意性が向上しなくなる．そこで，3点のキー
ポイント間の各距離が dmin 以上 dmax 以下になるように，探索するキーポイント 3点の拘束条件を次
のように定める．
 dmin < d(ps, pt) < dmaxdmin < d(pt, pu) < dmax






d(ps, po) < rL, d(pt, po) < rL, d(pu, po) < rL (5)
これらの条件を満たす 3点の組み合わせを入力スキャンのキーポイントの集合 curK から総当たりで
探索し，Nα 個得られたとして，それらの組合せ含むリスト curLを生成する．
curL : {(ps1, pt1, pu1) , (ps2, pt2, pu2) , · · · (psNα , ptNα , puNα)} (6)
次に，参照スキャン内のキーポイントの集合 refK から，3点の組合せを複数抽出する．
抽出する 3点のキーポイントの組合せを (ql, qm, qn)と表す．参照スキャン内のキーポイントから 3
点の組わせを抽出する際には，入力スキャン内から選択した 3点の組合せとほぼ同じ配置にある 3点を
見つける．このように選択するために，以下の条件を設定する．この拘束条件は，3点を結んで得られ
る三角形が合同であることを表している．*7 |d(ps, pt)− d(ql, qm)| < dth|d(pt, pu)− d(qm, qn)| < dth|d(pu, ps)− d(qn, ql)| < dth (7)




(ql1, qm1, qn1) , (ql2, qm2, qn2) , · · ·
(





リスト curL内の α番目の組合せの 3点における CIF特徴量を 3つ並べて，96 次元のベクトルHα
を生成する．同様に，リスト refL内の β 番目の組合せの 3点における CIF特徴量を 3つ並べて，96
次元のベクトルHβ を生成する．これらのベクトルは，それぞれ次式のように表せる．
Hα = (Hs[1], ...,Hs[32],Ht[1], ...,Ht[32],Hu[1], ...,Hu[32])












*7 三角形の各辺の長さを比較し，長さの差が dth より小さい場合三角形が合同になるとみなしている．本研究では
dth = 0.1[m]とした．
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このようにして正規化された，H˜α と H˜β について以下の式に従ってバチャタリア係数を計算して，
入力スキャンのキーポイントから抽出された 3点の組合せ (psα, ptα, puα)と参照スキャンのキーポイン
トから抽出された 3点の組合せ (qlβ , qmβ , qnβ)間の一致度 S (α, β)を求める．





3点の組合せ (psα, ptα, puα)と (qlβ , qmβ , qnβ)について，α = 1 ∼ Nα, β = 1 ∼ Nβ の中から，一致度
が最大のものを以下の式に従って探索することによって求める．



















量 q = (lx, ly, δθ) だけ変化したとする．2 つのスキャンデータにおいて，対応する特徴点の組
p = (xi, yi) ，p′ = (x′i, y′i) が定まっている場合，位置姿勢の変化量 q は，以下の式 で求めら
れる　
lx = x¯
′ − (x¯ cos δθ − y¯ sin δθ)
ly = y¯









(xi − x¯) (y′i − y¯′) , Syx′ =
n∑
i=1




(xi − x¯) (x′i − x¯′) , Syy′ =
n∑
i=1











































20[m]）を用いて和歌山大学システム工学部 A棟 1階のフロア（65[m]× 45[m]）でスキャンを取得し，

















































Fig. 12 Histogram of the number of scans used for generating a local map
2.4.3 提案手法による大域的自己位置推定の検証
提案手法による大域的自己位置推定の結果の例として，Fig. 11に示した場所 Aと場所 Bにおける





















Fig. 13 The example of a raw and a merged scan at location A






Fig. 14 The example of a raw and a merged scan at location B
Fig. 11に示した場所 Aと場所 Bにおいて，1時刻のみのスキャンを用いて CIF-basedスキャンマッ
チング法により大域的自己位置推定を行い，推定された自己位置に従って環境地図にスキャンを重ね合





Fig. 15 A result of CIF-based scan matching without merging at location A
Fig. 16 A result of CIF-based scan matching without merging at location B








Fig. 19，Fig. 20 は，それぞれ，Fig. 11 内に示した場所 A，場所 B において，ロボットが自己位
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Fig. 17 A result of our method at location A








Fig. 19 A result of MCL method at location A
するのに入力したスキャン数は，14であった．






Fig. 17，Fig. 18 に示した位置合わせの結果から得られた位置姿勢と真値との誤差を表している．
Table. 1 Difference between actual value and estimated value
∆x˜[m] ∆y˜[m] ∆θ˜[deg]
location A +0.053 +0.02 +0.5











Fig. 21 The map of 7th floor in the building of Wakayama University
Fig. 21内の場所 Cと場所 Dにおいて，提案手法により大域自己位置推定を行う．Fig. 22(a)，Fig.
*8 地図とスキャンの位置合わせを手動で行い，その位置姿勢を真値とした．
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Fig. 22 Two examples of raw scans
22(b)は，それぞれ，場所 C（廊下の曲がり角），場所 D（フロア内の一室の入り口）において取得され
たスキャンを表している．いずれのスキャンも，識別器を訓練する時に用いたデータには存在しなかっ
たスキャンである．場所 C，場所 Dにおいて，提案手法によって大域的自己位置推定した結果を Fig.23
に示す．この図内の破線で囲まれた部分に，生成された局所地図が示されている．
(a) A result  of our method
at location C
(b) A result of our method
at location D






















































本研究で使用する 2次元レーザースキャナは，周囲 270[deg]角度分解能 0.5[deg]で測距し，その測
距情報（スキャン）を rawP = (rawp1, . . . , rawpD)（ここで，Dはスキャンを構成する総点数）として
出力する．このベクトルの要素の順番がレーザの照射方向の順番を表し，各要素の値はその照射方向で
測距された距離値を表している．また，世界座標系に対する自己位置 globalq = (∆x˜,∆y˜,∆θ˜)は，2次
元平面上の x座標，y 座標とロボットの向きによって表す．また，スキャン取得時の世界座標系に対す
る自己位置 mapq と encoderによって生成した特徴量 mapz の組合せをリスト構造として保存したもの









LaserVAE のネットワーク構造の説明の前に通常の VAE について説明する．VAE は，AutoEn-
coder(AE)の発展形として登場した．AEは教師なし学習手法の一つで，入力データ xに対して次元削




(a) A raw scan (b) The scan 
reconstructed by 
VAE decoder




Fig. 24 A raw scan and the reconstructed scans









て入力データを別の次元へ変換している．Wx+ bが encoderの出力潜在変数 z に相当する．decoder
の出力 x̂が入力データ xに近づくように LAE を最小化するように学習を行う．
VAEは，AEの潜在変数 z に確率分布を仮定した点が異なる．z に確率分布を仮定することによって
学習済みのニューラルネットワークは生成モデルとして活用可能となる．
Fig.25に示すように LaserVAEは，従来の VAEの encoderと decoderに加え，再構成したスキャ
ンデータ上のステップエッジを検出する step-edge classifier から構成されるマルチタスクニューラル
ネットワークである．





Step  edge 
classifier
Reconstruct scan










Fig. 25 Overview of LaserVAE
る．ここで，Kは特徴量の次元数で，本論文では K=20,50,120の 3種類で学習を行った．
encoder への入力ベクトル P t は 2 次元レーザスキャナで取得したスキャン rawP t を最大測定範囲
rmax で割った値 (P t =
rawpt
rmax
)を用いる (今回は rmax = 50)．
3.1.2 LaserVAEの学習方法
LaserVAEでは，encoderと decoderの学習後，step-edge classifierの学習を行う．まず，訓練デー
タとして用意したスキャン P t(t = 1, . . . , N) を用いて，通常の VAE の学習を行い encoder および
decoderのパラメータ（各層間の重み）を求める．ここで，N は学習に用いるスキャンの総数である．
通常のVAEは，入力ベクトル P tを低次元の特徴ベクトル ztに圧縮する encoder qφ(zt|P t)および，
zt を元の入力ベクトル P̂ t に再構成する decoder pθ(P̂ t|zt) から構成されている．encoder qφ(zt|P t)
は P t が得られた時にその P t を生成した zt を推論する確率分布を表し，decoder pθ(P̂ t|zt)は zt か







P t − P̂ t)2 − λMMD(qφ(zt|P t)||p(zt)) (18)
ここで，λは，罰則項の重要度を表す係数で，MMD()は，encoder qφ(zt|P t)と一様分布 p(zt)との
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Output    Output    1×K 1540×
Output sizeLayer
Input    1540×
Output    1540×
Step-edge classifier architecture
1×K
Fig. 26 Network architecture of LaserVAE. The upper left is the encoder network, the upper
right is the decoder network and the under is the step-edge classifier network.
分布間距離 maximum mean discrepancy (MMD)に対応する罰則項である．MMDはカーネル関数を
用いて変換した特徴空間内の二つの分布の平均値を比較することで二つの分布の類似度を求める方法で
ある．
このように VAEでは，教師データなしで入力ベクトル P t から低次元の特徴ベクトル zt を生成する
encoderおよび zt を入力ベクトル P̂ t に再構成する decoderを獲得することができる．
次に，求められた encoder および decoder のパラメータを用いて，step-edge classifier を学習す
る．スキャン P t 上のステップエッジの箇所に 0，それ以外を 1 とするラベル付けした学習データ
U t = (U t1, . . . , U
t
D)を用意し，decoderにより再構成した P̂ t 上の各点においてステップエッジか否か




∣∣U t − Û t∣∣ (19)
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(|ptj − ptj−1| < mt)
0
(|ptj − ptj−1| > mt or ptj > rmax) (21)
スキャン内の連続する 2点間の距離の平均値 mt を算出し，スキャン内の要素 ptj に対して，ひとつ前
の要素 ptj−1 との差 |ptj − ptj−1| が mt よりも大きいもしくは 2 次元レーザースキャナの最大測定範囲
rmax より大きい場合はステップエッジ部分とみなしている．
3.1.3 LaserVAEを用いた特徴量生成とスキャンの再構成
スキャンから特徴量を生成する際には，学習後の encoderへスキャン P t を入力すると，そのスキャ
ンの特徴量 zt を生成できる．特徴量からスキャンを再構成する際には，学習後の decoderと step-edge
classifierを用いる．学習後の decoderに特徴量 zt を入力すると，再構成前のスキャン P̂ t が生成され
る．その再構成前のスキャンを学習後の step-edge classifierに入力すると，ステップエッジ部分 Û t を
検出して，P̂t 内の各点 p̂tj に対して式 (22)に従ってステップエッジ部分を復元したスキャンを再構成












Û tj < 0.5
) (22)
さらに，式 (23)∼(25)により孤立点 (スキャン内の各点について，その前後の点から離れた位置にあ
る点)を除去し，再構成されたスキャン decP t を得ることができる．ここで ξ は 2次元レーザスキャナ
の角度分解能で，λは孤立点を検出するためのしきい値である．今回，ξ は 0.5[deg]で，λは 0.87[m]と
した．また，dtj は再構成されたスキャン内の連続する 2点 (decp̂tj ,decp̂tj+1)間の距離を表し，decp̂tj がそ
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Fig. 27 Overview of our global self-localization method
3.2 大域的自己位置推定
本研究で行う自己位置推定の流れを Fig.27に示す．時刻 tにおいて取得したスキャン rawP t に対し







(ztk − mapzαk )2 (26)
ここで，K は encoder によって得られる特徴量の次元数である．このようにして生成した特徴量
mapzα に対して decoder によりスキャンの再構成を行い，再構成されたスキャン decP α と現在のス
キャン rawP t で位置合わせを行う．位置合わせを行うために，rawP t を式 (27),(28)に従って 2次元座
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同様に，decP α も点群 decpc P α へ変換し，得られた二つの点群 (decpc P α，rawpc P t)を入力として Iterative
Closest Point(ICP)[3, 4] を適用する．2つの点群間で仮の対応点 (最近傍点)を設定し，片方の点群に
対して回転・並進を繰り返し，対応点間の距離の総和を最小化する最適化計算を行うことで 2つの点群
(今回はスキャン decpc P α，rawpc P t)間の相対的な位置姿勢 (∆qx,∆qy,∆qθ)を推定する．
式 (29) を用いて，求められた相対的な位置姿勢と特徴量に紐づいている位置姿勢 mapqα =
(mapqαx ,
mapqαy ,
mapqαθ ) から，大域的な自己位置 globalq を求める．
globalq =





今回の実験でロボットが走行する環境を Fig.28 に示す．屋内，屋外 (短距離)，屋外 (長距離) 環境
の合計 3 種類の環境でスキャンを取得して，LaserVAE の学習を行い，LaserVAE により作成した特
徴量を用いた地図データを作成後，同じコースを走行させて自己位置推定を行った．なお，LaserVAE
の学習に用いたスキャンデータの総数は，屋内，屋外 (短距離)，屋外 (長距離)環境において，それぞ
れ 6018，14660，59861 個である．ロボットが走行中に並進移動量 0.4[m] 以上，もしくは回転変位量
10[deg]以上移動する毎に，取得したスキャンから特徴量を生成し，その時の自己位置とのペアを環境
地図情報として逐次記録する．地図作成時の自己位置は MCL 法 [12] を用いて求めた*9．また，3.3.3
での大域的自己位置推定の真値も同じくMCL法によって求めた．
屋内環境の地図は，和歌山大学北 1号館 1階のフロア内の移動距離約 80[m]のコースで，特徴量と自
己位置のペア 150個で表した．屋外 (短距離)環境の地図は，和歌山大学北 1号館から図書館前まで急


















Fig. 28 Three different workspaces of our mobile robot in Wakayama University(Map: Geospatial








Fig. 29 Two corners in the small outdoor workspace




















た特徴量と通常の VAEを用いて生成した特徴量さらに阪東らの特徴量 [18] を用いて，異なる 3種類の
環境で自己位置推定を行い，性能を比較する．LaserVAEと通常の VAEの特徴量の次元数は K=20，















Fig. 32 (a) A map consisted of raw scans, (b) a map consisted of scans reconstructed by
VAE decoder and (c) a map consisted of scans reconstructed by LaserVAE decoder
真値との半径誤差 1.58[m]，角度誤差 8.5[deg]以内を自己位置推定成功と判断する場合の自己位置推
定の成功率を Table.5に示す．









Table. 2 Average error of estimated robot pose in the indoor workspace
∆x[m] ∆y[m] ∆θ[deg]
CIF method 3.67 4.24 13.16
Bando’s method[18](128) 0.80 0.91 2.8
Bando’s method[18](256) 0.56 0.66 1.3
VAE(K=20) 0.77 1.01 1.3
VAE(K=50) 0.79 0.79 3.0
VAE(K=120) 0.57 0.86 2.1
LaserVAE(K=20) 0.76 1.01 1.4
LaserVAE(K=50) 0.78 0.79 3.1
LaserVAE(K=120) 0.57 0.87 2.2
Table. 3 Average error of estimated robot pose in the small outdoor workspace
∆x[m] ∆y[m] ∆θ[deg]
Bando’s method[18](128) 15.19 3.72 17.0
Bando’s method[18](256) 12.87 3.95 14.6
VAE(K=20) 0.89 0.32 2.0
VAE(K=50) 0.47 0.31 1.1
VAE(K=120) 0.33 0.25 1.2
LaserVAE(K=20) 0.87 0.31 2.0
LaserVAE(K=50) 0.47 0.30 1.1
LaserVAE(K=120) 0.32 0.26 1.2
Table. 4 Average error of estimated robot pose in the large outdoor workspace
∆x[m] ∆y[m] ∆θ[deg]
Bando’s method[18](128) 57.96 2.75 15.6
Bando’s method[18](256) 48.30 2.29 11.6
VAE(K=20) 4.84 0.48 3.5
VAE(K=50) 4.28 0.38 2.9
VAE(K=120) 2.63 0.32 2.4
LaserVAE(K=20) 4.83 0.45 3.5
LaserVAE(K=50) 4.26 0.36 3.0









Table. 5 Success ratio of self-localization
indoor small outdoor large outdoor
CIF method 57.5[%] – –
Bando’s method[18](128) 80.8[%] 50.1[%] 46.4[%]
Bando’s method[18](256) 86.7[%] 59.0[%] 52.6[%]
VAE(K=20) 90.9[%] 96.0[%] 85.8[%]
VAE(K=50) 90.3[%] 98.8[%] 87.0[%]
VAE(K=120) 92.2[%] 98.6[%] 89.2[%]
LaserVAE(K=20) 90.6[%] 96.0[%] 86.5[%]
LaserVAE(K=50) 90.3[%] 98.6[%] 87.2[%]
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