An Acceleration Method for the Subspace Iteration  by Llorente, J.I. et al.
CONFERENCE REPORT 643 
on vibrating systems, lambda-matrices, and vectorial norms of matrices, see 
[2], which presents an extended treatment with a long list of references. An 
extensive treatment of differential matrix equations, passing through lambda- 
matrices, latent roots, and the Drazin inverse of block-companion matrices, is 
in [8], where a rather long list of references may be found. 
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AN ACCELERATION METHOD FOR THE SUBSPACE ITERATION 
by J. I. LLORENTE, 29 R. AV1LES,29 M. B. AJURIA,30 and E. AMEZUAz9 
1. Zntroduction 
In this paper we present a new approach to the solution of the eigenvalue 
problem for the dynamic analysis of structural systems, in which we deal with 
matrices that are banded, sparse, symmetric, and of large order. We are 
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trying to obtain the lower eigenvalues associated with the lower natural 
frequencies of the system. One of the most popular methods to solve this 
problem is the subspace iteration method. Nevertheless, this method presents 
convergence problems in some cases, mainly due to the way we choose the 
starting iteration vectors. We propose here an algorithm to obtain the starting 
iteration vectors that avoids the convergence problems and reduces the 
number of necessary iterations to determine the eigenproblem solution. 
In this work we have proved the following proposition: The likelihood of 
convergence of the subspace iteration algorithm is improved if the influence 
of the off-diagonal elements of the mass [M] and stiffness [K] matrices is 
taken into account. In the same way the number of required iterations for 
convergence is reduced by an average percentage of 15 to 20. 
2. Choice of Starting Subspace 
The relationship between the subspace iteration method and those based 
on condensation techniques [3] is the basis for the selection of a set of initial 
iteration vectors whose associated inertia forces excite mainly the degrees of 
freedom in which we have a low ratio kii /mi,, where kii and m,, are the i th 
diagonal elements of the stiffness [K] and mass [M] matrices of the structural 
model. In this case the influence of the off-diagonal elements is ignored as in 
References [2], [S], [6], and [7], and then, there is a difference in the 
estimation of the elastic energy of the initial finite-element model, which is 
given in the following expression: 
EV * = ; $, ;i;kijxixj + $ ,i 2 kijxixj. 
- 1’ t=l j=i+l 
(1) 
In the same way, for the kinetic energy we found the following expression: 
‘T+ = f ,i 'fI'nl,jii*j + f icl i_$+lmij~i3!j. (2) 
r=l j-l 
Taking into account the contribution of the off-diagonal elements of the 
system matrices, it seems to be a good approach to represent the mechanical 
system (only with respect to the choice of the starting iteration vectors) by 
lumped stiffness [K**] and mass [M**] matrices in the following way: 
k;* = Sij f: kij (3) 
j - 1 
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and 
n 
m~ * = llij L k ij · 
j=l 
645 
(4) 
The difference between the elastic energy of the finite-element model V and 
this approximation V* * is given by the expression 
(5) 
A similar expression could be found for the kinetic energy. 
We have considered a third criterion, which is also based on the genera-
tion of lumped stiffness and mass matrices, derived from the original ones. In 
this approach we estimate the influence of the off-diagonal elements accord-
ing to the relative weight of the corresponding diagonal element, so, 
***_ sit ( 
K k .. ) 
k ij -llij k ii + ~ , (6) 
where K and K s represent respectively the sums of the diagonal and 
off-diagonal elements of the stiffness matrix of the system. 
Proceeding in a similar way with the mass matrix, the differences in the 
energies are now, for the elastic energy, 
1 n [i-1 n k.xK 1 ***__ _ Ht S 
EV - LXi L kijx j + L kijXj , 
2 i=l j=l j=i+1 K 
(7) 
and for the kinetic energy, 
1 n [i-1 n m.iM 1 *** . . . U I S 
ET = 2" LXi L mijxj + L mijx j - . 
i=l j=l j=i+1 M 
(8) 
We have made comparisons with another hypothesis, which consists in 
forming a set of random starting vectors. This approach has no mathematical 
basis; nevertheless it has an intuitive justification in that such vectors excite 
all the mass degrees of freedom of the system. 
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and 
Comparing the errors outlined before, we find the following expressions: 
t k,, 
j=i+l 1 
6’3= 
V EV * - E; * * = - & ,f k,&,, (10) 
1=1 
(9) 
and also 
F- ‘i’kij- ,=$+Ikij]s (11) 
j=l 
As can be seen, the signs of these differences depend only on the stiffness- 
and mass-matrix coefficients. A good means of additional comparison be- 
tween the different methods described in this paper is the systematic testing 
of several different kinds of finite-element models. 
3. Numerical Examples 
In order to make realistic comparisons between the four hypotheses of 
starting subspace generation, we have chosen sixteen different mechanical 
systems modeled by finite elements. In these models we try to find a 
reasonable diversity of physical behavior and numerical complexity, so the 
examples here solved vary from approximately 60 degrees of freedom to more 
than 2000. 
The resulting numbers of iterations for each model with each of the 
approaches are listed in Table 1. 
4. Conclusions 
In this paper we have presented alternative choices of the initial sub- 
space, in order to minimize the number of required iterations for convergence 
to the solution, and we also have made a comparison between them by 
mathematical considerations and finally by a set of numerical examples. 
From the results listed in Table 1, we can conclude that the first 
hypothesis is the one that produces, in general, the worst results. On the 
other hand, the second and the fourth hypotheses result in the minimum 
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number of iterations, and this number is similar for the two of them. 
Concerning the third one, we can observe that its results are intermediate. 
In general, based on the results in Table 1, we may conclude that using 
the second hypothesis, the number of required iterations is about the 85% of 
that when using the first one. Also, the convergence is guaranteed in most of 
the cases. Thus, the computer program that implements this algorithm 
generates the initial subspace using the second hypothesis, and if conver- 
gence is not reached in a prescribed number of iterations, the process is 
interrupted and a new initial subspace is generated according to the fourth 
hypothesis. 
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ON THE GENERALIZED RICCATI 
EQUATION: EXPLICIT SOLUTIONS 
by ENRIQUE NAVARRO and LUCAS 
1. Zntroduction 
Boundary-value problems of the type 
JbDAR31 
$x(t)=A+BX(t)-X(t)C-X(t)DX(t), 
EX(b) - X(O)F = G, O,<t<b, (1.1) 
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