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Abstract
We construct a stochastic calculus with respect to the local time process of a symmetric Le´vy process X
without Brownian component. The required assumptions on the Le´vy process are satisfied by the symmetric
stable processes with index in (1, 2). Based on this construction, the explicit decomposition of F(X t , t)
is obtained for F continuous function admitting a Radon–Nikodym derivative ∂F
∂t and satisfying some
integrability condition. This Itoˆ formula provides, in particular, the precise expression of the martingale and
the continuous additive functional present in Fukushima’s decomposition.
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1. Introduction and main results
For a given semimartingale (X t )t≥0 and any C2,1-function F on R × R+, the Itoˆ formula
provides both an explicit expansion of (F(X t , t))t≥0 and its stochastic structure. Consider
the case when X is a Le´vy process with characteristic triplet (a, σ, ν) which means that for
any t in R+ and ξ in R: E[eiξ X t ] = e−tψ(ξ), where: ψ(ξ) = −iaξ + σ 22 ξ2 +

R(1 −
eiξ x + iξ x1|x |≤1)ν(dx), a ∈ R, σ ∈ R+ and ν is a measure in R such that ν({0}) = 0 and
R
x2
1+x2 ν(dx) < ∞. The function ψ is called the characteristic component of X and ν, the
Le´vy measure of X (see Bertoin [2]). Denote by σ B the Brownian component of X , then the Itoˆ
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formula can be rewritten under the following form (see e.g., Ikeda and Watanabe [11]):
F(X t , t) = F(X0, 0)+ Mt + At , (1.1)
where M is a local martingale and A is an adapted process of bounded variation given by
Mt = σ
∫ t
0
∂F
∂x
(Xs−, s)dBs +
∫ t
0
∫
{|y|≤1}
{F(Xs− + y, s)− F(Xs−, s)}µ˜X (dy, ds)
At =
−
0<s≤t
{F(Xs, s)− F(Xs−, s)}1{|∆Xs |>1} +
∫ t
0
AF(Xs, s)ds
where µ˜X (dy, ds) denotes the compensated Poisson measure associated to the jumps of X , and
A is the operator associated to X defined by
AG(x, t) = ∂G
∂t
(x, t)+ a ∂G
∂x
(x, s)+ 1
2
σ 2
∂2G
∂x2
(x, t)
+
∫
R

G(x + y, t)− G(x, t)− y ∂G
∂x
(x, t)

1(|y|<1)ν(dy) (1.2)
for any function G defined on R × R+, such that ∂G
∂x ,
∂G
∂t and
∂2G
∂x2
exist as Radon–Nikodym
derivatives with respect to the Lebesgue measure and the integral is well defined.
Many authors have succeeded in relaxing the conditions on F to write extended versions
of (1.1) (see for example Errami et al. [9], Eisenbaum [6] and Eisenbaum and Kyprianou [7]).
Under the assumption that X has a Brownian component (i.e. σ ≠ 0), we have established in [8]
an extended version of (1.1) that can be considered as optimal in the sense that it requires the
sole condition of existence of locally bounded first order Radon–Nikodym derivatives ∂F
∂x ,
∂F
∂t .
Under that condition, this version gives the explicit decomposition of F(X t , t) as the sum of a
Dirichlet process and a bounded variation process.
Here we treat the case σ = 0. If we assume additionally that X is symmetric (i.e. a = 0 and
ν is symmetric), then according to Fukushima [10], we already know that for every continuous
function u in W , the Dirichlet space of X , i.e.
W =

u ∈ L2(R) :
∫
R2
(u(x + y)− u(x))2dxν(dy) <∞

,
u(X) admits the following decomposition
u(X t ) = u(X0)+ Mut + N ut (1.3)
where Mu is a square-integrable martingale and N u is a continuous additive functional with
0-quadratic energy. Besides, for Φ in C2(R), Chen et al. [4] give a decomposition of Φ(u(X)) in
terms of Mu and N u .
In this paper we write an extension of (1.3) to time-space functions and give the explicit
expression of the corresponding terms. In particular, the explicit expression of the processes Mu
and N u involved in (1.3) are obtained.
These results, precisely presented below, require two additional assumptions on X . The first
one is the existence of local times for X considered as a Markov process, i.e., a jointly measurable
family {(Lxt )t≥0, x ∈ R} of positive additive functionals such that for each x , the measure dLxt
is supported by the set {t ≥ 0 : X t = x} and satisfying for every Borel-measurable function
1984 A. Walsh / Stochastic Processes and their Applications 121 (2011) 1982–2013
f : R→ R+ the occupation time formula∫ t
0
f (Xs)ds =
∫ ∞
−∞
f (x)Lxt dx .
Noting that ψ is a symmetric nonnegative function, the existence of local times is equivalent to
(see Bertoin [2])
(H1) ∫ ∞
−∞
1
1+ ψ(ξ)dξ <∞.
Define the function β from (0, 1] to R+ by
β(t) =
∫ ∞
0
e−2tψ(ξ)ψ(ξ)dξ
1/2
. (1.4)
The second assumption is:
(H2) ∫ 1
0
β(t)dt <∞.
Remark that if there exists q in (0, 1) such that
∞
−∞
1
(1+ψ(ξ))q dξ < ∞, then X satisfies the two
assumptions (H1) and (H2). In particular, the symmetric stable Le´vy processes with index in
(1, 2) satisfy the two assumptions. This is also realized when there exists α in (1, 2) such that
ψ(ξ)−1 = O(|ξ |−α) as |ξ | tends to ∞.
To introduce the time-space version of (1.3), we need the operator I defined on the set of
locally bounded measurable functions F on R× R+ by
IF(x, s) =
∫ x
0
F(y, s)dy. (1.5)
Set: Z t = X t − ∑s≤t ∆Xs1{|∆Xs |>1}. We define the norm ‖.‖Z in the space of measurable
functions from R × [0, 1] to R by ‖ f ‖2Z =
 1
0 E( f (Z t , t))
2dt . We denote by (P¯t )0≤t≤1 the
semigroup of the Markov process (Z t , t)0≤t≤1 i.e.
P¯t f (x, s) = E[ f (Z t + x, s + t)1{s+t≤1}].
We associate to (Z t , t)0≤t≤1 the operator D as follows. A real valued measurable function f on
R× [0, 1] belongs to the domain of D if ‖ f ‖Z <∞ and there exists g such that ‖g‖Z <∞ and
lim
t→0
 P¯t f − ft − g

Z
= 0,
in this case, D f = g.
Theorem 1.1. Let F be a continuous function from R × [0, 1] to R admitting a derivative with
respect to the Lebesgue measure ∂F
∂t such that
∂F
∂t belongs to L
2(R× [0, 1]) and∫ 1
0
β(t)
∫
R2
(F(x + y, t)− F(x, t))2dxν(dy)dt <∞. (1.6)
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Then (F(X t , t), 0 ≤ t ≤ 1) is a Dirichlet process admitting the following decomposition
F(X t , t) = F(X0, 0)+ M Ft + N Ft , (1.7)
where M F is a square-integrable martingale and N F is a continuous additive functional with
0-quadratic energy respectively defined by
M Ft =
∫ t
0
∫
R
(F(Xs− + y, s)− F(Xs−, s))µ˜X (dy, ds)
N Ft = −
∫ t
0
∫
R
DIF(x, s)dLxs +
∫ t
0
∫
{|y|>1}
(F(Xs + y, s)− F(Xs−, s))ν(dy)ds.
Theorem 1.1 is based on the construction of the stochastic integration of deterministic functions
on R × [0, 1] with respect to (Lxt , x ∈ R, 0 ≤ t ≤ 1). This construction is done in
Section 3. Unlike the cases for which this notion has been already defined (for example Brownian
motion [5], Le´vy process with a Brownian component [8], or elliptic diffusion [1]) the considered
local time process is not a semimartingale local time but a Markov local time. The classical
Tanaka’s formula is not available for this local time. Instead we use an alternative formulation
of an identity of Salminen and Yor [17] for X . One preliminary issue, solved in Section 2, is to
obtain an analogue of Tanaka’s formula for the reversed process Xˆ defined by
Xˆ t =

X(1−t)− if 0 ≤ t < 1
0 if t = 1. (1.8)
The Itoˆ formula of Theorem 1.1 is established in Section 4. It appears as a consequence of the
arguments developed to establish the following localized version of Theorem 1.1.
Theorem 1.2. Let F be a continuous function from R× [0, 1] to R admitting a Radon–Nikodym
derivative with respect to the Lebesgue measure ∂F
∂t and such that for all k > 0∫ 1
0
β(t)
∫ k
−k

∂F(x, t)
∂t
2
+
∫ 1
−1
(F(x + y, t)− F(x, t))2ν¯(dy)

dxdt <∞ (1.9)
where ν¯ is the Levy measure defined by
ν¯(dx) = ν((|x |, 1])|x | 1{|x |≤1}dx .
Then the process (F(X t , t), 0 ≤ t ≤ 1) admits the following decomposition
F(X t , t) = F(0, 0)+ Mt + Vt + Qt , (1.10)
where M is a local martingale, V a bounded variation process and Q a continuous additive
functional with 0-quadratic energy, respectively defined by
Mt =
∫ t
0
∫
{|y|≤1}
{F(Xs− + y, s)− F(Xs−, s)}µ˜X (dy, ds)
Vt =
−
0<s≤t
{F(Xs, s)− F(Xs−, s)}1{|∆Xs |>1}
Qt = −
∫ t
0
∫
R
AIF(x, s)dLxs ,
with A the operator defined by (1.2).
1986 A. Walsh / Stochastic Processes and their Applications 121 (2011) 1982–2013
We mention that similarly to [6], Theorems 1.1 and 1.2 both admit multidimensional extensions
to processes (X1, X2, . . . , Xd) such that the X i ’s are independent Le´vy processes each
component X i being either symmetric without Brownian component, either with a nontrivial
Brownian component.
As an application of the construction of integration with respect to local time, we introduce, in
Section 5, local times on curves for the process X . This definition is then used to establish an Itoˆ
formula for time-space functions C2,1 everywhere except on a set {(x, t) ∈ R×[0, 1] : x = b(t)}
where (b(t))0≤t≤1 is a continuous curve.
2. Tanaka’s formula
It is well known that Xˆ is a semimartingale (see [13], Proposition (1.3)). It has no continuous
local martingale component, hence its semimartingale local time is identically equal to zero. It is
not a Markov process with respect to the definition used in Blumenthal and Getoor [3] (See page
20 in [3]), but one can associate a local time process to Xˆ by setting
Lˆxt = Lx1 − Lx1−t . (2.1)
Indeed, we have the occupation time formula∫ t
0
f (Xˆs)ds =
∫
R
f (x)Lˆxt dx .
We use the following notation. The filtration, satisfying the usual conditions, generated by X
is denoted by F = {Ft ; 0 ≤ t ≤ 1}. Similarly the filtration generated by Xˆ is denoted by
Fˆ = {Fˆt ; 0 ≤ t ≤ 1}. Let µXˆ be the Poisson random measure associated to the jumps of Xˆ , then
ρ = (ρ(ω, dy, dt), ω ∈ Ω) is the Fˆ-compensator of µXˆ , i.e., a predictable measure with respect
to Fˆ such that
E
[∫
[0,t)×R
W (w, s, y)µXˆ (w, dy, ds)
]
= E
[∫
[0,t)×R
W (w, s, y)ρ(w, dy, ds)
]
,
for every nonnegative Pˆ ⊗ B(R)-measurable function W , where Pˆ is the predictable σ -field of
X˜ , the σ -field generated by all ca`g Fˆ-adapted process. (See [14] chapter II.)
Without possible confusion, we denote the measure ν(dx)ds on R× [0, 1] by ν(dx, ds). Here
is a preliminary lemma. We denote by φ(t, .) the continuous density function of X t with respect
to the Lebesgue measure:
φ(t, x) = 1
2π
∫ ∞
−∞
e−tψ(ξ) cos(xξ)dξ.
Lemma 2.1. The Fˆ-compensator of µXˆ is given by:
ρ(ω, dy, dt) = φ(1− t, X1−t + y)
φ(1− t, X1−t ) ν(dy, dt).
As a symmetric Le´vy process, X benefits from the following Tanaka’s formula established by
Salminen and Yor [17]
Lat = v(X t − a)− v(a)−
∫ t
0
∫
R
[v(Xs− − a + y)− v(Xs− − a)]µ˜(dy, ds), (2.2)
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where v(x) = 1
π
∞
0
1−cos(ξ x)
ψ(ξ)
dξ . Unfortunately, this identity is not convenient for our purpose.
The following proposition presents an alternative formulation of (2.2) and an analogue Tanaka’s
formula for Xˆ . The characteristic exponent of the Le´vy Process, (X t −∑s≤t ∆Xs1{|∆Xs |>1})t≥0
is denoted by ψ∗. Note that
ψ∗(ξ) = 2
∫ 1
0
(1− cos(xξ))ν(dx), (2.3)
and that ψ∗ satisfies also the condition (H1). Besides, we set
w(x) = 1
π
∫ ∞
0
1− cos(xξ)
ψ∗(ξ)
dξ.
Proposition 2.2. For any real number a, we have:
(i)
Lat = w(X t − a)− w(a)− N at −
−
s≤t
(w(Xs − a)− w(Xs− − a))1{|∆Xs |>1},
where N a is the local F-martingale defined by
N at =
∫ t
0
∫
{|y|≤1}
[w(Xs− − a + y)− w(Xs− − a)]µ˜(dy, ds).
(ii)
Lˆat = w(X1−t − a)− w(X1 − a)− Nˆ at− − Wˆ at
+
−
1−t<s≤1
(w(Xs − a)− w(Xs− − a))1{|∆Xs |>1},
where Nˆ a is a local Fˆ-martingale and Wˆ a is a bounded variation process, respectively defined
by
Nˆ at =
∫ t
0
∫
{|y|≤1}
[w(X1−s − a + y)− w(X1−s − a)](µXˆ − ρ)(dy, ds)
Wˆ at =
∫ t
0
∫
{|y|≤1}
[w(X1−s − a + y)− w(X1−s − a)](ρ − ν)(dy, ds).
The Proof of Proposition 2.2, inspired from Yamada’s work [19], relies on Lemma 2.1 and the
following technical lemma. We denote by B the operator defined by
B f (x) =
∫
{|y|≤1}
[ f (x + y)− f (x)− f ′(x)y]ν(dy),
for any function such that the integral is well defined.
Lemma 2.3. Let g be an infinitely differentiable function with compact support and set
G(x) =
∫ ∞
−∞
g(z)w(x − z)dz.
Then we have:
BG(x) = g(x).
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We need the following notation. For f in L1(R × [0, 1]), fˆ denotes its x-variable Fourier
transform, i.e.:
fˆ (ξ, t) =
∫ ∞
−∞
ei xξ f (x, t)dx . (2.4)
Remark 2.4. If f belongs to L1(R × [0, 1]) ∩ L2(R × [0, 1]), thanks to Plancherel’s Theorem
we have
 1
0
∞
−∞( f (x, t))
2dxdt = 12π
 1
0
∞
−∞ | fˆ (ξ, t)|2dξdt . One can hence extend the above
transform from L1(R× [0, 1]) to L2(R× [0, 1]).
We now successively establish Lemmas 2.1 and 2.3 and finally Proposition 2.2.
Proof of Lemma 2.1. Let X˜ be the process defined by X˜ t = Xˆ t − X1, 0 ≤ t ≤ 1. From the
symmetry of X , X˜ is a Le´vy process with same law as X . Obviously: Xˆ = X˜ − X˜1. Let
F˜ = {F˜t ; 0 ≤ t ≤ 1} be the filtration satisfying the usual conditions generated by X˜ , then
Fˆ is the filtration obtained from F˜ by an initial enlargement with the variable X˜1, i.e.:
Fˆt =

s>t
(F˜s ∨ σ(X˜1)).
For (x, t, ω) in [0, 1) × R × Ω , set qxt (ω) = φ(1 − t, x − X˜ t (ω)), then qxt (ω)dx is a regular
version of the conditional law of X˜1 with respect to F˜t . According to [18] we know that for every
t > 0 the set of zeros of φ(t, .) is either empty or a half line. Since the second possibility is not
possible because X is symmetric, we have qxt > 0 for every (x, t) in R × [0, 1). We establish
now the following identity:
qxt = qx0 +
∫ t
0
∫
R
qxs−U x (s, y)(µXˆ − ν)(dy, ds), (2.5)
where U is defined by:
U x (s, y) = φ(1− s, x − X˜s− − y)
φ(1− s, x − X˜s−)
− 1.
From (H1) and the inequality: e−t x x ≤ 4 et−2
t2(1+x) , x ≥ 0, we deduce that ∂φ∂t exists and is
continuous on (0, 1] × R. For g element of C∞c (R) (the set of infinitely differentiable functions
with compact support) such that

g(x)dx = 1, the function φn defined by: φn(t, x) =∞
−∞ φ(t, x + z/n)g(z)dz, belongs to C1,∞((0, 1] × R).
Set Φn(s, x) =

R

φn(s, x + y)− φn(s, x)− ∂φn∂x (x)y1{|y|≤1}

ν(dy). Using the Ito formula
(1.1) we have for every t in [0, 1):
φn(1− t, x − X˜ t )− φn(1, x)
= −
∫ t
0
∂φn
∂t
(1− s, x − X˜s)ds +
∫ t
0
Φn(1− s, x − X˜s)ds
+
∫ t
0
∫
R
(φn(1− s, x − X˜s− − y)− φn(1− s, x − X˜s−))(µXˆ − ν)(dy, ds)
=
∫ t
0
∫
R
(φn(1− s, x − X˜s− − y)− φn(1− s, x − X˜s−))(µXˆ − ν)(dy, ds), (2.6)
since φn(1− t, x − X˜ t ) = E[ng(n(X1 − x))|Ft ] is a martingale.
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Thanks to the continuity of φ, we have
φn(1− t, x − X˜ t )− φn(1, x) −→
n→∞φ(1− t, x − X˜ t )− φ(1, x).
We show now that the martingale in (2.6) converges in L2 when n tends to ∞ to the martingale:∫ t
0
∫
R
(φ(1− s, x − X˜s− − y)− φ(1− s, x − X˜s−))(µXˆ − ν)(dy, ds), 0 ≤ t < 1.
Define α on (0, 1] by α(t) = supx φ(t, x), i.e.:
α(t) = 1
π
∫ ∞
0
e−tψ(ξ)dξ. (2.7)
We have
E
∫ 1
0
∫
R

φn(1− s, x − X˜s + y)− φn(1− s, x − X˜s)
− φ(1− s, x − X˜s + y)+ φ(1− s, x − X˜s)
2
ν(dy)ds
]
≤
∫ 1
0
α(s)
∫
R2
(φn(1− s, z + y)
−φn(1− s, z)− φ(1− s, z + y)+ φ(1− s, z))2dzν(dy)ds.
Thanks to Plancherel’s Theorem, this last term is equal to
2π
∫ 1
0
α(s)
∫
R2
|(e−iyξ − 1)(φˆn(1− s, ξ)− φˆ(1− s, ξ))|2dξν(dy)ds,
and hence to
4π
∫ 1
0
α(s)
∫
R
ψ(ξ)e−2(1−s)ψ(ξ)(gˆ(−ξ/n)− 1)2dξds,
which converges to 0 by dominated convergence, since:∫ 1
0
α(s)ds =
∫
R
(ψ(ξ))−1(1− e−ψ(ξ))dξ <∞.
Hence we finally obtain (2.5). This allows, thanks to the result of Jacod (Theorem 4.1 in [12]),
to claim that (1+U X˜1(t, y))dtν(dy) is the Fˆ-compensator of µXˆ . 
Proof of Lemma 2.3. For p > 0, set u(p)(x) = π−1 ∞0 cos(xξ)(p+ψ∗(ξ))−1dξ and G p(x) =
R g(z)(u
(p)(0)−u(p)(x−z))dz. For p > 0, {u(p)(z−x), (z, x) ∈ R2} is a continuous version of
the kernel of the p-potential of the Le´vy process Z defined by Z t = X t −∑s≤t ∆Xs1{|∆Xs |>1}
i.e.,
U (p) f (z) = Ez
∫ ∞
0
e−pt f (Z t )dt

=
∫
R
u(p)(z − x) f (x)dx,
where Ez represent the mean with respect to the law of the process (Z t + z)t∈[0,1]. Hence we
have:
G p(x) = u(p)(0)
∫
R
g(z)dz −U pg(x).
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On the Schwartz space of infinitely differentiable and rapidly decreasing functions, the operator
pId − B (where Id is the identity operator) is a one to one operator and its inverse is U p (see
Bertoin [2], p. 23), hence BG p(x) = −pU pg(x) + g(x). From (26) of Salminen and Yor [17]
we have limp→0 pu(p)(0) = 0, hence limp→0 pU pg(x) = 0 and we obtain:
lim
p→0 BG p(x) = g(x).
But by dominated convergence, we also have limp→0 BG p(x) = BG(x). Indeed for any real x
|G p(x + y)− G p(x)− G ′p(x)y| ≤ y2 sup
z∈[x−1,x+1]
|G ′′p(z)|
≤ y2 sup
z∈[x−1,x+1]
∫
|g′′(z − λ)|w(λ)dλ.  (2.8)
Proof of Proposition 2.2. We only establish (ii). One establishes (i) with similar arguments.
First we will show that the processes Nˆ a and Wˆ a are well defined. We set:
w1(x) = π−1
∫ 1
0
1
ψ∗(ξ)
(1− cos(xξ))dξ and
w0(x) = π−1
∫ ∞
1
1
ψ∗(ξ)
(1− cos(xξ))dξ.
On one hand w1 is an infinitely differentiable function, hence for any n ∈ N,∫ n
−n
∫
{|y|≤1}
(w1(x + y)− w1(x))2ν(dy)dx
≤ 2n sup
z∈[n−1,n+1]
|w′1(z)|2
∫
{|y|≤1}
y2ν(dy) <∞. (2.9)
On the other hand, thanks to Plancherel’s Theorem we have:∫
R
∫
{|y|≤1}
(w0(x + y)− w0(x))2ν(dy)dx = π−1
∫ ∞
1
1
ψ∗(ξ)
dξ <∞. (2.10)
From (2.10) and (2.9), we obtain for every n ∈ N,∫ n
−n
∫
{|y|≤1}
(w(x + y)− w(x))2ν(dy)dx <∞. (2.11)
For n in N, set Tˆn = inf{s ≥ 0 : |Xˆs | > n} ∧ t . We have for any n > |a|:
E
∫ Tˆn
0
∫
{|y|≤1}
(w(Xˆs − a + y)− w(Xˆs − a))2ρ(dy, ds)
≤ E
∫ 1
0
∫
{|y|≤1}
(w(Xs − a + y)− w(Xs − a))21{|Xs |≤n}
φ(s, Xs + y)
φ(s, Xs)
ν(dy)ds
=
∫ n
−n
∫ 1
0
∫
{|y|≤1}
(w(x − a + y)− w(x − a))2φ(s, x + y)ν(dy)dsdx
≤
∫ 1
0
α(s)ds
∫ 2n
−2n
∫
{|y|≤1}
(w(x + y)− w(x))2ν(dy)dx, (2.12)
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which is finite thanks to (2.11) (α is defined in (2.7)). It follows that the process {Nˆ a
s∧Tˆn ; 0 ≤ s ≤
1} is a Fˆ-martingale, consequently Nˆ a is a well-defined local Fˆ-martingale.
Now, for every real x , set
Nˆ xt (ϵ) =
∫ t
0
∫
{ϵ<|y|≤1}
(w(X1−s − x + y)− w(X1−s − x))(µXˆ − ρ)(dy, ds).
Similarly to (2.12), we have that for |x | ≤ n,
E[|Nˆ x
Tˆn
− Nˆ x
Tˆn
(ϵ)|2] ≤ cste
∫ 2n
−2n
∫
{|y|<ϵ}
(w(z + y)− w(z))2ν(dy)dz,
which converges to 0 as ϵ tends to zero. Hence, if g belongs to C∞c (R),

R g(x)Nˆ
x
t (ϵ)dx
converges in probability to

R g(x)Nˆ
x
t dx . For any ϵ > 0,∫
R
g(x)Nˆ xt (ϵ)dx =
∫
{ϵ<|y|≤1}
[G(X1−s + y)− G(X1−s)](µXˆ − ρ)(dy, ds),
(where G is defined in Lemma 2.3 by G(x) = R g(z)w(x − z)dz). But the right-hand side
converges in probability to∫
{|y|≤1}
[G(X1−s + y)− G(X1−s)](µXˆ − ρ)(dy, ds).
This leads to P-a.s,∫
R
g(x)Nˆ xt dx =
∫ t
0
∫
{|y|≤1}
[G(Xˆs− + y)− G(Xˆs−)](µXˆ − ρ)(dy, ds), (2.13)
As (2.12) has been show, we obtain the following inequality:
E
∫ Tˆn
0
∫
{|y|≤1}
|w(Xˆs − a + y)− w(Xˆs − a)|
× |φ(1− s, Xˆs + y)− φ(1− s, Xˆs)|
φ(1− s, Xˆs)
ν(dy)ds

≤ (2π)−1/2
∫ 1
0
β(s)ds
∫ 2n
−2n
∫
{|y|≤1}
(w(x + y)− w(x))2ν(dy)dx
1/2
,
which is finite thanks to condition (H2) and (2.11), then Wˆ a is a continuous bounded variation
process and by Fubini’s Theorem we have:∫
R
g(x)Wˆ xt dx =
∫ t
0
∫
{|y|≤1}
(G(Xˆs− + y)− G(Xˆs−))(ρ − ν)(dy, ds). (2.14)
For any real x and any t in [0, 1], we define Λxt by
Λxt = w(X1−t − x)− w(X1 − x)− Nˆ xt− − Wˆ xt
+
−
1−t≤s≤1
(w(Xs − x)− w(Xs− − x))1{|∆Xs |>1}.
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We prove now that Λ satisfies the time occupation time formula for Xˆ , i.e.:∫ 1
0
g(Xˆs)ds =
∫
R
g(x)Λxt dx . (2.15)
Λx is a continuous function in t , thus we can rewrite it as follows
Λxt = w(Xˆ t − x)− w(X1 − x)− Nˆ xt − Wˆ xt
−
−
s≤t
(w(Xˆs − x)− w(Xˆs− − x))1{|∆Xˆs |>1}.
Thanks to (2.13) and (2.14) we have∫
R
g(x)Λxt dx = G(Xˆ t )− G(X1)
−
∫ t
0
∫
{|y|≤1}
(G(Xˆs− + y)− G(Xˆs−))(µXˆ − ρ)(dy, ds)
−
∫ t
0
∫
{|y|≤1}
(G(Xˆs− + y)− G(Xˆs−))(ρ − ν)(dy, ds)
−
−
s≤t
(G(Xˆs)− G(Xˆs−))1{|∆Xˆs |>1}.
By the Itoˆ formula, we know that the right-hand side of the above equality is equal to t
0 BG(Xˆs)ds, where the operator B is defined in Lemma 2.3. Then Lemma 2.3 gives (2.15).
Consequently, we obtain

R g(x)Λ
x
t dx =

R g(x)Lˆ
x
t dx P-a.s. A priori, the set of probability
1, on which the previous identity holds, depends of the function g. But we can suppress this
dependency since the set of continuous function with compact support with the metric of
convergence uniform is a separable topological space. We obtain P-a.s.:∫
R
g(x)Λxt dx =
∫
R
g(x)Lˆxt dx, ∀g ∈ C∞c (R).
Hence we have for any x outside of a set of Lebesgue measure zero: Λxt = Lˆxt P-a.s. In order to
guarantee that this holds for any given a it is sufficient to show that
lim
x→aΛ
x
t = Λat in probability and (2.16)
lim
x→a Lˆ
x
t = Lˆat in probability. (2.17)
For n such that |a| < n, similarly to (2.12), we have for any x :
E[|Nˆ x
Tˆn
− Nˆ a
Tˆn
|2] ≤ cste
∫
{|y|≤1}
∫ 2n
2n
(w(z + y)− w(z)− w(z + y + a − x)
+w(z + a − x))2dzν(dy).
When |x − a| < 1, the above integral is smaller than 4  2n+1−2n−1(w(z + y) − w(z))2dz. Hence
by dominated convergence, thanks to the continuity of w, we conclude that E[|Nˆ x
Tˆn
− Nˆ a
Tˆn
|2]
converges to 0 as x tends to a, thus (Nˆ xt − Nˆ at ) converges to 0 in probability as x tends to a.
Similarly, (Wˆ xt − Wˆ at ) also converges in probability to 0 as x tends to a. These convergences and
the continuity of w lead to (2.16).
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Defining the martingale (M xt )0≤t≤1 by
M xt =
∫ t
0
∫
{|y|≤1}
(v(Xs− − x + y)− v(Xs− − x))µ˜(dy, ds),
we obtain as above that M xt − Mat converge to 0 in probability as x tends to a. According
to Corollary 14 in Bertoin [2] p.147, one defines a distance d on R by setting: d(x, y) =
v(x − y)∀x, y ∈ R. Consequently: |v(x)− v(y)| ≤ v(x − y) for all x, y ∈ R.
Defining for any real x , Oxt by:
Oxt =
∫ t
0
∫
{|y|>1}
(v(Xs − x + y)− v(Xs − x))ν(dy)ds,
we obtain that: |Oxt − Oat | ≤ 2ν({|y| > 1})v(x − a), which converges to zero as x tends to a.
Now, note that Salminen and Yor’s formula for L (2.2) can be written as follows
Lat = v(X t − a)− v(a)− Mat −
−
s≤t
(v(Xs − a)− v(Xs− − a))1{|∆Xs |>1} − Oat ,
which shows that Lxt converges in probability to L
a
t as x tends to a, and (2.17) follows. 
3. Integration with respect to local time
We start by defining the stochastic integration of elementary functions from R × [0, 1] to R
with respect to (Lxt , x ∈ R, 0 ≤ t ≤ 1). Let f∆ be an elementary function i.e. there exists a
finite sequence (xi )1≤i≤n of real numbers, a subdivision of [0, 1](s j )1≤ j≤m and a family of real
numbers { fi j : 1 ≤ i ≤ n, 1 ≤ j ≤ m} such that
f∆(x, s) =
−
1≤i≤n,1≤ j≤m
fi j 1(xi ,xi+1]1(s j ,s j+1].
For such a function integration with respect to L is defined by∫ t
0
∫
R
f∆(x, s)dL
x
s =
−
1≤i≤n,1≤ j≤m
fi j (L
xi+1
s j+1∧t − Lxis j+1∧t − Lxi+1s j∧t + Lxis j∧t ). (3.1)
The problem is to find the space of deterministic functions to which this integration could be
extended. The answer is given by the following theorem. To introduce it, we define the norm
‖ ‖ by
‖ f ‖2 =
∫ 1
0
β(t)
∫
R

1+ ξ
2
ψ∗(ξ)

| fˆ (ξ, t)|2dξdt,
where β, ψ∗ and fˆ are respectively defined by (1.4), (2.3) and Remark 2.4. We set
Υ = { f ∈ L2(R× [0, 1]) : ‖ f ‖ <∞}. (3.2)
Theorem 3.1. Integration with respect to L can be extended from the elementary functions toΥ .
This extension satisfies:
1994 A. Walsh / Stochastic Processes and their Applications 121 (2011) 1982–2013
(i) There exist a constant κ such that for every element f of Υ
E

sup
0≤t≤1
∫ t
0
∫
R
f (x, s)dLxs


≤ κ‖ f ‖.
(ii) For f ∈ Υ , the process ( t0 R f (x, s)dLxs , 0 ≤ t ≤ 1) has 0-quadratic variation.
After proving Theorem 3.1, we will show that integration with respect to local time can be
extended from Υ to Υloc the set of measurable functions f : R × [0, 1] → R such that ∀k > 0
there exists a function fk ∈ Υ which satisfies: f (x, s) = fk(x, s) if |x | ≤ k.
The proof of Theorem 3.1 is based on the two analogues of Tanaka’s formula established in
Section 2 and on the following lemma. For a complex valued function h on R × [0, 1], element
of L2(R× [0, 1]), we set
hˇ(x, s) = 1
2π
hˆ(−x, s),
i.e., hˇ is the inverse Fourier transform in the variable x of h.
Lemma 3.2. (i) Let f be an element of Υ . For every y in R, set
gy(ξ, s) = fˆ (ξ, s) ξ
ψ∗(ξ)
[sin(yξ)+ i(cos(yξ)− 1)],
then gy belongs to L2(R× [0, 1]).
(ii) Let f be an element of Υ . Set ϕ(x, y, s) = gˇy(x, s), then the three following processes
H( f ), I ( f ) and K ( f ), are well defined on [0, 1]
Ht ( f ) = 12
∫ t
0
∫
{|y|≤1}
ϕ(Xs−, y, s)µ˜X (dy, ds),
It ( f ) = 12
∫
[1−t,1]
∫
{|y|≤1}
ϕ(X1−s, y, 1− s)(µXˆ − ρ)(dy, ds) and
Kt ( f ) = 12
∫ t
0
∫
{|y|≤1}
ϕ(Xs, y, s)

φ(s, Xs + y)− φ(s, Xs)
φ(s, Xs)

ν(dy)ds.
(iii) For f in Υ , set J ( f ) = (Ht ( f )+ It ( f )+ Kt ( f ))0≤t≤1. There exists a constant κ such that
for every f in Υ
E

sup
0≤t≤1
|Jt ( f )|

≤ κ‖ f ‖.
We immediately use Lemma 3.2 to prove Theorem 3.1. Lemma 3.2 is established after.
Proof of Theorem 3.1. For a, b real numbers such that b < a, the function ϕ, defined in
Lemma 3.2, corresponding to f = 1(b,a], is given by
ϕ(x, y, s) = w(x − b + y)− w(x − b)− w(x − a + y)+ w(x − a). (3.3)
Indeed, let hy(x) be the right-hand side of the above equation. For p > 0, set
u(p)(x) = π−1
∫ ∞
0
cos(xξ)
p + ψ∗(ξ)dξ. (3.4)
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We know that (see Lemma 1 of Saminen and Yor [17]) u(p)(0)− u(p)(x) converges to w(x) as p
tends to 0. Define: hy,p(x) = −u(p)(x − b+ y)+ u(p)(x − b)+ u(p)(x − a + y)− u(p)(x − a)
and note that (p + ψ∗(ξ))−1 is the Fourier’s transform of u(p), hence
hˆy,p(ξ) = e
iaξ − eibξ
iξ
ξ
p + ψ∗(ξ) [sin(yξ)+ i(cos(yξ)− 1)],
which converges pointwise to gy(ξ, s) as p tends to 0.
For every p > 0, |hˆy,p|2 ≤ 2|eiaξ − eibξ |2(ψ∗(ξ))−2[1 − cos(yξ)]. Thus by dominated
convergence, hˆy,p converges in L2 to gy . It follows, thanks to Plancherel’s Theorem, that hy,p
converges in L2 to ϕ(., y, .). But obviously hy,p converges pointwise to hy as p tends to 0.
Consequently ϕ(x, y, s) = hy(x).
From the definition of Lˆ (2.1) we have for any real x
Lxt = Lˆx1 − Lˆx1−t
and hence, thanks to Proposition 2.2(ii):
Lxt = w(x)− w(X t − x)− (Nˆ x1 − Nˆ x(1−t)−)− (Wˆ x1 − Wˆ x1−t ),
+
−
s≤t
(w(Xs − x)− w(Xs− − x))1{|∆Xs |>1},
which, comparing with Proposition 2.2(i) leads to:
2Lxt = −N xt − (Nˆ x1 − Nˆ x(1−t)−)− (Wˆ x1 − Wˆ x1−t ). (3.5)
We have obtained with the notation of Lemma 3.2: Lat − Lbt = Jt ( f ). By linear combination,
thanks to the definition of integration with respect to L (3.1), this identity immediately extends
to elementary functions:∫ t
0
∫
R
f∆(x, s)dL
x
s = Jt ( f∆), (3.6)
which leads to:
E

sup
t∈[0,1]
∫ t
0
∫
R
f∆(x, s)dL
x
s


≤ κ‖ f∆‖,
where κ is the constant introduced in Lemma 3.2(iii). Thus, in order to extend the integration with
respect to L to the normed space (Υ , ‖ ‖) we must show that the set of elementary functions
is dense in Υ for the topology generated by ‖ ‖. The obtained extension will then obviously
satisfy (i).
To this end, we will show the followings assertions:
(a1) The set of elementary functions is dense in C1,0c (R× [0, 1]), the set of continuous functions
with compact support such that ∂ f
∂x exists and is continuous.
(a2) C1,0c (R×[0, 1]) is dense in the set Υ˜ of functions f such that, ∂ f∂x exists as Radon–Nikodym
derivative and ‖ f ‖β + ‖ ∂ f∂x ‖β < ∞, where ‖ ‖β is the norm defined by ‖g‖2β =
 1
0 β(t)
R g(x, t)
2dxdt , for g measurable function from R× [0, 1] to R.
(a3) Υ˜ is dense in Υ .
1996 A. Walsh / Stochastic Processes and their Applications 121 (2011) 1982–2013
(a1) For f element of C1,0c (R × [0, 1]) and a, b real numbers such that the support of
f is contained in [a, b] × [0, 1], we take a family of subdivisions of [a, b] × [0, 1],
{(x(i, n), s( j, n)), 0 ≤ i ≤ kn, 0 ≤ j ≤ mn} such that x(0, n) = a, x(kn, n) = b, s(0, n) = 0,
s(mn, n) = 1 and max0≤i≤kn−1 |x(i+1, n)−x(i, n)|∨max0≤ j≤mn−1 |s( j+1, n)−s( j, n)| −→n→∞ 0.
fn =
kn−1−
i=0
mn−1−
j=0
f (x(i, n), s( j, n))1(x(i,n),x(i+1,n)]1(s( j,n),s( j+1,n)].
By dominated convergence, we have:
lim
n→∞
∫ 1
0
β(s)
∫
R
| fn(ξ, s)− f (ξ, s)|2dξds = 0,
and equivalently:
lim
n→∞
∫ 1
0
β(s)
∫
R
| fˆn(ξ, s)− fˆ (ξ, s)|2dξds = 0. (3.7)
Note that for every δ > 0,
 δ
0 x
2ν(dx) > 0. Indeed, if
 δ
0 x
2ν(dx) = 0 then ν((0, δ]) = 0 and
it follows that for every ξ > 0, ψ∗(ξ) = 2
 1
δ
(1 − cos(xξ))ν(dx) ≤ 4ν(δ, 1], which contradicts
limξ→∞ ψ∗(ξ) = ∞ (see Lemma 4.2.2 of [15]). Set k = infx∈[−1,1](1− cos(x))x−2, then:
ψ∗(ξ) ≥ 2
∫ ξ−1∧1
0
(1− cos(xξ))ν(dx) ≥ 2kξ2
∫ ξ−1∧1
0
x2ν(dx) > 0,
which gives supξ∈[−N ,N ]
ξ2
ψ∗(ξ) <∞, ∀N > 0. Thanks to (3.7) we hence obtain:
lim
n→∞
∫ 1
0
β(s)
∫ N
−N

1+ ξ
2
ψ∗(ξ)

| fˆn(ξ, s)− fˆ (ξ, s)|2dξds = 0, ∀N > 0. (3.8)
Besides, a simple computation gives
fˆn(ξ, s) = 1iξ
kn−1−
i=0
mn−1−
j=0
f (x(i, n), s( j, n))(eiξ x(i+1,n) − eiξ x(i,n))1(s( j,n),s( j+1,n)]
= 1
iξ
kn−
i=1
mn−1−
j=0
eiξ x(i,n)[ f (x(i − 1, n), s( j, n))
− f (x(i, n), s( j, n))]1(s( j,n),s( j+1,n)],
which leads to: | fˆn(ξ, s)| ≤ 1|ξ | supx
 ∂ f∂x  (b − a) and hence to
lim
N→∞ supn
∫ 1
0
β(s)
∫
|ξ |≥N

1+ ξ
2
ψ∗(ξ)

| fˆn(ξ, s)|2dξds
≤ sup
x
∂ f∂x
 (b − a) limN→∞
∫ 1
0
β(s)
∫
|ξ |≥N

1
ξ2
+ 1
ψ∗(ξ)

dξds
= 0,
which, together with (3.8) gives (a1).
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(a2) For f element of Υ˜ set f˜ (x, s) = β1/2(s) f (x, s). We take (hn)n∈N a sequence of infinitely
differentiable functions with compact support such that:
‖ f˜ − hn‖L2(R×[0,1]) +
∂ f˜∂x − ∂hn∂x

L2(R×[0,1])
−→
n→∞ 0.
We define fn by fn(x, s) = hn(x, s)β−1/2(s). Since β−1/2 is a continuous function fn belongs
to C1,0c (R × [0, 1]). Indeed one shows the continuity of β on (0, 1] by dominated convergence
and then check the continuity at t = 0 as follows. From Fatou’s Lemma we have:
lim inf
t→0 β
2(t) ≥
∫ ∞
0
ψ(ξ) = ∞,
hence limt→0 β−1/2(t) = 0.
For g measurable function from R× [0, 1] into R such that ∂g/∂x exists as Radon–Nikodym
derivative, one easily shows with the identity ∂g
∂x (ξ, t) = −iξ gˆ(ξ, t) that
‖g‖ ≤ c(‖g‖β + ‖∂g/∂x‖β),
where c2 = 2π [sup0≤ξ≤1(1+ ξ2ψ∗(ξ)−1) ∨ supξ≥1(ξ−2 + ψ∗(ξ)−1)]. Hence we have
lim sup
n→∞
‖ f − fn‖ ≤ lim
n→∞ c

‖ f − fn‖β +
∂ f∂x − ∂ fn∂x

β

= 0,
which proves (a2).
(a3) Let h be an infinitely differentiable function with compact support from R into R such that
R h(x)dx = 1. For f such that ‖ f ‖ <∞, set
fn(x, s) = n
∫
R
f (x − y, s)h(ny)dy.
From fˆn(ξ, s) = fˆ (ξ, s)hˆ(ξ/n) and ∂ fn∂x (ξ, s) = n fˆ (ξ, s)h′(ξ/n), we obtain that fn belongs to
Υ˜ and by dominated convergence, limn→∞ ‖ fn − f ‖ = 0, which gives (a3).
To finish the proof of theorem, it remains to show the point (ii). For f element of Υ , we must
prove that [J ( f )]1 = 0, where for a stochastic process Y we denote [Y ]1 its quadratic variation
in [0, 1]. For every ε > 0 there exists an elementary function fε such that ‖ f − fε‖2 < ε/(4κ).
It is obvious from the definition of the integral with respect to L for elementary functions and
the relation (3.6) that J ( fϵ) is a continuous bounded variation process. It hence has a 0-quadratic
energy. We have, with the notation of Lemma 3.2
E([J ( f )]1) = E([J ( f )− J ( fε)]1)
= E([H( f )+ I (F)− H( fε)− I ( fε)]1)
≤ 2E([H( f )− H( fε)]1)+ 2E([I ( f )− I ( fε)]1)
≤ 4κ‖ f − fϵ‖2
≤ ε,
and (ii) follows. 
Proof of Lemma 3.2. In the Proof of Lemma 2.1 we have defined the function α by α(t) =
supx φ(t, x) (see (2.7)) and we have seen that α belongs to L
1[0, 1]. Actually there exists a
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constant c such that
α(t) ≤ cβ(t) ∀t ∈ (0, 1]. (3.9)
Indeed,
πα(t) ≤ 1+
∫ ∞
1
e−tψ(ξ)dξ ≤ 1+
∫ ∞
1
e−2tψ(ξ)ψ(ξ)dξ
 1
2
∫ ∞
1
1
ψ(ξ)
dξ
 1
2
≤
∫ 1
0
e−2ψ(ξ)ψ(ξ)dξ
− 12 ∫ 1
0
e−2tψ(ξ)ψ(ξ)dξ
 1
2
+
∫ ∞
1
1
ψ(ξ)
dξ
 1
2
β(t)
≤
∫ 1
0
e−2ψ(ξ)ψ(ξ)dξ
− 12
+
∫ ∞
1
1
ψ(ξ)
dξ
 1
2
β(t).
(i) According to Lemma 4.2.2 of [15], for every real y, sup 1−cos(yξ)
ψ∗(ξ) <∞, hence
|gy(ξ, s)|2 = 2| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)2
(1− cos(yξ)) ≤ cste| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
,
and it follows immediately that gy belongs to L2(R× [0, 1]) when f ∈ Υ .
(ii) We show that the process (Ht ( f ))0≤t≤1 is a well-defined martingale. To this end, it is
sufficient to show that
E
∫ 1
0
∫
{|y|≤1}
(ϕ(Xs, y, s))
2ν(dy)ds <∞. (3.10)
We have:
E
∫ 1
0
∫
{|y|≤1}
(ϕ(Xs, y, s))
2ν(dy)ds =
∫ 1
0
∫
R×[−1,1]
(ϕ(z, y, s))2φ(s, z)dzν(dy)ds
≤
∫ 1
0
α(s)
∫
R×[−1,1]
(ϕ(z, y, s))2dzν(dy)ds
= 1
2π
∫ 1
0
α(s)
∫
R×[−1,1]
|gy(ξ, s)|2dξν(dy)ds,
thanks to Plancherel’s Theorem. Now, from the definition of gy and Fubini’s Theorem we have:
E
∫ 1
0
∫
{|y|≤1}
(ϕ(Xs, y, s))
2ν(dy)ds ≤ 1
π
∫ 1
0
α(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds <∞,
which leads to (3.10). Note that thanks to Doob’s inequality and (3.9) we have
E

sup
0≤t≤1
|Ht ( f )|2

≤ 4cπ−1
∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds. (3.11)
A similar argument shows that the process
I˜ ( f ) =

I˜t ( f ) = 12
∫ t
0
∫
{|y|≤1}
ϕ(X1−s, y, 1− s)(µX˜ − ρ)(dy, ds), t ∈ [0, 1]

,
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is a well-defined square-integrable Fˆ-martingale and
E

sup
0≤t≤1
| I˜t ( f )|2

≤ 4cπ−1
∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds.
Thus, the process It ( f ) = I˜1( f )− I˜(1−t)−( f ) is well defined and
E

sup
0≤t≤1
|It ( f )|2

≤ 2E(| I˜1( f )|2)+ 2E

sup
0≤t≤1
| I˜t ( f )|2

≤ 16cπ−1
∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds. (3.12)
Finally, we will show that the process K ( f ) is a well defined bounded variation process. We
have:
E
∫ 1
0
∫
{|y|≤1}
|ϕ(Xs, y, s)| |φ(s, Xs + y)− φ(s, Xs)|
φ(s, Xs)
ν(dy)ds
≤
∫ 1
0
∫
R×[−1,1]
(ϕ(x, y, s))2dxν(dy)
1/2
×
∫
R2
(φ(s, x + y)− φ(s, x))2dxν(dy)
1/2
ds
= 1
π
∫ 1
0
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξ
1/2
β(s)ds
≤ 1
π
∫ 1
0
β(s)ds
1/2 ∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds
1/2
,
where the equality is obtained thanks to Plancherel’s Theorem and the last inequality follows
from Cauchy–Schwarz inequality. Hence K ( f ) is a variation bounded process and we have:
E

sup
0≤t≤1
|Kt ( f )|

≤ 1
π
∫ 1
0
β(s)ds
1/2 ∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds
1/2
.
(3.13)
(iii) We derive immediately from (3.11)–(3.13) the existence of a constant κ such that
E

sup
0≤t≤1
|Jt ( f )|

≤ κ
∫ 1
0
β(s)
∫
R
| fˆ (ξ, s)|2 ξ
2
ψ∗(ξ)
dξds
1/2
≤ k‖ f ‖. 
In the Proof of Theorem 3.1, we have defined the norm ‖ ‖β as follows
‖g‖2β =
∫ 1
0
β(t)
∫
R
g(x, s)2dxds, (3.14)
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for g measurable function from R × [0, 1] into R and we have seen that there exists a positive
constant c such that for any g admitting a Radom–Nikodym derivative ∂g
∂x :
‖g‖ ≤ c(‖g‖β + ‖∂g/∂x‖β). (3.15)
Lemma 3.3. Let f be a measurable function from R × [0, 1] into R such that ∂ f/∂x
exists as Radon–Nikodym derivative and ‖ f ‖β + ‖∂ f/∂x‖β < ∞, then the processes
{ t0 R f (x, s)dLxs ; 0 ≤ t ≤ 1} and {−  t0 ∂ f∂x (Xs, s)ds; 0 ≤ t ≤ 1} are indistinguishable.
Proof of Lemma 3.3. Suppose that f does not depend on t , has a compact support and a
continuous first derivative with respect to x (denoted f ′). Then with the arguments used to show
(3.3) one shows that the corresponding function ϕ defined in Lemma 3.2 is given by
ϕ(x, y) =
∫
R
f ′(z)(w(x − z + y)− w(x − z))dz.
Thanks to (2.13) in Proposition 2.2 we have:∫
R
f ′(x)Nˆ xt dx =
∫ t
0
∫
{|y|≤1}
ϕ(X1−s, y)(µXˆ − ρ)(dy, ds),
thus, with the notation of Lemma 3.2 we have It ( f ) = 12

R f
′(x)(Nˆ x1 − Nˆ x(1−t)−)dx and
similarly (see (2.14)), Kt ( f ) = 12

R f
′(x)(Wˆ x1 − Wˆ x(1−t))dx and Ht ( f ) = 12

R f
′(x)N xt dx .
It follows from (3.5) that Jt ( f ) = −

R f
′(x)Lxt dx which proves Lemma 3.3 in this special case
thanks to the time occupation formula.
Suppose that f belongs to C1,0c (R×[0, 1]). Take a sequence of subdivisions (∆n)n≥0 of [0, 1]
such that the mesh of∆n tends to 0 as n tends to∞. Define fn(x, s) =∑si∈∆n f (x, si )1(si ,si+1].
For any n > 0, Jt ( fn) = −
 t
0 (∂ fn/∂x)(Xs, s)ds. The right-hand side of the precedent equation
converges to
 t
0 (∂ f/∂x)(Xs, s)ds almost surely and ‖ f − fn‖ converge to 0, hence J ( fn)
converges in L1 to J ( f ) and Lemma 3.3 is proved in this case.
For the general case, thanks to (3.15), f ∈ Υ . Moreover, a.s, ∀t ∈ [0, 1]Yt =
 t
0
∂ f
∂x (Xs, s)ds
is well-defined as Lebesgue integral and
E

sup
0≤t≤1
|Yt |2

≤ E
∫ 1
0
∫
R
∂ f
∂z
2
(x, s)φ(x, s)dxds ≤ c‖∂ f/∂x‖2β ,
where c is the constant involved in (3.9). Let ( fn)n≥0 be a sequence of C1,0c such that
‖ f − fn‖β + ‖∂ f/∂x − ∂ fn/∂x‖β → 0 as n →∞. Thanks to (3.15) ‖ f − fn‖ also converges
to 0. Then:∫ t
0
∫
R
f (x, s)dLxs = limn→∞
∫ t
0
∫
R
fn(x, s)dLxs
= − lim
n→∞
∫ t
0
∂ fn
∂x
(Xs, s)ds
= −
∫ t
0
∂ f
∂x
(Xs, s)ds,
where the first limit is in L1 and the second one in L2. 
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We defined Υloc as the set of measurable functions from R × [0, 1] into R such that for any
positive k there exists fk ∈ Υ such that fk = f in [−k, k] × [0, 1]. In the rest of this section,
with a localization argument, we will construct a stochastic integral with respect to local time
for the elements of Υloc. Example 3.8 provides a characterization of Υloc in the case when X is
stable symmetric.
For n integer, set Tn = inf{t : |X t | > n} ∧ 1.
Definition 3.4. Let f be an element of Υloc. For every integer n let fn be a function of Υ
such that f (x, s) = fn(x, s) on {|x | ≤ n + 1}. We define the process (J nt ( f ))0≤t≤1 by J nt ( f )
=  t∧Tn0 R fn(x, s)dLxs .
The following lemma shows that this definition makes sense and does not depend of the choice
of the function fn .
Lemma 3.5. For f, g in Υ such that f (x, s) = g(x, s) on {|x | ≤ n + 1}, the processes
(
 t∧Tn
0

R f (x, s)dL
x
s )0≤t≤1 and (
 t∧Tn
0

R g(x, s)dL
x
s )0≤t≤1 are indistinguishable.
Proof of Lemma 3.5. Thanks to the continuity of the processes, it suffices to show that the first
process is a modification of second one. Let h be an infinitely differentiable function with
compact support included in [0, 1] and such that R h(x)dx = 1. We define the sequence
( fm)m∈N by fm(x, s) =

R f (x − y/m, s)h(y)dy and gm(x, s) =

R g(x − y/m, s)h(y)dy.
As for (a3), in the proof of Theorem 3.1, ‖ fm − f ‖ and ‖gm − g‖ both converge to 0 as m tends
to ∞. This gives as m tends to ∞∫ t∧Tn
0
∫
R
fm(x, s)dLxs
L1(P)−→
∫ t∧Tn
0
∫
R
f (x, s)dLxs
and ∫ t∧Tn
0
∫
R
gm(x, s)dLxs
L1(P)−→
∫ t∧Tn
0
∫
R
g(x, s)dLxs .
We show now that for every m:∫ t∧Tn
0
∫
R
fm(x, s)dLxs =
∫ t∧Tn
0
∫
R
gm(x, s)dLxs a.s.
For every m, fm(x, s) = gm(x, s) on {|x | ≤ n}. Hence, thanks to Lemma 3.3 we have:∫ t∧Tn
0
∫
R
fm(x, s)dLxs = −
∫ t∧Tn
0
∂ fm
∂x
(Xs, s)ds
= −
∫ t∧Tn
0
∂gm
∂x
(Xs, s)ds
=
∫ t∧Tn
0
∫
R
gm(x, s)dLxs .
This finishes the proof. 
Definition 3.6. For f element of Υloc, we define the process Jt ( f )0≤t≤1 by:
Jt ( f ) = J nt ( f ) en {0 ≤ t ≤ Tn}.
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Thanks to Lemma 3.5 if m ≤ n, J nt ( f ) = J mt ( f ) a.s on {0 ≤ t ≤ Tn}, which shows that this
definition is consistent.
Lemma 3.7. (i) For every f in Υloc, the process J n( f ) converges uniformly in probability as
n tends to ∞ to the process J ( f ).
(ii) For f measurable function on R× [0, 1] such that ∂ f
∂x exists as Radon–Nikodym derivative, 1
0 β(s)
 K
−K (
∂ f
∂x (x, s))
2dxds < ∞∀K > 0 and  10 β(s)( f (x0, s))2ds < ∞∃x0 ∈ R,
then f belongs to Υloc and the processes J ( f ) and {−
 t
0
∂ f
∂x (Xs, s)ds; 0 ≤ t ≤ 1} are
indistinguishable.
(iii) For every f in Υloc, J ( f ) is a 0-quadratic energy process.
Proof. (i) ∀ϵ > 0:
P

sup
0≤t≤1
|Jt ( f )− J nt ( f )| > ϵ

≤ P(1 > Tn) = P

sup
0≤s≤1
|Xs | > n

→ 0
as n →∞ because sup{|Xs | : 0 ≤ s ≤ 1} <∞ a.s.
(ii) With these assumptions on f , one easily shows that∫ 1
0
β(s)
∫ k
−k
( f (x, s))2dxds <∞.
Let (gn)n∈N be a sequence of infinitely differentiable functions with compact support such
that gn(x) = 1 if |x | < n + 1, then for every n
‖ f gn‖β + ‖∂( f gn)
∂x
‖β <∞.
Thanks to Lemma 3.3, f gn belongs to Υ and thus f belongs to Υloc. Moreover:
J nt ( f ) =
∫ t∧Tn
0
∫
R
f (x, s)gn(x)dLxs
= −
∫ t∧Tn
0
∂(gn f )
∂x
(Xs, s)ds
= −
∫ t∧Tn
0
∂ f
∂x
(Xs, s)ds.
Consequently we obtain (ii) from (i) by letting n tend to ∞.
(iii) For every n, the quadratic variation of J n( f ) is a.s. zero, hence a.s on 0 ≤ t ≤ Tn , J ( f ) is
a 0-quadratic energy process, consequently it is so on [0, 1]. 
We can now extend the stochastic integration with respect to local times from Υ to Υloc as
follows. For f element of Υloc, we define the stochastic integral with respect to L by∫ t
0
∫
R
f (x, s)dLxs = Jt ( f ).
Example 3.8. When X is a α-stable process, we have the following characterization of set Υloc:
a measurable function f from R× [0, 1] to R belongs to Υloc if and only if for every positive k
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0
β(t)
∫ k
−k

f 2(x, s)+
∫ 1
−1
( f (x + y, s)− f (x, s))2ϖ(dy)

dx <∞, (3.16)
where ϖ is the Le´vy measure of a (2− α)-stable and symmetric Le´vy process.
Indeed, set τ(ξ) =  1−1(1 − cos(xξ))ϖ(dx), then there exists a constant c such that
c(1+ |ξ |2−α) ≤ 1+ τ(ξ) ≤ (1+ |ξ |2−α)∀ξ ∈ R. Hence we have:
f ∈ Υ ⇔
∫ t
0
β(t)
∫
R
(1+ τ(ξ))| fˆ (ξ, t)|2dξdt <∞
⇔
∫ 1
0
β(t)
∫
R

f 2(x, s)+
∫ 1
−1
( f (x + y, s)− f (x, s))2ϖ(dy)

dxdt <∞
thanks to Plancherel’s Theorem. With this fact, one obtains the “only if” part. Conversely assume
that (3.16) holds. Let g be an element of C∞c (R) with support in [−K , K ], for K > 0, then∫ 1
0
β(t)
∫
R

( f g)2(x, s)+
∫ 1
−1
(( f g)(x + y, s)− ( f g)(x, s))2ϖ(dy)

dxdt
≤

‖g‖2∞ + 2 sup
x
∫ 1
−1
(g(x + y)− g(x))2ϖ(dy)
∫ 1
0
β(t)
∫ K+1
K−1
f 2(x, s)dxdt
+ 2‖g‖2∞
∫ 1
0
β(t)
∫ K+1
K−1
∫ 1
−1
( f (x + y, s)− f (x, s))2ϖ(dy)dxdt
<∞,
consequently
f g ∈ Υ for any g ∈ C∞c (3.17)
and the “only” part follows.
Actually, this characterization of Υloc is also available when the Le´vy process is such that
φ(ξ) ∼ ξα as ξ →∞ for some 1 < α < 2.
4. Extension of the Itoˆ formula
Before proving Theorem 1.2, we establish some results. They show that each of the terms of
(1.10) is well-defined and they will ease their approximations. We need the following notation.
The operator B is defined by
BF(x, s) =
∫
{|y|≤1}

F(x + y, s)− F(x, s)− y ∂F
∂x
(x, s)

ν(dy), (4.1)
for any function F on R× [0, 1] such that the above integral is well-defined.
To the Le´vy measure ν¯(dx) = 1|x |ν((|x |, 1])1{|x |≤1}dx , we associate the corresponding
characteristic exponent ψ¯
ψ¯(ξ) = 2
∫ 1
0
(1− cos(xξ))ν¯(dx)
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and the norm ‖.‖∗ defined on L2(R× [0, 1]) by
‖F‖2∗ =
∫ 1
0
β(s)
∫
R
(1+ ψ¯(ξ))|Fˆ(ξ, s)|2dξds.
Lemma 4.1. Let F ∈ L2(R × [0, 1]) such that ‖F‖∗ < ∞, then BIF is a.e. well defined and
belongs toΥ . Moreover there exists a constant C independent of F such that ‖BIF‖ ≤ C‖F‖∗.
Proof of Lemma 4.1. For F in L2(R× [0, 1]) such that ‖F‖∗ <∞. We first show that BIF is
well defined. Thanks to Plancherel’s Theorem, the norm ‖.‖∗ can be written as:
‖F‖2∗ = π
∫ 1
0
β(s)
∫
R

2(F(x, s))2 +
∫ 1
−1
[F(x + y, s)− F(x, s)]2ν¯(dy)

dxds.
Applying Fubini’s Theorem and Cauchy–Schwarz inequality, we have∫
{|y|≤1}
|IF(x + y, s)− IF(x, s)− yF(x, s)|ν(dy)
≤
∫
{|y|≤1}
∫ y+
−y−
|F(x + z, s)− F(x, s)|dzν(dy)
=
∫
{|z|≤1}
|F(x + z, s)− F(x, s)|ν((|z|, 1])dz
≤
∫
{|z|≤1}
|F(x + z, s)− F(x, s)|2 ν((|z|, 1])|z| dz
1/2 ∫
{|z|≤1}
|z|ν((|z|, 1])dz
1/2
= k
∫
{|z|≤1}
|F(x + z, s)− F(x, s)|2ν¯(dz)
1/2
, (4.2)
where k = ( z2ν¯(dz))1/2 <∞. Hence BIF is well defined and satisfies:
‖BIF‖L2(R×[0,1]) ≤
k2
β(1)
‖F‖2∗ <∞. (4.3)
Similarly to what has been done in the proof of Theorem 3.1, we can show that there exists a
sequence (Fn)n∈N in C∞,0c such that ‖F − Fn‖∗ → 0 as n →∞ then BIFn →L2(R×[0,1]) BIF
or equivalently BIFn →L2(R×[0,1])BIF . It follows, by taking a subsequence if necessary,
that BIFn converges dξds-a.s. to BIF . Thanks to Fatou’s Lemma we have: ‖BIF‖ ≤
limn→∞ ‖BIFn‖, so we must only show that there exists a constant C which satisfies ‖BIG‖ ≤
C‖G‖∗ for any function G ∈ C∞,0c .
For G in C∞,0c and g in C∞c (R), the equalities:
BIG(x, s) = IBG(x, s)+ BIG(0, s) and Bg = −ψ∗gˆ,
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(see e.g., Bertoin [2, p. 24] for the second one) imply that:
BIG(ξ, s) = i
ξ
BG(ξ, s) = −i ψ∗(ξ)
ξ
Gˆ(ξ, s), (4.4)
where the operator I is defined by (1.5) and consequently
‖BIG‖2 =
∫ 1
0
β(s)
∫
R

1+ ξ
2
ψ∗(ξ)

ψ2∗ (ξ)
ξ2
|Gˆ(ξ, s)|2dξds. (4.5)
From Lemma 4.2.2 of [15], the function ψ∗(ξ)ξ−2 is bounded, thus there exists a constant C˜
such that (1+ ξ2
ψ∗(ξ) )
ψ∗(ξ)2
ξ2
≤ C˜(1+ ψ∗(ξ)) for every ξ and we obtain
‖BIG‖2 ≤ C˜
∫ 1
0
β(s)
∫
R
(1+ ψ∗(ξ))|Gˆ(ξ, s)|2dξds. (4.6)
Besides there exists a constant k such that for every x : 1− cos x ≤ k  x0 (1− cos λ)λ−1dλ, hence∫ 1
0
(1− cos(xξ))ν(dx) ≤ k
∫ 1
0
∫ xξ
0
(1− cos λ)λ−1dλν(dx).
By Fubini’s Theorem, the right-hand side of the above inequality is equal to kψ¯(ξ). One obtains
2ψ∗(ξ) ≤ kψ¯(ξ), (4.7)
which together with (4.6) gives the desired result. 
Corollary 4.2. Let F be a measurable function from R × [0, 1] to R such that for every
positive k,∫ 1
0
β(t)
∫ k
−k

(F(x, t))2 +
∫ 1
−1
(F(x + y, t)− F(x, t))2ν¯(dy)

dxdt <∞, (4.8)
then BIF is a.e. well defined and belongs to Υloc.
Proof of Corollary 4.2. BIF is a.e. well defined thanks to (4.2). For g element of C∞c (R) such
that g(x) = 1 when |x | ≤ n+1, we show, as for (3.17), that ‖Fg‖∗ <∞. Thanks to Lemma 4.1,
BI(Fg) is hence well defined and belongs to Υ . Moreover BI(Fg)(x, s) = BIF(x, s)∀|x | ≤
n, hence BIF belongs to Υloc. 
Remark 4.3. Thanks to (4.4), for any F in C∞,0c (R × [0, 1]), and any real y, the function gy ,
defined in Lemma 3.2, corresponding to BIF , is given by:
gy(ξ, s) = (e−iyξ − 1)Fˆ(ξ, s).
Thus the corresponding function ϕ (also defined in Lemma 3.2) is given by:
ϕ(x, y, s) = F(x + y, s)− F(x, s).
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Consequently the stochastic integral of the function BIF satisfies:∫ t
0
∫
R
BIF(x, s)dLxs =
1
2
∫ t
0
∫
{|y|≤1}
(F(Xs− + y, s)− F(Xs−, s))µ˜(dy, ds)
+ 1
2
∫
[1−t,1]
∫ t
0
∫
{|y|≤1}
(F(X1−s + y, 1− s)− F(X1−s, 1− s))(µXˆ − ρ)(dy, ds)
+ 1
2
∫ t
0
∫
{|y|≤1}
(F(Xs− + y, s)− F(Xs−, s))
×

φ(s, Xs + y)− φ(s, Xs)
φ(x, Xs)

ν(dy)ds. (4.9)
For F element of L2(R × [0, 1]) such that ‖F‖2∗ < ∞, there exists a sequence of elements of
C∞,0c (R× [0, 1]), converging to F with respect to the norm ‖ ‖∗. This is sufficient to show that
(4.9) holds for such a function F . Finally, with a stopping time argument, we can show that (4.9)
holds for any measurable function F : R× [0, 1] → R such that every positive k∫ 1
0
β(t)
∫ k
−k

(F(x, t))2 +
∫ 1
−1
[F(x + y, t)− F(x, t)]2ν¯(dy)

dxdt <∞.
With the arguments used in the proof of Lemma 3.2, we can show the existence of a constant k1
such that for every F in L2(R× [0, 1]):
E
∫ 1
0
∫
{|y|≤1}
(F(Xs + y, s)− F(Xs, s))2ν(dy) ≤ k1
∫ 1
0
β(s)
∫
R
ψ∗(ξ)|Fˆ(ξ, s)|2dξds.
We have shown (4.7) that for every real ξ there exists a constant k2 such that ψ∗(ξ) ≤ k2ψ¯(ξ).
Together with the previous inequality this leads to
E
∫ 1
0
∫
{|y|≤1}
(F(Xs + y, s)− F(Xs, s))2ν(dy) ≤ k1k2
∫ 1
0
β(s)
∫
R
ψ¯(ξ)|Fˆ(ξ, s)|2dξds.
This remark leads to the following Lemma.
Lemma 4.4. Let F be a measurable function form R × [0, 1] to R such that ‖F‖∗ < ∞
(resp. (4.8) holds), then the process (Mt (F))0≤t≤1 defined by
Mt (F) =
∫ t
0
∫
{|y|≤1}
(F(Xs− + y, s)− F(Xs−, s))µ˜X (dy, ds),
is a well-defined square-integrable martingale (resp. local martingale). Moreover there exists a
constant C independent of F such that E[sup0≤s≤1 |Ms(F)|2] ≤ C‖F‖2∗.
Proof of Theorem 1.2. With a stopping time argument, it is sufficient to show that the result
holds for a function F such that ‖F‖∗ +‖ ∂F∂t ‖β <∞, where the norm ‖.‖β is defined by (3.14).
We already have shown that all the processes involved in (1.10) are well defined and they are
right continuous. It is hence sufficient to prove the result for a fixed t in [0, 1].
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Let h and g be two positive functions elements of C∞c (R) such that

R g(τ )dτ =

R h(z)dz =
1. We assume that supp[g] ⊆ R+. For every n,m, we defined Fn,m and Fn by:
Fn,m(x, s) =
∫
R2
F(x + z/n, s + τ/m)h(z)g(τ )dzdτ
Fn(x, s) =
∫
R
F(x + z/n, s)h(z)dz,
for every (x, s) in R× [0, 1]. We set F(x, s) = F(x, 1) when s > 1.
First, we establish for any integer n, the following decomposition:
Fn(X t , t) = Fn(0, 0)+ Ant + Mnt + V nt + Bnt a.s. (4.10)
where:
Ant =
∫ t
0
∂Fn
∂t
(Xs, s)ds
Mnt =
∫ t
0
∫
R
1{|y|≤1}(Fn(Xs− + y, s)− Fn(Xs−, s))µ˜(dy, ds)
V nt =
−
s≤t
(Fn(Xs, s)− Fn(Xs−, s))1{|∆Xs |>1}
Bnt =
∫ t
0
BFn(Xs, s)ds.
Similarly to An, Mn, V n and Bn , we define the processes An,m, Mn,m, V n,m and Bn,m with Fn,m
replacing Fn . Then applying the Itoˆ formula (1.1), we have:
Fn,m(X t , t) = Fn,m(0, 0)+ An,mt + Mn,mt + V n,mt + Bn,mt .
For fixed n, we let m tend to ∞ in the above equation. Since V n,mt is a finite sum, (Fn,m(X t , t)−
Fn,m(0, 0)−V n,mt ) converges a.s. to (Fn(X t , t)− Fn(0, 0)−V nt ) as n →∞. We will show now
that:
lim
m→∞E[(M
n,m
t − Mnt )2] = 0 (4.11)
lim
m→∞E[(B
n,m
t − Bnt )2] = 0 (4.12)
lim
m→∞E[|A
n,m
t − Ant |] = 0. (4.13)
Thanks to Lemma 4.4, in order to obtain (4.11) it suffices to show for every n:
lim
m→∞ ‖Fn,m − Fn‖∗ = 0.
From Fˆn(ξ, s) = hˆ(−ξ/n)Fˆ(ξ, s) and Fˆn,m(ξ, s) = hˆ(−ξ/n)
∞
0 Fˆ(ξ, s + τ/m)g(τ )dτ , we
obtain:
‖Fn,m − Fn‖2∗ ≤ ‖g‖L1
∫ 1
0
β(s)
∫
R
(1+ ψ¯(ξ))|hˆ(−ξ/n)|2
×
∫ ∞
0
|Fˆ(ξ, s + τ/m)− Fˆ(ξ, s)|2g(τ )dτdξds
≤ k(n)
∫ 1
0
β(s)
∫
R
∫ ∞
0
|Fˆ(ξ, s + τ/m)− Fˆ(ξ, s)|2g(τ )dτdξds,
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where k(n) = ‖g‖L1 supξ (1+ ψ¯(ξ))|hˆ(−ξ/n)|2 <∞. Then, we have:
‖Fn,m − Fn‖2∗ ≤ 2πk(n)
∫ 1
0
β(s)
∫
R
∫ ∞
0
(F(x, s + τ/m)− F(x, s))2g(τ )dτdxds
≤ 2πk(n)
∫ 1
0
β(s)
∫
R
∫ ∞
0
∫ 1
0
∂F∂t (x, θ)
2 dθ τm g(τ )dτdxds
= 1
m
2πk(n)
∫ 1
0
β(s)ds
∫ ∞
0
τg(τ )dτ
∫
R
∫ 1
0
∂F∂t (x, θ)
2 dθdx
which leads to (4.11) since the last term converges to 0 as m tends to ∞.
From (4.2) and (4.3) we know that there exists a constant k such that:
E
∫ t
0
(BFn,m(Xs, s)− BFn(Xs, s))2ds ≤ k
∂Fn,m∂x − ∂Fn∂x
2∗ .
The arguments used to establish (4.11), are then used for the function−nh′ instead of the function
h.and lead to (4.12).
To show (4.13), we note that
lim sup
m→∞

E(
An,mt − Ant )2 ≤ lim sup
m→∞

E
∫ 1
0
∂Fn,m∂t (Xs, s)− ∂Fn∂t (Xs, s)
 ds
2
≤ lim sup
m→∞
∫ 1
0
∫
R
φ2(x, s)dxds
∫ 1
0
∫
R

∂Fn,m
∂t
(x, s)− ∂Fn
∂t
(x, s)
2
dxds.
Since:
 1
0

R φ
2(x, s)dxds = 12π
 1
0

R e
−2sψ(ξ)dξds < ∞, then the last term in the above
inequality is smaller than
cste lim
m→∞
∫ 1
0
∫
R
∫
R

∂Fn
∂t
(x, s + τ/m)− ∂Fn
∂t
(x, s)
2
g(τ )dτdxds,
which is equal to
cste
∫
R
lim
m→∞
∫ 1
0
∫
R

∂Fn
∂t
(x, s + τ/m)− ∂Fn
∂t
(x, s)
2
dxdsg(τ )dτ
and this last limit is equal to 0.
Now we let n tend to ∞ in the Eq. (4.10). We have: (Fn(X t , t) − Fn(0, 0) − V nt ) converges
a.s. to (F(X t , t)− F(0, 0)− Vt ). To finish the proof we show now:
Ant
L1−→−
∫ t
0
∫
R
∂(IF)
∂t
(x, s)dLxs (4.14)
Bnt
L1−→−
∫ t
0
∫
R
BIF(x, s)dLxs (4.15)
Mnt
L1−→ Mt . (4.16)
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With the arguments used to show (4.13) we can show that limn→∞ E|Ant − At | = 0, where
At =
 t
0
∂F
∂t (Xs, s)ds. Thanks to Lemma 3.7 and the identity: I( ∂F∂t ) = ∂(IF)∂t , we have:
At = −
∫ t
0
∫
R
I

∂F
∂t
(x, s)

dLxs = −
∫ t
0
∫
R
∂(IF)
∂t
(x, s)dLxs ,
which gives (4.14).
From Fˆn(ξ, s) = hˆ(−ξ/n)Fˆ(ξ, s) and∂Fn∂x (ξ, s) = −nh′(−ξ/n)Fˆ(ξ, s) it follows that ‖Fn‖∗
+
 ∂Fn∂x ∗ < ∞. By the Lemma 4.1, BIFn and BFn are hence well defined and belong to Υ .
Moreover we have: IBFn(x, s) + BIFn(0, s) = BIFn(x, s), hence thanks to Lemma 3.3 we
obtain
Bnt = −
∫ 1
0
∫
R
BIFn(x, s)dLxs .
But we have: ‖F − Fn‖2∗ =
 1
0 β(s)

R(1 + ψ¯(ξ))|1 − hˆ(−ξ/n)|2|Fˆ(ξ, s)|2dξds, which gives
by dominated convergence:
lim
n→∞ ‖Fn − F‖
2∗ = 0, (4.17)
which leads to (4.15).
Finally, we obtain (4.16) thanks to (4.17) and Lemma 4.4. 
Proof of Theorem 1.1. We define the norm ‖.‖+ by
‖ f ‖2+ =
∫ 1
0
β(s)
∫
R
(1+ ψ(ξ))| fˆ (ξ, s)|2ds,
for f measurable function from R× [0, 1].
Note that the condition (1.6) holds if and only if, ‖F‖2+ < ∞. From (4.6), we can extend
the operator BI from C∞,0c (R × [0, 1]) to the set of functions f such that ‖ f ‖+ < ∞.
We denote this extension by H. Moreover we obtain from (4.6) that if ‖F‖+ < ∞, then
‖HF‖ < ∞. Using similar arguments as the arguments of the Proof of Lemma 4.4, we
show that M F is a well-defined square-integrable martingale and E[(M Ft )2] ≤ cste‖F‖2+.
With the arguments used to prove Theorem 1.2, we establish the decomposition (1.7) with
N Ft = −
 t
0

R(HF(x, s)+ ∂IF∂t (x, s))dLxs . It remains to show that:
HF + ∂IF/∂t = DIF. (4.18)
Making use of the approximations Fn,m and Fn used in the Proof of Theorem 1.2, one establishes
the following formula for any (x, τ ) in R× [0, 1] and 0 ≤ t ≤ 1− τ :
IF(Z t + x, τ + t) = IF(x, τ )+
∫ t
0
∂IF
∂t
(Zs + x, s + τ)ds
+
∫ t
0
HF(Zs + x, s + τ)ds
+
∫ t
0
∫
{|y|≤1}
(IF(Zs− + x + y, s + τ)
− IF(Zs− + x, s + τ))µ˜Z (dy, ds),
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where µ˜Z is the compensated Poisson measure associated to the jumps of Z . Thus we have for
any positive t such that t + τ ≤ 1:
P¯t (IF)(x, τ )− IF(x, τ ) =
∫ t
0
E[HF(Zs + x, s + τ)]ds
+
∫ t
0
E
[
∂IF
∂t
(Zs + x, s + τ)
]
ds.
Dividing each member of the above equation by t , we obtain (4.18) by letting t to 0 and using
the following assertion that one can easily checks:
If h is such that ‖h‖Z <∞ then t−1
 t
0 E[h(Zs + x, s+ τ)]ds1(t+τ≤1) converges with respect
to ‖.‖Z to f (x, τ ) as t tends to 0. 
5. Local times on curves
For a semimartingale Y , the natural definition of the local time on a bounded variation curve
b is the local time at 0 of the semimartingale (Y − b). In the present case of a Le´vy process
without Brownian component, this local time is identically equal to zero. The construction done
in Section 3 allows to define (Lb(.)t )0≤t≤1, the local time of X along any measurable curve
(b(t))0≤t≤1 by setting
Lb(.)t =
∫ t
0
∫
R
1(−∞,b(s))(x)dLxs . (5.1)
To show that the definition (5.1) makes sense, we check the two following points.
(i) The function F defined by F(x, s) = 1(−∞,b(s))(x) belongs to the space Υloc.
(ii) For every k > 0, set Tk = inf{t : |X t | > k} ∧ 1, then
lim
ϵ→0
1
2ϵ
∫ t∧Tk
0
1{|Xs−b(s)|<ϵ}ds =
∫ t∧Tk
0
∫
R
1(−∞,b(s))(x)dLxs = Lb(.)t∧Tk in L1(P).
(i) For k > 0, set bk(s) = (−k) ∨ (b(s) ∧ k) and Fk(x, s) = 1(−k,bk (s))(x). We have:
Fk(x, s) = F(x, s) if |x | < k. Note that Fˆk(ξ, s) = (iξ)−1(eibk (s)ξ − e−ikξ ), and hence that
|Fˆk(ξ, s)|2 = 2ξ−2{1− cos[(bk(s)+ k)ξ ]}. According to Lemma 4.2.2 of [15] we have:
‖Fk‖2 ≤ cste
∫ 1
0
β(s)
∫
R
1− cos[(bk(s)+ k)ξ ]
ξ2
dξds
= cste
∫ 1
0
β(s)|bk(s)+ k|ds = cste k
∫ 1
0
β(s)ds <∞,
consequently Fk ∈ Υ and (i) is checked.
(ii) For k, ϵ > 0, set
Fϵ,k(x, s) = 12ϵ
∫ x
−∞
(1(−k−ϵ,−k+ϵ)(y)− 1(bk (s)−ϵ,bk (s)+ϵ)(y))dy.
We have:
Fˆϵ,k(ξ, s) = e
ibk (s)ξ − e−ikξ
iξ
.
eiϵξ − e−iϵξ
2iξϵ
,
A. Walsh / Stochastic Processes and their Applications 121 (2011) 1982–2013 2011
hence by dominated convergence limϵ→0 ‖Fϵ,k − Fk‖ = 0 and consequently
lim
ϵ→0 E supt∈[0,1]
∫ t
0
∫
R
Fϵ,k(x, s)dLxs −
∫ t
0
∫
R
Fk(x, s)dLxs
 = 0.
On the other hand, thanks to Lemma 3.3, we have∫ t
0
∫
R
Fϵ,k(x, s)dLxs = −
1
2ϵ
∫ t
0
(1(−k−ϵ,−k+ϵ)(Xs)− 1(bk (s)−ϵ,bk (s)+ϵ)(Xs))ds. (5.2)
Note that for ϵ < 1/2 and t ∈ [0, Tk−1] (where Tk−1 = inf{t : |X t | > k − 1} ∧ 1) the integral on
the right-hand side of (5.2) agree with 12ϵ
 t
0 1{|Xs−b(s)|<ϵ}ds. Besides by definition of integration
with respect to local time for the functions in Υloc,∫ t∧Tk−1
0
∫
R
Fk(x, s)dLxs =
∫ t∧Tk−1
0
∫
R
F(x, s)dLxs .
Consequently (ii) is checked since
lim
ϵ→0
1
2ϵ
∫ t∧Tk−1
0
1{|Xs−b(s)|<ϵ}ds =
∫ t∧Tk−1
0
∫
R
1(−∞,b(s))(x)dLxs = Lb(.)t∧Tk−1 in L1(P).
Remark that Lb(.) is an increasing continuous functional that increases only at times when X and
b take the same value. The local time process of X along curves extends the definition of local
time at points which represent local times along constant curves.
Lemma 5.1. Let b be a continuous function from [0, 1] to R. Let f be a continuous function on
R × [0, 1] admitting a continuous derivative ∂ f
∂x . Then the function (x, s) → f (x, s)1(x<b(s))
belongs to Υloc and we have∫ t
0
∫
R
f (x, s)1(x<b(s))dL
x
s =
∫ t
0
f (b(s), s)ds Lb(.)s −
∫ t
0
∂ f
∂x
(Xs, s)1(Xs<b(s))ds. (5.3)
Proof of Lemma 5.1. First, we assume that f has a compact support. In this case the function g
defined by g(x, s) = f (x, s)1(x<b(s)), belongs to Υ . Indeed, by the integration by parts formula,
there exist a constant C , depending of f , such that |gˆ(ξ, s)| ≤ C(1{|ξ |≤1} + |ξ |−11{|ξ |>1}), thus
‖g‖ < ∞. The identity (5.3) is then obtained with the same arguments as the one used in the
Proof of Lemma 3.1 of [6].
For the general case, for any k > 0 let hk be an element of C∞c (R) such that hk(x) = 1 if
|x | < k. Set gk = ghk . Then gk belongs to Υ and g = gk on [−k.k] × [0, 1], thus g belongs to
Υloc. Furthermore if k > sups∈[0,1] |b(s)|, we have∫ t∧Tk
0
∫
R
f (x, s)1(x<b(s))dL
x
s =
∫ t∧Tk
0
∫
R
hk+1(x) f (x, s)1(x<b(s))dLxs
=
∫ t∧Tk
0
f (b(s), s)ds Lbs −
∫ t∧Tk
0
∂ f
∂x
(Xs, s)1(Xs<b(s))ds,
which leads to (5.3). 
Remark 5.2. With the assumptions of Lemma 5.1 we similarly have:∫ t
0
∫
R
f (x, s)1(x>b(s))dL
x
s = −
∫ t
0
f (b(s), s)ds Lb(.)s −
∫ t
0
∂ f
∂x
(Xs, s)1(Xs>b(s))ds.
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Besides thanks to Theorem 3.1(i) note that∫ t
0
∫
R
f (x, s)1(x=b(s))dLxs = 0.
We present now an Itoˆ formula inspired from Peskir’s formula written for continuous
semimartingales [16]. This formula concerns the continuous functions F on R×[0, 1] for which
there exists a continuous curve (b(t))0≤t≤1 such that setting C = {(x, s) ∈ R×[0, 1] : x < b(s)}
and D = {(x, s) ∈ R × [0, 1] : x > b(s)}, F is C2,1 on C¯ and D¯. Define F1(x, s) =
F(x ∧b(s), s), F2(x, s) = F(x ∨b(s), s). For such a function F we have the following formula.
Theorem 5.3. The process (F(X t , t))0≤t≤1 is a semimartingale admitting the following
decomposition
F(X t , t) = F(0, 0)+ Mt + Vt +
∫ t
0
(BIF2(b(s), s)− BIF1(b(s), s))ds Lb(.)s
+
∫ t
0
AF1(Xs, s)1(Xs<b(s))ds +
∫ t
0
AF2(Xs, s)1(Xs>b(s))ds,
where M and V are the local martingale and the bounded variation process defined
in Theorem 1.2 and A, B and I are the operators respectively defined by (1.2), (1.5) and (4.1).
Proof of Theorem 5.3. By the usual stopping time argument, we can assume that F has a
support compact. Let K be such that supp[F] ⊂ [−K , K ] × [0, 1]. For any m, n ∈ N, we define
the function Fn,m as in the Proof of Theorem 1.2 and note that, the convergences involving ∂F∂t
excepted, all the convergences established there as m, and then n, tends to ∞, are still available
here. Indeed the present assumption on F does not guarantee the existence of this derivative.
Nevertheless (4.12) and (4.13) hold because limm→∞ ‖Fn,m − Fn‖∗ = 0. Indeed, we have
seen in the proof of Theorem 1.2 that for any n there exists a constant k(n) such that
‖Fn,m − Fn‖∗ ≤ k(n)
∫ 1
0
β(s)
∫
R
∫ ∞
0
(F(x, s + τ/m)− F(x, s))2g(τ )dτdxds. (5.4)
Since F is a continuous function with compact support, we see by dominated convergence, that
the right-hand side of (5.4) converges to 0.
Besides, for each s, the law of Xs has a density with respect to the Lebesgue measure, hence
for any n,m,
 t
0
∂Fn,m
∂t (Xs, s)1(Xs=b(s))ds = 0. Consequently we have, similarly as (4.13):∫ t
0
∂Fn,m
∂t
(Xs, s)ds
L1−→
∫ t
0
∂F
∂t
(Xs, s)1(Xs<b(s))ds +
∫ t
0
∂F
∂t
(Xs, s)1(Xs>b(s))ds,
as m →∞, n →∞. Regrouping all the obtained convergences, we obtain
F(X t , t) = F(0, 0)+
∫ t
0
∂F
∂t
(Xs, s)1(Xs<b(s))ds +
∫ t
0
∂F
∂t
(Xs, s)1(Xs>b(s))ds
+ Mt + Vt −
∫ t
0
∫
R
BIF(x, s)dLxs .
For i = 1, 2, Fi belongs to C2,1, hence BIFi admits a continuous derivative with respect to
x equal to BFi . Thanks to Lemma 5.1, Remark 5.2 and the identity F1(x, s) + F2(x, s) =
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F(x, s)+ F(b(s), s), we have:∫ t
0
∫
R
BIF(x, s)dLxs =
∫ t
0
∫
R
BIF1(x, s)dLxs +
∫ t
0
∫
R
BIF2(x, s)dLxs
=
∫ t
0
BIF1(b(s), s)ds Lbs −
∫ t
0
BF1(Xs, s)1(Xs<b(s))ds
−
∫ t
0
BIF2(b(s), s)ds Lbs −
∫ t
0
BF2(Xs, s)1(Xs>b(s))ds,
which leads to Theorem 5.3. 
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