Abstract: We prove the almost sure convergence to zero of the uctuations of the free energy, resp. local free energies, in a class of disordered mean-eld spin systems that generalize the Hop eld model in two ways: 1) Multi-spin interactions are permitted and 2) the random variables i describing thè patterns' can have arbitrary distributions with mean zero and nite 4+ -th moments. The number of patterns, M, is allowed to be an arbitrary multiple of the systemsize. This generalizes a previous result of Bovier, Gayrard, and Picco BGP3] for the standard Hop eld model, and improves a result of Feng and Tirozzi FT] that required M to be a nite constant. Note that the convergence of the mean of the free energy is not proven.
I. Introduction
Over the last years some interesting properties of`self-averaging' have been observed in two classes of`spin-glass' type models of the mean eld type, the Sherrington-Kirkpatrick model SK] and the Hop eld model FP, Ho] . The latter, largely used in the context of neural networks, is maybe particularly interesting, as it contains a parameter, the number M of stored patterns as a function of the size of the system, N which can be adjusted to alter the properties of the model.
In a paper of Pastur and Shcherbina PS], it was observed that the variance of the free energy of a nite system of size N in the SK-model tends to zero like 1=N, implying the convergence to zero in probability of the di erence between the free energy and its mean. This result was later generalized to the Hop eld model by Shcherbina and Tirozzi ST] under the assumption that the ratio = M=N remains bounded as N " 1. Further results of this type can be found in an interesting paper by Pastur, Shcherbina and Tirozzi PST]. Self-averaging properties of the large deviation rate function as a function of the macroscopic parameters of the model (the so called overlap-parameters', see below) were used crucially in two papers by Bovier, Gayrard and Picco BGP2, BGP3] . There, sharper than variance estimates were needed, and as a consequence BGP3] contains in particular a proof of the almost sure convergence to zero of the di erence between the free energy and its mean, both in the Hop eld model under the assumption the M=N be bounded, and in the SK-model. Independently, Feng and Tirozzi FT] have recently proven such a result in a class of generalized Hop eld models, however under the very restrictive assumption that M itself be a bounded function of N. The purpose of the present note is to show that such a condition is in fact unnecessary.
Let us describe the class of models we will consider. We denote by S N = f?1; 1g N the space of functions : ! f?1; 1g. We call a spin con guration on . S f?1; 1g IN denotes the space of half in nite sequences equipped with the product topology of the discrete topology on f?1; 1g. We denote by B and B the corresponding Borel sigma algebras. We will de ne a random Hamiltonian function on the spaces S as follows. Let ( ; F; IP ) be an abstract probability space. Let f i g i; 2IN be a two-parameter family of independent, random variables on this space.
We will specify we assumptions on their distribution later. In the context of neural networks, one assumes usually that IP ( i = 1) = IP( i = ?1) = 1 2 , but here we aim for more general distributions. We consider Hamiltonians of the form Here r 2 is some chosen integer. The case r = 2 corresponds to the usual Hop eld model, and models with general r were introduced by Lee et al. Lee] and Peretto and Niez PN]. Feng and
Tirozzi FT] also studied these models, but removed the terms in the sum where two or more indices 18=november=1995; 12:19 coincide, which actually amounts to adding a term of the order of a constant to H which does not alter the free energy. One may actually consider more general models in which the Hamiltonian is given as a linear combination of terms of the type (1.1) with di erent values of r. This only complicates but not really alters the proofs, and our results can easily be extended to this situation. Properties of the maximal eigenvalues of this matrix will be crucial for us. The eigenvalue distribution of this matrix was rst analyzed by Marchenko and Pastur MP]. Girko Gi] proved that under the hypothesis of Theorem 1, the maximal eigenvalue of A(N) converges to (1 + ) 2 in probability.
Adding the ideas used by Bai and Yin BY] one can easily show that this convergence takes also place almost surely, and even in the case where only the 4-th moment of i is nite. We will need additional estimates on the moments of kA(N)k which we are only able to prove if we have a little more than four moments. The relevant estimate is formulated in the following lemma. Remark: The proof of Lemma 3 is in fact an adaptation of the the truncation idea in BY] and fairly standard estimates on the traces of powers of A, as in BY] (but see also BGP1]). We will therefore not give the details of the proof of Lemma 3, but only mention that the second term is a bound on the probability that any of the i exceeds the value p N , while the rst is a bound one would obtain if all i satis ed this condition.
With this in mind we de nẽ f N ( ) ? ?1 ln Z N ( )1I fkAk 2(1+ ) 2 g
(1:9)
We will prove To obtain the last expression we used Lemma 3 and made the choice = (y; x) = y x=4 and (x) = max (6; x=8). Obviously, the right hand side of (1.18) tends to zero as N " 1, as desired. 
Proof of Theorem 1
The basic idea of the proof is the same as in BGP3] where the case r = 2 has been considered, but some modi cations are necessary, in particular to avoid any restrictions on the value of .
The fact that in the case r 3 sharper estimates can be obtained may justify the presentation of the details of the proof in that case. We rst introduce the decreasing sequence of sigma-algebras F k that are generated by the random variables f i g 2IN Since for the remainder of the proof, as well as N will be xed values, to simplify our notations we will write f k (u) f ( In the usual case, where j i j 1, we can bound the sup-norms appearing in (2.16) by km N ( )k 1 1; in the case of unbounded , we can still use that km N ( )k 1 km N ( )k 2 . On A, the latter is bounded by 2(1 + p ) 2 . Of course here we assumed that r 3. In this case, therefore, on A, Inserting this in (2.4) and choosing t = n ln N zN then gives estimate (i) of Theorem 1.} Let me conclude this paper with some nal remarks. We have shown in this paper how sharp estimates on the uctuations of the free energy (as function of the \overlap parameters") can be obtained in a very wide class of disordered mean-eld models generalizing the Hop eld model (note that the case of the Sherrington-Kirkpatrick model can be treated in much the same way, see  BGP3] ). In particular, we have shown that these uctuations are of order 1= p N and converge to zero almost surely. I should stress again, that this does not imply, however, that the free energy itself converges almost surely to some value in the thermodynamic limit. The problem here is the average of the free energy. Note that in most of the literature on disordered systems, one tries to compute this average, tentatively assuming the self-averaging. But although heuristic techniques and in particular the replica-trick allow to do this to some extent, there is in general no rigorous argument that would assure even that the average of the nite volume free energy converges. For the models considered in this paper, the average of the free energy is uniformly bounded between two constants; this follows from the bound (1:19) (for this we need to assume 4 + -th moments of the variables i ; with some extra sophistication it would otherwise be possible to prove Theorem 2 under just the assumption that 4-th moments are nite). But nothing does, in principle, exclude that the free energy is a very irregular, oscillating function of the volume. Currently, only in the case (N) # 0, or at hight temperatures, can this be rigorously excluded.
