Introduction {#nyas12992-sec-0010}
============

Working memory (WM)----the mechanisms through which we store and manipulate information over a short time period----is one of the most intensely studied areas in cognitive neuroscience. From the psychology of development and aging through to neuroimaging and neurophysiology, from neuropsychology and psychopharmacology through to animal behavior and computational modeling, it has become a central and fundamental part of very diverse research enterprises. However, being situated at the nexus of such different interests, it is also at risk of being pulled in disparate directions, its shape and character distorted by many diverse agendas. Even within the fields of perception, attention, and memory, the direction of travel is contested, with some researchers claiming that the neural basis of WM may closely resemble perception[1](#nyas12992-bib-0001){ref-type="ref"} while others argue that WM and long‐term memory (LTM) can operate with the same constraints.[2](#nyas12992-bib-0002){ref-type="ref"} There is a danger then that WM becomes different things to different people, and in this way its utility becomes diluted.

If there is one unifying theme across the collective endeavors of researchers in different fields, it might perhaps be the attempt to characterize and delineate *capacity limits* in WM, both in healthy individuals and in people with brain disorders. Ultimately, this is the currency with which findings are reported. In part, the focus on limits stems largely from the well‐established strong relationship between WM capacity and performance. For example, reading comprehension,[3](#nyas12992-bib-0003){ref-type="ref"} scores on exams,[4](#nyas12992-bib-0004){ref-type="ref"} and real world performance[5](#nyas12992-bib-0005){ref-type="ref"} are all intimately related to WM capacity. This suggests that limits in WM might act as crucial bottlenecks in determining the ability of a person to coordinate behavior effectively over time. Thus, understanding the neural and psychological bases of such capacity limits might be crucial to unlocking constraints on human cognitive performance limitations----and also to improving them. Moreover, limits in WM have important consequences in terms of the mechanisms required to protect memory contents from distraction or to update them on the basis of new information.

Here, we review some recent work on WM and identify key trends that have advanced our state of knowledge (for other recent viewpoints, the reader is referred to reviews in Refs. 6--9). At the outset, we point out that, although similar mechanisms are likely to operate across other modalities, the focus of this review is visual WM, an area that has generated intense debate in recent years. For a more verbal WM focus, the reader is referred to Ref. [10](#nyas12992-bib-0010){ref-type="ref"}; for other recent developments in the cognitive psychology of WM, there are several important contributions that have reviewed different aspects of the field.[11](#nyas12992-bib-0011){ref-type="ref"}, [12](#nyas12992-bib-0012){ref-type="ref"}, [13](#nyas12992-bib-0013){ref-type="ref"}

Here, we first discuss recent research in the field of visual WM that suggests that, although it is indeed highly limited, the limitation is not the number of items that can be retained but rather the resources that can be devoted to storing items. Second, we examine data that reveal how maintained items compete with each other for mnemonic resources and how recall can be corrupted (e.g., by misbinding features that belong to different stored objects). Next, we review recent findings that highlight the intimate relationship between attention and WM. These studies show that limited resources in memory can be deployed flexibly between objects, with some items----often only one----being held in a privileged state: the so‐called *focus of attention*. Fourth, we review recent reports on how expectations or predictions about the environment affect the temporal coordination of resources----or deployment of attention----in WM. Findings from this line of research suggest that distinct neurophysiological signals are responsible for preparing either to update the contents of WM or to ignore new information. Next, we discuss results that suggest that the basal ganglia are important in why and how we shift resources within WM. Finally, we integrate the above findings with a growing body of work that challenges a sharp demarcation between WM and LTM and their neural substrates, with a specific focus on the hippocampus.

WM is a highly limited resource {#nyas12992-sec-0020}
===============================

Perhaps the most fundamental and controversial aspect of WM research in the last few years has been a reappraisal of its underlying architecture. Recent theoretical and empirical approaches[7](#nyas12992-bib-0007){ref-type="ref"}, [14](#nyas12992-bib-0014){ref-type="ref"}, [15](#nyas12992-bib-0015){ref-type="ref"}, [16](#nyas12992-bib-0016){ref-type="ref"} have challenged the orthodox view that WM is effectively quantal and limited to a small, finite number of items (sometimes referred to as *K*) that are held in a fixed number of memory "slots," each with a fixed resolution.[17](#nyas12992-bib-0017){ref-type="ref"}, [18](#nyas12992-bib-0018){ref-type="ref"}, [19](#nyas12992-bib-0019){ref-type="ref"}, [20](#nyas12992-bib-0020){ref-type="ref"} Evidence in favor of an alternative *resource model* of WM comes primarily from delayed reproduction or adjustment tasks that require participants to reproduce the exact feature of a remembered object using a continuous, analog response space (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}).

![Recall precision: a new way to measure the fidelity of working memory. Sequential working memory task in which recall precision is measured on a continuous analog scale (e.g., Ref. [21](#nyas12992-bib-0021){ref-type="ref"}). (A) Participants are presented with a series of bars, each of a different color. After a variable delay, they have to reproduce the orientation of the probed item (in this case, the magenta bar) by rotating it to match their memory. (B) Using such methods, it has become apparent that, as the number of items increases, the precision of recall decreases. Moreover, precueing the item by telling the participant which of the bars is going to be probed restores precision levels to that observed for one item. (C) These methods also allow participants' recall error to be decomposed into three components. First, error can be due to imprecise memory of the target item, T (top). Second, error may result from being corrupted by other nontarget items (labeled N) in the sequences (middle). These so‐called misbinding errors occur when the orientation of one of the nonprobed items is erroneously reported (e.g., participant responds with the orientation of the orange or blue bar when probed with the magenta bar). Finally, error may result from guessing, in which case there will be no systematic relationship between the orientations of the memoranda and the participant\'s response (bottom).](NYAS-1369-40-g001){#nyas12992-fig-0001}

A common method is to present participants with a series of items, for example, colored bars with different orientations (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}A), and, following a delay, ask them to reproduce the exact quality of one of these items, for example, the appropriate orientation.[21](#nyas12992-bib-0021){ref-type="ref"} Using adjustment tasks, it is possible to obtain a measure of recall precision (i.e., the resolution with which items are maintained and later reported from WM). Studies using recall precision as the primary measure have also examined memory for spatial location, orientation, and motion direction, with items presented either simultaneously or consecutively in a sequence.[21](#nyas12992-bib-0021){ref-type="ref"}, [22](#nyas12992-bib-0022){ref-type="ref"}, [23](#nyas12992-bib-0023){ref-type="ref"} Similar investigations have now also been performed in the auditory domain, using pitch or vowel sounds on a continuous, analog report space, demonstrating that this distributed resource model is not just applicable to visual WM.[24](#nyas12992-bib-0024){ref-type="ref"}, [25](#nyas12992-bib-0025){ref-type="ref"}

These behavioral studies have all reported a gradual decline in recall precision with increasing number of items retained in memory, even with an increase of set size from one to two objects (i.e., below putative item capacity limits in "slot" models, which have claimed a hard limit of three or four items for visual WM). The key concept here is that, although WM is indeed limited, there is no item limit; it is simply that with increasing number of stored items, less resource can be devoted to each item, and hence recall precision falls. This decline in WM precision with increasing set size has been explained on the basis of noisier representations of items stored within a limited resource or neuronal pool.[6](#nyas12992-bib-0006){ref-type="ref"} It has been modeled as decrease in the gain of neural activity in inverse proportion to the number of retained items.[26](#nyas12992-bib-0026){ref-type="ref"} However, such an interpretation has been contested, with some researchers favoring a modified version of the slot model----so‐called "slots plus averaging"----to account for them.[27](#nyas12992-bib-0027){ref-type="ref"}

Data from a recent functional imaging study that employed multivoxel pattern analysis (MVPA) in occipital, parietal, and frontal cortex revealed coarsening of the fidelity of representations of stored items with increasing set size.[28](#nyas12992-bib-0028){ref-type="ref"} Even the addition of one object to another held in memory has a significant effect on the quality of the representation of each stored item (Fig. [2](#nyas12992-fig-0002){ref-type="fig"}). Furthermore, electrophysiological work in monkeys using recall precision as the report measure suggests that local field potentials during maintenance correlate with more precise memory representations.[29](#nyas12992-bib-0029){ref-type="ref"} These findings would be consistent with the flexible but limited resource framework and, again, might also be reconciled within a modified slot model (see Ref. [27](#nyas12992-bib-0027){ref-type="ref"}).

![Cortical representations of one or two items held in working memory. (A and B) Two‐ and three‐dimensional representations of remembered locations were reconstructed using MVPA (multivoxel pattern analysis) from an fMRI study with a surface fitted to the average reconstruction. (C) Spatial representations in memory became coarser from V1 (primary visual cortex) through to parietal regions within the intraparietal sulcus (IPS0--3) and frontal eye fields (sPCS, superior precentral sulcus). Crucially, there was a fall in the amplitude of the representation from holding one to two items in memory across many early visual areas and some parietal regions. Adapted from Ref. [28](#nyas12992-bib-0028){ref-type="ref"}.](NYAS-1369-40-g002){#nyas12992-fig-0002}

Items compete with each other for WM resources {#nyas12992-sec-0030}
==============================================

Delayed adjustment tasks introduced to probe recall precision also provide a means to dissect out sources of error contributing to performance, which may be a necessary prerequisite for understanding how resources are distributed between stored items. In such tasks, error in recall can potentially arise from three distinct sources, and statistical techniques, such as maximum likelihood estimation, have enabled researchers to examine how WM recall goes awry under different experimental manipulations (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}C).

First, error can be due to variability in memory for the probed feature (i.e., how well the orientation of the probed bar is stored and maintained (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}C)). Second, error can arise from misreporting features of nonprobed items that were presented in the original memory array, instead of reporting the features that belonged to the probed item. Such errors have been referred to as *misbinding errors*, because participants fail to correctly bind the color of the probed item with its orientation and instead reproduce the orientation of another item held in memory (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}C). In other words, a participant\'s response might be systematically corrupted by other objects encoded into WM.[30](#nyas12992-bib-0030){ref-type="ref"} Finally, participants may make random errors because, on some trials, they are simply guessing (e.g., they failed to encode or retrieve the probed item).

Across many different types of experiment, it has now been established that, as the number of stored items increases, so the variability in memory for the encoded feature increases, but importantly, in addition, the proportion of trials where participants respond by reporting a feature belonging to one of the other items in memory----misbinding----also increases.[21](#nyas12992-bib-0021){ref-type="ref"}, [22](#nyas12992-bib-0022){ref-type="ref"}, [30](#nyas12992-bib-0030){ref-type="ref"}, [31](#nyas12992-bib-0031){ref-type="ref"} Pathological rates of misbinding turn out to be associated with focal lesions of the medial temporal lobe,[32](#nyas12992-bib-0032){ref-type="ref"} which we discuss later in the section on the relationship to LTM and the hippocampus.

Top‐down goals and the frontal cortex can flexibly bias resource allocation {#nyas12992-sec-0040}
===========================================================================

Although items can compete with each other for resources, it is rarely the case that all objects within an array compete with each other on a level playing field. The existence of top‐down goals and expectations will lead to certain items being prioritized over others. Within the framework of the resource model of WM, it has been shown that, if goals are altered by cuing an item to be most task relevant (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}B), a greater share of memory resources will be allocated to it----inferred from improved recall precision. But, crucially, this comes at a cost to other items held in memory, as would be predicted if WM resource is a highly limited resource.[21](#nyas12992-bib-0021){ref-type="ref"}, [24](#nyas12992-bib-0024){ref-type="ref"}, [31](#nyas12992-bib-0031){ref-type="ref"}, [33](#nyas12992-bib-0033){ref-type="ref"}

Findings from early lesion, electrophysiological recording, and neuroimaging studies[34](#nyas12992-bib-0034){ref-type="ref"}, [35](#nyas12992-bib-0035){ref-type="ref"}, [36](#nyas12992-bib-0036){ref-type="ref"} suggested that the lateral frontal cortex is essential, if not synonymous, with both executive control over WM and storage of memoranda. While these studies undoubtedly served to underscore the importance of the prefrontal cortex, the cortical real estate involved in WM has significantly expanded in recent years. Instead of acting as both the store and organizer of WM, the prefrontal cortex is now widely characterized as responsible for biasing processing in specialized, stimulus‐specific posterior cortical areas[37](#nyas12992-bib-0037){ref-type="ref"} or as responsible for resource allocation.[29](#nyas12992-bib-0029){ref-type="ref"}, [38](#nyas12992-bib-0038){ref-type="ref"}

In WM research, commonly used stimuli to probe brain responses include faces and scenes that are processed in distinctly different regions: the fusiform face area and the parahippocampal place area, respectively.[39](#nyas12992-bib-0039){ref-type="ref"}, [40](#nyas12992-bib-0040){ref-type="ref"}, [41](#nyas12992-bib-0041){ref-type="ref"} Techniques such as MVPA have allowed researchers to probe the neural representation by examining patterns of activation across voxels. Using this method, WM representations have been decoded from patterns of activity in the visual cortex, across the life span of retained items.[42](#nyas12992-bib-0042){ref-type="ref"}, [43](#nyas12992-bib-0043){ref-type="ref"} Furthermore, activity in face‐sensitive and scene‐sensitive areas of the cortex varies according to whether information had to be attended to or ignored.[44](#nyas12992-bib-0044){ref-type="ref"} Several subsequent studies have reported associations between measures of connectivity between frontal and posterior sensory regions and susceptibility to distraction in WM.[45](#nyas12992-bib-0045){ref-type="ref"}, [46](#nyas12992-bib-0046){ref-type="ref"}, [47](#nyas12992-bib-0047){ref-type="ref"} Moreover, incentivizing the need to exert top‐down control through providing financial bonuses or losses not only enhanced performance but also augmented the blood oxygen level--dependent (BOLD) signal and connectivity measures.[48](#nyas12992-bib-0048){ref-type="ref"}, [49](#nyas12992-bib-0049){ref-type="ref"}

Transcranial magnetic stimulation (TMS) over the right inferior frontal region both disrupts electrophysiological markers of top‐down control in posterior cortex and significantly impairs WM performance.[50](#nyas12992-bib-0050){ref-type="ref"} Similarly, utilizing a faces‐versus‐scenes design, it has been shown that TMS over the right dorsolateral prefrontal cortex (DLPFC) modulated activity in regions associated with processing the relevant category, but did not alter activity in those regions processing the irrelevant category.[51](#nyas12992-bib-0051){ref-type="ref"} In addition, the dopamine agonist bromocriptine increased the disruptive effect of congruent (face) versus incongruent (scene) distractors, accompanied by reduced connectivity between frontal regions and the fusiform face area.[52](#nyas12992-bib-0052){ref-type="ref"} Cumulatively, these findings provide strong evidence for the idea that the prefrontal cortex is responsible for providing top‐down control. However, some recent findings[53](#nyas12992-bib-0053){ref-type="ref"} suggest that caution should be exercised in assuming that there are separate systems for exerting top‐down control and maintaining feature‐specific information.

Expectations and temporal coordination of resources in WM {#nyas12992-sec-0050}
=========================================================

Expectations and assumptions permeate all of our daily activities. Neural resources devoted to a certain task or stimulus may depend on what came before and what is expected to happen next. The last few years have witnessed a huge growth in studies of the role of predictions and expectation in shaping our mental lives.[54](#nyas12992-bib-0054){ref-type="ref"}, [55](#nyas12992-bib-0055){ref-type="ref"}, [56](#nyas12992-bib-0056){ref-type="ref"}, [57](#nyas12992-bib-0057){ref-type="ref"} Research on WM has not been isolated from this trend. A number of investigations have examined how neural or psychological resources can be flexibly shifted and deployed to meet behavioral demands according to predictions or expectations and hence maximize utilization of WM resources. This view of a flexible set of regions underpinning WM is not new. It has long been proposed that a coalition of brain structures may emerge to perform a specific task, rather than the task resulting from neurons dedicated to perform only one.[58](#nyas12992-bib-0058){ref-type="ref"}

The impact of expectations and predictions in shaping WM can readily be appreciated when clues about which items are going to be probed are provided. For example, interference and competition between items, in both encoding and maintenance, can be overcome by directing attention to one or more of the memoranda. Cueing an item (via its location or color) before encoding (*precueing*) results in improved precision of recall for that item, but, crucially, with a concurrent cost to recall of other objects in the memory array[21](#nyas12992-bib-0021){ref-type="ref"} (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}B and C). Importantly, the increase in memory resolution with cueing can be explained both by a decrease in variability in storage of the maintained feature and an increased probability of misbinding errors, suggesting that the bound representation of the cued item is made more resistant to interference from other, task‐irrelevant items at encoding (Fig. [1](#nyas12992-fig-0001){ref-type="fig"}B and C).

Cues are effective not only before encoding but also if provided long after stimuli have disappeared, thus demonstrating that resources can be shifted between items already stored in WM. Studies using such retrospective *retro‐cues* [59](#nyas12992-bib-0059){ref-type="ref"} have shown that an item can be protected from interference throughout the delay interval.[60](#nyas12992-bib-0060){ref-type="ref"} Recently, precueing and retro‐cueing were found to be associated with both similar and distinct neural mechanisms.[61](#nyas12992-bib-0061){ref-type="ref"} Although both cues had similar effects on oscillations in the alpha band, they produced differences in event‐related potentials (ERPs). Precueing produced changes in ERPs associated with anticipatory attention. In contrast, retro‐cueing was associated with early selection ERPs, such as increased N1 and N2, which are likely to reflect selection of items within WM.[62](#nyas12992-bib-0062){ref-type="ref"} Thus, increased information about which items will be probed can aid dynamic shifts of memory resource and thereby decrease competition between items at encoding, as well as protect the temporal stability of cued objects.

Recent findings also show that cues may lead to an item being held in different representational states (e.g., see Ref. [63](#nyas12992-bib-0063){ref-type="ref"}). Specifically, an object might be held in a more prioritized state by directing attention toward it, placing it inside the so‐called *focus of attention* (FoA) and thereby allowing the prioritized item to be accessed with higher accuracy and/or fidelity. Moreover, imaging studies using the MVPA technique have demonstrated that prioritized items can be decoded more accurately compared to other memoranda with trial‐by‐trial fluctuations in neural dynamics predictive of performance.[64](#nyas12992-bib-0064){ref-type="ref"}, [65](#nyas12992-bib-0065){ref-type="ref"} Importantly, the remaining items, although considered to be in different representational states, are still retrievable and have a continued influence on WM processing.

In contrast to classical models of WM in which retention is achieved through persistent neuronal firing, it has been argued that the neural mechanisms supporting retention might be achieved through highly dynamic population coding.[66](#nyas12992-bib-0066){ref-type="ref"}, [67](#nyas12992-bib-0067){ref-type="ref"} Causal evidence for different representational states in WM was provided in a recent study[22](#nyas12992-bib-0022){ref-type="ref"} that demonstrated that recall precision for items in WM is differentially affected by TMS over the sensory cortex (Fig. [3](#nyas12992-fig-0003){ref-type="fig"}). Items inside the FoA were most vulnerable to stimulation of the visual cortex. Importantly, nonprivileged items were not only retrievable from memory, but were recalled with higher precision following TMS. These findings suggest that the strength of the privileged item representation was weakened after TMS to the visual cortex, effectively reducing interference from this object on nonprivileged memoranda, thereby resulting in an increase in their recall precision. Investigations of tactile WM similarly suggest that an item in the FoA may be held within the primary sensory cortex.[68](#nyas12992-bib-0068){ref-type="ref"}

![Manipulation of representational states in working memory. (A) Schematic of a task manipulating states of items in WM for motion direction. Participants had to remember the direction of two random dot kinematograms (RDK): one red and the other green. During the delay, they were "incidentally cued" by being asked to make a judgment orthogonal to the memory task: the location of one of the items had to be reported, bringing it into the focus of attention or privileged state. TMS was then applied to the visual area MT before recall for one of the RDKs being probed. If this was the same color as the incidental cue (congruent condition), recall was better than if it was not (incongruent). (B) Recall precision following TMS was reduced for the item in the privileged state, while performance for the unprivileged items actually improved.[22](#nyas12992-bib-0022){ref-type="ref"}](NYAS-1369-40-g003){#nyas12992-fig-0003}

In addition to work on the FoA within WM, a great deal of interest has been directed recently toward neurophysiological mechanisms associated with gating the entry of items into WM under different expectations (see Ref. [37](#nyas12992-bib-0037){ref-type="ref"} for a review). Neuronal oscillations in the alpha band (∼8--12 Hz) during the delay period increase in a load‐dependent fashion.[69](#nyas12992-bib-0069){ref-type="ref"} These increases are frequently interpreted in terms of suppressing irrelevant information[70](#nyas12992-bib-0070){ref-type="ref"} or functional inhibition.[71](#nyas12992-bib-0071){ref-type="ref"} For example, the power of alpha oscillations increases in irrelevant areas of the cortex and decreases in relevant regions.[72](#nyas12992-bib-0072){ref-type="ref"} Thus, within many of these accounts, alpha oscillations are conceptualized as the neural fingerprint of resource allocation----either due to enhanced processing of relevant information or diminished processing of irrelevant information. The control of these alpha oscillations is likely to come from frontal regions,[73](#nyas12992-bib-0073){ref-type="ref"} consistent with the aforementioned idea that the frontal cortex is involved in controlling resource allocation.[29](#nyas12992-bib-0029){ref-type="ref"}, [38](#nyas12992-bib-0038){ref-type="ref"}

In line with prior work on attention,[74](#nyas12992-bib-0074){ref-type="ref"}, [75](#nyas12992-bib-0075){ref-type="ref"} alpha oscillations have been reported to increase in expectation of the appearance of highly distracting, temporally predictable information during a WM task.[76](#nyas12992-bib-0076){ref-type="ref"} Expectation of a strong versus weak distractor led to an increase in alpha power, and the strength of this modulation predicted recall performance (Fig. [4](#nyas12992-fig-0004){ref-type="fig"}). Similarly, the phase of the alpha oscillations was also modulated in anticipation of strong distractors, with the magnitude of this modulation again related to behavioral performance. These phase adjustments were localized to frontal and posterior regions. Finally, as an empirical demonstration of the role of temporal predictions in facilitating WM, jittering the onset of the distractor (to negate the possibility for phase adjustments) resulted in impaired performance.[76](#nyas12992-bib-0076){ref-type="ref"}

![Alpha power and working memory performance. (A) Expectation of a strong versus weak distractor led to an increase in power in the alpha band (8--12 Hz). (B) This was associated with increased reaction times, with a significant correlation between changes in alpha power and reaction time according to distractor presence. Thus, individuals who increased their alpha power the most in anticipation of the distractor were also those who showed the least impairment.[76](#nyas12992-bib-0076){ref-type="ref"} (C) A related study reported an increase in alpha power lateralized before a distractor appearance and correlating with WM performance for the preceding item. Alpha was higher in contralateral areas, which is generally taken to imply inhibition of the relevant area of cortex.[77](#nyas12992-bib-0077){ref-type="ref"}](NYAS-1369-40-g004){#nyas12992-fig-0004}

In a different study that investigated the role of alpha oscillations in shaping recall, both alpha power and phase before a stimulus were related to recall precision.[77](#nyas12992-bib-0077){ref-type="ref"} This finding provides a link between indices of neural oscillations in the alpha band and the fidelity of an item\'s representation in WM. However, although there was a relationship between alpha power changes and distractor processing as reported in Ref. [76](#nyas12992-bib-0076){ref-type="ref"}, the relationship between phase adjustments and distractor was not found. The discrepancy might be due to differences in the predictability of the distractor in each study (blocked versus randomized distractor trials), which may have precluded the possibility of any phase adjustments.

The basal ganglia can guide why and how information is selected {#nyas12992-sec-0060}
===============================================================

Many investigators have utilized notions of relevant and irrelevant information without specifying the neural or psychological origin of this distinction or how these types of information can become distinct in the brain. Several researchers have argued that the basal ganglia\'s specific contribution to WM is in gating information.[78](#nyas12992-bib-0078){ref-type="ref"}, [79](#nyas12992-bib-0079){ref-type="ref"}, [80](#nyas12992-bib-0080){ref-type="ref"} For example, an influential study reported that the globus pallidus was preferentially recruited when items have to be filtered out from WM during encoding.[80](#nyas12992-bib-0080){ref-type="ref"} Increased BOLD signal in preparation for filtering was positively correlated with both WM capacity and physiological evidence for allowing distractors to enter memory. Furthermore, lesions of the basal ganglia----but not the frontal cortex----are associated with impaired filtering of items into WM, whereas frontal lesions lead to reduced WM capacity.[81](#nyas12992-bib-0081){ref-type="ref"} Taken together, these findings strongly suggest that the basal ganglia gate access to WM representations.

Although the ventral parts of the basal ganglia, such as the nucleus accumbens, are usually associated with reward processing,[82](#nyas12992-bib-0082){ref-type="ref"}, [83](#nyas12992-bib-0083){ref-type="ref"} these regions may also be important in acquiring the attentional sets that are subsequently exploited within WM.[84](#nyas12992-bib-0084){ref-type="ref"} As such, the basal ganglia might have a role in WM similar to that in reinforcement learning:[79](#nyas12992-bib-0079){ref-type="ref"}, [85](#nyas12992-bib-0085){ref-type="ref"} computing signals used to reinforce or discourage their antecedent behaviors. For example, information about the relevance or irrelevance of features in the environment is most readily gleaned from their correlation with reward, which can be used to guide WM control processes.[79](#nyas12992-bib-0079){ref-type="ref"}, [86](#nyas12992-bib-0086){ref-type="ref"} Indeed, using face‐versus‐scene designs, it has been shown that reward is capable of sculpting attention, tuning it toward certain features in the environment while tuning out other features.[87](#nyas12992-bib-0087){ref-type="ref"}, [88](#nyas12992-bib-0088){ref-type="ref"}, [89](#nyas12992-bib-0089){ref-type="ref"}

A mnemonic role for reward‐related signals in the basal ganglia is supported by findings that report that the magnitude of these responses during the presentation of memoranda is directly related to retention of relevant information across time.[90](#nyas12992-bib-0090){ref-type="ref"}, [91](#nyas12992-bib-0091){ref-type="ref"} The striatum may support such a mechanism through credit assignment,[92](#nyas12992-bib-0092){ref-type="ref"} in which the occurrence of a reward is paired with the appropriate stimulus. This property of the ventral striatum was elegantly demonstrated by the finding that reward‐related signals boost activity in stimulus‐specific areas of cortex.[92](#nyas12992-bib-0092){ref-type="ref"} For example, reward receipt after viewing a face increased activity in an area of the fusiform face region. Thus, these reward‐related striatal signals might engender the top‐down control signals that emanate from the frontal cortex to bias processing in the posterior cortices, a property that other nodes in the basal ganglia have been found to possess.[93](#nyas12992-bib-0093){ref-type="ref"}, [94](#nyas12992-bib-0094){ref-type="ref"}

Computation models have predicted how reward‐related signaling in the basal ganglia might gate information.[79](#nyas12992-bib-0079){ref-type="ref"} One recent study examined how reward‐related processing modulates the efficacy with which memoranda can be prevented from entering WM or updates the contents of memory by displacing previously stored items.[95](#nyas12992-bib-0095){ref-type="ref"} Ignoring and updating recruited distinct constellations of cortical and subcortical regions (Fig. [5](#nyas12992-fig-0005){ref-type="fig"}). While the dorsal striatum was preferentially active during update compared to ignore trials, the DLPFC was relatively more active for ignore versus update trials. Importantly, a greater BOLD response in the ventral striatum----and the DLPFC----for wins, compared to losses, was associated with enhanced distractor resistance but impaired updating. An additional connectivity analysis revealed that BOLD signal in the ventral striatum was positively coupled to regions of cortex associated with distractor resistance. This provides a mechanism through which striatal responses to salient events can affect WM processing at the cortical level to bias gating in WM. Thus, the basal ganglia seem to play an important modulatory role in the control of control.[79](#nyas12992-bib-0079){ref-type="ref"}

![Effects of reward on ignoring versus updating information in working memory. The receipt of an unexpected financial gain relative to a loss during the delay period led to increased BOLD signal in the ventral striatum (left image). The extent to which ignoring and updating items in WM were differentially affected by reward receipt was related to the magnitude of BOLD signal changes in the ventral striatum, left DLPFC, and left frontopolar cortex (bottom image). In addition, there was increased connectivity between the ventral striatum and the left DLPFC and frontopolar cortex when participants had to ignore information compared to when they had to update WM. Regions coupled to the ventral striatum during ignore events that showed a brain--behavior relationship overlapped with a distractor--resistance network (right images). Results from Ref. [95](#nyas12992-bib-0095){ref-type="ref"}.](NYAS-1369-40-g005){#nyas12992-fig-0005}

The hippocampus, binding, and interactions between WM and LTM {#nyas12992-sec-0070}
=============================================================

The traditional view of brain regions involved in memory has been that medial temporal lobe (MTL) regions, such as the hippocampus, have an exclusive role in LTM, while WM is supported by the frontoparietal cortex. Recently, however, several lines of evidence have suggested that MTL regions might also be involved in retention of information over short periods of time, although whether the functions of these regions contribute to the short‐term retention of information in WM remains highly controversial and intensely debated (for a spectrum of perspectives, see Refs. [96](#nyas12992-bib-0096){ref-type="ref"}, [97](#nyas12992-bib-0097){ref-type="ref"}, [98](#nyas12992-bib-0098){ref-type="ref"}, [99](#nyas12992-bib-0099){ref-type="ref"}, [100](#nyas12992-bib-0100){ref-type="ref"}, [101](#nyas12992-bib-0101){ref-type="ref"}, [102](#nyas12992-bib-0102){ref-type="ref"}, [103](#nyas12992-bib-0103){ref-type="ref"}).

One possible role for MTL regions such as the hippocampus in WM is to support binding of information. In a recent functional magnetic resonance imaging (fMRI) study, successful maintenance of object--spatial binding was associated with the integrity of the pattern of information across both encoding and delay periods only in the anterior hippocampus.[104](#nyas12992-bib-0104){ref-type="ref"} Participants learned to associate a household object with a particular location on a grid. The imaging results suggested that, while the perirhinal cortex (PRC) coded for objects and the parahippocampal and posterior hippocampus coded for locations, the anterior hippocampus crucially coded for the conjunction----feature binding----of an item and location.

Another important source of evidence highlighting the role of the MTL specifically in maintenance of feature binding in WM comes from lesion studies.[32](#nyas12992-bib-0032){ref-type="ref"}, [96](#nyas12992-bib-0096){ref-type="ref"}, [97](#nyas12992-bib-0097){ref-type="ref"}, [98](#nyas12992-bib-0098){ref-type="ref"}, [99](#nyas12992-bib-0099){ref-type="ref"}, [105](#nyas12992-bib-0105){ref-type="ref"}, [106](#nyas12992-bib-0106){ref-type="ref"} Recently, it was demonstrated that binding of objects to locations is impaired in patients with focal damage to the MTL.[32](#nyas12992-bib-0032){ref-type="ref"} In this investigation, patients were presented with a set of colored shapes (fractals) and asked to keep in mind both their identity and location. Following a short delay, they first identified the item they had previously seen in memory (in a two‐alternative forced choice task) and then dragged it on the touchscreen to its remembered location (location recall precision) (Fig. [6](#nyas12992-fig-0006){ref-type="fig"}). Although patients with focal MTL lesions performed similarly to healthy controls on memory for object identity, they were significantly worse at remembering the location of items. Importantly, further analysis demonstrated that this deficit could be entirely explained by a specific increase in misbinding errors, here manifested by misbinding object location and identity. Thus, MTL patients showed an increased tendency to drag a remembered object to the location of one of the other items they held in WM. These errors have been termed *swap* errors because object locations were effectively swapped in memory.

![Misbinding in working memory following medial temporal lesions. Patients with focal damage to the MTL were tested on a "What was where?" touchscreen task. While their memory for object identity was good, their recall precision for object location was significantly impaired. However, all of their deficits could be explained by misbinding or swap errors: they were more likely to report the location of the probed item as being that of one of the other (nonprobed) objects held in memory. Adapted from Ref. [32](#nyas12992-bib-0032){ref-type="ref"}.](NYAS-1369-40-g006){#nyas12992-fig-0006}

Such findings are in line with reports of binding errors observed in patients with Alzheimer\'s disease (AD) and more recently in asymptomatic carriers of a familial AD gene.[107](#nyas12992-bib-0107){ref-type="ref"} Similarly, individuals with mutations in the lysosomal enzyme glucocerebrosidase, who are known to have pathological changes to their MTLs, showed increased misbinding errors, whereas, by contrast, patients with Parkinson\'s disease have a signature of increased random responses in recall.[108](#nyas12992-bib-0108){ref-type="ref"}

Although it is now widely recognized that the hippocampus contributes to the short‐term retention of information, not all investigators agree that these functions should be called WM. Instead, some have argued that performance is impaired in hippocampal patients only when the WM capacity is breached.[100](#nyas12992-bib-0100){ref-type="ref"}, [101](#nyas12992-bib-0101){ref-type="ref"} According to this view, patients perform just as well as healthy controls below a capacity limit of three items. However, when more items have to be stored, LTM needs to be used. However, if the hippocampal LTM system is disrupted, performance will fall with memory loads of four or more, because LTM can no longer be accessed. Thus, the apparent impairment in WM observed with higher memory loads in hippocampal patients is argued to be due to impaired LTM. However, such an explanation would predict that patients would make random errors when storing items above the WM capacity limit, because none of the features would be stored for some items. Instead, they make systematic misbinding or swap errors, which suggests that, although features are stored in hippocampal patients, their bindings are fragile.[32](#nyas12992-bib-0032){ref-type="ref"} Moreover, deficits in binding can be shown for loads at or below the putative capacity limit of three items.[32](#nyas12992-bib-0032){ref-type="ref"}, [96](#nyas12992-bib-0096){ref-type="ref"}, [99](#nyas12992-bib-0099){ref-type="ref"}, [105](#nyas12992-bib-0105){ref-type="ref"}, [106](#nyas12992-bib-0106){ref-type="ref"}

Baddeley and colleagues studied a developmental amnesic with selective bilateral hippocampal volume loss.[109](#nyas12992-bib-0109){ref-type="ref"} They were unable to demonstrate any deficit of binding, either in the visual or verbal domain. It is possible that binding deficits require much more extensive MTL disruption or that compensatory mechanisms might have allowed relatively normal binding in this case. But the authors also discuss the potential flaws in some of the studies that have reported binding deficits in WM, including the fact that many investigations have used spatial location as a feature. Given the potentially important role of the hippocampus in spatial memory, they argue that the apparent binding deficit might actually be due to impaired spatial memory. Consistent with this view, one imaging study in humans has shown right hippocampal activation for object--location associations, but not for object--color binding or for single items.[110](#nyas12992-bib-0110){ref-type="ref"} This type of objection might indeed be applied to many of the lesion studies that report WM binding deficits, but not to all.[32](#nyas12992-bib-0032){ref-type="ref"} Clearly, this is a highly controversial area that remains to be fully resolved. Meanwhile, some authors have used the findings reported here to argue that the crucial role of the hippocampus is high‐resolution binding, regardless of the maintenance delay----short or long.[111](#nyas12992-bib-0111){ref-type="ref"}

Another line of research has suggested that MTL regions might play a role in aspects of WM other than binding. For example, in tasks using sequential presentation of items, recognition of the last item is accompanied by less hippocampal activation compared to recognition of items presented earlier in the sequence,[112](#nyas12992-bib-0112){ref-type="ref"} suggesting a specific role for the hippocampus in maintenance of items outside the FoA. In other words, the hippocampus might play a role in storing nonprivileged items in WM, as supported by state‐dependent models of WM.[13](#nyas12992-bib-0013){ref-type="ref"}, [113](#nyas12992-bib-0113){ref-type="ref"} Other subregions within the MTL----specifically the entorhinal cortex (EC), parahippocampal cortex (PHC), and PRC----might also play active roles in the maintenance of items in WM, as suggested by some computational models that argue that sustained activity in these regions might facilitate coding of novel items into LTM (reviewed in Ref. [114](#nyas12992-bib-0114){ref-type="ref"}). Intriguingly, a high‐resolution fMRI study reported load‐dependent modulation of activity with greater signal change in the hippocampus during encoding, but greater activity in the EC, PRC, and PHC during WM maintenance.[115](#nyas12992-bib-0115){ref-type="ref"} Thus, there might be separate contributions of different MTL subregions to WM processes.

Together, these findings point to overlapping constraints as well as neural correlates between LTM and WM. However, the exact relationship between WM and LTM representations and their influences on each other, as well as other cognitive processes such as perception, remains unclear. Behaviorally, some recent research has reported that recall precision in WM and LTM might be very similar, pointing toward a common limit constraining both of these processes.[2](#nyas12992-bib-0002){ref-type="ref"} Furthermore, competition for neural recourses in WM can weaken their representations in LTM,[116](#nyas12992-bib-0116){ref-type="ref"} highlighting the close relationship between both systems. In a similar vein, dopaminergic modulation of WM was found to be mirrored in the effect the drug had on the long‐term recall of that information.[117](#nyas12992-bib-0117){ref-type="ref"} This relationship between WM and LTM is likely to be the focus of intense research in forthcoming years.

Conclusions {#nyas12992-sec-0080}
===========

In this brief review, we have attempted to cover some of the key developing trends in the field. It should be apparent that, far from being "done and dusted," our understanding of WM mechanisms is in a state of evolution. Even fundamental issues, such as whether WM is quantal and limited in capacity to a small set of items, have been challenged in recent years. The development of paradigms that probe the quality of memory----rather than simply asking whether something is remembered or not----has proven to be highly significant. Delayed‐adjustment tasks that use a continuous, analog response space to measure recall precision have, in particular, posed some serious questions. Indeed, findings from behavioral studies have led to an alternative proposal about the architecture of WM. Several investigators now support the proposal that it might be best captured by a flexible resource that is highly limited, but without a fixed hard limit on the number of items that can be stored. Such a view would be consistent with decreased recall fidelity with increasingly noisier representations of retained items as set size increases within a limited neuronal pool. However, there is, as yet, no consensus, and a lively debate on how to arbitrate between the two hypotheses is in progress.

The questioning of the established view of WM has already begun to have an impact on the design of imaging and neurophysiological studies aimed at examining mechanisms underpinning encoding, storage, and dynamic shifts of priorities with altered expectations and predictions. The new methods have also provided tools to examine in more detail the proposal that some items----often only one----might be held in a privileged state or FoA in WM that has a distinct neural substrate. They have also demonstrated that it is possible to shift resources dynamically between stored objects in a flexible manner, bringing the fields of attention and WM research even closer.

These studies are being performed against a background of investigations that makes it increasingly apparent that it is difficult to frame WM as being supported simply by frontal or frontoparietal brain regions. A substantial body of work now makes it clear that early sensory regions, parts of the basal ganglia and, controversially, even the hippocampus----long considered to be a brain area that is not involved in WM----might play key and differing roles, depending upon task requirements. Some of this work challenges the notion of distinct differences between WM and LTM, or at least questions where that division lies. Finally, there is an emerging area of research that has begun to examine the role of cortical oscillations in modulating WM activity across the brain.

This is clearly an exciting time to be involved in WM research and to reconsider what exactly we know about this key cognitive process. Many research groups are investigating the impact of training WM on wider cognitive abilities and in patients with brain disorders who have WM deficits. A better understanding of the fundamental architecture and the brain mechanisms underlying WM would have the potential to improve such endeavors.
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