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Abstract
A critical issue in supply chain management is coordinating the decisions made by decision makers at different stages, for example
a supplier and one or several manufacturers. We model this issue by assuming that both the supplier and each manufacturer have
an ideal schedule, determined by their own costs and constraints. An interchange cost is incurred by the supplier or a manufacturer
whenever the relative order of two jobs in its actual schedule is different from that in its ideal schedule. An intermediate storage
buffer is available to resequence the jobs between the two stages.We consider the problems of ﬁnding an optimal supplier’s schedule,
an optimal manufacturer’s schedule, and optimal schedules for both. The objective functions we consider are the minimization of
total interchange cost, and of total interchange plus buffer storage cost. We describe efﬁcient algorithms for all the supplier’s and
manufacturers’ problems, as well as for a special case of the joint scheduling problem. The running time of these algorithms is
polynomial in both the number of jobs and the number of manufacturers. Finally, we identify conditions under which cooperation
between the supplier and a manufacturer reduces their total cost.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A supply chain represents all the stages at which value is added to a manufacturing product, including the supply
of raw materials and intermediate components, ﬁnished goods manufacture, packaging, transportation, warehousing
and logistics. A central issue in supply chain management is coordination between decisions made at different stages
of the supply chain, for example between a supplier and a manufacturer. Although the beneﬁts of coordination may be
substantial, the mathematical modelling of coordinated decision making in supply chains is still a largely undeveloped
area of research. Banker and Khosla [3] identify a need for research on supply chain management practices that provide
a competitive advantage. Karmarkar [14] recommends an integrated approach to operationsmanagement andmarketing
decisions.
In an extensive review paper, Thomas and Grifﬁn [23] identify several streams of supply chain management re-
search, such as coordinated planning in inventory-distribution systems [18], coordination in production–distribution
systems [5], and buyer–vendor coordination [2]. They also point out the need for research addressing deterministic and
operational supply chain issues rather than stochastic and strategic ones. This paper addresses that need.
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Sarmiento and Nagi [22] survey the literature of integrated production and distribution models, and point out that
the recent trend towards reduced inventory levels creates a need for greater coordination between decisions at different
stages of a supply chain. Several authors consider production systems with multiple decision makers. Ow et al. [21]
discuss a multi-agent, or distributed, scheduling system, but do not develop scheduling algorithms.Weng [24] develops
models to ﬁnd the optimal sales price and production/order quantity for each stage of a two-stage supply chain, and
examines the beneﬁt from cooperation. Moses and Seshadri [17] develop a model that ﬁnds an optimal review period
and a stocking policy for a two-stage supply chain.
This paper considers a number of operational issues that are important to the scheduling of supply chains organized
to achieve just-in-time (JIT) goals [20,12]. The study of such issues is called supply chain scheduling [10]. At the
operational level, decisionmakers at different stages of the chain need to consider various factors such as their immediate
customers’ due dates, and production deadlines, changeover costs and times. As a result, each stage deﬁnes its own
ideal schedule that speciﬁes how orders should be processed at that stage. For example, an assembly facility which
has to ship jobs to different customers may wish to process the materials in the same sequence as the due dates. On
the other hand, according to JIT concepts, scheduling decisions at an upstream stage must also comply with the actual
time at which the supplier will dispatch the raw materials and with technological requirements that may make certain
schedules infeasible. Indeed, Nellemann and Smith [19] identify the punctual delivery of materials at different stages
to be among the most important elements of a successful JIT system. Thus, the schedule that is used at each stage
depends on the requirements at the other stages.
The importance of coordination is emphasized by the results of a survey [11], in which many suppliers to US
and Japanese automobile manufacturers agreed that “JIT only transfers inventory responsibility from customers to
suppliers”. As observed by Erengüc et al. [8], this is due to the fact that JIT deliveries are not matched with JIT
production, so that manufacturers stockpile inventory in order to meet their customers’ demands. Lee and Chen [15]
study a variety of mathematical models related to the integration of transportation and scheduling decisions, but without
addressing supply chain conﬂict issues.
Supply chain scheduling coordination issues arise in a number of speciﬁc practical situations. For example, Blumen-
feld et al. [4] consider a manufacturing model where one producer has several customers, each cyclically receiving a
given product type. The production schedule is based on setup and inventory costs, however the distribution schedule
depends on freight and load inventory costs. Their objective is the minimization of overall inventory costs, and they
analyze the trade-off between the beneﬁts of coordination and increased management complexity. Similarly, Hurter
andVan Buer [13] study a problem of coordination between the printing (i.e., production) and distribution departments
in a newspaper company. Here the printing department prefers to manufacture jobs according to an ideal schedule that
minimizes overall production time, whereas the distribution department prefers that products which will be shipped
over longer distances are produced ﬁrst. The authors study the tradeoff between these conﬂicting preferences. A sim-
ilar environment is described by Agnetis et al. [1]. Here, two consecutive departments in the production process of a
furniture manufacturer rank the jobs on the basis of their color and size respectively, but a common job sequence that
trades off the two departments’ objectives is needed.
There are a few papers which address supply chain scheduling coordination issues at the operational level. Hall
and Potts [10] study the beneﬁts of cooperative decision making in a supply chain where a supplier makes deliveries
to several manufacturers, who in turn supply several customers. They develop models which minimize the total of
scheduling and batch delivery costs. Chen and Hall [6] analyze a variety of models that arise when several suppliers
deliver their products to the same assembly facility. They demonstrate that the beneﬁts of coordinated decision making
can be substantial. Dawande et al. [7] provide a new analysis of the newspaper distribution problem, and also consider
a closely related mixed model assembly problem.
In this paper, we consider two consecutive stages of a supply chain, consisting of one supplier and several man-
ufacturers, respectively. The costs and requirements speciﬁc to each stage (for example, changeover times, resource
availability and deadlines) deﬁne an ideal schedule in which the jobs should be processed. This ideal schedule mini-
mizes overall costs subject to resource constraints at that stage. Then the supply chain scheduling coordination problem
is to ﬁnd a schedule for each stage that considers both stages’ ideal schedules.
One possible situation we consider occurs when one of the two stages imposes its own ideal schedule on the other.
Then the other stage has to optimize its own schedule, subject to this given schedule and a limited resequencing
capability in a storage buffer. We are interested in minimizing the distance between the actual schedules at the various
stages of the chain and their respective ideal schedules. The distance between the actual and ideal schedules at any
2046 A. Agnetis et al. / Discrete Applied Mathematics 154 (2006) 2044–2063
stage of the supply chain is measured by the minimum number of adjacent pairwise interchanges that are necessary
to transform one schedule into the other. The pairwise interchange cost is a standard measure of the distance between
sequences. It is used, for example, in genome sequencing [16].
More speciﬁcally, we think about an ideal sequence as being deﬁned by changeover times, such as might occur in
various process industries including paint, chemicals and fertilizer. Suppose that, in these applications, the ideal and
least costly sequence (1, 2, 3) is from light to dark, or from mild to toxic. In this case, the sequence  = (3, 1, 2)
which has two interchanges is worse than the sequence ′ = (1, 3, 2) which has only one interchange. This is be-
cause the “increasing” changeovers (1, 2) in  and (1, 3) in ′ have zero or minimal cost, whereas the cost of the
“decreasing” changeover (3, 1) in  is likely to be greater than that for (3, 2) in ′ due to greater dissimilarity between
the products.
This situation is studied from the point of view of the manufacturer, and then from that of the supplier. Both these
problems are considered under two different objectives. In the ﬁrst objective, there is an interchange cost but no storage
cost. In the second objective, the addition of storage cost discourages the use of the buffer. A second situation we
consider occurs when both stages compromise in order to reach a satisfactory overall schedule. That is, they both
schedule the jobs in a less than ideal way, in order to achieve a fair redistribution of the overall costs. We study this
problem under the objective of minimizing the interchange cost, and show by example that our results do not hold in
the presence of buffer costs.
This paper is organized as follows. In Section 3, we describe our notation and scheme for problem classiﬁcation, and
we provide a brief overview of our results. In Section 3, we analyze several problems where one of the manufacturers
has to comply with the supplier’s ideal schedule. In Section 4, the roles are reversed and the supplier has to meet several
manufacturers’ ideal schedules. Section 5 considers the joint supplier-manufacturer decision problem that minimizes
the total system cost, and identiﬁes conditions for proﬁtable cooperation between the supplier and the manufacturer.
Some incentives and practical mechanisms for cooperation are also discussed. Section 6 contains some conclusions
and suggestions for future research.
2. Notation and classiﬁcation
Here we describe our notation and assumptions, and provide a brief overview of our results. Let N = {1, . . . , n}
denote a set of jobs to be processed. Each job is processed ﬁrst by the supplier and then by the manufacturer who ordered
it. A single supplier supplies G manufacturers. The time horizon is divided into T time slots. Processing of a job takes
one time slot, for both the supplier and a manufacturer. We consider a balanced situation where each manufacturer can
process at most one job in each time slot, whereas the supplier can process at most G jobs in each time slot. It is possible
that two or more jobs processed by the supplier in a given time slot may have been ordered by the same manufacturer.
A job which is processed by the supplier in time slot t can be processed by a manufacturer either in time slot t + 1,
or later. In the latter case, the job must wait in an intermediate buffer of given capacity b<n. We assume that control
of the buffer is exercised by the speciﬁed decision maker(s) in each problem considered. The set of available jobs in
the buffer during time slot t is denoted by (t), where |(t)|b. Fig. 1 illustrates the arborescence structure of the
two stages.
M1
M2
MG
S
Fig. 1. Structure of the two stage supply chain.
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In accordance with the discussion in Section 1, both the supplier and each manufacturer have an ideal schedule in
which theywould like to process the jobs.We denote by S, SI , and S∗ a feasible schedule of jobs for the supplier, an ideal
schedule for the supplier, and an optimal schedule that minimizes the supplier’s cost while meeting the manufacturer’s
requirements, respectively. A feasible schedule is one that does not exceed the available buffer capacity, b, at any time.
Also, we denote by S(t) (respectively, SI (t), S∗(t)) the set of jobs processed by the supplier during time slot t in
schedule S (resp., SI , S∗). We let (j) (respectively, I (j), ∗(j)) denote the time slot in which job j is processed
by the supplier in schedule S (resp., SI , S∗). Analogously for the manufacturers, we let Mr , MIr , and M∗r denote a
feasible schedule for the rth manufacturer, an ideal schedule for the rth manufacturer, and an optimal schedule for the
rth manufacturer, respectively. We use the notation M, MI , and M∗ when referring to all the G manufacturers as a
whole. Hence, M(t) (respectively, MI(t), M∗(t)) denotes the set of jobs processed by the G manufacturers during time
slot t in schedule M (resp.,MI ,M∗), whileMr(t) (resp.,MIr (t),M∗r (t)) has the same meaning for the rth manufacturer.
We also denote by (j) (respectively, I (j), ∗(j)) the time slot in which job j is processed by some manufacturer in
schedule M (resp., MI , M∗).
If a decision maker processes one or more jobs during a time slot, then that time slot is said to be active; otherwise,
it is idle. Consider the supplier’s ideal schedule, SI . We let i≺Sj denote that job i precedes job j in SI . For the ideal
sequence of the rth manufacturer, we similarly use the notation i≺Mr j , dropping the subscript where the identity of the
manufacturer is clear from the context. We say that an interchange occurs whenever job i is processed strictly before j,
whereas in the ideal schedule j strictly precedes i. Without loss of generality, we let the cost of an interchange relative
to an ideal schedule be 1. The cost of storing one job in a buffer for one time slot is denoted by w. This cost can vary
between the decision makers. Depending upon which model is being studied, the decisions to be made include ﬁnding
an optimal supplier’s schedule S∗, an optimal schedule M∗r for the rth manufacturer where 1rG, or an optimal
combined schedule S∗, M∗r . The decision maker(s) are either the supplier, or the rth manufacturer, or both jointly.
The standard classiﬁcation scheme for scheduling problems [9] is 1|2|3, where 1 indicates the scheduling
environment, 2 describes the job characteristics or restrictive requirements, and 3 deﬁnes the objective function
to be minimized. We let 1 = S where the decision maker is a supplier, and 1 = Mr where the decision maker is
manufacturerMr .Where both these parties are joint decision makers, we let1=S,Mr . Under2, we use b to describe
the buffer capacity. The objective functions that we consider under 3 are:
C the total cost of interchanges, relative to the decision maker’s ideal schedule;
C + W the total cost of interchanges plus storage.
In the remainder of this paper, we ﬁrst provide polynomial time algorithms for several problems. For problem Mr |b|C,
we describe an algorithm with time complexity O(nb log b). For problem Mr |b|C + W , we describe two different
algorithms with time complexities O(nb+2b) and O(n5b4), respectively. For problem S|b|C, we describe an algorithm
with time complexity O(nb log(G + b)). For problem S|b|C + W , we describe an algorithm with time complexity
O(nb+1b(G + b) log(G + b)). We also show that achieving cost savings by cooperation between a supplier and a
manufacturer is possible in problem S,Mr |b|C + W , but not in problem S,Mr |b|C.
Before considering several models for the manufacturer’s and supplier’s problems, we show that the number of time
slots that need to be considered to construct an optimal schedule is small. For the sake of simplicity, we consider the
case G = 1, but the extension to general G is straightforward.
Lemma 1. The number of time slots in which processing may occur in an optimal schedule is O(nb).
Proof. Consider a feasible schedule for the supplier and a manufacturer, and suppose that the supplier releases one job
at time t. There are |(t)| jobs in the buffer at time t. Suppose that the supplier releases the next job at time t ′, where
t ′ > t + |(t)| + 1. Further, suppose that the manufacturer processes a job in a time slot between t + |(t)| + 2 and t ′.
In this case, at least one time slot between t + 1 and t + |(t)| + 1 is idle for both the supplier and the manufacturer.
Removing this time slot clearly does not affect schedule feasibility, nor does it alter interchange costs. Storage costs,
if present, can decrease but not increase as a result. Thus, for each of the O(n) jobs released by the supplier, we can
restrict ourselves to considering at most b + 1 time slots in the schedule. 
In view of Lemma 1, we can a priori discard irrelevant time slots and hence number the remaining time slots 1, . . . , T ,
where T = O(nb), in all the analysis which follows.
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3. Manufacturer’s problems
Here we consider problems in which the decision maker is the rth of the G manufacturers. In this section of the
paper, we let SI denote the ideal supplier’s schedule relative to this manufacturer, i.e., the ideal schedule of the jobs
which are ordered by this manufacturer only. Hence, some job sets SI (t) may be empty for some time slots t. In the
manufacturer’s problem, the jobs are released by the supplier according to schedule SI . The rth manufacturer also has
its own ideal schedule,MIr . The manufacturer can resequence the jobs by storing them in a buffer when they arrive from
the supplier, and then retrieving them in a sequence that is different from that in which they were received. However,
the given capacity b<n of the buffer limits the resequencing options of the manufacturer. Let z be the last time slot t
during which jobs are released by the supplier, i.e. z = max{t : |S(t)|> 0}.
3.1. Interchange costs
We ﬁrst consider problem Mr |b|C, i.e., the minimization of interchange cost for the manufacturer. At each time slot,
based on the currently available jobs in the buffer, the manufacturer decides whether or not to produce a job. We let
ut = 1 if time slot t is idle, and ut = 0 if a job is scheduled at time t. Note that u1 = 1, since the supplier releases no jobs
before time slot 1. We refer to the vector U = [u1, . . . , uT ] as the proﬁle of a schedule Mr . The proﬁle of a schedule
identiﬁes which time slots are idle in the manufacturer’s schedule, but does not specify the order in which the jobs are
processed. We let qt =∑t−1i=1 |SI (i)| − t , and Qt = maxtvT {qv} − qt = maxtvT {∑v−1i=t |SI (i)| − (v − t)}. Note
that Qt represents the minimum amount of buffer space that needs to be set aside for jobs arriving in the future, in
order to ensure feasibility. In fact,
Qt = max
v=t,...,T {qv} − qt . (1)
We note that this implies Qt0.
Lemma 2. A schedule for problem Mr |b|C satisﬁes the buffer capacity constraint if and only if qt +∑ti=1 uib for
t = 1, . . . , T .
Proof. Observe that from time slot 1 through time slot t the supplier supplies
∑t−1
i=1 |S(i)| jobs, and only t −
∑t
i=1 ui
of them have been processed by the manufacturer. Hence, the number of jobs in the buffer during time slot t is exactly
qt +∑ti=1 ui . 
Given a partial schedule from time slot 1 to time slot t, we let (t)=Qt + qt +∑ti=1 ui . Note that (t) is the total
buffer requirement at time t, including both the space required to store the jobs currently in the buffer and the space
that needs to be set aside for future jobs.
Lemma 3. Given a partial schedule from 1 to t, if (t)> b, then no feasible schedule exists from time t + 1 on.
Proof. Given t, let v∗ t be such thatQt =∑v∗−1i=t |SI (i)|−(v∗− t). Then,Qt +qt =∑v∗−1i=1 |SI (i)|− t−(v∗− t)=qv∗
by deﬁnition. Hence, if (t)> b, and since tv∗, we have qv∗ +∑v∗i=1 uiqv∗ +∑ti=1 ui = (t)> b. Then, from
Lemma 2, it follows that no feasible schedule exists. 
Lemma 4. Qt−1 = max{0,Qt + qt − qt−1}, for t = 2, . . . , T .
Proof. From (1) and Qt−1 =maxt−1vT {qv}− qt−1, we obtain Qt−1 =max{qt−1,Qt + qt }− qt−1 =max{0,Qt +
qt − qt−1}. 
Lemma 5. In any feasible schedule, given a time slot t such that ut = 0, we have (t)(t − 1).
Proof. By deﬁnition, and since ut = 0, we have (t)−(t − 1)= (Qt + qt +∑ti=1 ui)− (Qt−1 + qt−1 +∑t−1i=1ui)=
(Qt + qt − qt−1) − Qt−10 from Lemma 4. 
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Consider a proﬁle U such that ut = 0 if and only if qt + Qt +∑t−1i=1 ui = b for t = 1, . . . , z. Intuitively, this means
that the manufacturer delays the processing of the next job until the widest possible choice of jobs is available, which
occurs when the buffer is full. A manufacturer’s proﬁle that satisﬁes this property is said to be packed. Observe that if
a proﬁle is packed, then the position of the idle time slots from 1 to z is uniquely determined by the supplier’s ideal
schedule SI .
Lemma 6. There exists an optimal schedule for problem Mr |b|C that has a packed proﬁle.
Proof. First, observe that in a feasible schedule ut =1 implies qt +Qt +∑t−1i=1 ui=(t)−ut < b. In fact, if(t)−ut =b
and ut = 1, then from Lemma 3, a buffer overﬂow occurs at some time slot after t. Hence, to prove the lemma it is
sufﬁcient to show that, given any feasible schedule for problem Mr |b|C, there exists another feasible schedule with the
same interchange cost and a packed proﬁle. Consider any feasible manufacturer’s schedule without a packed proﬁle.
Suppose there is a time slot t such that ut = 0, ut+1 = 1 and (t)−ut < b. We can move the idle time earlier from t + 1
to t, hence delaying the processing of the job from time slot t to t + 1. This solution is still feasible, since in the new
schedule(t) increases by 1 (and cannot therefore exceed b), and all the other(i) values, for i=1, . . . , T , i = t remain
the same. Clearly, no new job interchange occurs when moving idle time slots earlier. By repeating this argument, we
obtain a feasible schedule in which all the active time slots t preceding an idle time slot t + 1 satisfy the property
(t)−ut = b.Alternatively, suppose that ut = 0, ut+1 = 0 and (t + 1)−ut+1 = b. Since ut+1 = 0, from Lemma 5, we
have (t)(t + 1) = b. Also, from Lemma 3, (t)b, and hence (t) = b. By repeating this argument backwards
in the schedule, we obtain (i) − ui = b for all consecutive active time slots i between any two idle time slots. Thus,
the proﬁle is packed. 
In a manufacturer’s problem, given a set of jobs X, we say that j ∈ X is the leftmost job in MIr if j≺Mk for
all k ∈ X.
Lemma 7. A schedule M˜r for problem Mr |b|C has the minimum number of interchanges among all schedules having
a given proﬁle if and only if, whenever a job is scheduled in time slot t + 1, it is the leftmost in MIr among those in
(t) ∪ S(t).
Proof. (Only if.) Consider jobs i and h such that i≺Mh, where both belong to (t)∪S(t). For purposes of contradiction,
suppose that job h is scheduled before job i in a schedule M˜r having minimum interchange cost, and let M ′r be the
schedule obtained by swapping i and h. Clearly, M ′r has the same proﬁle as M˜r . Since i and h are both in the buffer
when job h is scheduled in M˜r , it follows that M ′r is also feasible. Let I denote the set of jobs scheduled between h
and i in M˜r , where I= ∅ is possible. The difference between the interchange costs in M˜r and M ′r is due only to i, h
and the jobs inI. In M˜r , these interchange costs sum up to |{k : k ∈ I, k≺Mh}|+ |{k : k ∈ I, i≺Mk}|+ 1, where the
last term is due to the interchange between i and h. In M ′r the interchange costs are |{k : k ∈ I, k≺Mi}| + |{k : k ∈ I,
h≺Mk}|. Since i≺Mh, we have |{k : k ∈ I, k≺Mi}| |{k : k ∈ I, k≺Mh}| and |{k : k ∈ I, h≺Mk}| |{k : k ∈ I,
i≺Mk}|. Thus, M ′r has a smaller interchange cost than M˜r , a contradiction. Hence, at the time h is scheduled, it is the
leftmost in MIr among the available jobs.
(If.) The result follows from the observation that, for a given proﬁle, the schedule satisfying the necessary conditions
is unique. 
Lemmas 2 through 7 suggest the following algorithm.
Algorithm M-C.
Step 0: Given SI ,MIr , b. Let z be the last slot in which some job is released by the supplier.
Step 1: For t = 1, . . . , z, compute qt =∑t−1i=1 |SI (i)| − t , and Qt = maxtvT {∑v−1i=t |SI (i)| − (v − t)}.
Step 2: For t = 1, . . . , T :
If Qt + qt +∑t−1i=1 uib and there are no jobs available to the manufacturer,
then no feasible schedule exists. Terminate.
If Qt + qt +∑t−1i=1 ui < b, then schedule idle time and set ut = 1.
Otherwise, schedule the available job which is leftmost in MIr , and set ut = 0.
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Fig. 2. Illustration of algorithm M–C.
Step 3: For t = z + 1, . . . , T :
Schedule the job in the buffer which is leftmost in MIr . Terminate.
Theorem 1. Algorithm M-C ﬁnds an optimal schedule for Problem Mr |b|C in O(nb log b) time.
Proof. Algorithm M-C schedules idle time whenever (t) − ut < b. Hence, from Lemmas 2 through 5, the proﬁle
of the resulting schedule is packed, and therefore M-C ﬁnds a feasible solution if one exists. Finally, it follows from
Lemmas 6 and 7 that the schedule found by Algorithm M-C has minimum cost.
We consider the time complexity ofAlgorithm M-C. From the deﬁnitions of qt andQt , and from Lemma 4, it follows
that Step 1 requires O(T ) time. Step 2 requires O(T ) repetitions of the choice of next job to schedule. The jobs in the
buffer are stored in a list ordered by the MIr schedule. Each arriving job is inserted in this list, using binary search, in
O(log b) time. The next (i.e., leftmost) job is taken from the front of the list. Step 2 requires O(T ) insertions in the
list, each requiring O(log b) time. Therefore, the overall time complexity of Algorithm M-C is O(T log b), which from
Lemma 1 equals O(nb log b). 
Example 1. Consider the example in Fig. 2. There are n=6 jobs and the buffer has capacity b=2. The ideal supplier’s
and manufacturer’s schedules are also shown in Fig. 2. The time slot in which the last job is released by the supplier is
z=6.At time 1, u1 =1.At time 2, q2 =|SI (1)|−2=2−2=0 and Q2 =max{0, 0−1, 1−2, 1−3, 3−4, 4−5}=0.
Hence, q2 + Q2 + u1 = 1<b = 2, so again an idle time slot is scheduled (u2 = 1). Similarly, q3 = −1 and Q3 = 0,
q3 + Q3 + u1 + u2 = −1 + 2 = 1< 2 and u3 = 1. For t = 4, q4 =∑3i=1 |SI (i)| − 4 = −1, Q4 = 0 and hence
q4 + Q4 + u1 + u2 + u3 = 2 = b. Since there are available jobs (1, 2 and 3), the leftmost in MIr among them (i.e.,
job 2) is scheduled at t = 4, so that u4 = 0. Continuing thus, q5 = −2, Q5 = 1 (obtained for v = 6), and therefore
q5 +Q5 + u1 + u2 + u3 + u4 = 2 = b. Again there are available jobs, so job 3 is scheduled and u5 = 0. At time t = 6,
q6 = −1, Q6 = 0 and q6 + Q6 + u1 + u2 + u3 + u4 + u5 = 2 = b, so job 4 is scheduled and u6 = 0. After slot z, the
buffer is emptied by repeatedly scheduling the leftmost job in MIr , which yields the remaining sequence (6, 5, 1).
3.2. Interchange and storage costs
We now consider the more general manufacturer’s problem where the objective function also includes storage costs,
Mr |b|C + W . Recall that the cost of holding one job in the buffer for one time slot is w. We describe two dynamic
programming algorithms for problem Mr |b|C + W . The ﬁrst, M-CW1, has running time that is polynomial in n, but
exponential in the buffer capacity, b. The second,M-CW2, has running time that is polynomial in both n and b. However,
neither algorithm is more efﬁcient than the other for all problem instances. The following preliminary result simpliﬁes
the choice of which job to schedule next in both algorithms. The proof is similar to the “only if” part of Lemma 7 and
is omitted.
Lemma 8. There exists an optimal schedule M∗r for problem Mr |b|C + W , in which whenever a job is scheduled in
time slot t + 1, it is the leftmost job in MIr among those in (t) ∪ S(t).
A. Agnetis et al. / Discrete Applied Mathematics 154 (2006) 2044–2063 2051
In the description of Algorithm M-CW1 that follows, given a set B of jobs, we let v denote the leftmost job in the
manufacturer’s ideal schedule MIr among the jobs in B ∪ S(t). We also let F(t, j) denote the number of jobs which
are released by the supplier at or after time slot t and which precede job j in MIr .
Algorithm M-CW1.
Preprocessing
F(t, j) = |{i : i ∈⋃Th=t S(h), i≺Mj}|, for t = 1, . . . , T , j = 1, . . . , n.
Value Function
ft (B) = the minimum total (interchange plus storage) cost to solve the problem over the time slots from t + 1
through T, if (t) = B.
Boundary Conditions
fT (∅) = 0.
ft+1(B ∪ S(t) − {j}) = +∞, if B ∪ S(t) = ∅, for t = 0, . . . , T , j = 1, . . . , n.
ft (B) = +∞ if |B|>b, for t = 0, . . . , T + 1.
Optimal Solution Value
f0(∅).
Recurrence Relation
ft (B) = min
{
w|B ∪ S(t)| + ft+1(B ∪ S(t)),
w(|B ∪ S(t)| − 1) + F(t + 1, v) + ft+1(B ∪ S(t) − {v}).
The main result for Algorithm M-CW1 now follows.
Theorem 2. Algorithm M-CW1 ﬁnds an optimal schedule for problem Mr |b|C + W in O(nb+2b) time.
Proof. The ﬁrst alternative in the recurrence relation computes the cost of scheduling one unit of idle time, and thus
incurring the storage cost of delaying the |B∪S(t)| jobs in the buffer by one time unit. The second alternative computes
the interchange cost of processing job v in Mr before any jobs which precede v in MIr . Since, by deﬁnition, at time
t + 1 job v is the leftmost job in MIr among those in B ∪ S(t), no job in B ∪ S(t) causes an interchange cost when v
is scheduled. Hence, the interchange cost created when processing v at time t equals the number of jobs that are not
available before time t + 1 and that precede v in MIr , i.e. F(t + 1, v). In the second alternative, exactly the jobs in
B ∪ S(t) − {v} remain in the buffer at time t + 1. Consequently, M-CW1 compares the cost of all nondominated state
transitions, and thus ﬁnds an optimal schedule.
We now consider the time complexity of M-CW1. Note that, for any given j, each job i appears in only one set S(h),
thus requiring O(max{n, T }) time in the preprocessing step. Therefore, the overall time requirement for preprocessing
is O(nT ). Also, the recurrence relation is computed for ft (B), where 0 tT , and for all possible subsets B where
|B|b. This provides a total of O(nbT ) applications of the recurrence relation. Since B ∪ S(t) can be computed in
O(n) time, the overall time complexity of Algorithm M-CW1 is O(nb+1T ), which from Lemma 1 equals O(nb+2b)
time. 
We now present a second algorithm, M-CW2, for problem Mr |b|C + W . In order to describe Algorithm M-CW2,
we need some additional notation. Let J (i, j, k) be the set of jobs that are processed by the supplier in the time slots
from i through j and that precede job k in MIr , i.e. J (i, j, k) = {q|q≺Mk, iI (q)j}. We let J (i, j, k, l) be the set
J (i, j, k) with the addition of l0 idle time slots. Also, we let |J (i, j, k)| denote the number of jobs in J (i, j, k), and
we note that |J (i, j, k, l)| = |J (i, j, k)| + l.
Lemma 9. If i	Sj and i≺Mj , then in every optimal schedule M∗r , i precedes j.
Proof. Since i	Sj , whenever j is available for processing in M∗r , either i has already been processed or it is also
available. In the ﬁrst case, the proof is complete. In the second case, it follows immediately from Lemma 8 that without
loss of generality job i can be scheduled before job j in M∗r . 
Given a feasible manufacturer’s schedule Mr , a set J (i, j, k, l) is compact in Mr if all the elements of
J (i, j, k, l) (including the idle time slots) are sequenced consecutively in Mr , i.e. they are scheduled in time slots
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i + 1, . . . , i + |J (i, j, k, l)|. In other words, if J (i, j, k, l) is compact, then no job or idle time slot that is not in
J (i, j, k, l) can be scheduled in the time interval [i + 1, i + |J (i, j, k, l)|].
A set J (i, j, k, l) is compact-feasible if there exists a feasible schedule Mr such that J (i, j, k, l) is compact in Mr .
For a set to be compact-feasible, l can only assume certain values. There must be a sufﬁcient number of idle time slots
in Mr to account for the time slots in which no job from J (i, j, k) can be scheduled. More precisely, if J (i, j, k, l) is
compact in Mr , in the t − i + 1 time slots from i + 1 through t + 1 (where i tj ), only jobs in J (i, t, k) can be
scheduled, and the other time slots must be idle. Hence, a lower bound on l is given by:
lmin(i, j, k) = max
{
0, max
t=i,...,j{t − i + 1 − |J (i, t, k)|}
}
. (2)
Let h be the rightmost job of J (i, j, k) in MIr , and let
P(i, j, k) = {t |I (h) tj, SI (t) ∩ (J (i, j, k) − {h}) = ∅}.
Note that P(i, j, k) contains all the time slots, from I (h) through j, in which no job in J (i, j, k) − {h} is processed
by the supplier. In particular, P(i, j, k) contains time slot I (h) if and only if no other job in J (i, j, k), other than h,
becomes available from the supplier in time slot I (h). Moreover, notice that from the deﬁnition of lmin(i, j, k) in (2)
it follows that lmin(i, j, k) = 0 if j < i and, for all j i,
lmin(i, j, k) = max{lmin(i, j − 1, k), j − i + 1 − |J (i, j, k)|}. (3)
The following lemma identiﬁes the time slots that are candidates to process job h.
Lemma 10. Given an optimal schedule M∗r , and a set J (i, j, k, l), let h be the last job of J (i, j, k, l) in MIr . Then
(i) All jobs u ∈ J (i, j, k)\{h} such that I (u)I (h) precede h in M∗r .
(ii) Either h is scheduled in time slot p + 1, for some p ∈ P(i, j, k), or h is the last job from J (i, j, k) in M∗r .
Proof. We consider each part in turn.
(i) The result follows immediately from Lemma 9.
(ii) Suppose that h is not the job scheduled last among those of J (i, j, k) in M∗r , and further suppose for purposes
of contradiction that h is scheduled in time slot q + 1 in M∗r , where q /∈P(i, j, k). Then, by deﬁnition of h and
P(i, j, k), SI (q) ∪ (q) contains a job v ∈ J (i, j, k) such that v≺Mh. Since jobs v and h are both available for
processing by the manufacturer at time q + 1, processing job h violates Lemma 8, a contradiction. 
The following two results consider the two cases in part (ii) of Lemma 10, respectively. Each result describes a
decomposition of the schedule of the jobs and idle time slots of J (i, j, k, l), thereby specifying which jobs precede
and which jobs follow job h.
Lemma 11. Given an optimal schedule M∗r , and a set J (i, j, k, l) that is compact in M∗r , let h be the last job in the
MIr schedule in that set. If h is scheduled in a time slot p + 1, where p ∈ P(i, j, k), then, letting l′ = lmin(i, p − 1, h):
(i) the jobs and the idle time slots of set J (i, j, k, l) that precede h in M∗r are A(p)= J (i, p − 1, h, l′), where l′ l.
(ii) the jobs and the idle time slots of set J (i, j, k, l) that follow h in M∗r are B(p) = J (p + 1, j, h, l − l′), where
l − l′ lmin(p + 1, j, h).
(iii) Sets A(p) and B(p) are compact in M∗r .
Proof. We consider each part in turn.
(i) It follows from Lemma 8 that any job q ∈ J (i, p − 1, h, l′) precedes h in M∗r . Since J (i, j, k, l) is compact in
M∗r , from time slot i + 1 through time slot p exactly p − i jobs and idle time slots are scheduled in M∗r . Since
M∗r is feasible, l′ l.
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(ii) After h in M∗r , the remaining jobs from J (i, j, k, l) must be scheduled with l − l′ idle time slots, thus yielding
the set B(p) = J (p + 1, j, h, l − l′). Since M∗r is feasible, l − l′ lmin(p + 1, j, h).
(iii) Note that A(p) ∪ B(p) ∪ {h} = J (i, j, k, l). Then, the compactness of A(p) and B(p) follows from that of
J (i, j, k, l). 
As a consequence of Lemma 11, the schedule of J (i, j, k, l) consists of the jobs and idle time slots ofA(p), followed
by job h, followed by the jobs and idle time slots of B(p). In the following discussion, we refer to the case considered
in Lemma 11 as h-intermediate.
Lemma 12. Given an optimal schedule M∗r , and a set J (i, j, k, l) that is compact in M∗r , let h be the last job in
the MIr schedule in that set. If h is the last job from J (i, j, k, l) in M∗r , then the jobs and idle time slots of set
J (i, j, k, l) that precede h in M∗r are the set J (i, j, h, l′), for some lmin(i, j, h) l′ l, where J (i, j, h, l′) is compact
in M∗r .
Proof. From the hypothesis, the set of jobs of J (i, j, k) preceding h in M∗r is J (i, j, k) − {h} = J (i, j, h). Since
J (i, j, k, l) is compact inM∗r , there is a minimum number of idle time slots lmin(i, j, h) that must precede h inM∗r . The
remaining l − lmin(i, j, h) idle time slots can be scheduled either before h, thus contributing to l′, or after h. Finally,
the compactness of J (i, j, h, l′) follows from that of J (i, j, k, l). 
As a consequence of Lemma 12, the schedule of J (i, j, k, l) consists of the jobs of J (i, j, k) − {h} and l′ idle
time slots, followed by job h, followed by l − l′ idle time slots. In the following discussion, we refer to the case
considered in Lemma 12 as h-last. Note that, if lmin(i, j, h)> l, then h cannot be scheduled last among
jobs in J (i, j, k) in M∗r . Moreover in that case, from the deﬁnition of lmin(i, j, h), J (i, j, h, l) is not
compact-feasible.
Lemmas 10, 11 and 12 identify all the possible candidate time slots for job h in M∗r , and suggest a dynamic
programming algorithm to solve problem Mr |b|C + W . In order to construct such an algorithm, we need to
identify the contribution of J (i, j, k, l) to the objective function in the cases considered in Lemmas 11 and 12.
Let V (J (i, j, k, l)) be the minimum total interchange plus storage cost to schedule the set J (i, j, k, l). If we add
a dummy job 0 at the end of the MIr schedule, then J (1, T , 0) is the entire set of jobs to be scheduled. Then,
lmin(1, T , 0) is the minimum number of idle time slots that must be inserted in any feasible schedule Mr of the
rth manufacturer. Adding more than b idle time slots to lmin(1, T , 0), within the interval [1, z], would
necessarily result in buffer overﬂow. Therefore, the value of the optimal solution can be computed as
V (J (1, T , 0, b + lmin(1, T , 0))).
We now describe our dynamic programming algorithm for problem Mr |b|C + W . We use the convention that the
value obtained by minimization over an empty set is +∞.
Algorithm M-CW2.
Preprocessing
lmin(i, j, k) = max{0,maxt=i,...,j {t − i + 1 − |J (i, t, k)|}}, for i, k = 1, . . . , n, j > i.
P(i, j, k) = {t |I (h) tj, SI (t) ∩ (J (i, j, k) − {h}) = ∅}, for i, k = 1, . . . , n, j > i.
Value Function
V (J (i, j, k, l))= minimum total interchange plus storage cost to schedule the set J (i, j, k, l).
Boundary Condition
V (J (i, j, k, l)) = 0 if |J (i, j, k)|1, l0.
Optimal Cost
V (J (1, T , 0, b + lmin(1, T , 0))).
Recurrence Relation
V (J (i, j, k, l)) = min
⎧⎪⎪⎨
⎪⎪⎩
minp∈P(i,j,k)
⎧⎪⎨
⎪⎩
V (A(p)) + V (B(p)) + w(p − I (h))
+|{f, g|f ∈ A(p), g ∈ B(p), g≺Mf }|
+|J (p + 1, j, h)|
⎫⎪⎬
⎪⎭
minlmin(i,j,h) l′ l {V (J (i, j, h, l′)) + w(i + |J (i, j, h, l′)| − I (h)) } ,
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where
A(p) = J (i, p − 1, h, lmin(i, p − 1, h)),
B(p) = J (p + 1, j, h, l − lmin(i, p − 1, h)),
and
h is the last job of J (i, j, k, l) in MIr .
We now provide a brief explanation ofAlgorithm M-CW2, followed by a numerical example. The two alternatives in
the recurrence relation represent the h-intermediate and h-last cases, respectively. Consider ﬁrst the h-intermediate case.
From Lemma 11, if h is scheduled in time slot p+1, then the schedule decomposes into three parts, namelyA(p), h and
B(p). Besides V (A(p)) and V (B(p)), we need to account for the contributions of h to storage and interchange costs,
plus the interchange costs between A(p) and B(p). Since job h is ﬁrst available for processing by the manufacturer in
time slot I (h) + 1 and is scheduled in time slot p + 1, the storage cost of job h is w(p − I (h)). By deﬁnition of h,
there are no interchanges between h and any job in A(p), whereas there is one interchange between h and every job
in B(p). This provides |J (p + 1, j, h)| interchanges. Finally, there is one interchange for each pair (f, g) such that
f ∈ A(p), g ∈ B(p) and g≺Mf .
Consider now the h-last case. From Lemma 12, and since f≺Mh for all f ∈ J (i, j, h), we need only add to
V (J (i, j, h, l′)) the contribution of job h to the storage costs. All jobs and idle time slots in J (i, j, h, l′) are scheduled
before h, starting from time slot i + 1. Hence, job h is scheduled in time slot i + 1+ |J (i, j, h, l′)|, and its contribution
to storage costs is therefore w(i + |J (i, j, h, l′)| − I (h)).
Regarding the boundary condition, when J (i, j, k) is either empty or a singleton there are no interchanges within
that set. Moreover, if |J (i, j, k)| = 1, then there is no reason not to schedule the single job h immediately, i.e. in time
slot I (h)+1. Note that this is always possible, due to the fact that J (i, j, k, l) is compact.We now provide an example
of Algorithm M-CW2.
Example 2. Consider the following instance of problem Mr |b|C + W . There are n = 5 jobs. The ideal supplier’s
schedule releases exactly one job in each time slot, i.e., SI = 1, 2, 3, 4, 5, 0. From (2), lmin(1, 5, 0) = 0. There is a
buffer of capacity b=1. The manufacturer’s ideal schedule is MIr =2, 3, 5, 1, 4, 0. Finally, the storage cost is w=1/3.
Let ∗ denote an idle time slot. Our objective is to compute V (J (1, n, 0, b + lmin(1, 5, 0))) = V (J (1, 5, 0, 1)).
V (J (1, 5, 0, 1))
The set J (1, 5, 0, 1) includes all the jobs, so the rightmost element in MIr within the set is h = 4. We ﬁrst consider the
h-intermediate case. Let us consider P(i, j, k) = P(1, 5, 0). Since I (h) = I (4) = {4}, we have J (i, j, k) − {h} =
J (1, 5, 0)−{4}={1, 2, 3, 5} and P(1, 5, 0)={t |4 t5, SI (t)∩ (J (1, 5, 0)−{4})=∅}. The only value of t for which
SI (t)∩(J (i, j, k)−{h})=∅ is thus t=4. Therefore, we evaluate the recurrence relation forp=4 only. To consider the h-
intermediate case, we need to compute lmin. For t=1, J (1, 1, 4) includes the jobs released from 1 to 1which precede 4 in
MIr , i.e. job 1 only.Thus, |J (1, 1, 4)|=1 and t−i+1−|J (i, t, k)|=1−1+1−1=0. For t=2,J (1, 2, 4)={1, 2} and hence
t−i+1−|J (i, t, k)|=2−1+1−2=0. Similarly, for t=3, J (1, 3, 4)={1, 2, 3}, so t−i+1−|J (i, t, k)|=3−1+1−3=0,
and therefore lmin(1, 3, 4)=0. Thus, we have A(p)=A(4)=J (i, p−1, h, lmin(i, p−1, h))=J (1, 3, 4, 0)={1, 2, 3}
and B(p) = B(4) = J (p + 1, j, h, l − lmin(i, p − 1, h)) = J (5, 5, 4, 1) = {5, ∗}.
We now consider the h-last case. We ﬁrst compute lmin(1, 5, 4). Besides the previously considered sets J (1, 1, 4),
J (1, 2, 4) and J (1, 3, 4), we must consider J (1, 4, 4) = {1, 2, 3} and J (1, 5, 4) = {1, 2, 3, 5}. For t = 4 we have
t − i + 1−|J (i, t, k)|= 4− 1+ 1− 3= 1, and for t = 5 we have t − i + 1−|J (i, t, k)|= 5− 1+ 1− 4= 1. Therefore,
lmin(1, 5, 4) = 1. Since l = 1, we have l′ = 1. In this case |J (i, j, h, l′)| = |J (1, 5, 4, 1)| = 5 and I (h) = 4, hence the
second term in the recurrence relation is V (J (1, 5, 4, 1)) + (1 + 5 − 4)w. Thus,
V (J (1, 5, 0, 1)) = min
{
V (J (1, 3, 4, 0)) + V (J (5, 5, 4, 1)) + w(4 − 4) + 1 + 1,
V (J (1, 5, 4, 1)) + 2w.
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In computing V (J (1, 3, 4, 0)), since l = 0 we are forced to schedule the jobs in J (1, 3, 4)={1, 2, 3} in the same order
as in SI , which results in two interchanges with respect to MIr and no storage costs. Hence, V (J (1, 3, 4, 0))= 2. From
the boundary condition, V (J (5, 5, 4, 1)) = 0. Therefore, it only remains to compute V (J (1, 5, 4, 1)).
V (J (1, 5, 4, 1))
As above, we compute h = 1. For the h-intermediate case, we obtain P(1, 5, 4) = {1, 4}. Therefore, we evaluate the
recurrence relation for p = 1 and p = 4.
p = 1:
lmin(1, 0, 1) = 0,
A(1) = J (1, 0, 1, 0) = ∅,
B(1) = J (2, 5, 1, 1) = {2, 3, 5, ∗},
p = 4:
lmin(1, 3, 1) = 1,
A(4) = J (1, 3, 1, 1) = {2, 3, ∗},
B(4) = J (5, 5, 1, 0) = {5}.
We now consider the h-last case. Since lmin(1, 5, 1)= 2> 1 = l, there are no feasible values for l′, i.e., job 1 cannot be
scheduled last in J (1, 5, 4, 1). Thus,
V (J (1, 5, 4, 1)) = min
{
min
{
V (J (1, 0, 1, 0)) + V (J (2, 5, 1, 1)) + w(1 − 1) + 0 + 3,
V (J (1, 3, 1, 1)) + V (J (5, 5, 1, 0)) + w(4 − 1) + 0 + 1,
+∞.
Observe that V (J (1, 0, 1, 0)) = 0 and V (J (5, 5, 1, 0)) = 0 from the boundary condition. Therefore, to evaluate
V (J (1, 5, 4, 1)), we need only compute V (J (2, 5, 1, 1)) and V (J (1, 3, 1, 1)).
V (J (2, 5, 1, 1))
As above, we compute h = 5 and P(2, 5, 1) = {5}. Therefore, we evaluate the recurrence relation for p = 5 only.
p = 5:
lmin(2, 4, 5) = 1,
A(5) = J (2, 4, 5, 1) = {2, 3, ∗},
B(5) = J (6, 5, 5, 0) = ∅.
Since lmin(2, 5, 5) = 2> 1 = l, there are no feasible values for l′ in the h-last case. Thus,
V (J (2, 5, 1, 1)) = min
{
V (J (2, 4, 5, 1)) + V (J (6, 5, 5, 0)) + w(5 − 5) + 0 + 0,
+∞.
Observe that V (J (6, 5, 5, 0)) = 0 from the boundary condition. Therefore, to evaluate V (J (2, 5, 1, 1)), we need only
compute V (J (2, 4, 5, 1)).
V (J (1, 3, 1, 1))
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As above, we compute h = 3 and P(1, 3, 1) = {3}. Therefore, we evaluate the recurrence relation for p = 3 only.
p = 3:
lmin(1, 2, 3) = 1,
A(3) = J (1, 2, 3, 1) = {2, ∗},
B(3) = J (4, 3, 3, 0) = ∅.
Since lmin(1, 3, 3) = 2> 1 = l, there are no feasible values for l′ in the h-last case. Thus,
V (J (1, 3, 1, 1)) = min
{
V (J (1, 2, 3, 1)) + V (J (4, 3, 3, 0)) + w(3 − 3) + 0 + 0,
+∞.
Observe that V (J (1, 2, 3, 1)) = 0 and V (J (4, 3, 3, 0)) = 0 from the boundary condition.
V (J (2, 4, 5, 1))
In this case, h = 3 and P(2, 4, 5) = {3, 4}. We evaluate the recurrence relation for p = 3 and p = 4.
p = 3:
lmin(2, 2, 3) = 0,
A(3) = J (2, 2, 3, 0) = {2},
B(3) = J (4, 4, 3, 1) = {∗},
p = 4:
lmin(2, 3, 3) = 1,
A(4) = J (2, 3, 3, 1) = {2, ∗},
B(4) = J (5, 4, 3, 0) = ∅.
Since lmin(2, 4, 3) = 2> 1 = l, there are no feasible values for l′ in the h-last case. Thus,
V (J (2, 4, 5, 1)) = min
⎧⎨
⎩min
{
V (J (2, 2, 3, 0)) + V (J (4, 4, 3, 1)) + w(3 − 3) + 0 + 0,
V (J (2, 3, 3, 1)) + V (J (5, 4, 3, 0)) + w(4 − 3) + 0 + 0,
+∞.
Observe that V (J (2, 3, 3, 0)), V (J (4, 4, 3, 1)), V (J (2, 3, 3, 1)) and V (J (5, 4, 3, 0)) are all equal to 0 from the bound-
ary condition.
Optimal schedule construction: First, we evaluate all the above value functions.
V (J (2, 4, 5, 1)) = min{0 + 0 + w(0) + 0 + 0, 0 + 0 + w(1) + 0 + 0,+∞} = 0 for p = 3,
V (J (1, 3, 1, 1)) = min{0 + 0 + w(0) + 0 + 0,+∞} = 0 for p = 3,
V (J (2, 5, 1, 1)) = min{0 + 0 + w(0) + 0 + 0,+∞} = 0 for p = 5,
V (J (1, 5, 4, 1)) = min{0 + 0 + w(0) + 0 + 3, 0 + 0 + w(3) + 0 + 1,+∞} = 2
for p = 4, since w = 1/3,
V (J (1, 5, 0, 1)) = min{2 + 0 + w(0) + 1 + 1, 2 + 2w} = 8/3 for l′ = 1.
We can now backtrack to ﬁnd the optimal schedule. In the summary table of the backtracking process which follows,
{. . .} is used to denote an unordered subset of the jobs and idle times.
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V (J (i, j, k, l)) h p l′ Schedule
V (J (1, 5, 0, 1)) 4 1 {1,2,3,5,*}4
V (J (1, 5, 4, 1)) 1 4 {2,3,*}1 {5} 4
V (J (1, 3, 1, 1)) 3 3 {2,*}3 1 5 4
V (J (1, 2, 3, 1)) 2 2 {*}2 3 1 5 4
The optimal schedule is ∗ 2 3 1 5 4. The buffer contains job 1 for three time slots and job 4 for two time slots, yielding
a buffer cost of 5/3. There is one interchange between M∗r and MIr , for jobs 1 and 5. Therefore, the total cost is
V (J (1, 5, 0, 1)) = 83 .
The main result for Algorithm M-CW2 now follows.
Theorem 3. Algorithm M-CW2 ﬁnds an optimal schedule for problem Mr |b|C + W in O(n5b4) time.
Proof. First, we prove the optimality of Algorithm M-CW2. Since any optimal schedule contains only jobs and idle
times, the set J (1, T , 0, b + lmin(1, T , 0)) is compact. Lemma 10 shows that, for a compact set of jobs and idle times,
there exists an optimal schedule M∗r in which the job that is last in MIr is scheduled in one of two alternative ways.
Lemma11 (respectively, Lemma12) provides a decomposition of the schedule in the ﬁrst (resp., second) case.Algorithm
M-CW2 compares the costs of all possible decompositions in both cases. Since, from Lemmas 11 and 12, each subset
resulting from the decomposition of a compact set is also compact, this procedure can be applied recursively. It follows
that Algorithm M-CW2 ﬁnds an optimal schedule for problem Mr |b|C + W .
We now consider the time complexity of Algorithm M-CW2. First, let us consider the sets J (i, j, k). For each pair
i, j , we can identify all jobs preceding k inMI which are released by the supplier between time slots i and j, in O(n) time.
It follows that, since i, j and k may assume T, T and n different values respectively, all sets J (i, j, k) can be generated
in O(T 2n2) time. From Eq. (3), each value of lmin(i, j, h) can be computed in constant time. Each set P(i, j, k) can
be computed in O(T ) time by checking whether each job released by the supplier from i to j belongs to J (i, j, k)
or not. Hence, the whole preprocessing step can be performed in O(T 3n) time. The recurrence relation requires the
computation of O(T 2nb) values of V (J (i, j, k, l)). For each p ∈ P(i, j, k), the total number of interchanges between
A(p) and B(p) can be computed in O(n) time, as follows. We scan MI from left to right, labelling each job g ∈ B(p)
with the number of jobs from A(p) following g (i.e., still to be encountered). Adding up all the labels gives the total
number of interchanges for that value of p. For the computation of V (J (i, j, k, l)), p and l′ may assume O(T ) and
O(b) values respectively, where O(b)<O(T ) from Lemma 1. Thus, each value of V (J (i, j, k, l)) requires O(nT )
computation time. Therefore, the overall time complexity of the recurrence step is O(T 3n2b), which dominates that of
the preprocessing step. Recalling from Lemma 1 that T = O(nb), the result follows. 
Since Algorithm M-CW1 has time complexity O(nb+2b) and Algorithm M-CW2 has time complexity O(n5b4),
neither algorithm is more efﬁcient than the other in general.
4. Supplier’s problems
In this section we address problems in which the decision maker is the supplier. Here, the jobs must be delivered by
the supplier according to the G ideal manufacturers’ schedules. The supplier needs to ﬁnd a schedule that enables it to
do so at minimum cost. Note that the supplier’s problem and the manufacturer’s problem are not symmetric, because
of the different processing capacities of the supplier and of each manufacturer. A symmetric scenario would involve G
suppliers and one manufacturer who can process G jobs during a time slot. In this case, it would be possible to derive
results that are symmetric to those illustrated in this section. However, the case of one supplier and G manufacturers
is common in practice, since for a given item type, each manufacturer often has one supplier. This case is therefore
considered here.
Recall, from Section 2, thatMIr and SI denote the ideal rth manufacturer’s schedule and the ideal supplier’s schedule
respectively, and MI(t) denotes the set of jobs requested by all manufacturers in time slot t. Let dt = |MI(t)| and,
given a supplier’s schedule S, let It and xt indicate the number of jobs in the buffer and the number of jobs produced
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by the supplier during time slot t respectively. The vector X = [x1, . . . , xT ] is referred to as the proﬁle of a supplier’s
schedule. Note that the following inventory balance equations hold in any feasible schedule:
It + xt = dt+1 + It+1, t = 1, . . . , T − 1. (4)
4.1. Interchange costs
Weﬁrst consider problem S|b|C, where there are no storage costs, i.e. the objective is theminimization of interchange
costs relative to SI . The demand pattern of each manufacturer requires the production of at most one unit in every
time slot. By assumption, the supplier can supply up to G jobs in each time slot. Jobs that have been produced by the
supplier, but not yet delivered to the manufacturers, enter the buffer of capacity b.
We propose an algorithm based on the following two preliminary results. The ﬁrst result is the supplier’s counterpart
of Lemma 7. In a supplier’s problem, given a set of jobsJ, we say that A ⊆ J is the rightmost job set in SI if no job
inJ\A strictly follows a job of A in the supplier’s ideal schedule SI .
Lemma 13. In problem S|b|C, given a proﬁle, a schedule S˜ has the minimum number of interchanges among all the
schedules having that proﬁle, if and only if, whenever a set of jobs is scheduled in time slot t − 1, those jobs are the
rightmost in SI among the jobs in (t) ∪ M(t).
Proof. (Only if.) Consider jobs i and j such that i≺Sj , and both belong to (t)∪M(t) for some time slot t. For purposes
of contradiction, suppose that job j is scheduled strictly before job i in a schedule S˜ having minimum interchange cost
among those having the same proﬁle, and let S′ be the supplier’s schedule obtained by swapping i and j. Clearly, S′ has
the same proﬁle as S˜. Since i and j are both in the buffer after i is scheduled in S˜, schedule S′ is also feasible. Let be the
set of jobs scheduled between (j) and (i) in S˜. The difference between the interchange costs in S˜ andS′ is due only to
i, j and the jobs in. In S˜, these interchange costs are |{k : k ∈ , k≺Sj}|+|{k : k ∈ , i≺Sk}|+1, where the last term
is due to the interchange between i and j. In S′, the interchange costs are |{k : k ∈ , k≺Si}|+|{k : k ∈ , j≺Sk}|. Since
i≺Sj , we have |{k : k ∈ , k≺Si}| |{k : k ∈ , k≺Sj}| and |{k : k ∈ , j≺Sk}| |{k : k ∈ , i≺Sk}|. Therefore,
S′ has a smaller interchange cost than S˜, a contradiction. Thus, without loss of generality, one of the rightmost jobs in
SI can be scheduled.
(If.) The result follows from the observation that, for a given proﬁle, all the schedules satisfying the necessary
conditions have the same cost. In fact, if several choices are available for the rightmost jobs, they differ only between
jobs occupying the same time slot in SI . 
We assume that the ﬁrst request for a job by the manufacturers occurs in time slot 2. Also, we allow I1 > 0, which
is equivalent to assuming that the supplier can start producing before time slot 1. We deﬁne a supplier’s proﬁle to be
packed if there exists a time slot t¯ such that
(i) It = b, for all t = 1, . . . , t¯ − 1,
(ii) It¯ < b, and
(iii) xt = 0, for all t = t¯ , . . . , T .
We note that, if t¯ exists, then (i)–(iii) uniquely deﬁne it.
Lemma 14. There exists an optimal schedule for problem S|b|C that has a packed proﬁle.
Proof. Let S∗ be any optimal schedule, and let ¯ be such that, for all 1 t ¯− 1, It = b, and I¯<b. Note that, since
it follows that I¯ + d¯<G + b, Eq. (4) implies x¯−1 <G. If xt = 0 from ¯ on, then the proof is complete. Else, let
tˆ ¯ be the ﬁrst time slot in S∗ after ¯ in which some job is produced by the supplier. Since no job is produced from
¯ through tˆ − 1, the buffer is never full in this time interval. Let j be the leftmost in SI among the jobs produced in tˆ .
Consider the schedule Sˆ obtained from S∗ by scheduling job j earlier, in time slot ¯ − 1. Since, in S∗, x¯−1 <G, and
the buffer is not full from ¯ through tˆ − 1, Sˆ is also feasible. Since j is the leftmost in SI among the jobs produced in
tˆ , the number of interchanges in Sˆ is not greater than in S∗, thus Sˆ is also optimal. By repeatedly applying the above
argument, we can move other jobs earlier until we obtain an optimal schedule that has a packed proﬁle. 
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Lemmas 13 and 14 suggest an algorithm for ﬁnding an optimal schedule. The algorithm constructs the supplier’s
schedule in reverse order. In each time slot, Lemma 14 determines how many jobs must be produced by the supplier in
the current time slot, while Lemma 13 indicates which jobs those should be.
Algorithm S-C.
Step 0: Given SI ,MIr for all r = 1, . . . ,G, and b. Set (T ) = ∅, IT+1 = 0 and dT+1 = 0.
Step 1: For t = T , . . . , 1, do:
Compute xt = max {0, It+1 + dt+1 − b}.
Schedule in time slot t the set S(t) formed by the xt rightmost jobs in SI
from the set (t + 1) ∪ MI(t + 1).
Set (t) = ((t + 1) ∪ MI(t + 1))\S(t), and It = |(t)|.
Step 2: Schedule the job set (1) before time slot 1, and terminate.
Theorem 4. Algorithm S-C ﬁnds an optimal schedule for Problem S|b|C in O(nb log(G + b)) time.
Proof. Lemma 14 guarantees that there exists an optimal schedule which has a packed proﬁle. Scheduling, at each
time slot t, max{0, It+1 + dt+1 − b} jobs guarantees that the proﬁle of the schedule built by Algorithm S-C is packed.
Since at each time slot t the scheduled jobs are selected according to Lemma 13, the schedule produced by Algorithm
S-C has lowest cost among the schedules that have a packed proﬁle, and therefore is optimal.
We consider the time complexity of Algorithm S-C. Step 1 is repeated O(T ) times. During the algorithm, each job
is inserted into and deleted from an ordered list containing at most G + b elements exactly once. The time required
for each such insertion or deletion is O(log(G + b)). Therefore, the overall time complexity of Algorithm S-C is
O(T log(G + b)), which from Lemma 1 equals O(nb log(G + b)). 
4.2. Interchange and storage costs
We now consider the more general supplier’s problem with both interchange and storage costs, S|b|C + W . We
propose an algorithm, S-CW, which is the supplier’s counterpart of Algorithm M-CW1. The main difference from
M-CW1 is that in S-CW we must decide how many jobs up to G to process in each time slot.Algorithm S-CW proceeds
forward in time. The set of jobs to be processed in time slot t is determined by the jobs which are in the buffer during
time slot t + 1 and by schedule MI .
Let ft (B) denote the minimum cost for the problem restricted to time slots from 0 through t, given that the set of
jobs in the buffer during time slot t + 1 is (t + 1) = B. We observe that Lemma 13, which is proved for problem
S|b|C, also holds for problem S|b|C + W . This is because the storage cost is determined only by the proﬁle, and not
by which jobs are scheduled. Thus from Lemma 13, if the supplier decides to produce xt jobs in time slot t, these are
the xt rightmost jobs in SI from the set B ∪ MI(t + 1). We denote this set by V (xt ). We also denote by F(t, h) the
number of interchanges due to the supplier processing job h in time slot t. This equals the number of jobs which have
already been processed by the supplier, but which follow h in SI . Since h ∈ V (xt ), all the jobs in (t) precede h in SI
and therefore do not contribute to F(t, h), thus F(t, h) = |{i|i ∈⋃tj=1MI(j), h≺Si}|.
There are three cost components in ft (B). The ﬁrst is the storage cost due to the jobs in the buffer during time slot t+1,
i.e., w|B|. The second is the total interchange cost associated with the jobs in V (xt ), which equals∑h∈V (xt )F (t, h).
The last component is the optimal cost up to time slot t − 1, with (t) including all the jobs of B ∪ MI(t + 1) which
are not in V (xt ). This discussion suggests the following algorithm.
Algorithm S-CW.
Preprocessing
F(t, h) = |{i|i ∈⋃tj=1MI(j), h≺Si}|, for t = 1, . . . , T , h = 1, . . . , n.
Value Function
ft (B)= minimum cost for the problem from 0 to t, given that (t + 1) = B.
Boundary Conditions
f0(B) = w|B|, for all B ⊆ N , |B|b.
ft ((B ∪ MI(t + 1)) − V (xt )) = +∞, if xt > dt+1 + |B|.
ft ((B ∪ MI(t + 1)) − V (xt )) = +∞, if xt < dt+1 + |B| − b.
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Optimal Solution Value
fT (∅).
Recurrence Relation
ft (B) = min
xt=0,...,G
⎧⎨
⎩w|B| +
∑
h∈V (xt )
F (t, h) + ft−1((B ∪ MI(t + 1)) − V (xt ))
⎫⎬
⎭ .
Note that, since 0Itb and It+1=|B|, from Eq. (4), xt must be at least dt+1+|B|−b and must not exceed dt+1+|B|.
The boundary conditions enforce these requirements.
Theorem 5. Algorithm S-CW ﬁnds an optimal schedule for problem S|b|C +W in O(nb+1b(G+b) log(G+b)) time.
Proof. From Lemmas 13 and 14, Algorithm S-CW compares the cost of all nondominated feasible partial schedules,
and thus ﬁnds an optimal schedule. In the preprocessing step, the computation of F(t, h) can be performed in O(T n)
time, using a labelling procedure similar to that in the proof of Theorem 3. There are O(nb) possible sets B for each
time slot t, for t = 0, . . . , T − 1. For each pair (t, B), the recurrence relation requires computing a minimum over
O(G) values. All sets V (xt ) can be obtained by ordering the set B ∪MI(t + 1), which requires O((G+ b) log(G+ b))
time. Therefore, the overall time complexity of Algorithm S-CW is O(T nb(G + b) log(G + b)), which from Lemma
1 equals O(nb+1b(G + b) log(G + b)). 
5. Combined problems
In this section, we analyze the combined problem S,M|b|C, for the special case where G = 1. Hence, we omit the
subscript on Mr . In this situation, the supplier and the only manufacturer have their own ideal schedules, which may
process the jobs in different orders. The ﬁrst objective we consider is the minimization of overall interchange costs.
Given two schedules S and M, we say that they are b-compatible if the manufacturer can feasibly schedule the jobs
according to M after the supplier releases them according to S, when the buffer has capacity b.Also, given two schedules
S and M, we say that a job k is a no-wait job if it is processed by the supplier and by the manufacturer in consecutive
time slots, i.e. if (k) = (k) + 1; otherwise, if (k)> (k) + 1, it is a wait job. Our main result now follows.
Theorem 6. Given the ideal schedules MI and SI , let M∗ and S∗ be optimal schedules for problems M|b|C and
S|b|C, respectively. We let km (resp., ks) denote the minimum number of interchanges between MI and M∗ (resp., SI
and S∗).
(i) There exist two schedulesSIi andM∗i which are b-compatible, such thatSIi differs from SI by i interchanges
andM∗i differs from MI by km − i interchanges, for 1 ikm.
(ii) There exist two schedulesMIj andS∗j which are b-compatible, such thatMIj differs from MI by j interchanges
andS∗j differs from SI by ks − j interchanges, for 1jks .
(iii) There do not exist two schedulesM ′ andS′ that are b-compatible, such that, if S′ differs from SI by qs interchanges,
and M ′ differs from MI by qm interchanges, qs + qm <km.
Proof. If km = 0 or ks = 0, then the theorem is trivially true. We consider each part in turn.
(i) We ﬁrst consider i = 1. Since km > 0, there is at least one pair of consecutively processed jobs g, h in M∗ such
that h≺Mg. Note that g is released by the supplier before h. From the “only if” part of Lemma 7, when g is scheduled in
M∗, h is not available yet, and therefore since h immediately follows g in M∗, h is no-wait. We consider two subcases,
depending on whether g is a no-wait or a wait job. Assume ﬁrst that g is no-wait. Then, g and h are consecutive in both
SI and M∗. By interchanging jobs g and h in both SI and M∗, we obtain two new schedules,SI1 andM∗1, respectively,
such that there is exactly one interchange betweenSI1 and SI , and exactly km − 1 interchanges betweenM∗1 and MI .
Moreover, these two schedules are b-compatible by construction. Alternatively, assume that job g is a wait job, and
consider the job k processed by the supplier in time slot I (h)− 1. Observe that, since jobs g and h are consecutive in
M∗, job k is scheduled after them in M∗ (see Fig. 3). From the “only if” part of Lemma 7, h≺Mk and g≺Mk. Hence,
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Fig. 3. Illustration of the proof of Theorem 6 in the case g is a wait-job.
by interchanging jobs g and h in M∗, and jobs k and h in SI , we again obtain two schedules,SI1 andM∗1, respectively.
The only difference in buffer usage resulting from these interchanges is that the pair of schedules SI , M∗ has job k in
the buffer during time slot I (h), whereas the pairSI1,M∗1 has job g in the buffer during that time slot. Thus,SI1 and
M∗1 are b-compatible. Moreover,SI1 differs from SI by exactly one interchange, andM∗1 differs from MI by exactly
km − 1 interchanges. For i > 1, we set SI =SI1, M∗ =M∗1 and repeat the above argument.
(ii) The proof is similar to that of part (i), by symmetry.
(iii) For purposes of contradiction, assume that two b-compatible schedules S′ and M ′ exist, such that qs + qm <km.
From part (ii), we can ﬁnd two b-compatible schedules S′′ and M ′′ requiring qs −1 and qm +1 interchanges, where the
total number of interchanges required is still (qs −1)+ (qm +1)< km. By applying this argument another qs −1 times,
we can ﬁnd two b-compatible schedulesS∗qs = SI andMIqs , such thatMIqs differs from MI by exactly qs + qm <km
interchanges. This implies that the schedule found byAlgorithmM-Cwhich contained km interchangeswas not optimal,
a contradiction. 
Theorem 6 has an important implication for the solvability of problem S,M|b|C.
Theorem 7. An optimal schedule for problem S,M|b|C where G = 1 can be found in O(nb log b) time.
Proof. It follows from Theorem 6 that an optimal schedule for problem M|b|C and an optimal schedule for problem
S|b|C are both optimal for problem S,M|b|C where G=1. Therefore, we can apply eitherAlgorithm M-C which runs
in O(nb log b) time (see Theorem 1), or Algorithm S-C which runs in O(nb log(G+ b)) time in general (see Theorem
4) and thus in O(nb log b) time where G = 1. 
The complexity class of problem S,M|b|C, where G2, remains open.
A second implication of Theorem 6 is that, when there are no storage costs, the interchange cost incurred by the
two parties can always be divided between them in various ways. However, the supplier and the manufacturer cannot
decrease the total interchange cost by cooperation.
On the other hand, if storage costs are also considered as in problem S,M|b|C+W , cooperation between the supplier
and manufacturer can provide an improvement in total cost, as shown by the following example.
Example 3. Consider the following instance of problem S,M|b|C + W : b = 2; SI = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10;
MI = 4, 5, 2, 1, 3, 9, 10, 6, 8, 7; w = 0.1.
Let “∗” denote an idle time period.
The optimal solution,M∗, to problemM|2|C+W (which can be found byAlgorithmM-CW1 orAlgorithmM-CW2)
is the following, with total cost of C + W = 4 + 19(0.1) = 5.9
SI 1 2 3 4 5 6 7 8 9 10
M∗ ∗ 2 ∗ 4 5 1 3 6 9 10 8 7
MI 4 5 2 1 3 9 10 6 8 7
The optimal solution, S∗, to problem S|2|C + W can be found by Algorithm S-CW. Note that, for the manufacturer
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to process job 4 in time slot 2, the supplier must process jobs 1 and 2 before time slot 1. The algorithm yields the
following solution, also with total cost of C + W = 4 + 19(0.1) = 5.9
SI 1 2 3 4 5 6 7 8 9 10
S∗ 1 2 4 5 3 6 7 9 10 ∗ 8 ∗
MI 4 5 2 1 3 9 10 6 8 7
However, the following solution for the combined problem S,M|2|C + W has a smaller total cost of C + W = 4 +
16(0.1) = 5.6
SI 1 2 3 4 5 6 7 8 9 10
S∗ 1 2 4 5 ∗ ∗ 3 6 7 8 9 10
M∗ 4 5 2 1 3 6 ∗ ∗ 9 10 8 7
MI 4 5 2 1 3 9 10 6 8 7
This example shows that cooperation can provide a reduction in total system cost when that cost includes storage.
Finally, we note that the complexity class of problem S,M|b|C + W remains open.
6. Concluding remarks
In this paper, we present various models for coordinating scheduling decisions between a supplier and several man-
ufacturers. We provide polynomial time scheduling algorithms that enable a manufacturer to schedule jobs optimally,
taking into account the supplier’s delivery schedule. Other efﬁcient scheduling algorithms enable a supplier to schedule
jobs optimally, while meeting the requirements of several manufacturers. A useful property of our algorithms is that
their running times increase at most polynomially with the number of manufacturers. We also derive properties of the
more general situation where the supplier and the manufacturers may cooperate to reduce total cost. Here we demon-
strate that, if only interchange costs are considered, then no reduction in overall system cost can result from cooperation
between a supplier and a manufacturer. However, if storage costs are also considered, then such cooperation can reduce
the overall system cost.
A number of important issues remain open for future investigation. The ﬁrst is the resolution of the computational
complexity of the two open problems, S, M|b|C where G2 and S, M|b|C + W , discussed here. Second, it would
be useful to extend our models to multiple stage supply chains. Third, it is important to develop mechanisms by which
decision makers at different stages of a supply chain can cooperate, and incentives for this cooperation. Fourth, one
might consider extending the approach to account for further issues, such as due dates for the jobs. Finally, there is a
need to develop models that allow for imperfect or asymmetric information in the negotiations between suppliers and
manufacturers. We hope that our work will stimulate further research to investigate how decision makers with different
ideal schedules in a supply chain can most effectively cooperate.
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