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Abstract 
It is a common practice for market practitioners to use historical VaR and/or 
variance-covariance VaR as risk measures. Despite their popularity, there have been 
some concerns on whether or not these VaRs can reflect the true risk exposure. 
This thesis examines the random walk behaviour of historical VaRs whose con-
struction can possibly be an artifact itself - leading automatically a random walk 
process. Investigations on VaR measure using RiskMetrics™ suggest that by us-
ing GARCH(1,1) model, which incorporates the stochastic behaviour of the asset 
volatility, the random walk artifact can be improved. Further analyses on the VaR 
evaluated by Engle and Manganclli (2004) are also conducted in this thesis. Data 
sets of major stocks and indices in both the US and HK markets are included for 
illustration. 
Keywords: Non-linear Regression Quantile, Value at Risk, Risk Management 
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摘要 
金融業從業員常以歷史風險值[Historical Value-at -Risk�和方差-協方差法 





和Englc與Manganelli C 20041 提出的條件迴歸風險值�Conditional Autoregressive 
Value at Risk�所估計的風險值會否改善歷史風險值具有的不足之處。美國和香 
港的股票指數和個別股票回報會被利用作研究，加以闡述各種風險計量值的特 
性 。 C 
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Reccnt years have witnessed an enormous growing demand from both practition-
ers and regulators for effective risk measures. Financial institutions, in the face of 
growingly competitive and complicated markets together with the rccent series of 
financial disasters: the burst of tech-stock bubble in 2000, September 11th attack 
in 2003，shadows of subprime mortgage crisis and in credit markets in late 2007，to 
name a few, have been motivated to seek a concise measure of risk so as to best 
estimate the uncertainty they are facing. On top of that, stronger perception of 
the importance of risk management, deregulation enabling more risk taking, and 
technical advances encouraging both risk taking and facilitating the estimation and 
forecasting of risk also account for such a vibrant development. This impact has 
been, at the same time, felt in regulatory design. Regulators have been aware of 
the unprecedented complexity of risks in the fast-paced financial world, and thus 
have responded by re-examining capital reserve standards imposed on commercial 
banks, securities houses and insurance companies and other related businesses so as 
to ensure a sufficient buffer against unexpected losses. Motivations for market risk 
viii 
CHAPTER 1. INTRODUCTION 2 
modelling are obvious. The data is widely available and accessible, a large number 
of models analysing financial data exist, advances in computer technology enabling 
the estimation of the most complicated models... all led to a sense of "can do" 
within the technical modelling community. 
Value at risk (VaR) has become the standard measure of market risk since the 
introduction by RiskMetrics™ (1995) because of its concision of using one monetary 
amount to incorporate information about risk of a portfolio of risky assets. Such a 
number provides a measure of how much a portfolio can lose within a given time 
period, for a given confidence level. In June 2004, the Basel Committee finalised 
a comprehensive revision to the Basel Accord (see BSBC, 2005) in which VaR is 
intensively used as a proxy for quantifying risks. The main purposes of the accord 
are to strengthen the soundness and stability of the international banking system 
by providing a minimum standard for capital requirements and to create a level 
playing field amongst international banks by harmonising global regulations. It can 
be deduced that the accurate measurement of VaR now plays an indispensable role 
in modern financial risk management. Any improper estimation of VaR may lead 
financial institutions to overestimate (or underestimate) their market risks and con-
sequently to maintain excessively high (low) capital levels, which in turn results in 
an inefficient allocation of financial resources. 
There are a variety of models exist for estimating VaR. Each model has its own 
set of assumptions, but the most common assumption is that historical market data 
is our best estimator for future changes. Common models include: (i) Historical 
VaR, (ii) VaR estimated by variance-covariance (or delta-normal) method and (iii) 
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VaR estimated by using (I)GARCH model. Engle and Manganelli (2004) proposed 
conditional Autoregressive Value at Risk (CAViaR) by formulating the estimation 
of VaR as a problem of finding time-varying conditional quantiles under Koenker 
and Bassett's (1978) quantile regression framework. 
Because VaR is simply a quantile of the future return, conditional on current 
information set, we are interested in looking into whether or not the random walk 
behaviour of a return series, suggested by the Efficient Market Hypothesis (EMH), 
will be reflected in VaR measurement. In this thesis, we attempt to answer this 
question for each of the commonly used VaR models. The rest of the thesis is struc-
tured as follows. Chapter 2 reviews the current approaches of VaR estimation and 
efficient market hypothesis on return series. Chapter 3 introduces historical VaR 
and its possible artifact. Chapter 4 focuses the estimation of VaR following Risk-
Metrics approach with GARCH(1,1) model. Chapter 5 studies the use of quantile 
regression in VaR estimation, followed by Chapter 6 which concludes the thesis. 
Chapter 2 
Background 
Value at risk (VaR) is a statistical measure of downside risk based on current posi-
tions. One of its greatest attractive features is its ability to summarise risk via an 
explicit number. No doubt this explains why VaR constitutes an essential tool for 
conveying trading risks to senior management, shareholders and regulators. A brief 
review of existing approaches of measuring risk in the banking industry is given in 
Section 2.1 in which a formal definition of VaR is also provided. Section 2.2 dis-
cusses the issue whether VaR is an effective tool and the critiques it received. The 
last section summarises key concepts in Efficient Market Hypothesis (EMH) and 
its implication to the modelling of a return series. It is also the starting point for 
investigating the possibility of a VaR series that follows a random walk model. 
2.1 Approaches to Risk Measurement 
Existing approaches to measuring the risk of a financial position, according to Mc-
Neil, Frey & Embrechts (2005), can be classified into four main categories, namely 
4 
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(i) the notional-amount approach, (ii) factor-sensitivity measures, (hi) risk measures 
based on scenarios and (iv) risk measures based on the loss distribution. 
Notional-amount Approach 
Notional-amount approach defines risk of a portfolio as the sum of the notional val-
ues of the individual securities in the portfolio, where each notional value may be 
weighted by a factor reflecting the riskiness of the broader asset class to which the 
security belongs, (see Crouhy, Galai and Mark, 2001). Such an approach offers a 
simple way to measure risks and uses a monetary amount to represent the picture. 
From an economic viewpoint, however, this approach does not successfully reflect 
the benefit of diversification due its failure in differentiating between long and short 
positions, thus no netting is entertained. As the notional amount of the underlying 
value and the economic value of the derivative position can differ by an substantial 
amount, there is a limitation of adopting this approach to quantify the risk of a 
portfolio that consists of derivatives. 
Factor-sensitivity Measures 
Factor-sensitivity measures assess the change in portfolio value in response to the 
change in one of the underlying risk factors and are usually applied in conjunction 
with other measures. Two common examples of such a measure are the duration for 
bond portfolios and the Greeks for portfolios involving derivatives. These measures 
manage to portray the relative changes in the portfolio value in response to certain 
well-defined events. They cannot, however, measure the overall riskiness of a po-
sition. As they cannot be aggregated across markets so as to provide a complete 
picture of total riskiness pertained to the portfolio (adding the delta and the du-
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ration of two portfolios is meaningless), they are not particularly useful in making 
capital-adcquacy decisions when they are used alone. 
Scenario-based Risk Measures 
A sccnario-bascd risk measure attempts to evaluate the risk of a portfolio by con-
sidering a number of potential future risk-factor changes (i.e. scenarios) and take 
the maximum loss the portfolio under all these possible cases. A formal description 
is given here: 
Fix a set Y = {x i , . . . , x n } of risk-factor changes (the scenarios) and a vector 
� = ( c j i , . . . ,cjn)' 6 [0, l]n of weights. Consider a portfolio of risk securities and 
denote by / � the corresponding loss operator. The risk of this portfolio, measured 
by a scenario-based measure, is given by 
'-= max {a�! ^ [ t ](xi),.. . , cjn/[t](xn)} . (2.1) 
Such an approach is particularly effective for portfolios that are exposed to a 
relative narrow sources of risks. A good example of its application can be found 
in the Chicago Mercantile Exchange (CME) where a scenario-based approach is 
adopted for calculating the margin requirements. As it is not easy to determine an 
appropriate set of scenarios and weighting factors, nor is it possible to aggregate or 
to compare portfolios which are exposed to different risk factors, scenario-based risk 
measures, though offer complementary information to other risk measures, cannot 
provide a comprehensive measurement of risk when used alone. 
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Risk Measures based on Loss Distributions 
The most popular category of risk measures goes to those statistical quantities that 
describe the conditional or unconditional loss distribution of the portfolio over some 
predetermined horizon. In spite of the obscurity of whether or not the governing 
financial dynamic changes with time (i.e. not stationary) and the difficulty of select-
ing a satisfactory statistical model for the loss distribution, measuring risks using 
loss distribution remains the major approach. It offers a number of advantages that 
compensates the shortcomings of the aforementioned types of risk measures. Di-
versification effect, if the loss distribution is estimated properly, can be taken into 
account while comparison and aggregation of this risk measure are also possible. 
This explains its popularity among practitioners and regulators. 
Value-at-Risk (VaR) 
Value-at-R.isk was introduced by JPMorgan (now JPMorgan Chase) in the first 
version of its RiskMetrics system and was quickly adopted by risk managers and 
regulators as industry standard. It is probably the most widely used risk mea-
sure based on loss distribution in the industry. The idea of VaR can be traced to 
Markowitz's (1952) seminal work on portfolio choice in which he advocates the use 
of the standard deviation as an intuitive measure of dispersion as risk must have 
to be compensated by a higher return. The first mention of confidence-based risk 
measures dates back to Roy (1952), who presents "saftey first" criterion for porfolio 
selection. Baumol (1963) proposes a risk measurement criterion based on a lower 
confidence limit at some probability level L = aa - /x, which is a prototype of VaR. 
VaR is a single estimate of the amount by which an institution's position in a 
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risk category could decline due to market movements during a given holding period. 
This number has two-fold meanings: from the viewpoint of a financial institution, 
VaR can be defined as the maximal loss of a financial position during a given time 
period for a given probability. Alternatively, from the view point of a regulatory 
authority, VaR can be regarded as the minimal loss under extraordinary market 
circumstances. Both definitions will lead to the same VaR measure, though they 
are interpreted from different perspectives. Readers may refer to Duffie and Pan 
(1997) and Jorion (2007) for a detailed exposition of VaR. In what follows, we 
define VaR under a probabilstic framework: 
Definition 2.1. (Generalised Inverse and Quantile Function) 
(i) Given an increasing function T \ R ^ R, the generalised inverse of T is 
defined by T~l(y) := inf {a; G M : T(x) > y), where we use the convention that 
the infirnum of an empty set set is oo. 
(ii) Give a distribution function F, the generalised inverse F _ 1 is called the quan-
tile function of F. For a E (0,1), the a-quantile of F is given by 
qa{F) \= F-\a) - inf {a; G E : F{x) > a}. 
For a random variable X with the distribution function F we often use the 
alternative notation qa(X) := qa{F). If F is continuous and strictly increasing, we 
simply have qa = F _ 1 (a ) , where F~l is the ordinary inverse of F. 
Definition 2.2. (Value-at-Risk) Given a confidence level a E (0,1), the VaR of 
a portfolio at the confidence level a is given by the smallest number I such that the 
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probability that the loss L exceeds I is no larger than (1 — a). Formally, 
VaRa = inf {/ G R : Pr{L >1} <l-a} = (2.2) 
According to Definition 2.2, VaR is simply a quantile of the loss distribution. 
Figure 2.1 illustrates the notion of VaR in which a loss distribution is shown. The 
vertical line marks the 95% VaR, the worst loss over a target horizon in most (95%) 
situations. Typing values for a are 0.95 and 0,99. Note also that the confidence 
level a does not provide any clue about how severe losses will possibly occus with a 
probability less than 1 — a. 
Prob Density VaR 
0.20 / \ 
/ VJ 
0 10 o 10 
Loss 
Figure 2.1: An example of a loss distribution with the 95% VaR marked as a vertical 
line. 
2.2 Is VaR a ‘ ‘Good ’ �Risk Measure? 
Despite its popularity, VaR itself has been seriously contested for not being a co-
herent measure risk measure in the sense of Artzner et al. (1997，1999). Based 
on economic reasoning, they propose a number of axioms that any coherent risk 
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mcsaurc (p) should satisfy. They include, for losses L\ and L2, 
• Monotonicity: If Lx < Z/2, then p(L\) > p{L2). In other words, if portofolio 1 
whose loss is which is greater than L2, the loss for portfolio 2，for all states 
of the world, its risk must be greater. 
• Translation Invariance: p(L 1) = p(L) — I. It can be interpreted as adding 
a fund of / to a portfolio should rcduce its risk by exactly an amount of I. 
• Subadditivity: p(Li + L2) < p{L{)-[• p(L2). Subadditivity reflects the idea that 
risk can be reduced by diversification, a time-honoured principle in finance 
and economics. The rationale behind this axiom is summarised by Arztner et 
al. in the statement that "a merger does not create extra risk." 
• Positive Homogeneity: For every A � 0 we have p(XL) = Ap(L), which can be 
justified if it is assumed that the axiom of subadditivity holds. 
Artzncr et al. show that the quantile-based VaR measure violates the axiom of 
subadditivity under the situation in which the return distribution is not elliptical, 
i.e. symmetric and unimodal. They propose an alternative, and coherent, risk 
measure called expected shortfall, a.k.a conditional VaR, which is defined as follows: 
Definition 2.3. (Expected Shortfall) For a loss L with E [|L|] < oo and dis-
tribution function Fl, the expected shortfall at confidence level a € (0,1) is given 
by 
1 f1 
ESa = - ^ / q^(FL)处， （2.3) 
丄 _ a 
where q�(FL) = is the quantile function of FL. It is thus related to VaR by 
ESa = — [ VaR^(L) d � . 
丄 一 Q J a 
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While admitting that VaR violates the axiom of subadditivity in cases where the 
loss distribution is not elliptical, Jorion (2007) argues that VaR is still a useful tool 
in risk management because, at the highest level of a financial institution, the aggre-
gate bank portfolios follow distributions that generally look symmetric and close to 
a normal distribution in lieu of the Central Limit Theorem. He further quotes a pa-
per by Pfingsten et al. (2004) in which they compare various risk measures based on 
loss distributions and find that these measures are highly correlated, and thus claims 
that there is not much difference in using different risk measures in quantifying risks. 
To summarise, despite of its non-subadditivity and its inability to estimate the 
cxact loss beyond the thresold, because of the concise information about a portfolio's 
risk exposure that it can give, VaR is still the most popular benchmark adopted by 
the industry for measuring financial (market) risk. 
2.3 Efficient Capital Market, Random Walk and 
Unit Root 
Efficient Capital Market 
An efficient captial market is one in which security prices adjust rapidly to the ar-
rival of new information and, therefore, the current prices reflect all information 
about the security and that old information cannot be used to foretell future price 
movements. Starting with Bachelier (1900a), the first person to propose using a 
Brownian motion to evaluate stock options, many studies have led to the random 
walk model in which the return of an asset is assumed to be identically and inde-
pendently distributed, although not necessarily normal. Fama (1965b) published his 
CHAPTER 2. BACKGROUND 12 
landmark empirical analysis of stock market prices and concluded that they follow a 
random walk in 1965. In the same year, Samuelson (1965) provided the first formal 
economic argument for "efficient markets" in which he focused on the concept of a 
martingle instead of a random walk model as in Fama's work. He concludes that the 
random walk behaviour of stocks is the result of the very efficiency of the market in 
which prices have already "fully reflected" all the available information and that in 
an efficient market prices will change only when there is new and unanticipated in-
formation. Since the future, and therefore the price changes, is unpredictable, price 
changes will be random. In other words, the market does not further respond to 
events that are expected to happen, because prices already reflect what is expected. 
Efficient Market Hypothesis 
There arc three versions of EMH that are being distinguished based on the level of 
available information: 
The weak form EMH stipulates that current asset prices already reflect past 
prices and volume information. The information contained in the past sequence of 
prices of a security is fully reflected in the current market price of that security. It 
implies that no one should be able to outperform the market using information that 
"everybody knows". Yet, there are still a number of financial researchers who study 
past stock price series and trading volume data in an attempt to generate profit. 
This technique is so-called technical analysis. 
The semi-strong form EMH states that all publicly available information is sim-
ilarly already incorporated into asset prices. In other words, all publicly available 
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information is fully reflected in a security's current market price. The public infor-
mation stated not only past prices but also data reported in a company's financial 
statements, company's announcement, economic factors and so on. It also implies 
that no one should be able to outperform the market using something that "every-
body knows". This indicates that a company's financial statements arc of no help 
in forecasting future pricc movements and securing high investment returns. 
The strong form EMH stipulates that private information or insider information 
too, is quickly incorporated by market prices and therefore cannot be used to reap 
abnormal trading profits. Thus, all information, whether public or private, is fully 
reflected in a security's current market price. That means, even the company's man-
agement (insider) are not able gain from inside information. They are not able to 
take the advantag to profit from information such as take over decision ten minutes 
ago. The rationale behind is that the market anticipates in an unbiased manner, 
future development and therefore information has been incorporated and evaluated 
into market prices in a much more objective and informative manner than insiders. 
The random walk model of asset prices is an extension of the EMH, as are the 
notions that the market cannot be consistently beaten, arbitrage is impossible, and 
"free lunches" are generally unavailable. 
Random Walk 
A time series {Zt} is a random walk if it satisfies 
���� + ^ (or AZt = et), (2.4) 
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where Z0 is a real constant denoting the initial value of the process and {et} is a 
white noise series, with mean 0 and variance of. As et has a symmetric distribution 
around zero, conditional on Zt_i, Zt would go up or down at random. Such a model 
can be considered as a special case in AR(1) model in which the parameter is unity, 
meaning that this model is not weakly stationary as the variance diverges to infinity 
as i —> cx). 
The random walk model has been widely adopted as a standard statistical model 
for the movement of logged stock prices. Under such a statistical framework, the 
stock price, and therefore the return, is not predictable. The best estimate of the 
1-step ahead forecast at the forecast origin t is 
E [Zt+i I Zt) Zt-i,...] = Zt, 
which is the log price of the stock at time t. In general, for any forecast horizon 
/c > 0, we have 
“ k ‘ 
E [Zt+k I Zu ...] = + E ^ et+j = Zt. 
-•7=1 -
For all forecast horizons, as wc can see, point forecasts of a random-walk model arc 
simply the value of the series at the forecast origin. 
Unit Root Test 
Given the value of Z0, the variance of Zt can be constructed as 
Var(Zt) = Var(et + c t-i + •. • + Cl) = ta\ 
CHAPTER 2. BACKGROUND 15 
and 
Var(Zt_&) = Var(ei_/c + et-k-i + ... + ei) = (t - /c)of. 
Further, it is also instructive to calculate the covariance and the correlation of Zt 
and Zt-k- As E [Zt] = 0，we can form the covariance jt-k as 
E[{Zt- Z0){Zt.k- Z0)} = E[ (e t + 9 4 + . . . + ( 0 ^ 4 + ( ^ - ^ + . . . + ^0] 
=E[((et_fc)2 + ( r w ) 2 + . . . + ( C l ) 2 ) ] 
= ( / , 一 k)a]. 
To form the correlation coefficient � � w e can divide by the product of the 
standard deviation of Zt multiplied by that of Thus the correlation coefficient 
Ps = V(f- — k)/ f ' -
This result implies that using sample data, the autocorrelation function for a 
random walk process will show a slight tendency to decay, as we can see that for 
small values of k, the ratio (t — k)/t is approximately equal to one whereas as k de-
creases, the values of pk will also diminish. It will not be possible, therefore, to use 
the autocorrelation function to distinguish between a unit process and a stationary-
process with an autoregressive coefficient that is close to unity. 
To test whether a series {ZJ , the log price of a stock for instance, follows a 
random walk, wc consider 
Z t — U e t � (2.5) 
where et denotes the error term. The null hypothesis in this test is H0 : (f)\ = 1 
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against the alternative hypothesis Hi : ¢1 < 1. Dickey and Fuller (1979) propose a 
convenient test statistic which is the t ratio of the least squares estimate of ¢1 under 
the null hypothesis and it gives 
1 — SLi ZtZt-i 2 — —— 4>\Zt-\)2 
0 1 ~ E L ^ ' e = “ ^ ^ ’ 
where ZQ = 0 and T is the sample size. The t ratio is given by 
DF t-ratio = ^ = L L 
which is commonly referred to as the Dickcy-Piillcr test. If {et} is a white noise 
series with finite moments of order slightly greater than 2，then the DF-statistics 
converges to a functional of the standard Brownian motion as T — 00; see Chan 
(2002) and Phillips (1987) for details. 
Chapter 3 
Historical VaR and Limitations 
One of the most commonly adopted methods of calculating VaR of a stock is to 
consider the order statistics of the return series observed under a moving window 
with a fixed width, say n days. VaR is then defined as the value of the order 
statistics below which only a G (0,1) percent of the data covered under the window 
have smaller values. The VaR determined in this way is known as historical VaR. 
Though simple and crude, evaluation of non-parametric VaR, like historical VaR, 
does not require any statistical assumption beyond stationarity of the distribution 
of returns or, in particular, their volatility. Since the estimated VaR is based on the 
empirical distribution of historical returns of each individual risk factor, it reflects 
a more realistic picture of a portfolio's risk. This method is relatively simple to 
implement if historical data have been collected in-house daily for marking to the 
market. In this chapter, we start with an interesting regression result in Section 3.1 
followed by a more serious investigation of the behaviour of this order statistics, 
which is covered in Section 3.2. 
17 
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3.1 Regression Analysis 
If the random variables X},X2, • • • , Xn are arranged in order of magnitude and then 
written as 
< � 2 : n < • • • < � n :n , 
wc call Xi:n the ^th order statistics (i = 1,2’..- ,n). Having a series of returns 
{r. t ,r t+1 , . • • , r t + n_i}, we define 
= min (丨 “ ― { r t , r t + 1 , . . • ， （3.1) 
where m i n � { X U X 2 , . . . , = Xk:n, k = 1,2,--- ,n. 
The V a R ^ defined in such a manner is essentially a historical VaR estimate 
which is evaluated by selecting the [(1 - a)n]-th smallest return within a moving 
window from time t to t + n-1 (i.e. with a width of n), where [(1 - a)n] denotes the 
integer part of the number (1 - a)n. Market practitioners frequently use this risk 
measure despite the fact that they are all dissatisfied with such a way to quantify 
risk as discussed in Chapter 2. 
To find out the relation between VaR[n) and its lagged value VaR^)i, consider a 
linear regression between them, i.e. consider 
= /¾ + + e,. 
To implement the modelling task on real data, a researcher needs to construct the 
historical series of returns. We took a sample of 3,392 daily prices from Yahoo ！ Finance 
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for General Motors (GM), IBM, the S&P 500 and Hangseng Index (HSI) and com-
puted the daily returns as the difference of the log of the prices. The samples range 
from April 7th, 1986 to April 7th, 1999, including Black Monday in 1987. The width 
choscn is 300 days so that the third lowest return within the window is considered 
as the historical 99%-VaR estimate. All the results are reported in Table 3.1，which 
presents the value of the estimated parameters, the corresponding p-values, and the 
adjusted R-square statistics. 
Table 3.1: Estimates and Relevant Statistics for the OLS Regression 
“ S&P500 GM IBM HSI 
Jo -0.0004(0.192)-0.0001(0.0208) -0.0003(0.00224) -0.0001(0.0509) 
Pi 0.9987(<2e-16) 0.9968(<2e-16) 0.9935(<2e-16) 0.9974(<2e-16) 
Adj R-square 0.9972 0.994 0.9873 0.995 
3.2 A Possible Artifact 
From the regression result shown above, it is very tempting to conclude that the 
historical VaR scries follows a random walk or AR(1) model with parameter that is 
equal to (or very closc to) unity. With a good /?,2-adj figure, the model seems to be 
deceptively capable of capturing the VaR's dynamic. An analysis on the residuals 
(of the regression) reveals, however, that there are a large number of residuals of 
value 0 (See Figure 3.1)，which poses questions on how well the data can be fitted, 
and thus how likely the VaR's follow a random walk behaviour. 
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(a) Normal QQ-Plot on Residuals (b) Residual Plot 
Figure 3.1: Residual Analysis of the OLS Regression (S&P500): (a) Normal QQ-plot 
on Residuals, (b) Residuals Plot. 
To investigate the residuals, we write 
it = - VaR^^ 
= m i n � - � � { r t , r m , •.. r ^ J — min � � { r t . u r t , . . . r t + n _ 2 }. 
To see how likely we observe a "static" VaR estimate, we attempt to evaluate 
Pr{e"t — 0}, which can be rewritten as 
0} = Pr �� > 1 ¾ ¾ ” … � � - � < V ^ ) � � 
Assuming that the return series {rt} are i.i.d., which is consistent with the logic 
of EMH, it can be shown that Pr{(ft � 0} is very close to 1, meaning that the 
construction of the historical VaR must lead to a random walk observation in the 
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sense that in nearly all cases we will have no difference between two consecutive 
VaR's. To have a preliminary idea about the size of this probability, consider the 
fact that � 0} is observed when either one of the following events happens: 
| r t _ ! > VaRl^ and r t + n ^ > V a R j ^ j or | r t _ ! < VaRj^ and r t + n_! < V a R j ^ j . 
Theoretically speaking, Pr < VaRj"\ | « a as VaR^^ is the sample lOOa-th 
quantile of the return series. In other words, 
Pr {et = 0} « Pr | r t _ ! > V a R ^ j p r j r ^ ^ > ^ ¾ ¾ } 
+Pr | r t _ i < V a R ^ \ | Pr | r f + n _ ! < V a R j ^ j (assuming rt are i.i.d) 
= ( 1 - a)2 + a 2 = 1 - 2q + 2a2. 
If a = 99% we have Pr{e"t = 0} « 0.9802. We next provide a rigorous proof by 
making use of the following theorem. 
Theorem 3.1. [Tong (1990)] Let Z2r •' ,Zn denote i.i.d. A/"(0,1) random 
variables and let Z\.n, Z2;n, • • • , Zn.n be the corresponding order statistics. Further, 
let (j) and $ denote, respectively, the A/"(0,1) density function and distribution func-
tion. 
For every fixed 1 < ?: < n, the marginal density function and distribution func-
CHAPTER 3. HISTORICAL VAR AND LIMITATIONS 22 
tion of Zi:n are respectively, 
n \ 
� � = E ② 妒 ⑷ ― ( - : ) ’ 
where 2� G R. 
Proposition 1. Pr{et = 0} « 0. Equivalently Pr^VaR^ = Va � ) j > ^ 1. 
Remark: The statement of this proposition needs to be rephrased. 
Proof. 
The proof concentrates on proving Pr { e � + 0} ’ which is the sum of Pr | r t _ i > V a R ^ > r t + n _! | 
and Pr | r t _ i < V a R ^ < r t + n _ � We start from the first component, applying the 
law of total probability, conditional on rt+n-i- This yields : 
Pr |rt_! < VaBt\ < rt+n-i I ^t+n-2| 
=J” Pl' { r � 1 < V(lRt-l < rt+n-l I ^t+n-2, r^n-i J ^(rt+n-^drt+n-! 
= / Pl" ( 1 7 ° ^ 1 < � “ � 1 I - Pr > I ^ n ^ d r t ^ 
= I P r < n-fn-1 I — Pr ^ V a R t \ < r t _ i | [1 一（1 ) ( 7 ^ 0 ] 
• 
Recognising that VaR^ l\ is an order statistic from an i.i.d. sample, by Theorem 3.1, 
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wc can write 
P r
 = 厂 E ( - 渊 � — p u 
= E ¢ ) [ i - ^ w r ' ^ w - “ [ i u ] 
k一 j -k 二 j _ 
Letting v = ¢(-^), we have 
Pr = f l Q 1^^(1-v)kvn~kdv~ 纟 n—O [1-^(^)] 
= i ( : ) r “ 卜 © 二 © … … + ( - � ) + 
y- I" vn~k+1 _ vn~k+2 f k \ vn~k+3 _ k f k \ vn+1 1 ^…�1) 
- E ¢ ) ^ ( ^ - 0 ^ ( - ^ 0 [1 - m ] 
二 • r (l - ¢ ( 7 ^ ) ) ^ + 1 (l - / A (1 -
^ \ k j 1 n-k + 1 VV n-k + 2 V2/ n-k + 3 
—…+ ( - # ( 『 - = ) ) ] _ 民 Q m w — u — ,(r(_l}]. 
- � -
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We can evaluate Pr | r t + n _ ! < VaR^ < rt-i | � + n _ 2 j> in a similar fashion: 
Pr j r ( + n _! < V a R . ^ < r t - i | 
=一y \ 广叫—( k) 一+ 2 + 内 ”一 _... + j ^ l 1 
[n-k^l \lJn-k + 2^ \2jn-k + 3 � � ) W + 1J 
+ E [ 1 U ] 
一 ^ \kJ I n-k + 1 VV n-k + 2 V2/ n-k + 3 
- ± ( n ) { - ( k ) 1 + ( k ) + ( k ) J L _ \ 
f^KkJ \n-k + l \lj n-k + 2 \2J n-k + 3 � ' \k)n^l) 
+ � O ^ n r w ) [ 1 - H 
Note that 
=Pr | r t _ ! < VaR[l\ < r t + n _! | + Pr | r t + n _ � < VaR^J, < rt-i \ 
= [ 2 ( i ) ( n ] ) - l] � � � , ’ — “ } 
• 
Proposition 1 can be extended to cases in which the return series follows a distri-
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Table 3.2: Numerical values of the probability that two consecutive historical VaRs 
are differnt 
1-% VaR 
sample size = 100 0.01980 
sample size = 1000 0.01982 
5-% VaR 
sample size = 100 0.09474 
sample size = 1000 0.09499 
bution with distribution function F(-) as long as they are identically and indepen-
dently distributed, which is the situation described in EMH. Further if the V '^s are 
exchangeable variates, we have 
令 1 广 ( 二 ) 0 ¾ ⑷ ’ 
where F ^ x j ) being the distribution function of the largest statistic in the sample 
of size j ; see David (1981). With this distribution function, we can again evaluate 
Pr {et — 0} and rcach a similar conclusion even when the independent assumption 
is no longer valid. 
To conclude this chapter, we find, based on the regression result, that the his-
torical VaR's seem to follow an AR(1) model characterised by the beta value that is 
close to unity. A careful study of the regression residuals sheds light to the question 
of whether or not the historical VaR's indeed inherit the random walk behaviour of 
the return, as the historical VaR itself is an order statistics of a return series. It can 
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be proved that the construction of the historical VaR generates automatically a se-
quence of random variables that behave like a random walk, with a small probability 
that the change between them is non-zero. This finding has a financial/economical 
interpretation where the best estimate of a one-step ahead forecast of VaR should 
not be the value of the VaR observed today since VaR should not be following a 
random walk model. The only reason why such a pattern is observed is simply due 
to its (potential) artifact embedded in its setup. 
Chapter 4 
Parametric VaR with 
GARCH(1，1) 
The objective of this chapter is to investigate whether or not another popular 
methodology of evaluating VaR, the parametric VaR, will result in a VaR sequence 
which must follow a random walk model. Amongst all the paratmetric methods used 
in VaR evaulation, the Exponentially Weighted Moving Average (EWMA) model, 
which is a special case of GARCH(1,1), is the most widely used one. In this chapter, 
the celebrated GARCH(1，1) model is first introduced, followed by a discussion on 
the behaviour of VaR evaluated through this paramctric approach. 
4.1 GARCH(1,1), a Conditional Heteroscedastic 
Model 
It is well-known that daily returns are uncorrelated whereas the squared returns are 
27 
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strongly autocorrelated. As a consequence, periods of persistent high volatility are 
followed by periods of persistent low volatility, a phenomenon known as "volatility 
clustering." Engle (1982) provides the first systematic framework to capture these 
properties and proposes a model called autoregressivc conditional heterosccdastic 
(ARCH) model in which the mean-corrected asset return rt is serially uncorrelated, 
but dependent and the dependence of rt can be described by a simple quadratic 
function of its lagged values. An ARCH(p) model is given as follows 
n = ^ = O!0 + Q � ! ' ^ ! + . . . + cy.pr2t_r (4.1) 
where { e j is a scquencc of independent and identically distributed random variables 
with mean zero and variance 1 ， a 0 � 0 , and ^ > 0 for z > 0. 
One of the drawbacks of using ARCH model to describe rt and at is that it often 
requires a large number of parameters so as to portray the volatility process of an 
asset return in a faily accurate manner. Bollerslev (1986) proposes an extension of 
ARCH to the generalised ARCH (GARCH) model. If a return series r t follows a 
GARCH(p, q) model, we have 
V q 
n = � … ( J 2 t = ^ + ^ ^r2t-i + Y , ^ t - v (4.2) 
where { e j are iid random variables with mean 0 and variance 1, a 0 > 0, and 
> 0 and I X T { P ’ 9}(ai + A) < 1. Equation(4.2) reduces to a pure (4.1) ifg � 0. 
A GARCH(p, q) model can be specified in the following representation. Let 
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= r t — of, (4.2) can be rewritten as 
max{p,q} q 
rt K + + ^ ( 4 . 3 ) 
i = l j = l 
which is an ARM A form for the squared return series r2t. Integrated Generalized 
Autoregrcssive Conditional Heteroskedasticity (IGARCH) is a restricted version of 
the GARCH model, where the persistent parameters sum up to one, and therefore 
there is a unit root in the GARCH process. For an IGARCH(1’1) model, we have 
+ A = 1. 
4.2 RiskMetrics VaR 
RiskMctrics assumes that the continuously compounded daily return of a portfolio 
follows a conditional normal distribution, i.e. rt | h � o f ) , where rt is the 
daily log return and the information set available at time t-lis denoted by It 
further assumes that rt and at evolve according to IGARCH(1’1) model, specifically 
with q0 — Mt = 0� 
n � � e t， (jt2 = a o f ^ + ( 1 - a)rt2_l5 where a G (0’ 1). (4.4) 
Usually the value of a is often found between 0.9 and 1. 
One of the attractive features of the IGARCH model is that the conditional 
distribution of a multipcriod return is easily available. For a A>period horizon, the 
log return from time i + 1 to time t + k (inclusive) is rp) = X^-i Rewritting 
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Proof. 
For a GARCH (1,1) model, wc have 
n = 
where et follows i.i.d. A/"(0, of) and 
o\ = a 0 + ocirl^ + Pi(Tt_v 
Case (i), assuming a 0 = 0, we have 
o2t = + 
=cvi (e t _ia t _i ) 2 + A ^ - i 
= ^ - l i ^ i e t i + A } 
Taking log on both sides, wc have 
21og(at) = 2 ^ ( ^ - 0 + ^ ( ^ 1 ^ ^ A) 
1 
log(o-t) - l0g(crt_!) = 5 log—?一i + A) 
log(crt) �� l o g k t ^ ) + et—h (4.6) 
where et-\ � “ ( ^ ( � ^ — � + Pi). It can be seen that the conditional VaR (using 
GARCH(1,1)), denoted by QT(rt | Tt-\), does not follow a random walk process 
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Eq.(4.4), we have 
cr2t+i = ^+,-1 + (1 - - !)> f o r a11 L 
Since E - 1 | = 0 for i > 2’ we have 
E [ a l , I A ] � E [ a ^ | � ] � f o r z = 2, . . . , /c. (4.5) 
Prom Equation (4.4), we know that for i = 1,2’.. • 
o-t+i+i = ^t+i + ( 1 -
E [a 2 t + w I = E [cxal, + ( 1 - | T t ] , 
(1 - a )E [ r l , I T t] = E l ^ + � | � ] - — � ] , 
E [r2t+i I � (by Eq.(4.5)) 
Note that Var(r f+i | 万）=E [rt2+i | and E [of+1 | T t] 二 crt2+1 and so we have for 
i > 1 
Var(r t+j | D = of+p 
This result suggests that r{tk) | !Ft � # ( 0 ’ a n d consequently, the correspond-
ingly conditional 95% VaR of r\k) is given by 1.65Vkcrt+i. It may also explain why 
such a VaR is so popular among the industry; its simplicity and its ability to offer 
a fc-period VaR forecast. 
Proposition 2. The VaR series evaluated by GARCH(1，1) do not exhibit any ran-
dom walk behaviour even if the return series follows AR(1) with unit root 
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because 
Qr(rt I ^t-l) = Qr{^t I 乃-1) 二 O-tQrfe), 
that is, 
QAn I ^ t - i ) - Qr(r t_i I D = Qr{et){at 一 a^). (4.7) 
But by Equation (4.6), log(<7f) = log(crt_!) + et~\ is a random walk process and as 
a result, a t — a t - i is not a white noise.Thus (4.7) cannot be a white noise. 
Case (ii), suppose o^ + 0. 
To show that crt — a t - \ is not a random walk, consider the conditional density func-
tions 
/(cj2 - a： I e2) 
and 
/((72 - CTi I e2,0-l — CT0 = X,). 
Let g{y\e) = i / a 0 + (ai€ + /3\)y2-y. By contradiction, we assume that c j ( -a t_i 
is a random walk, then crt-at-i = ^2) and conditioning on ai~a0 = x, we have 
cr2 - o"! = g(x + (j0; £2)- Since (cr0, e2) and (cri, e2) share the same joint distribution 
function, we have f(g(x + ¢70)^2) = for all x under the assumption of 
contradiction. This suggests that g(y) must be a constant, which is impossible. 
• 
A conclusion can be drawn by using a GARCH(1,1) model to portray the evolution 
of the volatility, thus calculating the corresponding parametric VaR, its stochas-
tic nature can be better captured. Unlike the case in evaluating historical VaR's 
in which we assume a (nearly) constant volatility, thus a stationary distribution, 
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during the VaR evaulation, a more accurate estimate can therefore be obtained 
through this parametric (or delta-normal) method. Further, parametric VaR does 
not involve estimation of a sample quantile, which is always accompanied with a 
substantial estimation error; see Chapter 5，Jorion (2007). All these make paramet-
ric VaR welcomed by market practitioners. 
The delta-normal method has, on the other hand, a number of drawbacks. The 
most contestd topic is the heavy-tailed property of the distributions of returns on 
most financial assets. Because VaR is a statistics which aims at describing the 
behaviour of the return in the left tail, this problem deserves some special attention. 
RiskMetrics' methodology uses zaat+\ to measure the risk, i.e. using the one-sided 
a%-quantilc of a normal distribution with mean zero and standard deviation <jt+1 
and it allows us to calculate the VaR of a /c-day horizon by using the square root 
of time rule as shown above. To avoid ignoring the influence of the heavy tail of a 
distribution, we can choose Qa{e) instead of when calculating the parametric VaR 
even though the square root can no longer be applied here. Finally, as it is found in 
Proposition 2 that the parametric VaR does not follow a random walk model, it is 
necessary to model the volatility dynamics instead of simply adopting today's VaR 
as the 1-step ahead forecast. 
Chapter 5 
VaR with Regression Quantiles 
Most existing methods of VaR estimation attempt to estimate the distribution of 
the returns and then recover its quantilc indirectly. Historical VaR, as discussed 
earlier in Chapter 3，is constructed based on a statistical model that only captures 
the historical changes in the risk of a series. Such an approach uses rolling historical 
quantiles under the assumption that any return in a particular period is equally 
likely. Factor models, such as RiskMetrics (1996) introduced in Chapter 4, consider 
that the randomness originates from a limited number of factors whose volatilities 
and correlations can be estimated. VaR based on this method can then be computed 
with the assumption that it is proportional to the volatility (of the portfolio) and 
often normally distributed. 
It is not difficult to criticise these approaches. The rolling historical VaR as-
sumes that for a certain window, any return is equally likely, due to the empirical 
distribution construction; but a return that is not covered by a window has zero 
probability of occurrence, which in turn leads to a sudden drop in VaR when the 
34 
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extreme loss happens out of the window coverage. The volatility approach assumes 
that the distribution of the returns divided by standard deviations will be identically 
and independently distributed. 
Aiming at constructing a better VaR modelling methodology, Engle and Man-
ganelli (2004) propose a different technique in VaR estimation called conditional 
autoregressive Value at Risk (CAViaR). This chapter is dedicated to examining this 
new class of models, which specifies the evolution of the quantile over time using 
quantile regression. It is structured into two sections: Section 5.1 reviews the litera-
ture on regression quantiles and provides a foundation upon which CAViaR is built. 
Section 5.2 presents an empirical study of real data. 
5.1 Quantile Regression 
Quantile regression is gradually emerging as a powerful tool that complements clas-
sical least-squares regression on the conditional mean. The conditional quantiles 
of a response variable y given one or several covariates x are often of interest, but 
they cannot be consistently estimated by least squares without assuming a specific 
form of the conditional distribution. Koenker and Bassett (1978) introduce a new 
concept that provides an alternative approach for robust inference. 
5.1.1 Quantiles, Ranks and Optimisation 
Recall Definition 2.1, we have F - 1 ( r ) the r th quantile of a random variable X. 
One of the most familiar r th quantiles is F _ 1 ( l /2 ) , the median. Consider a sim-
ple decision problem that a point estimate is required for a random variable with 
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distribution function F. If the loss is described by the piecewise linear function as 
depictcd in Figure 5.1 
Pr{u) = U(T 一 I{u<0}) 
for some r e (0,1)，find x that minimises the expected loss. To reformulate the 
question, we seek to minimise 
/ X roo 
{x-x)dF{x) + r / dF(x). 
•OO J X 
Differentiating with respect to .t, we have 
P � � 
Figure 5.1: Quantile regression p function. 
/ x roo 
dF(x)-t dF(x) = F{x) - t. 
•oo J X 
Note that F is monotone, any element of {x : F(x) = r} minimises expected loss. 
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When F is replaced by the empirical distribution function, 
1 n Fn{^) � ’ 
n i=\ 
we may still choose x that minimises the expected loss: 
r 1 n 
/ p丁(工—x)dFn(x) = ~^2pT(xi - x) 
i = l 
and this leads us to the r th sample quantile. To align our intuition with the fact 
that the optimal point estimator for asymmetric linear loss is the quantile, we can 
start with a special case in which r = 0.5. The p function will then become symmet-
ric about v = 0. In this case n - 1 Pr{^i — x) = (2n) -1 J2 \xi — � and obviously x 
equals the median as it is defined as the number such that the sum of its /^-distance 
away from the data Xi is minimised. When loss is linear but asymmetric, we prefer 
a point estimate more likely to leave us on the flatter of the two branches of the 
marginal loss. For instance, as quoted in Koenker (2005), if an underestimate is 
marginally three times more costly than an overestimate, we should choose x such 
that Pr{X < .7;} is three times greater than Pr{X > .r} to compensate - to make the 
expectation become zero. The quantity x is thus by definition the 75th percentile 
of F. 
The germ of the idea elaborated by Koenker and Bassett (1978) is the fact that 
the problem of finding the r th sample quantile, a problem that at the first glance 
seems to be related to a reordering of the sample observations, is now translated 
into an optimisation problem. The notion, if expressed in mathematical terms, can 
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be written as: 
n 
Qr(y) = arg mmS^ pT(yi — qy). (5.1) 
% 
i=i 
Wc then introduce 2n slack variables {u“ ? � � 1 , . •. , n} to represent the positive and 
negative parts of the vector of residuals and solve the above minimisation problem 




 T ) 1
>
 1
 “ + … ” } ， (5.2) 
where l n denotes an n-vector of 1. 
To conclude, quantiles estimation can be viewed as the solution to an optimi-
sation problem. Whereas the method of least squares results in estimates that 
approximate the conditional mean of the response variable, given certain values of 
the predictor variables, quantile regression results in estimates approximating either 
the quantiles of the response variable. Least squares offers a template for us to 
extend the development. Realising that the ordinary least squares (OLS) estimator 
solves 
n 
mm J ] ( � � 
i=l 
and if we model the conditional mean of y given x as fi(x) = x'f3, then (3 can be 
estimated by solving 
n 
min y^iVi - Xif3). 
z=l 
Note that since qy) the r th sample quantile solves 
n 
qy i=i 
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by formulating the r th conditional quantile function as Qy{r | x) = x'(5{r), and 
drawing hints from the parallel comparison with the OLS methodology, we have —-—‘ 
/3(t) the solution of solving 
n 
min y^PriVi - xi(5). 
/3(T)€RP 
Regression quantiles include as a special case the least absolute deviation (LAD) 
model. It is well known that LAD is more robust than OLS estimators whenever 
the errors have fat-tailed distribution. Estimating quantiles using quantile regression 
may thus be one of the most straightforward methods to evaluate VaR, which is 
nothing but the r th quantile of a return series. 
5.2 CAViaR 
5.2.1 The model 
Instead of modelling the entire distribution of a return series, Engle and Manganelli 
(2004) model the quantile directly by using quantile regression. One of the stylised 
facts of a return series is the clustering of volatilities which can be rephrased into a 
statement that their distributions arc autocorrelated. They believe that VaR, which 
is tightly linked to the standard deviation of the distribution, should behave simi-
larly. CAViaR is designed in a way so as to incorporate some kind of autorregresive 
feature in its specification. 
Suppose that a series of returns is observed which is denoted by { r t } ^ . Fix r as 
the probability associated with VaR. Let xt be a vector of time t observable variables 
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and f3T be a p-vector of unknown parameters. Finally, write Q [ T ) ( � � = Q [ T \ x t - u / 3 T ) 
the time t rth-quantile of the distribution of the returns formed at time t - 1. Here, 
the t subscript from (5T is suppressed for notational simplicity. Similar to a GARCH 
model, a generic CAViaR specification may be formulated as 
QiT)W = A) + ^ > � S ( / 3 ) + 亡 “ � ( 5 . 3 ) 
i=i j=i 
where (3 has the dimension p = <? + r + 1. The presence of g{xt-j) introduces ef-
fects on Q[T\f3) due to some observable variables that belong to the information 
set. It serves more or less the same function as the news impact curve for GARCH 
models (see Engle and Ng, 1993). Amongst all the exogenous variables x, lagged 
returns should be one of the most sensible variables to include in the model. The 
logic behind is, VaR should decrease when one very poor daily performance (of rt) is 
observed so as to reflect the danger. It should, meanwhile, increase, i.e. the "safety 
net" is relaxed, on some very good days. 
A number of potential candidates are suggested by the authors, namely 
• Adaptive: 
Q{tT)(P) = Q[tMP) + " [{1 + exp(G � ― - Q ^ i P ) ] ) - 1 } _ r] (5.4) 
• Symmetric Absolute Value: 
Q ^ W = Po + + p2 | r t- i | (5.5) 
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• Asymmetric Slope: 
Q[T\f3) = Po + PiQ[T\W + p2max{rt.l)0} 一 ^ m i n ^ ^ O } (5.6) 
• Indirect GARCH(1’1): 
Q[T) (/3) = \IPo + PI(Q^((3W + P2T11 (5.7) 
The second and the third models are self-explanatory. They are built in a way such 
that VaR is considered as a sum of its lag value and a/an (a)symmetric effect of 
the return on the previous day. The indirectly GARCH model would be correctly 
specified if the underlying data where truly a GARCH(1,1) with an i.i.d. error 
distribution. Consider 
rt ：二 crtet, 
I 0~t = «0 + « 1 � 2 - l + llVt-i 
Taking r-t.h quantile on both sides on first equation shown above, we have 
QArt I = Qr{et)V^ 
= ^ ¢ + ^ 1 ^ ( ^ - 1 ) + (71^)^2^. (5.8) 
Comparison between Eq (5.7) and (5.8) gives, 
/3' = (0:0^^1,71^)-
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Given the parameters for GARCH(1,1) are known, we can immediately find out 
the indirect-GARCH(l,l) VaR after we have selected an appropriate noise term to 
capture the returns' variation. 
5.2.2 Empirical Studies 
To implement CAViaR methodology on real data, we took the same sample as we 
used in Chapter 3. Recall that the sample covers the Black Monday in 1987 - the 
second largest one-day decline in recorded stock market history. 
Dou Jones <19-Jul-1987 through 19-Jan-1988> FTSE 108 Index (19-Jul-19B7 through 19-Jan-1988> 
2880 n I ‘—I 1—“—I—I—“—“ I ' ' I • ' I 1 I 2300 p—i—‘—< 1—“—‘—i—‘—‘ 1—‘—«—i—i— j—.~• 
Epvl ^ P v l 
纖 ： ： 
2100 � ‘ I : : . : : : 
1808 卜 if . \J J 1688 卜 ：'\1 -j 
1708 ‘' 1— L—^ —I~I—I—I 1—^―<—I— » » 1 1500 —^1—1— 1—>—«~I—I—I 1—I—I—I—• • « • I 
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Figure 5.2: DJIA and FTSE 100 Index (19 July 1987 through 19 January 1988). 
The optimisation procedure is carried out by applying Nelder-Mead Simplex al-
gorithm suggested by O'Neill (1971). All of the computations were done in Fortran 
90. Models are optimised using the following procedure: First, we initialised VaR^ 
to the empirical r th quantile of the first 300 observations, n vectors were generated 
from a uniform random number generator between 0 and 1. The regression quantile 
(RQ) function was then computed as described in Eq.(5,l). Amongst these n vec-
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tors generated, we selected the m vectors that generated the lowest RQ criterion as 
initial values for the optimisation routine. Each of these initial values was passed 
into the simplex algorithm and then these optimised values were then fed back to 
the optimisation routines as the new initial values. Such a procedure was repeated 
until the convcrgcnce criterion (10一7) was readied. Both 1% and 5% 1-day VaRs 
were estimated. All of the results are reported in Tabic 5.1 
According to Table 5.1，we can see that all the VaR series modelled by the 
Adapative model demonstrate a random walk attribute, which is obvious when the 
estimates of (3 is very close to zero as by then, VaRt ^ VaRt_i. This agrees with 
the Dickey-Puller test result. As for Symmetric Absolute model, despite the fact 
that all values are close to 1 in different financial data series, only 5%-VaR series 
for GM, IBM and S&P500 behaves like a random walk whereas all the 1%-VaR's 
show the opposite. For the Assymetric Slope model, the DF tests do not produce 
unanimous results either. There is however a pattern that all the VaR series of stock 
market indices, if expressed in the assymetric slope model form, can be captured by 
a random walk model, at both significance levels 1% and 5%, On the contrary, stock 
return scries' VaRs, which are modelled by this assymmetric slope form, propagate 
in a way that a simple random walk model cannot successfully portray its data, gen-
erating process. 
The chapter concentrates on exploring a new method to evaluate VaR by making 
use of the concept in quantile regression. Instead of having to make a number of 
assumptions before doing the evaluation, we, with the CAViaR model proposed by 
Engle and Manganelli, can simply get around with the distributional assumption 
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and obtain a conditional VaR. Unlike the previous cases studied, like historical VaR 
which produces a random walk by its setting, or RiskMetrics GARCH(1,1) VaR 
which propergate in a way that has no random walk behaviour, CAViaR models 
generate a mixture of results. Depending on the level of confidence as well as the 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Conclusion and Future Research 
Value-at-Risk is one of the most convenient ways to quantify the risk exposure of 
a portfolio of investment. Since its introduction by Risk Metrics in 1995, and in 
particular, BIS emphasis on its use as a benchmark for risk management, VaR has 
been enjoying a growing popularity and significance. There have been, meanwhile, 
challenges on its reliability. One of the most commonly-attacked aspects is the nor-
mality assumption adopted in the standard VaR modelling procedure. This thesis 
attempts to circumvent this assumption and tries to estimate VaRs through other 
methods. At the same, this thesis aims at answering the question of whether or not 
VaRs, which is in fact a specific quantile of a return series, will behave in a wa,y 
that is similar to its underlying return series - the random walk attribute, which is 
explained by the Efficient Market Hypothesis (EMH), or the "informationally effi-
cient" assertion with regard to financial markets. 
We examine the construction of historical VaR, the rth-order statistic the re-
turns covered under the shifting window. If the historical VaRs are regressed on its 
46 
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lagged values, there is an interesting observation that the regression results produce 
a VaR series that shows a random walk behaviour as the lagged value explains most 
of its value in the next step. A careful study of the regression residuals shields light 
to the possible artifact embedded in the historical VaR construction in which there 
is by default only a small probability that the two consecutive VaRs have different 
values. This result casts a doubt whether historical VaR is a sound risk measure as 
its random walk behaviour suggests that the best estimate of the following day VaR 
is today's value. 
It can be proved that by using a GARCH(1,1) model, as suggested by Risk Met-
rics, to portray the evolution of the volatility, thus the corresponding paramctric 
VaR, we can more successfully capture its stochastic nature. It compensates the 
drawback as found in the historical VaR. To address the problem of the normality-
assumption, this model can incorporate the influence of some heavy tailed distribu-
tions by using their quantiles rather than that of a standard normal distribution. It 
however sacrifices its convenience of using the square root rule to estimate the /c-day 
forecast. 
This thesis at the end explores a new methodology in VaR estimation and its 
random-walk nature. As VaR is simply a quantile of the future return, we estimate 
the quantile directly, instead of estimating the underlying distribution first and 
then the quantile. There is, unfortunately, some discrepancies amongst the unit 
root test results. The random walk behaviour of the VaR, in this case, depends on 
the underlying series, its significance level and the model adopted. Further research 
can be extended under this arm by looking for better models that provide us with 
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DF test results with a better unanimity. The coherent nature of this newly defined 
VaR can also be further investigated. 
Bibliography 
[1] Artzncr, P., Delbaen, F.’ Eber, J.M. and Heath, D. (1997). Thinking coherently. 
Risk 10, 68-71. 
[2] Artzner, P., Delbaen, F., Eber, J.M. and Heath, D. (1999). Coherent measures 
of risk. Mathematical Finance 9, 203-228. 
[3] Bachelier, L. (1900a). Theorie de la spculation. Annales Scientifiques de I'Ecole 
Normale Superieure 3，21-86. 
[4] Baumol, W. J. (1963). An expected gain-confidence limit criterion for portfolio 
selection. Management Science, 174-182. 
[5] Crouhy, M.’ Galai, D. and Mark, R. (2001). Risk Management. McGraw-Hill, 
New York. 
[6] Chan, N.H. (2002). Time Series: Applications to Finance. Wiley, New York. 
[7] Dickey, D. and Puller, W. A. (1976). Distribution of the estimates for autore-
gressive time series with a unit root. Journal of the American Statistical Asso-
ciation 74. 427-431. 
[8] Duffie, D. and Pan, J. (1997). An overview of Value-at-R.isk. Journal of Deriva-
tives 4, 7-49. 
49 
BIBLIOGRAPHY 50 
[9] Engle, R.F. and Manganelli, S. (2004). CAViaR: conditional autoregressive 
Value at Risk by regression quantiles. Journal of Business and Economic Statis-
tics 22, 367-381, 
[10] Engle, R.F. and Ng, V.K. (1993). Measuring and testing the impact of news on 
volatility. Journal of Finance 48’ 1749-78. 
[11] Engle, R.F. (1982). Autoregressive conditional heteroscedasticity with estimates 
of variance of united kingdom inflation. Econometrica 50, 987—1008. 
[12] Fama, E.F, (1965b). Portfolio analysis in a stable paretian market. Management 
Science 11, 404-419. 
[13] Hahn, C. NMI, Wagner, F. P. and Pfingsten, A. (2004). An empirical investiga-
tion of the rank correlation between different risk Measures" (February 2002). 
Journal of Risk 6, 55-74. 
[14] Jorion, P. (2007). Value at Risk: The New Benchmark for Managing Financial 
Risk (2nd edition). McGraw-Hill, New York. 
[15] Koenker, R. and Bassett, G. (1978). Regression quantiles. Econometrica 46, 
33-50. 
[16] Markowitz, H. (1952). Portfolio selection. The Journal of Finance 7, 77-91. 
[17] MacKinnon, J. G. (1996). Numerical distribution functions for unit root and 
cointegration tests. Journal of Applied Econometrics 11，601-618. 
[18] McNeil, A.J., Frey, R. and Embrechts, P. (2005). Quantitative Risk Manage-
ment: Concepts, Techniques and Tools. Princeton University Press, Princeton. 
BIBLIOGRAPHY 51 
[19] Morgan, J.P. (1996). RiskMetrics Technical Document (3rd edition). JPMorgan, 
New York. 
[20] O'Neill, R. (1971). Function minimization using a simplex procedure. Applied 
Statistics 20，338-345. 
[21] Phillips, P.C.B. (1987). Time series Regression with a unit root. Econometrica 
55, 277-301. 
[22] Roy, A.D. (1952). Safety first and the holding of assets. Econometrica 20’ 431-
449. 
[23] Samuelson, P.A. (1965). Proof that properly anticipated prices fluctuate ran-
domly. Industrial Management Review 6，41-49. 




薩 4 6 7 L ^ ^ ^ ^
 5 
• • Ic -
