Abstract. We introduce two new functionals, inspired by the work of Perelman, which are monotonic along the Sasaki-Ricci flow. We relate their gradient flow, via diffeomorphisms preserving the foliated structure of the manifold, to the transverse Ricci flow. Finally, when the basic first Chern class is positive, we employ these new functionals to prove a uniform C 0 bound for the transverse scalar curvature, and a uniform C 1 bound for the transverse Ricci potential along the Sasaki-Ricci flow.
Introduction and Statement of Results
Recently, Sasakian geometry has seen significant interest due to its role in the AdS/CFT correspondence. In particular, it is desirable to obtain a large class of Sasaki-Einstein manifolds. A great deal of progress has been made toward answering the question of when Sasaki-Einstein metrics exist. When the Sasaki manifold is regular, or quasi-regular (see §2 for definitions), much of the existence theory follows from the known results in Kähler geometry; we refer the reader to [30] and the references therein. Until very recently, no examples of irregular Sasaki-Einstein manifolds were known to exist. In fact, it was conjectured by Cheeger and Tian [6] that any Sasaki-Einstein manifold must be quasi-regular. However, this conjecture was disproved when irregular Sasaki-Einstein manifolds were discovered by Gauntlett, Martelli, Sparks and Waldram [12] coming from the physics surrounding the AdS/CFT correspondence. This discovery necessitated a more robust approach to studying Sasaki-Einstein manifolds which did not require a Hausdorff topological structure on the leaf space. Motivated by Calabi, another method for studying Sasaki-Einstein geometry via certain functionals related to the volume and scalar curvature was developed by Boyer, Galicki and Simanca in [3] and Martelli, Sparks and Yau in [19] . As in the Kähler case, when the basic first Chern class is positive there are known obstructions to the existence of Sasaki-Einstein metrics; see for example [11, 13] . It is reasonable to expect that a suitable generalization of the famous conjecture of Yau [34] should hold in the Sasaki case; that is, existence of Sasaki-Einstein metrics should be equivalent to some geometric invariant theory notion of stability. We refer the reader to [25] and the references therein for an introduction to this very active area of research.
Another well known method for generating Einstein metrics on manifolds is the Ricci flow, introduced by Hamilton in [16] , and extended to Kähler manifolds in [4] . Recently, this method was generalized to foliated Riemannian manifolds in [20] , and then applied to Sasaki manifolds in [29] , where the authors were able to generalize the results of [4] . The Sasaki-Ricci flow may prove a very effective way of generating examples of Sasaki-Einstein manifolds, particularly once a robust existence theory is developed. For example, in the Kähler case, when an Einstein metric is known to exist in the first Chern class, it was claimed by Perelman that the Kähler-Ricci flow will converge to it (see [25, 31] for a proof if there are no holomorphic vector fields). This result was generalized in [31] to include Kähler-Ricci solitions. Moreover, there is a large body of work relating the various geometric notions of stability, as well as algebraic properties of the base manifold, to the convergence of the Kähler-Ricci flow; see for instance [23, 24, 26, 33] . It would be desirable to extend these results to the Sasakian setting. In this paper, we take a step in this direction. In particular, we generalize some results of Perelman [22, 28] (see also [8, 18] ), to Sasaki manifolds. 1 Before outlining this paper, we remark that all of our results hold for irregular Sasaki manifolds. In §2 of this paper we define key notions of foliations, as well as Sasakian and transverse geometry. We examine the relationship between the local transverse geometry and the global geometry. A significant difficulty that arises in the irregular case is the absence of a transverse distance function which is a metric on the leaf space. We define a transverse distance function which will be crucial to our developments, and investigate the properties of the "balls" it defines. In general, these sets can have pathological properties, but for sufficiently small radii we are able to identify them geometrically .
In §3 we define the Sasaki and transverse Ricci flows and state some of the known results. We also introduce special coordinates, developed in [14] , which will aid us greatly in our subsequent developments.
In §4 we introduce a new functional, which we call the transverse energy functional F T : Met T (S)× C ∞ B (S) → R, given by
We refer the reader to §2-4 for the relevant definitions. We then prove:
Theorem 1.1. Let (S, g 0 ) be a Sasaki manifold, foliated by its Reeb field ξ. Suppose that g(t) is a solution of the transverse Ricci flow on [0, T ] with g(0) = g 0 and let f T ∈ C ∞ B (S). Then there is a solution f (t) to the transverse backward heat equation
on [0, T ] with f (T ) = f T , and f (t) basic for each t ∈ [0, T ]. Moreover, F T (g(t), f (t)) is monotonically increasing.
A key feature of this new functional F T is that we succeed in relating its gradient flow to the transverse Ricci flow via time dependent diffeomorphisms which preserve the foliation. In particular, these diffeomorphisms fix the Reeb field and the integral curves of the Reeb field are geodesics with respect to the pulled-back metric. However, the diffeomorphisms need not, in general, preserve the transverse holomorphic structure of the Sasaki manifold and this necessitates the consideration of a larger class of manifolds than the Sasaki manifolds. We hope that this motivates the rather large number of definitions given in §2.
In §5 we introduce another new functional, which is related to the functional F T examined in §4. We refer to this functional as the transverse entropy functional
We then prove: 
Then there is a solution f (t) to the transverse backward heat equation
Finally, we apply these results to extend Perelman's results on the Kähler-Ricci flow [28] to the Sasaki setting. Namely, we prove; Theorem 1.3. Let g T (t) be a Sasaki-Ricci flow on a Sasaki manifold (S, ξ) of real dimension 2n + 1, and transverse complex dimension n, with c 1 B (S) > 0. Let u ∈ C ∞ B (S) be the transverse Ricci potential. Then there exists a uniform constant C, depending only on the initial metric g(0) so that
Again, we refer the reader to §2 and §3 for the relevant definitions. The proof of this result relies heavily on our developments in §2-5. We observe that Theorem 1.3 is evidence for the conjecture of Smoczyk, Wang, and Zhang [29] that the Sasaki-Ricci flow converges, in some suitable sense, to a Sasaki-Ricci soliton, a notion introduced in [11] .
Remark. Very shortly after posting this paper on the arXiv, a paper by Weiyong He titled The Sasaki-Ricci flow and Compact Sasakian Manifolds of Positive Transverse Holomorphic Bisectional Curvature (arXiv:1103.5807) appeared. There is overlap in our results and methods, though He confronts the difficulties which arise in the irregular case differently. He also considers the SasakiRicci flow with positive, transverse bisectional curvature, while we obtain a non-collapsing result which holds for irregular Sasaki manifolds.
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Background
In this section we introduce the key concepts in the theory of foliations and Sasaki manifolds needed for our work. We refer the reader to [2, 21, 32] for a thorough introduction to the subject of foliated manifolds, and transverse Riemannian geometry. We refer the reader to [2, 30] for an introduction to Sasakian geometry.
2.1. Riemannian Flows and Riemannian Foliations. Let S be a compact manifold of dimension 2n + 1, and ξ a nowhere vanishing vector field on S. The integral curves of ξ generate a foliation of S by one dimensional submanifolds. Assume now that (S, ξ, g) is a foliated Riemannian manifold, and denote by L ξ the subbundle of T S generated by ξ.
The set of smooth basic functions will be denoted by C ∞ B (S). Definition 2.2. A vector field X on S is said to be foliate with respect to the foliation induced by
Definition 2.3. A Riemannian metric g is said to be bundle-like with respect to the foliation induced by ξ if for any open set U and foliate vector fields X, Y on U perpendicular to L ξ , the function g(X, Y ) is basic.
The foliation induced by ξ on S is said to be a Riemannian foliation if S admits a bundle-like metric g. Throughout this paper we will remain firmly in the category of Riemannian foliations. Riemannian foliations admit global transverse Riemannian structures which reflect the geometry of the local Riemannian quotients. That is, given a foliated Riemannian manifold (S, ξ, g) we obtain an exact sequence
where Q = T S/L ξ . The metric g defines an orthogonal splitting of this sequence Q σ − → T S, so that we may write
ξ . In general, however, this metric will not yield a metric on the local Riemannan quotient. In fact, if U is a small open set, and π : U →Ū is the quotient map to the local Riemannian quotient, then g T = π * g for some metricg onŪ if and only if g is bundle-like. In the case that (S, ξ, g) is a Riemannian foliation, we see the above procedure produces a global metric g T on Q which is given locally by the pull-back of a metric from the local Riemannian quotient. If (S, ξ, g) is a Riemannian foliation such that g(ξ, ξ) = 1, and the integral curves of ξ are geodesics, then the foliation is said to be a Riemannian flow. A key feature of manifolds foliated by a Riemannian flow is that for any point p ∈ S we can construct local coordinates in a neighbourhood of p which are simultaneously foliated, and Riemann normal coordinates. That is, we can find Riemann normal coordinates {x, y 1 , . . . , y 2n } on a neighbourhood U of p, such that ∂ ∂x = ξ on U . 2.2. Sasaki Manifolds and Contact structures. A Sasakian manifold of dimension 2n + 1 is a Riemannian manifold (S 2n+1 , g) with the property that its metric cone (C(S) = R >0 × S, g = dr 2 + r 2 g) is Kähler. A Sasakian manifold inherits a number of key properties from its Kähler cone. In particular, an important role is played by the Reeb vector field.
Definition 2.4. The Reeb vector field is ξ = J(r∂ r ), where J denotes the integrable complex structure on C(S).
The restriction of ξ to the slice {r = 1} is a unit length Killing vector field, and its orbits define a one-dimensional foliation of S by geodesics called the Reeb foliation. There is a dual one-form η defined by η = id c log r = i(∂ − ∂) log r, which has the properties
Moreover, we have that for all vector fields X η(X) = 1 r 2 g(ξ, X). The Kähler form on C(S) is then given by ω = 1 2 d(r 2 η). The 1-form η restricts to a 1-form η| S on S ⊂ C(S). Using the fact the L r∂r η = 0 one shows that in fact η = p * (η| S ) where p is the canonical projection from C(S) to S. By abuse of notation, we do not distinguish between η and its restriction to S. Since the Kähler 2-form ω is non-vanishing, it follows that the top degree form η ∧ (dη) n is non-vanishing on S, and hence (S, η) is a contact manifold.
Let L ξ be the line bundle spanned by the non-vanishing vector field ξ. The contact subbundle D ⊂ T S is defined as D = ker η. We then have the exact sequence (2). The Sasakian metric g gives an orthogonal splitting of this sequence so that we identify Q ∼ = D, and
Define a section Φ ∈ End(T S) via the equation Φ(X) = ∇ X ξ. One can then check that Φ| D = J| D and Φ| L ξ = 0, and that
for any vector fields X and Y on S. The second equation says that g| D is a Hermitian metric on D. Since
we see that 
2.3.
Transverse Kähler structures and the Reeb foliation. The Reeb foliation inherits a transverse holomorphic structure and Kähler metric in the following (explicit) way. The leaf space of the foliation induced by the Reeb field can clearly be identified with the leaf space of the holomorphic vector field ξ −iJ(ξ) on the cone C(S). Here, J denotes the integrable complex structure on the cone. By using holomorphic, foliated coordinates on C(S), we may introduce a foliation chart {U α } on S, where each U α is of the form U α = I × V α with I ⊂ R and open interval, and V α ⊂ C n . We can find coordinates (x, z 1 , . . . , z n ) on U α , where ξ = ∂ x , and z 1 , . . . , z n are complex coordinates of V α . The fact that the cone is complex implies that the transition functions between the V α are holomorphic. More precisely, if (y, w 1 , . . . , w n ) are similarly defined coordinates on U β with U α ∩ U β = ∅, then
Recall that the subbundle D is equipped with the almost complex structure J| D , so that on D ⊗ C we may define the ±i eigenspaces of J| D as the (1, 0) and (0, 1) vectors respectively. Then, in the above foliation chart, (
Since ξ is a killing vector field it follows that g| D gives a well-defined Hermitian metric g T α on the patch
Thus, the fundamental 2-form ω T α for the Hermitian metric g T α in the patch V α is obtained by restricting 1 2 dη to a fibre {x = constant}. It follows that ω T α is closed, and the transverse metric g T α is Kähler. Note that in the chart U α we may write
where K α is a function of U α with ∂ x K α = 0. We may identify the collection of transverse metrics {g T α } with the global tensor field on S given by
and the transverse Kähler form ω T is similarly defined globally as 1 2 dη. Sasaki manifolds fall in to three categories based on the orbits of the Reeb field. If the orbits of the Reeb field are all closed, then the ξ generates a locally free, isometric U (1) action on (S, g). If the U (1) action is free, then (S, g) is said to be regular and the quotient manifold S/U (1) is Kähler. If the action is not free, then (S, g) is said to be quasi-regular, and the quotient manifold is a Kähler orbifold. If the orbits of ξ are not closed, then the Sasakian manifold (S, g) is said to be irregular. Carrière [5] has shown that the leaf closures are diffeomorphic to tori, and that the Reeb flow is conjugate via this diffeomorphism to a linear flow on the torus. The local flow of the Reeb field defines a commutative subgroup of the isometry group of (S, g) whose closure is a torus T. The dimension of T is called the rank of (S, g), denoted rk(S, g), and is an invariant of the Pfaffian structure (S, ξ). If (S, g) has dimension 2n+1, then one can show (see [1] ) that 1 ≤ rk(S, g) ≤ n + 1. In particular, for any p ∈ S, orb ξ p is an imbedded torus of dimension less or equal n + 1. Here orb ξ p denotes the orbit of p under the action generated by ξ.
Transverse Geometry and Basic Cohomology.
We return now to the subject of transverse Riemannian geometry. Suppose that (S, ξ, g) is a manifold, foliated by the local flow induced by ξ, and g is a bundle-like metric. Then the quotient bundle Q defined by (2) is endowed with a transverse metric g T . Moreover, there is a unique, torsion-free connection on Q which is compatible with the metric g T . This connection is defined by
where ∇ is the Levi-Civita connection on (S, g), σ is the splitting map induced by g, and p is the projection from T S to the quotient Q. This connection is called the transverse Levi-Civita connection
In this way it is easy to see that the transverse Levi-Civita connection is the pullback of the LeviCivita connection on the local Riemannian quotient. We can then define the transverse curvature operator by
, and one can similarily define the transverse Ricci curvature, and the transverse scalar curvature. There is also a notion of transverse cohomology, which we introduce now. 
In general, the basic Laplacian does not agree with the restriction of the de Rham Laplacian to basic forms [17] . However, the basic Laplacian on functions does agree with the restriction of the metric Laplacian to basic functions, and one can check that
) is Sasakian, then the transverse complex structure Φ allows us to decompose
We can then decompose d B = ∂ B + ∂ B , where
, and
Consider the form ρ T = Ric T (Φ·, ·), which is called the transverse Ricci form. In analogy with the Kähler case, one can check that
and hence ρ T defines a basic cohomology class, [ρ T ] B , which is called the basic first Chern class, and is independent of the transverse metric. A transverse metric g T is called a transverse Einstein metric if it satisfies Ric T = cg T for some constant c. In particular, we observe that it is necessary that the basic first Chern class be signed.
Definition 2.6. For x, y ∈ S we define the transverse distance function
An important property of the transverse distance function is the following elementary lemma.
Lemma 2.1. Fix z ∈ S, and define a function h : S → R by h(y) = d T (z, y). Then h is basic, and Lipschitz, with |h(x) − h(y)| ≤ dist(x, y). In particular, h is a.e. differentiable, with |∇h| ≤ 1.
Note that in general, we can not expect any regularity better than Lipschitz. In fact, if the Reeb field is irregular, then the transverse distance function fails to be a metric on the leaf space, and in general, can fail to be differentiable. To see the kind of pathology that can occur in this case, consider a solid torus with a central S 1 , foliated by tori, which are the orbits of irrational curves. We regard the solid torus as a subset of R 3 with the induced metric. In this case, it is clear that the distance function fails to be C 1 , and that every point on the same torus is distance 0 from every other point, including points not on the same orbit. In the regular and quasi-regular cases, the transverse distance function defines a metric on the leaf space. The analogue of a closed geodesic ball is; Definition 2.7. The closed, transverse tube of radius r about x ∈ S is the set
Again, it is instructive to keep in mind the pathology that can occur when the Reeb field has non-closed orbits. If p is a point in S with non-closed orbit, then its closure defines an imbedded torus of dimension q ≤ n + 1. The transverse tube T (p, r), is then the union of transverse tubes about every point in the torus. We are the led to consider the geometry of such sets. To make this plain, let (M, g) be a Riemannian manifold and P be a topologically imbedded submanifold, possibly with boundary.
Definition 2.8. The closed geodesic tube around P of radius r is the set
Observe that when r ≤ inj(S), then we can write
It is a perhaps surprising fact that, for sufficiently small radius, transverse tubes and geodesic tubes are equivalent. Proposition 2.1. Let p ∈ S, and P = orb ξ p be the torus defined by p. If r ≤ inj(S), then
Proof. First we prove the easy inclusion. Assume that x ∈ T geo (P, r). Then there is a y ∈ P , and v ∈ T y P ⊥ with v ≤ r such that x = exp y (v). Fix ǫ > 0, and choose y ǫ ∈ orb ξ p such that
Since this holds for every positive ǫ, we get x ∈ T (p, r).
To prove the reverse inclusion assume that x ∈ T (p, r). By definition of d T , we can find a y ∈ P and z ∈ orb ξ x such that d T (z, y) ≤ r and d T (x, y) = d(z, y). Since r ≤ inj(S), there is a unique geodesic γ joining y to z which has L(γ) = d(z, y). By an exercise in differential geometry γ ′ (0) ∈ T y P ⊥ . Thus, z ∈ T geo (P, r). If orb ξ x is closed, then we are done, so assume otherwise. We need a lemma. Lemma 2.2. If z ∈ orb ξ x, then x ∈ orb ξ z. In particular, orb ξ z is not closed.
Proof. This follows immediately from the fact that the Reeb field generates a Riemannian flow. First, it is clear that if z ∈ orb ξ x, then orb ξ z ⊂ orb ξ x, as the Reeb field is Killing. Now, given a sequence {x n } ⊂ orb ξ x converging to z, we generate a sequence {z n } ⊂ orb ξ z converging to x by composing with the diffeomorphism φ n generated by ξ so that φ n (x n ) = x. We then define z n = φ n (z). That z n converges to x follows immediately from the fact that φ n is an isometry. Now, since z ∈ T geo (P, r), it is clear that orb ξ z ⊂ T geo (P, r), as ξ is Killing, and thus orb ξ z ⊂ T geo (P, r), as T geo (P, r) is closed. By Lemma 2.2, we see that x ∈ T geo (P, r).
It is to our advantage that a great deal of work has been done to understand the relationship between the geometry of a tubular set around a submanifold P , and the ambient manifold M . In particular, we have the following asymptotic expansion for the volume of a geodesic tube: Theorem 2.1 ([15] p. 203, Theorem 9.23). Let M be a manifold of dimension n, and P ⊂ M a submanifold of dimension q. Let V M P (r) be the volume of a geodesic tube about P . Then the following asymptotic expansion for the volume holds;
It is of note that in [15] the first and second coefficients in the expansion are computed. However, we will not need them.
The Sasaki-Ricci flow, and the Transverse Ricci flow
We now define the Sasaki-Ricci flow, and the transverse Ricci flow. Given a Riemannian foliation (S, ξ, g) we define the Transverse Ricci flow by (6) ∂g
The short time existence for the flow (6) was established in [20] . On a Sasakian manifold, we can exploit the transverse Kähler structure to introduce another flow for the transverse metric as follows; fix an initial Sasaki metric
Using the transverse ∂∂-lemma of [9] , there is a basic function F : S → R such that
We then define the Sasaki-Ricci flow by (7) ∂g
which can be expressed locally as a parabolic Monge-Ampère equation on transverse Kähler potentials φ via
It was proved in [29] that this flow is well-posed. Moreover, they showed that this flow preserves the Sasakian structure of S, the solution φ exists for all time, remains basic, and converges exponentially if c 1 B ≤ 0. Observe that one can pass from a solution to (6) and a solution to the Sasaki-Ricci flow (7) via the usual method of dilating the metric and scaling time. In particular, the results of [29] imply that if the initial metric g o is Sasakian, then the solution to (6) exists on [0, κ −1 ) and remains Sasakian. It will be important for us that these two flows are interchangeable.
We make a brief comment on volume forms. For a contact manifold (S, η), the top form η ∧ (dη) n defines a volume form on S. If, on the other hand, (S, ξ, g) is a foliated Riemannian manifold with the foliation induced by ξ, bundle-like metric g and transverse metric g T , then we can use the standard Riemannian volume form on S. Now, if (S, g) is a Sasaki manifold, then S is both a contact manifold, and a foliated Riemannian manifold, with metric g = η ⊗ η + dη(·, Φ·), and induced transverse metric g T (X, Y ) = dη(X, ΦY ); it is an easy exercise to check that the volume form η ∧ (dη) n agrees with the Riemannian volume form. Suppose now that the transverse metric g T , is evolving by the Sasaki-Ricci flow. Then the evolved contact structure is given by
for a basic function φ(t). The evolved volume form is given by
is a basic form of degree 2n + 1, we see immediately that
. See, for example, Lemma 5.2 of [29] . In particular, the canonical volume forms arising from the contact, and foliated Riemannian structures on a Sasaki manifold agree with the local transverse Kähler volume form. The following lemma is an easy consequence of the evolution equation for the Sasaki-Ricci flow.
Lemma 3.1. The volume of S is preserved by the Sasaki-Ricci flow.
We now make a brief digression on coordinates. Let (S, g) be a Sasaki manifold, p ∈ S a point. One can choose local coordinates (x, z 1 , . . . , z n ) on a small neighbourhood p ∈ U such that [14] . We can additionally assume that in these coordinates h j (p)=0. An important observation is that the transverse Christoffel symbols with mixed barred and unbarred indices are identically zero. Moreover, the pure barred and unbarred Christoffel symbols are given by the familiar formula for Kähler geometry
Throughout this paper we will refer to these coordinates as preferred local coordinates. From the local formulae, the preferred local coordinates show immediately that We refer the reader to [29] for more useful formulae which hold in these coordinates.
The Transverse Energy Functional
The aim of this section is to prove Theorem 1.1. In the course of the proof we will see that the transverse Ricci flow is related to the gradient flow of the F T functional via diffeomorphisms. This is in exact analogy with the Ricci flow. However, if (S, g) is Sasakian, the diffeomorphisms which relate the two flows need not preserve the transverse holomorphic structure of the manifold. This necessitates a consideration of a larger class of manifolds, namely manifolds foliated by geodesics. Given a Riemannian foliation (S, ξ), the class of metrics for which the foliation is generated by a Riemannian flow is described in the following definition.
Definition 4.1. Let (S, ξ) be a Riemannian foliation. We define the space Met T (S) to be
Remark. Note that if g ∈ Met T (S, ξ), then g is bundle-like. Moreover, it is a fact that if g ∈ Met T (S), then the integral curves of ξ are geodesics. In particular, for a general one-dimensional foliation the set Met T (S, ξ) may be empty. However, in all applications we consider Met T (S, ξ) will not be empty.
In order to lighten notation, when the vector field ξ generating the foliation is understood, we will denote Met T (S, ξ) by Met T (S). By the above remarks, we see that every metric g ∈ Met T (S) induces a transverse metric g T . In fact, the opposite also holds. Given a transverse metric g T on the quotient bundle Q, let g ∈ Met T (S) and define a metricg ∈ Met T (S) as follows; the metric g defines an orthogonal decomposition
, hence any vector X may be decomposed as X = X ⊥ + X ξ where X ⊥ ∈ L ⊥ ξ , and X ξ ∈ L ξ . We then define the metricg bỹ
It is an easy exercise to check thatg ∈ Met T (S), and thatg induces the transverse metric g T .
Definition 4.2. We define the transverse energy functional
where dµ is the volume form associated to the metric g.
Remark.
We remark that while we have defined the functional F T in terms of the full metric g ∈ Met T (S), it clearly only depends on the induced transverse metric.
Our first task is to compute the variation of F T . In order to do this, we need to define the space of variations which preserve Met T (S). We observe that if v ∈ C ∞ (S, S 2 T * S) has v(ξ, ξ) = 0, and L ξ v = 0, then for t sufficiently small, g + tv ∈ Met T (S). This motivates the following definition:
We can now compute the variation of the transverse energy functional.
Proposition 4.1. If g ∈ Met T , and v ∈ T Met T (S), and h is a basic function then
Proof. Let g ∈ Met T (S), and fix p ∈ S. By the remark following Definition 4.1, we can find normal coordinates {x, y 1 , . . . , y 2n } in a neighbourhood U of p for the metric g such that 
Thus, at p, we have
We now compute the variation of the volume form, to get
Note that if g T and f evolve by
As in the Ricci flow, the gradient flow equations (9), and (10), are related to the transverse Ricci flow via time-dependent diffeomorphisms.
which is a system of ODE admitting a solution on [0, T ]. Then the pulled back metricsḡ(t) = ρ(t) * g(t) are bundle-like, and hence induce transverse metricsḡ T (t). The transverse metricsḡ T (t) and the pulled back dilatonf (t) = ρ(t) * f (t) satisfy equations (9), and (10) respectively. Moreover, f is basic, andḡ(t) ∈ Met T (S).
Remark. The assumption that g(t) ∈ Met T (S) is not required. It follows from the work in [29] , that if g(0) is Sasakian, and g(t) solves (6), then g(t) is Sasakian, and hence g(t) ∈ Met T (S). That equation (12) admits a solution of [0, T ] is standard; see, for example, Lemma 3.15 in [7] .
The proof of Proposition 4.2 will follow essentially from the following lemma. (ii) ρ(t) * g is bundle-like for the foliation induced by the vector field ξ. Moreover, ρ(t) * (g T ) = (ρ(t) * g) T .
Proof. For the rest of the proof, fix a point p ∈ S and choose preferred local coordinates {x, z 1 , . . . , z n ,z 1 , . . . ,z n } in an open neighbourhood U ∋ p, for the metric g(0). We begin by proving (i) for small time; fix a time t and asume that t is chosen sufficiently small so that ρ(s)(x, 0, . . . , 0) remains in the coordinate patch for every x ∈ [−ǫ, ǫ] for some ǫ > 0, and 0 ≤ s ≤ 2t. Observe that f (t) and g(t) are independent of x, and so the time dependent vector field − 1 2 ∇ g(t) f (t) is independent of x. The curves ρ(s)(x, 0, . . . , 0) have the same tangent vectors for every x ∈ [−ǫ, ǫ] and s ∈ [0, t]. Hence ρ(t)(x, 0, . . . , 0) = (x, 0, . . . , 0) + ρ(t)(0, 0, . . . , 0). It is clear then that ρ(t) * ξ = ξ, proving the result for small t. The result for general t is obtained by taking a sequence of preferred local coordinates in open sets U i which cover the curve ρ(s) where s ∈ [0, t], and applying the above argument repeatedly.
If h is a smooth, basic, local function in a neighbourhood of ρ(t)(p), then ρ(t) * h is a smooth, basic function in a neighbourhood of p, since ξρ * h = ρ * ξh = ξh = 0. Using the local formula for the evolved contact form, and the above preferred coordinates, this yields
where f j , fj are smooth, basic, local functions. A similar argument provides a local formula for ρ(t) * g(t). They key point is that the component functions of ρ(t) * η(t), and ρ(t) * g(t) are basic in the preferred coordinates. From now on, we suppress the argument t. We have the following formula for the metric
In particular, ρ * g(ξ, ·) = ρ * η. We can now prove (ii). Suppose that X is a foliate vector field orthogonal ξ, then
where
Since X is orthogonal ξ, and ρ * ξ = ξ we have 0 = ρ * g(X, ξ) = ρ * η(X) = A + ρ * η(Z), and so (14) A(x, z 1 , . . . , z n ,z 1 , . . . ,z n ) = −ρ * η(Z).
By the above arguments, the right hand side of (14) is a basic function, and thus A is independent of x. It follows that ρ * g(X, Y ) is a basic function for any vector fields X, Y verifying the assumptions of Definition 2.3. The last statement is an easy application of the definition of g T , and property (i).
Note that in equation (13), it is precisely the fact that Φρ * = ρ * Φ which prevents the pulled back metric ρ * g from being Sasakian, and necessitates our consideration of the large class of manifolds foliated by Riemannian flows. We can now prove Proposition 4.2.
Proof of Proposition 4.2. Thatḡ is bundle-like follows from Lemma 4.1. Thatf is basic is clear. That equations (9) and (10) are satisfied is a standard computation. Thatḡ ∈ Met T (S) follows from
In order to prove Theorem 1.1, we are thus reduced to showing that we can solve the coupled equations (6) and (11). (11) with f (t) basic for each time t, and f (T ) = f T .
Proof. Let {U α } be a cover of S by preferred local coordinate charts, constructed with respect to the metric g(0), and let {V α } be also as before. Set u(s) = e −f (s) , where s = T − t. Then the equation (11) becomes ∂u ∂s
Fix an open set U β . Note that by the existence and uniqueness results of [29] , (g T ) −1 and R T are independent of x. By assumption, the initial conditionû is independent of x also. Thus, if we find a solutionũ to
on V β ⊂ C n and then set u(x, z 1 , . . . z n ) =ũ(z 1 , . . . , z n ), then this will solve the problem on U β . Now, equation (15) is parabolic as long as g T remains positive definite, and hence we can solve (15) on [0, T ]. We have thus generated a family of local basic solutions {U α , u α }. It remains to show that these solutions glue to a global solution. This is a consequence of the following lemma. where we are considering the equation on V ⊂ C n . Applying the maximum principle to v and −v, and using that v is basic proves the lemma. Now, the lemma shows that the solutions glue to a global solution, and it is clear, by construction, that the solution is basic.
We now investigate the dependence of the functional F T under diffeomorphisms of the type constructed in Proposition 4.2, whose existence we have just demonstrated in Proposition 4.3. We begin by abstracting the properties of these diffeomorphisms. Definition 4.4. Let Diff be the group of diffeomorphisms of S. We define the class of transverse diffeomorphisms Diff
First note that Diff
T is a subgroup of Diff and that Diff T preserves the class Met T . We now show that the group Diff T preserves the transverse scalar curvature.
Proof. Fix a point s ∈ S. Let {E i } be a local orthonormal frame for L ⊥ ξ . By [2] , we have the following formula for any metric g ∈ Met T (S),
Where R is the scalar curvature of the metric g. Observe that as Diff T preserves Met T (S), we have
where we have used∇ to denote the Levi-Civita connection of ρ * g, and that {ρ −1 * E i } is an orthonormal frame with respect to ρ * g. It is important to note that the first term on the right hand side of (16) is the pullback of a function. In particular, we have
It is elementary to check that∇
T we see that the right hand side of (16) Proof. By Lemma 4.3, it suffices to show that if f ∈ C ∞ B (S) then so is ρ * f . This last fact is obvious as ρ * ξ = ξ. Thus we have
We can now prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 4.3 we can solve equation (11) . By Proposition 4.2 the pulled back pair (ḡ(t),f (t)) satisfy the gradient flow equations (9) and (10), and hence F T (ḡ(t),f (t)) is increasing. By Lemma 4.1, the time dependent diffeomorphisms ρ(t) ∈ Diff T and so by Proposition 4.4, F T (g, f ) = F T (ḡ,f ). The theorem is proved.
The Transverse Entropy Functional
The aim of this section is to prove Theorem 1.2. As with the Ricci flow, the proof of the theorem is essentially the same as the proof of Theorem 1.1, and hence we will omit the details. We refer the reader to [8, 22] for the details in the Ricci flow case.
Definition 5.1. Let (S, ξ) be a foliated Riemannian manifold. Define the transverse entropy functional
Remark. Before proceeding, we make a few observations about the scale invariance of W T . By the remarks following Definition 4.2, we see that W T depends only on the induced transverse metric. Moreover, it is easy to see that if g,g ∈ Met T (S) induce the transverse metrics g T , cg T respectively, then W T (g, f, τ ) = W T (g, f, cτ ). By abuse of notation, we will sometimes consider the functional W T (g T , f, τ ), by which we mean W T (g, f, τ ) for any metric g ∈ Met T (S) which induces g T . Such a metric g exists by the discussion following Definition 4.1.
One can compute the variational equations for W T easily by using the computation for the F T functional and following the same steps as in [8] . In particular, one sees that if (g(t), f (t), τ (t)) evolve by (17) ∂g
) is increasing, and S (4πτ ) −n e −f dµ = 1. By an elementary modification of the proof of Proposition 4.2 we have
which is a system of ODE admitting a solution on [0, T ]. Then the pulled back metricsḡ(t) = ρ(t) * g(t) are bundle-like, and hence induce transverse metricsḡ T (t). The transverse metricsḡ T (t) and the pulled back dilatonf (t) = ρ(t) * f (t) satisfy equations (17), and (18) respectively. Moreover, f is basic, andḡ(t) ∈ Met T (S).
Easy modifications of the proofs of Propositions 4.2 and 4.4 yield
a positive solution of (19) , and f T is a basic function, then ∃f (t) for t ∈ [0, T ] solving the transverse backward heat equation (20) with f(t) basic for each time t, and f (T ) = f T .
Proposition 5.3. The functional W T is invariant under the action of Diff T .
We can now prove Theorem 1.2 by mimicking the proof of Theorem 1.1.
Proof of Theorem 1.2. By Proposition 5.2 we can solve equation (20) . By Proposition 5.1 the pulled back triple (ḡ(t),f (t), τ (t)) satisfy the gradient flow equations (17), (18) and (19) and hence W T (ḡ(t),f (t), τ (t)) is increasing. By Lemma 4.1, the time dependent diffeomorphisms ρ(t) ∈ Diff T and so by Proposition 5.3, W T (g, f, τ ) = W T (ḡ,f , τ ). The theorem is proved.
We now define the transverse analogue of Perelman's µ-functional.
Then define the functional µ T :
Remark. It is easy to check from the definition that µ T is invariant under the action of Diff T . Moreover, from the definition, µ T shares the same scale invariance as W T ; we refer the reader to the remark following Definition 5.1.
In analogy with the Ricci flow, the µ T -functional is always finite.
Proof. The proof is identical to the proof for the general Ricci flow. We refer the reader to [8, 27] , and the appendix.
Proposition 5.5. Let (S, ξ) be a foliated Riemannian manifold, g(t) a solution of the transverse Ricci flow on [0, T ] with g(0) Sasakian. Suppose that τ (t) is a solution of (19) . Then µ T (g(t), τ (t)) is increasing.
Let f (t) be a solution of (20) . Then, by the monotonicity of W T we have
Taking the infimum of the last quantity yields the result.
Throughout this section, and the last, we assumed that the evolving metric g(t) was a solution of the transverse Ricci flow. In the remaining sections, we will be working with the normalized version of the transverse Ricci flow, which we have been referring to as the Sasaki-Ricci flow. Observe that if g T (s) is a solution of the Sasaki-Ricci flow, theng T (t) = (1 − t)g T (− log(1 − t)) is a solution of the transverse Ricci flow. Thus, if we set τ (t) = 1 − t and let f (t) evolve according to (20) then the transverse scale invariance of W T implies that
is increasing. In particular, we have that µ T (g T (s), 1) is increasing along the Sasaki-Ricci flow. An important property of the µ T functional is:
Lemma 5.1. Let (S, g) be a Sasakian manifold, and let τ > 0. There exists
The proof is given in the appendix.
Remark. A consequence of the proof of Lemma 5.1 is that
We refer the reader to the appendix for the definition of W 1,2 B (S).
Bounds along the Sasaki-Ricci flow
In this and the following sections we aim to prove Theorem 1.3. The proof has essentially two parts. In the first part, we employ maximum principle techniques to show that the conclusion of Theorem 1.3 follows from a uniform transverse diameter bound along the Sasaki-Ricci flow. In the second part of the proof we use the functionals µ T , and W T to prove a non-collapsing theorem, which is of independent interest. We then employ the non-collapsing theorem to obtain the required diameter bound. The arguments in this section and the next are direct adaptations of Perelman's arguments, which can be found in [22, 28] .
Let φ(t) be a solution to the Sasaki-Ricci flow (7) with initial condition φ(0) = 0. Using the transverse ∂∂-lemma of [9] , there is a basic function u such that
We may assume thatφ = u and that u is normalized by the condition
We compute that
Thus, we may take u to evolve byu = ∆ B u + u − a, where a = (4π) −n ue −u .
Lemma 6.1. The quantity a is monotone under the Sasaki-Ricci flow. In particular, there is a uniform constant C 1 depending only on g(0) such that a = (4π) −n S ue −u dµ ≥ C 1 Proof. Using the evolution equation for u, we computė
Using now the definition of a and the normalization (21), we get upon integration by partṡ
Thus, it suffices to prove the following Poincaré type inequality:
The following inequality holds for all f ∈ C ∞ B (S);
The proof is given in the appendix. The quantity a is trivially bounded above, as xe −x is bounded above on R.
Lemma 6.3. There is a uniform constant C 2 > 0 such that a ≤ C 2 .
The following lemma shows that it is enough to obtain a bound from above for the scalar curvature.
Lemma 6.4. The transverse scalar curvature R T is uniformly bounded from below along the SasakiRicci flow.
Proof. We compute the evolution equation for the transverse scalar curvaturė
As R T is basic, an application of the minimum principle yields the result.
We now use the uniform bound for a to obtain a uniform lower bound for u, which reduces the problem to obtaining uniform upper bounds for the transverse scalar curvature, and u.
Lemma 6.5. The function u(t) is uniformly bounded below.
Proof. The proof is identical to the proof in [28] , and we may use that ∆ B = ∆ on basic functions. Proposition 6.1. There is a uniform constant C such that |∇u| 2 + |R T | ≤ C(u + C).
Proof. The computations and arguments in the proof of this proposition in [28] are completely local. Thus they carry over verbatim to the Sasaki setting. Lemma 6.6. Let x ∈ S be such that u(x, t) = min y∈S u(y, t). There is a uniform constant C such that
Proof. By Lemma 6.5 we can assume u ≥ δ > 0. From Proposition 6.1, we have that √ u is uniformly Lipschitz bounded and basic. Thus,
Now, u(x, t) ≤ K for some K independent of t, for if not, then
In particular, u(y, t) ≤ Cd T t (y, x) 2 + C ′ for C, C ′ independent of t. The conclusion of the lemma follows from this and Proposition 6.1.
Non-Collapsing and Uniform Diameter Bounds
In this section we use the transverse entropy functional to prove a non-collapsing theorem for the Sasaki-Ricci flow, which we then use to obtain uniform diameter bounds along the Sasaki-Ricci flow. The proof of the non-collapsing theorem is essentially that of Perelman [22] (see also [8, 18, 28] ).
Proposition 7.1. Let g T (t) be a solution of the Sasaki-Ricci flow. There exists a positive constant C, depending only on g(0), such that for every p ∈ S, V ol(T g(t) (x, 1)) ≥ C, for time t where the metric g(t) satisfies |R T | ≤ 1 on T g(t) (x, 1).
Note that if the condition |R T | ≤ 1 holds at a point x ∈ S, then it holds everywhere on orb ξ x as the transverse scalar curvature is constant along ξ. Thus, the conditions in Proposition 7.1 are local. That is, after fixing preferred local coordinates, it suffices to check the condition on a single fibre {x = const}. The proof follows from the following useful Proposition.
). There is a constant κ = κ(g(0)) > 0 so that if, |R T (g(t))| ≤ 1/r 2 in a tube T g(t) (p, r) around a point p with orb ξ p a torus of dimension q then V ol g (t) (T g(t) (p, r)) > κr 2n .
Proof. We argue by contradiction. Suppose there exists sequence of points p k ∈ S, times t k → T , and radii r k so that dim orb ξ p k = q, and
Lemma 7.1. Fix p ∈ S and t ∈ [0, T ), and suppose ∃r > 0 such that
Proof. By Proposition 2.1 and the volume expansion in Theorem 2.1, we know that
Hence, there is a k < ∞ such that
By iterating the inequality in (24) we obtain the result with r ′ = r/2 k+1 . By Lemma 7.1, we may assume that {r k } is chosen so that property (iii) holds. Let ψ ∈ C ∞ (R) be such that ψ is 1 on [0, 1/2], decreasing on [1/2, 1] and 0 on [1, ∞). Define functions {u k } by (25) u
where C k is chosen so that
By assumption r −2n k V ol(T k ) → 0, and so we necessarily have C k → ∞. It is easy to see that the function u k defined in (25) is basic, and u k ∈ W 1,2 B . We now apply the same argument as Perelman, using instead the transverse entropy functional, see [18] , [22] , [28] . Proposition 7.2 is proved. Proposition 7.1 follows easily by rescaling. It is standard to check that if g T (t) is a solution of the Sasaki-Ricci flow, theng T (s) = (1 − s)g T (t(s)) is a solution of the unnormalized Sasaki-Ricci flow for t(s) = − ln(1 − s). It is easy to see that the curvature assumption in Proposition 7.1 implies the curvature assumption in Proposition 7.2 at radius √ 1 − s; it follows that
which shows that Proposition 7.1 follows from Proposition 7.2.
Remark. One might hope that in Proposition 7.2 the exponent 2n could be replaced with the exponent 2n + 1 − q which is optimal in light of Theorem 2.1. However, the scaling argument above, along with the fact that the normalized Sasaki-Ricci flow preserves the volume of S, shows that this is not possible unless q = 1
We now employ these non-collapsing results to obtain uniform transverse diameter bounds along the Sasaki-Ricci flow, which in light of Lemma 6.6 will prove Theorem 1.3.
The proof is essentially identical to Perelman's, using the same adaptations as before. We argue by contradiction. Assume that the diameters are unbounded in time. Denote by d T t (z) = d T t (x, z) where u(x, t) = min y∈S u(y, t). Proposition 7.3 is then a consequence of the following two lemmas.
The proof of the the lemma is identical to the proof given in [28] , and thus we omit it. We note, that the non-collapsing theorem is crucial to the proof. Lemma 7.3. Let k 1 , k 2 be as in Lemma 7.2. Then there exists r 1 , r 2 and a constant C independent of time such that
Proof. By the coarea formula we have
In analogy with the Euclidean case, denote S(t) = H 2n {d T (x) = t}.
Step 1.
which is not possible as k 2 >> k 1 . In a similar fashion we obtain
Step 2.
Now we have
∆u + nV ol(T (r 1 , r 2 ))
where we have used the estimates in Lemma 6.6 in the last line. Clearly C is independent of t.
Proof of Proposition 7.3. Suppose that the diameter is not uniformly bounded. That is, there exists a sequence of times t i → ∞ such that diam T (S, g(t i )) → ∞. Let ǫ i be a sequence of positive real numbers with ǫ i → 0. By Lemmas 7.2 and 7.3, we can find sequences k i 1 , and k i 2 , such that V ol t i (T t i (k Since ǫ i → 0, we have C i → ∞. We plug the functions u i into the W T functional, and follow the proof in [28] .
Combining Lemma 6.6, and Proposition 7.3, we have proved Theorem 1.3.
Appendix
In the appendix we include the proofs of those facts requiring the use of transverse Sobolev spaces, which we felt were outside the theme of the main body of the paper. In particular, we first prove: The proof is elementary, and well known in the Kähler case. We include a detailed proof, as it highlights some of the technical difficulties of working transversely. We must study the operator Lf = −(g T ) jk ∇ j ∇kf + (g T ) jk ∇kf ∇ j u on C ∞ B (S, C), the space of smooth, basic, complex valued functions, which is not elliptic. However, we will still be able to analyze this operator, by observing that L is the restriction of an elliptic operator on C ∞ (S, C). In order to prove the lemma, we need to show that L has a complete family of eigenvalues, its kernel is precisely the constants and the lowest strictly positive eigenvalue of L is no smaller than 1. To do this, we need to study the basic Sobolev spaces; Remark. First, we remark that we can make the above definition for H r B (S, R) in a similar manner. Notice that the Sobolev norm defined above, and the restriction of the standard Sobolev norm to C ∞ B (S, C) agree, and hence the basic Sobolev norm is just obtained by restricting the standard Sobolev norm to the closure of the smooth basic functions. However, this is not the case when we consider the Sobolev spaces H r (Ω p B ) of p-forms, and so we choose to distinguish between the two to avoid confusion.
From now on, we suppress the symbol C, and let it be understood that we are considering complex valued functions. In order to show that L has a complete spectrum, it suffices to prove the existence of a Green's function for L. The existence of the Green's function follows from a standard argument, once we have Rellich's theorem, and an elliptic a priori estimate. Rellich's theorem was proved for general foliations in [17] . We have We can obtain the required elliptic a priori estimate, and regularity theorems by observing that on basic functions, −L agrees with the elliptic operator
By standard elliptic theory, the operatorL has the elliptic a priori estimate. In particular, there is a constant C r so that, for any φ ∈ H r+1 B (S) ⊂ H r+1 (S) we have φ r+2 ≤ C r ( Lφ r + φ r+1 ) . Remark. In fact, this holds more generally. It is well known (see for example [17] ) that the restriction of the Sobolev norm on H r (Ω) to the subspace H r (Ω B ) of basic forms induces a norm equivalent to the basic Sobolev norm. In particular, Lemma 8.3 holds for basic forms.
Observe now that in Definition 8.1 we can replace the measure dµ with e −u dµ to obtain a weighted basic Sobolev space, which we denote by H r B (S). It is clear that the weighted basic Sobolev norm is equivalent to the unweighted norm, and hence Lemmas 8. We see immediately that if f ∈ KerL ⊂ C ∞ B (S), then f is constant, and that all the eigenvalues of L are real. Now, L : H 2 B → L 2 B , is self-adjoint and so we can apply the usual argument to obtain the existence of the Green's function G : L 2 B → L 2 B which is compact and self-adjoint, hence has a spectral decomposition, and yields the spectrum of L. It now suffices to prove that the smallest positive eigenvalue of L is no smaller than 1. This is a straightforward computation. Assume that
