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The causal graph is a directed graph that describes the variable dependencies present
in a planning instance. A number of papers have studied the causal graph in both
practical and theoretical settings. In this work, we systematically study the complexity
of planning restricted by the causal graph. In particular, any set of causal graphs gives
rise to a subcase of the planning problem. We give a complete classiﬁcation theorem on
causal graphs, showing that a set of graphs is either polynomial-time tractable, or is not
polynomial-time tractable unless an established complexity-theoretic assumption fails; our
theorem describes which graph sets correspond to each of the two cases. We also give a
classiﬁcation theorem for the case of reversible planning, and discuss the general direction
of structurally restricted planning.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Background. A planning problem involves deciding if an initial state – a mapping deﬁned on a set of variables – can be
transformed into a goal state via the application of operators. One research objective in artiﬁcial intelligence is to develop
automated planners that can robustly solve problems independently of the application domains from which they come.
Although planning is intractable in general [1], it is well acknowledged that the real-world planning problems exhibit
structure that can be exploited to solve them more eﬃciently than a worst-case analysis would suggest. Understanding
how to exploit such structure, either explicitly or implicitly, has been the focus of much planning research, both from the
practical and theoretical viewpoints. In this vein, a feature of planning instances that has attracted signiﬁcant attention is
the causal graph, which is a directed graph whose edges describe variable dependencies [2]. For example, the causal graph
has been used as the basis for domain-independent heuristics in the Fast Downward planning system [3] and to factor
planning problems [2,4].
A natural research issue is to study the complexity of planning restricted to different types of causal graphs, that is:
which causal graphs support polynomial-time tractable planning and which do not? This issue was taken up by a number
of papers, of which we describe a sampling. Polynomial-time algorithms for classes of problems whose deﬁnition involves
restricting the causal graph were given by Jonsson and Bäckström [5], Brafman and Domshlak [6], and Jonsson [7]. The
intractability of concrete families of causal graphs was shown by Domshlak and Dinitz [8], Helmert [9], and Giménez and
Jonsson [10]. Complexity results based on structural features of the causal graph were given for sequentially-optimal plan-
ning by Katz and Domshlak [11] and planning with bounded local depth by Brafman and Domshlak [4].
✩ A preliminary version of this paper appeared in the Proceedings of the 2008 International Conference on Automated Planning and Scheduling (ICAPS).
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That is, we give a theorem (Theorem 3.1) that establishes, for any set of causal graphs C , either that planning over C is
polynomial-time tractable, or that it is not (unless an established complexity-theoretic assumption fails); the theorem also
describes the graph sets corresponding to each of the two cases. More speciﬁcally, this theorem shows that, for any set of
causal graphs C , if there exists a constant k bounding the size of connected components in the undirected graphs induced
by C , then plan generation over C is polynomial-time solvable; otherwise, plan existence over C is not polynomial-time
decidable. Note that we do not place any restrictions on the sizes of variable domains. This theorem subsumes and places
into a uniﬁed framework some complexity results established by Domshlak and Dinitz [8], Helmert [9] and Giménez and
Jonsson [10].
This classiﬁcation theorem closes the question of which tractable classes may be explained to be tractable solely via
the causal graph. It is quite possible, however, that causal graph restrictions may be combined with other problem features
to present tractability results, for instance, bounded domain size. Our second main theorem (Theorem 4.1) addresses a
feature which we refer to as reversibility, which is present in many benchmark domains. For planning problems that are
reversible, we also obtain a complete complexity classiﬁcation of all sets of causal graphs. For this second classiﬁcation, the
property that determines tractability is the existence of a constant bound on the size of strongly connected components.
The intractability results of our classiﬁcation theorems were inspired by and are methodologically based on the proof of
Grohe’s theorem on constraint satisfaction [12].
After presenting our two classiﬁcation theorems, we deﬁne and begin to study an object associated to each planning in-
stance which we call the interaction network. Roughly speaking, the interaction network of an instance is the object obtained
by “removing” the values from the operators. This object captures relationships among the variables in a ﬁner way than the
causal graph does; indeed, the causal graph of an instance can be derived from its interaction network.
This deﬁnition draws, by way of analogy, from the work on structurally restricted constraint satisfaction [13,12], and
we believe that its study could be construed as a program of structurally restricted planning. We initiate investigation of
the interaction network by presenting a tractability result in this framework whose algorithm appears to be qualitatively
different than those given for causal graphs. We also present the research problem of obtaining a classiﬁcation of interaction
networks; we look forward to future research along these lines.
2. Preliminaries
We use the notation [n] and [i,n] to respectively refer to the sets {1, . . . ,n} and {i, . . . ,n}. If z = (z1, . . . , zk) is a tuple,
we write πi(z) to denote the ith component zi of z.
2.1. Planning
An instance of the planning problem is a tuple Π = (V , init,goal, A) whose components are described as follows.
• V is a ﬁnite set of variables, where each variable v ∈ V has an associated ﬁnite domain D(v). Note that variables are
not necessarily propositional, that is, D(v) may have any ﬁnite size. A state is a mapping s deﬁned on the variables V
such that s(v) ∈ D(v) for all v ∈ V . A partial state is a mapping p deﬁned on a subset vars(p) of the variables V such
that for all v ∈ vars(p), it holds that p(v) ∈ D(v).
• init is a state called the initial state.
• goal is a partial state.
• A is a set of operators; each operator a ∈ A consists of a precondition pre(a), which is a partial state, as well as a
postcondition post(a), also a partial state. We sometimes denote an operator a by 〈pre(a);post(a)〉.
Note that when s is a state or partial state, and W is a subset of the variable set V , we will use (s  W ) to denote the
partial state resulting from restricting s to W . We say that a state s is a goal state if (s  vars(goal)) = goal.
We deﬁne a plan (for an instance Π ) to be a sequence of operators P = a1, . . . ,an . Starting from a state s, we deﬁne the
state resulting from s by applying a plan P , denoted by s[P ], inductively as follows. For the empty plan P =  , we deﬁne
s[] = s. For non-empty plans P , denoting P = P ′,a, we deﬁne s[P ′,a] as follows.
• If (s[P ′]  vars(pre(a))) = pre(a) (that is, the precondition of a does not hold in s[P ′]) then s[P ′,a] = s[P ′].
• Otherwise, s[P ′,a] is the state equal to post(a) on variables v ∈ vars(post(a)), and equal to s[P ′] on variables v ∈
V \ vars(post(a)).
We say that a state s is reachable (in an instance Π ) if there exists a plan P such that s = init[P ]. A plan P is a solution plan
if init[P ] is a goal state.
We are concerned with two computational problems. The ﬁrst is plan existence: given an instance Π = (V , init,goal, A),
decide if there exists a solution plan. The second is plan generation: given an instance Π = (V , init,goal, A), output a solution
plan if one exists.
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A directed graph is a pair (V , E) where V is the vertex set and E ⊆ V 2 is the edge set. An undirected graph is a pair (V , E)
where V is the vertex set and E ⊆ (V2
)
is the edge set. By the notation
(V
k
)
, we denote the set of all size k subsets of V . (We
adhere to the convention that
(V
k
)
is the empty set in the case that V has size strictly smaller than k.) When G is a graph,
we will sometimes use the notation VG to refer to its vertex set, and EG to refer to its edge set.
For a directed graph C = (V , E), we use U (C) to denote the undirected graph (V , E ′) where E ′ = {{v, v ′} | v =
v ′ and (v, v ′) ∈ E}. That is, U (C) is the undirected graph naturally induced by C by “forgetting” orientations of edges.
A connected component of an undirected graph G is a set of vertices S such that, for any two vertices s, s′ ∈ S , there exists
an undirected path from s to s′ . A strongly connected component of a directed graph C is a set of vertices S such that, for
any two vertices s, s′ ∈ S , there exists a directed path from s to s′ .
A clique of an undirected graph G = (V , E) is a set of vertices S ⊆ V such that for any two distinct elements s, s′ ∈ S , it
holds that {s, s′} ∈ E .
The causal graph of a planning instance Π = (V , init,goal, A) is the directed graph (V , E) where E contains all pairs (u, v)
such that u = v , and there exists an operator a ∈ A such that u ∈ vars(pre(a)) ∪ vars(post(a)) and v ∈ vars(post(a)).
2.3. Parameterized complexity
The intractability results of this paper are established using the framework of parameterized complexity. Here, we present
the elements of parameterized complexity that will be used in the paper; we refer the reader to the book by Flum and
Grohe [14] for more information. Note, however, that the reductions that we give are presented in a way that does not
make any reference to parameterized complexity, and can be read and understood in a relatively self-contained fashion.
A parameterization of a decision problem is a polynomial-time computable mapping κ that maps each instance I of the
problem to a parameter κ(I). A parameterized problem is a decision problem A along with a parameterization of A. As an
example, consider the CLIQUE problem: given a pair (G,k) where G is an undirected graph, decide if G has a clique of
size k. The parameterized clique problem, denoted p-CLIQUE is the CLIQUE problem with respect to the parameterization
κ(G,k) = k.
A parameterized problem is ﬁxed-parameter tractable if there exist a computable function f mapping into the natural
numbers, a constant c, and an algorithm that decides an instance x of the problem in time f (κ(x))|x|c . This notion may be
viewed as a relaxation of polynomial-time tractability; while for each ﬁxed value of the parameter the running time must
be polynomial with degree c, the running time may have an exponential (or worse) dependence on the parameter. The
class FPT is deﬁned to contain all parameterized problems that are ﬁxed-parameter tractable. A non-uniform extension of
this class is deﬁned as follows. A parameterized problem is non-uniformly ﬁxed-parameter tractable if there is a constant c
such that, for every parameter value k, there is an algorithm that decides the instances x of the problem having κ(x) = k
in time O (|x|c). The class nu-FPT is deﬁned to contain all parameterized problems that are non-uniformly ﬁxed-parameter
tractable.
A hierarchy of parameterized complexity classes, the so-called W-hierarchy, has been deﬁned. The ﬁrst class in this
hierarchy is called W[1], and can be thought of as a parameterized analog of NP. It is widely believed that W[1] is not
contained in FPT nor nu-FPT. A completeness theory for W[1] has been developed and the following is a fundamental
result.
Theorem 2.1. (See [15].) The parameterized problem p-CLIQUE is W[1]-complete under fpt-reductions.
For our purposes here, it is not necessary to deﬁne fpt-reductions; instead, we refer the reader to a reference [14].
Let us say that a parameterized problem (A, κ) non-uniformly reduces into a decision problem B if there exists a constant
c such that for every parameter value k there is a reduction from the instances x of A having κ(x) = k to the problem B
running in time O (|x|c). By a reduction, we simply mean a mapping that sends an instance x of A to an equivalent instance
y of B where by equivalent, we simply mean that x ∈ A if and only if y ∈ B . In the context of discussing reductions, we will
use the term “equivalent” in this fashion.
The type of reduction just introduced will be our tool for demonstrating hardness results. In particular, we will use the
following theorems.
Theorem 2.2. Let (A, κ) be a parameterized problem and let B be a decision problem. If (A, κ) non-uniformly reduces into B and B is
polynomial-time decidable, then (A, κ) is in nu-FPT.
Proof. Let c be the constant from the reduction, and let d be a constant such that an instance x of B can be decided in
time O (|x|d). The problem (A, κ) is non-uniformly ﬁxed-parameter tractable with respect to c′ = cd: for any k, this is via
the algorithm that, on an instance x with κ(x) = k, invokes the reduction to obtain an instance y of B , and then invokes
the decision algorithm for B on y. The instance y has size that is O (|x|c), and hence the decision algorithm requires time
at most O ((|x|c)d) = O (|x|cd) = O (|x|c′ ). 
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nu-FPT.
Proof. By Theorem 2.2, it follows that p-CLIQUE is in nu-FPT. Since nu-FPT is closed under fpt-reductions, it follows from
Theorem 2.1 that every parameterized problem in W[1] is in nu-FPT. 
We will use Theorem 2.3 to give evidence that problems are not polynomial-time decidable, by exhibiting reductions
from p-CLIQUE. Thus, our intractability results are relative to the complexity-theoretic assumption W[1] nu-FPT. This is
an assumption that is widely believed to hold; we remark that it is the same assumption relative to which (a version of)
Grohe’s theorem [12] is proved.
3. Classiﬁcation of causal graphs
For a set C of directed graphs, deﬁne PlanExist(C) to be the problem of deciding, given a planning instance Π whose
causal graph is in C , whether or not a solution plan exists. Similarly, PlanGen(C) is deﬁned as the problem of outputting,
given a planning instance Π whose causal graph is in C , a solution plan, if one exists. In other words, PlanExist(C) and
PlanGen(C) are the plan existence and generation problems restricted to instances whose causal graphs are elements of C .
For an undirected graph G , we deﬁne the connected component size of G , denoted cc-size(G), to be the size of the largest
connected component of G . For a directed graph C , we deﬁne cc-size(C) to be cc-size(U (C)); recall that U (C) is deﬁned as
the undirected graph induced by C .
For a set of directed graphs C , say that cc-size(C) is bounded if there exists a constant k such that for all C ∈ C , it holds
that cc-size(C) k; otherwise, we say that cc-size(C) is unbounded.
Theorem 3.1. Let C be a set of directed graphs.
• If cc-size(C) is bounded, then the problem PlanGen(C) is polynomial-time solvable;
• otherwise, the problem PlanExist(C) is not polynomial-time decidable (unless W[1] ⊆ nu-FPT).
For a directed graph C , we deﬁne the pre-degree of a vertex v , denoted by pre-degree(v), to be the number of vertices
other than v that have a (directed) path to v . We deﬁne the pre-degree of the graph C , denoted by pre-degree(C), to be
the maximum value of pre-degree(v) over all vertices v of C . We say that a set of directed graphs C has bounded pre-degree
if there exists a constant k such that pre-degree(C) k for all C ∈ C; otherwise, we say that C has unbounded pre-degree.
We prove Theorem 3.1 in three steps. We ﬁrst give the tractability result. Then, for graph sets C with cc-size(C) un-
bounded, we consider two cases: bounded pre-degree and unbounded pre-degree. The proof of this theorem follows directly
from Theorems 3.2, 3.8, and 3.20 presented in the following three subsections, respectively.
Discussion: Why parameterized complexity? The reader may at this point ask: why are our classiﬁcation theorems proved
relative to a complexity-theoretic assumption that comes from parameterized complexity, and not simply the assumption
that P does not equal NP? In response to this question, we point out that there exist sets of directed graphs C such that
PlanExist(C) is NP-intermediate, by which we mean that PlanExist(C) is not in P nor NP-hard assuming that P does not
equal NP. This can be proved by the technique presented in Sections 4 and 5 of the paper by Bodirsky and Grohe [16];
in particular, Theorem 5 in that paper gives essentially the result that we desire, but is phrased in terms of the constraint
satisfaction problem. Such NP-intermediate problems justify the use of the ﬁner-grained parameterized complexity theory;
we cannot prove that they are NP-hard nor that they are in P without proving that P equals NP!
3.1. Tractability
Theorem 3.2. There is an algorithm that solves instances of problem PlanGen(C), where C is a set of directed graphs with connected
component size bounded by k, in time O (nk+3), where n is the total size of the input planning problem.
Proof. Let Π be an input planning instance. The algorithm starts by building the causal graph C of Π and identifying
the connected components c of U (C) in time O (n). Connected components of a causal graph describe fully factorizable
sets of variables, which deﬁne subproblems that can be solved independently. The algorithm then solves each of these
subproblems, of size at most k, by fully expanding the set of reachable states, and checking whether one of these states
satisﬁes the goal. A connected component c of k variables deﬁnes at most O (nk) states, and for every state we may apply
up to O (n) operators; since each operator may be applied in time O (n), this process takes time O (nk+2). There are O (n)
connected components c, so the total time is O (nk+3). 
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Theorem 3.3. There is a polynomial-time algorithm R that, given an instance (G,k) of the Clique problem and a directed graph C with
pre-degree(C) k, produces an equivalent instance R(G,k,C) of PlanExist(C) in time polynomial in |G|, |C | and k.
Recall that by an equivalent instance, we mean an instance that is a “yes” instance of PlanExist(C) if and only if the given
(G,k) is a “yes” instance of the Clique problem.
We now describe the reduction; Theorem 3.3 will follow directly from Propositions 3.4 and 3.7. Before giving the formal
description of the reduction, we give an intuitive description. The variable set of the created planning instance will be
{v1, . . . , vk,d}. Each variable vi has the opportunity to commit to a vertex in VG ; once it does this, the vertex committed
to is stored in the ﬁrst component of vi . The variables can also propagate messages; messages are held in the second
components of variables. The variable d checks, for each edge {vi, v j}, that the variables vi , v j committed to adjacent
vertices of G .
Reduction 3.1 (Unbounded pre-degree). The planning instance R(G,k,C) = (V , init,goal, A) is deﬁned as follows. Let d ∈ VC
be a vertex with pre-degree(d) k, and let v1, . . . , vk ∈ VC be vertices (distinct from d and each other) such that, for any
v ∈ {v1, . . . , vk}, there is a directed path from v to d in C that only goes through vertices of {v1, . . . , vk}. Under these
conditions, there exists a subgraph T of C , deﬁned on vertices {v1, . . . , vd,d}, that it is a directed tree where all edges point
to d.
The variable set is V = {v1, . . . , vk,d}. The domains of the variables are
• D(vi) = (VG ∪ {start}) × ({(v j ∼ w) | j ∈ [k],w ∈ VG} ∪ {blank}) for i ∈ [k], and
• D(d) = {(checked i) | i ∈ [0,M]} ∪ {(checking i,ai ∼ w) | i ∈ [M],w ∈ VG}, where M =
(k
2
)
.
The initial state init is init(vi) = (start,blank) for i ∈ [k], and init(d) = (checked0).
The goal state goal is deﬁned only on d and has goal(d) = (checked M).
Let v, v ′ ∈ {v1, . . . , vk}, w ∈ VG and (x, y), (x′, y′) ∈ D(v). Then, the operators of A changing v are
• commit(v,w, y) = 〈v = (start, y); v = (w, y)〉,
• initmessage(v,w, y) = 〈v = (w, y); v = (w, (v ∼ w))〉, and
• passmessage(v, x, y, v ′, x′, y′) = 〈v = (x, y), v ′ = (x′, y′); v ′ = (x′, y)〉 if (v, v ′) ∈ ET .
Let M = (k2
)
and let e1 = {a1,b1}, . . . , eM = {aM ,bM} be an enumeration of all 2-element subsets of {v1, . . . , vk}, where
we assume that ai < bi for all i ∈ [M] with respect to any ﬁxed ordering of {v1, . . . , vk}. Let i ∈ [M], let w,w ′ ∈ VG , and let
v ∈ {v1, . . . , vk} such that (v,d) ∈ ET . Then, the operators of A changing d are
• recorda(i, v, x,w) = 〈d = (checked i − 1), v = (x, (ai ∼ w));d = (checking i,ai ∼ w)〉, and
• recordb(i, v, x,w,w ′) = 〈d = (checking i,ai ∼ w), v = (x, (bi ∼ w ′));d = (checked i)〉 if (w,w ′) ∈ EG .
It is straightforward to verify that the causal graph of this instance R(G,k,C) is a subgraph of C . By augmenting it
with extra variables and unusable operators, a new instance whose causal graph is exactly C may be readily computed
from R(G,k,C). For instance, for any variable z ∈ VC other than {v1, . . . , vk,d}, add a variable vz to the variable set V of
R(G,k,C). For all edges (v, v ′) ∈ EC , add an operator 〈v = x, v ′ = y; v ′ = y〉 for some x ∈ D(v) and y ∈ D(v ′) to the operator
set A.
Proposition 3.4. Suppose that (G,k,C) is a triple on which the algorithm R is deﬁned. If G has a clique of size k, then the planning
instance R(G,k,C) is solvable.
Proof. We describe a plan P that solves the planning instance R(G,k,C). Let σ : {v1, . . . , vk} → VG be a function describing
a k-clique of G , that is, {σ(v),σ (v ′)} ∈ EG for all v, v ′ ∈ {v1, . . . , vk}. Informally, the plan P ﬁrst commits all variables
v ∈ {v1, . . . , vk} to vertices σ(v) ∈ VG , and then moves variable d from checked0 to checked M by propagating the messages
(v ∼ σ(v)) from v up to s.
Formally, the plan P is the concatenation of subplans P0, P1, . . . , PM . The subplan P0 is the concatenation of actions
commit(v j, σ (v j),blank), for all variables j ∈ [k], in increasing order of j.
For i ∈ [M], recall that ei = (ai,bi) is a 2-element subset of {v1, . . . , vk}. Let va (respectively, vb) be the direct ascen-
dant of vertex d in the unique path of T joining ai (respectively, bi) with s. Then plan Pi is the concatenation of P (ai),
recorda(i, va, σ (va),σ (ai)), P (bi), recordb(i, vb, σ (vb),σ (ai),σ (bi)), where subplan P (ai) (respectively, P (bi)) is a plan that
propagates message (ai ∼ σ(ai)) from vertex ai up to vertex va (respectively, (bi ∼ σ(bi)) from vertex bi up to vertex vb).
Indeed, if ai, v2, . . . , vt−1, va is the unique path from ai to va in T , then subplan P (ai) is the concatenation of
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(
ai,σ (ai),∗
)
,
passmessage
(
ai,σ (ai),
(
ai ∼ σ(ai)
)
, v2,σ
(
v2
)
,∗),
passmessage
(
v2,σ
(
v2
)
,
(
ai ∼ σ(ai)
)
, v3,σ
(
v3
)
,∗),
...
passmessage
(
vt−1,σ
(
vt−1
)
,
(
ai ∼ σ(ai)
)
, va,σ (va),∗
)
.
In the previous description, we replace the symbols (∗) by the unique values that make the operators applicable. (These
values depend on the graph C and the order in which the sets {ai,bi} have been chosen.) Plan P (bi) is deﬁned in the same
way, where this time bi, v2, . . . , vt−1, vb is the unique path from bi to vb in T . 
To prove the converse of Proposition 3.4 we introduce the following notation. If s, s′ are total states, we write s′  s to
denote that there exists some plan P , possibly empty, such that s′[P ] = s. Finally, if v, v ′ ∈ {v1, . . . , vk}, we write v ′  v if
the unique path in T from v ′ to d passes through v .
Lemma 3.5 (Commitments are hard). Let s, s′ be reachable states such that s′  s and π1(s′(v)) = w for some v ∈ {v1, . . . , vk},
w ∈ VG . Then π1(s(v)) = w.
Proof. The only operators a that modify the ﬁrst component of v are commit operators, and π1(pre(a)(v)) = start. Hence we
cannot apply any such operator a in state s′ . By induction, the same holds for all s such that s′  s. 
Lemma 3.6 (Messages are truthful). Let s be a reachable state such that π2(s(v)) = (v ′ ∼ w) for some v, v ′ ∈ {v1, . . . , vk} and
w ∈ VG . Then v ′  v and π1(s(v ′)) = w.
Proof. Let P be a plan such that init[P ] = s, and let a be the ﬁrst operator in P such that π2(post(a)(v)) = (v ′ ∼ w). Let s′
be the state before applying operator a during the execution of plan P . Note that s′  s.
We prove the lemma by induction on the number of ancestors of v in T , that is, on the number of vertices v0 such that
v0  v .
If v has no ancestor, then a must be one of the operators initmessage(v,w, ·). This implies that v = v ′ and, by the
pre-condition of a, π1(s′(v)) = w . Thus, by Lemma 3.5, we obtain π1(s(v)) = w , which proves the base case.
Assume now that v has some ancestors in T . If a is some operator initmessage(v,w, ·), then we apply the same reasoning
as in the previous case. Assume now that a is one of the other possible operators passmessage(v0, ·, (v ′ ∼ w), v, ·, ·),
where (v0, v) ∈ VC , that is, v0 is a direct ancestor of v in T . The pre-conditions of a hold in state s′ , so it follows that
π2(s′(v0)) = (v ′ ∼ w). The variable v0 has fewer ancestors than v . By induction, v ′ is a descendant of v0 and π1(s′(v ′)) = w .
Hence v ′  v0  v and, by Lemma 3.5, π1(s(v ′)) = w , completing the proof. 
Proposition 3.7. Suppose that (G,k,C) is a triple on which the algorithm R is deﬁned. If the planning instance R(G,k,C) is solvable,
then G has a clique of size k.
Proof. By design, during the course of some plan P solving R(G,k,C) variable d must have held values (checked i) for all
i ∈ [M]. Consequently, at some time of the plan operators a = recorda(i, v, x,w) and a′ = recordb(i, v ′, x′,w,w ′) have been
applied, where i ∈ [M], v, v ′ are such that (v,d), (v ′,d) ∈ ET , and w,w ′ ∈ VG such that (w,w ′) ∈ EG .
Let s be the state before applying operator a during the execution of plan P . The pre-conditions of a imply that
π2(s(v)) = (ai ∼ w), so by Lemma 3.6 it follows π1(s(ai)) = w . The same reasoning applied to operator a′ implies that
π1(s(bi)) = w ′ . Most importantly, operator a′ requires that (w,w ′) ∈ EG .
Now, let σ : {v1, . . . , vk} → VG be deﬁned by σ(ai) = w , σ(bi) = w ′ for all i ∈ [M]. Lemma 3.5 implies that function σ
is well deﬁned. Moreover, for v, v ′ ∈ {v1, . . . , vk}, let j ∈ [M] be such that e j = {v, v ′}. It follows that (σ (v),σ (v ′)) ∈ EG ,
hence σ is a total, injective function whose image deﬁnes a clique of size k in G . 
Theorem 3.8. Let C be a set of directed graphs with unbounded pre-degree. The problem PlanExist(C) is not polynomial-time decidable
unless W[1] ⊆ nu-FPT.
Proof. By Theorem 2.3, it suﬃces to show that p-CLIQUE non-uniformly reduces into PlanExist(C). Let c be a constant such
that O (nc) is a time bound for the algorithm of Theorem 3.3. Fix a natural number k. There exists a graph C ∈ C having
pre-degree(C) k, as C has unbounded pre-degree. Then, instances of p-CLIQUE having the form x = (G,k) may be reduced
to PlanExist(C) simply by invoking the algorithm of Theorem 3.3 on (G,k) and C ; as C is ﬁxed, this process takes time
O (|x|c). 
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We now investigate families of graphs C where cc-size(C) is unbounded and C has bounded pre-degree. We begin by
showing that such graph families must contain certain structures which we call source-sink conﬁgurations.
Deﬁnition 3.9. Let C be a directed graph. A source-sink conﬁguration of C is a triple (A, B, g) where A and B are disjoint
non-empty subsets of VC , and g : B →
(A
1
)∪ (A2
)
is a mapping such that the following properties hold:
• For every vertex b ∈ B and for every a ∈ g(b), there is a directed path (in C )
a = v0, v1, . . . , vn, vn+1 = b
from a to b such that none of the intermediate vertices p(a,b) = {v1, . . . , vn} are in A nor B , that is, p(a,b) ∩
(A ∪ B) = ∅.
Moreover, the sets p(a,b) of intermediate vertices (over b ∈ B , a ∈ g(b)) are pairwise disjoint.
• The undirected graph with vertex set A and edge set (A2
)∩ {g(b) | b ∈ B} is connected in the sense that for any vertices
a,a′ ∈ A, there is a path from a to a′ .
The size of a source-sink conﬁguration is |B|.
Example 3.10. For n  2, let Zn be the “zig-zag” graph with vertex set V Zn = {b1, . . . ,bn} ∪ {a1, . . . ,an−1} and edge set
E Zn = {(ai,bi) | i ∈ [n − 1]} ∪ {(ai,bi+1) | i ∈ [n − 1]}. It is readily veriﬁed that the family Z = {Zn | n  2} has pre-degree
2 and cc-size(Z) unbounded (as a graph Zn has component size |V Zn | = 2n − 1). It is readily veriﬁed that the graph Zn
has source-sink conﬁguration ({a1, . . . ,an−1}, {b1, . . . ,bn}, gn) with gn deﬁned by gn(bi) = {ai−1,ai} for i ∈ {2, . . . ,n − 1},
gn(b1) = {a1}, and gn(bn) = {an−1}.
Theorem 3.11. Let C be a set of directed graphs having bounded pre-degree and cc-size(C) unbounded. For every m 1, there exists
a graph C ∈ C having a source-sink conﬁguration (A, B, g) with |B| =m.
We establish this theorem in Appendix A.
Theorem 3.12. There is an algorithm R that, given an instance (G,k) of the Clique problem and a directed graph C with a source-sink
conﬁguration S = (A, B, g) with |B| = (k2
)
, produces an equivalent instance R(G,k,C, S) of PlanExist(C) in time polynomial in |G|
and |C |.
We now give the reduction for Theorem 3.12; this theorem will follow directly from Propositions 3.13 and 3.18. We ﬁrst
give the formal description of the reduction, followed by an intuitive description.
Reduction 3.2 (Unbounded source-sink conﬁguration). We deﬁne the planning instance R(G,k,C, S) = (V , init,goal, O ) as fol-
lows. Let us denote the elements of B by
{
bx | x ∈
({v1,...,vk}
2
)}
, and let T = VC \ (A ∪ B).
The variable set is V = VC . The domains of the variables are
• D(a) = {start} ∪ {(a ≈ (v j ∼ w)) | w ∈ VG , j ∈ [k]} for all a ∈ A,
• D(t) = {blank} ∪ {(a ≈ (v j ∼ w)) | a ∈ A, j ∈ [k],w ∈ VG} for all t ∈ T ,
• D(b) = D1(b) × D2(b) for all b ∈ B , where D1(b) = {v0} if |g(b)| = 1, D1(b) = {v0, v1, . . . , vk} if |g(b)| = 2, and D2(b) =
{blank,edge} ∪ VG .
The initial state init is init(a) = start for all a ∈ A, init(t) = blank for all t ∈ T , and init(b) = (v0,blank) for all b ∈ B .
The goal state goal is deﬁned on all b ∈ B as goal(b) = (v0,edge) if |g(b)| = 1, and as goal(b) = (vk,edge) if |g(b)| = 2.
Let a ∈ A, i ∈ [k − 1], w,w ′ ∈ VG . Then, the operators of O changing a are
• firstcommit(a,w ′) = 〈a = start;a = (a ≈ (v1 ∼ w ′))〉,
• commit(a, i,w,w ′) = 〈a = (a ≈ (vi ∼ w));a = (a ≈ (vi+1 ∼ w ′))〉.
Let t ∈ T , p be such that (p, t) ∈ EC , a ∈ A, v ∈ {v1, . . . , vk} and w ∈ VG . Then, the operators of O changing t are
• passmessage(p, t,a, v,w) = 〈p = (a ≈ (v ∼ w)); t = (a ≈ (v ∼ w))〉.
Let b ∈ B with b = b{vi ,v j} (assume i < j), let p, p′ be such that (p,b), (p′,b) ∈ EC , a,a′ ∈ A, w,w ′ ∈ VG , (q1,q2) ∈ D(b).
Then, the operators of O changing b are
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• remember(p,b,a,w,q1) = 〈b = (q1,blank), p = (a ≈ (vi ∼ w));b = (q1,w)〉, and
• match(p,b,a,w,w ′,q1) = 〈b = (q1,w), p = (a ≈ (v j ∼ w ′));b = (q1,edge)〉 if {w,w ′} ∈ EG .
It is easily veriﬁed that the causal graph of R(G,k,C, S) is a subgraph of C .
We give a brief intuitive description of this construction. Each of the variables a ∈ A passes through a sequence of k
values, having the form (a ≈ (v1 ∼ w1)), . . . , (a ≈ (vk ∼ wk)) for some vertices w1, . . . ,wk ∈ VG . Each of these variables
a ∈ A can be thought of as a “broadcaster” that sends messages to the variables b ∈ B (having a ∈ g(b)); the variables t ∈ T
simply relay these messages. It is possible to achieve the goal state only if (1) the variables a ∈ A broadcast exactly the
same sequence of vertices w1, . . . ,wk and (2) these vertices form a k-clique in G .
Each variable b{vi ,v j} ∈ B is responsible for ensuring that the broadcast values wi,w j are joined by an edge in G . It
accomplishes this by ﬁrst remembering the value wi in its second coordinate (via a remember operator) and then by
changing its second coordinate to the value edge if it receives a value w j that is adjacent to wi in G . The variables b ∈ B
with |g(b)| = 2 also have another responsibility: to make sure that the two variables in g(b) ⊆ A broadcast the same
sequence w1, . . . ,wk . The ﬁrst coordinate of a variable b ∈ B may be advanced to vi ∈ {v1, . . . , vk} only if both variables in
g(b) broadcast the same value wi . Hence, such a ﬁrst coordinate may reach vk only if both variables in g(b) broadcast the
same sequence of wi values; this is used in conjunction with the connectivity requirement in the deﬁnition of source-sink
conﬁguration to ensure that a goal state is reached if and only if all variables in A broadcast the same wi sequence.
We now formally justify the construction.
Proposition 3.13. Suppose that (G,k,C, S) is a tuple on which the algorithm R is deﬁned. If G has a clique of size k, then the planning
instance R(G,k,C, S) is solvable.
Proof. Let σ : {v1, . . . , vk} → VG be a function describing a clique of size k of G . We describe a plan P solving R(G,k,C, S).
Plan P is the concatenation of subplans P1, . . . , Pk . Fix some i ∈ [k], and let v = vi . Each plan Pi starts by committing each
variable a ∈ A to value (a ≈ (v ∼ σ(v))) by employing |A| operators of type firstcommit(a, σ (v)) if i = 1, and |A| actions of
type commit(a, i − 1, ·, σ (v)) otherwise.
The plan Pi proceeds by considering vertices b ∈ B with g(b) = {a,a′} of size 2, one at a time. Due to part (a) of
Deﬁnition 3.9, there exist two disjoint paths from a to b and from a′ to b, say, paths a = va0, va1, . . . , van = va and a′ =
va
′
0 , v
a′
1 , . . . , v
a′
m = va′ , with (va,b), (va′ ,b) ∈ EC . Then, plan Pi uses operators of type passmessage(vaj−1, vaj,a, vi, σ (v)) for
j ∈ [n] to propagate the value (a ≈ (v ∼ σ(v))) up to variable va , and similar operators to propagate (a′ ≈ (v ∼ σ(v))) up to
variable va
′
. Plan Pi then uses an operator advance(va, va
′
,b, i, σ (v), ·) that moves the ﬁrst component of variable b from
vi−1 to vi , one step closer to its goal.
In addition, note that, for each b = b{vi ,v j} ∈ B , the plan Pi contains an extra operator having the form remember(va,b,a,
σ (vi), ·) if i < j, or an extra operator of type match(va,b,a, σ (vi),σ (v j), ·) if i > j. Note that we can apply operator match
for any pair {vi, v j} because σ describes a clique. Plan Pi repeats this process for all variables b ∈ B .
After the execution of plan Pi the ﬁrst component of all variables b ∈ B with |g(b)| = 2 is vi , and after the execution of
Pmax{i, j} the second component of the variable b = b{vi ,v j} is edge. Hence, after executing plan Pk all variables b ∈ B are in
a goal state. 
Lemma 3.14. Let P be a plan of R(G,k,C, S). Then, the variable a ∈ A, over the execution of P , takes a sequence of values start, (a ≈
(v1 ∼ w1)), (a ≈ (v2 ∼ w2)), . . . , (a ≈ (v j ∼ w j)), in that order, for some j ∈ [0,k] and w1, . . . ,w j ∈ VG .
Proof. The only operators changing the value of a are firstcommit(a, ·) and commit(a, i, ·, ·) for i ∈ [k− 1]. By design, the ﬁrst
operator changing a in plan P , if any, must be of type firstcommit(a, ·), and subsequent ones must be of type commit(a, i, ·, ·)
where i ranges from 1 to j, for some j ∈ [0,k]. 
Deﬁnition 3.15. Let wi , j be as in Lemma 3.14. For a plan P of R(G,k,C, S) and a variable a ∈ A, we deﬁne f(P ,a) : {v1, . . . ,
vk} → VG as the partial function f P ,a(vi) = wi if i ∈ [ j], and undeﬁned otherwise.
Note that this function is not deﬁned anywhere if the only value taken on by a is start, in which case j = 0; and is a
total function in the case that j = k.
Lemma 3.16 (Messages are truthful). Let s be a reachable state such that s(t) = (a ≈ (v ∼ w)) for some a ∈ A, v ∈ {v1, . . . , vk} and
w ∈ VG . Then f(P ,a)(v) = w for any plan P such that init[P ] = s.
Proof. The lemma is true if t = a, by deﬁnition of f(P ,a) . If not, let P be any plan such that init[P ] = s. Clearly, P contains
an operator o = passmessage(p, t,a, v,w) for some p such that (p, t) ∈ EC . Let sp be the state resulting of the application
of plan P up to operator o. Then, the lemma holds by induction on state sp and variable p. 
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Proof. A plan P solving R(G,k,C, S) reaches a state s = init[P ] satisfying the goal condition, so s(b) = (vk,edge) for any
b ∈ B with g(b) = {a,a′} of size 2. We prove that f(P ,a) and f(P ,a′) are equal and both total. This is suﬃcient to prove the
lemma since, by the second property in Deﬁnition 3.9, the whole set of vertices A is connected by edges of the form g(b),
for some b ∈ B .
Clearly, the only operators changing the ﬁrst component of variable b onto vi for i ∈ [k] are those of type
advance(·, ·,b, i, ·, ·), which require as pre-condition b = (vi−1,q) for any q ∈ D2(b). Hence, plan P must contain opera-
tors of this type for all i ∈ [k].
Consider the operator oi = advance(p, p′,b, i,w,q) on plan P . Let si be the state resulting on the application of plan
P up to operator oi . By the pre-condition of oi it holds that si(p) = (a ≈ (vi ∼ w)) and si(p′) = (a′ ≈ (vi ∼ w)) and, by
Lemma 3.16, it follows that f(P ,a)(vi) = f(P ,a′)(vi) = w . 
Proposition 3.18. Suppose that (G,k,C, S) is a tuple on which the algorithm R is deﬁned. If the planning instance R(G,k,C, S) is
solvable, then G has a clique of size k.
Proof. Let P be a plan solving R(G,k,C). We want to show that G has a clique of size k. By Lemma 3.17, we have that the
mappings f(P ,a) over a ∈ A are equal and total. In light of this, we simply use f P to denote this single mapping.
Let us turn our attention to the second coordinate of the value of a variable b = b{vi ,v j} ∈ B . (We assume that i < j.)
The initial value π2(init(b)) is blank, and the goal value π2(goal(b)) is edge. To achieve this change, P must contain both
a remember(·,b, ·, ·, ·) operator and a match(·,b, ·, ·, ·). (It is clear from inspection that these are the only two actions that
may change the second coordinate of the value of b.) Suppose that after the remember action, we have b = (q,w). By the
precondition, there is some variable p such that p = (a ≈ (vi ∼ w)), from which we obtain, by Lemma 3.16, that f P (vi) = w .
From there, a match action on b may only be executed if p = (a ≈ (v j ∼ w ′)) for some w ′ with {w,w ′} ∈ EG . Again, by
Lemma 3.16, if such a match action is executed, we have f P (v j) = w ′ and hence { f P (vi), f P (v j)} ∈ EG .
In the previous paragraph, the variable b{vi ,v j} ∈ B was chosen arbitrarily. Hence, for all pairs i < j with i, j ∈ [k], we
have { f P (vi), f P (v j)} ∈ EG , from which it follows that { f P (v1), f P (v2), . . . , f P (vk)} is a clique of size k in G . 
Theorem 3.19. Let C be a set of directed graphs with source-sink conﬁgurations of unbounded size. The problem PlanExist(C) is not
polynomial-time decidable unless W[1] ⊆ nu-FPT.
Proof. By Theorem 2.3, it suﬃces to show that p-CLIQUE non-uniformly reduces into PlanExist(C). Let c be a constant such
that O (nc) is a time bound for the algorithm of Theorem 3.12. Fix a natural number k. By Theorem 3.11, there exists a graph
C ∈ C having a source-sink conﬁguration S = (A, B, g) of size |B| = (k2
)
. Then, a reduction from the instances of p-CLIQUE
having the form x = (G,k) to the problem PlanExist(C) is the algorithm of Theorem 3.12 executed on x = (G,k) and C with
source-sink conﬁguration S . As C and S are ﬁxed, this reduction takes time O (|x|c). 
Theorem 3.20. Let C be a set of directed graphs having bounded pre-degree and cc-size(C) unbounded. The problem PlanExist(C) is
not polynomial-time decidable unless W[1] ⊆ nu-FPT.
Proof. Immediate from Theorems 3.11 and 3.19. 
4. Reversible planning
We say that a planning instance Π = (V , init,goal, A) is reversible if from any reachable state s, there exists a plan P
such that s[P ] = init.
For a set of directed graphs C , we deﬁne RevPlanExist(C) and RevPlanGen(C) as the plan existence and generation
problems restricted to reversible planning instances whose causal graphs are elements of C .
For a directed graph C , we deﬁne the strongly connected component size of C , denoted scc-size(C), to be the size of the
largest strongly connected component of C .
For a set of directed graphs C , say that scc-size(C) is bounded if there exists a constant k such that for all C ∈ C , it holds
that scc-size(C) k.
Theorem 4.1. Let C be a set of directed graphs.
• If scc-size(C) is bounded, then the problem RevPlanGen(C) is polynomial-time solvable (under a succinct plan representation);
• otherwise, the problem RevPlanExist(C) is not polynomial-time decidable (unless W[1] ⊆ nu-FPT).
We devote a subsection to prove each of the two parts of the classiﬁcation. The proof of Theorem 4.1 will follow from
Theorems 4.4 and 4.9.
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We present an algorithm that solves instances of RevPlanGen(C) in polynomial time O (nk+2) when scc-size(C) is
bounded by k. Our algorithm produces the solution in the form of macro-operators. This is necessary since, in general,
the solution of such a planning instance can have exponential length. A macro-operator is a sequence of operators or other
macro-operators, deﬁned in a way that no circular references occur between macro-operators.
Our algorithm is essentially equivalent to algorithms presented by Knoblock [2, Section 3.2] and Helmert [3, Section 5.2].
Let Π = (V , init,goal, A) be a reversible planning instance with causal graph C . We deﬁne the strong connectivity directed
graph D associated to C as the graph having as vertex set all maximal strongly connected components c of C , and an edge
(c, c′) ∈ ED if and only if there exist v ∈ Vc and v ′ ∈ Vc′ such that (v, v ′) ∈ EC . Note that any strong connectivity graph is
acyclic by the maximality of its elements.
Let {c1, . . . , cq} be a topological sort of the elements of D . Note that, by deﬁnition of the causal graph and by maximality
of the strongly connected components ci , for every operator a with non-empty post-condition post(a) there exists a unique
component ci such that post(a) ⊆ Vci , and that pre(a) ⊆
⋃i
j=1 Vc j since the components are topologically sorted. Deﬁne
planning instances Πi = (Vi, initi,goali, Ai) for i ∈ [q], with variable set Vi = Vci , initial and goal states initi = (init  Vi),
goali = (goal  Vi), and an operator a′ = 〈pre(a)  Vi;post(a)  Vi〉 ∈ Ai for every operator a satisfying that vars(post(a)) ⊆ Vi
and that, for all j < i, there exists a reachable state s j in Π j matching pre(a), that is, (pre(a)  vars(s j)) ⊆ s j . Intuitively,
planning instance Πi is the restriction of problem Π to the variables of ci , removing from Ai all operators whose pre-
conditions cannot be satisﬁed by previous components c j with j < i.
Lemma 4.2. Let Π be a reversible planning instance with causal graph C , and let {c1, . . . , cq} be the set of maximal strongly connected
components. A state s of Π is reachable if and only if the states si = s  Vi of Πi for all i ∈ [q] are reachable.
Proof. By induction on the number q of maximal strongly connected components of C . The base case where C has a single
strongly connected component is trivial.
Assume C has q strongly connected components, denoted by {c1, . . . , cq}, which are topologically sorted. Let Π ′ =
(V ′, init′,goal′, A′) be the natural restriction of Π to variable set V ′ = ⋃q−1i=1 Vci , that is, the planning instance with
init′ = init  V ′ , goal′ = goal  V ′ , and A′ = {a ∈ A | vars(pre(a)), vars(post(a)) ⊆ V ′}. By induction hypothesis, a state s′ in
Π ′ is reachable if and only if all states s′i = s′  Vi are reachable in Πi for all i ∈ [q − 1].
Now, if s is reachable, then so is s′ = s  V ′ and, consequently, all s′i = si for i ∈ [q − 1]. To show that sq is also reachable
consider a plan P such that init[P ] = s, and obtain the plan Pq formed by all operators of P with post-conditions inside
Vq in the same order they appear in P . All these operators are included in Πq because they were applicable in P , so
initq[Pq] = sq , showing that sq is reachable in Πq as desired.
Now, assume that all si are reachable in Πi for i ∈ [q]. Consider a plan Pq such that initq[Pq] = sq . We extend Pq to a
plan P reaching s from init as follows. Plan P the concatenation of plans P˜ , P ′ . Plan P˜ contains a triplet P1a ,a, P2a for every
operator a′ in Pq , where a is the original operator from which a′ comes, and P1a and P2a are plans such that init′[P1a ] matches
pre(a)  V ′ , and that (init′[P1a ,a])[P2a ] = init′ . Plan P1a exists by the induction hypothesis and the fact that all pre(a)  V j are
reachable for all j ∈ [q−1]; the existence of P2a is ensured by the reversibility of Π . It is easy to check that the execution of
P˜ starting at state init is correct, and that init[ P˜ ] = s˜ where s˜(v) = sq(v) if v ∈ Vq and s˜(v) = init(v) if not. Finally, let P ′ be a
plan in Π ′ such that init′[P ] = s′ , where s′(v) = s(v) for all v ∈ V ′ = V1 ∪ · · · ∪ Vq−1. Again, plan P ′ exists by the induction
hypothesis. Hence, plan P = P˜ , P ′ reaches state s from init. 
Corollary 4.3. A reversible planning instance Π is solvable if and only if all instances Πi are solvable.
Proof. A direct consequence of applying Lemma 4.2 to any reachable state s matching the goal state of Π . 
Theorem 4.4. There is an algorithm that solves instances of problem RevPlanGen(C), where C is a set of directed graphs with strongly
connected component size bounded by k, in time O (nk+3), where n is the total size of the input planning problem.
Proof. The algorithm ﬁrst builds causal graph C from planning instance Π , and then builds the graph D of maximal strongly
connected components, which necessarily have size at most k. (There are several methods to obtain D eﬃciently in time
O (|V |+|E|), such as Tarjan’s algorithm [17].) The algorithm then does a topological sort on D to order the maximal strongly
connected components {c1, . . . , cq}.
Then, for each planning instance Πi , the algorithm considers the graph where every total state is a vertex and there is a
directed edge a from s to s′ if s[a] = s′ . For each such reachable vertex s, it ﬁnds the shortest path from init to s and from
s to init, which exists due to the reversibility of Π . This process takes time O (nk+2), the maximum number of edges of the
graph. Then, it uses these paths to determine macro-operators m1i (s) and m
2
i (s) such that initi[m1i (s)] = s and s[m2i (s)] = initi
as follows. If the shortest path from initi to s passes through an edge a = (s′, s), deﬁne macro m1i (s) :=m1i (s′)a. Respectively,
if the shortest path from s to initi passes through a = (s, s′), deﬁne macro m2(s) := am1(s). Finally, these macros of Πi cani i
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1
i−1(si−1),a,m
2
i−1(si−1), . . . ,m
2
1(s1), where s j for
j < i are reachable states in Π j matching pre(a)  V j . Obtaining all such macros for all Πi with i ∈ [q] takes time O (nk+3).
Now, for every i ∈ [q], the algorithm looks for a reachable state si in Πi matching the goal state goali . If none is found
for some i, then it outputs “No plan found”. Otherwise, it outputs the macro-plan m1q(sq),m
1
q−1(sq−1), . . . ,m11(s1), in that
order, together with the description of all macro-operators. 
4.2. Intractability
To establish the intractability part of this classiﬁcation, we demonstrate a reduction from PlanExist(C) to RevPlanExist(C),
for all graph sets C where scc-size(C) is unbounded. For such graph sets, the problem PlanExist(C) is intractable by Theo-
rem 3.1. In particular, we establish the following.
Theorem 4.5. There is an algorithm R that, given a planning instance Π of PlanExist(C) where C is a strongly connected graph,
produces an equivalent instance R(Π) of RevPlanExist(C) in time polynomial in Π .
In contrast to previous reductions, this time we are transforming instances of PlanExist(C) onto instances of
RevPlanExist(C), under the assumption that the causal graph C is strongly connected. The intuition behind this reduc-
tion is the following. For such an instance Π of PlanExist(C), the fact that C is strongly connected allows us to augment Π
with a message-passing mechanism that makes it always possible for Π to be “reset” to its initial state. This is implemented
by selecting a cycle, denoted below by f , containing a distinguished “master” variable f (1); this master variable can initiate
the reset. Care must be taken to ensure that no additional edges are added to the causal graph. The propositions following
the description of the reduction establish that the created instances are indeed reversible (Proposition 4.6); that a solution
for the original planning problem induces a solution for the new one (Proposition 4.7); and, that any solution to the new
problem implies a solution for the original (Proposition 4.8). Theorem 4.5 follows directly from these three propositions.
Reduction 4.1 (Strongly connected graph). Let Π = (V , init,goal, A) be a planning instance with strongly connected causal
graph C . The planning instance R(Π) = (V ′, init′,goal′, A′) is deﬁned as follows. Let f : [t] → V be a surjective function with
( f ( j), f ( j + 1)) ∈ EC for all j ∈ [t − 1], and f (1) = f (t) ∈ vars(goal). We denote as master the variable f (1).
The variable set is V ′ = {v ′ | v ∈ V }. The domains of the variables are
• D(v ′) = (D(v) ∪ {R}) × Mv ′ for all v ′ ∈ V ′ \ {master}, and
• D(v ′) = (D(v) ∪ {R,R1, . . . ,Rt−1}) × Mv ′ for v ′ = master, where
• M = {( j ∼ clean) | j ∈ [t]} ∪ {(v ′ ∼ R) | v ′ ∈ V ′} ∪ {(v ′ ∼ init(v ′)) | v ′ ∈ V ′},
• M j = {mj |m ∈ M} for all j ∈ [t],
• Mv ′ = {blank} ∪ (⋃ j∈[t]: f ( j)=v ′ M j) for all v ′ ∈ V ′ .
The initial state init′ is init′(v ′) = (init(v),blank) for all v ′ ∈ V ′ .
The goal state goal′ is goal′(v ′) = (goal(v),blank) for all v ′ where v ∈ vars(goal).
The operators of A′ are
• a′ = 〈pre(a′);post(a′)〉 for all a ∈ A, where pre(a′)(v ′) = (pre(a)(v),blank) for all v ′ such that v ∈ vars(pre(a)), and
post(a′)(v ′) = (post(a)(v),blank) for all v ′ such that v ∈ vars(post(a)),
• setblank(v ′,w,m) = 〈v ′ = (w,m); v ′ = (w,blank)〉 for all v ′ ∈ V ′, (w,m) ∈ D(v ′).
For all j ∈ [t − 1], (w, (v ∼ q) j) ∈ D f ( j), (w ′,m′) ∈ D f ( j+1) ,
• passmessage( j,w, v,q,w ′,m′) = 〈 f ( j) = (w, (v ∼ q) j), f ( j + 1) = (w ′,m′); f ( j + 1) = (w ′, (v ∼ q) j+1)〉, if (q = clean
and f ( j + 1) = v) or q = clean, and
• passmessage( j,w, v,q,w ′,m′) = 〈 f ( j) = (w, (v ∼ q) j), f ( j+1) = (w ′,m′); f ( j+1) = (q, (v ∼ q) j+1)〉, if (q = clean and
f ( j + 1) = v).
Let o1, . . . ,on be an ordering of the variables in V ′ \ {master}. Then, the remaining operators of A′ are
• cleaner(1) = 〈master = (R1, (1 ∼ clean)1)〉,
• cleaner( j) = 〈master = (R j−1, ( j − 1 ∼ clean)t);master = (R j, ( j ∼ clean)1)〉 for all j ∈ [2, t − 1],
• reset(o1) = 〈master = (Rt−1, (t − 1 ∼ clean)t);master = (R, (o1 ∼ R)1)〉,
• reset(oi) = 〈master = (R, (oi−1 ∼ R)t);master = (R, (oi ∼ R)1)〉 for all i ∈ [2,n],
• restart(o1) = 〈master = (R, (on ∼ R)t);master = (R, (o1 ∼ init(o1))1)〉,
• restart(oi) = 〈master = (R, (oi−1 ∼ init(oi−1))t);master = (R, (oi ∼ init(oi))1)〉 for all i ∈ [2,n],
• restartmaster = 〈master = (R, (on ∼ init(on))t);master = (init(master),blank)〉.
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Proof. We show that in the instance Π ′ , for every state s, there exists a plan P = P (s) such that s[P ] = init′ . Informally,
plan P is the execution of the “cleaning mechanism” that variable master offers, a process that may start asynchronously at
any moment thanks to operator cleaner(1) having no pre-conditions. Formally, deﬁne sequences of operators
• Cleanseq( j) = cleaner( j) ⊗ (⊗tk=1 passmessage(k,∗, j, clean,∗,∗)) for j ∈ [t],
• Resetseq(i) = reset(oi) ⊗ (⊗tk=1 passmessage(k,∗,oi,R,∗,∗)) for all i ∈ [n],
• Restartseq(i) = restart(oi) ⊗ (⊗tk=1 passmessage(k,∗,oi, init(oi),∗,∗)) for all i ∈ [n],• Blankall =⊗v ′∈V ′ setblank(v ′,∗,∗).
Finally, deﬁne P = (⊗t−1j=1 Cleanseq( j))⊗ (
⊗n
i=1 Resetseq(i))⊗ (
⊗n
i=1 Restartseq(i))⊗ restartmaster ⊗ Blankall. In the pre-
vious deﬁnitions, the symbols ∗ in some operators stand for the only values making P executable from state s. Technically,
this captures the dependence of plan P on the state s.
Proving that s[P ] = init′ is both stressful and straightforward. 
Proposition 4.7. If Π has a solution, then so does Π ′ = R(Π).
Proof. Given a solution plan a1, . . . ,an for Π , the plan a′1, . . . ,a′n where each a′i is derived from ai as described above, is
a solution plan for Π ′ . In particular, it is straightforward to verify that for any preﬁx Pi = a1, . . . ,ai , if we deﬁne P ′i =
a′1, . . . ,a′i , we have init
′[P ′i] = (init[Pi],blank). 
Proposition 4.8. If Π ′ = R(Π) has a solution, then so does Π .
Proof. Assume P ′ is a plan solving Π ′ . We show how to obtain plan P solving Π . Clearly, if P ′ only has operators a′i for
some ai ∈ A, and operators of type setblank(v ′, ·, ·), then plan P is just the concatenation of the ai .
If P ′ has some other operator, then P ′ must also contain cleaner(1), the only operator not requiring as pre-condition
some variable having any of R,R1, . . . ,Rt as ﬁrst component. Then, master has value (R1, (1 ∼ clean)1) at some point of the
execution of P ′ . In order to advance the superscript of R1 up to Rt−1 and then to R , the plan P ′ must also contain operators
cleaner(2), . . . , cleaner(t − 1), reset(o1), in that order. Finally, since π1(goal′(master)) = R because f (1) ∈ vars(goal), the plan
P ′ must also contain an operator restartmaster. It is straightforward to prove by induction that at the time that for all
j ∈ [2, t − 1], when the plan P ′ executes cleaner j, the variables { f (t − j + 1), . . . , f (t − 1)} have a second component of the
form ( j−1 ∼ clean)q for some q. Therefore, when operator reset(o1) is executed in plan P ′ , we are assured that all variables
f (2), . . . , f (t − 1) have such a second component.
Consider the last instance of cleaner(1) in P ′ , to which the argument of the previous paragraph applies. Between the
last appearances of reset(o1) and of restartmaster in P ′ , there is exactly one appearance of operators reset(oi) for i ∈ [2,n],
and operators restart(oi) for i ∈ [n], in this order. To advance from one of this operators to the next one, the corresponding
message has to be propagated from master back to master, passing through all variables oi .
The message induced by reset(oi) forces variable oi to have ﬁrst component R. The messages induced by restart(oi) move
variable oi to its initial value. Note that plan P ′ may apply operators of the form a′ for a ∈ A before all these messages have
been propagated, but since variables not already in the initial value have ﬁrst component R, no interaction can occur
between those already initialized and those that are not. The plan P is constructed by taking all actions a where a′ appears
after the last application of restart(o1) in P ′ , in order. 
Theorem 4.9. Let C be a set of directed graphs where scc-size(C) is not bounded. The problem RevPlanExist(C) is not polynomial-time
decidable unless W[1] ⊆ nu-FPT.
Proof. Suppose that the problem RevPlanExist(C) is polynomial-time decidable. By Theorem 4.5, the problem PlanExist(C)
is polynomial-time decidable. It follows from Theorem 3.1 that W[1] ⊆ nu-FPT. 
5. Structurally restricted planning
In this section, we deﬁne and begin to study an object that, as with the causal graph, is deﬁned for each planning
instance. We call this object the interaction network; it is essentially what one obtains by “forgetting” the values in the
precondition and postcondition of each operator, and retaining just the variables themselves.
Deﬁnition 5.1. An interaction network is a pair (V , E) where V is a ﬁnite set and E ⊆ ℘(V )×℘(V ). (We use ℘(V ) to denote
the power set of V .) The interaction network of a planning instance Π = (V , init,goal, A) is the pair (V , E) where E is the
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{(
vars
(
pre(a)
)
, vars
(
post(a)
)) ∣∣ a ∈ A}.
For a set N of interaction networks, deﬁne PlanExist(N ) to be the problem of deciding, given a planning instance Π
whose interaction network is in N , whether or not a solution plan exists. Similarly, PlanGen(N ) is deﬁned as the problem of
outputting, given a planning instance Π whose interaction network is in N , a solution plan, if one exists. These deﬁnitions
give rise to a new research problem: classify the complexity of the problems PlanExist(N ) and PlanGen(N ) over sets of
interaction networks N . We expect that investigation of this problem will give rise to phenomena much richer than those
that appeared in the classiﬁcation of causal graphs.
The causal graph of an instance Π can be derived from the interaction network of Π . For an interaction network
N = (V , E), deﬁne cg(N) to be the directed graph (V , E ′) where E ′ contains all pairs (u, v) such that u = v , and there exists
a pair (X, Y ) ∈ E such that u ∈ X ∪ Y and v ∈ Y . It is straightforward to verify that for any instance Π with interaction
network N , it holds that the causal graph of Π is equal to cg(N). For a set of interaction networks N , we deﬁne cg(N ) =
{cg(N) | N ∈ N }.
The interaction network contains more information than the causal graph. In particular, one can give tractability results
on problems of the form PlanGen(N ) in cases where PlanGen(cg(N )) is intractable.
Example 5.2. Let NC denote the set of interaction networks N = (V , E) where (1) for all e ∈ E , it holds that e = ({u}, {v})
for u, v ∈ V and (2) the directed graph (V , E ′) with E ′ = {(u, v) | ({u}, {v}) ∈ E} is a directed path. In Theorem 5.3, we show
that PlanGen(NC ) is polynomial-time solvable; however, it follows from Theorem 3.1 that PlanGen(cg(NC )) is intractable.
Theorem 5.3. The problem PlanGen(NC ) is polynomial-time solvable.
Proof. Let Π = (V , init,goal, A) an instance of PlanGen(NC ). Let {v1, . . . , vn} be an ordering of the variables of V such
that (vi, vi+1) ∈ E ′ for all i ∈ [n − 1]. Deﬁne subsets Q ji of the domains D(vi) for i ∈ [n] and j ∈ [i] as follows. For all
i ∈ [n], Q 1i = {init(vi)}, and for all i ∈ [2,n], j ∈ [2, i], Q ji =
⋃
a∈A′ (post(a)(vi)), where A′ is the set of all operators of A with
vars(pre(a)) = {vi−1} and pre(a)(vi−1) ∈ Q j−1i−1 . It is not hard to see that, for a ﬁxed i, the sets Q ji for j ∈ [i] determine the
values that variable vi can be set to assuming that variable vi−1 has value in Q j−1i−1 .
To solve instance Π , we compute the sets Q ji and determine, for every i, the actual sequence of sets Q
1
i , . . . , Q
j′
i with
j′  i that vi can take values of in a valid plan of Π . These j′ can be determined in a greedy fashion, under the requirements
that Q j
′
i must contain the goal value goal(vi) (if deﬁned), and that Q
j′−1
i−1 must also be reachable for variable vi−1. 
The tractability of precondition-free planning, obtained by Bylander [1], can also be cast within the interaction network
framework. In particular, let NP denote the set of interaction networks (V , E) where E ⊆ {∅} × ℘(V ). The instances of
PlanGen(NP ) are then exactly those which have empty preconditions, and we may state this tractability result as follows.
Theorem 5.4. (See [1].) The problem PlanGen(NP ) is polynomial-time solvable.
Note that for a network N = (V , E) ∈ NP , each pair (∅, S) induces a clique over S in cg(N). Consequently, the problem
PlanGen(cg(NP )) is intractable (for example, by Theorem 3.1).
Appendix A. Proof of Theorem 3.11
We establish this theorem via a sequence of lemmas.
Lemma A.1. Let C be a set of directed graphs having bounded pre-degree and unbounded degree. Theorem 3.11 holds on C , that is, for
every m 1, there exists a graph C ∈ C having a source-sink conﬁguration (A, B, g) with |B| =m.
Proof. Let d be a bound on the pre-degree of C . Let m 1 be arbitrary. Since C has unbounded degree, there exists a graph
C ∈ C where U (C) has a vertex a of degree (d +m) or greater. There are (d +m) edges in C containing a. Of these edges,
at most d can be edges pointing to a, because C has pre-degree less than or equal to d. Hence, in C there are at least m
edges coming out of a. Let b1, . . . ,bm be distinct vertices such that (a,b1), . . . , (a,bm) are edges in C . Let g be the mapping
deﬁned on {b1, . . . ,bm} where g(bi) = {a} for all i ∈ {1, . . . ,m}. The triple ({a}, {b1, . . . ,bm}, g) gives the desired source-sink
conﬁguration in C . 
Lemma A.2. Let C be a set of directed graphs having bounded pre-degree, unbounded component size, and bounded degree. For each
m 1, there exists a graph C ∈ C such that U (C) has a path (over distinct vertices) of length m or greater.
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Proof of Lemma A.2. Let r be a bound on the degree of C . Let h be the function deﬁned by h(0) = 1, h(1) = r, h(n) =
r(r − 1)n−1 for n 2. Let C ∈ C be a graph such that U (C) has a component X of size strictly greater than ∑m−1i=0 h(i). Pick
any vertex u in the component X . In X (viewed as a subgraph of U (C)), there are at most h(n) vertices reachable from u
via a path of length exactly n. It follows that there are at most
∑m−1
i=0 h(i) vertices reachable from u via a path of length less
than or equal to (m − 1). Since X has size strictly greater than ∑m−1i=0 h(i), there exists a vertex u′ ∈ X that is not reachable
from u via a path of length less than or equal to (m − 1). The shortest path from u to u′ in U (C) thus has length m or
greater. 
Lemma A.3. Let C be a set of directed graphs having bounded pre-degree, unbounded component size, and bounded degree. Theo-
rem 3.11 holds on C , that is, for every m 1, there exists a graph C ∈ C having a source-sink conﬁguration (A, B, g) with |B| =m.
Proof. Let d be a bound on the pre-degree of C . By Lemma A.2, there exists a graph C ∈ C such that U (C) has a path
(over distinct vertices) of length at least 2md+ 2. Let v0, . . . , v2md+1 denote the ﬁrst 2md+ 2 vertices in this path. For each
i ∈ {0, . . . ,2md}, at least one of the pairs (vi, vi+1), (vi+1, vi) is contained in EC . Let P be a (directed) subgraph of C with
vertex set V P = {v0, . . . , v2md+1} and such that exactly one of the pairs (vi, vi+1), (vi+1, vi) is contained in E P for each
i ∈ {0, . . . ,2md}. Call a vertex vi with i ∈ {1, . . . ,2md} a source if both (vi, vi−1) and (vi, vi+1) are edges in E P , and a sink if
both (vi−1, vi) and (vi+1, vi) are edges in E P . That is, such a vertex is a source if both of its edges go out of it, and a sink
if both of its edges go into it.
Let vi be a source with (i + d) 2md. Observe that there exists a vertex v j among vi+1, . . . , vi+d with (v j+1, v j) ∈ E P ;
if not, then all of the edges (vi, vi+1), (vi+1, vi+2), . . . , (vi+d, vi+d+1) are in E P and vi+d+1 has pre-degree d + 1. Moreover,
the ﬁrst vertex v j among vi+1, . . . , vi+d with (v j+1, v j) ∈ E P is a sink such that vi, vi+1, . . . , v j is a directed path from vi
to v j in P . Similarly, if vi is a sink with (i + d) 2md, there is a source among vi+1, . . . , vi+d having a path to vi .
Considering all of the vertices v0, v1, . . . in sequence, there is thus an alternation between sources and sinks. It can be
veriﬁed that one of the vertices among v1, . . . , vd is either a source or a sink. Since sources and sinks are spaced at most
distance d apart from each other, P contains at least 2m sources and sinks. It is thus possible to pick (2m − 1) vertices
b1,a1,b2,a2, . . . ,am−1,bm such that the bi are sinks, the ai are sources, for k ∈ [m − 1] the source ak is the ﬁrst source
coming after the sink bk (so that there is a path from ak to bk), and for k ∈ [m − 1] the sink bk+1 is the ﬁrst sink coming
after the source ak (so that there is a path from ak to bk+1). Deﬁne the function g by g(bi) = {ai−1,ai} for i ∈ {2, . . . ,m−1},
g(b1) = {a1}, and g(bm) = {am−1}. The triple ({a1, . . . ,am−1}, {b1, . . . ,bm}, g) gives the desired source-sink conﬁguration. 
Having established these lemmas, the desired theorem follows directly.
Proof of Theorem 3.11. If C has unbounded degree, then the theorem follows from Lemma A.1. Otherwise, C has bounded
degree, and the theorem follows from Lemma A.3. 
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