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INFINITELY MANY SOLUTIONS TO LINEARLY COUPLED
SCHRÖDINGER SYSTEMS WITH NON-SYMMETRIC POTENTIALS
CHUN-HUA WANG, JING YANG
Abstract. We study a linearly coupled Schrödinger system in RN(N ≤ 3). Assume that
the potentials in the system are continuous functions satisfying suitable decay assump-
tions, but without any symmetry properties and the parameters in the system satisfy
some suitable restrictions. Using the Liapunov-Schmidt reduction methods two times
and combing localized energy method, we prove that the problem has infinitely many
positive synchronized solutions, which extends the result Theorem 1.2 about nonlinearly
coupled Schrödinger equations in [8] to our linearly coupled problem.
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1. Introduction and main result
In this paper, we consider the following nonlinear Schrödinger system in RN (N ≤ 3),
(1.1)
{
−∆u+ (1 + ǫP (x))u = u3 + βv, x ∈ RN ,
−∆v + (1 + ǫQ(x))v = v3 + βu, x ∈ RN ,
where the potentials P (x), Q(x) are continuous functions satisfying suitable decay assumptions,
but without any symmetry properties, ǫ is a positive constant, β ∈ R is a coupling constant. We
are mainly interested in the existence of infinitely many positive synchronized solutions of system
(1.1).
Systems of nonlinear Schrödinger equations have been received a great deal of attention and
significant progress has been made in recent years. The results one can achieve depend on the
way that the system is coupled. The case in which the coupling is nonlinear has been studied
extensively, which is motivated by applications to nonlinear optic and Bose-Einstein condensation.
See for example [5, 6, 8, 10, 11, 15, 16, 21, 22, 23, 24, 25, 26, 27, 29, 30] and references therein.
Recently in [26], Peng and Wang studied the following nonlinearly coupled Schrödinger equations
(1.2)
{
−∆u+ P (x)u = µ1|u|2u+ βv2u, x ∈ R3,
−∆v +Q(x)v = µ2|v|2v + βu2v, x ∈ R3.
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Applying the finite reduction method, they obtained the existence of infinitely many solutions
of segregated or synchronized type for radial symmetric potentials P (|x|), Q(|x|) satisfying some
algebra decay assumptions. For N = 2, the first auhtor ect in [28] constructed an unbounded
sequence of non-radial positive vector solutions of segregated type when β is in some suitable
interval, which gives a positive answer to an interesting problem raised by Peng and Wang in
Remark 4.1 in [26]. In [8], Ao and Wei obtained the existence of infinitely many solutions (1.2) for
nonsymmetric potentials P (x), Q(x) satisfying some exponential decay assumptions.
In this paper, we are mainly interested in a class of nonlinear Schrödinger equations which
are linearly coupled. Systems of this type arise in nonlinear optics. For example, the propagation
of optical pulses in nonlinear dual-core fiber can be described by two linearly coupled nonlinear
Schrödinger equations like
(1.3)

−i ∂∂tΦ1 = ∆Φ1 − V1(x)Φ1 + |Φ1|
2Φ1 + βΦ2, in R
N ,
−i ∂∂tΦ2 = ∆Φ2 − V2(x)Φ1 + |Φ1|
2Φ2 + βΦ1, in R
N ,
Φj = Φj(x, t) ∈ C, t > 0, j = 1, 2,
where N ≤ 3,Φ1(t, x) and Φ2(t, x) are the complex valued envelope functions, and β is the coupling
coefficient between the two cores, whose sign determines whether the interactions of fiber couplers
are repulsive or attractive. In the attractive case the components of a vector solution tend to go
along with each other leading to synchronization, and in the repulsive case the components tend to
segregate with each other leading to phase separations. These phenomena have been documented
in numeric simulations (e.g.,[1] and references therein).
We will look for standing waves of the form
(1.4) Φ1(t, x) = u(x)e
it, Φ2(t, x) = v(x)e
it,
where u(x) and v(x) are real valued functions. Substituting (1.4) into (1.3) and setting V1(x) =
ǫP (x), V2(x) = ǫQ(x), we are led to (1.1).
For linearly coupled nonlinear Schrödinger equations, to our knowledge it seems that there
are very few results. One can refer to [1, 2, 4, 7, 12, 19]. When the dimension of the space N = 1,
for ǫ = 0, β < 0, (1.1) has in addition to the semi-trivial solutions (±U, 0), (0,±U), two types of
solitons like solutions given by
(U1+β, U1+β), (−U1+β ,−U1+β) for − 1 ≤ β ≤ 0, symmetric states,
(U1−β, U1−β), (−U1−β ,−U1−β) for β ≤ 0, anti-symmetric states,
where for λ > 0, Uλ is the unique solution of{
−u′′ + λu = u3, u > 0 in R,
u(0) = maxx∈R u(x), u(x) ∈ H1(R).
In [1], Akhmediev and Ankiewicz observed numerically that for −1 < β < 0, there exists a family
of new solutions for (1.1) with ǫ = 0, bifurcating from the branch of the anti-symmetric state
β = −1. This kind of results were rigorously verified in [5] for small value of the parameter β = 0.
More precisely, Ambrosetti and Colorado in [5] proved that a solution with one 2-bump component
having bumps located near −| ln(−β)| and | ln(−β)| while the other component having one negative
peak exists. In [12], Buffoni gave a rigorous proof of the existence of the bifurcation described by
Ambrosetti, Arcoya and Gámez in [3]
In [7], Ambrosetti, Cerami and Ruiz studied (1.1) in the case ǫ = 0. They proved that if P
denotes a regular polytope centered at the origin of RN such that its side is greater than radius,
then there exists a solution with one multi-bump component having bumps located near the vertices
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of ξP , where ξ ∼ log( 1β ), while the other component has one negative peak. Taking ǫ = 0 and
substituting u3, v3 by (1 + a(x))|u|p−1u, (1 + b(x))|v|p−1v(N ≥ 2, 1 < p < 2∗ − 1) respectively, in
[4], Ambrosetti, Colorado and Ruiz obtained some results about the existence of positive ground
and bound state of (1.1). Recently in [14], Chen and Zou studied the following linearly coupled
Schrödinger equations
(1.5)

−ǫ2∆u+ a(x)u = up + λv, x ∈ RN ,
−ǫ2∆v + b(x)v = v2
∗−1 + λu, x ∈ RN ,
u, v > 0, u(x), v(x) → 0, as |x| → ∞,
where N ≥ 3 and a(x), b(x) are positive potentials which are both bounded away from 0. Under
some conditions of a(x), b(x) and λ > 0, they obtained positive solutions for (1.5) when ǫ > 0
small enough, which has concentration phenomenon as ǫ→ 0. Very recently, in [19] Lin and Peng
studied linearly coupled nonlinear Schrödinger systems similar to (1.1) with k >= 2 equations and
ǫ = 0. They examined the effect of the linear coupling to the solution structure. When N = 2, 3,
for any prescribed integer, they constructed a non-radial vector solutions of segregated type, with
each component having exactly l positive bumps for β > 0 sufficiently small. They also gave an
explicit description on the characteristic features of the vector solutions.
Inspired by [8, 26], we want to investigate the existence of infinitely many positive synchronized
solutions of system (1.1). In order to state our main result, now we give the conditions imposed
on P (x), Q(x) which are similar to those in [8],
(K1) lim
|x|→∞
P (x) = lim
|x|→∞
Q(x) = 0;
(K2) ∃ 0 < α < 1, lim
|x|→∞
(γ2P (x) + γ2Q(x))eαγ|x| = +∞,
where γ is defined in (1.8) below.
The energy functional associated with problem (1.1) is
(1.6)
J(u, v) =
1
2
ˆ
RN
[
|∇u|2 + (1 + ǫP (x))u2 + |∇v|2 + (1 + ǫQ(x))v2
]
−
1
4
ˆ
RN
(u4 + v4)
−β
ˆ
RN
uv, u, v ∈ H1(RN ).
We will study J(u, v) in Section 4. Let w be the unique solution of
(1.7)
 ∆w − w + w
3 = 0, w > 0, in RN ,
w(0) = max
x∈RN
(x), w → 0, as |x| → ∞.
By the well-known result of Gidas, Ni and Nirenberg in [18], w is radially symmetric and strictly
decreasing, w′(r) < 0 for r > 0. Moreover, from [18] we know the following asymptotic behavior
of w:  w(r) = ANr
−N−12 e−r(1 +O(1r )),
w′(r) = −ANr−
N−1
2 e−r(1 +O(1r )),
for r > 0, where AN is a positive constant.
Noting that if β < 1 and
(1.8) γ =
√
1− β,
then it follows from [31] that
(1.9) (U, V ) = (γw(γx), γw(γx))
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solves the following problem
(1.10)
{
−∆u+ (1− β)u = u3, in RN ,
−∆v + (1− β)v = v3, in RN .
We will use (U, V ) as the building blocks for the solutions of (1.1). Let µ > 0 be a real
number such that w(x) ≤ ce−|x| for |x| > µ and some constant c independent of µ large. Denote
Pm = (P1, · · · , Pm). Now we define the configuration space
Ω1 = R
N , Ωm =
{
Pm ∈ R
mN
∣∣ min
j 6=k
|Pj − Pk| ≥
µ
γ
}
, ∀m > 1.
For Pm ∈ Ωm, we define
(1.11) (UPj , VPj ) = (U(x− Pj), V (x − Pj))
and the approximate solutions to be
(1.12) UPm =
m∑
j=1
UPj , VPm =
m∑
j=1
VPj .
Denote
(1.13) G
( u
v
)
:=
( ∆u− (1 + ǫP (x))u + u3 + βv
∆v − (1 + ǫQ(x))v + v3 + βu
)
and for f =
( f1
f2
)
, g =
( g1
g2
)
, we denote 〈f, g〉 =
ˆ
RN
(f1g1 + f2g2).
Now we state our main result as follows:
Theorem 1.1. Let (K1) and (K2) hold. Then there exist ǫ0 and β
∗ > 0 such that for β ∈
(−β∗, 0)∪ (0, 1), and 0 < ǫ < ǫ0, problem (1.1) has infinitely many positive synchronized solutions.
Remark 1.2. We only consider synchronized solutions for (1.1) in the nonsymmetric case. How-
ever, we do not know whether we can also obtain infinitely many segregated solutions for (1.1) as
[26] by our method. It would be very interesting to consider this problem.
Our result provides a new phenomenon for (1.1) in the nonsymmetric case with linearly coupled
terms. Our method is different from [26]. To the best knowledge of us, our result is new.
In order to prove Theorem 1.1, we mainly use the Liapunov-Schmidt reduction method as in
[8, 9, 20]. There are two main difficulties. Firstly, we need to show that the maximum points
will not go to infinity (see Section 4). This is guaranteed by the slow decay assumption (K2).
Secondly, we have to detect the difference in the energy when the spikes move to the boundary of
the configuration space. A crucial estimate is Lemma 3.1, in which we prove that the accumulated
error can be controlled from step m to step (m+1). Compared with [8], due to the linear coupling
terms, there are new difficulties in estimates.
Our paper is organized as follows. In section 2, we perform the first finite reduction. In
Section 3, we show a key estimate which majors the differences between the m-th step and the
(m + 1)-th step which involves a secondary Liapunov-Schmidt reduction. We prove Theorem
1.1 in Section 4. Throughout this paper, denote H = H1(RN ) × H1(RN ) and ‖(u, v)‖H1(RN ) =
‖u‖H1(RN ) + ‖v‖H1(RN ). c, C will always denote various generic constants that are independent of
µ for µ large.
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2. The first Liapunov-Schmidt reduction
In this section, we perform a finite-dimensional reduction.
For Pm ∈ Ωm, we define the following functions:
(2.1) Djk =
( Djk,1
Djk,2
)
=
 ∂UPj∂xk ζj(x)
∂VPj
∂xk
ζj(x)
 , for j = 1, · · · ,m, k = 1, · · · , N,
where ζj(x) = ζ
( 2|x−Pj |
µ−1
)
and ζ(t) is a cut-off function such that ζ(t) = 1 for |t| ≤ 1γ and ζ(t) = 0
for |t| ≥ µ
2
γ(µ2−1) . So we know that the support of Djk belongs to B µ2
2γ(µ+1)
(Pj).
Consider the following linear problem: given h =
( h1
h2
)
, we find a function
( φ
ψ
)
satisfying
(2.2)

L
( φ
ψ
)
:=
( ∆φ− (1 + ǫP (x))φ + 3U2
Pm
φ+ βψ
∆ψ − (1 + ǫQ(x))ψ + 3V 2
Pm
ψ + βφ
)
= h+
m∑
j=1
N∑
k=1
cjkDjk,
〈( φ
ψ
)
,
( Djk,1
Djk,2
)〉
= 0 for j = 1, · · · ,m, k = 1, · · · , N.
Letting 0 < ν < 1 and
F :=
∑
Pm∈Ωm
e−νγ|·−Pj|,
we define the norm
(2.3) ‖h‖∗ = sup
x∈RN
∣∣F (x)−1h1(x)∣∣ + sup
x∈RN
∣∣F (x)−1h2(x)∣∣.
From [17], there holds the following relation
(2.4) ‖u‖L∞(RN ) ≤ C‖u‖∗,
where C > 0 independent of µ,m and Pm.
Firstly applying (iii) of Lemma 3.4 in [4], we give the following non-degeneracy result which
will be used later.
Lemma 2.1. There exists β∗ > 0 such that for β ∈ (−β∗, 0) ∪ (0, 1), (U, V ) is non-degenerate for
the system (1.10) in H in the sense that the kernel is given by
Span
{( ∂U
∂xj
,
∂V
∂xj
) ∣∣∣ j = 1, · · · , N}.
In the following, σ will denote a positive constant depending on ǫ and ν but independent of
µ,m,Pm and may vary from line to line.
Proposition 2.2. Let h with ‖h‖∗ norm bounded and assume that
(( φ
ψ
)
, {cjk}
)
is a solution
to problem (2.2). Then there exist positive numbers ǫ0, µ0, c ≥ 0 such that for all 0 < ǫ < ǫ0,
µ ≥ µ0 and Pm ∈ Ωm, we have
‖(φ, ψ)‖∗ ≤ c‖h‖∗,
where C is a positive constant independent of µ,m and Pm ∈ Ωm.
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Proof. Using the same argument as [9], we prove this proposition by contradiction. Assume that
there exists a solution
( φ
ψ
)
, such that ‖h‖∗ → 0, and ‖(φ, ψ)‖∗ = 1.
Multiplying the frist system (2.2) by Djk =
( Djk,1
Djk,2
)
and integrating in RN , we get
ˆ
RN
L
( φ
ψ
)( Djk,1
Djk,2
)
=
ˆ
RN
( h1
h2
)( Djk,1
Djk,2
)
+ cjk
ˆ
RN
D2jk.
By the definition of Djk, letting y = γ(x− Pj), we deduceˆ
RN
D2jk =
ˆ
RN
(
D2jk,1 +D
2
jk,2
)
= 2γ4−N
ˆ
B
µ2
2(µ+1)
(0)
∣∣∣ ∂w
∂yk
∣∣∣2ζ2j (yγ + Pj)
= 2γ4−N
ˆ
RN
∣∣∣ ∂w
∂yk
∣∣∣2 + 2γ4−N ˆ
RN
∣∣∣ ∂w
∂yk
∣∣∣2[ζ2j ( yγ + Pj)− 1]
− 2γ4−N
ˆ
RN\B
µ2
2(µ+1)
(0)
∣∣∣ ∂w
∂yk
∣∣∣2ζ2j ( yγ + Pj)
= 2γ4−N
ˆ
RN
∣∣∣ ∂w
∂yk
∣∣∣2 +O(e−σµ),
since ˆ
RN
∣∣∣ ∂w
∂yk
∣∣∣2[ζ2j (yγ + Pj)− 1] =
ˆ
RN\Bµ−1
2
(0)
∣∣∣ ∂w
∂yk
∣∣∣2[ζ2( 2|y|
γ(µ− 1)
)
− 1
]
≤ C
ˆ
RN\Bµ−1
2
(0)
∣∣∣ ∂w
∂yk
∣∣∣2 ≤ C ˆ
RN\Bµ−1
2
(0)
e−2|y| ≤ Ce−σµ
and similarly, ˆ
RN\B
µ2
2(µ+1)
(0)
∣∣∣ ∂w
∂yk
∣∣∣2ζ2j (yγ + Pj) ≤ Ce−σµ
for some σ > 0.
On the other hand, from (2.4), we have
(2.5)
∣∣∣ ˆ
RN
( h1
h2
)( Djk,1
Djk,2
)∣∣∣ ≤ ∣∣∣ ˆ
RN
h1Djk,1
∣∣∣+ ∣∣∣ˆ
RN
h2Djk,2
∣∣∣ ≤ C‖h‖∗.
Setting D˜jk =
( ∂UPj
∂xk
∂VPj
∂xk
)
, and noting that D˜jk,1 = D˜jk,2, we have
(2.6)
ˆ
RN
L
( φ
ψ
)(Djk,1
Djk,2
)
=
ˆ
RN
L
(Djk,1
Djk,2
)( φ
ψ
)
=
ˆ
RN
( (∆D˜jk,1 + (β − 1)D˜jk,1 + 3U2PjD˜jk,1)ζj
(∆D˜jk,2 + (β − 1)D˜jk,2 + 3V 2Pj D˜jk,2)ζj
)( φ
ψ
)
+
ˆ
RN
(∆ζjD˜jk,1 + 2∇D˜jk,1 · ∇ζj
∆ζjD˜jk,2 + 2∇D˜jk,2 · ∇ζj
)( φ
ψ
)
+
ˆ
RN
(3U2
Pm
D˜jk,1ζj − 3U2PjD˜jk,1ζj
3V 2
Pm
D˜jk,2ζj − 3V
2
Pj
D˜jk,2ζj
)( φ
ψ
)
−ǫ
ˆ
RN
(P (x)D˜jk,1ζj
Q(x)D˜jk,1ζj
)( φ
ψ
)
.
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Now we estimate all the terms in the right side of (2.6). Firstly, since (UPj , VPj ) satisfies (1.10),
we find that the first term is equal to 0. The second term can be estimated as follows:∣∣∣ ˆ
RN
( ∆ζjD˜jk,1 + 2∇D˜jk,1 · ∇ζj
∆ζjD˜jk,2 + 2∇D˜jk,2 · ∇ζj
)( φ
ψ
)∣∣∣
=
∣∣∣ ˆ
B µ2
2(µ+1)
(0)\B µ−1
2
(0)
( ∆ζj( yγ + Pj) ∂w∂yk + 2∇ ∂w∂yk∇ζi( yγ + Pj)
∆ζj
(
y
γ + Pj
)
∂w
∂yk
+ 2∇ ∂w∂yk∇ζi
(
y
γ + Pj
) )( φ
ψ
)
γ4−N
∣∣∣
≤ Ce−
1
2σµ‖(φ, ψ)‖∗,
since ∣∣∣ ˆ
B
µ2
2(µ+1)
(0)\Bµ−1
2
(0)
∆ζj
(y
γ
+ Pj
) ∂w
∂yk
φ+ 2∇
∂w
∂yk
· ∇ζj
(y
γ
+ Pj
)
φ
∣∣∣
≤ C sup
x∈RN
|φF−1|
∣∣∣ ˆ
B
µ2
2(µ+1)
(0)\Bµ−1
2
(0)
m∑
l=1
e−νγ|
y
γ
+Pj−Pl|e−|y|
∣∣∣
≤ C sup
x∈RN
|φF−1|e−
1
2ηµ
ˆ
B
µ2
2(µ+1)
(0)\Bµ−1
2
(0)
e−|y| ≤ Ce−
1
2σµ sup
x∈RN
|φF−1|
and∣∣∣ˆ
B
µ2
2(µ+1)
(0)\Bµ−1
2
(0)
∆ζj
(y
γ
+ Pj
)
wykψ + 2∇wyk · ∇ζj
( y
γ
+ Pj
)
ψ
∣∣∣ ≤ Ce− 12σµ sup
x∈RN
|ψF−1|,
for some σ > 0. Similarly, we can deduce∣∣∣ǫ ˆ
RN
( P (x)D˜jk,1ζj
Q(x)D˜jk,1ζj
)( φ
ψ
)∣∣∣ ≤ Ce− 12σµ‖(φ, ψ)‖∗
and ∣∣∣ˆ
RN
( 3U2
Pm
D˜jk,1ζj − 3U2Pj D˜jk,1ζj
3V 2
Pm
D˜jk,2ζj − 3V 2Pj D˜jk,2ζj
)( φ
ψ
)∣∣∣
≤ C
ˆ
Bµ
2
(Pj)
( UPj ∑k 6=j UPk
VPj
∑
k 6=j VPk
)( φ
ψ
)
≤ Ce−
1
2σµ‖(φ, ψ)‖∗
for some σ > 0. So we can conclude that
(2.7) |cjk| ≤ C(e
− 12σµ‖(φ, ψ)‖∗ + ‖h‖∗).
Let now ϑ ∈ (0, 1). It is easy to check that the function F satisfies
L
( F
F
)
≤
1
2
(ϑ2 − 1)
( F
F
)
,
in RN \ ∪mj B(Pj , µ1/γ) if µ1 is large enough but independent of µ. Hence the function F can be
used as a barrier to prove the pointwise estimate (similar to (3.11) in [9])
(2.8) |(φ, ψ)| ≤ C
(∥∥∥L( φ
ψ
)∥∥∥
∗
+ sup
j
‖(φ, ψ)‖L∞(∂B(Pj ,µ1/γ))
)
F (x),
for all x ∈ RN \ ∪mj B(Pj , µ1/γ).
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Now we assume that there exist a sequence {µn} tending to ∞ and sequences {hn},
( φn
ψn
)
,
{cnjk} such that
‖hn‖∗ → 0, and ‖(φ
n, ψn)‖∗ = 1.
By (2.7), we can get ∥∥∥∑
j,k
cnjkDjk
∥∥∥
∗
→ 0.
Then (2.8) implies that there exists Pnj ∈ Ωm such that
(2.9) ‖(φn, ψn)‖L∞(B(Pn
j
,µn/2γ)) ≥ C,
for some constant C > 0. Using elliptic estimates with Ascoli-Arzela’s theorem, we can find a
subsequence of {Pnj } and we can extract, from the sequence (φ
n(·−Pnj ), ψ
n(·−Pnj )) a subsequence
which will converge (on compact sets) to (φ∞, ψ∞) a solution of
(2.10)
{
∆φ∞ + 3U
2φ∞ + (β − 1)ψ∞ = 0, in RN ,
∆ψ∞ + 3V
2ψ∞ + (β − 1)φ∞ = 0, in RN .
Moreover, recall that (φn, ψn) satisfies the orthogonal condition in (2.2). So,
(2.11)
ˆ
RN
(φ∞∇U + ψ∞∇V ) = 0.
By the non-degeneracy of (U, V ), we have (φ∞, ψ∞) ≡ (0, 0), which contradicts to (2.9). The proof
is complete.

Applying Proposition 2.2, we get the following result at once.
Proposition 2.3. Given 0 < ν < 1, there exist positive numbers ǫ0, µ0, C ≥ 0 such that for
all 0 < ǫ < ǫ0, µ ≥ µ0 and for any given h with ‖h‖∗ norm bounded, there is a unique solution(( φ
ψ
)
, {cjk}
)
to problem (2.2). Furthermore,
(2.12) ‖(φ, ψ)‖∗ ≤ C‖h‖∗.
Proof. Consider the space
H =
{
(u, v) ∈ H
∣∣∣ 〈( u
v
)
,
( Djk,1
Djk,2
)〉
= 0, Pm ∈ Ωm
}
.
Since the problem (2.2) can be rewritten as
(2.13)
( φ
ψ
)
+
( K1 K
K K2
)( φ
ψ
)
= h¯ in H,
where h is defined by duality and K,K1,K2 : H → H are linear compact operators. By Fredholm’s
alternative theorem, we know that (2.13) has a unique solution for each h¯ is equivalent to showing
that the system has a unique solution for h¯ = 0, which in turn follows from Proposition 2.2. This
concludes the proof of Proposition 2.3.

LINEARLY COUPLED SCHRÖDINGER SYSTEMS 9
In the following, if (φ, ψ) is the unique solution given by Proposition 2.3, we denote
(2.14) (φ, ψ) = A(h)
and (2.12) yields
(2.15) ‖A(h)‖∗ ≤ C‖h‖∗.
Now we reduce (1.1) to a finite-dimensional one. For large µ and fixed Pm ∈ Ωm, we are
going to find a function {(φPm , ψPm)} such that for some {cjk}, j = 1, · · · ,m, k = 1, · · · , N , the
following nonlinear projected problem holds true
(2.16)

( ∆(UPm + φPm)− (1 + ǫP (x))(UPm + φPm) + (UPm + φPm)3 + β(VPm + ψPm)
∆(VPm + ψPm)− (1 + ǫQ(x))(VPm + ψPm) + (VPm + ψPm)
3 + β(UPm + φPm)
)
=
( ∑m
j=1
∑N
k=1 cjkDjk,1,∑m
i=1
∑N
k=1 cjkDjk,2
)
,
〈( φPm
ψPm
)
,
( Djk,1
Djk,2
)〉
= 0 for j = 1, · · · ,m, k = 1, · · · , N.
It is obvious that the first system in (2.16) can be rewritten as
(2.17) L
( φPm
ψPm
)
= −G
( UPm
VPm
)
+M
( φPm
ψPm
)
+
m∑
j=1
N∑
k=1
cjk
( Djk,1
Djk,2
)
,
where
(2.18) M
( φPm
ψPm
)
=
( (UPm + φPm)3 − U3Pm − 3U2PmφPm
(VPm + ψPm)
3 − V 3Pm − 3V
2
Pm
ψPm
)
.
Now we come to the main result in this section.
Proposition 2.4. There exist positive numbers µ0, C and σ > 0 such that for all µ > µ0, and
for any Pm ∈ Ωm, ǫ < e−2µ, there is a unique solution
(( φPm
ψPm
)
, {cjk}
)
to problem (2.16).
Furthermore, (φPm , ψPm) is C
1 × C1 in Ωm and
(2.19) ‖(φPm , ψPm)‖∗ ≤ Ce
−σµ, |cj,k| ≤ Ce
−σµ.
In order to apply the contraction theorem to prove Proposition 2.4, firstly we have to obtain
the following two lemmas.
Lemma 2.5. Assume that 0 < ν < 1. For µ large enough, and any Pm ∈ Ωm, ǫ < e−2µ, we have
(2.20)
∥∥∥G( UPm
VPm
)∥∥∥
∗
≤ Ce−σµ
for some constants σ and C independent of µ, m and Pm.
Proof. Using the system (1.10) satisfied by (UPj , VPj ), j = 1, · · · ,m , we have
G
( UPm
VPm
)
=
( ∆UPm − (1 + ǫP (x))UPm + U3Pm + βVPm
∆VPm − (1 + ǫQ(x))VPm + V
3
Pm
+ βUPm
)
=
( U3Pm −∑mj=1 U3Pj
V 3Pm −
∑m
j=1 V
3
Pj
)
−
( ǫP (x)UPm
ǫQ(x)VPm
)
.
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Fix k ∈ {1, · · · ,m} and consider the region |x− Pk| ≤ µ/2γ. In this region, we have∣∣∣U3Pm − m∑
j=1
U3Pj
∣∣∣ = ∣∣∣U3Pm − U3Pk −∑
j 6=k
U3Pj
∣∣∣ ≤ C∣∣∣U2Pk∑
j 6=k
UPj +
∑
j 6=k
U3Pj
∣∣∣
≤ C
(
e−
1
2µe−2γ|x−Pk| + e−
3
2µ
)
≤ Ce−σµe−νγ|x−Pk|
and similarly, ∣∣∣V 3Pm − m∑
j=1
V 3Pj
∣∣∣ ≤ Ce−σµe−νγ|x−Pk|
for a proper choice of σ > 0. Consider the region |x− Pk| > µ/2γ for all k ∈ {1, · · · ,m}. We have∣∣∣U3Pm − m∑
j=1
U3Pj
∣∣∣ ≤ C m∑
k=1
U3Pk ≤ C
m∑
k=1
e−3γ|x−Pk|
≤ C
m∑
k=1
e−νγ|x−Pk|e−(3−ν)γ|x−Pk| ≤ Ce−σµ
m∑
k=1
e−νγ|x−Pk|
and ∣∣∣V 3Pm − m∑
j=1
V 3Pj
∣∣∣ ≤ Ce−σµ m∑
k=1
e−νγ|x−Pk|
for a proper choice of σ > 0. Now, under the assumption on ǫ, it is easy to see that
|ǫP (x)UPm | ≤ Ce
−σµ
m∑
k=1
e−νγ|x−Pk|
and
|ǫQ(x)VPm | ≤ Ce
−σµ
m∑
k=1
e−νγ|x−Pk|.
Thus using the above estimates, we have∥∥∥G( UPm
VPm
)∥∥∥
∗
≤ Ce−σµ
for some σ > 0. 
Letting r > 0, define
B =
{
(φ, ψ) ∈ H : ‖(φ, ψ)‖∗ ≤ re
−σµ,
〈( φ
ψ
)
,
( Djk,1
Djk,2
)〉
= 0
}
.
Lemma 2.6. For any Pm ∈ Ωm, if (φ, ψ) ∈ B, we have
(2.21)
∥∥∥M( φ
ψ
)∥∥∥
∗
≤ Ce−σµ
for some constants σ and C independent of µ, m and Pm.
Proof. By direct computation and the mean-value theorem, we have
|(UPm + φ)
3 − U3Pm − 3U
2
Pm
φ| ≤ C(|φ|2 + |φ|3)
and
|(VPm + ψ)
3 − V 3Pm − 3V
2
Pm
ψ| ≤ C(|ψ|2 + |ψ|3).
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As a result, ∥∥∥M( φ
ψ
)∥∥∥
∗
≤ C‖φ‖∗(|φ|+ φ
2) + C‖ψ‖∗(|ψ|+ ψ
2)
≤ C
(
‖φ‖2∗ + ‖φ‖
3
∗
)
+ C(‖ψ‖2∗ + ‖ψ‖
3
∗)
≤ C(r2e−2σµ + r3e−3σµ) ≤ Ce−σµ
for a proper σ independent of µ,m and Pm.

Now we are in position to prove Proposition 2.4.
Proof of Proposition 2.4. We will use the contraction mapping theorem to prove it. Notice
that (φPm , ψPm) solves (2.16) if and only if( φPm
ψPm
)
= A
(
G
( UPm
VPm
)
+M
( φPm
ψPm
))
,
where A is the operator given by (2.14). In other words, (φPm , ψPm) solves (2.16) if and only if
(φPm , ψPm) is a fixed point for the operator
T
( φ
ψ
)
=: A
(
G
( UPm
VPm
)
+M
( φ
ψ
))
.
We will prove that T is a contraction mapping from B to itself. On one hand, by (2.15),
Lemmas 2.5 and 2.6, we have for any (φ, ψ) ∈ B,∥∥∥T ( φ
ψ
)∥∥∥
∗
≤ C
∥∥∥G( UPm
VPm
)
+M
( φ
ψ
)∥∥∥
∗
≤ Ce−σµ.
On the other hand, taking
( φ1
ψ1
)
and
( φ2
ψ2
)
in B, we have
M
( φ1
ψ1
)
−M
( φ2
ψ2
)
=
( (UPm + φ1)3 − (UPm + φ2)3 − 3U2Pm(φ1 − φ2)
(VPm + ψ1)
3 − (VPm + ψ2)
3 − 3V 2Pm(ψ1 − ψ2)
)
,
∣∣(UPm + φ1)3 − (UPm + φ2)3 − 3U2Pm(φ1 − φ2)∣∣
=
∣∣(φ1 − φ2)(3UPm(φ1 + φ2) + φ21 + φ1φ2 + φ22)∣∣
≤ C|φ1 − φ2| (|φ1|+ |φ2|)
and
|(VPm + ψ1)
3 − (VPm + ψ2)
3 − 3V 2Pm(ψ1 − ψ2)| ≤ C|ψ1 − ψ2|(|ψ1|+ |ψ2|).
So we can infer that∥∥∥T ( φ1
ψ1
)
− T
( φ2
ψ2
)∥∥∥
∗
≤ C
∥∥∥M( φ1
ψ1
)
−M
( φ2
ψ2
)∥∥∥
∗
≤ C‖φ1 − φ2‖∗(‖φ1‖∗ + ‖φ2‖∗) + C‖ψ1 − ψ2‖∗(‖ψ1‖∗ + ‖ψ2‖∗)
≤
1
2
(‖φ1 − φ2‖∗ + ‖ψ1 − ψ2‖∗)
=
1
2
∥∥∥( φ1
ψ1
)
−
( φ2
ψ2
)∥∥∥
∗
.
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This means that T is a contraction mapping from B to itself. By the contraction mapping theorem,
there exists a unique
( φPm
ψPm
)
∈ B such that (2.16) holds. So,
∥∥∥( φPm
ψPm
)∥∥∥
∗
=
∥∥∥T ( φPm
ψPm
)∥∥∥
∗
≤ Ce−σµ.
Furthermore, combing (2.7), (2.20) and (2.21), we find
|cj,k| ≤ Ce
−σµ.

3. A secondary Liapunov-Schmidt reduction
In this section, we prove a key estimate on the difference between the solutions in the m-th
step and the (m + 1)-th step. This second Liapunov-Schmidt reduction has been used in [8, 9].
For Pm ∈ Ωm, we denote ( uPm
vPm
)
:=
( UPm + φPm
VPm + ψPm
)
,
where
( φPm
ψPm
)
is the unique solution given by Proposition 2.4.
We now write
(3.1)
(uPm+1
vPm+1
)
=
(uPm
vPm
)
+
(UPm+1
VPm+1
)
+ ϕm+1 =
( U¯
V¯
)
+
(ϕm+1,1
ϕm+1,2
)
,
where
( U¯
V¯
)
=
( uPm
vPm
)
+
( UPm+1
VPm+1
)
.
By Proposition 2.4, we can easily derive that
(3.2) ‖(ϕm+1,1, ϕm+1,2)‖∗ ≤ Ce
−σµ.
But the estimate is not sufficient, we need a key estimate for
( ϕm+1,1
ϕm+1,2
)
which will be given later.
In the following we will always assume that ν > 12 .
Lemma 3.1. Letting µ and ǫ be as in Proposition 2.4, then it holds
(3.3)
ˆ
RN
(
|∇ϕm+1,1|
2 + |ϕm+1,1|
2 + |∇ϕm+1,2|
2 + |ϕm+1,2|
2
)
≤ Ce−σµ
m∑
j=1
w(γ|Pm+1 − Pj |) + Cǫ
2
[(ˆ
RN
(
|P (x)|UPm+1 + |Q(x)|VPm+1
) )2
+
ˆ
RN
(
|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1
) ]
for some C > 0, σ > 0 independent of µ,m and Pm+1 ∈ Ωm+1.
Proof. To prove (3.3), we need to perform a further decomposition. From the non-degeneracy
result of (U, V ), we know that there are finitely many positive eigenvalues to the following linearized
operators
(3.4)
( ∆ηl,1 + (β − 1)ηl,1 + 3U2ηl,1
∆ηl,2 + (β − 1)ηl,2 + 3V 2ηl,2
)
= λl
( ηl,1
ηl,2,
)
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and the eigenfunctions φl are exponential decay. Assume that λl > 0 for l = 1, · · · ,K, and it
is easy to see that ηl,1 = ηl,2. Let ωjl = ζjηl(γ(x − Pj)), where ζj is given in Section 2 and
ηl =
( ηl,1
ηl,2
)
.
It follows from (3.1) that
ϕm+1 =
( uPm+1
vPm+1
)
−
( uPm
vPm
)
−
( UPm+1
VPm+1
)
and then
(3.5) L¯ϕm+1 = −G¯+
m+1∑
j=1
N∑
k=1
cjkDjk for some cjk,
where
L¯
( ϕm+1,1
ϕm+1,2
)
=
( ∆ϕm+1,1 − (1 + ǫP (x))ϕm+1,1 + 3U˜2ϕm+1,1 + βϕm+1,2
∆ϕm+1,2 − (1 + ǫQ(x))ϕm+1,2 + 3V˜
2ϕm+1,2 + βϕm+1,1
)
,
3U˜2 =

(U¯ + ϕm+1,1)
3 − U¯3
ϕm+1,1
, if ϕm+1,1 6= 0,
3U¯2, if ϕm+1,1 = 0,
3V˜ 2 =

(V¯ + ϕm+1,2)
3 − V¯ 3
ϕm+1,2
, if ϕm+1,2 6= 0,
3V¯ 2, if ϕm+1,2 = 0
and
G¯ =
( U¯3 − u3Pm − U3Pm+1
V¯ 3 − v3Pm − V
3
Pm+1
)
− ǫ
( P (x)UPm+1
Q(x)VPm+1
)
.
We proceed the proof into a few steps. First we estimate the L2 norm of G¯. Notice that
(3.6)
ˆ
RN
∣∣U¯3 − u3Pm − U3Pm+1∣∣2 ≤ C ˆ
RN
(
u4PmU
2
Pm+1 + u
2
Pm
U4Pm+1
)
≤ C
ˆ
RN
(
U4PmU
2
Pm+1 + φ
4
Pm
U2Pm+1 + U
2
Pm
U4Pm+1 + φ
2
Pm
U4Pm+1
)
.
Then similar to [8], we have
(3.7) ‖G¯‖
2
L2(RN ) ≤ Ce
−σµ
m∑
j=1
w(γ|Pm+1 − Pj |) + ǫ
2
ˆ
RN
(|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1).
Now we decompose ϕm+1 as
(3.8) ϕm+1 = Φ+
m+1∑
j=1
K∑
l=1
rjlωjl +
m+1∑
j=1
N∑
k=1
djkDjk
for some rjl, djk such that
(3.9) 〈Φ, ωjl〉 = 〈Φ, Djk〉 = 0, j = 1, · · · ,m+ 1, k = 1, · · · , N, l = 1, · · · ,K.
Since
ϕm+1 =
( φPm+1
ψPm+1
)
−
( φPm
ψPm ,
)
,
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we have for j = 1, · · · ,m,
djk = 〈ϕm+1, Djk〉+
K∑
l=1
rjl 〈ωjl, Djk〉
=
〈( φPm+1
ψPm+1
)
−
( φPm
ψPm
)
, Djk
〉
+
K∑
l=1
rjl 〈ωjl, Djk〉
=
K∑
l=1
rjl 〈ωjl, Djk〉 = Ce
−σµ
K∑
l=1
rjl,
where we use the fact that
〈ωjl, Djk〉 =
ˆ
RN
( ωjl,1
ωjl,2
)( Djk,1
Djk,2
)
≤ C
ˆ
B µ
2γ
(Pj)
ζ2j ηl,1(γ(x− Pj))
∂UPj
∂xk
≤ C
ˆ
B µ
2γ
(Pj)
e−2γ|x−Pj| ≤ Ce−σµ.
For j = m+ 1, there holds
dm+1,k = 〈ϕm+1, Dm+1,k〉+
K∑
l=1
rm+1,l 〈φm+1,l, Dm+1,k〉
=
〈( φPm+1
ψPm+1
)
−
( φPm
ψPm
)
, Dm+1,k
〉
+
K∑
l=1
rm+1,l 〈ωm+1,l, Dm+1,k〉
= −
〈( φPm
ψPm
)
, Dm+1,k
〉
+
K∑
l=1
rm+1,l 〈ωm+1,l, Zm+1,k〉 ,
where we used the orthogonality conditions satisfied by
( φPm
ψPm
)
and
( φPm+1
ψPm+1
)
.
By the definition of Djk, we have〈( φPm
ψPm
)
, Dm+1,k
〉
=
ˆ
RN
(
φPmζm+1
∂UPm+1
∂xk
+ ψPmζm+1
∂VPm+1
∂xk
)
≤ Ce−σµ
ˆ
RN
m∑
j=1
e−νγ|x−Pj|e−νγ|x−Pm+1|e−(1−ν)γ|x−Pm+1|
≤ Ce−σµ
m∑
j=1
e−νγ|Pm+1−Pj |.
So we can deduce that
(3.10)

|dm+1,k| ≤ Ce
−σµ
m∑
j=1
e−νγ|Pm+1−Pj | + Ce−σµ
K∑
l=1
rm+1,l,
|djk| ≤ Ce−σµ
K∑
l=1
rjl for j = 1, · · · ,m.
It follows from (3.8) that (3.5) can be rewritten as
(3.11) L¯Φ +
m+1∑
j=1
K∑
l=1
rjlL¯ωjl +
m+1∑
j=1
N∑
k=1
djkL¯Djk = −G¯+
m+1∑
j=1
N∑
k=1
cjkDjk.
LINEARLY COUPLED SCHRÖDINGER SYSTEMS 15
To estimate the coefficients rjl, l ∈ {1, · · ·K}, multiplying (3.11) by ωjl and integrating over RN ,
we have
(3.12)
rjl
〈
L¯ωjl, ωjl
〉
= −
N∑
k=1
djk
〈
L¯Djk, ωjl
〉
−
〈
G¯, ωjl
〉
−
∑
s6=l
rjs
〈
L¯ωjs, ωjl
〉
+
N∑
k=1
cjk 〈Djk, ωjl〉 −
〈
L¯Φ, ωjl
〉
.
By the definition of G¯, it is easy to verify that for j = 1, · · · ,m,
|
〈
G¯, ωjl
〉
| ≤ Ce−σµe−νγ|Pm+1−Pj | +
∣∣∣〈( ǫP (x)UPm+1
ǫQ(x)VPm+1
)
,
( ωjl,1
ωjl,2
)〉∣∣∣,
since ˆ
RN
(
U¯3 − u3Pm − U
3
Pm+1
)
ωjl,1 ≤
ˆ
B µ
2γ
(Pj)
(
u2PmUPm+1 + uPmU
2
Pm+1
)
ζjηl,1(γ(x− Pj))
≤ Ce−σµe−νγ|Pm+1−Pj |.
Similarly, one has∣∣ 〈G¯, ωm+1,l〉 ∣∣ ≤ Ce−σµ m∑
j=1
e−νγ|Pm+1−Pj | +
∣∣∣〈( ǫP (x)UPm+1
ǫQ(x)VPm+1
)
,
( ωm+1,l,1
ωm+1,l,2
)〉∣∣∣.
Moreover, from (2.7) ,we have
(3.13)
∣∣∣ N∑
k=1
cjk 〈Djk, ωjl〉
∣∣∣ ≤ C|cjk| ≤ Ce−σµ + C‖G¯‖∗ ≤ Ce−σµ
and
|
〈
L¯Φ, ωjl
〉
| = |
〈
L¯ωjl,Φ
〉
| ≤ Ce−σµ‖Φ‖H1(B µ
2γ
(Pj)).
Using system (3.4), we can deduce〈
L¯ωjl, ωjs
〉
= δlsλs 〈ηl, ηs〉+O(e
−σµ).
So, from the above estimates, we can infer that
(3.14)

|rm+1,l| ≤ Ce−σµ
m∑
j=1
e−νγ|Pm+1−Pj | + Ce−σµ‖Φ‖H1(B µ
2γ
(Pm+1))
+C
∣∣∣〈( ǫP (x)UPm+1
ǫQ(x)VPm+1
)
,
( ωm+1,l,1
ωm+1,l,2
)〉∣∣∣,
|ri,l| ≤ Ce−σµe−νγ|Pm+1−Pj | + Ce−σµ‖Φ‖H1(B µ
2γ
(Pj))
+C
∣∣∣〈( ǫP (x)UPm+1
ǫQ(x)VPm+1
)
,
( ωjl,1
ωjl,2
)〉∣∣∣
and then
(3.15)

|dk+1,j | ≤ Ce−σµ
m∑
j=1
e−νγ|Pm+1−Pj | + Ce−σµ‖Φ‖H1(B µ
2γ
(Pm+1)),
|di,j | ≤ Ce
−σµe−νγ|Pm+1−Pj | + Ce−σµ‖Φ‖H1(B µ
2γ
(Pj))
for j = 1, · · · ,m, k = 1, · · · , N, l = 1, · · · ,K.
16 CHUN-HUA WANG, JING YANG
Finally we need to estimate Φ. Multiplying (3.11) by Φ and integrating over RN , we have
(3.16)
〈
L¯Φ,Φ
〉
= −
〈
G¯,Φ
〉
−
m+1∑
j=1
N∑
k=1
djk
〈
L¯Djk,Φ
〉
−
m+1∑
j=1
K∑
l=1
rjl
〈
L¯ωjl,Φ
〉
.
We claim that
(3.17) −
〈
L¯Φ,Φ
〉
≥ c0‖Φ‖
2
H1(RN )
for some constant c0 > 0 (independent of Pm+1).
Indeed, since the approximate solution is exponentially decaying away from the point Pj , we
have
(3.18)
ˆ
RN\∪jB µ
2γ
(Pj)
(L¯Φ)Φ ≥
1
2
ˆ
RN\∪jB µ
2γ
(Pj)
(
|∇Φ1|
2 +Φ21 + |∇Φ2|
2 +Φ22
)
.
So we only need to prove (3.18) in the domain ∪jB µ
2γ
(Pj). Here we prove it by contradiction.
Assume that there exist a sequence µn → +∞, and Pnj such that as n→∞,
(3.19)
ˆ
Bµn
2γ
(Pn
j
)
(
|∇Φn1 |
2 + |Φn1 |
2 + |∇Φn2 |
2 + |Φn2 |
2
)
= 1
and
(3.20)
ˆ
Bµn
2γ
(Pn
j
)
(L¯Φn)Φn → 0.
Then we can extract from the sequence Φn(x− Pnj ) a subsequence which will converge weakly in
H to Φ∞ satisfying ˆ
RN
(
|∇Φ∞,1|
2 +Φ2∞,1 − 3U
2Φ2∞,1 − βΦ∞,2Φ∞,1
)
+
ˆ
RN
(
|∇Φ∞,2|
2 +Φ2∞,2 − 3V
2Φ2∞,2 − βΦ∞,1Φ∞,2
)
= 0
and from (3.9), we can find that〈
Φ∞,
( ηl,1
ηl,2
)〉
=
〈
Φ∞,
( ∂U
∂xk
∂V
∂xk
)〉
= 0
for l = 1, · · · ,K, k = 1, · · · , N . So we infer that Φ∞ = 0. Hence
Φn ⇀ 0 weakly in H.
As a result, as n→∞,ˆ
Bµn
2γ
(Pn
j
)
[
3U˜2(Φn1 )
2 + βΦn2Φ
n
1 + 3V˜
2(Φn2 )
2 + βΦn1Φ
n
2
]
→ 0
and then by (3.20), one has as n→ +∞,
‖Φn‖
H1
(
B µn
2γ
(Pn
j
)
) → 0,
which contradicts to (3.19). Thus (3.17) holds.
It follows from (3.16) and (3.17) that
(3.21)
‖Φ‖2H1(RN ) ≤ C
(∑
jk
|djk||
〈
L¯Djk,Φ
〉
|+
∑
jl
|rjl||
〈
L¯ωjl,Φ
〉
|+ |
〈
G¯,Φ
〉
|
)
≤ C
(∑
jk
|djk|‖Φ‖H1(B µ
2γ
(Pj)) +
∑
jl
|rjl|‖Φ‖H1(B µ
2γ
(Pj)) + ‖G¯‖L2(RN )‖Φ‖H1(RN )
)
.
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Using (3.21), (3.8), (3.14) and (3.15), we get that
(3.22)
‖ϕm+1‖H1(RN ) ≤ C
{
e−σµ
m∑
j=1
e−νγ|Pj−Pm+1| +
ˆ
RN
ǫ
(
|P (x)|UPm+1 + |Q(x)|VPm+1
)
+
(ˆ
RN
ǫ2
(
|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1
)) 1
2
+
(
e−σµ
m∑
j=1
w(γ|Pj − Pm+1|)
) 1
2
}
.
Since we choose ν > 1/2, we have
(3.23)
( m∑
j=1
e−νγ|Pj−Pm+1|
)2
≤ C
m∑
j=1
w(γ|Pj − Pm+1|).
From (3.22) and (3.23), we infer that
(3.24)
‖ϕm+1‖H1(RN ) ≤ C
{(
e−σµ
m∑
j=1
w(γ|Pj − Pm+1|)
) 1
2
+
(ˆ
RN
ǫ2(|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1)
) 1
2
+
ˆ
RN
ǫ
(
|P (x)|UPm+1 + |Q(x)|VPm+1
)}
.
Furthermore, from the estimates (3.10) and (3.14), and taking into consideration that ζj is supposed
in B µ
2γ
(Pj), using Hölder inequality, we can get an accurate estimate on ϕm+1,
(3.25)
‖ϕm+1‖H1(RN ) ≤ C
{(
e−σµ
m∑
j=1
w(γ|Pj − Pm+1|)
) 1
2
+
(ˆ
RN
ǫ2(|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1)
) 1
2
+
m∑
j=1
( ˆ
B µ
2γ
(Pj)
ǫ2|P (x)|2U2Pm+1
) 1
2
+
m∑
j=1
(ˆ
B µ
2γ
(Pj)
ǫ2|Q(x)|2V 2Pm+1
) 1
2
}
.
This concludes the proof of Lemma 3.1.

4. Proof of our main result
In this section, first we study a maximization problem, then we prove our main result.
Fixing Pm ∈ Ωm, we define a new functional
(4.1) N (Pm) = J(upm , vPm) : Ωm → R
and
(4.2) Rm := sup
Pm∈Ωm
N (Pm).
Observe that N (Pm) is continuous in Pm. We will prove below that the maximization problem
has a solution. Let N (P¯m) be the maximum where P¯m = (P¯1, · · · , P¯m) ∈ Ω¯m, that is
N (P¯m) = max
Pm∈Ωm
N (Pm)
and we denote the corresponding solution by uP¯m .
First we give a lemma which will be used later.
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Lemma 4.1. (see Lemma 2.4, [8]) For |Pj − Pk| ≥
µ
γ large, we haveˆ
RN
w3(γ(x− Pj))w(γ(x − Pk)) = (γ1 + o(1))w(γ|Pj − Pk|)
for some σ > 0 independent of large µ and
γ1 =
ˆ
RN
w3(x)e−y1 > 0.
Now we prove that the maximum can be attained at finite points for each Rm.
Lemma 4.2. Assume that (K1), (K2) and the assumptions in Proposition 2.4 hold. Then for all
m:
(i) There exists Pm ∈ Ωm such that
Rm = N (Pm);
(ii) There holds
Rm+1 > Rm + I(U, V ),
where I(U, V ) is the energy of (U, V ),
I(U, V ) =
1
2
ˆ
RN
(
|∇U |2 + |∇V |2
)
+
1− β
2
ˆ
RN
(
U2 + V 2
)
−
1
4
ˆ
RN
(
U4 + V 4
)
.
Proof. Here we follow the proofs in [8, 13] and we need to use the estimate in Lemma 4.1. To
prove this lemma, we divide the proof into the following two steps.
Step 1: We first show that R1 > I(U, V ) and R1 can be attained at finite points. Similar to
the proof of Lemma 3.1, we have
(4.3) ‖(φP , ψP )‖H1(RN ) ≤ Cǫ
(ˆ
RN
(
|P (x)|2U2P + |Q(x)|
2V 2P
)) 1
2
for some C > 0 independent of P .
Assuming that |P | → +∞, by UP = VP , we have
J(uP , vP ) =
1
2
ˆ
RN
(|∇(UP + φP )|
2 + (1 + ǫP (x))(UP + φP )
2)
+
1
2
ˆ
RN
(|∇(VP + ψP )|
2 + (1 + ǫQ(x))(VP + ψP )
2)
−
1
4
ˆ
RN
((UP + φP )
4 + (VP + ψP )
4)− β
ˆ
RN
(UP + φP )(VP + ψP )
≥ I(UP , VP ) +
ǫ
2
ˆ
RN
(P (x)U2P +Q(x)V
2
P )− C‖((ǫP (x)UP , ǫQ(x)VP )‖
2
L2(RN )
≥ I(UP , VP ) +
ǫ
4
ˆ
RN
(P (x)U2P +Q(x)V
2
P )
≥ I(UP , VP ) +
ǫ
4
ˆ
Bµ
2
(P )
(P (x)U2P +Q(x)V
2
P )
−
1
4
sup
B |P |
4
(0)
(U
3
2
P + V
3
2
P )
ˆ
supp(γ2(P (x)+Q(x)))−
(|P (x)|U
1
2
P + |Q(x)|V
1
2
P )
≥ I(UP , VP ) +
ǫ
4
ˆ
Bµ
2
(P )
(P (x)U2P +Q(x)V
2
P )−O
(
ǫe−
9γ
8 |P |
)
.
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By the slow decay assumption (K2), we have
ǫ
4
ˆ
Bµ
2
(P )
(P (x)U2P +Q(x)V
2
P )−O(ǫe
− 9γ8 |P |) > 0.
So we can deduce that
(4.4) R1 ≥ J(UP , VP ) > I(U, V ).
Let us prove now that R1 can be attained at finite points. Let {Pj} be a sequence such that
lim
j→∞
N (Pj) = R1, and assume that |Pj | → ∞ as j → ∞. Then from the system satisfied by
(UPj , VPj ), we have
J(uPj , vPj ) =
1
2
ˆ
RN
(|∇(UPj + φPj )|
2 + (1 + ǫP (x))(UPj + φPj )
2)
+
1
2
ˆ
RN
(|∇(VPj + ψPj )|
2 + (1 + ǫQ(x))(VPj + ψPj )
2)
−
1
4
ˆ
RN
((UPj + φPj )
4 + (VPj + ψPj )
4)− β
ˆ
RN
(UPj + φPj )(VPj + ψPj )
= I(UPj , VPj ) +
ǫ
2
ˆ
RN
(P (x)U2Pj +Q(x)V
2
Pj ) +
1
2
ˆ
RN
(|∇φPj |
2 + φ2Pj )
+
1
2
ˆ
RN
(|∇ψPj |
2 + ψ2Pj ) + ǫ
ˆ
RN
(P (x)UPjφPj +Q(x)VPjψPj )
+
ǫ
2
ˆ
RN
(P (x)φ2Pj +Q(x)ψ
2
Pj )−
3
2
ˆ
RN
(U2Pjφ
2
Pj + V
2
Pjψ
2
Pj )
−
ˆ
RN
(U2Pjφ
2
Pj + V
2
Pjψ
2
Pj )−
1
4
ˆ
RN
(φ4Pj + ψ
4
Pj )− β
ˆ
RN
φPjψPj
≤ I(UPj , VPj ) +
ǫ
2
ˆ
RN
(P (x)U2Pj +Q(x)V
2
Pj ) +O(‖(φPj , ψPj )‖
2
H1(RN )).
By the decay assumptions on P (x), Q(x) and (4.3), we have as |Pj | → ∞,
ǫ
2
ˆ
RN
(P (x)U2Pj +Q(x)V
2
Pj ) +O(‖(φPj , ψPj )‖
2
H1(RN ))→ 0.
So it follows that
(4.5) R1 = lim
j→∞
N (Pj) ≤ I(U, V ),
which yields a contradiction to (4.4). Then R1 can be attained at finite points.
Step 2: Assume that there exists P¯m = (P¯1, · · · , P¯m) ∈ Ωm such that Rm = N (P¯m). Next,
we prove that there exists Pm+1 ∈ Ωm+1 such that Rm+1 can be attained. Let (Pn1 , · · · , P
n
m+1)
be a sequence such that
(4.6) Rm+1 = lim
n→∞
N (Pn1 , · · · , P
n
m+1).
We claim that (Pn1 , · · · , P
n
m+1) is bounded. Here we prove it by an indirect method. Without loss
of generality, we assume that |Pnm+1| → ∞ as n → ∞. In the following, we omit the index n for
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simplicity. Noting that from UPm+1 = VPm+1 and Lemma 3.1, we have
(4.7)
J(uPm+1 , vPm+1) = J
((uPm
vPm
)
+
(UPm+1
VPm+1
)
+
(ϕm+1,1
ϕm+1,2
))
= J
((uPm
vPm
)
+
(UPm+1
VPm+1
))
+
m∑
j=1
N∑
k=1
cjk
ˆ
RN
Djkϕm+1 −
〈
G¯, ϕm+1
〉
+O(‖ϕm+1‖2H1(RN ))
= J
((uPm
vPm
)
+
(UPm+1
VPm+1
))
+O
{
e−σµ
m∑
j=1
w(γ|Pm+1 − Pj |)
+ǫ2
ˆ
RN
(|P (x)|2U2m+1 + |Q(x)|
2V 2m+1) +
(
ǫ
ˆ
RN
(
|P (x)|Um+1 + |Q(x)|Vm+1
))2}
.
Next we estimate J
(( uPm
vPm
)
+
( UPm+1
VPm+1
))
. By direct computation, we can find
(4.8)
J
((uPm
vPm
)
+
(UPm+1
VPm+1
))
= J
(uPm
uPm
)
+ I(UPm+1 , VPm+1) +
ˆ
RN
(∇uPm∇UPm+1 +∇vPm∇VPm+1)
+
ˆ
RN
((1 + ǫP (x))uPmUPm+1 + (1 + ǫQ(x))vPmVPm+1)−
ˆ
RN
u3PmUPm+1
−
ˆ
RN
v3PmVPm+1 − β
ˆ
RN
(uPmVPm+1 + vPmUPm+1)
−
1
4
ˆ
RN
(6u2PmU
2
Pm+1 + 4uPmU
3
Pm+1)−
1
4
ˆ
RN
(6v2PmV
2
Pm+1 + 4vPmV
3
Pm+1)
+
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1)
= J
(uPm
uPm
)
+ I(UPm+1 , VPm+1) +
m∑
j=1
N∑
k=1
cjk
〈
Djk,
(UPm+1
VPm+1
)〉
+
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1)−
1
4
ˆ
RN
(6u2PmU
2
Pm+1 + 6v
2
Pm
V 2Pm+1)
−
ˆ
RN
(uPmU
3
Pm+1 + vPmV
3
Pm+1).
By (3.13) and the definition of Djk, we have
(4.9)
m∑
j=1
N∑
k=1
cjk
〈
Djk,
(UPm+1
VPm+1
)〉
≤ Ce−σµ
m∑
j=1
w(γ|Pm+1 − Pj |).
Similar to (3.7), we can also get
ˆ
RN
(u2PmU
2
Pm+1 + v
2
Pm
V 2Pm+1) ≤ Ce
−σµ
m∑
j=1
w(γ|Pm+1 − Pj |).
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Moreover, by Lemma 4.1, we find
ˆ
RN
(uPmU
3
Pm+1 + vPmV
3
Pm+1) = 2
ˆ
RN
m∑
j=1
U3Pm+1UPj +
ˆ
RN
(U3Pm+1φPm + V
3
Pm+1ψPm)
=
ˆ
RN
(U3Pm+1φPm + V
3
Pm+1ψPm) + 2γ
4γ1
m∑
j=1
w(γ|Pm+1 − Pj |) +O(e
−σµ)
m∑
j=1
w(γ|Pm+1 − Pj |).
Therefore it follows from (4.8) that
(4.10)
J
((uPm
vPm
)
+
(UPm+1
VPm+1
))
≤ J
(uPm
vPm
)
+ I(UPm+1 , VPm+1) +
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1)
−
ˆ
RN
(U3Pm+1φPm + V
3
Pm+1ψPm)− 2γ
4γ1
k∑
i=1
w(γ|Pm+1 − Pj |)
+O(e−σµ
k∑
i=1
w(γ|Pm+1 − Pj |)).
Since UPm = VPm , by systems (1.10) and (2.16), we see that
ˆ
RN
(U3Pm+1φPm + V
3
Pm+1ψPm) =
ˆ
RN
{(
−∆+ (1 − β)
)( UPm+1
VPm+1
)}( φPm
ψPm
)
=
ˆ
RN
{
(−∆+ (1− β))
( φPm
ψPm
)}( UPm+1
VPm+1
)
=
ˆ
RN

m∑
j=1
N∑
k=1
cjkDjk,1 −
( m∑
j=1
U3Pj − u
3
Pm
)
m∑
j=1
N∑
k=1
cjkDjk,2 −
( m∑
j=1
V 3Pj − v
3
Pm
)

( UPm+1
VPm+1
)
−
ˆ
RN
( ǫP (x)uPm
ǫQ(x)vPm
)( UPm+1
VPm+1
)
.
Using (2.19), we have∣∣∣ˆ
RN
ǫP (x)uPmUPm+1
∣∣∣ = ∣∣∣ˆ
RN
ǫP (x)
( m∑
j=1
UPj + φPm
)
UPm+1
∣∣∣
≤ Ce−σµ
ˆ
RN
|P (x)|
m∑
j=1
e−γ|x−Pj|UPm+1 + C‖φPm‖∗
ˆ
RN
|P (x)|
m∑
j=1
e−νγ|x−Pj|UPm+1
≤ Ce−σµ
m∑
j=1
ˆ
RN
|P (x)|e−νγ|x−Pj|UPm+1
and ∣∣∣ ˆ
RN
( m∑
j=1
U3Pj − u
3
Pm
)
UPm+1
∣∣∣ ≤ Ce−σµ m∑
j=1
w(γ|Pm+1 − Pj |).
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So from (4.9), (4.10) and the above estimates, one has
(4.11)
J
((uPm
vPm
)
+
(UPm+1
VPm+1
))
≤ Rm + I(U, V ) +
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1)− 2γ
4γ1
m∑
j=1
w(γ|Pm+1 − Pj |)
+C
{
e−σµ
m∑
j=1
ˆ
RN
e−νγ|x−Pj|
(
|P (x)UPm+1 + |Q(x)|VPm+1
)
+ e−σµ
m∑
j=1
w(γ|Pm+1 − Pj |)
}
.
As a result,
(4.12)
J
(uPm+1
vPm+1
)
≤ Rm + I(U, V ) +
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1 )− 2γ
4γ1
m∑
j=1
w(γ|Pm+1 − Pj |)
+C
{
e−σµ
m∑
j=1
ˆ
RN
e−νγ|x−Pj|
(
|P (x)|UPm+1 + |Q(x)|VPm+1
)
+ e−σµ
m∑
j=1
w(γ|Pm+1 − Pj |)
+
(ˆ
RN
ǫ(|P (x)|UPm+1 + |Q(x)|VPm+1)
)2
+ ǫ2
ˆ
RN
(
|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1
)}
.
Since we assume that |Pnm+1| → ∞, we deduce that
ǫ
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1 ) + C
{
ǫ2
ˆ
RN
(|P (x)|2U2Pm+1 + |Q(x)|
2V 2Pm+1)
+ e−σµ
m∑
j=1
ˆ
RN
(|P (x)|e−νγ|x−Pj|UPm+1 + |Q(x)|e
−νγ|x−Pj|VPm+1)
+
(
ǫ
ˆ
RN
(|P (x)|UPm+1 + |Q(x)|VPm+1 )
)2}
→ 0, asn→∞
and
−2γ4γ1
m∑
j=1
w(γ|Pm+1 − Pj |) +O(e
−σµ)
m∑
j=1
w(γ|Pm+1 − Pj |) < 0.
Thus we can deduce
(4.13) Rm+1 ≤ Rm + I(U, V ).
On the other hand, by the assumption, Rm can be attained at (P¯1, · · · , P¯m). So there ex-
ists other point Pm+1 which is far away from the m points and determined later. Let us con-
sider the solution concentrating at the point (P¯1, · · · , P¯m, Pm+1). We denote the solution by
(uP¯m,Pm+1 , vP¯m,Pm+1). By similar argument as above, using the estimate (3.25) instead of (3.24),
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we have
(4.14)
J
(uP¯m,Pm+1
vP¯m,Pm+1
)
= J(uP¯m , vP¯m) + I(U, V ) +
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1 )
−2γ4γ1
m∑
j=1
w(γ|Pm+1 − P¯j |) + C
{
e−σµ
m∑
j=1
ˆ
RN
|P (x)|e−νγ|x−P¯j|UPm+1
+e−σµ
m∑
j=1
ˆ
RN
|Q(x)|e−νγ|x−P¯j |VPm+1 + e
−σµ
m∑
j=1
w(γ|Pm+1 − P¯j |)
+
(
ǫ
m∑
j=1
( ˆ
B µ
2γ
(P¯j)
|P (x)|2U2Pm+1
) 1
2
)2
+
(
ǫ
m∑
j=1
(ˆ
B µ
2γ
(P¯j)
|Q(x)|2U2Pm+1
) 1
2
)2
+
(
ǫ
ˆ
RN
(|P (x)|UPm+1 + |Q(x)|VPm+1 )
)2}
.
By (K2), choosing ǫ > ǫ¯ and Pm+1 such that |Pm+1| >>
maxmj=1 |P¯j |+ln ǫ
ǫ−ǫ¯ , we can get that
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1 )− 2γ
4γ1
m∑
j=1
w(γ|Pm+1 − P¯j |)
+ C
{
e−σµ
m∑
j=1
ˆ
RN
(|P (x)|e−νγ|x−P¯j |UPm+1 + |Q(x)|e
−νγ|x−P¯j|VPm+1)
+
(
ǫ
ˆ
RN
(|P (x)|UPm+1 + |Q(x)|VPm+1 )
)2
+ e−σµ
m∑
j=1
w(γ|Pm+1 − P¯j |)
+
(
ǫ
m∑
j=1
(ˆ
B µ
2γ
(P¯j)
|P (x)|2U2Pm+1
) 1
2
)2
+
(
ǫ
m∑
j=1
( ˆ
B µ
2γ
(P¯j)
|Q(x)|2U2Pm+1
) 1
2
)2}
> Ce−αγ|Pm+1| − C
m∑
j=1
e−νγ|Pm+1−P¯j | > 0.
As s consequence,
Rm+1 ≥ J
( uP¯k,Pm+1
vP¯k,Pm+1
)
> Rm + I(U, V ),
which contradicts to (4.13). Then Rm+1 can be attained at finite points in Ωm+1.
Moreover, from the proof above, we can infer that
(4.15) Rm+1 ≥ Rm + I(U, V ).

Next we have the following proposition:
Proposition 4.3. The maximization problem
(4.16) max
P∈Ω¯m
N (P)
has a solution P ∈ Ω0m, i.e., the interior of Ωm.
24 CHUN-HUA WANG, JING YANG
Proof. We prove it by contradiction. If P¯m = (P¯1, · · · , P¯m) ∈ ∂Ωm, then there exists (j, k) such
that |P¯j − P¯k| = µ/γ. Without loss of generality, we assume that (j, k) = (j,m). It follows from
(4.12) that
(4.17)
Rm = J
(uP¯m
vP¯m
)
≤ Rm−1 + I(U, V ) +
ǫ
2
ˆ
RN
(P (x)U2Pm+1 +Q(x)V
2
Pm+1 )− 2γ
4γ1
m−1∑
i=1
w(γ|P¯m − P¯i|)
+C
(
e−σµ
m−1∑
i=1
ˆ
RN
(
|P (x)|e−νγ|x−P¯i|UP¯m + |Q(x)|e
−νγ|x−P¯i|VP¯m
)
+ e−σµ
m−1∑
i=1
w(γ|P¯m − P¯i|)
+ǫ2
ˆ
RN
(
|P (x)|2U2P¯m + |Q(x)|
2V 2P¯m
)
+
(ˆ
RN
ǫ(|P (x)|UP¯m + |Q(x)|VP¯m )
)2)
.
By the definition of the configuration set, we observe that given a ball of size µ, there are at
most CN := 6
N number of non-overlapping balls of size µ surrounding this ball. Using |P¯j− P¯m| =
µ/γ, we have
m−1∑
i=1
w(γ|P¯m − P¯i|) = w(γ|P¯m − P¯j |) +
∑
i6=j
w(γ|P¯m − P¯i|) ≤ w(µ) + Ce
−µ,
since ∑
i6=j
w(γ|P¯m − P¯i|) ≤ Ce
−µ + CNe
−µ− 12µ + · · ·+ CiNe
−µ− i2µ + · · ·
≤ Ce−µ
∞∑
i=0
ei lnCN−
1
2µ ≤ Ce−µ,
if CN < e
µ
2 and µ large enough.
So,
Rm ≤ Rm−1 + I(U, V ) + Cǫ− 2γ
4γ1w(µ)− 2γ
4γ1e
−µ +O(e−σµ)w(µ) +O(e−(1+σ)µ)
< Rm−1 + I(U, V ),
which yields a contradiction to Lemma 4.2. Then the proof is complete.

Now we apply all the results obtained before to prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.4, there exists µ0 such that for µ > µ0, we have a
C1 × C1 map (φP0 , ψP0) for any P
0 ∈ Ωm such that
(4.18) G
( UP0 + φP0
VP0 + ψP0
)
=
m∑
s=1
N∑
l=1
cslDsl,
〈( φP0
ψP0
)
, Dsl
〉
= 0,
for some constants {csl} ∈ Rm×N .
From Proposition 4.3, there is P0 ∈ Ω0m that achieves the maximum of N (P) given by Lemma
4.2. Letting
( uP0
vP0
)
=
( UP0 + φP0
VP0 + ψP0
)
, we have
DPjk |Pj=P 0j N (P
0) = 0, j = 1, · · · ,m, k = 1, · · · , N.
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Hence we have ˆ
RN
(
∇uP∇
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+ (1 + ǫP (x))uP
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
)
+
ˆ
RN
(
∇vP∇
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
+ (1 + ǫQ(x))vP
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
−
ˆ
RN
(
u3P
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+ v3P
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
− β
ˆ
RN
(
vP
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+ uP
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
= 0,
which yields that
(4.19)
m∑
s=1
N∑
l=1
csl
ˆ
RN
(
Dsl,1
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+Dsl,2
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
= 0.
We claim that (4.19) is a diagonally dominant system. Indeed, since
ˆ
RN
(
φPDsl,1 + ψPDsl,2
)
|Pj=P 0j = 0,
we have ˆ
RN
(
Dsl,1
∂φP
∂Pjk
∣∣∣
Pj=P 0j
+Dsl,2
∂ψP
∂Pjk
∣∣∣
Pj=P 0j
)
= 0, if s 6= j.
For s = j, we can get that∣∣∣ˆ
RN
(
Dsl,1
∂φP
∂Pjk
∣∣∣
Pj=P 0j
+Dsl,2
∂ψP
∂Pjk
∣∣∣
Pj=P 0j
)∣∣∣
=
∣∣∣− ˆ
RN
(
φP
∂Dsl,1
∂Pjk
∣∣∣
Pj=P 0j
+ ψP
∂Dsl,2
∂Pjk
∣∣∣
Pj=P 0j
)∣∣∣ ≤ C‖(φP, ψP)‖∗ ≤ Ce−σµ.
For s 6= j, we have ∣∣∣ ˆ
RN
(
Dsl,1
∂UP
∂Pjk
+Dsl,2
∂VP
∂Pjk
)∣∣∣
≤ C
∣∣∣ ˆ
RN
(∂U(x− Ps)
∂xl
∂U(x− Pj)
∂xk
+
∂V (x − Ps)
∂xl
∂V (x− Pj)
∂xk
)∣∣∣
≤ C
ˆ
RN
e−γ|x−Ps|e−γ|x−Pj| ≤ Ce−
γ|Pj−Ps|
2 ≤ Ce−
µ
2 .
For s = j, letting y = x− Pj , we have
(4.20)
ˆ
RN
(
Dsl,1
∂UP
∂Pjk
+Dsl,2
∂VP
∂Pjk
)
=
ˆ
RN
(
ζj
∂U(x− Pj)
∂xl
∂U(x− Pj)
∂Pjk
+ ζj
∂V (x− Pj)
∂xl
∂V (x− Pj)
∂Pjk
)
= −
ˆ
B
µ2
2(µ+1)γ
(0)
(
ζj(y + Pj)
∂U(y)
∂yl
∂U(y)
∂yk
+ ζj(y + Pj)
∂V (y)
∂yl
∂V (y)
∂yk
)
= −δlk
ˆ
RN
(
(
∂U
∂yl
)2 + (
∂V
∂yk
)2
)
+O(e−σµ).
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Thus, from each (s, l), the off-diagonal term gives
(4.21)
∑
s6=j
ˆ
RN
(
Dsl,1
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+Dsl,2
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
+
∑
s=j,l 6=k
ˆ
RN
(
Dsl,1
∂(UP + φP)
∂Pjk
∣∣∣
Pj=P 0j
+Dsl,2
∂(VP + ψP)
∂Pjk
∣∣∣
Pj=P 0j
)
= O(e−
µ
2 ) +O(e−σµ) = O(e−σµ)
for some σ > 0. So from (4.20) and (4.21), we see that csl = 0 for s = 1, · · · ,m, l = 1, · · · , N .
Hence (uP0 , vP0) is a solution of (1.1). By the maximum principle, it is easy to see that uP0 > 0
and vP0 > 0. This concludes the proof of Theorem 1.1.
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