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Abstract 
Since 1962 storage cell codes have been developed to simulate flow on fluvial and coastal 
floodplains. These models treat the floodplain as a series of discrete storage cells, with the flow 
between cells calculated explicitly using some analytical flow formulae such as the Manning 
equation. Recently these codes have been reconfigured to use regular Cartesian grids to make 
full use of widely available high resolution data captured from remote sensing platforms and 
stored in a raster GIS format. Such raster-based storage cell codes have many of the 
advantages over full two-dimensional depth averaged schemes but without the computational 
cost, however their typical implementation results in a number of fundamental limitations. These 
include an inability to develop solutions that are independent of time step or grid size, and an 
unrealistic lack of sensitivity to floodplain friction. In this thesis, a new solution to these problems 
is proposed based on an optimal adaptive time step determined using a Courant-type condition 
for model stability. Comparison of this new adaptive time step scheme to analytical solutions of 
wave propagation/recession on flat and sloping planar surfaces and against field measurements 
acquired for four real flood scenarios demonstrates considerable improvement over a standard 
raster storage cell model. Moreover, the new scheme is shown to yield results that are 
independent of grid size or choice of initial time step and which show an intuitively correct 
sensitivity to floodplain friction over spatially-complex topography. It does, however, incur a 
prohibitive computation cost at model grid resolutions less than 50 m. 
This primary research is supplemented by an examination of the data and methods used to 
apply, and in particular calibrate, distributed flood inundation models in practice. Firstly, different 
objective functions for evaluating the overall similarity between binary predictions of flood extent 
and remotely sensed images of inundation patterns are examined. On the basis of the results 
presented, recommendations are provided regarding the use of various measures for 
Abstract 
hydrological problems. Secondly, the value of different observational data types typically 
available for calibrating/constraining model predictions is explored within an extended 
Generalised Likelihood Uncertainty Estimation (GLUE) framework. A quasi-Bayesian 
methodology for combining these individual evaluations that overcomes the limitations of 
calibration against any single measurement source/item is also presented. 
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the original fixed time step and (b) the new adaptive time step (ATS) models 
compared to the observed shoreline (shown as a black line), where blue indicates 
correctly predicted inundation and yellow and red represent underprediction and 
overprediction respectively. Values of the optimised F`" performance measure 
and calibration parameters, channel (n, ) and floodplain (n,, ) friction, 
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corresponding to each simulation are also shown. The direction of channel flow 
within the reach is from west to east. 
Figure 6.3 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 239 
is invoked) in the (b) Qx and (c) Qy directions at the point of convergence in the 
best fit simulation with the fixed time step model (Figure 6.2a). The corresponding 
depth prediction is provided for context in (a). 
Figure 6.4 Spatial variation in At across the model domain for the best fit simulation with the 243 
adaptive time step model (Figure 6.2b). Maps of (b) At. and (c) i\ty are provided 
as floodplain flows are decoupled in the x and y direction. The corresponding 
depth prediction is provided for context in (a). 
Figure 6.5 Frequency distribution of (a) At, and (b) Aty across the upper Thames model 244 
domain for the best fit simulation with the adaptive time step model (Figure 6.2b). 
Note the logarithmic scale on the vertical axis. 
Figure 6.6 Values of the F"' performance measure mapped over the parameter space for 245 
the (a) fixed time step and (b) ATS upper Thames models. 
Figure 6.7 Time step evolution (in grey, right vertical axis) for the adaptive model over the 247 
course of the best fit simulation (Figure 6.10b). For comparison, the upstream flow 
hydrograph from the Montford Bridge gauging station is shown in black (left vertical 
axis). The RADARSAT satellite overpass time is also marked. 
Figure 6.8 Frequency distribution of (a) At. and (b) E ty across the upper Severn model 247 
domain for the best fit simulation with the adaptive time step model (Figure 6.1 Ob). 
Figure 6.9 Values of the F"' performance measure mapped over the parameter space for 249 
the (a) fixed time step and (b) ATS upper Severn models. 
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Figure 6.10 Optimum inundation predictions for the upper Severn reach after calibration for (a) 250 
the fixed time step and (b) the adaptive time step models compared to the observed 
shoreline (shown as a black line), where dark blue indicates correctly predicted 
inundation and yellow and red represent underprediction and overprediction 
respectively. Model predictions around the urban area of Shrewsbury which could 
not be evaluated due to problems in determining flood extent from SAR imagery in 
such regions are shown in light blue. Values of the optimised F`'> performance 
measure and calibration parameters, channel (nch) and floodplain (nm) friction, 
corresponding to each simulation are also shown. The direction of flow is west to 
east. Figure 6.10b also shows the locations of the cross-sections used in the 
analysis of dynamic model performance shown in Figures 6.12 and 6.13. 
Figure 6.11 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 252 
is invoked) in the Q, direction at the time of the satellite overpass in the best fit 
simulation with the fixed time step model (Figure 6.10a). At this scale, the spatial 
arrangement of limited Qy flows is indistinguishable from (b) and is thus not shown. 
The corresponding depth prediction is provided for context in (a). 
Figure 6.12 Dynamic 'wetting' predictions for cross sections 1-12 shown in Figure 6.10b. The 255 
lower half of each panel shows predicted water levels at the time of the satellite 
overpass for the best fit fixed (in grey) and adaptive time step models (in black), 
whilst the upper half shows the time from the start of the simulation (after the 'spin- 
up' period) at which each model pixel in the cross section becomes flooded for the 
fixed (in grey) and adaptive (in black) models. It should also be noted that 
downstream variations in reach geometry necessitate changes in the left and right 
vertical scales. 
Figure 6.13 Difference in hours between observed and predicted wave travel times mapped 256 
over the parameter space for the (a) fixed time step and (b) ATS upper Severn 
models. 
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Figure 6.14 Time step evolution (in grey, right vertical axis) for the adaptive model over the 260 
course of the best fit simulation (Figure 6.19b). For comparison, the upstream flow 
hydrograph from the Borgharen gauging station is shown in black (left vertical axis). 
The air photo overflight time is also marked. Note the logarithmic scale on the right 
vertical axis. 
Figure 6.15 Spatial variation in At across the Meuse model domain for the best fit simulation 261 
with the adaptive time step model (Figure 6.19b). Maps of (b) At, and (c) Oty are 
provided as floodplain flows are decoupled in the x and y direction. The 
corresponding depth prediction is provided for context in (a). The direction of flow is 
south to north. 
Figure 6.16 Frequency distribution of (a) At, and (b) i ty across the Meuse model domain for 261 
the best fit simulation with the adaptive time step model (Figure 6.19b). 
Figure 6.17 Values of the F"' performance measure mapped over the parameter space for 262 
the (a) fixed time step and (b) ATS Meuse models. 
Figure 6.18 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 263 
is invoked) in the (b) QQ and (c) Q., directions at the time of the air photo overflight 
in the best fit simulation with the fixed time step model (Figure 6.19a). The 
corresponding depth prediction is provided for context in (a). 
Figure 6.19 Optimum inundation predictions for the Meuse reach after calibration for (a) the 264 
fixed time step and (b) the adaptive time step models compared to the observed 
shoreline (shown as a black line), where dark blue indicates correctly predicted 
inundation and yellow and red represent underprediction and overprediction 
respectively. Air photo data is only available for the Borgharen-Grevenbicht reach 
and therefore model predictions beyond this point could not be evaluated. These 
are shown in light blue. Values of the optimised F`'' performance measure and 
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calibration parameters, channel (n. h) and floodplain 
(nm) friction, corresponding to 
each simulation are also shown. Figure 6.19a also shows the locations of the cross- 
sections used in the analysis of dynamic model performance shown 
in Figures 6.20, 
6.21 and 6.23. 
Figure 6.20 Dynamic 'wetting' predictions for cross sections 1-10 shown in Figure 6.19a. The 265 
lower half of each panel shows predicted water levels at the time of the air photo 
overflight for the best fit fixed (in grey) and adaptive time step models (in black), 
whilst the upper half shows the time from the start of the simulation (after the 'spin- 
up' period) at which each model pixel in the cross section becomes flooded for the 
fixed (in grey) and adaptive (in black) models. 
Figure 6.21 Total inundation residence time for cross sections 1-10 shown in Figure 6.19a. For 267 
context only, the lower half of each panel shows predicted maximum water levels 
for the best fit fixed (in grey) and adaptive time step models (in black), whilst the 
upper half shows the total time for which each model pixel in the cross section is 
flooded in the fixed (in grey) and adaptive (in black) models. For example, a cell that 
is inundated for 20 days is predicted flooded throughout the entire simulation but 
not at the water level shown in the lower panel, which is the dynamic maximum 
depth predicted during the simulation. 
Figure 6.22 Values of the sum of absolute errors (SAE) performance measure mapped over 269 
the parameter space for the (a) fixed time step and (b) ATS Meuse models. Units 
are in metres. 
Figure 6.23 Dynamic maximum free surface predictions for cross sections 1-10 shown in Figure 271 
6.19a. The lower half of each panel shows predicted maximum water levels for the 
best fit fixed (in grey) and adaptive time step models (in black), whilst the upper halt 
shows the timing from the start of the simulation at which each model pixel in the 
cross section attains its maximum depth value for the fixed (in grey) and adaptive 
(in black) models. 
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Figure 6.24 Values of the Nash-Sutcliffe model efficiency E mapped over the parameter space 272 
for the four possible model-data combinations. The response of the fixed time step 
and ATS models when calibrated against free surface level data at Elsloo is shown 
in (a) and (b) respectively, while equivalent evaluations are shown for the 
Grevenbicht data in (c) and (d). Non-behavioural simulations (i. e. where E< 0) 
have been removed from the analysis. 
Figure 6.25 Bed elevation profiles along the River Meuse. The blue line represents the average 273 
bottom depth extracted from cross-section surveys at -500 m downstream intervals, 
while the black line denotes the uniform bed slope used in the LISFLOOD-FP 
models of the reach. The locations of the Elsloo and Grevenbicht gauging stations 
are also marked. 
Figure 6.26 Time step evolution (in grey, right vertical axis) for the adaptive model over the 276 
course of the best fit simulation (Figure 6.31). For comparison, the upstream flow 
hydrograph is shown in black (left vertical axis). The vertical dotted lines indicate 
the timing of ASAR overflights on 8,14,15 and 17 November 2000. Note the 
logarithmic scale on the right vertical axis. 
Figure 6.27 Frequency distribution of (a) At, and (b) Ot,, across the lower Severn model 277 
domain for the best fit simulation with the adaptive time step model (Figure 6.31). 
Figure 6.28 Values of the F`'> performance measure mapped over the parameter space for 278 
the fixed time step (left column) and ATS (right column) lower Severn models. Each 
row shows how model performance changes with friction coefficients at the time of 
ASAR data acquisition on 8,14,15 and 17 November respectively. 
Figure 6.29 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 279 
is invoked) in the QQ direction at the time of ASAR data acquisition on 8 November 
in the best fit simulation with the fixed time step model (Figure 6.30). At this scale, 
the spatial arrangement of limited Qy flows is indistinguishable from (b) and is thus 
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not shown. The corresponding depth prediction is provided for context in (a). The 
direction of flow is north to south. 
Figure 6.30 Optimum inundation predictions from the fixed time step model for the lower Severn 280 
reach, where dark blue indicates correctly predicted inundation and yellow and red 
represent underprediction and overprediction respectively. Due to an unavoidable 
trade-off between swath width and spatial resolution, the ASAR data do not fully 
encompass the active floodplain. Model predictions in areas without ASAR 
coverage cannot therefore be evaluated and are shown in light blue. Optimal model 
parameters (nch = 0.02 m"113 s and %=0.10 m1 s) were determined through 
comparison of simulated inundation with that mapped from the first ASAR image 
acquired on 8 November. Values of nah and nf, are then fixed for the remainder of 
the event, regardless of whether subsequent predictions are optimal or not for the 
later data. Values of the F"' performance measure corresponding to each 
simulation are also shown. Figure 6.30a also shows the locations of the cross- 
sections used in the analysis of dynamic model performance shown in Figures 6.32 
and 6.33. 
Figure 6.31 Optimum inundation predictions from the adaptive time step model for the lower 282 
Severn reach, where dark blue indicates correctly predicted inundation and yellow 
and red represent underprediction and overprediction respectively. Model 
predictions in areas without ASAR coverage cannot be evaluated and are shown in 
light blue. Optimal model parameters (nch = 0.025 M, 113 s and %=0.06 m-113 s) 
were determined through comparison of simulated inundation with that mapped 
from the first ASAR image acquired on 8 November. Values of nah and n'P are 
then fixed for the remainder of the event, regardless of whether subsequent 
predictions are optimal or not for the later data. Values of the F`'> performance 
measure corresponding to each simulation are also shown. 
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Figure 6.32 Dynamic 'wetting' predictions for cross sections 1-8 shown in Figure 6.30a. The 285 
lower half of each panel shows predicted water levels at the time of ASAR data 
acquisition on 8 November for the best fit fixed (in grey) and adaptive time step 
models (in black), whilst the upper half shows the time from the start of the 
simulation (after the 'spin-up' period) at which each model pixel in the cross section 
becomes flooded for the fixed (in grey) and adaptive (in black) models. 
Figure 6.33 Dynamic maximum free surface predictions for cross sections 1-8 shown in Figure 287 
6.30a. The lower half of each panel shows predicted maximum water levels for the 
best fit fixed (in grey) and adaptive time step models (in black), whilst the upper half 
shows the timing from the start of the simulation at which each model pixel in the 
cross section attains its maximum depth value for the fixed (in grey) and adaptive 
(in black) models. 
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Flood events across Europe in the summer of 2002 and during previous years have raised 
public, political and scientific awareness of flood risk and flood protection (Becker and 
Grünewald, 2003). Flooding is now widely acknowledged as an issue of strategic importance at 
a transnational level, with major economic and social implications for citizens of many European 
countries (Samuels, 2003; Collier, 2003). Since 1998, Europe has suffered over 100 major 
floods causing some 700 fatalities, the displacement of approximately 0.5 million people and at 
least ¬25 billion in insured economic losses (EEA, 2004). Given the physical evolution of 
floodplain zones, it is unsurprising that floods continue to be a natural occurrence or that these 
areas play a crucial role in the routing and storage of floodwaters. The risks posed during these 
episodes of extreme flooding are wide ranging but, from society's perspective, the main focus is 
the risk to people and property. 
River and coastal floods vary considerably in size and duration and the root causes of floods 
(rainfall, storms or major variations in sea level) are natural phenomena and essentially 
uncontrollable. However, whether or not a given rainfall event, storm or high tide, results in flood 
damage is very much influenced by human activities such as: deforestation in upland catchment 
areas, straightening of rivers and suppression of natural floodplains, inadequate drainage 
practices and, most importantly, extensive building in high-risk, flood-prone areas (Fleming, 
2002). The effect of such events can be measured by the damage they cause and the flood risk 
posed is traditionally defined as 'a function of probability (of flooding) and potential damage 
(due to flooding)' (Sayers et al., 2002). 
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Moreover, recent evidence suggests that flood risk in Europe is increasing. Firstly, climate 
change is likely to cause a significant increase in the probability of extreme floods (according to 
the majority of climate change scenarios) (IPCC, 2001 a, 2001b). Statistical analysis of river flow 
and rainfall observations over the 20th Century shows a steady increase in the frequency, 
intensity and duration of heavy winter precipitation (Osborn at al., 2000; Fowler and Kilsby, 
2003) and future projections from climate models (Jones and Reid, 2001; Palmer and Raisanen, 
2002) suggest that these trends will continue, coinciding with widespread flooding in Europe. 
Secondly, the potential damage caused by floods (i. e. the level of investments and habitation in 
areas at risk) has approximately doubled every three decades (Opdam, 1998; Vis et a!., 2001). 
In summary, it is clear that the risk from flooding will continue to be present in Europe and may 
increase considerably during the coming decades. The challenge is to anticipate these changes 
now and to protect society and the environment from the negative impacts of floods. The 
commissioning and subsequent publication of the Foresight Future Flooding report in 2004 by 
the UK Office of Science and Technology for the Department of Trade and Industry is just one 
example of the growing realisation of the importance of effectively managing flood risk at the 
highest strategic levels. 
1.1 Spatial modelling of flood inundation 
Flood inundation modelling is a key applied problem where spatially-distributed model 
predictions are required and used to inform major decisions relating to (i) flood risk assessment 
and (ii) flood forecasting and warning. Although a model may simultaneously serve more than 
one purpose, these primary study objectives affect, and have to be taken into account when 
evaluating, the overall utility and validity of the models created (Young, 2001). 
1.1.1 Flood risk assessment 
Flood risk assessment provides a rational basis for the development of flood defence 
management policy, allocation of resources and monitoring the performance of flood 
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management on local, regional and national scales (Dawson et al., 2004). In addition, these 
evaluations are used by insurers to calculate premiums (Hausmann and Weber, 1996; Clark, 
1998) and by engineers to inform the planning and design of capital infrastructure projects 
(Vrijling, 2001; Schoustra et al., 2004). In this context, risk assessment methods encompass the 
flood hazard (i. e. extreme events and associated probability) and the consequences of flooding. 
Flood risk analysis has to take into account all relevant flooding scenarios, their associated 
probabilities, their physical effects and should yield the full spectrum of the flood consequences. 
Besides meteorological, hydrological and hydraulic investigations, such analyses require the 
estimation of. flood impacts, and thus potential damage, to be mapped. 
While the recurrence probability of a particular flood flow can be reasonably estimated through 
statistical analysis of historical data (NERC, 1975; Institute of Hydrology, 1999), derived 
distribution techniques (Raines and Valdes, 1993) or continuous numerical simulation (Calver et 
al., 1999; Cameron at a/., 1999), there are still relatively few observations of distributed 
inundation extent that allow the spatial impact of flooding to be known. In the absence of 
sufficient observations, areas at risk from flooding are usually identified using some form of 
spatial approximation strategy known as 'modelling'. The practical purpose behind the 
development of such models is to enable extrapolation across space and/or time, and to predict 
situations where no measurements are available. To be able to do this with some degree of 
confidence, it is also necessary to assess the extent to which these models are likely to be 
representative of reality in those new spaces or times (Lane and Richards, 2001). 
In applications where the accuracy requirement or the asset value is relatively low and/or a high 
degree of automation is required (e. g. a national assessment of flood risk), non-hydrodynamic 
methods for simulating floodplain inundation have proved satisfactory and robust (Hall et al., 
2003). By ignoring the temporal dimension of the flood phenomenon, flood depth and extent 
can be estimated based on volumetric and statistical analyses within a geographical information 
system (GIS) without accounting for the hydraulics. The general approach employs a series of 
simple approximations (justified, for example, in HR Wallingford (2002)) and has been widely 
used in the UK (Hamer at al., 2000; Penning-Rowsell and Chatterton, 2002; Hall at al., 2003) 
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and across Europe (Puech and Raclot, 2002; Voortman et al., 2003). In these examples flood 
extent is obtained by 'spreading' the estimated flood volume assuming an average flood depth 
and outline shape based on a simple characterisation of floodplain morphology extracted from 
large-scale digital elevation data (-1: 50,000) (Hall of al., 2003). Local water levels may then be 
calculated using a statistical representation of typical flood depths that may be expected across 
the floodplain based on analysis of a large number of real and simulated flood scenarios 
(Penning-Rowsell and Chatterton, 2002). However, the topographic complexity of developed 
European floodplains and the importance of the geographical location of valuable assets within 
the floodplain justifies a more sophisticated approach to inundation modelling at local or 
regional scales (Dawson et a!., 2004). Therefore, in order to generate more realistic estimates 
of flood depth (and hence damage) over heterogeneous floodplain topography a hydrodynamic 
model using algorithms based on the hydraulics of free surface flow should be used. 
1.1.2 Flood forecasting and warning 
Producing river flow forecasts and issuing flood warnings can also significantly reduce the 
potential damage of flooding. However, the problem of predicting future flow volumes and, 
therefore, future events in river systems is non-trivial due to the complex relationship between 
the frequency and intensity of causative rainfall and the antecedent conditions in the catchment. 
Nevertheless, issuing timely warnings and forecasts may save lives and certainly aids disaster 
preparedness. 
Although the forecasting of floods is now accepted as common and routine, their preparation 
and dissemination is still an open research question. A number of different techniques have 
been used for both research and commercial purposes, each with varying degrees of 
sophistication and applicability (see Young (2002) for a more detailed discussion). However, all 
concern the derivation of forecasts of the flood occurrence at certain strategic locations along a 
river, within a required time horizon in the future, based on information about the passage of the 
flood wave from upstream. The upstream information may include observations of water levels 
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and/or rainfall measurements and, depending on the length and bed slope of the river reach, 
realistic forecast lead times may range from hours to days. 
As such, models used in flood forecasting are often required to make interpolations within, or 
extrapolations beyond, the range of data collected for previous flood events and the problems of 
establishing model credibility under such circumstances are well-documented (e. g. Kleme§, 
1986). Though there is a real need for practical prediction of floods and floodplain inundation, 
applying inappropriate modelling techniques will not only undermine the credibility of any flood 
forecast (see Van der Sluijs at al., 1998) but also provide incorrect estimates of flood hazards 
and flood damage. 
Within a flood forecasting system, spatially-distributed models are clearly attractive given the 
recent proliferation of detailed spatial data sets (e. g. radar-based rainfall estimates, topography 
and land use) and GIS software able to exploit this type of information (e. g. Carpenter at al., 
1999; Bedient at al., 2003). Distributed models are also of particular relevance because they 
can hope to predict the spatio-temporal progress of flood inundation, as in Romanowicz and 
Beven (1998,2003) and Beven et al. (2000). This additional information can then be used as a 
basis for operational decision making and emergency management in flood-prone areas. 
Furthermore, recent research by De Roo at al. (2003) and Romanowicz et al. (2004) has also 
demonstrated that the increased computational cost associated with distributed models is no 
longer prohibitive for real-time forecasting applications. 
In summary, it can be seen that floods and floodplain inundation are an inherently spatial 
phenomena and that the results of any spatially-distributed modelling strategy must be 
trustworthy and have practical value with respect to the aforementioned activities. At this 
juncture, therefore, it would seem prudent to establish what key information is desirable in terms 
of model output but also highlight other practical considerations against which such 
requirements must be balanced. 
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1.2 Objectives of flood inundation modelling 
The primary objective of floodplain flow modelling is to simulate the movement of a flood wave 
along a valley - or indeed any area 'downstream' that would flood as a result of given 
precipitation events and antecedent catchment conditions. According to the final report of the 
CADAM (2000) project the information required at any point of interest within this flood zone 
may include: 
- Time of first arrival of flood water 
- Peak water level and extent of inundation 
- Time of peak water level 
- Instantaneous depth and velocity of flood water 
- Duration of flooding 
The accuracy at which these data are provided, and the spatio-temporal precision for specific 
locations, will depend upon the particular application at hand. For example, emergency planners 
will require a clear series of inundation 'snapshots' in relation to areas of population and access 
routes, whilst insurance companies will be more concerned with the maximum potential 
economic impact of flooding. As such, an end user who requires a model to answer a particular 
question will be interested in one or a few components of accuracy and not others. It is 
therefore necessary to identify the relevant components of accuracy and precision that concern 
a particular user for quality control in model development and for assessing risks when the 
predictions are used in operational decision making. Indeed, models and their output are 
typically designed with specific study objectives or end user requirements in mind. Here the 
components of accuracy and space-time resolution that concern him or her are optimised at the 
expense of those that are not of interest. 
Required accuracy may be defined explicitly for a given application in terms of water 
Ieveldepth/velocity, flood wave propagation speed or position of the flood extent. This requires 
a criterion to quantify the (inevitable) deviation between model predicted variables and those 
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measured or observed in the field. Unfortunately, there is no single, all-purpose measure of 
accuracy but instead a variety of indices, each appropriate and sensitive to different data 
attributes. The selection of a 'correct' measure is a subjective choice but should be made 
explicit and thus requires a clear statement of study objectives and a thorough understanding of 
the underlying properties and assumptions of the various criteria proposed for the task. Such 
measures can also provide an objective means of comparing model performance between 
different events and reaches which may reveal undesirable, event/site-specific model 
behaviours. 
Defining acceptable limits for accuracy is also a non-trivial problem. The potential 
consequences of incorrect predictions (i. e. the under or overestimation of a particular quantity) 
will be different for different locations and must be examined on a case-by-case basis (e. g. 
Evans of a/., 2001). For example, the economic and social impact of inundation over an 
unpopulated agricultural floodplain will contrast greatly with that of a densely-populated urban 
area with high-value commercial assets. The implications of inaccurate and imprecise model 
predictions will also be very different in each case. However, in many operational scenarios, a 
requirement for improved accuracy can be defined as whether a more accurate prediction of 
flood extent and/or depth would have resulted in a different flood risk management decision. 
It can therefore be seen that the concept of accuracy and precision is not simple to define in 
flood inundation modelling, yet it is critical that the quality of model output be assessed and 
expressed in a meaningful and useful way. Whilst the ability to resolve accurately these 
hydraulic variables at a resolution commensurate with the most valuable social and economic 
assets is highly desirable, it must be balanced against several important practicalities. 
Principally, these relate to the computational burden of the model calculations but also extend 
to the investment required in data collection and model set-up and the generation of model 
outputs that meet the direct needs of the end user (i. e. in an appropriate format and level of 
detail). Such outputs will not be perfect and so the ability to validate and/or to assess the 
uncertainty in model products and tools must also be taken into consideration. 
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Clearly, there is a considerable demand for spatially-distributed predictions of the effects of 
flooding and inundation models capable of generating reliable and applicable estimates of such 
hydraulic data would seem an appropriate solution. Having defined the information required 
from such models, we should now consider how they might be applied for practical purposes. 
1.3 Applying flood inundation models 
A conventional approach to the model application process is carried out in four stages (after 
Seven (2001b) and Cunge (2003)): 
(i) Conceptualisation, which consists of summarising one's own perceptions of how the 
river responds to rainfall under different catchment conditions in a specific mathematical 
formulation. At this point hypotheses and assumptions being made to simply the 
observed complexities of the flow processes need to be made explicit. 
(ii) Construction, which consists of defining such features and parameters as numerical 
discretisation, computational grid, limits and boundary conditions; the introduction of 
topography, hydraulic structures, initially assessed values of roughness coefficients, 
etc. 
(iii) Calibration, which consists of executing a number of simulations of past observed 
events and of varying the parameters of the model until an 'acceptable' coincidence 
between observations and computations is obtained. 
(iv) Validation, which consists of executing with a calibrated model a number of simulations 
of past observed events (different from those used for calibration) and checking to see if 
the simulated results are sufficiently close to observation in relation to the intended 
application of the model. 
More significantly, decisions and assumptions made during each of these stages will ultimately 




1.3.1 Model conceptualisation and construction 
1.3.1.1 From physical principles to computational algorithms 
The search for a single, all encompassing model of any hydrodynamic system is futile and well- 
documented (see, for example, the critiques of Beven (1989,1996) and Grayson at al. (1992)). 
Models are, at best, approximations of some part of reality designed to suit the nature of the 
study objectives. The art of the modelling is thus to determine, for the 'part of reality' in which 
one is interested, what are the key processes that dominate the response at the spatial and 
temporal scales of interest (Grayson and Bläschl, 2000a). These processes may be 
represented in detail, while others may either be ignored or represented simply. This step is 
usually called 'conceptualisation' and in this view a model represents a hypothesis about the 
way nature works in the context of the modelling problem (Usunoff at al., 1992). Ultimately, the 
conceptual model will be wrong and will be known to be wrong (Morton, 1993), but will still have 
the possibility of being approximately realistic (Beven, 2002). The resulting numerical model is 
thus a mathematical expression of this conceptual hypothesis, converted into computational 
algorithms and computer code, in a form that can be tested and (hopefully) applied. However, if 
a model provides an incorrect representation of the real system upon which it is based (i. e. it 
has been developed incorrectly with respect to its mathematical representation, numerical 
solution, boundary condition specification or parameterisation), then this may be reflected in 
divergence between model predictions and independent expectations (Lane and Richards, 
2001). 
Hydraulic models capable of making spatially-distributed predictions have been available for 
many years. As early as 1962, dynamic models employing numerical solutions of established 
mathematical formulations (de St Venant, 1871; Boussinesq, 1877,1897) were used to simulate 
and predict river flood flows and floodplain inundation (Zanobetti et al., 1968,1970). Given an 
appropriate topographic description at a relevant scale and sufficient boundary condition 
information (for example, friction and flows), numerous authors have since demonstrated the 
feasibility of simulating inundation extent, water depth and velocity for river and floodplain 
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reaches up to 500 km in length (e. g. Estrela and Quintas, 1994; Bates et a!., 1998; Bates and 
Wilson, 2004; Werner, 2004). However, the modelling tools used by the different authors vary 
considerably in terms of spatial dimensionality and numerical complexity and will be thus 
considered in more detail in Chapter 2. 
An important question arising from these studies is the relative importance of parameterisation 
data, process representation and model validation for achieving given levels of predictive ability. 
At present, modellers tend to employ the most sophisticated scheme that can be practically 
applied in the belief that the more processes a model includes the better it will be. Whilst higher- 
dimensional schemes undoubtedly incorporate a more complex hydraulic process 
representation, they also incur considerable set-up and execution costs and are often 
characterised by a large number of unknown parameters that need to be estimated (Beven, 
1989). However, in practical terms, this increased calibration problem is typically offset by the 
reduced sensitivity of more physically-based models and their predictions to values of individual 
parameters (e. g. Lane at al., 1999; Horritt and Bates, 2002). Similarly, very high-quality 
boundary data (e. g. a laser altimetry topography survey) may be wasted if its effects are lumped 
into the input of a very crude spatial model. Ultimately, the most appropriate method will be the 
simplest one that provides the information and functionality required by the user whilst fitting the 
available observations (Young at al., 1996; Bates and De Roo, 2000). 
1.3.1.2 Model boundary parameterisation 
The application of a flood inundation model to a particular catchment area or river reach 
requires the specification of model parameters and boundary conditions that suitably define the 
characteristics of the flow domain to be modelled. As such, flood inundation models commonly 
require three key data items: (i) topographic data to construct the model grid; (ii) an estimate of 




Until the late 1980s, topographic data could only be acquired by ground survey and/or analytical 
photogrammetry. This is expensive and time consuming to collect - for example, Zanobetti et a/. 
(1968,1970) spent in excess of US$1 million (at 1963 values) collecting topographic data for a 
simulation model of seasonal flooding episodes across the Mekong Delta in Cambodia and 
Vietnam. In addition, while data collected at any point are of millimetric accuracy, any 
continuous elevation model generated from such a source will incur significant interpolation 
errors as one moves further away from the measured data. Formerly, the only alternative to 
bespoke survey data was to use topographic data available on national survey maps. However, 
this tends to be of low accuracy with poor spatial resolution in floodplain areas (Bates et al., 
1992). For example, in the UK, nationally available contour data are only recorded at 5m 
spacing to a height accuracy of ±1.25 m. Such ambiguity is problematic as hydraulic variables, 
such as flow depth and velocity, can be highly variable over small spatial scales and, as such, 
are extremely sensitive to topographic parameterisation in simulation models. Consequently, 
small errors in specified bed elevation may have a large impact on the predicted lateral extent of 
the flow field. 
Hydraulic models also require the specification of flow resistance or 'roughness' parameters 
that, in theory, can be specified individually for each computational cell. Though these values 
may sometimes be expertly estimated in the field with a high degree of precision (e. g. Chow, 
1959; Acrement and Schneider, 1984), it has proven very difficult to demonstrate that such 
'physically-based' parameters are capable of providing accurate predictions from single model 
realisations (Beven, 1989,1996). This is because roughness coefficients are required to 
represent a range of different sources of energy loss, whose explicit treatment within a 
particular model varies with dimensionality and process representation decisions (see Lane and 
Hardy (2002) for a full discussion). Therefore, some form of calibration (discussed below) is 
usually undertaken in order to identify empirical values for roughness parameters such that the 
model is able to reproduce the available observational data. However, as these are scale 
dependent, the underlying distribution may not be well known and correct values are thus 
difficult to define a priori. As such, calibrated parameters should be recognised as being 
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'effective' values that may not reproduce (but do represent) sub-grid heterogeneities or have a 
physical interpretation outside of the model within which they were calibrated (Beven, 2000). 
Of the three data requirements, the specification of flow boundary conditions, both internal and 
external to the model domain, is currently the least problematic and may be assigned using 
quantitative hydrometric data routinely archived from nationally maintained gauging stations 
(e. g. UK National River Flow Archive). Available in the form of time series of stages and/or 
discharges, these data may provide reasonable estimates of the dynamic routing behaviour of a 
flood wave (i. e. bulk flow volumes and rates) within the modelled reach at any given instant. 
However, despite the wide coverage of monitoring networks in most European countries and 
the relative ease of accessing the available data, it should be noted that the accurate 
measurement of flood flows is increasingly subject to error and/or failure as stream depth, 
velocity, and bed instability increase (Sauer and Meyer, 1992). Moreover, most discharge 
records are in fact derived from rating curve models which convert measured water levels to a 
flow (Herschey, 1995,2002). The uncertainty in these rating curves is well documented 
(Pelletier, 1988; Leonard at al., 2000) and errors in rated discharge data can be substantial, for 
example ±20% for large out of bank flows (Pappenberger at al., 2004; C. D. Whitlow, personal 
communication). 
The key areas in which spatially-distributed data are required by flood inundation models for 
parameterisation are, therefore, topography and friction. New data sources should help make 
parameter values more identifiable in space and time. One new source of data that has the 
potential to be particularly important in dealing with the problem of using spatially lumped and/or 
calibrated values for parameters is remote sensing data (e. g. Smith, 1995,1996; Gomes- 
Pereira and Wicherson, 1999; Mason et al., 2003; Alsdorf and Lettenmaier, 2003). Whilst there 
is a long way to go before we can claim fully spatially-distributed capability in flood inundation 
modelling, it is possible to argue that recent advances in airborne and satellite remote sensing 
have allowed significant breakthroughs to be made (Bates, 2004). 
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Rapid developments and uptake in remote-sensing technologies such as airborne laser 
altimetry (e. g. Marks and Bates, 2000), digital photogrammetry (e. g. Westaway et al., 2003) and 
interferometric synthetic aperture radar (e. g. Rabus et al., 2003) have largely overcome the 
significant problem of topographic data provision for river floodplain environments. High-quality 
elevation data derived from air- and space-borne systems are now routinely and efficiently 
collected in many European countries as part of national data collection programmes for flood 
studies. For example, airborne laser altimetry (or LIDAR) data can typically be collected at -2 m 
horizontal resolution with a vertical accuracy of 0.15 m RMS error or less at rates of up to 50 
km2 h"1 (French, 2003). In the UK, helicopter-mounted LiDARs are also being used for the 
detailed monitoring (-0.3 m spatial resolution) of critical topographic features, such as flood 
defences, levees and embankments (Linford at al., 2002). The acquisition of accurate 
information on defence location and integrity is especially important given that valuable assets 
located close to weaker defences will contribute significantly more to flood risk than those 
located behind stronger defences (Dawson et al., 2004). 
Complementary analysis of remotely-sensed data has also shown the potential for providing 
quantitative roughness measures for fluvial environments. For example, Butler et al. (1998; 
2002) used close-range photogrammetric techniques to extract in-channel grain size information 
whilst vegetation height information contained in LIDAR data (Menenti and Ritchie, 1994; Cobby 
et al., 2001) allowed Mason of al. (2003) and Verwey (2003) to generate first-order 
approximations to space-time varying flow resistance over the floodplain. Available at scales 
commensurate with the underlying topography, such distributed approaches to friction 
parameterisation offer considerable potential for eliminating the unphysical fitting of friction 
factors required in the traditional calibration approach. This may lead to the prospect of a much 
reduced need for calibration of hydrodynamic models and therefore an implied improvement in 
model performance (Cobby of al., 2003). Whilst the use of remote sensing to generate 
distributed friction maps is increasing, substantial further work is required in this area to provide 
methods to explicitly calculate important elements of frictional resistance for particular flow 
routing problems (for example, in urban environments). Therefore, until these techniques reach 
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sufficient maturity, one is left with little option but to persevere with conventional approaches to 
model calibration. 
In surface water hydraulics, the availability of high-resolution, high-accuracy data sources for 
model parameterisation has led to a sudden shift from a data-poor to a data-rich and spatially 
heterogeneous modelling environment. As such, spatially-distributed models of flood response 
have the potential to be highly complex in structure and contain numerous parameter values. 
Their calibration and validation is therefore extremely difficult but at the same time essential in 
order to obtain confidence in the reliability of the model (Refsgaard, 2000). 
1.3.2 Model calibration 
In all but the simplest cases (e. g. the planar free-surface 'lid' approach of Priestnall et al. 
(2000)) some form of parameter calibration is required to apply flood inundation models to 
particular river reaches and rainfall events. Calibration is undertaken in order to determine 
appropriate values for otherwise unidentifiable parameters such that the model is best able to 
reproduce available observational data and, in the inundation case, typically considers 
roughness coefficients assigned to the main channel and floodplain. As previously noted, these 
parameters are, in principle, measurable in the field but it has proven very difficult to 
demonstrate that such models can provide accurate predictions using only measured or 
estimated parameters. Instead, it is common to simply maximise some convenient 'goodness of 
fit' function between model output and historical records and then proceed to use these 
'optimised' values in simulation (e. g. Johnston and Pilgrim, 1976; Duan at al., 1993). In doing 
so, it is sometimes overlooked that the calibrated values might be dependent on both the 
chosen objective function and the type and period of calibration data, as well as the model 
structure itself (for more extensive treatments see Kleme* (1986), Beven (2001 b) and Wagener 
at al. (2004)). 
There are, however, enough sources of error in the flood modelling process to cast some doubt 
on the certainty, uniqueness or identifiability of these calibrated parameters. Whilst these errors 
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primarily relate to the limitations of available parameterisation data (i. e. the assimilation of 
floodplain topography and friction), they also extend to the discrete numerical solution of the 
controlling flow equations and the observations with which the model is compared. The 
calibration of effective parameters is thus further complicated as estimated values will, in part, 
compensate for the aggregate manifestation of these errors. Data typically available to constrain 
this process include bulk flow measurements either at the catchment outlet or at gauges internal 
to the model domain and, more rarely, maximum water levels inferred from trash or wrack lines, 
depositions of sediment or the discolouration of fixed structures (e. g. buildings and bridges). 
Given that the number of degrees of freedom in even the simplest of inundation models is 
relatively large, it is no surprise that many different combinations of effective parameter values 
often fit such sparse calibration data equally well. However, while many different spatial patterns 
of grid cell effective parameters can generate the same aggregate flow response, they may 
simultaneously furnish very different distributed predictions of internal variables (e. g. flow 
depths and velocities) and, thus, process inferences (Refsgaard, 2000). Lack of spatially- 
distributed observations is, therefore, a significant cause of so-called 'equifinality' and may lead 
to (i) a tolerance of the physically unrealistic spatial lumping of parameter values and processes 
(Bates, 2004), and (ii) problems of non-identifiability (a poorly defined optimum) and/or non- 
uniqueness (multiple local optima) of calibrated parameters (Romanowicz and Beven, 2003). 
1.3.3 Model validation 
1.3.3.1 Conventional approaches 
Traditionally, calibration and validation procedures have consisted of comparisons between 
observed and simulated flows at the catchment outlet, despite numerous observations that this 
provides a very weak test of the adequacy of a model. In 1994, Rosso observed that: 
'Conventional strategies for distributed model validation typically rely on the comparison of 
simulated model variables to observed data for specific points representing either external 
boundaries or intermediate locations on the model grid... Traditional validation based on 
computing simulated with observed outflows at the basin outlet still remains the only attainable 
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option in practical cases. However, this method is poorly consistent with spatially distributed 
modelling... '. 
Clearly, calibration and validation against gauged bulk flow data is unsatisfactory as it does not 
allow the full potential of the model to make spatially-distributed predictions to be tested 
(Refsgaard, 2000). This is an essential prerequisite for establishing a degree of confidence in 
the spatial outputs generated by a particular model and requires distributed data at a 
comparable scale to the distributed model predictions. In the case of flood inundation models, 
this could be wide-area synoptic maps of inundation extent, water depth or flow velocity. Of 
these, inundation extent is perhaps the easiest to determine over spatial scales appropriate to 
flood routing and forecasting problems (i. e. at or below the catchment scale). Inundation data 
provide a potential solution to the problem of model validation, as whilst these data are zero- 
dimensional in time (i. e. instantaneous 'snapshots' or maximum inferred water levels) their two- 
dimensional spatial format can provide 'whole reach' data for both distributed calibration and 
validation of distributed predictions (Bates, 2004). Observational data of this type has the 
advantage that for relatively flat floodplain topography small changes in water surface elevation 
may result in large changes in shoreline position. Hence, in order to replicate a flood shoreline 
adequately a model must generate, either directly or through secondary interpolation, an 
accurate representation of the distributed free surface. In studies thus far, inundation extent has 
proved a effective test of model performance as it is both a relatively sensitive measure and its 
simulation requires a model capable of dealing with dynamic wetting and drying over complex 
topography (e. g. Bates at al., 1997a; Horritt, 2000; Bates at al., in press). However, during 
events where the valley is entirely inundated, and the flood shoreline is constrained mostly by 
the slopes bounding the floodplain, changes in water levels may produce only small changes in 
flood extent (Horritt and Bates, 2001b). In these instances, calibration/validation based on 
hydrometric data internal to the model domain may prove a useful complimentary test of model 
performance. 
Undoubtedly, remote sensing offers a unique opportunity to collect synoptic data over a large 
area and, with pixel sizes ranging from -1 m (Bates et al., in press) - 400 km (Tapley at al., 
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2004), it is often possible to directly detect or indirectly infer hydrologically significant patterns at 
the scale of individual model grid cells (Beven, 2001a). Such data are not problem free, as 
conversion of the digital numbers of the images to quantities required by the modeller may 
require an interpretative model that may itself be subject to uncertainty (Beven, 2002). The 
information extracted is often restricted to a discrete classification of a particular property, 
artefact or system state and observations of floods have thus far been limited to a binary 
distinction between wet and dry state. Even this classification process is subject to error. While 
the high resolution (-0.5-12.5 m) and day-night, all weather capabilities of synthetic aperture 
radar (SAR) systems are considerable advantages in mapping flood extent, the images they 
produce present considerable image processing problems. High noise levels mean simple 
thresholding is ineffective, and must be preceded by local averaging (Horritt and Bates, 2002), 
which reduces noise at the expense of spatial resolution. More sophisticated approaches such 
as active contour models (also known as 'snakes') (Horritt, 1999) have been used to get around 
this problem, but are still subject to errors in the location of the flood shoreline of around 50 m 
when compared with air photo data (Horritt at al., 2001). Moreover, the magnitude and spatial 
distribution of these errors are strongly dependent on the ground conditions (e. g. emergent 
vegetation) and/or sensor properties (i. e. incidence angle, frequency and polarisation) (Horritt et 
a1., 2003). Any inundation map derived from SAR imagery must therefore be treated as an 
approximation to the true flood state. Yet, such data are at least wide area and distributed and, 
therefore, have good potential for use in hydraulic model validation. 
A significant question resulting from these developments is therefore how to compare 
classificatory pattern data to model output. One obvious method is to transform the discrete 
pattern back into a continuously distributed state variable. For example, an inundation extent 
map can be used in conjunction with a digital elevation model (DEM) to yield distributed 
predictions of water depth (e. g. Townsend and Foster, 2002; Mason et al., 2003; Lane et al., 
2003). However, this introduces additional interpolation errors and assumptions from the DEM, 
such that a better solution may be to use the raw pattern data itself. While a distributed 
comparison of model predictions and observed data is useful in assessing a model's 
performance in different parts of the domain (e. g. the optimal local alignment method of 
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Grayson et a!. (2002)), often a single aggregate measure of model performance or objective 
function is required for calibration or validation purposes. However, the choice of objective 
function with which to compare spatial patterns is not straightforward; the question of goodness 
of fit is necessarily a multivariate problem and no single statistic can be universally relied upon 
(Grayson and Blöschl, 2000b). This is well understood in hydrograph prediction modelling 
where a range of possible indicators of model performance have been presented (summarised 
in lbbitt and O'Donnell (1971) and Beven (2001b)) whose relevance depends not just on the 
model that is being used, but the use to which the model will be put. For spatial pattern 
comparison, however, there is currently no equivalent guidance as to which function is most 
appropriate for a particular application, and the use of different functions may similarly result in 
different conclusions about model adequacy and validity (Lane and Richards, 2001). 
It should also be noted here that comparison with observational data lends to the model only a 
rather modest level of credibility vis-ä-vis the specific modelling objective. Whilst the potential of 
remotely sensed data for calibration and validation has long been recognised (Bates at al., 
1997b), there is still a general lack of suitable data such that even the most basic of tests for 
evaluating model credibility (e. g. the hierarchical split-sample methodology of Kleme§ (1986)) 
are precluded. For most situations these data consist, at best, of single images per event of 
flood extent derived from air photo data, and airborne and satellite SARs which do not allow 
adequate checking of the inundation dynamics simulated by the model. Therefore, without 
independent calibration and validation data, it is entirely possible that a model may produce the 
'right' results for the 'wrong' reasons and that poor predictive performance will remain 
undetected (Beven, 1989). Clearly, a model that not only predicts well but does so for the right 
reasons is a necessary prerequisite for many practical applications involving extrapolation, such 
as flood risk assessment (where measurements are not available) and forecasting (where 
measurements are not possible). If the model fails to perform adequately in this predictive 
sense then it is hard to envisage how it can be considered acceptable in any meaningful role, 
except as a vehicle for scientific debate (Young, 2001). But, just as obviously, predictive 
capability should not be an exclusive or sufficient condition for the model's acceptance within 
the wider hydrological community. In this sense, it has long been argued that a model needs to 
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have a physically interpretable conceptual basis that is reasonably acceptable within current 
hydrological paradigms (Young, 1984,1999; Cunge, 2003). As Lane and Richards (2001) 
observe: 
'... this reflects a key difference between research (into both methodological aspects of model 
application, and substantive understanding of hydraulic processes), with its focus upon 
understanding and explanation and its essentially scientific objectives, and consultancy (the 
application of a model to evaluate a particular problem), with its focus upon prediction, which is 
strictly the application of a particular technology'. 
1.3.3.2 Confusion over terminology and scope 
As the preceding discussion has shown, validation is a complex process and even its definition 
is controversial. No unique and generally accepted terminology exists in the environmental 
sciences, where many different, and highly contradictory, definitions and methodologies for 
model validation are presently used. For example, Konikow (1978) and Anderson and 
Woessner (1992) use the term 'verification' with respect to the governing equations and their 
embodiment within the code of the model, whilst Tsang (1991) uses the term to describe the 
checking of the model's ability to reproduce historical data. According to Konikow (1978) a 
model is verified 'if its accuracy and predictive capability have been proven to lie within 
acceptable limits of errors by tests independent of the calibration data'. Anderson and 
Woessner (1992) subsequently define model validation as tests showing whether the model can 
predict the future. Unlike the previous examples, Flavelle (1992) distinguishes between 
verification (of computer code) and validation (of site-specific models). 
In addition to the semantic confusion, some authors even question the possibility of validating 
models. Konikow and Bredehoeft (1992) argued that the terms validation and verification are 
misleading and their use should be abandoned: 'the terms validation and verification have little 
or no place in ground-water science; these terms lead to a false impression of model capability'. 
The main argument is this respect relates to the Popperian view that a theory (in this case a 
model) can never be proved to be generally valid, but can be falsified by just one example 
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(Popper, 1959). Oreskes at al. (1994), using a philosophical framework, further contended that 
verification and validation of numerical models of natural systems is theoretically impossible, 
because natural systems are never closed and because model results are always non-unique. 
Instead, in their view models can only be 'confirmed'. In response to Konikow and Bredehoeft 
(1992), De Marsily at al. (1992) argued for a more pragmatic view: 'using the model in a 
predictive mode and comparing it with new data is not a futile exercise; it makes a lot of sense 
to us. It does not prove that the model will be correct for all circumstances, it only increases our 
confidence in its value. We do not want certainty; we will be satisfied with engineering 
confidence. ' 
A fundamental problem in such debates is that the term 'model' is often used in two different 
senses, namely as a model code (i. e. a computer program) and as a site-specific model 
including input data and parameter values. Therefore some clarification of the terminology used 
hereafter is required. The key terms, fully described in Refsgaard (2000,2001) and based on 
ideas outlined by Schlesinger at al. (1979), Kleme§ (1986) and Anderson and Woessner (1992), 
are here defined as follows: 
-A model code is a generic computer program, which can be used for different river 
reaches and catchments without modifying the source code. 
-A model is a site application of a code to a particular river reach or catchment, including 
input data and parameter values. 
-A model code can be veered. A code verification involves comparison of the numerical 
solution generated by the code with one or more analytical solutions or with other 
numerical solutions. Verification ensures that the computer program accurately solves 
the equations that constitute the mathematical model. 
- Model validation is here defined as the process of demonstrating that a given site- 
specific model is capable of making accurate predictions, defined with respect to the 
application in mind, for periods outside a calibration period. A model is said to be 
validated if its accuracy and predictive capability in the validation period have been 
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proven to lie within acceptable limits or errors for a particular practical purpose. The 
prevailing, Popperian view of validation is that models can never be universally 'true'; 
rather, they are 'not yet proven to be false' (Popper, 1959). Although not a problem-free 
stance (see Lane and Richards, 2001), it is here assumed that this yields a model that 
is considered conditionally valid, in the sense that it can be assumed to provide the best 
representation of observed behaviour currently available that has not yet been falsified 
(Young, 2001). Thus, conditional predictive validation means that the model has proven 
valid in this more narrow predictive sense. 
It is important to notice that the term model validation refers to a site-specific validation of a 
model. This must not be confused with a more general validation of a model code, which will 
never be possible (Beven, 1996). However, the potential complexity of modern hydraulic models 
is such that a range of additional approaches to model validation may be required, not just as 
optional alternatives, but as necessary prerequisites as models are refined and developed. 
According to Lane and Richards (2001) these might include: (i) conceptual model assessment; 
(ii) computational tests and analytical solutions; (iii) sensitivity analyses; (iv) assessment based 
on visualisation; and (v) evaluation against professional standards. These authors argue that, 
through a more integrated and holistic approach to model validation or 'assessment', one may 
better recognise the various constraints imposed by conceptual uncertainties, computational 
uncertainties and data limitations, as well as numerical uncertainties and thus more thoroughly 
'confirm' model efficacy, if not validity. 
1.4 Current limits to flood inundation modelling 
1.4.1 Research niche 
The preceding review has demonstrated that there is considerable practical demand for the 
consequences of flooding from events of different return period or multiple scenarios associated 
with different potential futures to be known a priori. In the absence of sufficient historical 
observations, advances in remote sensing technologies have made distributed numerical 
21 
Introduction 
models an increasingly attractive solution where spatial predictions of the potential damage of 
future flooding episodes are required. The primary stimulus has been the proliferation of high- 
quality quantitative parameterisation data and the refinement of established numerical tools for 
the specific task of efficiently predicting flood inundation and extent. However, unprecedented 
scope for undertaking high-resolution, high-accuracy hydrodynamic modelling of river floodplain 
systems and producing assessments of flood risk at very fine spatial and temporal scales is not 
a panacea. The traditional, reductionist aim of developing and using models that are as realistic 
as possible' must be balanced against a number of other important considerations. These 
include: the computational burden of the hydrodynamic calculations, investment in bespoke 
data collection and model set-up, and the requirements of the end user. As such, methods for 
modelling flood inundation should be reliable, practicable in terms of computational expense 
and input data, and capable of generating the required hydraulic information in an appropriate 
format and level of detail. These predicted quantities should be recognised as uncertain and 
therefore the potential need to evaluate model and data uncertainties may also influence the 
type of modelling approach selected. 
Unfortunately, such models are often calibrated and validated against sparse observations that 
in many cases are inconsistent with the variables predicted (e. g. bulk gauged flows versus 
spatially-distributed depths). Data at a scale and dimensionality commensurate with model 
outputs are required to establish some degree of confidence in model performance and, in the 
case of fluvial flooding, can be derived from various remote-sensing sources. Unfortunately, 
such data are often restricted to single images of binary flood state per event and are typically 
compared with the model simulations using inappropriate and/or ill-defined measures of fit. 
Moreover, despite their considerable potential, the scarcity of synoptic observations of hydraulic 
variables, in particular water depth and flow velocity, has resulted in the convolution of the 
previously distinct calibration and validation phases of model application. Without independent 
calibration and validation data, a good model can rapidly become a bad one if it produces the 
right results, but for the wrong reasons. In other words, a model must not only predict well, but it 
should do so for the right reasons. This will become particularly apparent when a model is 
applied in predictive mode with the implied extrapolation of model parameters and boundary 
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data to unmeasured locations (where observations are not available) and into the future (where 
observations are not possible). Moreover, calibrated values of model parameters, such as 
effective roughness coefficients, may be highly non-unique and non-stationary between 
observed flood events of different magnitudes and can result in considerable ambiguity in model 
outputs (Romanowicz et al., 1994,1996; Romanowicz and Beven, 2003). 
1.4.2 Thesis aim 
The aim of the thesis is therefore to improve both the quality of and confidence in the 
hydraulic information generated from spatially-distributed flood inundation models'. As 
such, the research presented in this thesis seeks: 
(i) to demonstrate the value and utility of simple model codes, designed specifically to 
operate with high-resolution remote sensing data, for modelling dynamic floodplain 
inundation. 
(ii) to determine to what extent existing calibration-validation strategies, in particular the 
data and methods available in most applied situations, have obscured the processes of 
model construction, calibration and validation and led to an unfounded and/or 
unrealistic level of confidence in model predictions. 
(iii) to identify, to demonstrate and to overcome any limitations that, at present, 
detrimentally affect the predictive performance of particular model codes identified as 'fit 
for purpose' in Chapter 2. 
However, before precise research objectives can be defined and subsequently addressed, the 
hydraulic processes that characterise compound channel flow and the various numerical 
approaches for their modelling must be discussed. These are reviewed and various practical 
and theoretical limits to our ability to model flood inundation with some or all classes of model 




Numerical modelling of floodplain flow 
In Chapter 1, flood inundation modelling was shown to be an important practical problem where 
spatially-distributed model predictions are required and used to inform major decisions relating 
to flood hazard mitigation. Increased demand for accurate predictions of quantities relevant to 
the management of floodplain systems, such as discharge, water surface elevation, inundation 
extent and flow velocity, can now be met through the development of applied remote sensing 
techniques for model construction and parameterisation. However, confidence in these 
predictions may be undermined by problems in verifying numerical model codes and validating 
their site-specific outputs. Clearly, validation of a model, as defined in this thesis, is a necessary 
condition for its acceptance, regardless of the study objectives, and is conditional on possible 
future falsification by new observational data. Similarly, numerous authors (e. g. Diskin and 
Simon, 1977) have observed that it we want robust distributed models we need to test them on 
the type of distributed data only available from remote sensing sources or extensive, post-event 
ground survey campaigns. 
Chapter 1 has thus outlined the broad problem of flooding in today's society and established the 
demand for its spatially-distributed prediction. Furthermore, it has identified distributed 
numerical models as an appropriate solution and has highlighted several important areas where 
future possibilities and research niches exist for improving both the quality of and confidence in 
the hydraulic information generated. Chapter 2 aims to move from this general context to 
generate definitive research objectives that break down the central thesis aim into specific and 
manageable tasks that will be addressed in later chapters. In order to get to such a position 
three specific areas will be reviewed. Firstly, flow processes in compound channels will be 
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discussed. Secondly, examples of numerical modelling tools that embody some or all of these 
processes will be described, along with simplifying assumptions frequently made in floodplain 
flow modelling. Thirdly, a range of appropriate case studies will be presented that illustrate the 
theoretical and practical problems of and limits to parameterisation, calibration and validation in 
real-world applications of numerical flood flow models. The chapter will conclude with the 
presentation of specific research objectives. 
2.1 Flow processes in compound channels 
By nature or by design, most lowland rivers have compound sections consisting of a main 
channel, which always carries low flows and one or more adjacent floodplains, which carry flow 
above the bankfull stages. During the passage of a flood wave, the flow depth may exceed 
bankfull height, and water may gradually (e. g. Asselman and Middelkoop, 1998) or rapidly (e. g. 
Alsdorf et al., 2000) extend and retreat over the low-lying, shallow gradient floodplains. 
Floodplains therefore act either as temporary storage areas for flood water or provide an 
additional route for flow conveyance down the river corridor. In natural rivers with significant 
floodplains, a flood typically consists of a large, low amplitude wave propagating through a 
compound channel of complex cross-sectional shape and longitudinal form (Fread, 1985,1993). 
In the very largest basins such waves may be up to _103 km in length or greater but with 
amplitude of only -101 m, and may take several months to traverse the whole system (Wong 
and Laurenson, 1983). As flood waves are translated downstream, discharge peaks and 
surface waves tend to flatten, associated with a decay (or attenuation) of the propagation speed 
or celerity, c, due to frictional effects (Figure 2.1). The general form of this wave speed- 
discharge relationship is not simple in natural rivers, as illustrated in Figure 2.2. Wave speeds 
typically reach a maximum value at about two thirds of bankfull discharge, Qbf, before 
decreasing to a minimum at a particular overbank flow with a shallow floodplain depth, 
associated with the maximum main channel-floodplain interaction effect. Here the river is most 
efficient at storing water and attenuating flood peaks. As discharge increases beyond this 
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Figure 2.1 Translation and attenuation of a flood wave between two gauging stations (after Bates et 
al., 2005a). 
inflexion there is an effective flow of water (i. e. conveyance) along the floodplain and the wave 
speed also increases until, for extreme discharges, the whole of the floodplain begins to act like 
a single channel unit again (Cunge et al., 1980). Empirical support for this relationship has 
come from several river systems (Price, 1973,1978) and typical values for c reported by 
NERC (1975) and simulated by Bates et al. (1998) for UK rivers with widths in the range 10-50 




Qbf -"5 Qbf 
Figure 2.2 Wave-speed discharge relationship for a natural river (after NERC, 1975). 
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Below the scale of the flood wave itself, other significant in-channel flow processes can be 
identified and thus potentially modelled. These include: (i) turbulence (Shiono and Knight, 1991; 
Buffin-Belanger at al., 2000; Carling at al., 2002); (ii) boundary shear stresses (Dietrich and 
Whiting, 1989; Lawless and Robert, 2001; Biron of al., 2004); (iii) shear layers that develop 
along the interface of two merging flows (Best, 1986; Biron of al., 1996; Rhoads and 
Sukhodolov, 2004); (iv) secondary circulations (Sellin, 1969; Bathurst at al., 1977; Lane et al., 
2000); and (v) sediment transport (Bridge and Jarvis, 1982; Dietrich and Smith, 1984; Markham 
and Thorne, 1992). Whilst the aggregate effect of many of these interrelated processes can be 
seen at the reach scale (e. g. bed form morphology, bank erosion and regions of strong three- 
dimensional flow or large-scale coherent turbulence), individual processes are likely to be highly 
variable in both space and time. For example, turbulent eddies range from heterogeneous 
structures at the scale of individual roughness elements and obstructions on the bed (McLelland 
of al., 1999; Shvidchenko and Pender, 2001; Roy et a!., 2004) down through the turbulent 
energy cascade (Batchelor and Townsend, 1956; Bradshaw, 1967; Nezu, 1977) to the 
Kolmogorov length scale, rl, where turbulent kinetic energy is finally dissipated. In typical 
channel flows these very smallest eddies may be only -10-2 mm across (Robinson, 1991; Dunn 
and Morrison, 2000; Honore and Gresillon, 2000) and are highly transient. 
When river stage exceeds bankfull height, water ceases to be contained solely in the main 
channel and spills onto the adjacent low-gradient floodplains, the cross sectional geometry of 
flow undergoes a steep change. Recent large-scale laboratory (Ervine et al., 1994; Wormleaton 
et al., 2004) and field (Babaeyan-Koopaei et al., 2002; Carling et al., 2002) studies on overbank 
flows confirm that, while all the above processes will continue to exist, a number of new physical 
mechanisms will begin to operate which result in a flow structure and pattern far more complex 
than that of inbank flow. Principally, these are characterised by: (i) large shear layers generated 
by the difference of velocity between the main channel and the floodplain flow (Perkins, 1979; 
Knight and Demetriou, 1983; Knight and Hamid, 1984); and (ii) highly-turbulent, three- 
dimensional flow structures resulting from the interaction of the floodplain flow with the 
meandering inbank channel (Ervine et al., 1993; Willetts and Hardwick, 1993; Lambert and 
Sellin, 1996). 
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Early experimental work on flow in compound channels concentrated largely on straight 
channels and floodplains (e. g. Einstein and Li, 1958; Tracey, 1965; Melling and Whitlaw, 1976). 
Here, flows in the faster flowing main channel and the slower moving floodplain are essentially 
aligned, consequently the mechanism at the interface between the two is largely shearing. This 
creates vertical vortices and secondary circulation in the region of the interface as illustrated in 
Figure 2.3 and described by Shiono and Knight (1991). Sellin (1964) presented early 
photographic evidence of these vortices. In addition to creating turbulent energy losses, these 
vertical 'interface vortices' also convect high-momentum fluid from the main channel onto the 
floodplain (Knight and Shiono, 1996). It is the periodic nature of these vortices (Knight and 
Shiono, 1990; Meyer and Rehme, 1994) that accounts for much of the momentum transfer 
between the deep and shallow regions. When the main channel and floodplain flows are not 
parallel, as in the case of meandering channels, the shear at the interface becomes generally 
much more intense and the secondary currents developed are stronger and more complex than 
for straight channels (see Sellin and Willetts (1996) for a discussion). These flow structures may 
have a profound effect on the channel conveyance (Ervine and Baird, 1992; Ervine et al., 1993) 
and, where the bed of the main channel is mobile, can alter the bed profile leading to further 
modification of the secondary flows themselves in an interrelated process (Wormleaton et al., 
2004). Figure 2.4 characterises the general flow patterns observed on the UK Flood Channel 
Facility at HR Wallingford (Knight and Sellin, 1987) by Sellin et al. (1993) and others for 
meandering compound channels. Here water spills from the downstream apex of channel bends 
and flows over meander loops before interacting with channel flow in the next meander. These 
three-dimensional interactions modify secondary circulations within the channel and represent 
an additional energy loss in the near-channel area. Another notable feature of such flow is that 
water is expelled vigorously from the main channel onto the downstream floodplain, where it 
continues travelling in a skewed direction with respect to the floodplain boundaries. Floodplain 
flows beyond the meander belt will not be subject to such modifications or energy losses and 
this region may provide a route for more rapid flow conveyance. As illustrated in Figure 2.2, the 
impact of these effects will be at a maximum at some shallow overbank stage (-1.5 Qbf ), when 
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Figure 2.3 Hydraulic processes associated with overbank flow in a straight compound channel 
(after Shiono and Knight, 1991). 
the interaction between main channel and floodplain is at its greatest (Knight and Shiono, 
1996), before slowly decreasing as depth increases and the whole floodplain and valley floor 
begins to behave as a single channel unit. 
Away from the near-channel zone, water movement on the floodplain may be more accurately 
described as a typical shallow water flow (i. e. one in which vertical velocities and their variations 
are deemed negligible) as the horizontal extent may be large (up to several kilometres) 
compared to the depth (usually less than 10 m). Such shallow water flows over low lying 
topography are often characterised by the slow advance and retreat of the inundation front over 
considerable distances, potentially with distinct processes occurring during the wetting and 
drying phases (e. g. Nicholas and Mitchell, 2003). Consequently, these dynamic flow fields are 
frequently assumed to be two-dimensional and thus only vary significantly in the x and y 
Cartesian directions. Whilst three-dimensional flow processes do clearly exist in particular 
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Figure 2.4 Representation of principal flow structures occurring during overbank flow in a 
meandering compound channel (after Sellin et al., 1993). 
regions of overbank flow (see Figure 2.4), their impact is assumed not to dominate the evolution 
of the moving shoreline (Bates and Horritt, 2005). In other words, correctly predicting inundation 
extent in the far-field of a floodplain flow may not be strongly dependent on representing 
detailed flow dynamics in the near-field region close to the channel where process gradients are 
known to steepest during flood events. Partly, this is a consequence of scale, as moving 
boundary problems involve the lateral extension of the flood shoreline over considerable 
distances (perhaps 1-10 km) away from the river, and regions of strong three-dimensional flow 
or large-scale coherent turbulence may therefore be relatively limited in spatial extent. It is also 
reasonable to suppose that, despite the known complexity of the channel-floodplain flow 
interactions, these processes do not sufficiently excite the system (see Young, 1984) to be 
explicitly apparent in the inundation extent data typically collected in the far-field (i. e. single 
images of inundation per event). However, correct treatment of this moving boundary problem is 
clearly critical, both to capture adequately the energy losses in shallow water (which may be 
high due to large relative roughness) and because flood extent has been established as a 
common prediction requirement from spatially-distributed hydraulic codes (CADAM, 2000). 
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Flow interactions with micro-topography (e. g. Walling of al., 1996; Nicholas and Walling, 1997), 
vegetation (Nepf, 1999; Nepf and Vivoni, 2000) and structures (Haider of al., 2003; Paquier, 
2003) on the floodplain may also be important, thereby complicating the modelling problem 
further. In particular, where the floodplain acts as a route for flow conveyance rather than simply 
as storage, some or all of these obstacles may significantly influence the spatial patterns of 
energy losses, turbulence generation and sediment transport processes. Moreover, many 
numerical codes assume that the geometry of the model domain is fixed over the course of the 
event, and for very large floods this may not be the case as embankment failure or geomorphic 
change may considerably modify the inundation dynamics (Downs and Gregory, 1993; Thorne 
et al., 1998). 
Finally, whilst typical hydrodynamic codes do not consider water exchanges with the 
surrounding catchment, for whole catchment modelling or flood inundation simulation over long 
river reaches, such exchanges may, at particular times, become important (Richey et al., 1989; 
Mertes, 1997; Stewart et a!., 1999). Generally, the only input to hydraulic models is the 
upstream hydrograph and other catchment hydrology is either treated as a black box (e. g. 
Nijssen et al., 1997) or simply ignored (e. g. Bates et al., 1998). This is because these codes 
were originally developed for engineering applications over short reaches of less than 1-2 km 
(e. g. King and Norton, 1978). If a longer reach is considered or if the reach is relatively far 
upstream, then the contribution from hydrological processes could potentially be very 
significant. Such processes include direct precipitation and runoff onto the floodplain (Hughes, 
1980; Lewin and Hughes, 1980), evapo-transpiration losses (Yao et al., 1996; Boroughs and 
Abt, 2003), bank-storage effects (Pinder and Sauer, 1971; Hunt, 1990; Whiting and 
Pomeranets, 1997) resulting from interactions between the river water and alluvial 
groundwaters contained within the hyporheic zone (Standford and Ward, 1988,1993; Winter, 
1995; Dahm and Valett, 1996), subsurface contributions to the floodplain groundwater from 
adjacent hillslopes (Bates at al., 2000; Claxton at al., 2003; Jung at al., 2004) and flows along 
preferential flow paths, such as relict channel gravels, within the floodplain (Gillham, 1984; 
Poole at al., 2002; Burt at al., 2002). Over particular reaches and in certain environments, 
integration of some or all of these processes within flood inundation model codes may be 
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required and will likely necessitate complex modelling structures (e. g. Charlton, 1999; Stewart 
et al., 1999) that may be difficult to parameterise fully (Beven, 1989). 
More generally, whilst in reality we know that compound channel flows will be fully turbulent 
over a wide range of space scales and unsteady in time, simulation of such complexity is 
computationally prohibitive. Moreover, the processes perceived by modellers to be relevant to 
the accurate simulation of floodplain flow for a particular purpose are likely to comprise only a 
subset of the known physical mechanisms identified above. The key step in selecting an 
appropriate numerical method for modelling floodplain flows is therefore to identify those 
processes that are relevant to a particular modelling problem and decide how these can be 
discretised and parameterised in the most computationally efficient manner (i. e. the 
'conceptualisation' and 'construction' stages described in Chapter 1). 
Hydraulic model codes for compound channel flow can therefore be classified according to the 
number of dimensions in which they represent the spatial domain and flow processes therein, 
and the above discussion indicates that for particular problems a one-, two- or even three- 
dimensional model may be most appropriate. However, whilst flow in compound channels is 
known to be fully three-dimensional, commensurate numerical treatment of such processes, 
particularly for dynamic shallow flows with significant changes in domain extent, is not (yet) a 
viable option at the reach-scale (>1 km). Limiting factors include computational feasibility and 
the accurate representation of the water free surface, high-order turbulence and transient flood 
shoreline. However, such a complex approach may also be unnecessary as for many scales of 
compound channel flow the two-dimensional shallow water approximation may be adequate, 
especially given the type and quality of validation data typically available (Lane et al., 1999). For 
these reasons, dynamically varying flows in compound channels have, to date, been treated 
predominantly with 1D and 2D models and are therefore discussed in the following section. 
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2.2 Numerical modelling of floodplain inundation 
Table 2.1 provides an overview of the variety of different methods in use for spatially-distributed 
flood inundation modelling. 
2.2.1 One-dimensional codes 
One-dimensional hydraulic codes are used extensively in practical applications for studying 
flood levels and discharges in river systems, and have been applied successfully to flood 
routing problems at river reach scales from tens to hundreds of kilometres (e. g. Wijbenga et at, 
1994; Romanowicz at al., 1996; Yoshida and Dittrich, 2002). Although not as computationally 
efficient as simple hydrological routing methods, such as kinematic wave routing (Woolhiser and 
Liggett, 1967; Morris and Woolhiser, 1980) or Muskingum routing (McCarthy, 1938; Cunge, 
1969), 1D hydraulic models allow for rapid evaluation of water levels and discharges in the 
down-valley direction in single channel, dendritic and looped network (i. e. multiply-connected 
flow paths) river systems (Cunge at al., 1980). Whilst not explicitly representing many of the 
flow processes described above, these models are capable of predicting the bulk properties of 
river flows, such as propagation and attenuation of the flood wave and backwater effects, 
provided they are correctly parameterised. However, the net effect of these processes on 
energy dissipation can be readily accounted for through resistance laws within the governing 
equations (see Mousse and Bocquillon, 1986) or empirical corrections based on large-scale 
physical modelling measurements (e. g. James and Wark, 1992). 
These model codes are founded on a series of assumptions underlying one-dimensional flow 
hypotheses (see Chow, 1959; Henderson, 1963; Abbott, 1979), with the most relevant being 
that stage and discharge vary only in the longitudinal direction. Flow is considered to be fully 
turbulent and gradually-varying with hydrostatic pressure prevailing at all points in the flow. 
River network topology is discretised as a number of one-dimensional branches interconnected 
at computational nodes, while downstream hydraulic geometry is described as a series of 
irregularly spaced cross-sections Ox apart and perpendicular to the local direction of flow. 
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Significantly, water levels calculated at each section are considered horizontal and constant 
across the cross-section. 
A variety of commercial and non-commercial dynamic modelling codes are available (see Table 
2.1 for some examples). These vary somewhat in the scope of application, schematisation 
approach and mathematical solution method, but are all founded on the common principle of 
the 1D de St Venant equations for continuity and momentum (Equations 2.1 and 2.2, Chow 








+gA( d9h +sf -so I=o 
where Q is the flow discharge, A is the cross-sectional area of flow, h is the water depth, t is 
the time, g is the gravitational acceleration, Sf is the friction slope and So is the channel bed 
slope. q is the lateral inflow/outflow per unit length from other sources (i. e. from the floodplain 
or possibly tributary channels). Equation 2.1 may also be modified to include a conveyance ratio 
for compound channels which determines how flow is partitioned between the floodplain and 
channel and is dependent on values of the conveyance parameters specified (Rameshwaran 
and Willetts, 1999). 
Equations 2.1 and 2.2 have few exact analytical solutions, but with appropriate boundary and 
initial conditions they can be solved using standard numerical techniques (e. g. the finite 
difference schemes of Preissmann (1961) and Abbott and lonescu (1967)) to yield estimates of 
Q and h in both downstream direction and time. Boundary conditions typically consist of the 
inflow hydrograph at the upstream cross-section and, for subcritical flow, the stage hydrograph 
at the downstream boundary. For supercritical flow where the Froude number exceeds one, 
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Table 2.1 Different approaches to modelling floodplain inundation, in order of increasing 
(hydraulic) complexity (after Bates and De Roo, 2000). 
Method Description Model codes Applications 
(examples) 
Non-hydrodynamic A planar flood surface Is obtained using water levels either None Priestnall et el. (2000) 
volume filling measured directly or established empirically through rating Hamer at I. (2000) 
curves at river gauges. This surface Is then overlain on the Puech and Raclot (2002) 
DEM and all areas below the planar surface are considered Voortman et al. (2003) 
flooded. 
Non-hydrodynamic Statistical models that use SAR imagery and gauged 
volume spreading discharge records to predict downstream area flooded as a 
power law function of river flow. Standard GIS routines (e. g. 
flow path analysis) and a high-resolution DEM are then 
applied to interpolate between observed flood scenes for a 
given discharge scenario to produce a continuous map of 
inundation extent. Mass is conserved using a variation on 
pycnophylatic interpolation (Tobler, 1979), which is a 
volume-preserving method for interpolating data within 
homogenous areas. 
Irregular storage Main channel and floodplain are considered separately. 
cell Floodplain is discretised as a series of storage basins that 
are representative of hydraulically-discrete floodplain 
elements, each defined to best preserve the topological 
Integrity of the physical system using natural divisions such 
as dikes and other embankments. Flow in main channel and 
between cells is described using uniform flow equations 
(e. g. Manning/Strickler or weir-type formulae). 
Regular storage Similar approach to the previous, but the floodplain is 
cell discretised instead according to a structured Cartesian (or 
raster DEM) grid. Each floodplain pixel in the grid is treated 
as an individual storage basin, with inter-cell fluxes 
calculated using either established hydraulic equations, 
such as Manning's equation, or zero-inertia forms of the 
depth-averaged shallow water equations, such as the 
diffusive wave equation. Main channel flow is resolved one- 
dimensionally using either a kinematic or diffusive wave 
model. 
1D hydraulic Solution of the full 1D de St Variant equations using a series 
models of cross-sections to describe compound channel geometry 
perpendicular to the main flow direction. Resulting water 
levels at 1D computational grid points can be mapped to 
produce a 2D Inundation extent map using spatial 
Interpolation. Often combined with an Irregular storage cell 
module to represent floodplain storage and conveyance 
effects as an alternative to specifying extended cross- 
sections. 
LR-FIM Smith et al. (1995,1996) 
Townsend and Foster (2002) 
Zanobetti at al. (1968) 
Cunge(1975) 
Samuels (1990) 
Blade at at (1994) 
Estrela and Quintas (1994) 
FLOODSIM Bechteler at al. (1994) 
JFLOW Middelkoop and Van der 
LISFLOOD-FP Perk (1998) 
WAQUA Bates and De Roo (2000) 
Bradbrook at al (2004) 
HEC-RAS Prelssmann (1961) 
ISIS Gourbesville (1998) 
MIKE II Werner (2001) 
SOBEK Romanowicz at al. (2004) 
Pappenberger at at (2005) 
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Table 2.1 Different approaches to modelling floodplain inundation, in order of Increasing 
(hydraulic) complexity (after Bates and De Roo, 2000) (continued). 
Method Description Model codes Applications 
(examples) 
2D hydraulic Solution of the full 2D depth-averaged shallow water 
models equations, possibly with turbulence closure. Discretisation 
of floodplain and main channel using structured, 
unstructured or curvilinear model grids. 
DELFT-FLS Todini and Ventutelli (1988) 
HYDRO2DE Syme(1991) 
MIKE21 Hervouet and Van Haren 
TELEMAC-2D (1996) 
TUFLOW McCowan and Collins (1999) 
Beffa and Connell (2001) 
Stelling and Duinmeijer 
(2003) 
information from the downstream boundary cannot propagate upstream (e. g. backwater effects) 
and therefore no boundary condition is required here. 
The nature of predictions made by 1D models (i. e. time series of stage and discharge values 
along a river reach) is commensurate with point hydrometric data. However, considerable skill is 
required to identify representative channel cross-sections and conveyance parameters for such 
models (Samuels, 1990). These highly-subjective discretisation and parameterisation decisions 
have been found to alter model results significantly and will have obvious implications for flood 
forecasting and emergency planning decisions (CADAM, 2000). Furthermore, as areas between 
computational points are not explicitly represented, an additional post-processing step is 
required in order to establish the spatial extent of flooding (i. e. in the x and y Cartesian 
directions). Water levels, calculated at each cross-section, can be coupled with a digital 
elevation model (DEM) and interpolation techniques applied to produce a map of continuous 
inundation extent. Methods of integration vary considerably - ranging from geostatistical 
interpolation routines (Marche at a!., 1990; Sorenson at a!., 1996) through neighbourhood 
analysis (De Jonge at al., 1996) to methods that calculate and map the interception points of 
water levels in the cross-section profile (Werner, 2001) - but all rely on the availability of a high- 
quality DEM to produce satisfactory results (Lane at al., 2003; Wicks eta!., 2003). 
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To overcome these practical constraints (Jones et al., 1998) and subsequently make optimal 
use of high-resolution topographic data (Bates et al., 2003), two-dimensional hydraulic models 
have been developed (e. g. Feldhaus at al., 1992; Bates at al., 1992). These provide a higher- 
order representation of river hydraulics more consistent with known processes, including a 
continuous representation of topography, and require no secondary processing step to 
determine the flood inundation. 
2.2.2 Two-dimensional codes 
When the river-flood plain system is in one of two extreme states (i. e. less-than bankfull flow or 
full compound channel flow), there is likely to be a single dominant flow direction that can 
reasonably be described as one-dimensional (Cunge at al., 1980). However many flooding 
episodes are not floodplain-filling events and so require a model capable of accurately 
simulating flow patterns during partial inundation and drainage of the floodplain in order to 
predict flood risk in these regions. Simple 1D models based on horizontal water levels at 
specific cross sections are thus largely inappropriate and higher-dimensional approaches are 
generally required. Whilst applying ID models using a looped network of channels may improve 
matters (e. g. Wark, 1991; Neary at al., 2001; Leopardi et al., 2002), the direction of flow at any 
given point is still constrained by the highly-subjective, albeit possibly 'expert', delineation of the 
one-dimensional channel branches. Tools for modelling the spatial dynamics of floodplain 
flooding therefore require that the topography is defined as a continuum as paths of preferential 
flow cannot usually be predicted a priori (Paquier and Farissier, 1996; Beffa and Connell, 2001). 
Two-dimensional approaches typically involve integration of the 3D Navier-Stokes equations 
(see Batchelor, 1967) over the flow depth to produce depth-averaged values of the velocity. 
Depending on the approximations used this can result in a number of different equation sets 
such as the de St Venant equations, which assume a hydrostatic pressure distribution, or the 
Boussinesq equations, which do not (see Hervouet and Van Haren, 1996). For example, the de 
St Venant equations, neglecting wind stress and applying Mannings's roughness formulation to 
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represent the net effects of turbulent diffusion, dispersion and surface roughness, may be 
expressed as: 
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These can then be solved using some appropriate numerical procedure (e. g. finite difference 
(FD, Smith, 1978), finite element (FE, Zienkiewicz and Cheung, 1965) or finite volume (FV, 
Versteeg and Malalasekera, 1995)) to obtain predictions of the water depth, h, and the two 
components of the depth-averaged velocity, u and v, in the x and y Cartesian directions. 
Shallow water solutions are most often applied to flows that have a large areal extent compared 
to their depth and where there are large lateral variations in the velocity field. They are thus well 
suited to the computation of overbank flood flows in compound channels (Bates at al., 1996), 
tides (Li and Falconer, 1995), tsunamis (Hubbard and Dodd, 2002) or even situations where 
hydraulic shocks may occur, such as dam breaks (Hervouet, 2000) or dike breaches (Hesselink 
et al., 2003). Although 2D models cannot fully represent the complex flow interactions in the 
near-field region of a compound channel, they may still capture certain aspects of these 
processes, such as the turbulent mass and momentum exchange between main channel and 
floodplain flows. Here it is assumed that this is sufficient to reproduce the particular flow 
features of interest (i. e. flood depth and extent) in the far-field of a floodplain flow at a given 
scale (Bates and De Roo, 2000). Moreover, two-dimensional schemes can also better represent 
moving boundary effects (see Tchamen and Kawahita, 1998) and may therefore be of more use 
for simulating problems where inundation extent changes significantly through time. 
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Numerous classes of two-dimensional schemes have been developed, and these can be 
broadly distinguished as either full solutions of the 2D de St Venant shallow water equations 
(Gee at al., 1990; Feldhaus at al., 1992; Bates et al., 1998; Nicholas and Mitchell, 2003) or 
simplified 'storage cell' models (Zanobetti at al., 1968,1970; Molinaro at al., 1994) in which the 
inertia terms (or 'acceleration slopes') are omitted from the controlling equations (see Table 
2.1). These reduced equations can then be discretised over a continuous computational domain 
using fixed structured (Nicholas and Walling, 1997; Bates and De Roo, 2000; Connell at al., 
2001), unstructured (Todini and Ventutelli, 1988; Hervouet and Van Haren, 1996; Sen, 2002) or 
curvilinear (Lin and Chandler-Wilde, 1996; Bockelmann at al., 2004) model grids. More 
sophisticated approaches have even been developed that allow the grid to deform to track the 
moving inundation front through time (Lynch and Gray, 1980; Kawahara and Umetsu, 1986; 
Benkhatdoun and Monthe, 1994). Whilst fixed grid approaches require additional algorithms to 
treat spurious mass and momentum conservation effects that occur in partially wet cells at the 
flow field boundary (King and Roig, 1988; Leclerc at al., 1990; Defina at al., 1994, Ip at al., 
1998; Tchamen and Kawahita, 1998; Bates and Hervouet, 1999; Defina, 2000), they have been 
preferred to date due to the computational cost of re-meshing and the potential problems of 
maintaining numerical stability and grid independence in adaptive solutions. Furthermore, use of 
a fixed grid permits a more resolved spatial discretisation and thus a greater degree of 
topographic complexity can be included in the model. This is clearly critical, as topography has 
been shown to be a major control on the inundation process (e. g. Nicholas and Walling, 1997; 
Bates and De Roo, 2000). 
The increasing availability of high-quality, fine spatial resolution digital elevation data from, for 
example, airborne laser altimetry (Marks and Bates, 2000), has led to widespread practical 
application of two-dimensional hydraulic models at the river reach scale (-1-100 km). 
Previously, flood inundation modelling had been severely constrained by the limitations of 
available topographic data sources (e. g. Bates et al., 1992) or the cost of acquiring such data 
through ground survey (e. g. Zanobetti at al., 1968,1970). Hence, model grid resolution had 
typically been much finer than the underlying topographic data used to drive the simulation 
(Bates of al., 1996). Whilst the extensive use of remote sensing for mapping surface 
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topographic features has largely overcome this problem in recent years, operational systems 
are often unable to penetrate water and thus measure main channel bathymetry with 
comparable accuracy and precision. The traditional method of obtaining such maps has been to 
use surveyed cross-sections, linearly interpolated and approximately integrated with the 
floodplain elevation data (Milne and Sear, 1997; Werner et al., 2000; Tate et al., 2002). As the 
main channel is fully resolved within full 2D shallow water schemes and is the dominant 
conveyance unit under most flow conditions, this current lack of high-resolution bathymetry data 
may introduce considerable uncertainty in outputs from such models despite the high density 
and quality of floodplain elevation data (E. P. Evans, personal communication). More precise 
techniques for generating continuous descriptions of river channel topography are emerging 
using sophisticated interpolation algorithms (Merwade et al., 2005) and detailed measurements 
from boat-mounted swath bathymetry systems and side-scan sonar imaging (Nitsche at al., 
2004). However, until these technologies are routinely adopted by the relevant environmental 
agencies, bathymetric data typically available for most reach-scale modelling applications may 
not support such explicitly detailed representations of in-channel areas. 
2.2.3 Coupled ID-2D codes 
Although 1D codes are computationally very efficient, they suffer from a number of drawbacks 
when applied to floodplain flows. These include the inability to simulate lateral spreading of the 
flood wave, the lack of a continuous treatment for topography and the subjectivity of cross- 
section location. Whilst all of these constraints can be overcome with higher-dimension codes, 
successful modelling of this kind demands rigorous definition of boundary conditions, including 
detailed maps of domain topography and roughness, and suitable flow conditions prescribed at 
upstream and downstream sections (Richards and Lane, 1997). With the exception of in- 
channel areas, the collection of such data at fine spatial and temporal resolutions is now largely 
routine and has provided considerable scope for constructing and, more importantly, 
parameterising such models with unprecedented accuracy and precision. Unfortunately, the 
computational cost of running a very detailed full-2D or 3D simulation at the reach scale is, at 
present, prohibitively high. Consequently, recent research has begun to examine hybrid 1D-2D 
41 
Numerical modelling of floodplain flow 
codes that seek to combine the best attributes of each model class (for example Bechteler et 
at., 1994; Blade at al., 1994; Estrela and Quintas, 1994; Bates and De Roo, 2000; Frank at al., 
2001; Dhondia and Stelling, 2002; Venere and Clausse, 2002; Bradbrook et al., 2004). 
With the exception of catastrophic floods (e. g. dam-break or dike-breach scenarios), two- 
dimensional flow over inundated plains is most often a slow, shallow phenomenon where local 
free surface slopes are very small. As such, it was hypothesised that floodplain flows were 
primarily influenced by bed roughness rather than local topographically-driven velocity 
gradients, allowing the inertial terms to be dropped from the dynamic governing equations of de 
St Venant (Cunge et al., 1980; Molinaro at al., 1994). This simplified mathematical description 
was first incorporated in the numerical model of Zanobetti at al. (1968,1970) for the simulation 
and prediction of seasonal flooding episodes across the Mekong Delta in Cambodia and 
Vietnam. Covering an area of 50,000 km2, the two-dimensional model consisted of 350 
computational points (or cells) which communicated with their neighbours and/or the main 
channel according to a chosen hydraulic law at each iteration during a simulation. Each 
computational cell, or storage basin, was representative of a hydraulically-discrete floodplain 
element, individually defined to best preserve the topological integrity of the physical system, 
with flow in links between cells calculated according to Manning/Strickler or weir-type formulae 
(Cunge, 1975). Level-volume (or level-area) relationships were then used to represent the 
storage for each flood basin. The scheme was solved efficiently using an implicit numerical 
method that had two notable advantages: (i) it allowed the user to select a large time step 
appropriate to the gradually-varying flood flows (-1-2 hours); and (ii) ensured the unconditional 
stability of the solution. Such a schematisation corresponded to the technical possibilities of the 
1960s, and was deemed acceptable even though the Mekong River itself flows through the 
modelled region, since the flow variations in the river are very slow. 
In 1975-76 a one-dimensional inertial (de St Venant) model of looped channel flow was 
integrated with an inertialess storage cell algorithm, and solved implicitly using the finite 
difference Preissmann scheme (Preissmann, 1961). Thus the storage cell approach first applied 
to the Mekong Delta was now linked to a more accurate representation of in-channel flow 
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processes and provided the earliest example of the coupled 1 D-2D models used widely today. 
Such models therefore aim to reduce the representation of floodplain hydraulics to the minimum 
necessary to achieve acceptable predictions when compared to typically available validation 
data (Bates and De Roo, 2000). This simplification and implicit aggregation of complex 
hydraulic processes is considered reasonable at the reach scale, and while neglecting inertial 
terms may lead to inaccuracies in localised areas, these hybrid schemes have been tested 
'successfully' in a number of recent modelling studies against distributed observations (e. g. 
Bates and De Roo, 2000; Horritt and Bates, 2001 b; Bradbrook et al., 2004). As such, it is 
assumed that uncertainties over the specification of topography and roughness, rather than 
those incurred through simplified mathematical description, will dominate and thus influence 
model results to a greater extent. 
In Cunge-type storage models, the modeller defines a series of cells that correspond to distinct 
flood compartments, often separated by bounding topographic features (e. g. road or railway 
embankments). Geometric relationships based on water levels are then constructed to 
determine the storage for each flood basin during the course of a simulation. Prior to the 
widespread proliferation of high-quality topographic data, the simplest way to define the storage 
function for a given cell was to extract it from a detailed map with the help of a planimeter, 
measuring the cell surface function and integrating it vertically to obtain volume (Cunge at a!., 
1980). Fortunately, commensurate developments in GIS software now permit these 
relationships to be generated automatically from high-resolution DEMs (e. g. Halcrow/HR 
Wallingford, 2004). Furthermore, the sheer abundance of topographic data processed, stored 
and manipulated within GIS systems has recently led to a fusion of the storage cell concept with 
the raster data format typically used in GIS analysis. Such schemes typically use simple one- 
dimensional routing for in-channel flows, but discretise the floodplain according to a structured 
Cartesian (or raster) grid. Each floodplain pixel in the grid is then treated as an individual 
storage cell, with inter-cell fluxes calculated using uniform flow formulae (e. g. Bates and De 
Roo, 2000; Horritt and Bates, 2001a). Each cell is assigned an elevation equivalent to the 
average of all surveyed heights within the cell, but grid sizes of 10-100 m lead to a better 
representation of the true topography. 
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2.2.3.1 1D channel representation 
In certain practical applications, the full de St Venant description of one-dimensional channel 
flow is unnecessary and various simplifications that neglect different terms of the momentum 
equation (Equation 2.6, expressed in terms of the section mean velocity, u) have been 
proposed. 
+u- +g( +sf -so 0 
(2.6) 
(i) (ii) (iii) (iv) (v) 
The propagation of flood waves is controlled by the balance of the various forces included in the 
equation of motion. In Equation 2.6, (i) represents the local inertia (or acceleration) term, (ii) 
represents the advective inertia term, (iii) represents the pressure differential term and (iv) and 
(v) account for the friction and bed slope respectively. Various flood routing models can then be 
constructed, depending on which of these terms is assumed negligible in comparison with the 
remaining terms. After dividing Equation 2.6 through by gravitational acceleration, g, the 
different types of flood routing model and the terms used to describe them can be written (after 
Ponce and Simons, 1977): 




The most basic representation of one-dimensional channel flow is the kinematic wave 
formulation. This simplification is obtained through ignoring terms (i) and (ii) and assuming that 
friction and gravity forces are in balance and (iii) « S. (Chow, 1959; Fread, 1985). The 
momentum equation is thus reduced to the friction slope, Sf , which is parallel to the channel 
bed slope, So. Friction slope is the portion of the energy slope which overcomes the frictional 
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resistance exerted by the channel-floodplain geometry and cannot be directly measured. 





or where the hydraulic radius, R, is defined as the area of the flow section, A, divided by the 




In some models (e. g. the LISFLOOD-FP model of Bates and De Roo (2000)), the channel is 
assumed to be wide and shallow, so the wetted perimeter may be reasonably approximated by 
the channel width. This scheme is sufficient for describing the down-valley propagation of the 
dynamic flood wave, and requires only the provision of an upstream flow boundary condition. It 
does not allow for the influence of backwater effects, and requires that the channel bed 
elevation decreases monotonically in the downstream direction. Whilst successfully used by 
Bates and De Roo (2000), these assumptions are obviously unsuitable for all applications and 
may result in large discrepancies between observed and simulated free surface elevations in 
certain cases. It also implies that wave celerity and discharge are functions only of flow depth. 
Where practicable, these restrictions may be reduced by including the pressure term (iii) to give 
a higher-order approximation of the full de St Venant equation: 
n2P4/3Q2 ah so- 
A'0/3 -&=0 
(2.10) 
This diffusive-wave approximation is commonly used in hydraulic routing problems and is 
capable of representing the backwater influence of tributaries and hydraulic structures, and 
requires two boundary conditions - one upstream and one downstream. Furthermore, the wave 
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celerity and discharge do not vary solely with flow depth but also depend on the gradient of flow 
depth in the downstream direction (Julien, 2002). Therefore the relationship between stage and 
discharge is no longer uniquely defined from simple steady flow formulae (e. g. Equation 2.8), 
but is of a more complex hysteretic nature (Knight and Shiono, 1996). 
Regardless of the routing scheme selected, channel properties required to run the model (i. e. 
width, bed slope, depth (for linking to floodplain flows) and Manning's n value) must be defined. 
For simplicity, width and depth are often assumed to be uniform along the reach, their values 
assuming the average values taken from channel survey data. Channel surveys also provide 
the bed elevation profile, which can have a gradient which varies along the reach, and which 
also may become negative if the diffusive-wave approximation is used. The Manning's n 
roughness is commonly left as a calibration parameter, or estimated from look-up tables and/or 
field evidence. 
The chosen equations for continuity (2.1) and momentum (either 2.2,2.9,2.10) are then 
typically discretised using implicit finite differences to avoid numerical instabilities and permit the 
use of time steps comparable with the physical phenomena under consideration (Cunge of al., 
1980). 
2.2.3.2 2D floodplain representation 
Two-dimensional floodplain flows are similarly described in terms of continuity and simplified 
momentum equations, discretised over the continuous floodplain topography using a structured 
raster grid of computational cells (Bechteler et al. (1994); Middelkoop and Van der Perk (1998), 
Bates and De Roo (2000); Bradbrook at al. (2004)). Most simply, it is assumed that the flow 
between two cells is a function of the free surface height difference between those cells (Estrela 
and Quintas, 1994). In storage cell schemes, the water depth, h, is defined at the cell centre 
and fluxes across the cell boundaries, with the relationship between the volume in the cell equal 
to the flows into and out of it during the time step: 
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avý % (2.11) = Q'_ Q, +, Q'. i Q at xxyy 
where V is the volume in cell (i, j), t is the time and QX''', Qs'-', Qy'-' and Qy' describe 
the volumetric flow rates (either positive or negative) between adjacent floodplain cells in the x 
and y Cartesian directions respectively. The continuity equation for the cell (i, j) can therefore 
be written: 
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where Ax and Ay are the grid cell dimensions. The weighting coefficient, 0, is used to 
determine whether the equation system is solved partially implicitly for 0<1 or fully explicitly 
for 0=1 (Cunge et al., 1980). 
Similar to Equation 2.10, a diffusive-wave approximation to the full de St Venant momentum 
equation can be discretised in two-dimensions over the model grid at time t (see Horritt and 
Bates, 2001 b): 














The flow depth, hflow, represents the depth through which water can flow between two cells, 
and is defined as the difference between the highest water free surface in the two cells and the 
highest bed elevation. Qy is defined analogously to Equation 2.13 and n is typically 
determined through calibration. Horritt and Bates (2001b) found that using this 2D diffusion- 
wave approximation did not sufficiently improve applied model results to justify the additional 
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computational expense, especially given the uncertainties introduced in the calibration process. 
Instead, by considering flow in the x and y directions independently, the flux between two 
adjacent cells can be calculated according to Manning's formula (only the x direction is given 
here): 
= 
hä/3 h' -"j 1/2 
(2.14) 
Q;, i _ ow AY n Ox 
Whilst this lower-order approach may not accurately represent the diffusive behaviour of the 
dynamic inundation field due to the decoupling of the x and y components of the flow, it is 
computationally simple and has been shown to give very similar results to the more faithful finite 
difference discretisation of the diffusive-wave given in Equation 2.13 (Horritt and Bates, 2001b). 
Whichever approximation is adopted, an explicit numerical scheme is typically used (i. e. 0=1 
in Equation 2.12, Bates and De Roo (2000), Bradbrook et al. (2004)): floodplain flows are 
calculated first using Equations 2.13 or 2.14, then the water depths on the floodplain are 
updated using Equation 2.12. 
Equations 2.13 or 2.14 are also used to calculate flows between floodplain and channel cells, 
allowing floodplain cell depths to be updated using Equation 2.12 in response to flow from the 
channel. These flows are also used as the source term, q, in the 1D channel flow model 
(Equation 2.1), effecting the linkage of channel and floodplain flows. Thus only mass transfer 
between channel and floodplain is represented in the model, and this is assumed to be 
dependent only on relative water surface elevations. While this neglects effects such as 
channel-floodplain momentum transfer and the effects of advection and secondary circulation 
on mass transfer, it is the simplest approach to the coupling problem and is assumed to 
reproduce some of the behaviour of the real system. It should be noted, however, that 
method(s) used to represent flow transfers to and from the floodplain will be a crucial 
determinant of any subsequent model success (S. N. Lane, personal communication). 
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2.2.4 Model code selection 
Since 1962 storage cell codes have been developed to simulate flow on fluvial floodplains (J. A. 
Cunge, personal communication) and may now feasibly be applied to long river reaches (up to 
103 km) at fine grid resolutions (Ax = 10'-103 m). Recently these codes have been 
reconfigured to use structured Cartesian grids to make full use of widely-available, high spatial 
resolution data captured from remote sensing platforms and stored in a raster GIS format. 
Thereafter, these models have proved able to reproduce single patterns of observed flooding 
accurately over a range of spatial scales without the need for additional post-processing or 
secondary interpolation of predicted water levels (Bates and De Roo, 2000; Horritt and Bates, 
2001 a, 2001 b; Werner, 2004). Such raster-based storage cell codes therefore have many of the 
advantages of full two-dimensional depth-averaged schemes but without the computational cost 
and are thus well-suited to meet all the criteria for successful flood inundation modelling outlined 
in Section 1.2. However their typical application results in a number of fundamental limitations 
(discussed below) that restrict both the quality of and confidence in the model predictions for 
use in practical applications. Clearly, coupled 1D-2D model codes have considerable potential 
but, as will be shown in the remainder of Chapter 2, are in need of further development and 
testing effort (e. g. Sargent, 1982; Howes and Anderson, 1988) for this to be fully realised. 
Here the LISFLOOD-FP code of Bates and De Roo (2000) is selected as a representative 
example of this class of hydraulic model with which to undertake the research comprising this 
thesis. Developed jointly at University of Bristol, UK and EU Joint Research Centre, Italy, the 
model code consists of a1D kinematic or diffusive-wave approximation for channel flow solved 
using an implicit finite difference scheme and a decoupled quasi-2D wave representation of 
floodplain flow. Designed to operate with high-resolution raster DEMs, the model was 
specifically intended to predict flood inundation and subsequently ignored or minimised the 
representation of processes that were not considered central to this aim (e. g. turbulent 
momentum exchanges and local and advective accelerations). As such, the LISFLOOD-FP is 
extremely computationally efficient and the method and scale of floodplain discretisation allows 
ready integration with remotely sensed data products, particularly topography and synoptic 
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observations of inundation extent. This efficiency is highly desirable for operational purposes 
but becomes critical when trying to assess uncertainties (e. g. in process representation, 
parameterisation data and validation data) inherent in the hydraulic modelling process (Horritt, 
2000a). 
For floodplain flows, the numerical scheme is further simplified by using an explicit finite 
difference discretisation (0 = 1) of the time derivative term: 
r+ethi, j 
- 
rhr, j IQxi-l, j 
- 
rQij + IQy i, j-l _ 
IQiy, j (2.15) 
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where 'h and 'Q represent depth and volumetric flow rate at time t respectively, and At is 
the model time step. Explicit solutions are simple to program and allow straightforward 
integration of models within a dynamic GIS environment (Van Deursen and Wesseling, 1996; 
Burrough, 1998). However, explicit methods are conditionally stable: the model time step used 
cannot be chosen freely but must be small enough to satisfy the Courant (or other analogous) 
condition (Equation 2.16) and prevent instabilities developing in the numerical solution. 
Ox 
At -- (Q1 A) ± gh 
(2.16) 
In this case, gh is not strictly necessary as inertial acceleration terms are not included in the 
model. 
This often leads to a computational time step which is very small compared with the physical 
phenomena under consideration (Cunge et al., 1980; Beffa and Connell, 2001; Bradbrook et al., 
2004). Selection of small time step (-1-10 s) may offer a partial solution (e. g. Blade at al., 
1994), but unless set to an extremely small value (<0.1 s), stability across all flow conditions 
over complex topography cannot be guaranteed. To prevent the appearance of numerical 
Instabilities at more reasonable time steps, a floodplain flow limiter was found to be required. 
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This flow limit was fixed so as to prevent 'over' or 'undershoot' of the solution, and is a function 
of flow depth, grid cell size and time step: 
0x0 h', i _ hl-ý,. 
i (2.17) 
QX"j = min ', i 
Y Qx 
40t 
This value is determined by considering the change in depth of a cell, and ensuring it is not 
large enough to reverse the flow in or out of the cell at the next time step. Whilst this indeed 
suppresses instabilities, it may also significantly affect floodplain conveyance characteristics 
and explain certain conflicting aspects of model behaviour described below. However, 
anecdotal evidence from developers of other storage cell codes indicates that the majority 
include a similar condition (e. g. Coulthard et al., 2002; Bradbrook et al., 2004; A. P. Nicholas, 
personal communication; R. J. Romanowicz, personal communication). 
A further artefact of using an explicit method is the possibility of negative depths occurring in 
floodplain cells during the drying phase. This may be counteracted by introducing a scaling 
coefficient during the drying phase to prevent more water leaving a cell than it contains. To 
achieve this the flowrates Qs ''' , 
Q, 3, Q,, j-' and Q' ,j are calculated as above and then 
scaled by a non-dimensional coefficient, w: 
vi., j (2.18) 
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Mass is thus conserved as the water depth returns smoothly to zero as the cell dries out. 
In summary, the dimensionality and discretisation strategy of a specific model code will 
ultimately dictate the data and methods required for model construction (i. e. appropriate 
assimilation of input data and estimation of parameter values) and validation (i. e. type and 
quantity of observations required to establish sufficient confidence in model predictions) in 
applied situations. Having chosen the LISFLOOD-FP code to conduct the research presented in 
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this thesis, it would seem pertinent to review previous attempts to apply this and similar 
modelling tools to practical problems of simulating and predicting floodplain inundation at the 
reach scale. 
2.3 Practical applications of floodplain inundation models 
2.3.1 Roughness value parameterisation 
Hydraulic roughness is the principle calibration parameter in all the 1D and 2D hydrodynamic 
codes described above and can, in theory, be specified individually at each computational point 
or cell. However, with grids of between 104 and 106 cells, some simplification of this high- 
dimensional calibration problem is required. It is thus often assumed that single effective values 
of roughness for channel (h) and floodplain (nb) elements will be sufficient to obtain 
acceptable or behavioural simulations (see Beven, 1993) of floodplain flow variables. This crude 
distinction can also be reasonably justified because of the high intra- and low inter-sample 
correlation between the friction coefficients typically assigned to these two spatial units 
(Romanowicz and Beven, 2003). Values for these parameters are traditionally associated with 
the physical characteristics of the boundary, such as surface material (e. g. concrete, sand, 
gravel or boulders) and vegetation cover (e. g. pasture, cultivated areas, brush or trees), and 
various formulations are available to describe how these properties relate to frictional resistance 
in turbulent open channel flow. These follow different relationships depending on whether 
roughness elements extend beyond (i. e. fully-rough turbulent flow) or are submerged within (i. e. 
smooth turbulent flow) a thin layer of fluid close to the river bed, the laminar sub-layer (French, 
1986). 
First proposed for describing friction losses in pipe systems, the non-dimensional Darcy- 
Weisbach friction factor, f, is valid for both smooth and fully-rough turbulent flows and is 
arguably the most sound formulation for roughness parameterisation (Chanson, 1999). Based 
on the experimental data of Nikuradse (1933), the friction factor (or Darcy coefficient) is related 
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to a characteristic length scale (or roughness height), k, , and can 
be estimated with the 
Colebrook-White formula (Colebrook, 1938) or from the Moody diagram (Moody, 1944) for 
simple river geometries with uniform bed materials. Theoretically, therefore, f should be well- 
suited to describing roughness in the field, where a quantitative measure of roughness length or 
height can be estimated readily using photographs or direct observations (e. g. Chow, 1959). 
Unfortunately, this is not the case in practice for several reasons. Firstly, several studies have 
shown that it is not possible to characterise boundary roughness using a single length scale 
(Nikora at a/., 1998; Butler at al., 2001). Secondly, the logarithmic relationship between ks and 
f was derived under scaled laboratory conditions and therefore the data do not apply to 
natural compound channels with vegetation, trees, large stones, boulders and complex 
roughness patterns and with movable boundaries. As such, the Darcy-Weisbach equation is 
inappropriate for describing the spatial heterogeneity of roughness that is a feature of natural 
rivers. 
Owing to their simplicity of form and satisfactory results in practical applications, the 
dimensional Manning and Chezy equations, combined with an 'appropriate' coefficient (n or C 
respectively), have become the most widely used formulas for estimating flow resistance in 
rough channels. Whilst such approximations and their coefficients are wholly empirical and only 
applicable to fully-rough turbulent flows, a solid body of experience has found them to be 
reasonably reliable and intuitive for parameterising reach-scale flood inundation models 
(French, 1986; Sellin of al., 2003). Although closely related (n = R016), Manning's formula is 
the more commonly applied, with various techniques available in the literature for estimation of 
the n coefficient based on qualitative field evidence (e. g. Henderson, 1966; Barnes, 1967; 
Dackombe and Gardiner, 1983; Petts, 1983). For many fluvial environments Chow (1959) 
provides the most detailed treatise to date, including descriptions and photographs to help 
guide the selection of representative values. More recently, Acrement and Schneider (1989) 
have extended this methodology to wooded floodplains and incorporated additional adjustment 
coefficients to allow for increased energy losses due to channel shape and planform. A 
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complete overview of the different approaches for estimating values of n is given in Sellin et al. 
(2003) and HR Wallingford (2004). 
In reality, Manning's n for a floodplain is a complex function of flow depth and velocity, micro- 
topographic variability and vegetation bio-physical/mechanical properties. Hence a single value 
of Manning's n to cover all conditions in a particular case is likely to be inappropriate, 
especially for accurate forecasting purposes. Moreover, important processes that contribute to 
frictional resistance and energy losses in natural rivers (e. g. secondary circulation and 
turbulence) are typically assumed out of the analysis (Lane, 2005). Roughness is effective, and 
necessarily so (Beven and Carling, 1992). The role of roughness as a scale-dependent effective 
parameter is further emphasised in modelling studies, when the roughness value is set so as to 
reproduce the correct relationship between flow and water level at the model grid scale and thus 
optimise the agreement between model predictions and measurements. In such situations, 
roughness values may differ significantly from their measured or estimated point values (e. g. 
Trieste and Jarrett, 1987). 
In this thesis, the Manning equation will be used exclusively due to the formulation of the 
LISFLOOD-FP model, even though the Chezy equation is equally appropriate from a theoretical 
point of view. Over the past decade, a broad range of techniques have been presented for the 
efficient estimation of effective parameter values within distributed model structures. 
Summarised by Beven (2001b) and Gupta et al. (2003a), these methods can broadly be divided 
between those which seek to identify an optimum parameter set (with or without an associated 
estimate of predictive uncertainty) and those which reject this idea in favour of the concept of 
equifinality of models. Equifinality arises because the aim of modelling as a single true 
description of reality is difficult to achieve in applications to places that are unique and where 
non-linear predictions are subject to input errors, evaluation errors, and model structural errors. 
There may instead be many descriptions that are compatible with current understanding and the 
available observations. The concept of the single description may remain a philosophical axiom 
or theoretical aim but it is impossible to achieve in practice. Therefore, given the considerable 
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uncertainties inherent in the inundation modelling process and typically sparse calibration- 
validation data, it would seem unwise to pursue a unique optimum parameter set. Instead, if we 
chose to accept this equifinality, we can use systematic (e. g. McCuen, 1973; Beven, 1979) or 
random Monte Carlo (e. g. Romanowicz et al., 1994; Aronica et al., 1998) sampling of the 
feasible calibration space in conjunction with a measure (or measures) of fit appropriate to 
available observations for (i) assessing dynamic model behaviour and (ii) investigating 
parameter identifiability and uniqueness within spatially-distributed flood flow models. 
2.3.2 Applied calibration and validation 
Equifinality has been recognised in a variety of modelling problems (e. g. rainfall-runoff 
modelling by Beven (1993), Romanowicz et al. (1994), Freer et al. (1996), Franks et al. (1998), 
and Lamb at al. (1998); river dispersion by Hankin at al. (2001); and flood inundation modelling 
by Romanowicz at al. (1996), Romanowicz and Beven (1998,2003), and Aronica et al. (1998, 
2002)) and has led to the development of stochastic techniques that simultaneously identify 
parameters and estimate their associated sensitivities and predictive uncertainties (e. g., 
Kuczera, 1983; Beven and Binley, 1992; Uhlenbrook et al., 1999; Thiemann at al., 2001; Vrugt 
et al., 2003). The generalised likelihood uncertainty estimation (GLUE) framework of Beven and 
Binley (1992) is one such method for investigating complex environmental modelling problems, 
and provides a simple, flexible approach to model sensitivity analysis and predictive uncertainty 
estimation. Although traditionally applied to highly non-linear models with large numbers of 
unknown parameters using Monte Carlo or ensemble simulation, the equifinality thesis (see 
Beven, 2004) can similarly be applied to simple calibration problems. It is based on rejecting the 
idea that there is a unique optimum parameter set (nh , nfp ) in a model calibration in favour of 
identifying the different combinations of parameter values that may be equally acceptable in 
simulating the system under study. A central premise is that errors in model structure, boundary 
conditions and calibration data are such that it is only possible to make general statements of 
likelihood as to the possible values of parameter sets (Krzysztofowicz, 1999; Krzysztofowicz 
and Herr, 2001). In other words, it is only possible to evaluate the relative likelihood of a given 
non-error free model and parameter set in reproducing the non-error free data available to test 
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the model. That we can only look for consistency in some sense, defined with respect to the 
application in mind, is central to the concept of equifinality (K. J. Beven, personal 
communication). However, models that are deemed unacceptable or nonbehavioural may be 
rejected and removed from subsequent analyses by being assigned a likelihood of zero. The 
methodology is therefore strongly influenced by decisions about the feasible range and 
sampling strategy for each parameter and also the choice of 'goodness of fit' or objective 
function which is chosen to evaluate the results of the model simulations, which in turn depends 
on the type of observations available for model calibration. 
2.3.2.1 Calibration against single observations 
In most cases, measurements available for the calibration and validation of floodplain 
inundation models have consisted, at best, of single sources of gauged hydrometric data 
(Penning-Rowsell and Tunstall, 1996; Bates at al., 1998), surveyed wrack or maximum water 
level marks (Estrela and Quintas, 1994; Aronica at al., 1998), and synoptic observations (Bates 
et al, 1997b; Horritt, 2000a; Nicholas and Mitchell, 2003) or post-event reconstructions (Connell 
at al., 2001; Romanowicz and Beven, 2003; Hesselink at al., 2003) of the area inundated. 
However, in many studies reported in the literature no validation data were presented (e. g. 
Blade et al., 1994; McCowan and Collins, 1999, Verwey, 2003). Instead, authors simply 
asserted that their models provided 'physically realistic' descriptions of spatial variables. Whilst 
such statements may be correct, they can, due to lack of data, not be confirmed and should 
therefore be expressed more cautiously (Refsgaard, 2001). Contradictions therefore emerge 
regarding the various claims of model applicability on the one hand and the lack of documented 
evidence of these claims on the other hand. Hence, the credibility of the models is often in 
question, and sometimes with good reason. 
To date, the LISFLOOD-FP model has been applied within a simple two-parameter calibration 
framework to the Rivers Meuse (the Netherlands), Thames (UK) and Severn (UK) on reaches 
for which synoptic observations of inundation extent from aerial photographs or synthetic 
aperture radar (SAR) imagery were available. The code has also been used to reproduce 
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shorelines assembled from historical and anecdotal observations as part of coastal flood risk 
analyses undertaken at Towyn Bay, North Wales (Dawson at al., 2003) and along the Wyre 
coastline, UK (Wicks et al., 2003). In the case of the River Meuse (Bates and De Roo, 2000) 
and River Thames (Horritt and Bates, 2001b), the raster-based storage cell model was tested 
alongside a full-2D finite element model and a non-hydrodynamic planar approximation to the 
water free surface (in effect not a model at all). The peak discharge of these floods varied by an 
order of magnitude (approximately 2850 m3 S-1 for the Meuse and 73 m3 s1 for the Thames), yet 
the raster model equalled or outperformed the alternatives when simulations of inundation 
extent were compared, even when the grid resolution was comparable. In these studies, model 
performance was only evaluated by comparing the predicted inundated area with that mapped 
from satellite radar imagery of the event using an area-based measure of fit. Best fit simulations 
of the raster model correctly predicted 82% and 84% of inundated and non-inundated areas for 
the River Meuse and River Thames respectively. Given the uncertainty present in the model 
validation data (±25-50 m horizontal error in the shoreline location derived from aerial 
photographs or SAR data), this level of performance was seen as highly satisfactory. However, 
it should be noted that the particular flood events simulated in each case displayed relatively 
little transient behaviour and as such were modelled satisfactorily with steady state 
approximations. 
2.3.2.2 Calibration and validation against multiple observations 
These earlier tests (Bates and De Roo, 2000; Horritt and Bates, 2001b) showed that the 
expected improvement in model performance when using a more complex process 
representation could not be conclusively discriminated if inundation extent alone was used for 
model validation. In subsequent investigations (Horritt and Bates, 2001a; Chambers, 2001), 
gauged discharge records were used as a second source of observed data which permitted the 
various model parameterisations to be independently calibrated and validated. As well as 
allowing the dynamic performance of the model to be assessed, these studies investigated 
model response to changes in spatial resolution of the underlying raster DEM. For a 60 km 
reach of the River Severn, models of resolution varying from 10 to 1000 m were tested and 
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predictions compared with satellite observations of inundated area and gauged measurements 
of flood wave travel times for an event in October 1998. For this particular application, initial 
simulations exhibited little sensitivity of the inundated area to floodplain friction, with better 
results achieved by disaggregating the channel friction into two zones, one covering 
approximately the upstream half of the reach, and one covering approximately the downstream 
half. Whilst the most consistent (i. e. 'best-fit') calibration against observed inundation extent was 
shown to be relatively stationary with respect to changes in grid scale, predicted flood wave 
propagation times were found to be strongly dependent on DEM resolution (Horritt and Bates, 
2001a; Chambers, 2001). Furthermore, distributed analysis of inundation extent predictions by 
Chambers (2001) tentatively suggested that the model code incorporated an inadequate 
representation of dynamic wetting and drying processes over the floodplain. Rather than 
correctly simulating the advancing and retreating inundation front during the passage of the 
flood wave, poor description of these processes appeared to be compensated for by the use of 
markedly different friction coefficients in adjacent channel subreaches. By disaggregating 
sensitive calibration parameters, in this case channel friction, it was speculated that water levels 
were manipulated locally to achieve the correct inundation result. 
That the model cannot be calibrated to give both acceptable travel times and inundated area in 
this particular case suggests a significant weakness of the current version of LISFLOOD-FP. 
Whilst the model is capable of adequately reproducing both the inundated area and the flood 
wave travel time, the two most consistent calibrations occur in different parts of the parameter 
space. This poor performance is impossible to detect with single sources of calibration data 
(e. g. inundation extent), and therefore supplementary information (e. g. hydrometry, water 
levels) must be used if we are to discriminate between floodplain inundation models in a more 
rigorous fashion. The value of incorporating additional data in the calibration process has been 
explored in other areas of distributed modelling, most notably in a catchment hydrology context 
(e. g. Franks et al., 1998; Anderton et al., 2002; McCabe et al., 2005). 
This realisation has also allowed criteria for model evaluation (or 'benchmarking') to be 
proposed, for example by defining a useful model as being one that can reproduce flood extent 
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when calibrated against hydrometric data (Horritt and Bates, 2002). This property will become 
important as inundation models are applied in operational scenarios such as flood forecasting, 
where models calibrated against (relatively common) gauge data will be used to predict flood 
extent for which relatively few validation data sets will be available post-event due to the limited 
number of radar satellites in operation or the cost of ground-survey campaigns. 
2.3.2.3 Benchmarking against other model codes 
Whilst the integration of hydrometric and flood extent data has been shown to be very effective 
in identifying a potential shortcoming of the present version of LISFLOOD-FP, this methodology 
may similarly demonstrate that this is a feature of all inundation modelling codes (i. e. one- 
dimensional and full-2D shallow water approaches). Model definition will have an implicit effect 
on the values of effective roughness parameters which will typically be different for different 
models calibrated against identical hydrometric and inundation data. A further complication is 
that behavioural parameter sets may also be unique to a particular flood event, and this will 
reduce the predictive capability of the model (Romanowicz at al., 1994,1996; Romanowicz and 
Beven, 2003; Bates et al., 2004). In particular, it is often impossible to determine whether a 
parameter set calibrated against data from an event of a certain magnitude will be valid for a 
more extreme situation. This is of practical importance, since it would be beneficial to be able to 
calibrate a hydraulic model against observed low-magnitude high-frequency events, and use the 
calibrated model to predict the impact of larger magnitude events, for example the 1-in-200 year 
flood, for risk assessment and flood zoning purposes. It is the rarity of inundation extent data 
sets which has so far precluded investigations of this type. 
An attempt to benchmark the ability of raster-based models to simulate inundation extent and 
flood wave travel times, and in particular their ability to predict inundation extent for one flood 
event when calibrated on another, against industry-standard 1D and full-2D flood modelling 
codes, was made by Horritt and Bates (2002). Arguably, the models used reflect the three most 
popular approaches to modelling flood hydraulics in recent years; one-dimensional schemes 
(represented by the US Army Corps of Engineers HEC-RAS model), two-dimensional finite 
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element schemes (TELEMAC-2D developed by Electricit6 de France) and two-dimensional 
storage cell schemes (LISFLOOD-FP). These models were applied in a deterministic framework 
without consideration of parameter uncertainty to the same 60 km reach of the River Severn 
studied by Horritt and Bates (2001 a) and discussed previously, where a second flood event of 
similar magnitude had been observed in November 2000 by a satellite SAR sensor. Results 
showed that, at optimum calibration, all three models proved capable of predicting flood extent 
and travel times to similar levels of accuracy, although LISFLOOD-FP and TELEMAC-2D could 
not fit both data simultaneously. However, when model calibrations were transferred between 
the two flood events (i. e. models were used in predictive mode) significant differences emerged 
according to the calibration data used. Both HEC-RAS and TELEMAC-2D proved capable of 
making equally good predictions of inundated area when calibrated against flood wave 
propagation times or inundated area data from another event. The LISFLOOD-FP model, 
however, required independent SAR data for calibration in order to make good predictions of 
the inundated area and, as found in previous studies (Horritt and Bates, 2001a; Chambers, 
2001), calibration against discharge data gave relatively poor results for flood extent. 
Horritt and Bates (2002) viewed the differences in the predictive performance of the three 
models as a result of their different sensitivities to channel and floodplain friction. Numerous 
authors have noted that more complex, non-linear models (such as TELEMAC-2D) can 
generate irregular calibration surfaces (e. g. Hardy et al., 1999; Lane at al., 1999; Horritt, 2000a; 
Vionnet et al., 2004), and that therefore the response to changing friction parameters is strongly 
dependent on model formulation. When compared to HEC-RAS and TELEMAC-2D, 
LISFLOOD-FP displayed very little sensitivity to floodplain friction and the predictive 
performance was thus highly compromised because the optima for the inundation extent and 
flood wave travel time were located in different parts of a parameter space with very steep 
response gradients along the channel friction axis, particularly when calibrated on hydrometric 
data. Whilst this result is common in both explicit and implicit (e. g. Romanowicz and Beven, 
2003) formulations of storage cells schemes and is in agreement with the hypothesis of Cunge 
et el. (1980) - that the f oodplains act primarily as additional storage, while the main body of the 
wave Is conveyed by the main channel - it should not be overlooked as a potentially erroneous 
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artefact of the model code. If we are forced to use a calibration methodology in the absence of 
an appropriate physically-based friction model, the best model will be the one with the most 
'predictable' response surface. The study by Horritt and Bates (2002) indicates that, at present, 
LISFLOOD-FP performs poorly when assessed in these terms. 
In partial defence of LISFLOOD-FP, it should be noted that the model has consistently proved 
more successful at predicting the inundated area than the downstream discharge, which is in 
keeping with its original design brief (Sections 2.2.3 and 2.2.4; Bates and De Roo, 2000). Unlike 
other hydraulic models this model was specifically designed to predict flood inundation and 
ignored or minimised the representation of processes that were not considered central to this 
aim (e. g. momentum transfer). Inundation prediction ability was maximised at the expense of 
other aspects of the hydraulics, such as flood routing. Is it unsurprising therefore that the 
present version of the model appears to perform poorly in this respect. 
More recently, a number of complimentary studies have also evaluated the present LISFLOOD- 
FP code alongside different approaches to the problem of modelling reach-scale inundation in 
practical situations. When applied to detailed UK FCF data (Werner, 2004) and a well-studied 
embayment of the River Thames (Halcrow/HR Wallingford, 2004), LISFLOOD-FP was shown to 
underpredict markedly both the spatially-distributed (i. e. inundation extent, flood depths) and 
bulk (i. e. wave volume, travel time) flood characteristics within the domain when compared with 
other modelling codes. Significantly, the calibration of friction factor values was not undertaken 
in either study. For straight and meandering channel configurations, Werner (2004) compared 
the ability of LISFLOOD-FP to reproduce highly-accurate stage-discharge measurements with 
empirical conveyance relationships (Wormleaton eta!., 1982; Ackers, 1993; Lambert and Sellin, 
1996) and full hydrodynamic modelling codes of varying dimensionality (11) SOBEK, 2D 
DELFT-FLS and a coupled version of the two codes, SOBEK-1D2D). The author noted a 
consistently poor level of agreement between model results and experimental data and 
proposed a crude adaptive time-stepping solution to the problem. In the Thames embayment 
application, the floodplain routing performance of LISFLOOD-FP was tested more thoroughly 
against various commercial codes (1D ISIS and full-2D depth-averaged codes, TUFLOW (FD) 
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and TELEMAC-2D (FE)) for a range of extreme tidal and defence overtopping/failure scenarios. 
In the absence of independent observations, evaluation criteria were established to provide a 
consistent approach to comparing results from each of the four models and to effectively 
determine the relative strengths and weaknesses of each model's performance in accurately 
predicting extent, wave travel time and flood depth. These tests included (i) depth time series at 
seven discrete locations within the embayment to allow comparison of wave propagation speed 
and flow depth, (ii) discharge time series at point(s) of defence failure to determine both the 
volume of water entering the domain and the ability to model breach flows, and (iii) flood extent 
maps. Whilst refinements to the various spatial discretisation strategies might better resolve 
dominant flow paths within the embayment and thus improve model performance further, 
predictions from the ISIS, TUFLOW and TELEMAC-2D codes were generally considered to be 
satisfactory in each case. The performance of LISFLOOD-FP was sufficiently poor for the model 
to be judged 'unfit for purpose'. With respect to the other codes, these limitations could be 
summarised as: (i) systematic underestimation of flood extent and distributed water depths; (ii) 
unrealistic wave propagation speeds that were shown to be strongly dependent on grid cell size 
(Ox) and time step (At); and (iii) the development of numerical instabilities and flow 
oscillations in the cells immediately downstream of a breach. However, unreported 
investigations by the authors conceded that the model was capable of accurately reproducing 
either the bulk wave dynamics or inundation extent if specifically calibrated to do so. Therefore, 
if this approach is adopted, it will be necessary to develop a calibration methodology for the 
operational model that provides an acceptable compromise between the accuracy of the flood 
shoreline position and the propagation velocity of floodplain flows. 
2.4 Practical constraints and theoretical limits to the use of 
raster-based storage cell codes 
Consequently, whilst other reaches and flood events may reveal different model behaviours, it is 
clear that improvements must be made to LISFLOOD-FP in order to redress this lack of 
sensitivity to floodplain friction and enhance the simulation of 'physically-realistic' floodplain 
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conveyance and, in particular, the propagation and recession of the inundation front. It is also 
clear that model validation focussed on replicating single satellite observations of inundation 
extent through calibration may be inappropriate for elucidating serious deficiencies within this 
type of model structure (Bates and De Roo, 2000). Given these apparent problems, the 
question arises as to why storage cell codes have thus far been able to replicate available 
validation data as well or better than alternative hydraulic models? 
It will be shown that this is because of the inability of the validation evidence to discriminate 
conclusively between the dynamic performance of competing model structures or 
parameterisations. Hence, hydrometric data are ID in time but OD in space and cannot 
therefore test the spatial ability of a model and single synoptic images of inundation extent are 
2D in space but OD in time and therefore do not test model performance through time. As many 
of the documented problems with existing storage cell codes relate to both the spatial and 
temporal evolution of model variables, they require data that has dimensions of both space and 
time in order to identify their impact. At present, these limitations have largely been 
compensated for in the calibration process and thus they do not prevent the model being able to 
match the available data to within the observation error (albeit for the 'wrong' reasons). Failure 
to produce the right results for the right reasons leads to the poor predictive performance 
observed by Horritt and Bates (2002), Werner (2004) and Halcrow/HR Wallingford (2004). 
Rigorous spatial validation will therefore only be achieved with data consisting of sequences of 
high-resolution inundation extent maps through a flood hydrograph. Alternatively, by making 
use of more than one type of observational data in the calibration process we should also be 
able to overcome the inherent spatial or temporal limitations of any single source. Whilst other 
hydraulic model codes do not appear to suffer from the same practical constraints as 
LISFLOOD-FP, the theoretical limits to model validation imposed by the quality of available data 
will still apply. Therefore, until better data become available, the further development of our 
ability to model flood inundation with all classes of code will be fundamentally limited. 
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2.4.1 Identified research niches 
Clearly, there are two competing hypotheses to explain the poor performance of LISFLOOD-FP 
described above. 
One hypothesis states that this is simply an artefact of the data and methods used in applied 
calibrations to date. If that explanation is correct, then further research is required into the 
potential value of additional observations in the calibration process and also the measure(s) of 
fit used to grade the consistency of every simulation against such data. Although the results and 
conclusions of previous studies are of unquestionable value for scientific debate, it is important 
that they are not taken as representative of all river-floodplain systems. Each model application 
is a unique assimilation of input data and field measurements and should be recognised as 
such (see Beven, 2000). Multiple observational data sets for historical flood events are still 
exceedingly rare and, as such, the potential value of multiple observations in the calibration 
process remains an unresolved research question in the case of distributed inundation models. 
Furthermore, the use of sensitivity analysis techniques during this conditioning process may 
allow the relative value of individual (sets of) observations to be precisely quantified in terms of 
the reduction in uncertainty over effective parameter specification (see Beven and Binley, 
1992). Interpretation of these various measures may also provide guidance over how much and 
what type of observational data would be required to achieve given levels of uncertainty 
reduction in simulated variables. This requires both a thorough understanding of the response 
of hydraulic models to a variety of different types of calibration data and objective functions and 
also the identification of appropriate data sets, which encompass both multiple observations for 
model output evaluation and a commensurate specification of boundary conditions. 
The second hypothesis states that this unsatisfactory performance is endemic to the structure of 
the existing model code. According to this hypothesis, these fundamental limitations must be 
identified and overcome if the model is ever to be successfully validated and thus applied with 
some degree of confidence in practice. As such, one may legitimately question the research 
merit of further developing raster-based approaches for modelling floodplain flows, such as 
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LISFLOOD-FP, if existing alternatives adequately meet the criteria specified for a useful model 
(i. e. one that can reproduce flood extent when calibrated against hydrometric data). Most 
simply, raster-based models have demonstrated considerable potential to provide the required 
results (see Section 1.2) at sufficient accuracy for use in operational scenarios (CADAM, 2000; 
Halcrow/HR Wallingford, 2004). Furthermore, these codes meet many of the secondary criteria 
that are also taken into consideration when building a case (or otherwise) for a model's 'fitness 
for purpose', such as time taken to set up a model, model run time and the ease of extracting 
data from that model. Whilst it may be reasonably hypothesised that LISFLOOD-FP, in its 
present guise, does not meet the criteria specified for a useful flood flow model or simulate 
adequately many aspects of dynamic floodplain inundation, it is hoped that such codes have 
been shown worthy of further development and testing effort. 
Given the previous problems of establishing model credibility in the presence of equifinality, any 
attempt to resolve the identified structural problems of LISFLOOD-FP will also require a 
sequence of increasingly complex numerical tests to provide an appropriate and rigorous 
verification of the proposed model developments. Significantly, such preliminary assessments 
were not undertaken with the existing code and thus potentially allowed poor model 
performance to go undetected in applied situations. It should also be recognised that analytical 
solutions only provide a test for those cases defined by the assumptions made to allow 
analytical solutions to be reached (Oreskes et al., 1994; Horritt, 2000b). Ultimately, any 
improvement to the model code must be assessed in terms of whether or not we have a more 
useful model for operational purposes. This necessitates a re-examination of earlier attempts to 
apply such models to real-world data and, in part, the generality of conclusions drawn. 
Neither of these two hypotheses is mutually exclusive and both the previous approaches to 
model calibration-validation and the practical constraints of the existing model structure are 
likely contributors to the inadequate performance of LISFLOOD-FP that has been observed. As 
such, both theories will be tested through the specific research objectives defined below as real 
opportunities for improving both the quality of and confidence in the hydraulic information 
generated from spatially-distributed, raster-based flood inundation models. 
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2.4.2 Specific research objectives 
(i) To determine the most appropriate measure (or set of measures) for comparing 
spatially-distributed binary patterns. Comparison of model results and observations 
of binary hydrological variables requires the definition of a measure (or measures) of fit 
between the two fields, in this case wet/dry inundation state. The calibration of a flood 
inundation model against satellite radar imagery of flood extent will be used as an 
example problem, and the effect of choice of measure on the calibration of 'best fit' 
model parameter sets and the stochastic conditioning of uncertain Monte Carlo 
predictions will be investigated. The attributes of various measures proposed for this 
task will be explored and the implications of selecting one measure of fit over another 
will be examined within an applied context. A series of tentative recommendations 
regarding the use of these measures for hydrological problems will also be provided. 
(ii) To evaluate the relative utility of different observational data types for the 
calibration of spatially-distributed floodplain Inundation models. In recent years, 
two 'state of the art' data sets have been identified that offer unprecedented scope for 
rigorous calibration-validation of such models. Each collected during a major event, the 
first consists of multiple airborne SAR scenes of flooding on a 16 km reach of the lower 
River Severn, UK while the second contains examples of all the types of flow 
observation (i. e. synoptic observations, external and internal bulk flow measures and 
point water level data) that can potentially be used to calibrate flood inundation models 
for a 30 km reach of the River Meuse, the Netherlands. Given this unique opportunity, 
the value of each data set in constraining the model predictions will be assessed and 
the reduction in uncertainty over effective parameter specification determined. The 
value of multiple data items for better evaluating dynamic model performance and 
identifying possible compensating errors operating within the LISFLOOD-FP model 
structure will also be explored. 
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(iii) To develop LISFLOOD-FP as a 'fit for purpose' tool for modelling dynamic 
floodplain inundation. Raster-based storage cell codes have many of the advantages 
over full-2D hydrodynamic schemes but without the set-up and computational cost, 
however their typical implementation appears to result in a number of fundamental 
limitations. These will be investigated within a framework of simple numerical 
experiments that will allow the effects of numerical techniques to be assessed in 
isolation from additional sources of uncertainty, such as friction parameterisation, 
boundary conditions, bed topography and inaccurate process representation, which all 
affect model output. An improvement to the existing model structure will be proposed 
and tested within this verification framework and against measured field data to 
determine whether a second-generation LISFLOOD-FP model has more potential to be 
considered a useful tool for modelling floodplain inundation. 
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2.4.3 Thesis outline 
Chapter Title Content 
1 Introduction - Thesis introduction. 
- Identification of broad research problem/niche. 
- Statement of general research aims. 
2 Numerical modelling of floodplain flow - Literature review. 
- Assessment of present knowledge and potential for contributions In 
the practical application of floodplain Inundation models. 
- Description of LISFLOOD-FP Inundation model. 
- Identification and statement of specific research aims and 
objectives. 
3 Measures for comparing binary pattern - Review of measures for comparing predicted and observed flood 
predictions and observations Inundation patterns. 
- Description of data and methodology employed for investigating the 
effect of choice of measure on the calibration of optimal model 
parameter sets and also the stochastic conditioning of uncertain 
Monte Carlo predictions. 
- Presentation of results and discussion on how competing model 
parameterisations and calibration approaches (i. e. deterministic 
versus stochastic) can be effectively (or otherwise) differentiated 
using compatible observations and comparison statistics. 
- Chapter conclusions and recommendations regarding the use of 
these measures for hydrological problems. 
4 Utility of different data types for calibrating - Review of different data types for model calibration and previous 
spatially-distributed models attempts to incorporate multiple observations in the calibration 
process. 
- Description of data and methodology employed for investigating the 
relative effect of single and multiple data Items for reducing the 
uncertainties associated with various model-predicted variables and 
over effective parameter specification. 
- Results and discussion. 
- Chapter conclusions and recommendations regarding the use of 
particular measured data for the calibration/validation of distributed 
hydraulic models. 
5 An adaptive time step solution for explicit - Review of practical applications of LISFLOOD-FP. 
storage cell models - Development of a novel adaptive time step solution to resolve the 
identified structural problems of LISFLOOD-FP. 
- Identification of a framework of Increasingly complex numerical tests 
designed to provide an appropriate and rigorous verification of the 
proposed model developments. 
- Results and discussion. 
- Chapter conclusions and recommendations for further model testing. 
6 Tee" the Improved simulation of - Comparison of fixed and adaptive time step schemes for flood 
floodplain Inundation In storage cell models inundation modelling of four real-world data sets. 
7 Conclusion - Thesis conclusions and directions for future research. 
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Measures for comparing binary pattern 
predictions and observations 
The preceding chapters have established that our models are in error and so are the 
observations and measurements we use as input data to drive model simulations, to assess 
modelling performance, and to define initial and boundary conditions. These errors will in turn 
be translated to the model predictions and the flood risk management decisions based on them. 
The 'errors in variables' problem (see Freer and Beven, 2005) is essentially an unknown error 
quantity, reflecting the mismatch between the values of the variables required to run and 
evaluate a model and the values of the data that are actually measured. This difference arises 
as a result of scale, heterogeneity and incommensurability effects, both at the local point scale 
(e. g. a surveyed water level. measurement compared to the free surface elevation predicted at 
the effective model grid scale) or at the reach scale (e. g. the true variability of the spatial extent 
of flooding compared with that extracted from a noisy SAR image). Comparing model results 
with commensurate observations will however increase our confidence in the quality of these 
predictions and should help us to recognise, investigate and even quantify errors (or 
uncertainties) inherent in the modelling process. This has led various authors (e. g. 
Krzysztofowicz, 1999; Beven, 2004) to conclude that we can (or should) only look for 
consistency, defined with respect to the application in mind, between a non-error free model 
and the non-error free data available to test the model. 
Quantifying the degree of correspondence between predictions and observations requires the 
definition of a measure (or measures) of fit between the two fields, in this case binary patterns 
of flood inundation. However, for pattern comparison in the context of hydrological applications, 
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thus far only a few methods have been used in practice (Grayson and Blöschl, 2000b). 
Furthermore, no standard on which approaches should be used for a given question of interest, 
pattern type, and scale or resolution yet exists. Whilst in reality it is probably impossible to 
specify a single, universally acceptable measure of pattern 'correctness', it is crucial that the 
quality of a model prediction be assessed and expressed in a meaningful way. This is important 
not only in providing a guide to the accuracy of a prediction and its fitness for a particular 
purpose, but also in understanding error and its likely implications, especially if allowed to 
propagate through analyses linking the model output to other data sets (Correia at al., 1998; 
Todini, 1999; Zerger and Wealands, 2004). This therefore requires a thorough understanding of 
the behaviours, dependencies and applicabilities of performance measure(s) used to grade 
simulation consistency. 
Hydrological and hydraulic models capable of making spatially distributed predictions have been 
available for many years, but with the advent of remotely sensed validation data, the need has 
now arisen to develop more sophisticated, quantitative approaches to the testing of spatial 
predictions against spatial pattern observations. It is the choice of measures (or objective 
functions) for the comparison of binary pattern data in hydrology that is the subject of this 
chapter. The calibration of a flood inundation model against satellite radar imagery of flood 
extent is used as an example problem, and the effect of choice of measure on the calibration of 
'best fit' model parameter sets and the stochastic conditioning of uncertain Monte Carlo 
predictions is investigated. The attributes of various measures proposed for this task are 
explored and the implications of selecting one measure of fit over another is investigated within 
an applied context. Such analysis tasks are not unique to hydrological spatial fields and the 
research presented here is based on literature drawn from a wide variety of scientific disciplines 
(e. g. ecology, engineering, geography, medicine, meteorology, psychology). Finally, within the 
broader context of the thesis, Chapter 3 will also examine the extent to which performance 
measures used in previous studies (e. g. Horritt and Bates, 2001a, 2001b, 2002) have 
contributed to the poor performance of LISFLOOD-FP reported to date. Are these negative 
assessments simply the result of an incorrectly formulated objective function or are there more 
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fundamental limitations within the model code that must be overcome to realise the dual aim of 
'improving the quality of and confidence in its predictions'? 
3.1 Introduction 
Spatially-distributed hydraulic models were first developed commercially in the early 1960s (e. g. 
Zanobetti at al., 1968,1970), whilst distributed hydrology models appeared in the late 1960s 
and early 1970s (e. g. Freeze and Harlan, 1969; Stephenson and Freeze, 1974). Until relatively 
recently, such models were largely validated against bulk flow data at the catchment or reach 
outlet (e. g. Bathurst, 1986; Bates et al., 1992) in much the same way as were the spatially 
lumped models that they replaced. However, such testing does not allow the full potential of the 
model to make distributed predictions to be validated (Refsgaard, 2000). Moreover, data which 
only represents the aggregate response of the upstream catchment or river reach encourages 
the use of spatially lumped and calibrated values for parameters (e. g. hydraulic conductivity, 
floodplain roughness) which in reality may be highly spatially variable. Whilst spatially 
disaggregated parameter fields can be used, one can typically identify many different sets of 
spatially distributed parameters which generate the same bulk flow response but lead to 
different spatial patterns of flow (e. g. Wilson and Atkinson, 2003). 
Clearly therefore, distributed models require calibration and validation against distributed data if 
we are to exploit their full potential, and in recent years remote sensing has begun to generate 
this information in such applied fields as snow cover modelling (Wigmosta et al., 1994; Cline at 
al., 1998; Turpin at al., 1999; Hartman at al., 1999; Konig et al., 2001), catchment hydrology 
(Wood, 1995; Franks at al., 1998; Verhoest at al., 1999; Wilson at al., 2003; Puech and Gineste, 
2003) and surface hydraulics (Biggin and Blyth, 1996; Horritt, 2000; Alsdorf et al., 2000; Brivio 
at al., 2002; Rosenqvist at al., 2002; Townsend and Foster, 2002). Distributed data can be 
expressed in two ways. First, remote sensing instruments may record continuously distributed 
values of some model state variable such as snow water equivalent, soil moisture content or 
water depth, all of which may be subject to significant uncertainty (see Scheffler at al. (2003) for 
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an example in the field of soil moisture content retrieval from synthetic aperture radar (SAR) 
imagery). Such information may then be compared to model output for a set of specific locations 
using simple accuracy metrics, for instance the root mean square (RMS) error. However, 
rigorous interpretation is often constrained by the different space and time scales over which 
model and data are integrated. Second, distributed data may be classificatory and take discrete, 
integer values that record either the presence or absence of a particular property, artefact or 
system state (e. g. saturated/unsaturated areas, low/medium/high level of rill erosion). Such 
records may be easier to extract from remotely sensed imagery than continuous state variable 
data and, as such, may be subject to less ambiguity in interpretation (Beven, 2002). However, 
comparison of categorical pattern data to continuous model output requires the specification of 
a threshold value for separating the predictions of interest from the background which will be 
subjective (e. g. Western et al., 1999) and may be difficult to determine in practice (Pal and Pal, 
1993). Flood inundation mapped by SAR systems (see Section 1.3.3.1) is a typical example of 
this class of pattern data and accordingly forms the basis of this chapter. 
3.1.1 Remote sensing for inundation mapping 
Reviews of the use of remote sensing in flood hydrology are given in Bates et al. (1997) and 
Smith (1997,2002). These authors identify the all weather capability of SAR imagery as a 
considerable advantage over other sensors operating at visible or near-infrared wavelengths of 
the electromagnetic spectrum which cannot penetrate the cloud cover often associated with 
flood events. As such, SAR is one of the most effective sensors for observing flood phenomena 
and inundation area. SARs measure the ratio between the power of the pulse transmitted and 
that of the echo received (Lillesand and Kiefer, 2000). This ratio is called the backscatter. The 
backscatter of an imaged area is dependent on the topography, wavelength-scale roughness, 
and dielectric properties, which are directly affected by moisture levels. Low backscatter values 
are portrayed as dark image tones or black, while high backscatter values are shown as light 
image tones or white. The inundated area is covered by water at its surface which is assumed 
to be much smoother than the surrounding dry land, acting as a specular reflector that has less 
backscatter (Badji and Dautrebande, 1995). 
72 
Measures for comparing binary pattern predictions and observations 
However, the imaging of the water surface and the overall accuracy of the inundation mapping 
process is complicated by a number of interrelated factors not represented in this simple 
qualitative model. These include: 
- Sensor parameters, which consist of radar look angle, wavelength and polarisation. 
- Ground conditions, for example, wind- or turbulence-induced roughening of the water 
surface, returns from particular dry land cover types (e. g. thickly vegetated areas), and 
the effects of emergent vegetation and local topography. 
- Georeferencing to the local map coordinate system. 
- Processing of inundation state from radar backscattering properties, which involves 
selecting an appropriate method of classification (e. g. simple thresholding, texture 
analysis, coherence mapping, active contour models) and discretising the extracted 
flood map at the scale required by the model simulations. 
As a result, binary inundation data extracted from SAR imagery will contain errors in the 
waterline location, the magnitude and spatial distribution of which will be uncertain and difficult 
to quantify without concurrent field campaigns. In the absence of such measurements, one is 
therefore left with little option but to accept the notion of consistency for model testing 
(Krzysztofowicz, 1999; Beven, 2004). Nevertheless, an appreciation of these 
errors/uncertainties and the dilemmas they present for evaluating the spatial coincidence of 
observed and modelled inundation patterns is critical for selecting a comparison measure 
appropriate to the task at hand. Failure to do so may lead to overly optimistic/pessimistic 
assessments of model performance, with direct consequences in many applied situations (e. g. 
flood forecasting and warning). 
3.1.2 Review of pattern comparison methods 
Comparing observed versus simulated binary patterns may include the following approaches: 
- Visual comparison. 
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- Comparison of landscape metrics that describe the spatial configuration of patterns, 
such as fragmentation, irregularity, or complexity of shape (Haines-Young and 
Chopping, 1996; Gustafson, 1998; Turner et al., 2001; Li and Wu, 2004). 
- Cell-by-cell comparisons, for example, the Kappa measure (Cohen 1960; Hudson and 
Ramm 1987; Congalton 1991; Shehman 1996), which is frequently used in map 
comparison of categorical data (e. g., Congalton and Green, 1999; Pontius, 2000). For 
the binary case, it may be reduced to a counting of cells that have a certain attribute in 
both the observed and simulated patterns. Once this table of 'contingencies' is 
produced, various methods and measures are available to analyse it (Stephenson, 
2000; Mason, 2003). 
The ability to quantify associations between simulated patterns and distributed observations is 
crucial if they are to prove useful in automated optimisation, sensitivity or uncertainty analysis 
techniques (Grayson and Blöschl, 2000b). This is a fundamental drawback of visual comparison 
methods which, despite their simple and subjective nature, have previously proved extremely 
useful in Identifying both areas and sources of relative error within model predictions (Blöschl et 
at, 1991; Nicholas and Walling, 1997; Middelkoop and Van der Perk, 1998; Western at al., 
1999; Tarboton et at, 2000). For example, Hankin at al. (2001) rejected approximately one-third 
of 360 Monte Carlo simulations of a detailed fluvial tracer dispersion experiment purely on the 
basis that the flow patterns produced were visually nonbehavioural. However, for many 
applications a quantitative assessment of goodness of fit may be necessary. 
At its simplest level, pattern data consist of a binary classification of some observed quantity (in 
this case, flood inundation) compared with a similar classification of model output, typically 
involving direct comparison between simulated and observed cell values at a commensurate 
resolution. If we assign a value of I to the presence of a quantity in either data (D) or model 
(M) and a value of 0 to its absence, the result is a matrix (or contingency table) of four 
possible outcomes (see Table 3.1). With respect to the observations, there are two ways for a 
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Table 3.1 Contingency table of possible model-data combinations in a binary classification 
scheme. Parentheses denote analogous contingencies for the flood inundation case under 
consideration. 
Present in data (Do) Absent in data (DI) 
Present in model (M, ) MID, M, D0 
(Flooding correctly predicted) (Overprediction) 
Absent in model (Mo) MoD1 MOD0 
(Underprediction) (Non-flooding correctly predicted) 
model prediction to be correct (either by correctly simulating flooded or non-flooded state) and 
two ways for a prediction to be incorrect (either by erroneously under- or overpredicting the 
observed inundation extent). In many diverse disciplines such as meteorology, remote sensing, 
medical diagnosis, and psychology, these two types of error, under- and overprediction, have 
been variously referred to as Type 1 and Type 2 errors as well as errors of omission and 
commission respectively. 
Over the past two decades, the transfer of knowledge between these various disciplines has led 
to the development of a very large number of measures for quantifying overall or global 
prediction-observation similarity, albeit with a great deal of duplication and redundancy. 
However, the search for a reliable statistic to define the quality of deterministic binary 
predictions has a much longer history in meteorology, dating back at least to 1884 when 
Sergeant Finley of the US Army Signal Corps published the results of some experimental 
tornado forecasts (Finley, 1884). The data set consisted of forecasts of whether or not a tornado 
would occur. Murphy (1996) has given a detailed history of the so-called 'Finley affair and many 
of the basic issues in deriving accuracy assessments from contingency table cell counts were 
first raised in this episode. Although not strictly related to the type of spatial patterns discussed 
here, these predictions were distributed in both time and space (i. e. forecasts were made from 
10 March 1884 until the end of May that year, twice daily, for 18 districts of the USA east of the 
Rockies) and thus demonstrated significant spatial and temporal autocorrelation. This is 
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particularly pertinent given the nature of predictions from dynamic hydraulic codes and may 
have considerable implications for the choice of methods and measures used to evaluate model 
performance (Potts, 2003). 
Whilst many objective functions for this type of problem have been identified in the literature 
(see reviews in Stephenson, 2000 and Mason, 2003), the scope for using these types of 
statistics in a purely spatial sense for cell-by-cell pattern comparison within hydrological 
applications has yet to be rigorously investigated. This is, in part, a reflection of the previous 
lack of spatial observations for model testing but may also be attributed to the earlier criticism 
(e. g. Jetten et al. 1996; Van Rompaey et al., 1999) and perceived inflexibility (Güntner at al., 
2004; Kuhnert et al., 2005) of such an approach. The best example of this rigidity is the 
comparison of two chequerboards (adapted from Hagen (2003)); the first board has a white field 
in the upper left comer, the second a black field. A human observer would immediately 
recognise the two boards as being highly similar in quality, however a cell-by-cell comparison 
method would find a black cell where a white one is expected and vice versa. Hence total 
disagreement and zero accuracy would be concluded. 
Nevertheless, performance criteria based on a cell-by-cell approach are worthy of further 
consideration for a number of reasons. Firstly, they are mathematically simple to apply and 
have a physically interpretable basis, both in terms of their constituent variables and the final 
statistic evaluated. Secondly, they are very efficient to compute, particularly for raster data 
structures. Thirdly, they are well-suited to the highly-autocorrelated nature of dynamic 
inundation predictions, which are typically characterised by large, slowly-evolving contiguous 
regions that will be less sensitive to individual pixel errors at the flood shoreline. As such, errors 
incurred will be systematic and any bias transferred to the calibrated model parameters may be 
reduced explicitly (e. g. Troutman, 1983; Finnerty et al., 1997; Nijssen et al., 2001). 
Such measures therefore have the capability to provide simple, intuitive assessments of 
prediction quality, as well as providing a summary of the type and relative magnitude of 
attendant errors. In the next section (3.2), a selection of statistics available in the literature are 
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presented for comparing predicted and observed flood inundation patterns. Section 3.3 
describes the data and methodology employed for investigating the effect of choice of measure 
on the calibration of optimal model parameter sets and also the stochastic conditioning of 
uncertain Monte Carlo predictions. In Section 3.4 results and discussion are presented on how 
competing model parameterisations and calibration approaches (i. e. deterministic versus 
stochastic) can be effectively (or otherwise) differentiated using compatible observations and 
contingency table-based comparison statistics. The chapter concludes with a review the of 
preceding work and provides a series of tentative recommendations regarding the use of these 
measures for hydrological problems. A number of directions for future research are also 
outlined. 
3.2 Binary pattern comparison measures 
What determines the 'quality' of a spatial prediction? Intuitively, it is the degree to which the 
prediction accurately matches the available spatial observation(s). However, this is not the only 
type of quality a prediction should possess. As previously stated, a prediction must firstly be 
consistent, not only in terms of accurate correspondence with the measured data 
(Krzysztofowicz, 1999; Beven, 2004) but also with one's prior expert knowledge and/or 
qualitative understanding of the physical system (Dunne, 1983; Seibert and McDonnell, 2002; 
Khadam and Kaluarachchi, 2004). This reflects both the traditional approach to model 
calibration using 'hard data' and also the potential for incorporating qualitative knowledge (or 
'soft data') in the process. Secondly, a prediction must have value and help the end user(s) to 
make better decisions regarding the consequences of the phenomenon under investigation. 
Thirdly, a prediction must have skill, which may be interpreted as the relative advantage of 
using a simulated product over some reference benchmark. In other words, skill refers to the 
increase in prediction quality purely due to the 'smarts' of the modelling system (see Murphy, 
1993). This is a useful safeguard against the assumption that the model is performing well, 
when, in fact, the prediction problem may be trivial and allows a first-order assessment of the 
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additional benefit of using a distributed model as a means of generating accurate spatial 
predictions. 
This chapter seeks to explore two of these attributes, consistency and skill, through (i) testing 
various measures for quantifying the overall similarity of distributed model predictions against 
hard SAR data, and (ii) formalising an approach for determining prediction skill in distributed 
flood inundation modelling. Value remains integral to all model outputs used in operational 
scenarios, but it is defined with respect to specific application/end user requirements rather than 
a given set of observations (Clark, 1998). 
3.2.1 Quantifying prediction-observation consistency 
3.2.1.1 Bias 
A significant component of any spatial prediction is the bias. For a given realisation, this will 
show if the aggregate model response is to over- or underpredict flooding when compared to 
some synoptic observation of the inundated area. The bias is calculated as follows using the 
notation of Table 3.1: 
bias = 
M, D, + MMDD 
M, D, + MoD, 
(3.1) 
and should be unity (unbiased) for a perfectly reliable prediction. Accordingly, if the bias >1 this 
signifies overprediction while a bias <1 indicates underprediction. Table 3.2 gives a 
hypothetical (but plausible) contingency table of raw pixel counts for the analysis of a single 
model prediction versus observation. The bias of this prediction is 1.083 (i. e. slight 
overprediction). However, a bias of 1 does not necessarily mean that the prediction is accurate 
or skilful (Mason, 2003). Indeed, in practice, the bias generally differs from unity due to the 
presence of systematic biases or errors in the model or observing system (Stephenson, 2000). 
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Table 3.2 Hypothetical contingency table of raw pixel counts for the analysis of a single model 
prediction versus observation. 
Present in data (Do) Absent in data (D, ) Total 
Present in model (M, ) 7858 1759 9617 
Absent in model (Ma) 1018 47733 48751 
Total 8876 49492 58368 
3.2.1.2 Accuracy 
The level of agreement between a spatial prediction and observation is conveyed by the 
accuracy. As the diagonal elements of the contingency table represent the spatial elements that 
are correctly simulated by the model, a simple aggregate of model performance is given by the 
fraction, i. e. proportion correct (PC), of the domain correctly classified by the model: 
PC= 
M, D, +MOD0 
M, D, + M, D0 + MoD1 + M0Do 
(3.2) 
For the case of Table 3.2 the PC = 0.952, which, on cursory inspection, would indicate a very 
acceptable level of model performance. However, the PC statistic is heavily influenced by the 
most common category and if the model domain contains large unflooded areas which are 
easily simulated as dry (e. g. high ground), the measure will indicate that model results are good 
even if the modelling problem is straightforward (Aronica at al., 2002). In an extreme case of a 
small flood in a large domain, predicting the entire domain as dry would still give a reasonable 
measure of fit in terms of the fraction of the domain correctly classified. Indeed, for the example 
in Table 3.2, such a prediction would give a deceptively high PC value of 0.848. PC will thus 
present problems when comparing model results from different spatial domains. Nevertheless, 
PC has been used as an objective function in a number of studies (e. g. Crosetto et al., 2000; 
Townsend, 2002; Townsend and Foster, 2002) with few authors (with the notable exception of 
Townsend, 2002) acknowledging the overly optimistic assessment of model performance 
provided by this measure. 
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The difference between the prediction and the observation is the error and the lower the 
accuracy, the greater the errors. As mentioned previously, there are two types of error in this 
context, under- and overprediction, and PC merely provides an overly simplistic check on 
prediction quality that does not distinguish between the type and relative magnitude of these 
errors (Thomes and Stephenson, 2001). However, with the introduction of accuracy 
assessment methods from signal detection theory (Mason, 1980; Swets, 1988) and image 
classification literature (Story and Congalton, 1986; Janssen and Van der Wel, 1994; Lillesand 
and Kiefer, 2000), there are several other measures that do attempt to analyse these incorrect 
predictions, M1Do and MoD, . 
Two independent measures that are recommended are the hit 
rate and false alarm rate, which are both calculated from the actual number of observed flooded 
and non-flooded pixels (i. e. it is the columns of the contingency table that determine the quality 
of the predictions using these measures). 
The hit rate, H, is an important statistic as it indicates how many of the pixels observed as 
flooded were correctly predicted by the model (i. e. a 'hit' in meteorological forecast verification 
terminology). As such, H is also directly related to the number of underpredicted pixels (i. e. 
Type 1 or omission errors) in the model output and is defined by: 
H= 
M'D' 
MID, + MoD, 
(3.3) 
The hit rate will equal I where there is no underprediction and is 0.885 for the data given in 
Table 3.2, indicating that for -89% of pixels observed as flooded the model output was correct. 
Used in isolation, H can be misleading and may be manipulated by predicting many more 
pixels as flooded thereby artificially increasing the number of correct flooded predictions. For 
instance, if every pixel was predicted as flooded then H would be 1 even through the 
prediction was of very poor consistency. 
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Since prediction accuracy also depends on maximising the number of M1D, pixels while 
minimising the number of M1Do pixels (i. e. 'false alarms'), the hit rate alone is insufficient for 
measuring the quality of a model prediction. Numerous authors (e. g. Mason, 1982; Swets and 
Pickett, 1982; Macmillan and Creelman, 1991) have therefore argued that H should be used in 
conjunction with the false alarm rate, F, which considers the number of pixels observed as 
non-flooded that were incorrectly predicted as flooded by the model (i. e. Type 2 or commission 




M, D0 + MOD0 
(3.4) 
The smaller the value of F the better, and where there is no overprediction the false alarm rate 
will be zero. In the example of Table 3.2, F is equal to 0.036, indicating that for -4% of pixels 
observed as non-flooded the model output was incorrect. As for the hit rate, F alone does not 
provide a suitable measure of accuracy and may be artificially minimised by predicting fewer 
pixels as flooded thereby decreasing the number of incorrect non-flooded predictions. 
In addition to these techniques, spatial modellers may also use a number of supplementary 
measures to describe various aspects of correspondence between predictions and 
observations. A further five measures that are seemingly appropriate for binary pattern 
comparison within the flood inundation context are therefore considered below. Though easy to 
calculate, these statistics may be more difficult to interpret and exhibit variable (and sometimes 
unpredictable) responses to certain changes in spatial pattern. 
A simple, reliable measure of accuracy may be obtained by taking the difference between the 
hit rate and the false alarm rate which can also be interpreted as '(accuracy for flooded pixels) + 
(accuracy for non-flooded pixels) -1': 
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PSS=H-F= 
(MID, xM°D°)-(M, DoxMOD, ) (3.5) 
(MIDO +MOD0)x(M, D, +MoD1 
Stimulated by comments on the accuracy of Finley's tornado forecasts, the Peirce skill score 
(PSS) was first published in 1884 and has since been referred to as the 'Hanssen-Kuipers 
discriminant' (Hanssen and Kuipers, 1965), 'Kuipers' performance index' (Murphy and Daan, 
1985) and the 'true skill statistic'. When the score is greater than zero, the hit rate exceeds the 
false alarm rate and this can also be used to infer that there is some prediction skill 
(Stephenson, 2000). 
In the example of Table 3.2, the Peirce skill score = 0.850. With a maximum value of 1, the 
majority of this accuracy comes from the high hit rate based on the number of pixels predicted 
as flooded that were actually observed flooded. Moreover, for flood inundation maps simulated 
within a fixed domain, the number of MOD0 pixels may be orders of magnitude larger than the 
other pixel counts, resulting in very low values of F and a value of PSS almost equal to H. In 
other words, the accuracy is coming from the two relatively small numbers in the first column of 
the contingency table (M, D, = 7858 and MoD1 = 1018), and the other pixel counts (M, Do 
and MO DQ) make a negligible contribution. This is certainly the case for Table 3.2 where H 
and F have values of 0.885 and 0.036 respectively. An additional weakness of the PSS is 
that when one pixel count in the contingency table is large (e. g. MOD0 ), then the other pixel 
count in that column is almost completely disregarded (e. g. M, D0 ). 
In a second critique of Finley's scoring procedure (presented here as the proportion correct 
measure), Gilbert (1884) proposed an alternative validation statistic for the forecast of rare 
events. His ratio of verification, v, has since been renamed and rediscovered as the 'critical 
success index' (Donaldson at al., 1975), the 'threat score' (Schaefer, 1990), or, when applied in 
a purely spatial interpretation, the F coefficient (Horritt and Bates, 2001 a). To avoid further 
confusion F`'' is used here and is defined in terms of Table 3.1 by: 
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F<'> _ 
MID, (3.6) 
MID, + M, Do + MoD, 
and so completely ignores the large number of correct predictions of non-flooding (M(, D0 ). 
Clearly, this feature may be highly desirable in applications where the frequency of M0D0 
pixels can be orders of magnitude larger than the other elements of the contingency table, as 
can be seen in Table 3.2, where -82% of the data are so classified. Such a prediction for many 
of these pixels (probably) requires little or no skill from the model and so it seems reasonable to 
exclude them from consideration. In other words, F" is only concerned with predictions that 
'count' and so measures the fraction of observed and/or predicted pixels that were correctly 
predicted as flooded. Whilst a perfect prediction gives F"' a maximum value of 1, a minimum 
value of zero is attained when there are no correct predictions of observed flooding. In the 
example of Table 3.2, F"' = 0.739, indicating that almost three quarters of the flooded pixels 
(observed and/or predicted) were correctly simulated by the model. 
The F`'' score has been used previously in a number of studies (e. g. Horritt and Bates, 
2001a; Aronica et al. 2002) and has generally proved a reliable function for calibrating the 
output of various flood flow models against inundation area (Horritt and Bates, 2002). These 
parameter response surfaces, typically in two dimensions (i. e. aggregated channel and 
floodplain friction coefficients), often indicate a single broad optimum, with different pairs of 
parameters giving very similar goodness of fit to the observations. Therefore, three minor 
modifications to the numerator of the F`1' measure are proposed in an attempt to better 
constrain this region of optimal model performance within the parameter space and further 
improve the identifiability of a reduced number of behavioural parameter sets. 
The first variant, F`2> , has been modified to explicitly penalise overprediction of flood extent: 
F<2> _ 
M, D, - M, D0 (3.7) 
M, D, +M, D0 +MOD, 
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The measure gives a value of I when the observed and predicted inundation patterns coincide 
exactly and for the case of Table 3.2, F`2> = 0.573. From initial experiments this formulation 
was found to give enhanced discrimination between inundation patterns with optimal predictions 
having a more exacting (or 'tighter) fit to the observations than those evaluated using the 
original measure (Equation 3.6). This may, however, be a disadvantage in flood risk analyses or 
disaster management situations, where over-, rather than under-, prediction would be preferable 
(Aronica et al., 2002). Therefore, where the potential consequences of underprediction are more 
significant, a second derivative, F3>, may be more appropriately applied: 
F<3>_ M, D, -M0D, 
(3.8) 
M, D, + M, D0 + MoD, 
In the example of Table 3.2, F`3> = 0.643. The third and final amendment, F`4> , 
has been 
derived simply by discounting all the residual errors within the contingency table (i. e. both over- 
and underprediction) from the correct predictions of observed flooding and may be expressed 
as: 
(3.9) 
F, <a, = 
M1D, - M, Do - MoD, 
MID, +M, D0+MOD, 
Evaluating F`4> using the hypothetical cell counts of Table 3.2 yields a value of 0.478. As with 
the F`` and F`3> measures, a prediction perfectly coincident with the observations gives 
F`4' a maximum value of 1, with the minimum possible value -1. However, given the nature of 
distributed inundation modelling, it would be highly unlikely for these statistics to ever attain their 
minima, which occur when no pixels observed as flooded are correctly predicted by the model 
and one or both 'error counts of the contingency table has some positive value. 
As shown above, a large variety of categorical statistics may be computed from the elements of 
a contingency table in order to quantify the correspondence between spatially-distributed binary 
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Table 3.3 Summary of performance measures (after Mason, 2003). 
Performance measure 
(acronym) 
Definition Range of values Reference 
Bias M, D, + M, D, (0, ao), unity (unbiased) Donaldson et al. (1975) 
M, D, + MOD, for a perfect prediction 
Proportion correct (PC) M, D, + M0D0 (0,1) Finley (1884) 
M, D, + M, DO + MoD, + M. D. 
Hit rate (H) M, D, (0, I) Swats (1988) 
M, D, +M0D, 
False alarm rate (F) M, D, (0,1) Swets (1988) 
M, D, + MOD0 
Peirce skill score ( PSS) (M, D, x MOD0)- (M, DO x MoD (-1,1) Peirce (1884) 
M, D. +M. Da x M, D, +M, D, Hanssen and Kulpers (1985) 
Murphy and Daan (1965) 
F"' MID, (0,1) Gilbert (1884) 
M, D, + M, D0 + MoD, Donaldson WK (1975) 
F M, D, -M, D0 
M, D, + M, D0 + MoD, 
F"' M, D, -MOD, 
M, D, + M, D0 + M. D, 
F<. > M, D, - M, D0 - M, D, 
M, D, +M, D. +MoD, 
predictions and observations. A summary of these measures is provided in Table 3.3. Whilst it 
is to be expected that each function will produce a different deterministic optimum and 
parameter response surface as part of a calibration methodology, this is not always the case 
(Riitters et al., 1995; Haines-Young and Chopping, 1996; Li and Wu, 2004). During preliminary 
investigations it was observed (and proved below) that the F"' and F"' measures produce 
identical calibrations due to an unanticipated linear relation. Recalling that the sum total of 
normalised pixel counts is equal to unity (i. e. M1D, + M, D0 + MoD1 + MOD0 = 1): 
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MID, - M, D0 - MoD1 = 
MID, 
_ 
(M, DO + MOD, ) (3.10) 





(I -MID, -MOD0) (3.11) 
MID, +M, D0 +MoD1 MID, +M, D0 +MoD1 
_ 
2M, D1 (1- MOD0) (3.12) 
MID, + M, D0 + MoD1 MD, + M, D0 + MOD, 
2M'D' 
M, D, +M, D0+MOD, 
Asa result, F`4> was not considered further. 
Finally, it should be acknowledged that the measures described in Section 3.2.1.2 do not 
provide any basis for a formal statistical assessment of model performance. Although not 
explored here, techniques such as Kappa analysis (Cohen, 1960) can be used to determine the 
statistical significance of any given error matrix or the difference between matrices, 
simultaneously taking account of possible chance agreement between model and data. The 
work of Yu and Lane (in press a, in press b) represents an early attempt to apply this alternative 
analysis in a flood inundation modelling context and the interested reader is referred there for 
more details. 
3.2.1.3 Complementary measures 
Whilst each of these area-based measures may be interpreted in a mathematical sense, their 
absolute values do not, in some cases, intuitively convey the degree of correspondence 
between a given model realisation and a binary pattern observation. One solution to this 
problem is to provide a fuller description of prediction consistency using more routine methods 
of assessment, such as the mean or RMS error statistics (Stehman, 1997; Muller et al., 1998). 
Whilst most specialist comparison techniques lack a metric to enable such a quantification (e. g. 
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the transect or optimal local alignment methods of Grayson et at. (2002)), for binary images this 
can be calculated using morphological image analysis (Serra, 1982; Soille, 1999) and, in 
particular, distance transform operators (e. g. Rosenfeld and Pfaltz, 1968; Danielsson, 1980; 
Borgefors, 1986). The result of a distance transform is a greylevel image that looks similar to 
the input binary image, except that the greylevel intensities of pixels show the distance to the 
closest boundary pixel from each pixel. This technique, which is based on recursive erode/dilate 
operations with a suitable structuring element and distance metric, will not be described here. 
Instead, the interested reader is referred to the full description provided in Soille (1999) and the 
practical example provided by Bates and De Roo (2000). 
A distance transform mapped from an observed inundation pattern will therefore consist of 
pixels describing the Euclidean deviation from the observed flood shoreline at the centre of 
each cell. Pixel values may be absolute or take negative and positive quantities in order to 
distinguish between under- and overprediction. This then enables a cell-by-cell comparison with 
a simulated flood shoreline, extracted using a single erosion and simple map algebra, from 
which the total absolute or relative deviation and number of shoreline pixels may be obtained. 
From these variables, the mean and RMS error statistics can be calculated to give additional 
information regarding the bias and absolute error of the prediction respectively. 
On first inspection, these metrics may seem more appropriate to the task at hand than the area- 
based measures outlined above. However, they are not a universally acceptable solution and 
the relative merits of distance transform-based performance criteria should be examined on a 
case-by-case basis. Consider the example shown in Figure 3.1. In this instance, the model 
prediction alternatively coincides with either the left or right shoreline of the observed inundated 
area and thus both the mean and RMS error statistics are erroneously minimised. As a result, 
the 'optimal' model result significantly underestimates the extent of observed flooding. 
Fortunately, for the application described in the following section the mean and RMS indices 
demonstrate a predictable response to changes in inundation pattern and can therefore be used 
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In meteorology, where the aim is to validate the products of continuous simulation-forecasting 
systems, the reference forecast is generally an unskilled criterion such as random chance, 
persistence (defined as the most recent set of observations, 'persistence' implies no change in 
condition), or climatology (Thornes and Stephenson, 2001). However, such indicators are 
inappropriate for assessing the skill of spatially-distributed models and their predictions. 
Given the complex nature of most environmental modelling problems, the development of 'no- 
skill' reference benchmarks is likely to be a non-trivial and contentious issue. Fortunately for the 
modelling of floods and floodplain inundation, this is not the case. Bates and De Roo (2000) and 
Horritt and Bates (2001b) have shown that, when benchmarking the relative performance of 
various hydraulic codes, there is considerable value in evaluating model output against even a 
very crude estimate of flood extent, such as that generated by a planar approximation to water 
free surface intersected with a DEM. By using a similar description of topography and boundary 
conditions, one can begin to assess the relative levels of model complexity and process 
representation required by a model to reproduce the available observations. In certain 
situations, this method, based on a linear interpolation of water surface elevations recorded 
simultaneously at upstream and downstream gauges, can provide inundation predictions that 
are almost as good as those from more complex schemes. However, this level of performance 
is strongly dependent on the close proximity of the validation data to the bounding control points 
and the degree to which the observed curvature in the water surface profile can be adequately 
represented by a linear approximation. 
3.3 Study site, data availability and methodology 
3.3.1 Study site and data availability 
As described in Horritt (2000) and Horritt and Bates (2001b), the LISFLOOD-FP model is 
applied here to a site on the upper Thames in Oxfordshire, UK, where the river has an 
approximate bankfull discharge of 40 m3 s1 and drains a catchment of 1000 km2. A short test 
reach has been identified, bounded upstream by a gauged weir at Buscot (which provides the 
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model boundary condition), and with reasonably well-confined flows at the downstream end. 
The model topography was parameterised with a 50 m resolution, ±25 cm vertical accuracy 
photogrammetric DEM and channel information obtained from large-scale maps and ground- 
surveyed cross-sections. The floodplain environment is entirely agricultural, being mainly made 
up of meadow and rough pasture. 
In December 1992 a 1-in-10 year flood event occurred, with a peak discharge of 76 m3 s 1, 
resulting in considerable floodplain inundation along the reach. The flood event coincided with 
an overpass of the ERS-1 remote sensing satellite, which acquired a SAR image of the flood 
that has been processed using the statistical active contour technique of Horritt (1999) to extract 
the flood shoreline. This provided a 12.5 m resolution raster map of inundation state with 
boundaries accurate to ±50 m (Horritt of al., 2001) approximately 20 hours after the hydrograph 
peak, but with discharge still high at 73 m3 s"'. The broadness of the hydrograph, along with the 
short length of the reach, meant that a dynamic model was unnecessary, and steady state 
simulations were used instead (after Horritt, 1998,2000a). The SAR-derived flood shoreline is 
shown in Figure 3.2 in perspective with the floodplain topography and channel centreline. 
Comparing results from the model and the satellite inundation map presents little difficulty, 
owing to the raster format and reconcilable spatial scales of both data. In this case, the resulting 
50x50 m2 model output is disaggregated to a 12.5x12.5 m2 grid resolution by simply assigning 
the cell value of each large cell to all 16 smaller cells. The modelled patterns are then compared 
in the form of a binary variable (flooded/non-flooded) on a cell-by-cell basis. At fine grid 
resolutions (i. e. <100 m2), the effect of this 'quantisation' has been shown to be negligible, both 
in terms of the absolute value of each statistic evaluated and also the relative ranking of 
simulation performance within an ensemble (Horritt and Bates, 2001 a; Güntner at al., 2004). 
A threshold of 0.01 m is used to convert the continuous water depths predicted by the model 
into a binary field of inundation state. The specification of a wet/dry threshold is a crude attempt 
to overcome numerical artefacts within the LISFLOOD-FP code which prevent model grid cells 
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2000 
1000 
Figure 3.2 Floodplain topography for the Buscot reach of the River Thames with contiguous SAR- 
derived shoreline (red) and channel centreline (blue) vectors superimposed. The direction of 
channel flow within the reach is from west to east. Note the misclassification of small sections of 
channel as dry, probably due to emergent riparian vegetation. 
from drying completely and also reflects the mixed nature of pixels at the flood shoreline. 
Preliminary investigations found that any threshold value up to 0.1 m produced very similar 
objective function results. 
3.3.2 Model application and competing calibration methodologies 
The LISFLOOD-FP hydraulic model is applied here in Monte Carlo simulation mode to a short 
reach of the River Thames in order to generate an ensemble of feasible predictions of floodplain 
inundation. The ensemble consists of 500 members (or deterministic model realisations) 
simulated using randomly-generated parameter sets and a fixed inflow discharge of 73 m3 S-1. 
Channel and floodplain friction values, in the form of a Manning coefficient, remain 
unconstrained for this model, and are therefore treated as spatially lumped calibration 
coefficients. 500 pairs of parameter values were distributed randomly and uniformly between 
0.01 M-1/3 s and 0.05 M-1/3 s for the channel (n, h ), and 0.02 m"113 s and 0.10 m'/3 s for the 
floodplain (na ). This coincides with the range used in Horritt and Bates (2001 b), which was 
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shown to contain the region of maximum values of the F`1' measure. By analysing individual 
simulations as part of a larger ensemble, spatial predictions were found to respond differently to 
values estimated for both calibration parameters and so, on the basis of effective comparison 
with compatible observations, competing model parameterisations of apparently equal validity 
may then be differentiated and/or discarded. A flow chart summarising this model application 
process is shown in Figure 3.3. 
There are (at least) two options for calibrating effective parameter values within distributed 
model structures. Firstly, one can ignore equifinality (see Beven, 1993) and attempt to identify a 
unique parameter set that optimises the model fit to the observed data (e. g. Anastasiadou- 
Partheniou and Samuels, 1998; Bates et al., 1998). This is the traditional deterministic approach 
and the final result is often strongly dependent on the performance measure used to grade the 
simulation consistency. Secondly, one can reject the idea that an optimal parameter set would 
ever be identifiable and develop the concept of equifinality in a more direct way. This leads to 
the GLUE methodology of Beven and Binley (1992) in which many different model parameter 
sets are chosen randomly, simulations run, and evaluation measures used to reject some 
models (model structure/parameter set combinations) as nonbehavioural while all those 
considered as behavioural are retained in prediction. GLUE therefore acknowledges the 
uncertainty inherent in the inundation modelling process and recognises that different 
combinations of parameter values can produce equally good model predictions (Aronica et a/, 
1998,2002; Romanowicz and Beven 1998,2003; Bates at a!., 2004; Pappenberger eta!., 2005; 
Hall at a!., 2005). As such, it is not only the location of the optimum that is important, but also 
the form that the measure of fit takes over the whole parameter space. 
The research presented here considers both the deterministic and 'uncertain' approaches to 
model calibration and will investigate the effect of using different measures of fit on their 
respective conclusions. In the following section, a novel method for calibrating uncertain model 
predictions against single observations of flood extent is outlined. The result is (hopefully) a 
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Figure 3.3 Flow chart summary of the model application process. 
more certain map of inundation extent through the rejection of the less behavioural members of 
the Monte Carlo ensemble. 
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3.3.3 Uncertain model calibration within a GLUE framework 
There is a key role for spatial observations in the rejection of nonbehavioural models and 
parameter sets, thus limiting the possible model realisations and acceptable model parameter 
sets. As Beven (2002) observed, "the real challenge is to find creative ways of using 
observations to limit those possibilities. " The method presented here offers the potential to 
increase the utility of observations at the model calibration-validation stages and is based on the 
work of Hunter et al. (2004) and Horritt (in press). 
In GLUE each member of the Monte Carlo ensemble is weighted by a likelihood measure based 
on its ability to reproduce the available observations. A weighted sum of the predictions of 
interest, in this case binary inundation state, from each simulation then produces an uncertain 
model prediction. For example, given a weight L. for each simulation i, and the simulation 
results for the jth model element (e. g. computational cell or node) of w1 =1 for wet and w, = 
0 for dry, an uncertain map of predicted flood inundation can be developed (Romanowicz et al., 
1996; Aronica at al., 2002): 
RCMJ _ '2]L, 
(3.14) 
where RCMJ denotes the 'probability' that the j`h cell is flooded and is analogous to the 
p ofd measure proposed by Aronica et al. (2002). Rather than attempting to define true spatial 
probabilities for formal statistical inference (which is very difficult and computationally 
demanding in practice), we derive relative confidence measures (RCMs) for model predicted 
variables. These express our belief that an uncertain prediction is a consistent representation of 
the system behaviour for the single model structure used, but do not express any measure of 
confidence in that model over competing structures. These RCMs can however be treated as 
analogous to cumulative probabilities as they range between 0 and 1, and for a good model 
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should bear some relationship to the likelihood of observing inundation at that point for a real 
flood event. RCM, will thus assume a value of I for cells that are predicted as flooded in all 
simulations across the ensemble and 0 for cells always predicted as dry. Prediction uncertainty 
will manifest itself as a region of cells with intermediate values, maximum uncertainty being 
indicated by cells with RCMP s*s 0.5. 
As some of the performance measures (here denoted generically by F, ) may take negative 
values (see Table 3.3), each simulation is accorded a weight L; in the range (0,1): 
F. - min(F,. 
L; 
max(F) - min(F,. 
(3.15) 
where min(F) and max(F. ) are the minimum and maximum for a particular measure of fit 
found throughout the ensemble. These weights are then used in Equation 3.14 to produce a 
relative confidence map of flood inundation. The rescaling of performance measures is 
necessary for comparing RCMP maps and while affecting the absolute values accorded to 
each simulation it will not alter the relative calibration response across the ensemble. Various 
methodologies have been implemented for this purpose (Seven and Binley, 1992; Beven and 
Freer, 2001; Wagener at al., 2001) and differences may be further accentuated by applying 
shaping parameters (see Freer at al., 1996), such as raising F, to arbitrary exponents, which 
have the effect of increasing the weight given to better simulations. However, misapplication of 
shaping parameters may eliminate the equifinality of model response (Beven and Freer, 2001; 
Aronica at al., 2005) and are thus not considered further. 
Two desirable properties of an uncertain inundation map are accuracy and precision. A precise 
map will contain large areas which are classified as definitely wet or dry, and in the limiting case 
produces a single deterministic flood extent prediction. Such a precise map may not, however, 
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be accurate, as it may not coincide perfectly with the observed flood extent. Similarly, an 
uncertain map with a uniform flood probability or confidence may be accurate (e. g. giving the 
whole domain a confidence level RCMP = 0.25 when 25% of the domain is actually flooded), 
but may be of almost no use as it predicts nothing about the spatial organisation of inundation 
patterns. A good uncertain model is therefore one which strikes a balance between accuracy 
and precision, and these two concepts are defined in the next sections. By removing less 
behavioural members from the analysis (according to rank simulation performance) we can 
optimise this relationship which (hopefully) results in a more certain inundation map and an 
increase in parameter set identifiability and uniqueness. A flow chart summarising this uncertain 
model calibration process is shown in Figure 3.4. 
3.3.3.1 Uncertain model precision 
Entropy is often used as a measure of uncertainty or imprecision in a random process. For a 
discrete random variable i, with probabilities p,, the entropy S is given by: 
S=-ýp; 1ogp; (3.16) 
Whilst the relative confidence measure RCMP is not strictly speaking a probability, it does lie 
in the range (0,1), and hence an entropy-like measure of uncertainty can be defined 
analogously: 
S) = RCMP 1092 RCM, + 
(1- RCM J 
)loge (1- RCMP) (3.17) 
The use of a logarithm to base 2 means that for RCMP = 0.5 (maximum uncertainty), S, = 1, 
and for minimum uncertainty (RCMP =0 or 1), Sj = 0. Entropy is an additive quantity for 
uncorrelated random variables, and so a reasonable measure of the precision of an uncertainty 
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Figure 3.4 Flow chart summary of the uncertain model calibration process. 
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map may be simply the mean of the entropy of each cell, S,. , with areas never observed or 
predicted as flooded being ignored to restrict the influence of domain size on the analysis. This 
mean entropy will range from 0 for a single deterministic prediction, to 1 for a prediction of 
RCMJ = 0.5 everywhere (i. e. one that gives no information about flood probabilities). 
3.3.3.2 Uncertain model accuracy 
In the absence of a large number of observed flood events, reliability analysis (see Yates, 1990) 
is a potentially useful way of assessing the accuracy of probabilistic predictions, and may be 
used to quantify the performance of inundation predictions as part of an uncertain model 
calibration process. A reliability diagram is constructed by classifying the uncertain flood map 
into regions of similar RCMP values and counting the number of observed wet cells in each 
region. In an accurate map, the proportion of wet cells will correspond closely to the predicted 
flood confidence measure, with, for example, half the cells predicted with RCM, = 0.5 being 
wet. In other words, in cells where there is a high probability of flooding, they should be 
observed to be wet more frequently than when there is a low probability of flooding. The 
reliability diagram for a perfectly accurate (though not necessarily precise) uncertain map will 
therefore consist of a 1: 1 line where predicted probability equals observed frequency. The 
accuracy of a RCMP map can be assessed by calculating the root mean square (RMS) 
deviation of the actual line from the 1: 1 relationship, weighted by the number of cells in that 
class, with areas of RCMP =0 that are observed dry being discounted. This measure is here 
denoted as the reliability R, and can be thought of as providing 'error bars' on the RCMJ 
flood map, with values of RCMP being subject to an error approximately equal to R. The 
reliability diagram neatly sidesteps the problem of only having single observations of flood 
extent by replacing averaging over multiple observations with averaging over the model domain. 
Moreover, as the flood probabilities and their spatial distribution are dependent on t 
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performance measure F,. used, this technique can also be used to investigate the most 
appropriate measure for optimising this relationship. 
3.4 Results and discussion 
3.4.1 Deterministic model calibration 
Each model run was evaluated against the observed data on a pixel-by-pixel basis and a matrix 
containing total pixel counts of the four possible outcomes (see Table 3.1) constructed for each 
realisation (e. g. Table 3.2). Before the comparison measures of Section 3.2.1 are applied to 
assess the goodness of fit of these predictions it is important to understand how model 
response across the whole ensemble is characterised in terms of each contingency table 
element. Figure 3.5 shows this behaviour as the variation in each element of the contingency 
table as a function of total inundation area predicted. The inverted nature of the response in the 
columns of the contingency table (i. e. D, and Do) is reasonable given that these elements 
correspond to the actual number of observed 'flooded' and 'non-flooded' pixels that ultimately 
determine the quality of the prediction. The sharp changes in gradient coinciding with the 
observed inundated area show that the discrepancies between model and SAR data are 
confined mainly to the observed shoreline region. For example, the correct wet area increases 
linearly with modelled flooded area (i. e. M, ) up to a sill, beyond which significantly more 
inundation is required to correctly simulate the remaining pixels observed as wet. Within the 
confines of a spatially uniform friction calibration, it is impossible to reconcile modelled and 
observed inundation completely, ensuring that MAD, is always less than Dl (0.152). There is 
some overprediction (M1Do) in all model results, possibly caused by the misclassification of a 
small sections of channel as dry due to riparian vegetation (see Figure 3.2). The elements of the 
contingency table are also shown in Figure 3.6 as functions of channel and floodplain 
roughness parameters. These show that there is a much greater sensitivity to channel friction 
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Figure 3.5 Dotty plots of the four possible model-data combinations evaluated for spatial 
predictions, in terms of flooded area. There are two ways for a model prediction to be correct - 
either by correctly simulating flooded (M, D, , a) or non-flooded (M0D0, d) state - and two ways 
for 
a prediction to be incorrect - either by erroneously over- (M, Do , b) or underpredicting 
(M0D1, c) 
the observed inundation extent. Total pixel counts have been renormalised to sum to unity. The 
dashed line denotes the number of pixels actually observed as flooded (i. e. D1). 
than floodplain friction and there are good physical reasons why this is so. For low channel 
friction, water levels are low, there is little inundation and so sensitivity to floodplain friction is 
reduced. Higher channel frictions increase water depth in the channel displacing water onto the 
floodplain, and so floodplain friction exerts a greater influence, particularly as flood flows are 
mainly unconstrained laterally on this predominantly agricultural reach. This would also explain 
why observed response to floodplain roughness is primarily restricted to contingency table 
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Figure 3.6 Dotty plots of the four contingency table elements evaluated for spatial predictions, in 
terms of sampled channel and floodplain friction parameters. 
elements that are consistent, either directly (M, D0) or indirectly (MOD0 ), with significant 
inundation of the floodplain. 
Figure 3.7 shows the calibration response according to the eight measures identified by 
comparing the fit of 500 model predictions of inundation extent with that observed from satellite 
radar data. As an indicator of model skill (Section 3.2.2), the fit between a 'no-skill' planar free 
surface approximation and the SAR data for each measure is also shown. The planar surface 
must be parameterised in terms of the water free surface heights at the upstream and 
downstream ends of the reach, and several techniques present themselves. The heights can be 
taken from water elevations in the channel, as measured at gauging stations (e. g. Bates and De 
Roo, 2000), or from a linear regression of elevations taken at the intersection of the SAR 
shoreline and DEM (e. g. Mason et al., 2003). Unfortunately, there is only a single level recorder 
on this reach and extracting a reasonable linear relationship between the SAR data and the 
log 
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20( 
1000 
Figure 3.8 Flooded area predicted using the optimum planar free surface approximation, where 
blue indicates correctly predicted inundation and yellow and red represent underprediction and 
overprediction respectively. The contiguous flood shoreline extracted from the SAR data is also 
shown (black vector). 
relatively coarse floodplain DEM proved highly problematic. Therefore a calibration method was 
adopted whereby the upstream and downstream elevations of the planar surface were adjusted 
and the optimum fit with the SAR data sought. This optimum fit, shown in Figure 3.8, was 
adjudged to be the best compromise between all the fit statistics under test and was determined 
in three stages. First, each performance measure was evaluated for every permutation 
generated. Second, values for a given measure were rescaled across all the permutations using 
Equation 3.15. Third, the rescaled measures for each permutation were combined arithmetically 
with the highest total indicating an 'optimum' fit to the observations and an acceptable overall 
compromise between measures. Although not done here, performance may be further 
enhanced by removing local depressions not directly connected to the channel by a continuous 
water surface (Werner, 2001). 
For most measures, models covering the majority of the parameter space exhibit a significant 
level of skill when compared with the planar surface reference. This is to be expected as the 
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Table 3.4 Attributes of optimum model predictions as evaluated by each performance measure 













Bias 0.0256 0.0411 555 -6.88 57.65 
PC 0.0266 0.0987 608 7.89 63.52 
PSS 0.0329 0.0743 671 28.98 87.13 
V l' 0.0266 0.0987 608 7.89 63.52 
F`1' 0.0236 0.0869 567 -3.74 53.36 
F`3' 0.0294 0.0860 625 13.75 69.18 
water surface profiles (not reported) show considerable curvature, which therefore will only be 
poorly represented by a linear approximation. The planar surface approximation is almost 
unbiased (i. e. bias -- 1) and therefore, according to this measure, the hydraulic model is rarely 
exhibiting any skill. However, as can be seen in Figure 3.8, an unbiased model result does not 
necessarily produce an accurate fit to the data, as only the magnitude (rather than spatial 
distribution) of the inundated area is predicted correctly. 
The attributes of the optimal model predictions for each measure are given in Table 3.4. In 
addition, a distance transform of the observed binary inundation map (Figure 3.9) is used to 
quantify the nature of metric errors within these predictions. The best fit values of channel 
friction for PC, F`'' and F`2> all coincide approximately with the least biased value, implying 
that in this case, if the magnitude of the inundated area is correctly predicted, these measures 
are also optimised. This is borne out by the ability of these optimised predictions to reproduce 
approximately the size of the inundated area and minimise the mean error statistic. Optimising 
PSS and F`3' appears to favour larger values of nah , which is again reflected in both these 
proxies. However, it is interesting to note that the emerging division between performance 
measures is less readily observable in the RMS values of Table 3.4. Furthermore, the 
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2000 
1000 
Figure 3.9 Distance transform of the observed binary inundation map, where the greylevel 
intensities of pixels show the distance to the closest shoreline pixel from each pixel. For 
illustration purposes, distances beyond 375 m of the flood shoreline have been removed in (b) to 
provide greater contrast in foreground regions. 
magnitude of these RMS errors is comparable with those specified for the snake-processed 
SAR observation (Horritt et al., 2001). 
Whilst no optimal prediction actually underestimates the magnitude of the inundated area, the 
spatial arrangement of these inundation patterns demonstrates that they contain regions of both 
under- and overprediction. Figure 3.10 shows the predicted inundation for optimal simulations 
for each measure. For this reach and event, the least biased simulation produces quite good 
results in terms of predicting the spatial pattern of inundation. Similar patterns are also seen for 
the PC, F"' and F`j' measures, with F`z' producing a smaller inundated area due to 
explicit penalisation of overprediction. 
Optimal values for the hit rate and false alarm rate are individually fairly meaningless as H, for 
example, is promoted by gross overprediction. However, when used together by plotting (F, 
H) values calculated for each realisation within a unit square as in Figure 3.11 a, they provide 
an effective diagnostic summary of model performance. In various fields this is known as a 
relative operating characteristic, or ROC, diagram (Ogilvie and Creelman, 1968; Egan, 1975; 
Metz, 1978; Swets, 1986a, 1986b, 1988; Pontius and Schneider, 2001) in which the optimum 
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Figure 3.10 Optimum predictions of inundated area for each performance measure using the 
hydraulic model. Values of the calibration parameters, channel (n. h) and floodplain (nfP ) friction, 
corresponding to each simulation are also shown. 
simulation (Figure 3.11b) can be identified as that lying closest to the point (0,1). This 
corresponds to the ideal case of all hits and zero false alarms. It should be noted however that 
the ROC approach assumes that miss rates (i. e. 1- H) and false alarm rates are of equal 
consequence and thus economic and social significance. In reality, this is unlikely to be the 
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Figure 3.11 The relative operating characteristic diagram, summarising model performance 
according to hit rate, H, and false alarm rate, F. The observed scatter (a) is determined by the 
intrinsic discriminatory capacity of the model and measures the ability of each prediction within 
the ensemble to distinguish between the two alternative outcomes (i. e. flooded and non-flooded). 
Values of H and F for the planar surface model are also shown. The optimum simulation, 
according to minimum Euclidean distance function (l - H)2 + F2 , is shown (b) along with the 
observed flood shoreline and values of the corresponding friction coefficients. 
case (Smits et al., 1999; Stehman, 1999; Thornes and Stephenson, 2001) and is discussed 
further in Section 7.3.2.1. The ROC diagram produces an optimum different from PC and 
F`"2'3> 
, but more consistent with 
the PSS measure which can be attributed to the 
dependency on H rather than F in their respective formulations. For these two measures, 
overprediction is insufficiently penalised as MOD0 is orders of magnitude larger than M1Do. 
As the relative implications of under- or overpredicting inundation are not explicitly assessed, 
optimum predictions in this instance are strongly dictated by large H rather than small F. 
A final observation is that while the PC, F"' and F`z' measures produce optima in similar 
locations in the parameter space, their response will not be identical when it comes to 
comparing model performance for different events or different domains. Since PC incorporates 
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the MOD0 element of the contingency table, it is prone to exaggerating the performance of 
models with large dry areas, whereas the F"' and F`I' measures will not be affected by this. 
The behaviour of the PSS measure is worse in this respect, with large dry areas reducing the 
false alarm rate to the extent that PSS -- H and optimal values of nch become excessively 
high. Therefore while different measures have a similar response when considering a single 
flood event, intercomparisons between events and reaches may reveal undesirable and 
unpredictable behaviours. A similar situation may occur for models where a significant 
proportion of the domain is always wet (e. g. in coastal applications), and care must be taken in 
selecting measures of fit so that large, easily predicted areas do not unduly influence 
assessments of model performance. 
3.4.2 Uncertain model calibration 
The preceding discussion has used each performance measure within a traditional calibration 
framework to identify a single optimal parameter set. However, Figures 3.6-3.10 and Table 3.4 
have shown that spatial predictions from the LISFLOOD-FP model respond differently to each 
calibration parameter and that the nature of this response is dependent on the evaluation 
measure used. For the upper Thames model developed in Section 3.3.1, channel friction 
effectively controls the extent of floodplain inundation while the correct specification of nfp 
appears less critical. Indeed, it may be seen from Figure 3.7 that optimal simulations can be 
found across the entire range of values sampled for floodplain friction. That is not to say that the 
model is insensitive to nfp. Rather, it is the interaction of the two calibration parameters which is 
significant for determining model fit to the observations in this particular application (e. g. 
Hornberger and Spear, 1981; Spear et al., 1994). These interactions are evident in the spread 
of values for most performance measures for high values of nch . 
Yet, regardless of the measure used, a broad range of nce values can also be identified that 
provide a very good (but sub-optimal) fit to the observations. In selecting a unique optimum, 
108 
Measures for comparing binary pattern predictions and observations 
these simulations are ignored and no assessment of the uncertainty within this reduced 
ensemble of approximately optimal parameter sets is made. Although certainly dependent on 
the specific modelling objective(s), it is recognised that what constitutes approximately optimal 
goodness of fit is somewhat arbitrary, and that the definition of any threshold may affect the 
uncertainty bounds computed. Until now, the most common approach has been to simply retain 
the best 10% of parameter sets that simulated the observed data (e. g. Beven and Binley, 1992; 
Lamb at al., 1998; Bates at al., 2004). Applying this precedent here, model response is clearly 
shown to be equifinal and thus not well-suited to deterministic approaches to model calibration. 
Equally obvious from Figure 3.7 is the presence of some very poorly performing parameter sets, 
particularly at the extreme ranges of the values sampled. Therefore, the aim of the uncertain 
calibration methodology applied here is to provide a rigorous technique for retaining only those 
approximately optimal parameter sets. These can then be used to provide better estimates of (i) 
a reduced range of feasible effective parameters and (ii) the magnitude and arrangement of the 
spatial uncertainties associated with flood inundation prediction using the RCMJ measure 
defined previously. 
Before proceeding, a check on the relative calibration response of each accuracy measure 
across the whole ensemble is made to prevent any unnecessary duplication of results (Table 
3.5). A very strong positive correlation exists between PSS and F`3' and, as a result, these 
measures produce almost indistinguishable RCMP maps and reliability diagrams (not 
reported). Consequently, only PSS is retained in the subsequent analysis. 
The organisation and distribution of the spatial uncertainty across the full ensemble of 
inundation predictions can be assessed by generating a flood 'probability' map, as described in 
Section 3.3.3 (Romanowicz et al., 1996; Aronica et al., 2002). The conditioning effect of each 
measure is shown in the RCM J maps of Figure 3.12. They show 
RCMP =I for all measures 
near the channel, RCMP a0 over large areas of the domain (i. e. higher ground), with 
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Table 3.5 Spearman's rank correlation coefficient between the accuracy measures described in 
Section 3.2.1.2. 
PC PSS F<'> F<2> F. <3> 
PC 1.0000 0.1905 0.7556 0.9732 0.2887 
PSS 1.0000 0.7777 0.0088 0.9938 
F"' 1.0000 0.6349 0.8404 
F `2' 1.0000 0.1148 
F"' 1.0000 
uncertainty manifest in between. It is evident that variations in RCMP follow the 
microtopography and paleo-features of the floodplain and thus exhibit a high degree of spatial 
heterogeneity. Two areas -a relic tributary structure in the north east of the domain and a 
region of back flow towards the upstream boundary - exhibit most uncertainty in all the maps 
produced. The difference between the four maps, and thus measures, can be attributed to the 
shape of the conditioned (or a posterion) nch parameters and, in particular, the tails of their 
respective distributions (Figures 3.7c, 3.7i, 3.7k and 3.7m). For example, the PC and F`2> 
measures are less good at penalising underprediction which results in considerable uncertainty 
within the observed flood shoreline for their respective maps, Figures 3.12a and 3.12d. Whilst 
PSS is better in this respect, it assigns a similar likelihood to all predictions made using nch > 
0.025 (see Figure 3.7i) thus producing larger RCMP values in areas of gross overprediction 
(i. e. north east of the domain in Figure 3.12b) than the PC, F"' and F`1' measures. F"' 
exhibits a more symmetrical response surface (Figure 3.7k) which is reflected in the less biased 
RCM; map generated. 
The complex task of quantifying the accuracy of these uncertain model predictions may be 
simplified through the use of reliability analysis (Section 3.3.3.2). Reliability diagrams which 
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Figure 3.12 Relative confidence maps of predicted inundation, RCM, , using each performance 
measure for the full Monte Carlo ensemble conditioned on the satellite radar data. A contiguous 
flood shoreline can be extracted from the observational data and is also shown (red). 
summarise the effect of conditioning flood probability maps with different performance 
measures are shown in Figure 3.13. Below the 1: 1 line, there is a lower proportion of 
observations than expected for a particular RCM, class, and vice versa. This may be 
interpreted as the uncertain model, defined by the full ensemble of inundation predictions, over- 
or underpredicting respectively the proportion of observed inundation within the cells occupied 
by those flood probabilities (Figure 3.14). It is interesting to note that the model almost always 
overpredicts regardless of the performance measure used (confirmed in the bias plot, Figure 
3.7a). This is most likely the result of positional and/or classification errors in the SAR data. By 
failing to incorporate topography within the snake algorithm, the processed shoreline is often 
inconsistent with the terrace morphology that is significant for determining the lateral extent of 
inundation at this site. In both model and reality, flooding typically occurs up to the level of the 
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Figure 3.13 Reliability diagrams. For each performance measure, the uncertain predictions shown 
in Figure 3.12 are discretely classified according to RCMJ value on a cell-by-cell basis. The ratio 
of observed flooded/non-flooded pixels in corresponding cells is also calculated for each class. 
These then make up the reliability plot, with a reliable model (as conditioned by each measure) 
being one with points close to the 1: 1 line. The RMS deviation of the actual points from the 1: 1 
relationship (or reliability, R) is also shown. 
first terrace whereas the 'observed' shoreline for the 1992 event is located some distance short 
of this topographic limit. Therefore, given the very shallow inter-terrace slopes at this site (see 
Figure 3.2), the model is almost always seen to overpredict with respect to the non-error free 
shoreline when flows are out-of-bank. Thus we would expect a measure which explicitly 
penalises overprediction, such as F`2' , to 
better compensate for this effect. This is 
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RCMJ map than the other measures. Smaller values of R indicate a more accurate 
probability map, and Figure 3.13 shows that F`2> clearly outperforms the other measures in 
this respect. 
For all reliability diagrams, the largest deviations from the 1: 1 relationship are found in the range 
of greatest uncertainty over inundation state (i. e. 0.2 < RCMP <_ 0.8). Yet it can be seen from 
Figure 3.14 that these RCMP classes also contain the fewest pixels and are thus most 
sensitive to the particular performance measure used. This should not be over-interpreted and 
merely demonstrates that there is a genuine local response to the global conditioning of 
predictions that is difficult to predict a priori. Furthermore, as the measure of uncertain map 
accuracy, R, is a weighted statistic, the actual number of cells in a given range will not unduly 
influence the subsequent process of rejecting less behavioural simulations from the ensemble. 
The second desirable component of any uncertain flood probability map is precision, quantified 
here using the general entropy measure given in Equation 3.16. Entropy maps (Figure 3.15) are 
constructed by applying a logarithmic translation (Equation 3.17) to the RCMP maps of Figure 
3.12 and thus distinguish more clearly regions of maximum uncertainty/imprecision in 
inundation predictions. Intuitively, we would expect maximum imprecision (Sj = 1) to be 
restricted to the observed shoreline; however this is not found to be the case. As with the 
RCMJ maps, the relative abilities of the various measures to adequately penalise under- and 
overprediction shape the magnitude and spatial distribution of Sj across the model domain. 
Regions of maximum imprecision are drawn inside the observed flood shoreline by the PC and 
F`2> measures, while, in contrast, PSS distributes these pixels across areas of obvious 
overprediction. The F"' measure again produces the most intuitive result with maximum 
imprecision seen to better envelop the observed shoreline. The arrangement of Sj across the 
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0.6 < RCM 0.8 
0.8<RCM 1.0 
Figure 3.14 Matrix summarising the spatial distribution of pixels classified during the reliability 
analysis for each performance measure, where blue and red represent pixels observed as flooded 
and non-flooded respectively. Values of RCM, =0 (which correspond to pixels always predicted 
as dry) have been discounted. In a reliable map, the proportion of wet cells in each category will 
correspond closely to the predicted flood confidence measure. For example, in the '0.8 < RCM, 5 
1' class _90% of cells should be observed as wet. 
model domain is characterised by Smean which, despite the different spatial configurations 
shown in Figure 3.15, is fairly similar for all four maps. 
The level of uncertainty in model predictions, expressed here as a RCM, map, can be 
controlled by removing poorer simulations from the analysis (Lamb et al., 1998; Cameron et al., 
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Figure 3.15 Entropy maps of uncertain inundation predictions, S, , using each performance 
measure for the full Monte Carlo ensemble conditioned on the satellite radar data. The precision of 
an uncertain map is denoted here by Smean v with areas never observed or predicted as flooded 
being ignored. 
1999; Blazkova and Beven, 2002; Aronica et al., 2002; Bates et al., 2004). As the RCM, map 
is modified through the rejection of less behavioural predictions, the (hopeful) reduction in 
uncertainty can be quantified through changes in map reliability, R, and precision, S ea',. 
For 
each measure, the full ensemble of 500 predictions are ranked in ascending order of 
performance and are then rejected in units of 25 simulations over 20 successive iterations. After 
each iteration, the RCM, map is recalculated along with R and Sme" (Figure 3.16). This 
relatively coarse sampling interval (i. e. 5%) was found to be appropriate for investigating the 
effect of rejection in a small domain (76x48 cells) with large pixels (Ox = 50 m). Indeed, the 
use of smaller rejection units (e. g. 2% or 10 simulations) resulted in obvious oversampling of the 
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Figure 3.16 Variation in reliability (R , black) and entropy (Smean , blue) as simulations evaluated by 
each performance measure are rejected as non-behavioural during model calibration. These two 
attributes are considered equally important and the desired result is a RCMP map that is both 
accurate (low R) and precise (low Smean )" For each measure, the optimum rejection threshold is 
taken as the minimised sum of R and Smean (rescaled using Equation 3.15) and is shown as the 
dotted vertical line. 
minor areal changes between successive rejection units and produced a much noisier, distorted 
version of Figure 3.16 (not shown). 
There are two obvious conclusions from Figure 3.16. First, model precision (as defined here) is 
largely independent of the choice of evaluation criterion and is steadily improved (low S,,,, ) by 
rejecting simulations. Whilst this decrease in entropy is an obvious empirical result, it also owes 
116 
Measures for comparing binary pattern predictions and observations 
much to the spatially aggregated nature of the Smean statistic which is sensitive to the values but 
not the distribution of S, (and implicitly RCMP ) within the model domain. Second, the ability to 
produce a reliable RCMP map (low R) is strongly determined by the choice of performance 
measure. This has been demonstrated previously in Figure 3.13 and is particularly evident 
during the rejection process, where the relative grading of individual inundation patterns also 
becomes significant (see Table 3.5) 
The (un)reliable response of the PC and F`2> measures is indicative of the bias emerging in 
retained parameter sets as more simulations are rejected as nonbehavioural. In this particular 
application, these two measures have proved too successful in their direct (F`2>) and indirect 
(PC) punishment of overprediction. In other words, simulations explicitly penalised by these 
measures (i. e. larger values of nch) must be retained in order to provide an acceptable 
compromise between reliability and precision as part of the uncertain calibration methodology. 
This compromise, or optimum rejection threshold (ORT), is taken as the minimised sum of R 
and S,,,, (rescaled using Equation 3.15) and is 35% and 50% for PC and F`2> respectively. 
As can be seen in Figure 3.7i, simulations that significantly underpredict the observed 
inundation are the first to be rejected by the PSS measure. This further enhances the tendency 
of this measure to favour overpredicting simulations and R is duly increased. As more 
simulations are rejected, R becomes gradually improved (i. e. minimised) as, in addition to 
removing underpredicting simulations, PSS begins to penalise ensemble members with large 
values of nvh that grossly overpredict the observed inundation. Whilst rejecting 0% and 85% of 
simulations will produce similar values of R, Sme is much lower in the latter case and is thus 
selected as the ORT for the PSS measure. F`'> demonstrates a more reliable, instinctive 
response to the rejection of less behavioural model predictions. Approximately equal numbers 
of under- and overpredicting simulations are removed at each iteration, producing a steady 
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Figure 3.17 Relative confidence maps of predicted inundation, RCM, , constructed 
for each 
performance measure from the behavioural members of the full Monte Carlo ensemble retained 
according to the analysis in Figure 3.16. 
improvement in R and Sme.. Beyond the 80% ORT, incommensurable errors in the model and 
evaluation data are exposed by the reliability analysis and the reliability of the uncertain RCM, 
map diminishes rapidly. 
Within the uncertain calibration framework, the distribution of behavioural ensemble members 
retained according to each performance measure may be examined within the model (Figure 
3.17) and parameter (Figure 3.18; Table 3.6) spaces. These results clearly demonstrate that, for 
all measures, there is some advantage to be gained from the rejection process. The distributed 
uncertainty maps shown in Figure 3.17 contain fewer intermediate values of RCM, and are 
much less 'blurred' than their counterparts that include all simulations within the specified 
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Figure 3.18 Dotty plots of performance measures for the full Monte Carlo ensemble (blue) and the 
retained behavioural members (red), in terms of sampled channel and floodplain friction 
coefficients. Values of each statistic evaluated for the planar free surface (or 'no-skill' reference) 
prediction are shown as dashed lines. 
Table 3.6 Range and % increase In identifiability of Manning's n roughness values (m'113 s) for 
behavioural simulations retained during the uncertain calibration process according to each 
performance measure. 





0.03 0.05 0.02 0.0S 0.10 
* (Ch--A w (F.. dp. i. ) 
Minimum Maximum % increase in 
identifiability 
Minimum Maximum % increase in 
identifiability 
Prior 0.0100 0.0500 - 0.0200 0.1000 - 
PC 0.0145 0.0469 19 0.0202 0.0999 0 
PSS 0.0266 0.0408 65 0.0320 0.0987 17 
F <"> 0.0222 0.0339 71 0.0202 0.0987 2 
F<2 0.0168 0.0443 31 0.0202 0.0995 1 
LSO 
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parameter ranges. However, in the case of PC and F`? ' , significant uncertainty in the likely 
flood envelope remains, particularly in the upper half of the reach where pixels observed as 
flooded still appear relatively uncertain. Also evident is the effect of retaining simulations that 
obviously overpredict inundation. Whilst manifest as regions of maximum uncertainty (i. e. 
RCMJ 0.5), these pixels are most noticeable in the area of back flow towards the upstream 
boundary that continues to be erroneously linked to flow in the main channel. Of these two 
measures, an additional 75 simulations are rejected according to F`2' which is reflected in the 
'sharper' or more precise result obtained (Figure 3.17d). The problem of using PSS as a 
performance measure within this methodology is effectively illustrated in Figure 3.17b. It can be 
seen that, although the resulting map of inundation (un)certainty is very precise, it is also 
somewhat inaccurate/unreliable with respect to the observed flood shoreline (see Figure 3.16b). 
This results from two interrelated facts: (i) only 75 model realisations were used to construct the 
RCMP map; and (ii) the shape of the calibration response surface is such that these retained 
parameter sets were all deemed approximately optimal and were therefore assigned roughly 
equal L. weights (Figure 3.18c). This corrects the one problem identified in the PC and F`2' 
maps by allocating more appropriate confidences to D, pixels but also reinforces this 
measure's tendency to inadequately penalise overprediction as such areas are invariably 
accorded an RCMP value of 1. The favourable performance of F"' (Figure 3.16c) is also 
borne out in Figure 3.17c. The results show a quite distinct flood outline with almost none of the 
blurring evident in Figure 3.12c. The observed flooded region is clearly and confidently identified 
with little over- or underprediction and minimal uncertainty. Significantly, Figure 3.17c is the only 
map not to have the region of back flow linked to the main channel. 
Rejecting the less behavioural simulations should also allow better identification of 
approximately optimal parameter sets (Figure 3.18; Table 3.6). For each measure, channel 
friction exhibits a distinct unimodal response with the spread of retained values about their 
respective optima determined by the number of predictions removed through the uncertain 
120 
Measures for comparing binary pattern predictions and observations 
calibration analysis. The potential for (mis)applying such an approach to the estimation of nah is 
therefore considerable. On the other hand, there is very little possibility of improving the 
identifiability of floodplain friction parameters (with the current set of observations) as sensitivity 
to individual values is masked by parameter set interactions. The reduction in the range of 
behavioural channel friction values is less impressive for the PC and F`2> measures (19% 
and 31% respectively). Given the broad range of nch originally sampled (Table 3.6), the benefit 
of rejection is negligible, with the acceptable simulations still found across the majority of the 
parameter space for both measures. However, the reality is more in line with expectations in the 
case of the PSS and F"' measures with both criteria offering significant scope for improved 
estimates (albeit biased in the case of PSS) of the channel friction parameter within this 
particular application (65% and 71 % respectively). The a posteriori ranges of the two measures 
demonstrate reasonable overlap, with the PSS measure continuing to favour higher values of 
nch 
It is finally observed that all behavioural models possess considerable skill over the planar free 
surface reference. In addition to conferring a degree of model skill, this result also justifies the 
use and further development of more sophisticated techniques for identifying and rejecting less 
behavioural models. Use of the planar free surface 'model' as an alternative rejection threshold 
in this instance would have led to considerably more uncertain RCMP maps and only a 
negligible improvement in parameter identifiability over the uniform prior distribution originally 
specified. 
3.5 Conclusions and recommendations 
This chapter has examined different objective functions for evaluating the overall similarity 
between binary predictions of flood extent and remotely sensed images of inundation patterns. 
The response of various cell-by-cell comparison measures was tested within two competing 
frameworks for model parameter estimation, conventional optimisation and GLUE which reject 
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or embrace the concept of equifinal model response respectively. With regard to the latter, a 
novel rationale has been implemented for assessing both the accuracy and precision of 
uncertain model performance using a combination of reliability R and entropy Smea, statistics. 
Use of these two measures has allowed a rigorous assessment of simulation rejection as a 
means of reducing model uncertainty, and has exposed problems of using particular objective 
functions within this approach. 
Based on the results presented above, conclusions regarding the applicability of the various 
measures for each calibration methodology are presented in Table 3.7. These show that for the 
case of flood inundation modelling the F" measure represents a good initial choice for an 
objective function, regardless of the study objectives and choice of parameter estimation 
strategy. As the model application develops, either F`2' or F`3' may be more suitable as the 
potential consequences of under- and overprediction become better understood. Moreover, as 
these measures are not influenced by the size of the model domain they should also provide a 
satisfactory basis for reach/event intercomparisons. 
The confirmation of F"' as an appropriate measure of fit is significant within the broader 
context of the thesis. Previous studies (e. g. Horritt and Bates, 2001a, 2001 b, 2002; Bates et al., 
2004) have incorporated this objective function and reported that the LISFLOOD-FP code is 
insensitive to floodplain friction. Yet it has been shown here that the model is sensitive to nfp as 
part of a set of interacting, dependent calibration parameters that are significant for determining 
fit to the observations. It is therefore speculated that these previous assertions may, in part, be 
an erroneous product of visualising parameter response across a two-dimensional surface. The 
construction of any continuous surface requires interpolation between known points which will 
complicate and, at the very least, introduce uncertainty into the underlying data. Indeed, and as 
one would hope considering it is the same model application, similar parameter interactions 
observed here in the ID dotty plots may be seen in the 2D contour surfaces of Aronica et al. 
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Table 3.7 Performance measure dependencies and applicabilities 'at a glance'. 
Performance Dependent on/sensitive to 
measure 
Applicability and cautions 
Was Predictions that'count' (i. e. Recommended for summarising aggregate model performance (i. e. under- 
M, D, , M, D, and MoD, ). 
or overprediction). 
PC Heavily influenced by the most Not recommended for either deterministic or uncertain calibration. Correct 
common category and hence, predictions of non-flooding ( MoD, ) are usually orders of magnitude larger than 
implicitly, domain size. 
the other categories and may also be trivially easy to predict. Therefore, in many 
instances, PC will provide an overly optimistic assessment of model 
performance. In this particular application, however, performance within an 
uncertain calibration framework is reasonable, although this is primarily due to 
the use of rescaled L, weights rather than absolute F, values in conditioning 
ensemble performance. 
ROC analysis Artificial minimising and Summarises two different types of model error (i. e. under- or overprediction) that 
(F, H) maximising of F and H can occur and, although not explored here, is potentially a useful tool for 
respectively. exploring their relative consequences and weighting in any subsequent risk 
analyses. Therefore, worthy of further considerationidevelopment. 
PSS Underprediction ( MoD, ). Not recommended for either deterministic or uncertain calibration. Small 
F and large H are typical in this type of application and, as such, the 
Relative magnitudes of F and 
measure fails to adequately penalise overprediction. Significant overestimates of 
H. 
the flooded area are therefore only graded slightly poorer than optimal 
simulations. This also results in the preferential rejection of underpredicting 
parameter sets during uncertain calibration. 
F«> Correct predictions of flooding Recommended for both deterministic and uncertain calibration. A relatively 
(M, D, ). unbiased measure that simply and equitably discriminates between under- and 
overprediction. As such, optimal simulations will provide the best compromise 
between these two undesirable attributes. Furthermore, the effect of rejecting 
less behavioural ensemble members is more clearly interpreted and less 
obviously measure dependent In the case of F"' . 
(2002). However, in the latter study these are much less obvious and would (probably) be 
dismissed on cursory inspection. Although it is clear that care must be taken in the presentation 
and interpretation of their output, it may be concluded that negative assessments of model 
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Table 3.7 Performance measure dependencies and applicabilities 'at a glance' (continued). 
Performance Dependent on/sensitive to Applicability and cautions 
measure 
F"' Overprediction (M. D. ) Recommended for deterministic calibration (If underprediction is 
preferable). Explicitly penalises overprediction but suffers as a result during 
uncertain calibration. Overpredicting simulations are wrongly retained to offset 
the bias introduced by the measure and provide an acceptable compromise 
between inundation map accuracy and precision. The benefits of rejection (i. e. 
increased parameter identifiability and a more certain/precise RCM, map) are 
reduced accordingly. 
F <» Underprediction Recommended for deterministic calibration (if overprediction is 
preferable). Here the measure was not tested within the uncertain calibration 
methodology though for other reaches, events and study objectives, F"' may 
provide a useful alternative to F"' and F`n . It is not sensitive to domain size 
( M, D0) and appears to favour overprediction similar to PSS . 
performance cannot be attributed solely to the use of incorrectly formulated objective functions. 
Implicit in this statement is the recognition that the method of comparison and type of 
observation data are also appropriate to the problem of robustly assessing the quality of a 
spatially-distributed model prediction. 
Whilst a contingency table provides a simple, intuitive cross-tabulation of the model's successes 
and errors, it contains no information on their respective spatial arrangement or consequences. 
As such, small spatial discrepancies are not differentiated from large ones and the obvious 
economic and social implications associated with the different types of model error (i. e. under- 
and overprediction) are not taken into account. Yet both these factors may significantly dictate 
the value of a particular model and its predictions to the end user. A number of methods for 
incorporating the cost of incorrect spatial predictions with contingency table-based statistics 
have been proposed (e. g. Smits of al., 1999; Stehman, 1999; Thornes and Stephenson, 2001) 
and are briefly described in Section 7.3.2.1. 
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Many authors (e. g. Beven, 1989; Refsgaard, 1997; Franks at al., 1998) have also argued that it 
is unreasonable to expect high-order spatially-distributed models to be accurate at the pixel 
scale and that comparison methods that do not capture the qualitative similarities between two 
patterns are too inflexible. Indeed, such models should only be expected to predict the 
approximate shapes and locations of regions of interest. Regardless of the validity of their 
argument, a more flexible approach to pattern comparison that can handle qualitative 
comparisons of complex categorical data and penalise small drifts less than further shifts is 
worthy of further research effort. In this respect, fuzzy representations of spatial data offer 
considerable potential for avoiding the problems of traditional comparison procedures and are 
thus briefly outlined in Section 7.3.2.1. 
Finally, a basic assumption in the use of pattern data to calibrate/validate distributed flood 
inundation models is that its correct simulation requires an accurate representation of flow 
depths across the floodplain. Whilst this is probably a reasonable assumption for unrestricted 
agricultural reaches such as Buscot, it is certainly not always the case. During events where the 
valley is entirely inundated, and the flood shoreline is constrained mostly by the slopes 
bounding the floodplain, large changes in water levels may produce only small changes in flood 
extent (e. g. Horritt and Bates, 2001b). In these instances, inundation pattern is no longer a 
satisfactory proxy for inundation depth and acceptable predictions of the former cannot (or 
should not) be used to imply confidence in the latter. This is clearly a problem for flood risk 
analyses and forecasting-warning purposes where inundation depth rather than pattern is the 
critical operational predictand. One solution may be to explore the potential for directly 
processing water depths from remote sensing imagery and recent developments in this field are 
briefly considered in Section 7.3.2.2. A second option is to adopt a multi-criteria approach to 
model calibration/validation (e. g. Franks et al., 1998; Güntner et al., 1999; Beldring, 2002; 
Anderton at al., 2002) based an supplementing the pattern data with water level observations 
internal to the model domain, for example gauged hydrometric data or a post-event wrack mark 
survey (e. g. Bates et al., 1998). Although this approach is heavily dependent on the availability 
of suitable measurements, it promises to offer a more robust framework for assessing dynamic 
model performance by overcoming the inherent spatio-temporal limitations of any single 
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source/item of extent data. Level observations will still be subject to error but, when combined 
with detailed pattern data, should provide a more rigorous assessment of distributed model 
predictions in the critical vertical dimension. 
This is the fundamental task attempted in Chapter 4, where two 'state of the art' data sets have 
been identified that offer unprecedented scope for the multi-criteria evaluation of LISFLOOD- 
FP. Each collected during a major event, the first consists of multiple airborne SAR scenes of 
flooding on a 16 km reach of the lower River Severn, UK while the second contains examples of 
all the types of flow observation (i. e. synoptic observations, external and internal bulk flow 
measures and point water level data) that can potentially be used to calibrate flood inundation 
models for a 30 km reach of the River Meuse, the Netherlands. It is therefore intended that 
application of these two models will: 
(i) facilitate better understanding of the relative utility of different data types for the 
calibration of effective parameters within distributed inundation models; 
(ii) demonstrate a methodology for combining these data in a quasi-Bayesian framework 
that will (hopefully) overcome the limitations of calibration against single observations 
and result in a more refined range of feasible parameter values; and 
(iii) determine more conclusively the presence/absence of compensating errors and/or 
theoretically unrealistic internal behaviours operating within the LISFLOOD-FP code. 
Moreover, this research should also provide further distinction between the two competing 
hypotheses regarding the poor performance of LISFLOOD-FP outlined in Section 2.4.1. Are 
these negative assessments simply the result of inappropriate/incorrect data and methods used 
in applied calibrations to date or are there more fundamental limitations within the model code 




Utility of different data types for calibrating 
spatially-distributed models 
In the previous chapter, different objective functions for evaluating the overall similarity between 
binary predictions of flood extent and remotely sensed images of inundation patterns were 
examined. Similar to measures for evaluating runoff simulations, the research demonstrated 
that there is no single comprehensive criterion for comparing simulated and observed spatial 
patterns. Whilst there is much redundancy in the various performance measures, they 
nevertheless provide different information about the level of agreement between the spatially- 
distributed model and data. The preceding work also investigated two different methods for 
estimating model parameters. The first, more conventional approach sought to identify a single 
deterministic optimum and thus ignored the equifinality of model response, while the second 
aimed to better represent this uncertainty by retaining an ensemble of approximately optimal 
solutions within an approximate flood envelope. On the basis of the results presented, and 
regardless of the calibration methodology selected, the F"' measure was recommended as 
an appropriate initial choice for evaluating this type of binary spatial pattern against 
observations, with possible refinements suggested depending on the specific objectives of the 
model application. Moreover, as the F`! ' measure has been used in previous studies (e. g. 
Horritt and Bates, 2001 a, 2001b, 2002; Bates et al., 2004) it may also be reasonably concluded 
that previous negative assessments of model performance cannot be attributed solely to an 
incorrectly-specified objective function. 
More significantly within the broader context of the thesis, the model application to the Buscot 
reach in the previous chapter demonstrated some sensitivity to floodplain friction as one 
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component of a set of interacting calibration parameters. Unlike channel friction, nfp appeared 
non-identifiable and non-unique but was nevertheless significant for reproducing the available 
observations. Is it possible, therefore, that such a subtle response may have been overlooked in 
previous applications? Indeed, the calibration of floodplain friction values was neglected in the 
most detracting of LISFLOOD-FP modelling studies (e. g. Horritt and Bates, 2001a; Halcrow/HR 
Wallingford, 2004), citing apparent insensitivity during preliminary investigations. This potentially 
significant oversight emphasises the need for careful investigation of parameter sensitivity from 
the outset, both in terms of individual response and as part of an interacting set of dependent 
values. 
Whilst LISFLOOD-FP clearly has the potential to be sensitive to floodplain friction, calibration 
against single satellite observations tells us little about the dynamic performance of the model or 
how the code behaves on different reaches and events, particularly in predictive mode. For 
example, Horritt and Bates (2001a) found that LISFLOOD-FP could always be calibrated to 
reproduce the satellite observations but, as a result, could not match other sources of validation 
data for the same event (e. g. hydrometric data) or similar data for different events (Horritt and 
Bates, 2002). Despite their importance for scientific debate, these results and conclusions were 
drawn from a single application of the code to a 60 km reach of upper River Severn, UK and, as 
such, should not taken as representative of all river-floodplain systems. In reality, each model 
application is a unique assimilation of input data and field measurements and should be 
recognised as such (Beven, 2000). Therefore, as the concluding remarks of the previous 
chapter have established, it is necessary to apply the LISFLOOD-FP code to other river reaches 
with different floodplain storage/conveyance characteristics and incorporate additional types of 
observational data in the model evaluation process. The use of alternative test cases should 
allow us to better determine whether we are doing our models a great disservice simply 
because we are using inappropriate data and methods to investigate and assess their dynamic 
performance. Conversely, the discovery of compensating errors and/or theoretically unrealistic 
internal behaviours would seriously undermine confidence in the model, particularly when 
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applied in a predictive sense, and have significant implications for model rejection/acceptance in 
the future. 
To this end, two 'state of the art' data sets have been identified which offer a unique opportunity 
to more robustly assess the dynamic performance of the LISFLOOD-FP code in 'real-world' 
applications. Collected over different reach scales and flow regimes from the upper Severn test 
site, these data comprise high-resolution boundary data (i. e. floodplain topography, channel 
bathymetry and flows) and contain multiple observations of different type, source and 
dimensionality for comprehensive model evaluation. In Chapter 4, the development and 
calibration of these two models is undertaken within a novel framework which has several 
interrelated objectives. Firstly, it will provide a basis for investigating the relative utility of 
different observational data types for the calibration of effective parameters within spatially- 
distributed inundation models. This will involve making both qualitative and quantitative 
assessments of (i) the value of each data item or set in constraining the model predictions and 
(ii) the reduction in uncertainty over effective parameter specification (or increase in parameter 
identifiability). Secondly, the framework will develop a quasi-Bayesian approach (after Beven 
and Binley, 1992) for combining these individual evaluations that will (hopefully) overcome the 
limitations of calibration against any single measurement source/item and result in a more 
refined range of feasible parameter estimates. This 'updating' process can also be viewed as a 
form of sensitivity analysis and may therefore provide additional scope for identifying unrealistic 
model behaviours that may be contributing to the poor dynamic performance observed in a 
number of studies (e. g. Horritt and Bates, 2001a; Werner, 2004; Halcrow/HR Wallingford, 
2004). The identification of such errors might indicate that previous successful applications of 
LISFLOOD-FP (e. g. Bates and De Roo, 2000; Horritt and Bates, 2001 b; Dawson at al., 2003; 
Wicks at al., 2003) have been achieved merely through fortuitous circumstance (i. e. the right 
results for the wrong reasons). Finally, through the research presented it is also hoped that 
more general statements about the extent to which existing calibration-validation strategies, in 
particular the data and methods available in most applied situations, have obscured the 
processes of model construction, calibration and validation and led to an unfounded and/or 
unrealistic level of confidence in model predictions. 
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4.1 Introduction 
In all but the simplest non-hydrodynamic cases (see Table 2.1), some form of parameter 
calibration is required to apply flood inundation models to particular river reaches and rainfall 
events. As demonstrated in Chapter 3, calibration is undertaken in order to determine 
appropriate values for otherwise unidentifiable parameters such that the model is best able to 
reproduce available observational data and, in the inundation case, typically considers 
roughness coefficients assigned to the main channel and floodplain. Though these values may 
sometimes be expertly estimated in the field with a high degree of precision (Cunge, 2003), it 
has proven very difficult to demonstrate that such 'physically-based' models are capable of 
providing accurate predictions from single realisations for reasons discussed in Chapters 1 and 
2. As such, values of parameters calculated by the calibration of models should be recognised 
as being effective values that may not have a physical interpretation outside of the model 
structure within which they were calibrated (Beven, 2000; Lane, 2005). In addition, this process 
is further complicated by a number of error sources inherent in the inundation modelling process 
which cast some doubt on the certainty, uniqueness and identifiability of calibrated parameters 
(Romanowicz et al., 1996; Aronica et al., 1998; Horritt, 2000). Principally, these errors relate to 
the inadequacies of parameterisation data used to represent spatially complex river reaches but 
also extend to the observations with which the model is compared during calibration-validation 
and the numerical approximations associated with the discrete solution of the continuous flow 
equations. Any hydraulic model will therefore require the estimation of effective parameter 
values that will, in part, compensate for these sources of error (Romanowicz and Beven, 2003). 
Given that the number of degrees of freedom in even the simplest of numerical models is 
relatively large, it is no surprise that many different combinations of effective parameter values 
may fit sparse calibration data equally well. Such equifinality in inundation modelling has been 
well documented (see, for example, Romanowicz et al., 1994,1996; Aronica et al., 1998,2002; 
Romanowicz and Beven, 2003; Bates at al., 2004; Pappenberger et al., 2005) and parameter 
uncertainty analysis techniques, based on the generalised likelihood uncertainty estimation 
(GLUE) methodology of Beven and Binley (1992), have been developed and applied in 
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response. Based on Monte Carlo simulation, GLUE explicitly recognises this equifinality and 
seeks to make an assessment of the likelihood of a set of effective parameter values being an 
acceptable simulator of a system when model predictions are compared to observed field data. 
In studies reported thus far, this level of 'acceptability' has typically been calculated by 
considering the deviation of simulated variables from one of the following classes of 
observational data (according to the terminology of Bates and Anderson (2001)): 
(i) External and internal bulk flow measures, for example, time series of stages and/or 
discharges recorded continuously at river gauging stations. Routinely available in 
national flow archives, these data have proven utility in testing the wave routing 
behaviour of flood models (for example, Cunge at al., 1980; Klemeg, 1986) and have 
been shown to be replicable by even the simplest of numerical schemes (Horritt and 
Bates, 2002). As Dietrich (2001) notes "if the goal of a modelling exercise is to predict 
solely the time evolution of some bulk property of a complex system then spatial 
lumping (or spatial integration) can be invoked to filter out spatial variability". As such, 
they are unlikely to provide a sufficiently rigorous test for competing model 
parameterisations (i. e. sets of effective parameter values) within spatially distributed 
schemes capable of directly simulating inundation patterns. Nevertheless, automatic 
collection of these data, often at hourly intervals or less, may provide records of 
sufficient temporal resolution to reasonably evaluate dynamic model performance 
and/or identify compensating errors operating within the model structure (for example, 
Bates of al., 1998; Anderton et al., 2002). However, given the considerable intermediate 
distances between gauging stations, observations internal to the model domain are 
typically much less common than external ones. Clearly, bulk flow data, while being an 
important source of observational data, have only limited strength as a stand-alone 
piece of evidence for the evaluation of distributed models and are sometimes of 
questionable accuracy, particularly for large out-of-bank flows (Sauer and Meyer, 1992). 
Recourse must therefore be made to additional sources of data, such as spatially 
distributed fields of model state variables (i. e. vector and point scale data) to further 
discriminate between competing models. 
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(ii) Vector data, for example, wide-area synoptic maps of flood extent, either processed 
from remotely-sensed data (Horritt, 1999) or inferred from ground-survey methods 
(Simm, 1993). Observational data of this type has the advantage that for relatively flat 
floodplain topography small changes in water surface elevation may result in large 
changes in shoreline position. Hence, in order to replicate a flood shoreline adequately 
a model must generate, either directly or through secondary interpolation, an accurate 
representation of the distributed water free surface. In studies thus far, inundation 
extent has proved an effective test of model performance as it is both a relatively 
sensitive measure and its simulation requires a model capable of dealing with dynamic 
wetting and drying over complex topography (e. g. Bates at al., 1997a; Horritt, 2000; 
Bates at al., 2004). However, during events where the valley is entirely inundated, and 
the flood shoreline is constrained mostly by the slopes and/or structures bounding the 
floodplain, large changes in water levels may produce only small changes in flood 
extent (Horritt and Bates, 2001 b). In these instances, internal validation based on 
hydrometric data may prove a more exacting test of model performance than extent 
data. Furthermore, these data have typically been limited to one map per event due to 
the limited temporal resolution of satellite-borne imaging radars and thus provide only 
single 'snapshots' of inundation extent which do not allow adequate checking of the 
inundation dynamics simulated by the model. 
(iii) Point scale data, for example, water levels recorded discretely during post-event 
surveys. Maximum water levels can often be observed after the recession of a flood 
event, either as high-water marks on surviving structures or as trashlines deposited at 
the limit of maximum inundation, and have been used in isolation as calibration data in 
a number of studies (for example, Aronica et al., 1998). Beven (1989) and Lane et a/. 
(1999), however, have drawn attention to the potential dangers of using point data for 
calibration purposes, observing that variables simulated by the model are integrated 
over both space and time and, as such, are rarely reconcilable with point scale 
observations collected in the field. 
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While it is clear from the preceding discussion that each class of observational data has some 
value in the calibration and uncertainty estimation processes, it also apparent that the limitations 
of each data source are such that, when used in isolation, they may preclude any definitive 
judgements to be made about model performance. These limitations may be considered in 
direct relation to the dimensionality of the respective data sources and their failure to provide 
explicit definition in higher dimensions - for example, vector data which may be considered two- 
dimensional in space but zero-dimensional in time. However, by making use of more than one 
type of observational data in the calibration process we should (hopefully) be able to overcome 
the inherent spatial or temporal limitations of any single source. 
To date, only very limited attempts to calibrate distributed flood inundation models against more 
than one particular data type have been made. Horritt and Bates (2002) tested the predictive 
performance of three representative (i. e. 1 D, full-2D and coupled I D-2D) hydraulic codes on a 
60 km reach of the River Severn, UK using independent calibration data from hydrometric and 
satellite sources. They found that all models were capable of simulating inundation extent and 
flood wave travel times to similar levels of accuracy at optimum calibration, but that differences 
emerged according to the calibration data used when the models were employed in predictive 
mode due to the different model responses to friction parameterisations. However, Horritt and 
Bates (2002) did not consider either the potential for combining both data sources in the 
calibration process or assessing the uncertainties associated with the model predictions. 
Initial progress in these areas has been made by Pappenberger at al. (2005) for reaches on the 
Rivers Morava, Czech Republic and Severn, UK using the 1D HEC-RAS model. Each 
application was tested using flood extent data and outflow (i. e. external) hydrographs in order to 
evaluate the value of additional measurements for improving parameter set identifiability and/or 
reducing model output uncertainty. Despite significant methodological developments (e. g. a 
novel 'stopping' criterion for GLUE), the authors found that variations due to different parameter 
sets could not be readily distinguished due to issues of model-data incommensurability, 
numerical model (in)stability and the (over)sensitivity to boundary condition specification. 
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The value of incorporating additional data in the calibration process has also been tentatively 
explored in other areas of distributed modelling, notably by Franks et al. (1998) in a catchment 
hydrology context. In this study, the authors used synthetic aperture radar (SAR) imagery to 
obtain soil saturation maps to compare with predictions of soil moisture from the catchment 
hydrology code, TOPMODEL (Beven and Kirkby, 1979). Using these data as supplementary 
information to constrain the model predictions of discharge for the catchment, they showed that 
the addition of this information enabled the rejection of many previously acceptable 
parameterisations which resulted in the improved prediction of some discharge events. 
Similarly, subsequent studies by Güntner at al. (1999), Beldring (2002) and Anderton at al. 
(2002) have used saturated area maps, soil moisture content derived from time domain 
reflectometry measurements and phreatic surface level data from wells and piezometers to 
variously: (i) explore variability in simulation response produced by uncertainty in parameter 
values; (ii) examine process representation within the model; and (iii) reduce uncertainty over 
parameter specification. 
Multiple observational data sets for historical flood events are still exceedingly rare and, as 
such, the potential value of additional observations in the calibration process has yet to be 
explored in the case of spatially-distributed inundation models. Furthermore, the use of 
uncertainty estimation techniques during this conditioning process allows the relative value of 
individual (sets of) observations to be precisely quantified in terms of the reduction in 
uncertainty over effective parameter specification (Beven and Binley, 1992). Interpretation of 
these uncertainty measures may also provide guidance over how much and what type of 
observational data would be required to achieve given levels of uncertainty reduction in 
simulated variables. 
There is thus a clear need to develop methods for assessing the relative utility of different 
observational data types for the calibration of distributed floodplain inundation models, both in 
terms of quantification of (i) the uncertainties associated with the simulation of various 
distributed hydraulic variables and (ii) the (hopeful) reduction in uncertainty over effective 
parameter specification. This requires a thorough understanding of the response of hydraulic 
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models to a variety of different types of calibration data, objective functions and rejection 
criteria. In the next section (4.2), two highly-detailed data sets assembled for developing the 
methods proposed in this chapter are presented. These data describe significant flood events 
on reaches of the Rivers Meuse, the Netherlands and the lower Severn, UK and comprise both 
multiple observations for model evaluation and a rigorous definition of model boundary 
conditions. Section 4.3 describes the framework employed for investigating the relative utility of 
different observational data types for calibrating effective parameters and also their value for 
constraining model-simulated variables. A methodology for combining these individual 
evaluations that will (hopefully) overcome the limitations of calibration against any single 
measurement source/item is also presented. In Section 4.4 results and discussion are 
presented for each case study. The chapter concludes with a review of the preceding work and 
provides a series of tentative recommendations regarding the use of particular measured data 
for the calibration of distributed inundation models. More significantly within the broader context 
of the thesis, Section 4.5 will also provide clearer justification for selecting one hypothesis 
regarding the previously-reported poor performance of LISFLOOD-FP over the other. A number 
of directions for future research are also outlined. 
4.2 Study sites and data availability 
The identification of appropriate data is central to the development of methods proposed in this 
chapter (described in full detail below). To test these techniques, the LISFLOOD-FP distributed 
hydraulic model (described in Sections 2.2.3 and 2.2.4) is applied to two 'state of the art' data 
sets that have been assembled for significant flood events on reaches of the Rivers Meuse, the 
Netherlands and the lower Severn, UK. Each collected during a major flood event, these data 
comprise high-resolution boundary data (i. e. floodplain topography, channel bathymetry and 
flows) and contain multiple observations of different type, source and dimensionality for 
comprehensive model evaluation. 
135 
Utility of different data types for calibrating spatially-distributed models 
4.2.1 River Meuse, the Netherlands 
The LISFLOOD-FP model is applied here to a 30 km reach of the River Meuse near the city of 
Maastricht in the Netherlands, between the gauging stations at Borgharen and Grevenbicht for 
the January 1995 flood event. Commencing at 0000 hours on 22 January and continuing for 20 
days (or 480 hours), this severe flood resulted in extensive inundation of the river valley and 
had an estimated return period of 63 years. Initial data collected and available for study have 
been described and used in Bates and De Roo (2000) and Werner (2002). These data, in 
addition to other flow observations made recently available, contain examples of all the types of 
information that can potentially be used to calibrate flood inundation models and are 
summarised in Table 4.1 and Figure 4.1. While the generic characteristics associated with each 
type of observational data have been discussed previously, it is important to consider if some 
(or all) of these apply to data available for the 1995 event. 
The availability of three hydrometric gauges, two external (Borgharen and Grevenbicht) and one 
internal (Elsloo) to the model domain, should provide a good description of the spatially- 
integrated response of the study reach to the passage of the flood wave. It is also likely that 
these observations, collected at hourly intervals, will have sufficient temporal resolution to 
reasonably discriminate between competing models. The data consist of discharges and levels 
Table 4.1 Summary of observational data available for the January 1995 flood event on the River 
Meuse. 
Data type Source Description 
Internal bulk flow Stage at Elsloo Hourly gauged stage hydrograph 
time series 
External bulk flow Stage at Grevenbicht Hourly gauged stage hydrograph 
time series 




Points Maximum free surface 
elevation survey 
ERS-1 SAR imagery converted into a shoreline using 
the statistical active contour model of Horritt (1999) 
Image mosaic converted into a shoreline by the Dutch 
water authorities (DG Rijkswaterstaat, RIZA) 
Systematic ground survey conducted by RIZA 
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Flow time series data 
Grevenbicht 
Elsloo 
e External HG I 
X Internal HG 







ý: X zf. survey 
Figure 4.1 Spatial distribution of observational data sources available for the January 1995 flood 
event on the River Meuse overlain on the 50 m resolution Digital Elevation Model. The direction of 
flow is south to north. 
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at the external and internal gauges. Given the relatively short interval between stations and the 
inherent uncertainties of stage-discharge relationships at each station, it reasonable to expect 
that water levels recorded internal and external to the model domain are likely to prove a more 
valuable asset than discharges in conditioning model performance, particularly in the detection 
of erroneous compensating errors. Furthermore, it is worth noting that since the original Bates 
and De Roo (2000) study, re-analysis of flow data from the upstream gauge at Borgharen has 
led to a modification of the stage-discharge relation used. Subsequently, the peak discharge 
measured at Borgharen for the 1995 event has been reduced from 2863 m3 s' to 2746 m3 s' 
(Van der Veen, personal communication) although this has not altered the observed travel time 
of the flood wave through the reach (-8 hours). 
It has already been noted that to have more than one observation of inundation extent per 
flooding episode is highly unusual. However, for the 1995 event, the inundation of the Meuse 
floodplain was captured in both air photo imagery and by an overpass of the ERS-1 SAR 
satellite system (De Roo et al., 1999). The value of multiple observations of flood extent cannot 
be overestimated as they should provide a more rigorous test of the model's ability to simulate 
the dynamic flood shoreline through the event. The SAR overpass occurred on 30 January at 
1033 hours when the discharge at Borgharen was 2631 m3 s"1. The air photo survey was 
conducted on 27 January when the discharge at Borgharen was 2645 m3 s" and water levels 
along the reach measured by the Dutch water authorities (DG Rijkswaterstaat, RIZA) were 
approximately 0.1 m lower than those recorded at peak flow. Unfortunately in this instance, 
despite the different sampling periods for the observed data, variations between data sets due 
to different hydraulic conditions are likely to be small (see Figure 4.2). That there are 
considerable classification discrepancies in regions where the two observations coincide is, in 
part, a result of the different processing strategies required to derive extent shorelines from 
optical/radar images. The air photo mosaic was manually digitised by RIZA and has an 
approximate horizontal accuracy of 25 m while the SAR imagery was processed automatically 
using a statistical active contour model or'snake' (Horritt, 1999). The central problem with SAR 
image processing is how to combat the high level of noise (or speckle) without the degradation 
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Figure 4.2 Discharge time series derived for the Borgharen gauging station. The overpass times for 
the air photo survey and ERS-1 satellite are indicated by the vertical dotted lines. 
in spatial resolution associated with many local averaging techniques (for a full review see 
Horritt, 1999). The snake algorithm deals with this by measuring local speckle statistics along 
the shoreline and is thus able to segment the shoreline to an accuracy of -1 pixel (12.5 m for 
ERS-1 SAR). However, problems may still occur as increased back scattering of the radar 
signal by wind roughening of the water surface and particular land use types can lead to 
misclassification of flooded areas. In general, misclassification errors will be greater with the 
SAR data than the low altitude airborne survey, and so the tatter is likely to be the data set 
closest to the true shoreline. From Figure 4.1 it is also obvious that there are several regions, 
particularly beyond the main river embankment to the west of Elsloo, where both observations 
of inundation extend beyond the boundaries of the available DEM. As such, these areas will 
never be simulated as flooded by the model and so cannot reasonably be considered in the 
evaluation process. Moreover, this inundation is believed to result from saturation-excess flow 
due to high rainfall volume rather than overtopping of the embankment. 
The final source of data available for the 1995 flood event is -50 point observations of 
maximum free surface elevation surveyed post-event by RIZA using traditional ground-based 
methods. While this type of data is subject to well-documented limitations (e. g. Beven, 1989; 
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Lane et at, 1999), their broad spatial distribution across the Dutch floodplain (right bank) and 
non-binary nature (i. e. possession of a quantity beyond simply 'wet' or 'dry') make them 
potentially very valuable for describing hydraulic variability across the floodplain. However, 
because of the inherent sensitivity to topographic description within the model, simulated 
variables are not always compatible with these data in every instance. In a number of cases, the 
surveyed levels are actually below the 'dry' floodplain as represented in the DEM and 
subsequently could not be used in model evaluation. This left a total of 36 points for model 
calibration that were considered to be of high accuracy. 
4.2.1.1 Model description 
Using the LISFLOOD-FP code, a model for the reach between Borgharen and Grevenbicht was 
developed. This reach consists of a meandering channel with an approximate width of 100 m, 
and a floodplain of up to 3 km in width, constrained by the high embankments of the Juliana 
canal to the east and the main river dike running along the Belgian-Dutch border to the west, 
The model was parameterised by providing topographic data for the channel and floodplain and 
a description of roughness in the form of Manning's n values for the channel and floodplain. 
Floodplain topography was provided by an airborne photogrammetry survey at a horizontal 
resolution of -5 m and a quoted vertical error of ±10 cm (Bates and De Roo, 2000). These high- 
resolution altimetry data were then aggregated to produce DEMs with grid resolutions of 25,50, 
and 100 m. During preliminary investigations it was found that the performance of models with 
the 100 m grid deteriorated significantly when compared to the 25 m grid, while this was much 
less so for the 50 m grid. The same result was found for this reach by Bates and De Roo (2000) 
and, in order to reduce the computational burden, the 50 m resolution was used throughout. In 
aggregating the data, special attention was given to the various line elements across the 
floodplain, particularly the major dikes, roads/railways and drainage ditches. Accurate 
representation of these features is most important in hydraulic computations and their geometric 
integrity in the model grid was preserved explicitly using point level and vector data from highly- 
detailed cadastral surveys. 
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Channel bed slope and width were assumed uniform and assigned an 'average geometry' 
determined from cross section surveys at approximately 500 m intervals (Werner et al., 2000). 
Since the kinematic approximation was used for channel flow, only an upstream boundary 
condition is required, and was provided by a level recorder and a stage-discharge rating curve 
at Borgharen (see Figure 4.2). A freely-varying, uniform flow condition was specified at the 
downstream end of the reach, Grevenbicht. 
Friction parameters were provided through a calibration strategy described in Section 4.3.1, the 
parameters being adjusted to maximise the fit between model predictions and the various 
calibration data described above. 
LISFLOOD-FP simulations were run with a time step of 1s for the full 20 day dynamic event 
from 0000 on 22 January 1995 to 0000 on 11 February 1995. This resulted in 1,728,000 time 
steps for a grid of 192x404 cells (giving -78,000 cells in total). Each simulation took 
approximately 8 hours on a 3.0 GHz PC. 
4.2.2 Lower River Severn, UK 
In November 2000, the UK experienced widespread and prolonged flooding (Marsh and Dale, 
2002) resulting from rainfall accumulations well above the seasonal average. During this period 
a military-specification airborne synthetic aperture radar (ASAR) was used by QinetiQ Ltd 
(formerly part of the Defence Evaluation Research Agency, DERA) to acquire several images of 
the flooding along the Rivers Severn, Thames and Ouse. Of these, most data were collected for 
a 16 km reach of the lower River Severn around Upton-on-Severn in west central England. Here 
the river consists of a stable channel 50-70 m wide and -7-10 m deep which meanders through 
a well developed floodplain up to 2 km in width. At this point, bankfull discharge is 
approximately 330 m3 s". Floods occur primarily in response to heavy rainfall in the upper 
catchment, which comprises 6850 km2 of upland central Wales, rather than localised storm 
events and these flood waves take of the order of 2-4 days to arrive at the Upton reach. 
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Along the reach, embankments up to -2 m high have been constructed on either side of the 
channel. Drainage of floodplain water through the embankments takes place via -14 culverts 
terminating on the main river side in heavy steel covers. These culverts are typically located to 
allow minor floodplain drainage channels to flow into the main Severn stem. The gates are 
closed by pressure at high main river water levels to prevent backwater flooding, but allow 
drainage of floodplain water into the river after the main flood wave has passed and river levels 
have dropped below the level of the steel covers. The floodplain topography is also complicated 
by other structures including embanked roads and a large natural island on which the town of 
Upton-on-Severn is built. The floodplain land use is predominately pasture with some arable 
crops. 
Floodplain topography along this reach was mapped by the Environment Agency of England 
and Wales (EA) in March 2002 using airborne laser altimetry at a ground resolution of -1 point 
per m2. Data quality was checked independently by the EA and Bates at al. (in review) using 
differential GPS measurements over several flat areas of short vegetation. Both surveys 
confirmed vertical RMS errors to be in the region of 8 cm and, as the majority of the floodplain is 
of low slope and covered in short vegetation, height errors are likely to be largely consistent with 
this estimate. However, these errors will certainly increase in areas of steep slope and dense 
vegetation (Cobby at al., 2001). The LiDAR data were then processed using the segmentation 
algorithms developed at the University of Reading (see Cobby et at, 2001; Mason et al., 2003). 
The original LIDAR height values were first aggregated into a3m raster grid by selecting the 
minimum value falling within each grid cell. DEM generation then involved removal of surface 
features such as vegetation from the data set of aggregated heights. As currently-available 
laser altimetry systems are unable to penetrate water (reliably), a description of main channel 
bathymetry was obtained from a ground survey consisting of -20 cross sections conducted by 
the National Rivers Authority (now part of the EA). This information was supplemented by a 
boat survey at a small number of key locations conducted in autumn 2003. 
ASAR images were acquired for this reach during flights on 8,14,15 and 17 November 2000 
through a large double-peaked overbank flood event and represent the most complete view to 
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date of the dynamics of river floodplain inundation over whole river reaches (Bates et al., in 
review). Hydrometric data for this event were available from the Diglis gauging station located 
-10 km upstream of the Upton reach. This gauge records stage every 15 minutes which is then 
converted to an estimate of flow via a rating curve model. A similar 15 minute data set was also 
available from the Saxon's Lode gauge in the centre of the test reach. However, this is known to 
underestimate peak flows by up to -200 m3 s"1 as a result of flow bypassing the gauge at 
discharges >400 m3 s"'. Below this value the flow at Diglis at any given time differed from that at 
Saxon's Lode by <3%, suggesting that flow does not attenuate significantly between the two 
gauging stations and that flood waves are simply translated. Bates et al. (in review) therefore 
used the estimated discharge at Diglis with timing adjusted based on the observed wave travel 
time to give the hydrograph at the upstream end of the reach. This assumes that exchanges 
with the surrounding catchment (e. g. contributions of water from local runoff and direct 
precipitation or losses via infiltration and evapo-transpiration) are small compared to likely errors 
in the rated flow. As with all flow data acquired via a rating curve, errors will increase at higher 
flows and in particular will be greater when flow is out of bank (Pelletier, 1988; Leonard at al., 
2000). 
The hydrograph and timing of ASAR overflights are shown in Figure 4.3. It can be seen that the 
first ASAR acquisition occurred just before the second flood peak at a discharge of 657 m3 s'. 
The second discharge peak of 694 m3 s' occurred at 2130 hours on 8 November, and the 
remaining three ASAR images were acquired on the falling limb of the hydrograph as the 
floodplain was dewatering at discharges of 312,266 and 211 m3 s-1 respectively. Discharge was 
approximately bankfull at the time of the ASAR overflight on the 14th, and below Qbf on the 15th 
and 17'". Unfortunately, no image data were acquired on the hydrograph rising limb. 
Collected at 1.2 m spatial resolution, the four ASAR images were first georeferenced and then 
processed to yield the shoreline vector using the 'snake' statistical active contour algorithm (see 
Horritt, 1999; Horritt et al., 2001). These data (shown in Figure 4.4) demonstrate the significant 
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Figure 4.3 Discharge time series derived for the upstream end of the Upton reach of the River 
Severn. The vertical dotted lines indicate the timing of ASAR overflights on 8,14,15 and 17 
November 2000. 
improvement in inundation mapping performance that results from the move from a general 
satellite instrument to a military-specification airborne radar. In part, this improvement is due to 
the order of magnitude better resolution, but may also be due to instrument differences which 
mean that the airborne radar is better configured for flood mapping (Bates et al., in review). In 
particular, the airborne radar is able to acquire returns over the urban area of Upton-on-Severn 
which are more precise and allow the shoreline here to be delimited in a way that is not possible 
from the satellite data (see Horritt and Bates, 2002). As the data were acquired opportunistically 
by QinetiQ Ltd, it was not possible to collect simultaneous ground data with which to validate 
these derived shorelines. However, the shorelines are consistent with each other, the local 
topography as determined from the LIDAR survey and the known local drainage network on the 
floodplain (determined from Ordnance Survey LandLine data). 
Whilst no ASAR scenes are available during the hydrograph rising limb, these data represent a 
major improvement on the single low resolution images that can typically be acquired for 
particular flood events using satellite SARs. They allow us to make, for the first time, field 
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Figure 4.4 Floodplain topography for the Upton reach with binary ASAR-derived inundation maps 
(red) and channel centreline vectors (blue) superimposed. The timing of the images in relation to 
the flood hydrograph is shown in Figure 4.3. The direction of flow is north to south. 
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observations of the fluid dynamics of reach scale floodplain inundation at very fine spatial 
resolutions. As such, they also offer unprecedented scope for evaluating the performance of 
competing numerical hydraulic models for simulating dynamic inundation patterns at the reach 
scale. 
Finally, it is hereby acknowledged that the processing of the ASAR and LiDAR topographic data 
was undertaken by Dr Matt Wilson whilst employed as a Research Assistant at the University of 
Bristol between 1 April 2003 and 30 November 2004. This work was funded by EPSRC grant 
GR/S17161/01, Towards the Next Generation of Computer Models for the Prediction of Flood 
Level and Inundation Extent. 
4.2.2.1 Model description 
A LISFLOOD-FP model was developed for the 16 km reach of the lower River Severn around 
Upton-on-Severn and the output compared to the airborne Synthetic Aperture Radar data 
acquired for the site. The model domain was discretised at a grid resolution of 18 m, which 
represented an acceptable compromise between computational expense and the ability to 
accurately resolve the micro-topographic features of the floodplain present in the LiDAR data. 
However, constructing this coarse scale grid by simple areal averaging of the original 3m 
resolution 'bare earth' DEM resulted in key topographic features, such as embankments and 
drainage ditches, being 'smeared out'. Since accurate representation of these features is critical 
to the prediction of flood inundation, Ordnance Survey LandLine data were used to identify 
these elements and re-establish their elevation and geometric integrity at the model grid scale. 
The channel centreline was discretised using -200 x, y points. However, for simplicity, the 
width and bed slope were assumed constant and parameterised from the channel bathymetry 
data described above. This resulted in a 1D channel model of width of 55 m and bed slope of 
3x10'5 m m"1. As in the Meuse case, a kinematic approximation for channel flow was used, with 
the upstream boundary condition provided by the hydrograph shown in Figure 4.3. 
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Simulations were run with a time step of 5s for the full 22.5 day dynamic event from 1345 on 28 
October 2000 to 0145 on 20 November 2000. This resulted in -390,000 time steps for a grid of 
333x683 cells (giving -227,000 cells in total). Each simulation took approximately 10 hours on a 
3.0 GHz PC. 
4.3 Model calibration and uncertainty estimation within a 
GLUE framework 
We now require some form of inverse modelling procedure to turn the observed data into 
estimates of model parameters. In a classical calibration study, this would involve the 
identification of an optimum parameter set that maximises the fit between model predictions and 
observations. However, such a deterministic scheme effectively ignores any uncertainties in the 
modelling process. One aim of this chapter is to assess the worth of observed data in an 
uncertain framework, and therefore we need to recast this calibration process in an uncertain 
form. 
Many sophisticated parameter estimation strategies, often based on stochastic methods, have 
been developed specifically for this purpose. These techniques make various use of automatic 
optimisation (Duan at al., 1993; Yapo at al., 1998; Vrugt at al., 2003) and/or Monte Carlo 
simulation within formal (Kuczera, 1983; Kuczera and Parent, 1998; Thiemann at al., 2001) or 
more generalised (Beven and Binley, 1992; Spear at al., 1994; Beven and Freer, 2001) 
statistical inference frameworks that can even incorporate 'soft' or qualitative knowledge from 
the experimentalist (Dunne, 1983; Seibert and McDonnell, 2002; Khadam and Kaluarachchi, 
2004). However, despite great progress in recent years, there is still little consensus regarding 
the statistical rigour of the different approaches and the validity of making very strong and 
specific assumptions about the nature of errors (e. g. independence, distribution) in the 
modelling problem. This is evidenced by recent exchanges between various research groups in 
several high-profile journals (Thiemann at al., 2001; Beven, 2001a; Kennedy and O'Hagan, 
2001; Beven and Young, 2003; Gupta at al., 2003b), and at workshops convened during 2004 
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in Nottingham, UK and Lugano, Italy by NERC-EPSRC (Uncertainty, Complexity and Predictive 
Reliability of Environmental/Biological Models) and PUB-IAHS (Uncertainty Analysis in 
Environmental Modelling) respectively. 
Due to the difficulties in collecting measurements in the field, there is a trend in distributed 
environmental modelling to ignore the errors associated with observational data sources. This 
tendency is certainty not limited to the inundation case and it is (hopefully) clear from the 
proceeding discussion that errors and uncertainties associated with each type of observation 
data may have a significant impact on the distributions of effective parameters estimated within 
distributed models using some or all of these sources. The sets of values estimated for freely- 
varying parameters will ultimately dictate the predictive performance of the model and it is 
therefore important to assess how the aggregate of all these uncertainties (although not 
explicitly those relating to boundary condition specification and model structure) propagate 
through the model calibration process. 
We thus require a procedure in which uncertain observed data can be used to calibrate a non- 
error free model and allow the uncertainty in model parameters to be assessed, without making 
restrictive assumptions about errors in the observed data. The GLUE methodology of Beven 
and Binley (1992) is one such method, and provides a simple, flexible approach to parameter 
sensitivity analysis, model conditioning and uncertainty estimation. It is based on rejecting the 
idea that there is a unique optimum parameter set in a model calibration in favour of identifying 
the many different combinations of parameter values that may be equally acceptable in 
simulating the system under study. In this situation it is only possible to evaluate the relative 
likelihood of a given non-error free model and parameter set in reproducing the non-error free 
data available to test the model. As such, it is unable to separate out the effects of errors in the 
data inputs, the errors in the model structure(s), and real measurement errors in the outputs and 
implies that all uncertainty in the input-output representation of the model is attributed to 
parameter uncertainty. However, it is felt that until explicit treatments of these various errors 
reach sufficient maturity and gain more widespread acceptance, one is left with little option but 
to accept the notion of consistency (Krzysztofowicz, 1999; Beven, 2004) and make only general 
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statements of likelihood regarding a model's (or set of models') ability to reproduce the available 
observations. However, models that are deemed unacceptable or non-behavioural may be 
rejected and removed from subsequent evaluation by being assigned a likelihood of zero. 
A number of decisions must be made when implementing the GLUE methodology (Beven, 
2001 b): (i) a decision about posing a computationally tractable calibration problem (i. e. how best 
to simplify the characteristically high-dimensional parameter spaces of distributed models); (ii) a 
decision about the feasible range, distribution and sampling strategy for each parameter; (iii) a 
decision about appropriate likelihood measure(s) for each source of observational data; (iv) a 
decision about criteria for acceptance or rejection of models; and (v) a decision about the 
methodology for updating (or combining) likelihood measures. 
Because of their subjective nature, it is important that decisions made at each stage of the 
GLUE procedure be transparent and unambiguous. However, it should be also noted that 
transparency in the decision making does not eliminate this subjectivity. The following 
paragraphs elaborate on the methodology and decisions made throughout this study. 
4.3.1 Model calibration 
In distributed inundation models, roughness coefficients may theoretically be specified at each 
computation node in the model domain and, with recently published models having upwards of 
ten thousand grid elements (Aronica et al., 2002), this poses a formidable calibration problem. 
Moreover, despite the fact that friction values vary markedly in space over the floodplain due to 
land cover heterogeneity and in time during the flood event with changes in stage, typically 
available observational data have not been sufficiently detailed to require such sophistication 
from the model (Bates at al., 1998). Thus some simplification of this high-dimensional 
calibration problem can undertaken. In the case of the River Meuse, distributed land use data 
collected by RIZA during the Water Ecotope Classification project (Van der Molen et al., 2003) 
provides some basic prior knowledge of parameter groupings in space and allows roughness to 
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Table 4.2 Range of Manning's n roughness values (m"1" s) and percent area estimated for each 
land use class according to the Water Ecotope Classification (Van der Molen et al., 2003). The 
number of free surface elevation survey points in each land use class is also shown. 
Class (acronym) n% area No of z1 
survey points 
Minimum Maximum 
Main channel and floodplain lakes (nd) 0.020 0.050 12.28 3 
Pasture and grassland (fl 8) 
0.025 0.050 51.30 10 
Cultivated fields (nom) 0.020 0.050 22.92 9 
Bushes and weeds (nb ) 0.035 0.080 2.83 2 
Urban area (n,,, b) 
0.050 0.200 5.69 10 
Woodland (nd ) 0.050 0.200 4.97 2 
be specified at the same resolution as underlying DEM. Land use in the reach is primarily 
agricultural with some 75% of the area being cultivated fields, pasture and grassland. An 
overview of land use within the study area is provided in Table 4.2 and Figure 4.5 and shows 
that the floodplain also contains a number of urban settlements. Despite the dominance of 
pasture and grassland, sizeable areas of urban development, woodland, and bushes/weeds in 
the active 'conveyance' zone (i. e. unprotected by the summer/winter dike system) may 
contribute significantly to floodplain roughness characteristics along the reach. The six main 
land use types identified in the reach were therefore considered as spatially fragmented regions 
and assigned single values of friction for each model realisation. No such data were available 
for the River Severn site. This requires recourse to the more typical spatial aggregation of a 
model domain into single effective channel and floodplain roughness units. Such an approach is 
relatively standard in inundation modelling and is hence evaluated here. It can also be 
reasonably justified on a physical basis as the majority of the floodplain is of low slope and 
covered in short vegetation. 
The next step of the GLUE procedure is to decide the extent of the parameter space to be 
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Figure 4.5 Spatial distribution of floodplain land use according to the Water Ecotope Classification 
(Van der Molen et al., 2003). For this reach, six classes of land use are distinguished: woodland 
(WD); urban area (URB); bushes and weeds (BW); cultivated fields (CF); pasture and grassland 
(PG); and main channel and floodplain lakes (CFL). 
explored, which relies upon an 'informed knowledge' of the system. However, this initial 
decision can exert a considerable influence on resulting predicted uncertainties as parameter 
values outside this range are effectively assigned a likelihood of zero. Significantly, calibration 
of friction coefficients for the channel and floodplain was not undertaken in the original Bates 
and De Roo (2000) study of the River Meuse which instead used values selected on a physical 
basis from available literature (e. g. Chow, 1959). Here the range of values from which 
roughness parameters were drawn was established as part of the RIZA Water Ecotope 
Classification project from field investigations and the look-up tables provided in Chow (1959) 
and French (1986). These are shown in Table 4.2 and resulted in a six-dimensional parameter 
space that was sampled within a Monte Carlo ensemble of 1200 model realisations. Following a 
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preliminary sensitivity study, Manning's n coefficients for the Upton reach of the River Severn 
were distributed between 0.015 m"1'3 s and 0.035 m"13 s for the channel and 0.02 M-1/3 s and 
0.10 m-113 s for the floodplain. Within this two-dimensional parameter space, 400 parameter 
combinations were investigated using Monte Carlo methods. In both cases, parameter values 
were sampled randomly and independently from the uniformly-distributed a priori ranges 
identified above. Specification of a uniform prior distribution reflects the uncertain status of 
model parameters and precludes any unintentional biases at the outset (Makowski at al., 2002). 
As the number of model runs necessary for this type of GLUE/Monte Carlo analysis is still an 
unresolved research question, here 200 simulations have been accorded for each calibration 
parameter. Whilst informed by published and anecdotal sources, this is a purely arbitrary value 
dictated largely by practical considerations, such as computational burden and storage 
requirements. For higher-order calibration problems, convergence of parameter cumulative 
distribution functions can be used as a more objective test of whether the number of model 
realisations is sufficient to compute reliable uncertainty quantiles (Pappenberger et al., 2005). 
4.3.2 Model evaluation 
Many different statistical measures exist to evaluate the 'goodness of fit' of a model simulation. 
Selection of an appropriate likelihood measure will depend primarily on what observational data 
are available to evaluate the model but also on the purposes of the study. Different output 
variables will also demand different types of measure to facilitate evaluation. In this study, we 
require three independent measures for quantifying errors in simulating: (i) at-a-point time series 
of free surface levels (hydrometric records); (ii) spatially distributed, binary pattern data (flood 
extent); (iii) spatially distributed, continuous point data (maximum water levels). 
There are a number of methods for fitting simulated and observed hydrographs and these 
invariably have a bias towards one specific characteristic of the hydrograph (e. g. accurate 
recession or peak prediction). A classical measure for evaluating this goodness of fit is the 
model efficiency criterion E proposed by Nash and Sutcliffe (1970): 
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, 
(QI-t)2 (4.1) 2: 
E=1- ' 
VQ t _U)2 
t 
where Q' and Q` are the observed and simulated discharges at time t respectively and a is 
the mean observed discharge. It has been used widely in fitting hydrological models to 
discharge data and has the property that for a perfect fit, E is equal to 1. For a fit that is no 
better than assuming that the mean of the data is known, it has the value zero. For models that 
are worse than this, it can take on negative values (but since these are non-behavioural models 
they may be set to zero in a GLUE analysis). 
Despite its widespread usage, the Nash-Sutcliffe model efficiency is often applied without due 
consideration of its limiting assumptions concerning the probability distributions of the residual 
errors (Clarke, 1973; Green and Stephenson, 1986; Christiaens and Feyen, 2002). Based on 
the sum of squared errors, the Nash-Sutcliffe efficiency is most sensitive to differences in both 
maximum values and timing of the flood peak (although it does not distinguish between them). 
Yet it is known from statistical theory that the error variance is only truly suitable as a 
performance measure when errors between the observed data and predictions are of mean 
zero, are normally distributed with constant variance and are not correlated (Beven, 2001b). 
Very often hydrometric data violate these assumptions and so the heteroscedastic maximum 
likelihood estimator (HMLE) measure of Sorooshian and Dracup (1980) was proposed to 
properly account for the presence of either autocorrelation (non-independence) or 
heteroscedasticity (changing variance) of data errors. However, the HMLE measure tends to 
weight the fit of the model more towards recession periods than high flow periods and requires 
the calculation of unknown shaping parameters to 'stabilise the variance' (Sorooshian and 
Gupta, 1995). Therefore, as we are concerned with the accurate prediction of higher flows, it is 
felt that a simple error variance criterion, such as E, may be better suited to our research 
objectives. Moreover, in spite of its inappropriate statistical formulation, E is more easily 
calculated and interpreted than HMLE, and is therefore used throughout. Initial evaluation of the 
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LISFLOOD-FP predictions also indicated that E provides better discrimination between 
competing parameters sets than the HMLE measure. 
The model efficiency measure is used here to compare simulated against observed free surface 
level time series at the Elsloo and Grevenbicht gauges on the River Meuse. More typically 
applied to discharge measurements which vary between 0 and Q"' , the more or 
less constant 
bias of the free surface levels with reference to an absolute datum was found to make the 
evaluation procedure less sensitive than expected. To increase the identifiability of model 
response, both observed and calculated levels were first transformed to a local datum at each 
gauge (in this case, bed elevation in the model). This transformation was found to have a 
significant but predictable effect on the resulting E values and their distribution. 
For flood extent data we are essentially dealing with a spatially-distributed binary pattern 
(wet/dry). However, as shown in the previous chapter, comparison of such data to a modelled 
binary inundation pattern is not straightforward, with potential problems arising when models of 
different reaches or magnitudes of flood event are intercompared. Model predictions of 
inundation extent can be compared with the synoptic observations using measures of fit based 
on a contingency table that shows the cross-tabulation of wet and dry predictions and 
observations as described in Table 3.1. Of the various measures examined in Chapter 3, the 
F"' measure was identified as the most appropriate evaluation criterion and has been used 
previously in a number of studies (e. g. Horritt and Bates, 2001a, 2001b, 2002; Aronica at at., 
2002; Bates of al., 2004): 
F<'> _ 
MID, (4.2) 
M, D, + M, D0 + MoD1 
where for each cell/element in the model we assign a value of 1 to the presence of a water in 
either data (D) or model (M) and a value of 0 to its absence. There are two ways for a model 
prediction to be correct - either by correctly simulating flooded (M, D, ) or non-flooded (Mo Do ) 
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state - and two ways for a prediction to be incorrect - either by erroneously under- (MOD, ) or 
overpredicting (M, Do) the observed inundation extent. F"" therefore varies between 0 for 
model with no overlap between predicted and observed inundated areas and 1 for a model 
where these coincide perfectly. 
Maximum free surface elevation data for the River Meuse are compared using a sum of 
absolute errors (SAE), with special consideration given to points that are observed as being 
wet, but predicted as dry. For example, for points observed and modelled as wet, the absolute 
error in the free surface elevation is calculated: 
SAE= ýIZ/-1I (4.3) 
where zf, and i/, are the observed value and simulated variable at point observation j 
respectively. For points that are observed wet but predicted dry, the difference between the 
observed water elevation and the model's DEM elevation is calculated. This measure effectively 
gives the absolute predicted depth error, but corrected for potential discrepancies in the 
representation of floodplain topography in the model. The SAE measure is minimised for an 
optimal fit between model and data. 
For the updating methodology described below, objective function values for each parameter 
set, 0, are transformed into likelihoods, L(O), according to the methodology proposed in 
Section 3.3.3. This ensures all likelihood values are positive and lie in the range (0,1). This 
gives each model realisation a weight that can be treated analogous to a true probability, but 
which cannot be used for formal statistical inference. 
155 
Utility of different data types for calibrating spatially-distributed models 
4.3.3 Updating methodology 
Likelihood measures are used to weight each model realisation and hence each parameter set 
with a value corresponding to our confidence in that parameter set as a good predictor of the 
system behaviour. Furthermore, the observed data sets can be combined, by calibrating on one 
data set, then using another to 'update' the weights assigned to each parameter set. This is 
analogous to the more common practice in GLUE of updating an existing likelihood estimate 
with a new measure calculated for the prediction of an additional set of observations from a 
second flood event (e. g. Romanowicz and Beven, 2003). One way of combining likelihoods is 
proposed by Lamb at al. (1998), where a Bayes-type equation is expressed in the following 
form: 
Lp(® I p)_ 
La(®) L(e I Y) 
C 
(4.4) 
where L. (e) is the prior likelihood of parameter set O, L(O I Y) is the likelihood calculated 
for the current evaluation given the set of observations Y, LP (E) I Y) is the posterior likelihood, 
and C is a scaling constant to ensure that the cumulative posterior likelihood is unity. This 
method of combining likelihoods assumes that they behave in the same way as true 
probabilities and is consistent with the definitions of likelihood and confidence within the GLUE 
procedure. Whilst the same assumption could perhaps not be made for an uncertainty 
estimation method based on formal statistical inference, in this context it is a practically 
expedient and commonly used approach to the problem in hand. In the absence of any 
observations from previous flood events, the prior likelihood is assumed subjectively to reflect 
expert prior knowledge of parameter distributions as in this case, where a uniform distribution 
has been assumed. A number of updating equations can be chained together to combine many 
data sources, but care is required as the multiplicative nature of the Bayes equation may lead to 
assigning zero weight to all models in cases where multiple observations are available. In this 
case either a better model or less stringent likelihood criteria is required. 
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4.4 Results and discussion 
Using 'state of the art' data (Section 4.2) and a novel multi-criteria calibration methodology 
(Section 4.3), the dynamic performance of two LISFLOOD-FP models is examined here to more 
robustly and conclusively: 
(i) determine that, in response to variation of model parameter values, the observed 
behaviour of the physical system can be reproduced (Bates at al. 1998; Lane at al. 
1999); 
(ii) determine that the model is sufficiently sensitive to represent perceived (but 
unobserved) behaviour in the real case (Howes and Anderson, 1988); 
(iii) identify those parameters to which the model is most sensitive (Young at al., 1971; 
McCuen, 1973; Beven, 1979); and 
(iv) assess the likely magnitude of error in a model prediction that arises from a particular 
parameter specification (e. g. McCuen, 1973; Lane et a/. 1994). 
4.4.1 River Meuse, the Netherlands 
An impression of the sensitivity of individual calibration parameters to a particular type of 
observational data was gained by plotting scatter diagrams of parameter value against 
performance measure. These plots project the multi-dimensional goodness of fit surface onto 
individual parameter dimensions with each dot representing one run of the model with friction 
coefficients chosen randomly by sampling across the pre-determined range of each parameter. 
Figures 4.6 and 4.7 show the values of the Nash-Sutcliffe model efficiency E evaluated for the 
available hydrometric observations at the gauges of Elsloo and Grevenbicht on the River 
Meuse, in terms of the sampled channel and floodplain friction parameters. In both cases, it can 
be seen that parameter sensitivity is well defined and dominated by channel friction values, 
whereas good simulations are evident across the whole range of feasible floodplain 
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Figure 4.7 Dotty plots of Nash-Sutcliffe model efficiency E evaluated for the free surface level time 
series recorded at the Grevenbicht gauge. 
floodplain, and so similar changes in n,, tl produce only a small change in water level at the 
gauge. The additional floodplain storage/conveyance capacity acts to 'damp' parameter 
sensitivity and thus model performance is satisfactory across a wide range of approximately 
optimal friction values. It is thus reasonable to expect that the evaluation of internal and external 
predictions of stage, provided they are independent of the model boundary conditions in the 
latter case, should offer considerable potential for reducing uncertainty over effective parameter 
specification. As in Chapter 3, the observed dichotomy in calibration response between channel 
and floodplain roughness coefficients may indicate the significance of parameter interactions for 
reproducing correctly the observed free surface data. However, it should also be noted that 
there is little obvious interaction between ncf and the floodplain friction parameters. Whilst this 
may be more reasonably expected at Elsloo where flow conveyance is almost totally restricted 
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to the main channel by the local dike configuration, at Grevenbicht, where the floodplain is 
relatively wide and lateral flow far less constrained, this apparent insensitivity to floodplain 
roughness is physically implausible and may indicate errors within the model structure. 
As well as weighting each parameter set according to the performance measures developed 
above, it is also possible to construct prediction quantiles by applying a transformed likelihood 
weight to model-predicted variables. This allows the uncertainty in continuous time-evolving 
predictions (e. g. hydrometric variables) to be visualised by the construction of a cumulative 
likelihood distribution at each model time step. Thus the dynamic behaviour of parameter 
uncertainty and its manifestation in the simulated variables can be assessed. 
In keeping with the subjective nature of GLUE, rather than attempting to define probabilities, we 
again derive relative confidence measures (RCM) for model predicted variables. These express 
our belief that a prediction is a true representation of the system behaviour for the single model 
structure used, but do not express any measure of confidence in that model over competing 
structures. These relative confidence measures can be expressed analogously to cumulative 
probabilities: 




where Q' is the variable of interest predicted by the 1th Monte Carlo sample. Prediction 
quantiles, RCM, 
(& 
<q), obtained in this way are thus conditioned on inputs to model, the 
model responses for the particular sample of parameter sets used, the subjective choice of 
performance measure and the observations used in the calculation of that measure (Beven, 
2001 b). In Figure 4.8, the uncertainty in free surface elevation predictions at each gauge is 
evaluated using the 5,25,75 and 95% quantiles, which may also be combined to produce 90% 
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the hydraulic model. The Meuse floodplain contains a number of sizeable lakes and 
depressions that can only be initialised using average annual level data that is highly unlikely to 
be representative of the very wet conditions in the reach prior to the 1995 event (Persoons et 
al., 2002; Jacquet et al., 2003). Thus, erroneous filling of this additional storage capacity on the 
rising limb of the hydrograph may go some to way explaining the model's poor simulation of 
bulk flow conveyance during this period. Alternatively, Figure 4.8 may be indicative of the model 
code failing to adequately represent the complex system behaviour as described by the 
observations. Potential model errors may include the inappropriate use of (i) a kinematic 
wave/uniform bed slope assumption for channel flow, (ii) a crude momentum-less linkage of 
main channel and floodplain flows, and (iii) a simplified (i. e. inertia-less) description of floodplain 
wetting and drying. 
The use of inundation extent observations from air photo and SAR sources to condition model 
performance is explored in Figures 4.9 and 4.10 respectively. Posterior distributions for both 
data are similar, but with lower values of F"" in Figure 4.10 due to the poorer quality of the 
ERS-1 imagery (see Figure 4.1c). In both cases, it can be seen that parameter response is 
dominated by the 'valley-filling' nature of the 1995 event - i. e. once the valley is filled any 
combination of n values will produce acceptable results when compared with the binary pattern 
data. Here overbank flows are largely constrained by the Belgian-Dutch main river dike to the 
west and the embankments of the Juliana canal to the east and, as such, the observed 
shorelines can no longer be considered satisfactory approximations to the zero water depth 
contour. In other words, although water levels within the model domain may change significantly 
with different friction parameterisations, these cannot be readily distinguished using pattern data 
until these structures are overtopped/breached. This may better explain the much greater 
sensitivity to channel friction observed in Figures 4.9 and 4.10, where any value of ncfl > 0.035 
m1 s can be seen as sufficient for reproducing the air photo and SAR observations. Whilst the 
lateral confinement of deep floodplain flows may also account for the limited (discernible) impact 
of floodplain friction at higher channel frictions, one may reasonably expect some evidence of 
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Figure 4.9 Dotty plots of the F"' performance measure used to compare model predictions of 
inundation extent with the shoreline derived from air photo data, in terms of sampled channel (n,  ) 
and floodplain friction parameters (npg , nce 9 nbw , narb , nwd 
). 
these parameter interactions when the floodplain is only partially inundated (i. e. at lower n, fl 
values). Therefore, the lack of apparent interaction between channel and floodplain roughness 
parameters at any stage in the calibration may indicate the presence of internal compensating 
errors within the model. 
More generally, these two figures confirm that spatially-distributed models of highly constrained 
compound channels cannot be calibrated solely (and reliably) on binary pattern observations of 
flood extent. Despite their respective errors, both data produce a calibration response that, 
although clearly defined, does not aid the identification and subsequent rejection of 
163 
0.02 0.03 0.04 0.05 
n (Chonn, l & kokes) 
Utility 
of 
different data types for 





1'y : o?. 
. 
0 . 0 2  
0 . 0 3  0 . 0 4  0 . 0 5  0 . 0 3  
0 . 0 4  
0 . 0 5  0 . 0 2  
0 . 0 3  
0 . 0 4  
0 . 0 5  
w  
( C h o m K l  
t  
t i k e s )  
%  
( P o s t u r s  
&  
g r o s s l o n d )  w  
( C u l b v o t s d  I i d d s )  
0.00 
( e )  











Ilk 0 . 0 4  0 . 0 6  
0 . 0 0  
0 . 0 5  
0 . 1 0  
0 . 1 5  
0 . 2 0  0 . 0 5  
0 . 1 0  0 . 1 5  
0 . 2 0  
n  
( S a s h e s  
i  
w e e d s )  
n  
( U r b a n  
a r e a )  n  
( W o o d l a n d )  
Figure 4.10 Dotty 
plots of 
the F"' 
performance measure used 
to 





derived from SAR 
data. 
' o v e r p r e d i c t i n g '  
p a r a m e t e r  s e t s .  
T h u s  i t  i s  h o p e d  
t h a t  b y  
c o m b i n i n g  
i n f o r m a t i o n  
f r o m  
w a t e r  
l e v e l  
o b s e r v a t i o n s  
a c r o s s  
t h e  
m o d e l  
d o m a i n  ( i .  
e .  c h a n n e l  
a n d  
f l o o d p l a i n )  
t h e  
l i m i t a t i o n s  
o f  c a l i b r a t i n g  
a g a i n s t  
s i n g l e  
m a p s  o f  w e t / d r y  
i n u n d a t i o n  
s t a t e  
w i l l  
b e  
o v e r c o m e  a n d  r e s u l t  
i n  
a  
m o r e  r e f i n e d  
r a n g e  
o f  
f e a s i b l e  
p a r a m e t e r  e s t i m a t e s .  
T o  
v i s u a l i s e  
t h e  
s p a t i a l  
u n c e r t a i n t y  
i n  
m o d e l  p r e d i c t i o n s  o f  
i n u n d a t i o n  
e x t e n t ,  a  s e c o n d  r e l a t i v e  
c o n f i d e n c e  
m e a s u r e  
i s  d e r i v e d  
t h a t  
e x p r e s s e s  
t h e  b e l i e f  
t h a t  
a  g i v e n  p i x e l  w i l l  
b e  
f l o o d e d ,  
g i v e n  
t h e  
u n c e r t a i n t y  
i n  
m o d e l  
p a r a m e t e r s .  
T h i s  i s  d o n e  
b y  
t a k i n g  t h e  
f l o o d  
s t a t e  a s  p r e d i c t e d  
b y  
t h e  
m o d e l  
f o r  
e a c h  p i x e l / r e a l i s a t i o n  
a n d  w e i g h t i n g  
i t  
a c c o r d i n g  
t o  t h e  
r e s c a l e d  m e a s u r e  o f  
f i t  
L ( O )  
t o  
g i v e  a  
R C M  
o f  
f l o o d i n g  
f o r  
e a c h  p i x e l  
j ,  
R C M P  
:  
164 
Utility of different data types for calibrating spatially-distributed models 
1L (4.6) 
RCM, = 
where w, 1 takes a value of 1 for a pixel simulated as flooded and is zero otherwise (see Section 
3.3.3 for further details). As the cumulative likelihoods are renormalised to sum to unity, RCMP 
will assume a value of 1 for pixels that are predicted as flooded in all simulations and 0 for 
pixels always predicted as dry. Model uncertainty will therefore manifest itself as a region of 
pixels with intermediate values, maximum uncertainty being indicated by pixels with RCM, = 
0.5. RCMP maps are shown in Figure 4.11 for models calibrated against the air photo and 
SAR data, along with the respective inundation shoreline. In both cases, it is can be seen that 
RCM; exhibits a high degree of spatial autocorrelation and that the uncertain calibration 
process has generated a continuous gradient from regions of RCMJ =1 (e. g. channel) to 
RCMJ =0 (e. g. high/protected ground). Unsurprisingly, given the well defined U-shaped 
morphology of the floodplain, the model has produced large areas of high RCMj (i. e. high 
probability of flooding) within the confines of the flood defence system, particularly for the reach 
upstream of Elsloo. Downstream of Elsloo, the maps are more uncertain, possibly due to the 
incorrect initialisation of water levels in floodplain storage elements upstream. The effect of this, 
combined with uncertainty over roughness specification, is difficult to predict a priori but may 
have a significant impact on flood wave attenuation/conveyance (and thus downstream 
RCM1) in the reach. However, despite the difference in quality and sampling periods of the 
calibration data, the RCMJ maps evaluated on the air photo and SAR data are actually very 
similar, with Figure 4.11 b appearing generally more uncertain due to the irregular/inconsistent 
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Figure 4.12 Dotty plots of the sum of absolute errors (SAE) performance measure used to 
compare grid-scale model predictions with point maximum free surface elevation data surveyed 
along the floodplain, in terms of sampled channel (n, n) and floodplain friction parameters 
(npx , n, f , nbw , n,,, nwd 
). As goodness of fit to the available observational data increases, the value 
of the objective function decreases. 
may function primarily as storage areas. Whilst these factors would reduce the impact of 
changes in floodplain roughness, the total insensitivity of the model to these parameters is 
physically implausible, especially given the response observed for friction calibrated within the 
1D kinematic routing method used in the channel (i. e. n,, fl ). It should be remembered here that 
this is also a Manning-type equation, albeit solved independently with an implicit numerical 
scheme. 
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In addition, the number of observations within each floodplain land use class also varies 
considerably (see Table 4.2). However, this is more a reflection of the ease of collecting such 
measurements (i. e. predominantly on fixed, permanent features) rather than the areal size of a 
particular land cover unit, which occupy variously between 2.83% and 51.3% of the model 
domain. As such, it would seem reasonable to expect a better definition of model parameters in 
the larger land cover units and/or where more point data are available. That this is clearly not 
the case here may indicate further the presence of compensating errors within the model and 
thus provide additional support for the second hypothesis regarding poor model performance in 
applied situations. In other words, it is looking increasingly likely that fundamental structural 
problems within the LISFLOOD-FP code are currently preventing the model from being 
calibrated/validated reliably and thus applied with some degree of confidence in practice. 
The effectiveness of each data source or combination of data sources in increasing parameter 
set identifiability can be assessed by quantifying the uncertainty or imprecision in these 
weighted parameters, for example by treating them as a probability distribution. One measure of 
the uncertainty in a discrete distribution is the Shannon entropy, defined in this case by: 
HL (E); I Y) 1092L (®, I Y) (4.7) 
This can be used to quantify the spread or dispersion of a distribution, irrespective of its form 
(e. g. uni- or multimodal), where a lower entropy value indicates a more constrained posterior 
distribution and therefore less uncertainty (e. g. Beven and Binley, 1992; Franks et al., 1998). 
The Shannon entropy for L(O) distributions calibrated against the various data sets available 
are given in Table 4.3. Although the absolute differences between the entropy values are small, 
the relative differences reflect, in part, the variation in model calibrations observed above. 
Values of H for the inundation extent data are lower than for the stage measurements (from 
both gauges and the distributed floodplain points), indicating that the binary pattern data have 
better constrained the 'unidentified' uniform prior. However, this result is rather counter-intuitive, 
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Table 4.3 Shannon entropy measure, H, based on the rescaled a posteriori likelihoods evaluated 
for each available observational data source. H is maximised (-10.229) when all the realisations 
are equally likely (the case for a uniform prior distribution) and a minimum of 0 when one single 
realisation has a likelihood of I and all others have a likelihood of zero (Beven and Binley, 1992). 
Observational data H 
Stage at internal gauge, Elsloo 10.116 
Stage at downstream boundary, Grevenbicht 10.108 
SAR-derived inundation shoreline 10.004 
Air photo-derived inundation shoreline 9.949 
Maximum free surface elevation survey 10.081 
. fl 
distributions observed previously in Figures 4.6a, 4.7a, particularly given the a posteriori n, 
4.9a, 4.10a and 4.12a. These performance measures, transformed into generalised likelihoods 
using Equation 3.15, are shown for the channel friction parameter only in Figure 4.13. From a 
qualitative inspection of Figure 4.13 one can reasonably argue that the free surface elevation 
, fl 
(i. e. in terms of a single survey (Figure 4.13e) provides the most identifiable distribution of n, 
optimum/parameter response). That this is not borne out in Table 4.3 is because H is more 
sensitive to conditioning at the tails (i. e. low L(®)) of the distribution rather than the peak (i. e. 
high L(O)). In other words, a greater proportion of small likelihoods within the ensemble (i. e. 
Figures 4.13c and 4.13d) rather than a well-defined optimum (Figure 4.13e) is more significant 
for determining values of H, and thus the description of distribution conditioning according to 
this measure. Although not done here, in such instances where entropy results are misleading 
and/or open to misinterpretation, the variance and standard deviation of a distribution can also 
be used to quantify uncertainty, which may give better results for unimodal distributions (e. g. 
Hunter et al., in press). 
The previous discussion has been limited to calibrations using a single set of observations. We 




different data types for 
calibrating 
spatially-distributed models 
sort snorenne J 
0 . 0 2  
0 . 0 3  0 . 0 4  
0 . 0 5  0 . 0 2 5  
0 . 0 3 5  0 . 0 4 5  0 . 0 2 5  0 . 0 3 5  
0 . 0 4 5  
s  
( C h a w w l  
&  
t i k e s )  
( d )  
A i r  
p h o t o  
s h o r e l i n e  
1 . 0 0  
0 . 7 5 -  
0 . 5 0 -  
0 . 0 2  0 . 0 3  0 . 0 4  0 . 0 5  
0 . 0 2 5  0 . 0 3 5  
0 . 0 4 5  
Figure 4.13 Dotty 
plots of performance measures rescaled using 









(n, ). The 







calibration value of 





updating procedure outlined 
in Section 4.3.3. Whilst 
affecting 
the 







that it does 
not alter 
the 




i n  S e c t i o n  
4 . 3 . 3 .  
H e r e  l i k e l i h o o d s  
e v a l u a t e d  p r e v i o u s l y  
f o r  
e a c h  s o u r c e  
o f  o b s e r v a t i o n a l  
d a t a  
a r e  
c o m b i n e d  a c c o r d i n g  
t o  t h e i r  
g e n e r a l l y  p r e v a i l i n g  
a v a i l a b i l i t y  
f o r  
i n u n d a t i o n  
m o d e l  e v a l u a t i o n .  
F o r  
e x a m p l e ,  w e  w o u l d  e x p e c t  
h y d r o m e t r i c  d a t a  
t o  b e  
m o r e  c o m m o n l y  a v a i l a b l e  
f o r  
m o d e l  
c a l i b r a t i o n  
t h a n  
S A R  d a t a ,  
w i t h  
a i r  p h o t o  a n d  
g r o u n d - s u r v e y e d  
w a t e r  
e l e v a t i o n s  r a r e r  s t i l l .  
T h e  
v a l u e  
o f  
e a c h  
d a t a  
s o u r c e / i t e m  a t  e a c h  
s t a g e  
o f  
t h e  
u p d a t i n g  p r o c e s s  
i s  
c o n s i d e r e d  
i n  
t e r m s  
o f :  
( i )  
c o n d i t i o n i n g  
t h e  
a  p o s t e r i o r i  p a r a m e t e r  
d i s t r i b u t i o n s  
( P P D s )  
a n d  
t h e  
s u b s e q u e n t  
i m p r o v e m e n t  
i n  
p a r a m e t e r  
i d e n t i f i a b i l i t y ;  
a n d  
( i i )  
g l o b a l  
u n c e r t a i n t y  
r e d u c t i o n  a c c o r d i n g  
t o  t h e  
S h a n n o n  
e n t r o p y  
m e a s u r e .  
T h e  
u p d a t i n g / c o m b i n a t i o n  
s e q u e n c e  
i s  d e s c r i b e d  i n  T a b l e  4 . 4 .  
170 
Utility of different data types for calibrating spatially-distributed models 
Table 4.4 Updating sequence of likelihood measures associated with individual evaluations of all 
available observational data calculated using the form of Bayes equation expressed In Equation 
4.4. The change in Shannon entropy measure, H, based on the rescaled a posteriori likelihoods is 
also shown. 
Combination Observational data, YH 
0 (UPD) Uniform prior distribution 10.229 
1 Stage at internal gauge, Elsloo 10.116 
2 Stage at downstream boundary, Grevenbicht 9.996 
3 SAR-derived inundation shoreline 9.832 
4 Air photo-derived inundation shoreline 9.717 
5 Maximum free surface elevation survey 9.560 
Figure 4.14 shows the development of the PPDs at each stage of the process in the form of 
updated parameter histograms. The prior uniform distribution assumed for each friction 
parameter is conditioned firstly against stage data from the internal gauge at Elsloo. As with 
Figure 4.6, the Elsloo data only significantly affects the channel Manning's n, the other 
distributions remaining largely uniform as would be expected given the model's apparent 
insensitivity to floodplain roughness. The noisy saw-tooth effect imposed on these distributions 
results from the discrete 'binning' of densely (but non-uniformly) sampled calibration parameters 
used to construct the PPD histograms. Updating PPDs with the Grevenbicht data serves to 
further increase the identifiability of n, fl , 
but does not significantly affect the other parameters, 
apart from adding some additional noise. Here the similarity of calibration response for both 
data and the multiplicative nature of the Bayes equation have combined to produce a more 
normally-distributed PPD, especially for the tail at low ncfl values. The consecutive addition of 
the SAR and air photo data also affects only the channel friction parameter. Curvature in the 
distribution at values of ncfl < 0.03 m"1 s is more pronounced and the inflexion observed in 
Figure 4.13c at ncfl = 0.045 m-113 s is now evident in Figure 4.14a. Inclusion of the surveyed 
water surface elevations has the most marked effect on the identifiability of channel roughness. 
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Figure 4.14 A posteriori parameter distributions (PPD) of sampled channel and floodplain friction 
parameters after conditioning on a combination of individual evaluations of all available 
observational data. Individual model performance measures have been combined using a form of 
the Bayes equation (Equation 4.4) according to the sequence in Table 4.4. The initial uniform 
distribution (UPD) is shown as a dashed black line. 
Model response is sharply-defined by the SAE measure (Figure 4.13e) as both under- and 
overpredicting parameter sets are penalised by the steep gradients within this particular 
parameter space. Whilst the final result is a well-constrained approximately normal distribution 
with a precise optimum (ncfl z 0.0375 m, 113 s), Figure 4.14a clearly highlights the diminishing 
influence of earlier 'updates' on the final PPD evaluated. However, this is a well-known and 
unavoidable consequence of successively applying Bayes equation (4.4) as part of any 
likelihood updating methodology (Beven, 2001 b). 
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Figure 4.15 Change in Shannon entropy measure, H, for the updating sequence in Table 4.4. H is 
maximised (-10.229) for the case of the uniform prior distribution (combination 0). To aid 
interpretation, the uniform rate of entropy reduction between combinations 0 and 5 is shown as a 
dashed line. 
Table 4.4 and Figure 4.15 show the reduction in global entropy as a result of this process, which 
here reflects the varying worth of additional observations at each updating stage. A comparison 
of the two graphs in Figure 4.15 indicates a steady decrease in entropy (and thus uncertainty) 
with each additional 'update', although relative changes are appreciably larger for the first 
instance of particular data type (e. g. inundation extent in combination 3 and distributed water 
level points in combination 5). That the second bulk flow time series or flood extent map does 
not produce the same decrease in H is a reflection of the broad similarity of sensitivity 
behaviour evaluated for each data type. Nevertheless, although they essentially contain the 
same type of parameter conditioning information, multiple similar observations are still of 
considerable value for 'confirming' (or otherwise) the location and uniqueness of performance 
maxima within the updated parameter space. 
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4.4.2 Lower River Severn, UK 
In the previous section, multiple observations have been used, both singularly and in 
combination, to calibrate a spatially-distributed flood inundation model of the January 1995 flood 
event that occurred on the River Meuse. It was seen that, although the LISFLOOD-FP model 
applied to these data produced a well-defined and identifiable response with respect to channel 
friction in all cases, floodplain roughness remained totally unconstrained within the prior ranges 
specified for each land use class regardless of the calibration data used. Whilst each of the 
Meuse data sets quantify some aspect of the hydraulic behaviour in the real case (i. e. bulk flow, 
distributed maximum water levels), the four airborne SAR (ASAR) scenes acquired for the 
Upton reach of the River Severn should provide much better scope for calibrating/validating the 
dynamic predictions of distributed flow depth and inundation extent derived from hydraulic 
models. Moreover, use of this unique multi-temporal data set offers an excellent opportunity to 
more robustly assess the representation of floodplain wetting and drying within the LISFLOOD- 
FP code and thus potentially identify any unrealistic model behaviours that may be contributing 
to the poor dynamic performance observed in previous studies (e. g. Halcrow/HR Wallingford, 
2004). 
Predictions of inundation depth were obtained coincident with the ASAR image acquisitions and 
were converted to binary flood maps using a depth threshold of 0.1 m. Figure 4.16 shows the 
F" measure of fit (Equation 4.2) used to compare the ensemble of model predictions with the 
respective ASAR observation. Model performance is highest at the flood peak on 8 November 
(F`'' = 0.875), but drops progressively during the recession limb of the hydrograph. However, 
best fit simulations on the 17th are still relatively accurate (F"' - 0.64), almost certainly 
reflecting the improved ability of the high-resolution ASAR system to map the increasingly 
compartmentalised inundation on the floodplain. 
In the absence of suitable parameterisation data, single values were used for the channel (nah ) 
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Figure 4.16 Dotty plots of the F"' performance measure used to compare model predictions of 
inundation extent with the shorelines derived from each ASAR scene, in terms of sampled channel 
and floodplain friction parameters. 
and floodplain (nf, ) friction coefficients (although previous evidence would suggest that there is 
little tangible benefit to be gained by adopting a more disaggregated approach to friction 
calibration). Model response is very similar to that observed in the Meuse case. Sensitivity is 
dominated by the channel friction parameter which exhibits a single, precisely-defined optimum, 
whilst good (and bad) simulations are evident across the whole range of floodplain roughnesses 
sampled. There is also negligible indication of any interaction between the channel and 
floodplain friction parameters. However, the calibration response of nch is shown to be non- 
stationary in time, with a steady divergence of the well constrained posterior distribution 
evaluated on 8 November (Figure 4.16a) as the event progresses. The subsequent modification 
of these distributions is such that it may be necessary to reconsider the prior range of n., in 
future calibration experiments. For example, a probable bimodal response on 17 November 
(Figure 4.16d) is insufficiently resolved by the current sampling strategy. 
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The transitory nature of optimal nch values and observed decline in model performance over 
the course of the event almost certainly indicates errors in the applied model and/or the generic 
LISFLOOD-FP code. In the Upton application these errors relate primarily to the inadequate 
simulation of floodplain de-watering, but likely result from a number of interrelated factors. 
Whilst limitations in the model parameterisation, such as the presence of unaccounted-for 
structures on the floodplain (e. g. culverts and drainage ditches), will be significant, more basic 
errors in the model structure may also be to blame. For example, important hydrological 
processes (e. g. infiltration) may be significant for this reach/event yet are neglected in the 
hydraulic model. Alternatively, the (mis)conception/application of a simplified inertia-less model 
for simulating dynamic floodplain inundation may also be responsible in this case. 
The change in posterior channel friction is also reflected in the rescaled likelihoods of Figure 
4.17 and the Shannon entropy measures evaluated for each prediction/observation combination 
(Table 4.5). With each additional observation values of H are seen to increase, signifying more 
uncertainty/imprecision of model parameters. In this instance, however, H may be less a 
reflection of the worth of each ASAR image, and more an indicator of the increasing problem of 
reconciling prediction and observation across the ensemble as the event progresses. 
RCMP maps can be constructed from the rescaled likelihoods using Equation 4.6 and these 
are shown in Figure 4.18, along with the respective inundation shoreline. Due to an unavoidable 
trade-off between swath width and spatial resolution (swath width is limited to -2 km at 1.2 m 
ground resolution), the ASAR data shown in Figures 4.4 and 4.18 do not fully encompass the 
active floodplain. Whilst models cannot be evaluated explicitly in areas without ASAR coverage, 
predictions are implicitly conditioned on observations elsewhere in the reach as part of the RCM 
mapping process. RCMP values can thus be used to infer an appropriate degree of confidence 
for model predictions in these unobserved areas (unless the model is wrong in all cases). 
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Figure 4.17 Dotty plots of performance measures rescaled using Equation 3.15. The effect of 
rescaling is only shown for the channel friction parameter. 
At time of the first ASAR acquisition (Figure 4.18a), the results show a reasonably distinct flood 
outline with little of the blurring or spatial heterogeneity evident in Figure 4.11. The observed 
flooded region on 8 November is substantial and well-defined by the constraining floodplain 
topography with negligible under- or over-prediction and little uncertainty. Where uncertainty 
does occur, it is largely confined to low-lying areas above the active floodplain and several 
minor tributary networks in which the upstream extent of backflooding is controlled by water 
levels in the main channel (and thus implicitly nch ). 
As the floodplain de-waters and the water level in the main channel drops, the floodplain 
inundation becomes increasingly partitioned. By the time of the second image on 14 November 
the inflow discharge has fallen by 53% from its peak to 312 m3 s'. The embankments on either 
Table 4.5 Shannon entropy measure, H, based on the rescaled a posteriori likelihoods evaluated 
for each available ASAR observation. H is maximised (-r8.644) for the case of the uniform prior 
distribution. 
Observational data H 
ASAR (08/11) 8.245 
ASAR (14/11) 8.373 
ASAR (15/11) 8.466 
ASAR (17/11) 8.475 
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side of the channel are now dry along the majority of the reach, indicating that the floodplain 
flow is largely disconnected from flow in the channel (see Figure 4.4b). Connectivity between 
the river and floodplain still exists in several places, but these become increasingly limited as 
water levels fall in the main channel. Despite the discharge decreasing below bankfull after the 
14t", a substantial area of the floodplain remains inundated, indicating that flood water takes a 
considerable time to return to the channel and drain from the reach. The final two images, 
acquired on 15 and 17 November (Figures 4.4c and 4.4d respectively), show increasing 
compartmentalisation of the floodplain water, with hedges emerging from the water surface 
along field boundaries. 
Whilst it can be seen from Figure 4.18 that the model is able to satisfactorily reproduce the 
general patterns of floodplain de-watering, the detail of local drainage is poorly described. This 
is evidenced by RCM, values 1 (i. e. always predicted wet by the model) accorded to areas 
observed as dry in the ASAR data, thus indicating a very certain but incorrect set of model 
predictions at these locations. That the model is clearly wrong in all ensemble members may 
result from errors in the representation/parameterisation of drainage control structures (e. g. 
channels and culverts) and/or errors in the model structure, both of which may be difficult to 
assess without further detailed investigation. Moreover, these erroneous evaluations highlight 
the considerable opportunity for serious misinterpretation of the RCM, statistic. Although the 
extent to which area-based measures of fit, such as F"', penalise model-data discrepancies 
is dependent on the relative number of correct flooded predictions (i. e. MD, ), poorer 
performing simulations will always be graded accordingly. Yet despite the fact the poor 
predictions are given a low F (O) or L (E)) weight, if the model always predicts these pixels 
as inundated (for whatever reason) they are accorded a very high RCMP value due to the 
rescaling denominator of Equation 4.6. As such, it should perhaps be clarified more explicitly 
that RCMs provide only a reflection of uncertainty in the modelling process (i. e. 
conceptualisation, construction and calibration) rather than that of the real physical system. 
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Figure 4.18 Relative confidence maps of predicted inundation, RCMP , using the rescaled F"' 
performance measures for the full Monte Carlo ensemble conditioned on each ASAR scene. A 
contiguous flood shoreline can be extracted from each ASAR observation and is also shown (red). 
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Figure 4.18, therefore, demonstrates the need to treat inferred RCM values with caution and 
evaluate their utility on a case-by-case basis, particularly if the local hydraulic response is 
known/observed to be highly variable in other parts of the reach. 
The first clear evidence of gross unphysical behaviour within the model is also produced in 
Figure 4.18. Despite falling water levels in the main river channel, the backflooding of tributaries 
continues to occur and further inundate the surrounding low-lying areas. This is particularly 
obvious in the tributary network centred on x= 5000, y= 6500. That the simulated inundation 
front advances rather than recedes during the flood recession is indicative of a fundamental 
failing to adequately model basic wetting/drying processes. It is known that flow conveyance on 
the floodplain may, in part, be controlled by the flux limiter applied to suppress numerical 
instabilities (Equation 2.17), although based on the evidence of Figure 4.18, its impact on the 
solution development has perhaps been underestimated previously. Whilst its effect is 
minimised for shallow flows and/or by choosing a small time step/large grid resolution (neither of 
which is the case here as At =5s and Ax = 18 m), it is clear that a better understanding of its 
influence on dynamic model predictions is required, ideally in a more controlled environment 
without the presence of interpretive equifinalities typically associated with real-world data. 
The broad response to likelihood updating is very similar to that observed in Figure 4.14, with 
channel friction becoming significantly more identified with each successive addition of ASAR 
data (Figure 4.19). Although the use of rescaled likelihoods (rather than absolute F`", values) 
has concealed the obvious deterioration in model fit shown in Figure 4.16, it has allowed 
regions of approximately optimal model performance to be superimposed, creating a very well- 
constrained normal PPD. The multiplicative nature of the Bayes equation also implicitly 
accounts for the non-stationary location of best fit nah values within the parameter space. As in 
Figure 4.14, the floodplain friction parameter remains unresolved by the updating methodology, 
reflecting only the histogram construction process rather than any identifiable calibration 
response. 
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Figure 4.19 A posteriori parameter distributions (PPD) of sampled channel and floodplain friction 
parameters after conditioning on a combination of individual evaluations of all available ASAR 
data. Individual model performance measures have been combined using a form of the Bayes 
equation (Equation 4.4) according to the sequence in Table 4.6. The initial uniform distribution 
(UPD) is shown as a dashed black line. 
The reduction in entropy (or increase in likelihood conditioning) as a result of the updating 
process is shown in Table 4.6 and Figure 4.20. Whilst the observed decrease in H can be 
mostly attributed to data acquired on 8 and 14 November, the two later images are still 
significant for consolidating behavioural parameter estimates. The limited influence of 
combination 3 reflects the similarity of calibration response between Figures 4.17b and 4.17c. 
4.5 Conclusions and recommendations 
This chapter has sought to develop methods for assessing the relative utility of different 
observational data types for the calibration of distributed floodplain inundation models. The 
availability of multiple measurements of complex hydraulic variables (e. g. bulk flow, flood extent 
and local water levels) has also provided unprecedented scope to more robustly assess the 
dynamic performance of the LISFLOOD-FP code in real-world applications. 
0.035 0.02 
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Table 4.6 Updating sequence of likelihood measures associated with individual evaluations against 
available ASAR observations calculated using the form of Bayes equation expressed In Equation 
4.4. The change in Shannon entropy measure, H, based on the rescaled a posteriori likelihoods is 
also shown. 
Combination Observational data, YH 
0 (UPD) Uniform prior distribution 8.644 
1 ASAR (08/11) 8.245 
2 ASAR (14/11) 8.021 
3 ASAR (15/11) 7.947 
4 ASAR (17/11) 7.826 
For a 30 km reach of the River Meuse below the gauging station at Borgharen a benchmark 
data set for the January 1995 flood event was assembled consisting of hydrometric data at the 
model boundaries and one internal measurement point, air photo and SAR images of flood 
extent and a post-event survey of 36 maximum water levels. A second data set comprising four 
airborne SAR scenes of flooding in November 2000 was acquired for a 16 km reach of the lower 
River Severn around Upton-on-Severn. Appropriate performance measures were identified for 
each data set and evaluated for multiple realisations of the two LISFLOOD-FP models. The 
simulations differed in terms of lumped friction coefficients assigned to the channel and 
floodplain areas, which were further disaggregated according to available land use data in the 
Meuse case. This resulted in parameter spaces of six- and two-dimensions for the Meuse and 
Severn respectively that were sampled randomly within Monte Carlo ensembles of 1200 and 
400 members. Comparison and combination of the various model evaluations was then 
conducted to investigate (i) the uncertainties associated with the simulation of various 
distributed hydraulic variables and (ii) the reduction in uncertainty over effective parameter 
specification afforded by particular data sources and combinations of data sources. The 
analysis also provided clear opportunities to better identify unrealistic model behaviours that 
may be contributing to the poor dynamic performance observed in a number of studies (e. g. 
Horritt and Bates, 2001 a; Werner, 2004; Halcrow/HR Wallingford, 2004). 
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Figure 4.20 Change in Shannon entropy measure, H, for the updating sequence in Table 4.6. H is 
maximised (-8.644) for the case of the uniform prior distribution (combination 0). For context, the 
uniform rate of entropy reduction between combinations 0 and 4 is shown as a dashed line. 
The preceding work has highlighted several important points. First, whilst previous research has 
highlighted the utility of flood extent data in constraining model predictions, this chapter has 
shown that the evaluation of internal predictions of free surface elevation also offer considerable 
potential for reducing uncertainty over effective parameter specification. Channel friction was 
shown to be well-identified by all data types, whereas floodplain roughness coefficients proved 
singularly unidentifiable and non-unique in every instance. Calibration response to particular 
data also reflected the physical characteristics of each reach, in particular the extent to which 
lateral flows were constrained by flood defences or natural topography. In situations where 
observed shorelines can no longer be considered satisfactory approximations to the zero water 
depth contour, distributed measurements of water surface elevation would appear to be most 
useful for grading the outputs of spatially-distributed flood models. 
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Second, the analysis has shown the RCM mapping process to be an appropriate tool for 
investigating the uncertainty manifest in model predictions. By analysing model performance at 
the pixel or time step level, local sensitivities and behaviours observed in the model space can 
be viewed within the wider context of the whole ensemble of predictions. For example, in Figure 
4.8, model performance is clearly different for high (good) and low (poor) flows and this allowed 
a number of potential causes to be speculated on. This empirical knowledge can then be used 
to inform the interpretation of other uncertain model variables, such as inundation extent (Figure 
4.11). Moreover, where observations are unavailable, RCMs may confer an appropriate degree 
of confidence in model predictions at unmeasured space/time locations. However, it has been 
shown here that the reliability of inferred RCM values is not universal, especially when local 
hydraulic response is known/observed to be highly variable. Whilst RCM 'probabilities' are open 
to serious misinterpretation in spaces/times where the model is always wrong, where this is 
known to be the case, these erroneous evaluations may potentially indicate more fundamental 
problems with the applied model and/or the underlying numerical code. These can then be 
redressed as part of the iterative cycle of model development and application (Sargent, 1982; 
Howes and Anderson, 1988). 
Lastly, a simple quasi-Bayesian approach to updating model performance weights (or 
likelihoods) has proved satisfactory for reconciling the different individual calibrations within the 
respective parameter spaces. The sequential conditioning of a posteriori parameter distributions 
and the subsequent improvement in channel friction identifiability at each stage have clearly 
demonstrated the value of multi-variable/site measurements in the model evaluation process. In 
addition, by using a multiplicative formulation, such as the Bayes equation (4.4), a more 
consistent or 'confirmed' estimate of model parameters is typically obtained (unless all models 
are assigned zero weight). Should this situation arise, either a better model or less stringent 
evaluation criteria is required. Although the Shannon entropy was not found to be a particularly 
sensitive measure in this instance, the ability of combined data to reduce the global entropy (or 
uncertainty) across the respective simulation ensembles was also examined. An updating 
process using increasing amounts of information has been shown here to lead to a monotonic 
decrease in likelihood uncertainty, although in many environmental applications this may not be 
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the case due to irreconcilable differences between model(s) and data. Here data-model 
commensurability stems from the fact that all observations are of water level or approximations 
to water level. 
Parameter/likelihood uncertainty can also be reduced by rejecting non-/less-behavioural 
simulations from the ensemble (as for example in Chapter 3). However, such approaches are 
considerably more difficult to apply in multi-criteria analyses. One obvious problem is that while 
rejection may lead to decreased parameter uncertainty for single observations, conversely it 
may result in PPDs so constrained as to be incompatible between data sets (i. e. multiple 
discrete optima). There is also much debate surrounding the definition (or even existence) of 
appropriate rejection criteria - e. g. how to threshold a continuous numerical performance 
measure to reject 'unphysical' simulations? As such, in this preliminary investigation of multi- 
observation calibration, consistency of the data has been ensured by rejecting the rejection 
approach. Future research should therefore examine the significance of rejection in models 
conditioned in uncertainty analysis frameworks in order to define criteria that are physically 
sensible and allow the combination of multiple different data sets in a consistent fashion. 
The most common criticism of the GLUE methodology applied here is that it does not 
distinguish between the effects of errors in the data inputs, the errors in the model structures 
(including parameter uncertainty), and real measurement errors in the outputs. As such, it 
assumes that all uncertainty in the input-output representation of the model is attributed to 
parameter uncertainty and that the nature of the errors in prediction will be 'similar' to that in the 
evaluation period (Beven, 2004). Whilst this has been accepted here as the notion of 
consistency, the present study (along with many others) has demonstrated that the process of 
estimating effective model parameters is highly sensitive to errors in the conditioning data, 
which will be difficult to identify/quantify a priori. For example, in Figure 4.13, it can be seen that 
the air photo data produces a much smoother calibration response than the coincident SAR 
image, which reflects the different quality and processing strategy of the two data. Differing 
response to similar data may also be considered an example of model overfitting to uncertain 
data and highlights the importance of appreciating the non-error free nature of observations. 
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Errors in observations were taken into account by Horritt and Bates (2002) in an uncertain 
classification procedure that led to more consistent results between data sets with different 
accuracies. Other studies have applied traditional statistical error models (e. g. white Gaussian 
noise) in an attempt to disaggregate the various sources of uncertainty in complex 
environmental problems (e. g. Thiemann at al., 2001; Kavetski at al., 2003; Vrugt at al., 2005). 
Unfortunately, many of the necessary assumptions (e. g. that of a perfect model) are unrealistic 
and difficult to justify in practice (Beven and Young, 2003). Further significant advances in 
calibration methodologies are clearly required and should therefore focus on developing explicit 
treatments of input, output, and model structural error which are acceptable to both 
experimentalists and modellers within the hydrological community. Only then will real progress 
be made on their reduction. 
Chapter 4 has also identified a number of physically implausible model behaviours that cannot 
(solely) be attributed to problems of modelling real-world data. These can be summarised as: 
(i) Total insensitivity to floodplain friction, even as part of an interacting set of 
calibration parameters as seen in Chapter 3. 
(ii) Physically-unrealistic simulation of flood wave conveyance, as evidenced by 
Figures 4.8 and 4.11. 
(iii) Physically-unrealistic simulation of floodplain wetting and drying, as evidenced by 
Figure 4.18. 
Despite the availability of multiple different data types, it is clear that a conventional approach to 
model assessment (i. e. focussed on replicating hydraulic observations through calibration) is 
inappropriate for elucidating serious deficiencies within this type of distributed model structure. 
Instead, what is required is a structured sequence of numerical experiments that are simple 
enough to isolate specific aspects of model behaviour but complex enough to provide a rigorous 
test of the model code. These will allow the (spurious) effects of numerical techniques to be 
assessed in isolation from additional sources of uncertainty, such as friction parameterisation, 
boundary conditions, bed topography and inaccurate process representation, which all affect 
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model output. In Chapter 5, an improvement to the existing model structure is proposed and 
tested within a verification framework to determine whether a modified LISFLOOD-FP model 
has more potential to be considered a 'fit for purpose' tool for simulating dynamic floodplain 
inundation. 
Moreover, this research should also provide the clearest distinction between the two competing 
hypotheses regarding the poor performance of LISFLOOD-FP outlined in Section 2.4.1. Whilst 
some of these negative assessments are undoubtedly the result of application errors (e. g. 
incorrect specification of initial conditions or representation of floodplain drainage conduits), it 
seems increasingly likely that a number of fundamental limitations within the model code must 





An adaptive time step solution for explicit 
storage cell models 
Chapters 3 and 4 have applied various different data and methodologies to the problem of 
calibrating spatially-distributed flood inundation models. During model calibration, hydraulic 
roughness parameters are adjusted in such a way that the behaviour of the model 
approximates, as closely and consistently as possible, the observed response of the physical 
system over some historical period of time (e. g. a single flood event). Simplified, conceptual- 
type models, such as LISFLOOD-FP, contain effective parameters that are related to 
aggregated hydraulic process descriptions, which cannot, in general, be determined from the 
physical characteristics of the reach under consideration. In more physically-based models, 
such as TELEMAC-2D (Hervouet and Van Haren, 1996) and TUFLOW (Syme, 1991), model 
parameters should, in principle, be more assessable from field data. In practice, however, 
predetermination of model parameters at each computational grid point is not possible due to 
scaling problems (i. e. differences between the measurement scale, model grid scale, and the 
scale at which the basic algorithmic process descriptions are derived) as well as experimental 
constraints. Thus, all spatially-distributed models, regardless of their physical/conceptual basis, 
require calibration against a historical record of input-output data. 
However, as the process of estimating model parameters introduces uncertainty in the variables 
predicted, the previous work has sought to identify, to characterise and, ultimately, to reduce the 
uncertainty in both model parameters and outputs using a variety of GLUE-based techniques 
(e. g. relative confidence measure mapping, model rejection and Bayesian updating). In addition 
to their application for improved parameter/output identifiability, these methods have also 
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provided an opportunity to more robustly assess the performance of the LISFLOOD-FP code in 
practical situations. Despite the well-documented problems of establishing model credibility in 
the presence of equifinality (Seven and Freer, 2001; Seven, 2001,2002), model incredibility is 
more easily demonstrated. As summarised in the concluding remarks of the previous chapter, a 
number of unphysical model behaviours were observed in Chapter 4 that (probably) arise from 
limitations inherent in the model structure. It is known that flow conveyance on the floodplain 
may, in part, be controlled by a flux limiter (Equation 2.17) applied to suppress instabilities in the 
explicit numerical solution. However, what is not known, or perhaps has been underestimated 
previously, is the extent of its influence on the development of time-dependent model variables. 
It is also apparent from Chapters 3 and 4 that a precise diagnosis of model structure 
deficiencies is very difficult using real-world data. In other words, heterogeneities and 
uncertainties that typify natural cases will most likely preclude any definitive judgements about 
causes and effects being made. Thus recourse is often made to analytical solutions for model 
testing. These involve use of a reduced form of the governing equations for a simplified problem 
(e. g. a beach run-up or dam-break scenario) in order to develop analytical expressions for all 
dependent variables (e. g. Horritt, 2000b, 2002). A class of known solutions may therefore be 
obtained through careful and systematic manipulation of model boundary conditions (after 
Lynch and Gray, 1980). 
In this chapter, model verification against analytical solutions is used to assess more objectively 
the impact of Equation 2.17 on simulations from the original LISFLOOD-FP code (Bates and De 
Roo, 2000). Moreover, these numerical tests should provide new insight into the scaling 
behaviour of the existing model, particularly with respect to grid cell size and time step, and help 
resolve discrepancies presented in earlier published results. To overcome the previously 
identified problems of the existing code, a novel solution that dispenses with the flow limiter is 
also proposed, developed and evaluated within the same framework. It is hoped that through 
the research presented here, we may finally reconcile the contrasting hypotheses concerning 
the poor dynamic performance of LISFLOOD-FP often observed in applied situations (e. g. 
Horritt and Bates, 2001 a, 2002; Werner, 2004; Halcrow/HR Wallingford, 2004). 
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5.1 Introduction 
5.1.1 Numerical solution schemes 
Raster-based storage cell codes, such as LISFLOOD-FP, solve a continuity equation relating 
flow into a cell and its change in volume: 




and a simplified momentum equation for each direction where flow between cells is calculated 
according to Manning's equation (only the x direction is given here): 
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where k' is the water free surface height at the node 
(i, j), Ax and Ay are the cell 
dimensions, n is the Manning's friction coefficient, and Qx and Qy describe the volumetric 
flow rates between floodplain cells. QY is defined analogously to Equation 5.2. The flow depth, 
hfl,,, represents the depth through which water can flow between two cells, and is defined as 
the difference between the highest water free surface in the two cells and the highest bed 
elevation. These equations are solved explicitly using a finite difference discretisation of the 
time derivative term: 
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where `h and `Q represent depth and volumetric flow rate at time t respectively, and At is 
the model time step. Dependent variables h and Q are therefore computed directly in terms of 
known quantities at the previous time step. 
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In order to maintain solution stability/accuracy, explicit methods require a time step size that 
limits the advance of the inundation front to less than one computational cell per time step (i. e. 
the Courant condition of Equation 2.16). Although strictly applicable only to advective now 
models, this restriction is related to the fact that most difference equations involve quantities 
from neighbouring cells only (as in Equation 5.3). Therefore, a water wave that propagates 
further than one cell in one time step would then be moving into regions that have no defined 
influence on the flow field. Not only is this physically unrealistic, it also leads to numerical 
instability. 
Storage cell models can also be solved using implicit numerical methods. In contrast to an 
explicit approach, dependent variables in an implicit scheme are additionally evaluated in terms 
of unknown quantities at the new time step t+ At, and use either a matrix or iterative 
technique to obtain a solution. These methods couple together all cells within the solution 
domain which allows flow behaviours to be transmitted through the entire model grid. The price 
for this communication between distantly located cells is increased model complexity and 
computational cost. However, these are minimal disadvantages for several reasons: 
(i) Implicit schemes allow much larger time steps (potentially in the order of hours) more 
compatible with the slow evolution of flood events over inundated plains. 
(ii) Implicit schemes ensure the unconditional stability of the solution. 
(iii) Current computer speed and storage memory specifications render such cost 
considerations largely obsolete. 
Implicit algorithms for irregular storage cell models have been integrated into operational and 
commercial software used and marketed since 1976 by Wallingford Software (ISIS system), 
WLIDelft Hydraulics (SOBEK system) and SOGREAH (CARIMA system). All algorithmic and 
computational details have been published several times, most notably in Cunge et at (1980). 
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The choice of an explicit solution method for LISFLOOD-FP can be traced back to its initial 
coding (Bates and De Roo, 2000) within a dynamic GIS environment using the high-level 
programming language, PCRASTER (Van Deursen and Wesseling, 1996). As such, it is felt that 
rather than simply applying an appropriate implicit treatment to the controlling equations, any 
developments to the LISFLOOD-FP code should seek to retain and enhance the present explicit 
formulation. There are several reasons for this. Explicit methods: (i) are simple to program; (ii) 
are less computationally demanding; (iii) allow straightforward (re)integration of dynamic models 
within a GIS; and (iv) are worthy of further research effort given the current preponderance of 
explicit spatially-distributed hydraulic models (e. g. Bates and De Roo, 2000; Coe et al., 2002; 
Coulthard et al., 2002; Dhondia and Stelling, 2002; Thomas and Nicholas, 2002; Venere and 
Clausse, 2002; Bradbrook et al., 2004). 
5.1.2 A brief history of LISFLOOD-FP 
In early tests of the LISFLOOD-FP code calibration-validation data consisted, at best, of single 
'snapshot' images of near-maximum flood extent derived from air photo data and satellite-borne 
synthetic aperture radars (Bates and De Roo, 2000; Horritt and Bates, 2001b; Dawson et al., 
2003; Wicks et al., 2003). Bates and De Roo (2000) and Horritt and Bates (2001b) additionally 
tested the raster-based storage cell model alongside a full-2D finite element model and a non- 
hydrodynamic planar approximation to the water free surface (in effect not a model at all). In all 
cases LISFLOOD-FP equalled or outperformed the alternatives when simulations of inundation 
extent were compared, even when the grid resolution was comparable. 
Despite their ability to successfully replicate single data items, the simplifying assumptions 
made in the development of storage cell codes have led to a number of theoretical and practical 
constraints to their usage (see Section 2.4). Moreover, a number of studies which have 
evaluated different approaches to the reach scale inundation modelling problem have shown 
that the present version of the LISFLOOD-FP model is not without its limitations (Horritt and 
Bates, 2001 a; Horritt and Bates, 2002; Halcrow/HR Wallingford, 2004; Werner, 2004). Firstly, 
Horritt and Bates (2001a) demonstrated that the model could not be calibrated to simulate 
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acceptably both flood wave travel time and inundated area for a single set of effective 
parameter values. While the model is capable of reproducing adequately either data set 
independently, the optimal calibrations occur in different parts of the parameter space. 
Secondly, the model is lacking in any meaningful sensitivity to values of floodplain friction 
parameters specified (Horritt and Bates, 2002). While this result is common in both explicit and 
implicit (e. g. Romanowicz and Beven, 2003) formulations of storage cells schemes and is in 
agreement with the hypothesis of Cunge et al. (1980) - that the floodplains act primarily as 
additional storage, while the main body of the wave is transported by the main channel - it 
should not be overlooked as a potentially erroneous artefact of the 'flux-limited' model structure 
(and implicitly the flow processes represented therein). Thirdly, and most significantly, when 
applied without calibration (i. e. single-realisation deterministic mode), LISFLOOD-FP can be 
shown to underpredict markedly both the spatially-distributed (i. e. inundation extent, flood 
depths) and bulk (i. e. wave volume, travel time) flood characteristics within the domain when 
compared with other modelling approaches (e. g. Werner, 2004). 
As Chapters 3 and 4 have demonstrated, these behaviours cannot be attributed solely to the 
data and methods used to develop and evaluate applied flood inundation models. 
Consequently, it is obvious that improvements must also be made to LISFLOOD-FP in order to 
redress this lack of sensitivity to floodplain friction and enhance the simulation of physically- 
realistic floodplain conveyance and, in particular, the propagation and recession of the 
inundation front. Furthermore, it is clear that model verification and validation focussed on 
replicating single satellite observations of inundation extent through calibration is inappropriate 
for elucidating serious deficiencies within this type of model structure. For example, explicit 
treatments of the wetting process have recently been proposed and developed for raster 
storage cell models (e. g. the %wet parameter of Bradbrook at al. (2004)) but their relative 
effect can not readily be discriminated by traditional validation strategies using real-world data. 
Instead, what is required is a structured sequence of numerical experiments that are simple 
enough to isolate specific aspects of model behaviour but complex enough to provide a rigorous 
test of the solution. 
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In the next section (5.2), we seek to resolve the identified structural problems of LISFLOOD-FP 
using a novel approach based on theoretical considerations of model stability. Section 5.3 
describes a sequence of increasingly complex numerical tests designed to provide an 
appropriate and rigorous comparison of the proposed developments alongside the original 
model code. Results and discussion are then presented on the relative performance of the two 
model structures during the verification process (Section 5.4). The chapter concludes with a 
review of the preceding work that (hopefully) better enables more definite statements to be 
made regarding the two competing hypotheses outlined in Section 5.5. A number of directions 
for future research are also outlined. 
5.2 Development of an adaptive time step numerical scheme 
for explicit storage cell codes 
Explicit numerical models are inherently unstable (Cunge et al., 1980). In the original 
LISFLOOD-FP model the choice of time step was made by the user, and a process of trial and 
error was required in order to achieve stable solutions with the explicit scheme used. This is not 
straightforward, because as the following analysis shows, stability depends on water depth, free 
surface gradients, Manning's n and grid cell size. The optimal time step (large enough for 
computational efficiency, small enough for stability) thus varies in both space and time. Use of 
too large a time step results in 'chequerboard' oscillations in the solution which rapidly spread 
and amplify, rendering the simulation useless. Ironically, these oscillations occur most readily in 
areas with small free surface gradients, where we might expect obtaining a solution to be 
easiest. For this reason, a flow limiter was found to be required in order to prevent instabilities in 
areas of very deep water, by setting a maximum flow between cells. This flow limit was fixed so 
as to prevent 'over' or 'undershoot' of the solution, and is a function of flow depth, grid cell size 
and time step: 
exey h', ' _ .j 
(5.4) 
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This value is determined by considering the change in depth of a cell, and ensuring it is not 
large enough to reverse the flow in or out of the cell at the next time step (Figure 5.1). This 
limiter replaces fluxes calculated using Manning's equation with values dependent on model 
parameters, and hence when the flow limiter is in use floodplain flows are sensitive to grid cell 
size and time step, and insensitive to Manning's n. Its effect can be minimised by choosing a 
small time step or large grid cells, but this means model results will not be invariant with respect 
to changing time step or resolution. Anecdotal evidence from developers of other storage cell 
codes indicates that the majority include a similar condition (e. g. Coulthard at al., 2003; 
Bradbrook at al., 2004; A. P. Nicholas, personal communication; R. J. Romanowicz, personal 
communication). 
Many inundation problems are time-dependent, and therefore some form of adaptive time 
stepping scheme would seem appropriate to ensure numerical stability for shallow water flows 
over complex topography. Various simple methods can be developed in conjunction with the 
flow limiter of Equation 5.4. For example, Werner (2004) developed a LISFLOOD-FP type code 
with an adaptive time step that decreased recursively by a factor of 2 whenever the flow limiter 
was invoked. Other number series can also be used to accelerate the search for a stable time 
step (e. g. a harmonic sequence of step sizes). In Figure 5.2, the evolution of the model time 
step during the floodplain 'wetting' test described in Section 5.3.1 is shown for two such 
schemes. Whilst it can be seen that both models diverge rapidly from the user-specified value of 
At, as the simulation progresses, solution development is seen to be increasingly dependent 
on the initial specification of the time step parameter. Although this does not significantly affect 
the computed water surface profiles (not shown), it can have a significant detrimental impact on 
simulation run-time. 
An alternative, more sophisticated approach is to use a time step based on theoretical 
considerations of model stability, analogous to the Courant-Friedrichs-Levy condition for 
advective flows. Here we use an analysis of the governing equations and their analogy to a 
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Figure 5.1 Illustration of chequerboard oscillations between two adjacent cells. (a) At end of time 
step t, the level in cell i, j has for the first time risen above that of cell i -1, j. (b) At the end of 
time step t+ At, the discharge from i, j to i -1, j should be equal to zero as the levels in each 
cell are equal (i. e. h'-'°' = hi). (c) However, an oscillation begins to develop as a result of the low 
free surface gradient between the two cells (i. e. h'-'" s+ h'"" ) and, at the end of time step t+ At , the 
discharge from i, j to i -1, j causes the level In i -1, j to jump too high. This will result In an 
erroneous flow reversal at time step t+ 2At . (d) At the end of time step t+ 
2At, the level In i -1, 
j has caused a large discharge toward i, j, whose level rises too high and causes a second 
successive flow reversal. These oscillations develop rapidly and spread, destroying the solution. 
diffusion system to calculate the largest stable time step. Equations 5.1 and 5.2 are essentially 
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Figure 5.2 Evolution of time step in simple schemes that adapt when the flow limiter of Equation 
5.4 is invoked. User-specified time step is decreased by (a) a factor of 2 as in Werner (2004) and (b) 
a harmonic sequence of step sizes. 
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where V V. q represents the divergence of flow (i. e. net flow influx/efflux over a grid cell) and qx 
and q}, are components of the flow per unit width. Formulating the problem in terms of free 
surface elevation and flow depth (rather than bed elevation) allows an easier analysis of the 
magnitude of the terms of the equation, as variations in bed elevation and depth tend to cancel 
in areas of standing water where stability problems arise. Equation 5.6 also differs from the 
usual definition of Manning's equation in 2D shallow water models in that the two components 
are decoupled, but this has been found to have negligible effect on model predictions in practice 
(Horritt and Bates, 2001 b). The sense of the flow is determined by whether the free surface 
gradient is positive or negative. Combining Equations 5.5 and 5.6 we obtain: 
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The terms with the second spatial derivatives make up the diffusion part of the equation, and 
will dominate when free surface gradients are small and stability problems are likely to arise. 
The solution is unlikely to mirror the behaviour of classical diffusion problems since the diffusion 
coefficient, (x, varies in space and time, and is anisotropic, but we can use the analogy to 
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and its explicit discrete counterpart on a square grid (subscripts are spatial grid locations, 
superscripts time): 
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At equality, h, ', terms in Equation 5.9 cancel, and it becomes the well known Jacobi relaxation 
approach to the solution of Laplace's equation, where the value at a node is iteratively replaced 
by the mean of neighbouring values. This would imply that an optimal time step for the hydraulic 
model at a specific location is given by: 
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We thus arrive at an expression for the time step similar in form to that used by Werner (2004) 
but larger by a factor of 2. In Werner (2004) the time step was set to allow small chequerboard 
oscillations to decay down to a flat free surface, whereas in this analysis we counter the build up 
of these oscillations directly, and hence can use a larger time step. A scheme that uses this 
criterion can be implemented by searching the domain for the minimum time step value and 
using this to update h. The time step will thus be adaptive and change during the course of a 
simulation, but is fixed in space at each time step. 
A problem with this approach is that there is no lower bound on the time step. As free surface 
gradients tend to zero (standing water), a tends to infinity and hence the time step also tends 
to zero. Furthermore, as flow reverses during the transition between the wetting and drying 
phases, the time step is driven to zero, causing the model to 'stall'. For a fully dynamic model, 
some way of dealing with the situation where surface gradients tend to zero is required. This is 
avoided by introducing a linear scheme that is applied to cells where free surface elevations in 
neighbouring cells differ by less than a specified threshold, k, (Gunge et al., 1980). The flow 







with a similar expression for qy. For cells where this linearised flow equation is applied, an 
equation similar to Equation 5.11 above is used to determine the time step. 
Finally, it is hereby acknowledged that the development of the new adaptive time step (ATS) 
formulation of LISFLOOD-FP was carried out with the assistance of Dr Matt Horritt, Department 
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of Civil Engineering, University of Bristol. Dr Horritt assisted primarily with the mathematical 
considerations of the ATS method, but also advised on the numerical implementation. 
5.3 Known solutions for model testing 
To assess model performance effectively, we require a structured sequence of numerical 
experiments that are simple enough to isolate the effect of the algorithm being studied but 
complex enough to provide a rigorous and realistic test of the model. Analytical solutions of the 
governing equations have been shown to provide rigorous tests of finite element model 
performance (e. g. Horritt, 2000b, 2002), and allow the effects of numerical techniques to be 
assessed in isolation from additional sources of uncertainty, such as friction parameterisation, 
boundary conditions, bed topography and inaccurate process representation, which all affect 
model output. Unfortunately, finding situations for which non-trivial analytical solutions exist is 
not easy, especially for systems of non-linear simultaneous partial differential equations such as 
those for shallow water flow. 
We address this problem by developing hydraulic scenarios where the original governing 
equations can be simplified enough to yield an ordinary non-linear differential equation that can 
be solved by established numerical techniques to provide rigorous validation solutions. We 
therefore use 1D numerical solutions to two flooding problems, a horizontal bed (So = 0) and a 
planar beach (So # 0), to test the propagation of the inundation front (i. e. wetting) for the 
modified storage cell representation of shallow water flow described in Section 5.2 implemented 
within the LISFLOOD-FP code. 
For the drying problem, an equivalent analytical solution is numerically intractable (see Horritt, 
2002 for further details) and so any improvement in wetting and drying performance can only be 
assessed with respect to the original model formulation. By specifying simple boundary 
conditions, in this case a sinusoidal tide propagating and receding across a beach (Bates and 
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Hervouet, 1999), a crude sensitivity analysis of competing model structures can be undertaken. 
Although not strictly a 'solution', this class of objective test remains a logical way to proceed and 
is widely used in hydraulic and hydrological modelling (Lynch and Gray, 1980). 
5.3.1 Analytical solutions for floodplain `wetting' 
The shallow water equations for momentum and continuity can be written in a1D form for flow 
over a planar surface: 
zz (5.13) 
+u au + gso +g 
ahnoW 







where u is the component of depth-averaged velocity in the x direction, So the bed slope and 
g the acceleration due to gravity. If we impose a condition of constant flow velocity, Equation 
5.14 becomes a pure advection equation in h, with solution: 
h(x, t)= h (x - ut) 
(5.15) 
The wetting front therefore propagates forwards with velocity u while maintaining its shape. 








If we set So =0 (wave propagation over a horizontal plane), Equation 5.16 can be integrated 
directly: 
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3/7 (5.17) 
nzu3(x-ut))] C 
where C is a constant of integration, which can be fixed by referring to the initial conditions of 
the problem (i. e. h at x=0 and t= 0). Equation 5.17 can now be used to provide an exact 
analytical solution against which the model can be tested with boundary conditions in the form 
of h(t) at x=0, and initial conditions in the form of h(x) at t=0. For So * 0, no exact 
solution exists, but an approximate solution to Equation 5.17 with uniform velocity can be 
obtained using a 4th order Runge-Kutta scheme (Press et al., 1992). Again this can be used to 
develop initial conditions, boundary conditions and a solution against which the model can be 
tested. 
Each solution was implemented using parameter values of u=1m s-', n=0.01 m1f3 s and 
S0 = 10"3 m m"1 (where So ý 0) for a simulation of duration 3600 s. 
5.3.2 Objective test for floodplain `drying' 
In the absence of an analogous analytical solution, a sinusoidal wave of amplitude 4m and 
period 4 hours provided the boundary condition for simulating an advancing and receding 
inundation front on a planar beach. Additional parameters were specified as n=0.01 m"1 s 
and S0 = 10-3 m m"1 for a simulation of duration 7200 s. 
5.3.3 Floodplain flow simulation over complex topography 
The final test of the new solution is a more representative application to spatially-complex 
topography. Accordingly, a 2x3 km2 region of unvegetated beach from the Wrangle Flats area 
of The Wash, a large tidal embayment on the eastern coast of the UK, was chosen for 
simulation. For this site the Environment Agency of England and Wales has collected a highly- 
detailed topographic data set using airborne laser altimetry (or LiDAR). The raw data were 
provided with a horizontal resolution of approximately 5m and were found to have vertical and 
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horizontal accuracy in the order ±15 cm and ±40 cm respectively. The data were then simply 
aggregated to provide 4 coarse resolution DEMs (Ax = 25,50,100 and 200 m) with each cell 
being assigned an elevation equivalent to the average of all surveyed heights within the cell. 
Using 15 minute interval level data collected at the nearby Cromer tide gauge to extract the 
mean tidal range, a sinusoidal wave of amplitude 3.95 m and period 25 hours provided the flow 
boundary condition imposed along the west boundary of the domain. Zero-flux conditions were 
specified at the north, east and south boundaries and Manning's n was specified arbitrarily at 
0.01 m"113 s. 
5.4 Model testing: results and discussion 
Results of the original and new adaptive time step (ATS) formulations of LISFLOOD-FP for the 
known solutions outlined in Section 5.3 are shown in Figures 5.3-5.15 and Tables 5.1-5.6. 
Where appropriate, model predictions and analytical solutions are compared using root mean 
square (RMS) and % volume (i. e. Vsimulated / Vanalytieal ) error statistics. 
5.4.1 Floodplain `wetting' 
Figure 5.3 compares the free surface profiles generated by the original model and the ATS 
solution for the inundation of a horizontal plane (So = 0) over a range of spatial and temporal 
resolutions. While the ATS solution produces a much improved and consistent representation of 
the analytical solution, including the steep face at the wetting front, the original model 
systematically and markedly underpredicts both the inundation front location and flood wave 
volume. This demonstrates the controlling influence of the flow limiter (Equation 5.4) on the 
original model predictions and strongly emphasises the inconsistent nature of the results with 
respect to grid cell size and time step. Error statistics given in Table 5.1 are minimised for small 
time steps (At =1 s) and large grid cells (Ax = 200 m) and are in sharp contrast to values 
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Figure 5.3 Water-surface profiles for the inundation of a horizontal plane (So = 0) predicted by the 
original LISFLOOD-FP model (a, b), and the new adaptive time step (ATS) solution developed In 
this paper (c, d). The analytical solution derived in Section 5.3.1 is shown as the dashed line. The 
effect of spatial (Ax) and temporal (At) resolution on each solution is shown in (a, c) and (b, d) 
respectively. 
given in Table 5.2 for equivalent ATS predictions which show an almost total invariance to 
changing time step and grid resolution. It is also interesting to note that, in the snapshots 
provided in Figure 5.3c, the displacement in inundation front position between the predicted and 
analytical solutions is greater than the width of a single element (Ax) at all grid resolutions 
tested. This may indicate the prudence of an explicit correction at the wetting front as proposed 
by Bradbrook et al. (2004). The evolution of the time step during the simulations reported in 
Figures 5.3c and 5.3d is shown in Figure 5.4. The results are as expected from Equation 5.11, 
namely an approximate quadratic dependence of time step on grid cell size but an invariance to 
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Table 5.1 RMS and % volume (Vsimulated/ Vanalytical ) error statistics evaluated for the inundation of a 
horizontal plane (So = 0) predicted by the original LISFLOOD-FP model compared with the 
analytical solution. 
At (s) 4x (m) 
25 50 100 200 
RMS % vol 
(m) (m3 m) 
RMS % vol 
(m) (m3 M-3 ) 
RMS % vol RMS % vol 
(m) (m3 m) (m) (m3 m-) 
1 0.473 0.193 0.372 0.374 0.191 0.682 0.066 1.023 
2 0.503 0.139 0.430 0.273 0.290 0.517 0.092 0.881 
5 0.530 0.090 0.483 0.179 0.390 0.348 0.217 0.645 
10 0.543 0.066 0.510 0.130 0.443 0.256 0.313 0.489 
solutions for the second ID analytical solution (So # 0) are shown in Figure 5.5. Again there is 
a clear distinction between the ability of the two schemes to reproduce the free surface 
elevations seen in the 1D solution, with the ATS solution showing significant improvement over 
the original LISFLOOD-FP model. Furthermore, it can be seen that with the introduction of even 
the most simple floodplain geometry (i. e, a planar beach of shallow gradient), the relative 
accuracy of predictions from the original model becomes considerably worse both in terms of 
error statistics (Table 5.3) and free surface shape (Figures 5.5a and 5.5b). As Table 5.4 shows 
this is not the case for the equivalent ATS predictions. 
In contrast to Figure 5.3 and Bradbrook et a!. (2004), Figure 5.6 would suggest that additional 
explicit treatments of the wetting process are not required with the ATS solution when So * 0. 
Although RMS and % volume statistics are not well suited to elucidating small variations in 
shallow depths at the wetting front, they are useful for characterising the behaviour of the bulk 
flood wave when compared to the analytical solution. In all respects (i. e. both qualitatively and 
quantatively), Figure 5.6 demonstrates the ability of the ATS solution to simulate the correct 
diffusion of inundation through time with respect to the analytical solution. Elements are 
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Table 5.2 RMS and % volume error statistics evaluated for the inundation of a horizontal plane (So 
= 0) predicted by the new adaptive time step (ATS) solution. 
At (s) Ax (m) 
25 50 100 200 
RMS % vol RMS % vol RMS % vol RMS % vol 
(m) (m3 m-) (m) (m3 m-3) (m) ( m3 m-) (m) (m3 M-) 
1 0.016 1.008 0.026 1.016 0.042 1.030 0.067 1.057 
2 0.016 1.008 0.026 1.016 0.042 1.030 0.067 1.057 
5 0.016 1.008 0.026 1.016 0.042 1.030 0.067 1.057 
10 0.016 1.008 0.026 1.016 0.042 1.030 0.067 1.057 
'switched on' smoothly at the inundation front, which does not result in oscillations developing 
elsewhere in the solution. 
The importance of linearisation as free surface gradients tend to zero is illustrated in Figure 5.7 
as an unlinearised ATS solution is shown to `stall' during the transition between the wetting and 
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Figure 5.4 Evolution of ATS solution time step as a function of (a) spatial and (b) temporal 
resolution. 
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Figure 5.5 Water-surface profiles for the inundation of a planar beach (So 0 0) predicted by the 
original LISFLOOD-FP model (a, b) and the ATS solution (c, d). The analytical solution derived in 
Section 5.3.1 is shown as the dashed line. The effect of spatial (Ax) and temporal (At) resolution 
on each solution is shown in (a, c) and (b, d) respectively. Note the 103 scaling factor on the 
vertical scale. 
avoids the extremely large derivatives which result in a and the time step tending to infinity and 
zero respectively. Additionally, the onset (or conclusion) of linearisation (i. e. where h'-" -V< 
hij, ) within the domain is marked by an instantaneous decrease (or increase) in the time step 
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Table 5.3 RMS and % volume error statistics evaluated for the inundation of a planar beach (So * 0) 
predicted by the original LISFLOOD-FP model compared with the analytical solution. 
At (s) ex (m) 

















1 1.636 0.193 1.333 0.343 0.911 0.554 0.468 0.777 
2 1.742 0.144 1.501 0.263 1.134 0.447 0.683 0.675 
5 1.848 0.096 1.677 0.182 1.393 0.325 0.987 0.531 
10 1.915 0.071 1.787 0.136 1.562 0.251 1.212 0.431 
and solution time step to different linearisation thresholds is shown in Figure 5.8. Cunge at al. 
(1980) recommended a value of 0.01 m which results in the most faithful reproduction of the 
analytical solution (Table 5.5) but has the most detrimental impact on solution time step. As hin 
is a user-specified parameter, solution accuracy may be offset against computation efficiency as 
appropriate for a given application. 
Table 5.4 RMS and % volume error statistics evaluated for the Inundation of a planar beach (Sp * 0) 
predicted by the ATS solution. 
At (s) Ax (m) 

















1 0.004 0.999 0.006 0.998 0.012 0.997 0.020 0.995 
2 0.004 0.999 0.006 0.999 0.012 0.997 0.020 0.995 
5 0.005 0.999 0.007 0.999 0.011 0.997 0.019 0.995 
10 0.010 1.000 0.012 0.999 0.013 0.998 0.018 0.996 
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Figure 5.6 Evolution of wetting front position during the inundation of a planar beach (S(, * 0) 
predicted by the ATS solution. The analytical solution derived in Section 5.3.1 is shown as the 
dashed line. At each time t, RMS and % volume (Vsimulated / Vanelnicel ) error statistics are used to 
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Figure 5.7 Effect of linearisation of the free surface height difference between adjacent cells (i. e. 
where h' " h" ) on solution time step for the objective tests described in (a) Section 5.3.1 (So 
0) and (b) Section 5.3.2. Note the failure of the 'unlinearised' solution to complete the drying phase 
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Figure 5.9 Water-surface profiles predicted by the original LISFLOOD-FP model (continuous lines) 
and the ATS solution (dashed line) for the beach wetting and drying test described in Section 5.3.2. 
Simulations were run at a spatial resolution of 50 m and, in the case of the original model, at four 
different temporal resolutions (1,2,5 and 10 s). 
and results in an unphysically concave wave front and a gross underestimation of the total flood 
volume. Secondly, as flow reverses during the drying phase, the free surface elevations in the 
original solution are again dominated by the flow limiter rather than the imposed boundary 
conditions, which results in an unrealistic convex waveform. It is also worth noting that, rather 
than receding, water continues to gradually advance up the beach throughout the drying phase. 
This nonsensical model behaviour is also a feature of Figure 4.18. Thirdly, a thin film of water 
forms on the 'drying' surface in the ATS solution which is consistent with shallow water theory 
(Balzano, 1998). 
A simple sensitivity analysis of the predicted water-surface profile to the Manning's n friction 
coefficient is shown in Figure 5.10. Despite the oft-reported and counter-intuitive assertion that 
storage cell models are insensitive to floodplain friction (e. g. Horritt and Bates, 2002; 
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Figure 5.11 Evolution of flood volume during the simulation of a sinusoidal tide propagating and 
receding across an 6 km2 area of Wrangle Flats (described in Section 5.3.3) by the original 
LISFLOOD-FP model (a, b), and the ATS solution (c, d). The effect of spatial (Ax) and temporal 
(At) resolution on each solution is shown in (a, c) and (b, d) respectively. 
are still largely reconcilable with those observed in Figure 5.9 over simplified geometries. In 
summary, wave propagation speed and volumes simulated by the original model are entirely 
unrealistic and the free surface demonstrates an unphysical curved profile in most instances. 
However, whilst unphysical, these flow behaviours are entirely expected given the controlling 
influence of Equation 5.4 on the development of the flux-limited solution. In contrast, the 
(b) At, Ax = 25 m 
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Figure 5.12 Evolution of water-surface profiles predicted by the original LISFLOOD-FP model 
(continuous line) and the ATS solution (dashed line) for the simulation of wetting and drying over 
complex topography described in Section 5.3.3. 
predictions from the ATS solution appear more reasonable and intuitively correct in all respects. 
Moreover, previously observed sensitivity to Manning's n friction coefficient is also apparent 
over complex topography as shown in Figure 5.13. 
With the optimal time step evaluated conditional on model parameters, Ax (grid resolution) and 
n (Manning's friction coefficient), as well as local free surface gradients, it is important to 
appreciate the implications of this at the model building stage. Figure 5.14 and Table 5.6 show 
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Figure 5.14 Evolution of ATS solution time step as a function of (a) grid resolution (Ax) and (b) 
Manning's n coefficient during the simulation of wetting and drying over complex topography. 
linear dependence on grid cell size and friction coefficient respectively which is consistent with 
Equation 5.11. Despite the irregular geometry of the domain the time step evolves in a smooth, 
parabolic fashion fully 'rebounding' to the initial user-specified time step in some instances. It is 
also worth noting that when n is small (e. g. 0.02 m"1/3 s), despite consistently computing 
smaller time steps, the reduced frictional drag allows the domain to dry more quickly and so 
permits the time step to rebound at a quicker rate than when n is large. Clearly, the minimum 
Table 5.6 Minimum time step (Ax) for simulations of a sinusoidal tide propagating and receding 
across an 6 km2 area of Wrangle Flats using a variety of grid resolutions (Ax) and Manning's n 






0.02 0.006 0.018 0.051 0.171 
0.04 0.013 0.036 0.103 0.343 
0.06 0.019 0.054 0.154 0.514 
0.08 0.026 0.072 0.205 0.685 
0.10 0.032 0.091 0.257 0.856 
25 m 
- 50 m 
- 100 m 
- 200 m 
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time steps given in Table 5.6 are very small compared with the physical phenomena under 
consideration and are certainly much smaller than those used in previous LISFLOOD-FP 
applications (c. I- 10 s). Very small time steps are also not conducive to short simulation 
times, even in an explicit numerical scheme. Previous LISFLOOD-FP scaling studies (Horritt 
and Bates, 2001a) have shown that the modelling performance in predicting inundation extent is 
near identical at all grid scales below 250 m if the free surface elevations predicted by the 
coarse scale model are re-projected back on to the high-resolution, high-accuracy DEM to 
reconstruct the detailed shoreline (see also Werner, 2001; Puech and Raclot, 2002). The 
averaging of the topography has been found to have little detrimental effect on the prediction of 
inundation extent, as long as the re-projection of water levels is carried out correctly, including 
extending the water free surface elevations beyond the extent of the predicted flooded pixels. In 
order to further test the scaling behaviour of the ATS scheme and potentially reduce 
computational burdens in the future, the water levels predicted from the 200 m model were 
projected back on to the 25 m DEM to re-create a high-resolution depth map (Figure 5.15). In 
addition to the invariant bulk flow scaling behaviour shown in Figure 5.11, the spatially- 
distributed results in Figures 5.15a and 5.15c are virtually indistinguishable and were achieved 
at a fraction of the computational cost. It also further demonstrates the utility of the re-projection 
step in reconstructing detailed flood free surface maps and extent shorelines from low resolution 
models and confirms that simulation of water level may only require a large scale representation 
of average topography at the grid scale. However, small scale floodplain features, such as dikes 
or culverts, can have a significant effect on local inundation dynamics and, depending on the 
objectives of the modelling exercise, may require careful treatment in any such model. 
5.5 Conclusions and recommendations 
In this chapter a new method for simulating two-dimensional floodplain flow with a 
computationally efficient storage cell approach has been presented that overcomes many of the 
reported limitations with previous raster-based approaches. Specifically, the new code has been 
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Figure 5.15 Spatially-distributed flood depths simulated at (a) 25 m and (b) 200 m where t=6.5 
hours. Model results simulated at 200 m are then projected onto the 25 m DEM and shown in (c). 
Note the excellent correspondence between the 0.5 m depth contours of (a) and (c). 
shown to compare well to analytical solutions for wave propagation and recession over planar 
surfaces and to yield solutions that are independent of grid size and choice of time step. Unlike 
previous implementations of this class of model, the code also shows an intuitively correct 
sensitivity to floodplain friction when applied to spatially-complex topography. However, the ATS 
scheme has not been tested for real-world fluvial applications where uncertainties over 
topography, boundary conditions and evaluation data may mean that any improvement in the 
model structure may be masked by calibration. This is the fundamental task attempted in 
Chapter 6. 
Future work should also focus on the significance of decoupling the x and y flow components 
as the previous models' insensitivity to this assumption may have been due to the use of a flow 
limiter. It has also been shown that the ATS solution is applied most efficiently at larger grid 
resolutions (i. e. Ax > 50 m). This is not just a result of the time step evaluated but also the 
number of cells used to discretise the model domain. However, models configured at coarser 
scales may not be able to represent satisfactorily small scale but significant topographic 
features explicitly (e. g. embankments, walls, buildings). Therefore, some means of incorporating 
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the effects of these structural elements in low resolution models will greatly enhance the utility 
of this new method. In staggered grid schemes, these features are usually accounted for by 
placing 'thin dams' or 'screens' in velocity calculation points of the model grid (e. g. Falconer and 
Owens, 1987; Balzano, 1998; Scardovelli and Zaleski, 1999), while more general approaches 
have sought to represent their effect implicitly through 'artificial porosity' algorithms (Olsen and 
Stokseth, 1995; Lane at al., 2004; Van't Hof and Vollebregt, 2005; Yu and Lane, in press a, in 
press b). The relative merits of each approach as a potential solution are briefly explored in 
Section 7.2.2. 
An alternative approach to improving computational efficiency is to consider spatially-variable 
time stepping solutions (see for example Crossley et a/. (2003)). In practical applications over 
complex topography, it is highly likely that very small time steps will only be evaluated in fairly 
localised regions (e. g. areas of standing water) but are at present applied uniformly over the 
whole domain. To remedy this situation local time stepping may be used, whereby the solution 
within different grid cells is advanced by different sized time steps such that the updated 
solution is at different points in time. Local time stepping has been commonly used to accelerate 
the convergence of steady state problems (Kleb of al., 1992; Zhang at al., 1994a, 1994b). 
However, in a time-dependent simulation using the approach is more complicated, and as 
different cells progress to different times, a procedure is needed to ensure that the time 
integration is performed correctly. Nevertheless, it is an established concept and thus worthy of 
further consideration. 
Whilst the adaptive time-stepping solution developed here does incur an additional 
computational cost, it has the advantage of being able to simulate dynamic wave propagation 
and recession correctly. Given the obvious improvement over previous raster-based storage cell 
codes, the question arises as to why poorly-formulated storage cell codes have thus far been 
able to replicate available field validation data as well or better than alternative hydraulic 
models? Predominantly this is because of the inability of the available validation evidence to 
discriminate conclusively between the dynamic performance of competing model structures or 
parameterisations. This evidence consists of point hydrometric data and single synoptic images 
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of inundation extent. However, hydrometric data are 1D in time but OD in space and cannot 
therefore test the spatial ability of a model and single synoptic images of inundation extent are 
2D in space but OD in time and therefore do not test model dynamic performance. As the above 
problems with these codes relate to dynamic changes in hydraulic variables, they require data 
that has dimensions of both space and time in order to identify their impact. At present, known 
problems with storage cell codes can largely be compensated for in the model calibration and 
they do not prevent the model being able to match the available data to within the observation 
error. A fundamental requirement for the further development of flood inundation models is 
therefore the acquisition of additional multi-site/variable data sets of the type applied in Chapter 
4 that better capture the reach-scale behaviour of the dynamic natural system. 
The preceding work has both identified the cause of previous unsatisfactory model performance 
and demonstrated the effect of applying a 'flow-limited' code, thus providing unequivocal 
support for the second model-testing hypothesis outlined in Section 2.4.1. It has also re- 
emphasised the importance of model verification against analytical solutions for confirming (or, 
in this case, establishing) model structure credibility. As Lane and Richards (2001) observe, the 
potential complexity of modern hydraulic models is in stark contrast to the spatio-temporal detail 
of observations typically available for model calibration-validation. As such, this type of objective 
model evaluation should be considered a necessary prerequisite, not just an optional 
alternative, as models are refined and developed for practical situations. 
In Chapter 6 we will compare fixed and adaptive time step storage cell codes for flood 
inundation modelling against real-world data in an attempt to determine whether the improved 
LISFLOOD-FP code has more potential to be considered: 
(i) an improved tool for modelling floodplain inundation, i. e. one that can approximate, as 
closely and consistently as possible, the observed response of the physical system. 
(ii) a useful tool for modelling floodplain inundation, i. e. one that can reproduce flood 
extent when calibrated against hydrometric data. 
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(iii) a `fit for purpose' tool for modelling floodplain inundation, i. e, one that can provide the 
required results (see Section 1.2) at sufficient accuracy for use in operational scenarios. 
Important practicalities, such as time taken to set up a model, model run time and the 
ease of extracting and analysing output from that model, will also be taken into 
consideration. 
In addition to the test cases developed on the Rivers Thames (Section 3.3.1), Meuse (Section 
4.2.1) and lower Severn (Section 4.2.2), a fourth data set has been acquired for a 60 km reach 
of the upper River Severn in the UK during a 1-in-50 year flood which occurred in 1998. The 
data have been used previously in a number of studies (Cobby et al., 2001; Horritt and Bates, 
2001a, 2002; Mason of al., 2003; Bates et al., 2004) and consist of: (i) a satellite synthetic 
aperture radar image of inundation extent at -12.5 m spatial resolution; (ii) gauged flows/levels 
at the upstream and downstream limits of the study reach; and (iii) a digital elevation model 
developed from channel survey and an airborne laser altimeter survey of the floodplain 
topography. 
Finally, and perhaps most importantly, application of the new ATS formulation to these various 
case studies should also enable us to ascertain to what degree the central aim of the thesis 
(Section 1.4.2) has been achieved. In other words, is there a tangible improvement in both the 
quality of and confidence in the hydraulic information generated from a second-generation 
LISFLOOD-FP inundation model? 
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inundation in storage cell models 
6.1 Introduction 
Accurate and computationally efficient prediction of flood inundation is a key requirement for 
flood risk management (Section 1.1.1) and flood forecasting (Section 1.1.2) studies. A variety of 
models are available for such tasks, including 1D (e. g. Samuels, 1990), full-2D (e. g. Hervouet et 
al., 1994; Beffa and Connell, 2001) and coupled ID-2D schemes (e. g. Cunge, 1975). As 
demonstrated previously by Bates and De Roo (2000) and Horritt and Bates (2000b, 2002), 
these latter schemes have many of the advantages of full two-dimensional schemes but without 
the computational cost, and have been used successfully in a number of flood inundation 
modelling studies to simulate near-maximum flood extent when calibrated appropriately. 
However, recent studies (e. g. Horritt and Bates, 2001a, 2002; Werner, 2004; Halcrow/HR 
Wallingford, 2004) have identified problems with the simulation of inundation dynamics in 
explicit raster-based codes. These problems relate primarily to the intrinsic instability of explicit 
numerical schemes at computationally efficient time steps and the various corrective 'fixes' 
applied in response. To counter the build up of 'chequerboard' oscillations in the solution, a 
number of different approaches have been proposed that vary considerably in their complexity 
and theoretical soundness, ranging from simply limiting the size of permissible oscillations 
(Bates and De Roo, 2000; Coulthard et al., 2002; Bradbrook et al., 2004) to more sophisticated 
schemes based on predictor-corrector methods (Thomas and Nicholas, 2002; Werner, 2004) 
and Courant number analysis (Bradbrook et al., 2004). Although these 'limiters' do indeed 
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suppress instabilities, there is also an inevitable impact on model predictions and what is often 
not known, or perhaps has been underestimated previously, is the extent of their influence on 
the development of space-/time-dependent model variables. This was certainly found to be the 
case for the original LISFLOOD-FP model of Bates and De Roo (2000), where an empirical flow 
limiter, calculated according to flow depth, grid cell size and time step, was shown in Chapter 5 
to effectively govern the simulation of dynamic floodplain inundation within the model. In 
response, a modified version of the code was presented to overcome these theoretical 
limitations based on an optimal adaptive time step determined using a Courant-type condition 
for model stability. Comparison of this new adaptive time step (ATS) scheme to analytical 
solutions of wave propagation on flat and sloping planar surfaces showed considerable 
improvement over the original LISFLOOD-FP formulation. Moreover, the new scheme was 
shown to yield results that were independent of grid size or choice of initial time step and which 
showed an intuitively correct sensitivity to floodplain friction over spatially-complex topography. 
That the ATS model has proved better able to consistently produce the right results for the right 
reasons (albeit for simplified cases), rather than through a fortuitous choice of model and 
calibration parameters, is undoubtedly a significant step towards achieving the dual aim of the 
thesis; to improve both the quality of and confidence in the hydraulic information generated 
from the LISFLOOD-FP inundation model'. Yet, whilst the work presented in Chapter 5 has 
clearly demonstrated an improved model on both counts, it has also presented an additional set 
of practical constraints to the use of this particular code in applied situations. The ability to 
model inundation to obtain realistic estimates of the impacts of flooding must be balanced by 
the computational burden of the hydrodynamic calculations, especially for operational flood 
forecasting and risk assessment purposes. However, it is apparent from previous work that a 
considerable computational cost is incurred when applying the ATS scheme to fine spatial 
resolution model grids (i. e. Ax <_ 50 m), a finding that is wholly at odds with the original 
LISFLOOD-FP conceptualisation. By simplifying the known complexity of compound channel 
flow, Bates and De Roo (2000) aimed to incorporate the highest-resolution topographic data 
available in an attempt to simulate more accurately the extent of flood inundation. Their model 
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proved able to reproduce satisfactorily the available observations and, since this study, a further 
seven fluvial and coastal model applications have been developed, with Ox ranging from 10 m 
(Bates et al., 2005b) to 250 m (Horritt and Bates, 2001a). However, it remains to be seen 
whether models developed with the original LISFLOOD-FP code are computationally feasible 
with the new ATS scheme. Moreover, the ATS solution has not been tested in situations where 
uncertainties over topography, boundary conditions and evaluation data may mean that any 
improvement in the model structure could be masked by friction parameter calibration, 
In Chapter 6, we seek to make a more holistic assessment of the viability of modelling real- 
world inundation problems with the new adaptive time stepping LISFLOOD-FP code. Rather 
than simply evaluating the goodness of fit between model and data, it is hoped that a more 
integrated approach to model evaluation, as advocated by Lane and Richards (2001), will place 
the concept of consistency (Krzysztofowicz, 1999; Beven, 2004) in a broader context, by 
attaching to it a description which refers directly to the objectives and requirements that have 
been defined prior to the modelling exercise. In other words, given the objectives/requirements 
outlined in Section 1.2, can the ATS scheme be considered a 'fit for purpose' tool for modelling 
dynamic floodplain inundation at the reach scale? 
The chapter proceeds with a brief description of the four test sites, the respective model 
formulations and observation data available for each case (Section 6.2). Results and discussion 
of the various comparison studies are presented in Section 6.3. The chapter concludes with a 
review of the preceding work and provides an (relatively) objective assessment of the degree to 
which LISFLOOD-FP can be considered a 'fit for purpose' tool for modelling reach-scale 
dynamic floodplain inundation. A number of directions for future research and model 
development are also identified. 
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6.2 Study sites, data availability and methodology 
Four river reaches of varying topographic scale and complexity have been chosen to make a 
more robust comparison of the original fixed and new adaptive time step versions of the 
LISFLOOD-FP code. The test sites comprise sections of the Rivers Thames and Severn in the 
UK and the River Meuse in the Netherlands. The physical characteristics of these reaches are 
detailed in Table 6.1. 
In addition to describing the various model parameterisations, Section 6.2 also outlines the 
calibration strategy and quantitative performance criteria employed in each case, both of which 
are dependent on the type of observations available for model evaluation. 
6.2.1 Upper River Thames, UK 
Application of the LISFLOOD-FP model to a4 km reach of the upper Thames in Oxfordshire, 
UK was described in Section 3.3.1. The same site has been used in the current analysis. The 
river at the site drains a catchment of 1,000 km2 and has a bankfull discharge of roughly 40 m3 
s"1. The test reach is bounded upstream by a gauged weir at Buscot that provided the model 
boundary condition. Flows are relatively unconstrained along this predominantly agricultural 
floodplain, for which topographic data was obtained from a photogrammetric digital elevation 
model of 50 m horizontal resolution and t25 cm vertical accuracy. Channel bathymetry 
information was provided by EA ground surveys. 
Calibration data for the case study were available in the form of a synthetic aperture radar 
observation from the ERS-1 satellite, which coincided with a flood in December 1992. The flood 
had a return period of approximately 1-in-10 years and a peak discharge of 76 m3 s' that had 
subsided to 73 m3 s' at the time of the satellite overpass. The SAR image provided, via the 
processing technique of Horritt (1999), a map of inundation extent with boundaries accurate to 
±25 m (Figure 3.2). The broadness of the hydrograph, along with the short length of the reach, 
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Table 6.1 Physical characteristics of the four study reaches. 
River Location Length Av. channel Slope 
' 
Qbf 
(km) width (m) (m m) (M3 s1) 
Upper Thames Buscot, Oxfordshire, 4 20 0 10'4 40 
UK 
Upper Severn Shrewsbury, 60 45 3x10'4 180 
Shropshire, UK 
Meuse Maastricht, Limburg, 30 110 5x10,4 1450 
the Netherlands 
Lower Severn Upton-on-Severn, 16 55 3x10"5 330 
Worcestershire, UK 
meant that a dynamic model was unnecessary, and steady state simulations were used instead 
(after Horritt, 1998,2000a). All of the upper Thames simulations reported in this chapter were 
run for 48 hours to ensure convergence of the numerical solution. For the original storage cell 
model, which uses constant time steps, the event was thus discretised into 172,800 increments 
of I s. For the ATS model, an arbitrary initial time step of 10 s was specified that was then 
allowed to evolve freely according to Equation 5.11. As shown in Chapter 5, the time step 
evaluated is dependent on a combination of model variables (water depths and free surface 
gradients) and parameters (Manning's n and grid cell size). Subsequent time step sizes 
therefore determine the total number of iterations in the adaptive solution. 
Friction coefficients for the channel and floodplain remain unconstrained for this problem, and 
therefore are treated as spatially-lumped calibration coefficients (Bates at al., 1998; Horritt, 
2000a). Although this will certainly cloud the issue of model comparison, the lack of alternative 
techniques for parameterising friction at the site means that calibration is currently the only way 
forward. It does, however, offer a fresh opportunity to explore the effects of channel-floodplain 
roughness interactions reported previously in Chapter 3. For each model, the performance in 
predicting observed inundation extent was determined across the feasible model parameter 
space using a representative sample of simulations. Accordingly, Manning's n was varied in 
the range 0.02 to 0.05 m"13 s for the channel (h) and 0.02 to 0.10 m'73 s for the floodplain 
(nfp ). Within this two-dimensional parameter space, uniform sampling at increments of 0.005 m 
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1/3 s and 0.02 M-1/3 s for nch and % respectively yielded 35 parameter combinations to be 
tested. 
For each model realisation, a measure of fit was calculated between the inundation extent 
observed in the SAR data and that predicted by the model after 48 hours. On the basis of the 
results presented in Chapter 3, the F" performance measure was selected (Equation 3.6). 
6.2.2 Upper River Severn, UK 
Both LISFLOOD-FP codes were applied secondly to a 60 km reach of the River Severn, west- 
central England, UK between the gauging stations at Montford Bridge and Buildwas and 
including the urban area of Shrewsbury. Along this reach, the channel is -45 m wide and -5 m 
deep with bankfull discharge of -180 m3 s'. The channel is actively meandering within a 
floodplain varying in width between 200 m and 1 km and the predominant floodplain land use is 
improved pasture. Data assembled for this application have been used previously in a number 
of studies (Cobby et al., 2001; Horritt and Bates, 2001 a, 2002; Mason et al., 2003; Bates at al., 
2004) and thus only a brief description is provided here. 
For this reach, a single SAR observation was acquired by the RADARSAT satellite during a -1- 
in-50 year recurrence interval flood event which occurred over a4 day period in late October 
1998. The digital image was processed using the statistical active contour model of Horritt 
(1999) to yield a synoptic map of inundation extent at 12.5 m spatial resolution at the time of the 
satellite overpass. The sensor was operating in C-band (5.3 GHz, 5.6 cm), HH polarisation and 
an incidence angle of 36-42°. Peak flow at Montford Bridge during the event was 435 m3 s'1 and 
occurred at 0500 on 29 October. The RADARSAT image was acquired at 1800 on 30 October, 
on the falling limb of the hydrograph when the discharge at Montford Bridge was 308 m3 s'1. 
However, this is still well above bankfull discharge for the reach. Despite the high quality of the 
RADARSAT data, the flood shoreline was obscured in the urban area of Shrewsbury due to 
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Figure 6.1 Stage hydrographs recorded at gauging stations at the upstream (Montford Bridge, 
black line, left vertical axis) and downstream (Buildwas, grey line, right vertical axis) limits of the 
upper Severn reach. The absolute difference in the timing of peak stage recorded at each gauge is 
25.75 hours, however consideration of the impact of a ±3 cm error (Rantz, 1982) in observed stage 
suggests that the actual travel time could be anywhere within the range 13 to 33.5 hours given the 
broad, flat nature of the hydrograph peaks. 
complex backscattering of the radar signal from buildings. This region has therefore been 
excluded from the comparisons that follow. As for the upper Thames case, overall model-data 
consistency was assessed using the F" measure. 
Each model realisation was also analysed in terms of the predicted flood wave travel time 
compared to that observed for the 1998 event (i. e. TTjm - 77 ). Given the broad, flat stage 
hydrograph peaks measured (see Figure 6.1) at Montford Bridge (upstream) and Buildwas 
(downstream) it is difficult to determine the exact time of peak flow and hence the wave travel 
time between the two gauges. Taking the time difference between absolute peak stage values 
recorded at each gauge suggests a flood wave travel time through the reach of 25.75 hours. 
However, Figure 6.1 shows that allowing for a ±3 cm error (Rantz, 1982) in observed peak 
stage gives a possible range of peak-to-peak travel times of 13 to 33.5 hours. We therefore 
assume that the correct flood wave travel time is 25.75 ±10 hours. This type of 'fuzzy' 
performance indicator precludes more traditional criteria for evaluating runoff simulations, such 
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as the Nash-Sutcliffe or HMLE measures, unless modified appropriately (see, for example, 
Pappenberger and Beven (2004)). Wave travel time is therefore used as a simple test of flood 
routing capability within the two models and provides a consistent basis for additional 
comparison with previously published results for the upper Severn reach (Horritt and Bates, 
2001a, 2002). 
Hydrometric data from the gauging stations were also used to prescribe flow boundary 
conditions and the reach is well provided with topographic data. The channel is described by a 
series of 19 ground-surveyed cross sections and the floodplain has been surveyed by the EA 
using airborne laser altimetry. These LiDAR data have been processed (Cobby et a/., 2001) to 
derive a high resolution (10 m), high accuracy (-15 cm vertical root mean square error) 
floodplain DEM that was used to configure the LISFLOOD-FP model. 
The LISFLOOD-FP model for the reach was constructed using a 50 m resolution raster grid. For 
each grid cell, the ground surface height is the average of the 25 topographic data points 
available in the 10 m resolution DEM. The channel planform location was digitised from 
1: 25,000 scale maps of the reach and assumed to be of uniform slope. This was found to lead 
to identical performance in terms of simulating inundation extent as a non-uniform channel 
slope model, but allowed use of the computationally efficient kinematic approximation to 
channel flow. Boundary conditions for the model consisted of an imposed discharge at the 
upstream boundary as measured by the gauge at Montford, whilst the downstream boundary 
was allowed to vary freely. Initial conditions consisted of water depths in each pixel calculated 
by a steady state run of the model for each parameter set (see below) with inflow discharge 
corresponding to the observed discharge at Montford Bridge at the start of the event (i. e. Q0 = 
256 m3 s''). For the fixed time step model, the event was discretised into 367,200 increments of 
1 s. For the adaptive model, an initial time step was freely determined according to Equation 
5.11 during the steady state 'spin-up' period. 
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Model parameters consisted of two spatially lumped friction parameters representing the 
channel and floodplain respectively. For each model, the performance in predicting inundation 
extent and flood wave travel time was determined across the whole model parameter space 
using a representative sample of simulations. As for the upper Thames site, Manning's n was 
varied in the range 0.02 to 0.05 m-113 s for the channel and 0.02 to 0.10 m"113 s for the floodplain. 
Within this two-dimensional parameter space, uniform sampling at increments of 0.005 m"1 s 
and 0.02 m"13 s for nah and nfp respectively yielded 35 parameter combinations to be tested. 
6.2.3 River Meuse, the Netherlands 
The third test site is the 30 km section of the River Meuse between the gauging stations at 
Borgharen (near the town of Maastricht) and Grevenbicht in the Netherlands. Described fully in 
Section 4.2.1, this reach consists of -100 m wide channel set within a heavily-protected 
floodplain of up to 3 km in width. Land use in the reach is primarily agricultural with some 75% 
of the area being cultivated fields, pasture and grassland. The floodplain also contains the large 
urban settlements of Berg aan de Maas and Grevenbicht. 
Following severe flooding in January 1995, the Dutch water authorities (DG Rijkswaterstaat, 
RIZA) assembled a detailed set of flow observations for this particular reach/event that included 
two 'snapshots' of inundation extent mapped from satellite SAR and air photo sources, stage 
hydrographs recorded at interior and outlet gauging stations and 36 point measurements of 
maximum water level (see Figure 4.1). The data set thus contains examples of all the types of 
information that can potentially be used to calibrate flood inundation models. However, as 
reported in Section 4.2.1, the two synoptic observations were acquired under very similar 
hydraulic conditions and, given the significantly lower quality of SAR-derived shoreline, the 
radar data was excluded from the current analysis. Appropriate criteria for model evaluation 
against these various data were discussed in Section 4.3.2. In addition to the F" measure for 
binary pattern comparison, model predictions of time-varying stage and maximum free surface 
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elevation were graded at measured points using the Nash-Sutcliffe efficiency (E) and sum of 
absolute errors (SAE) respectively. 
In order to develop a topographic database of similar quality, a highly accurate (vertical error 
±10 cm) photogrammetry survey of the reach was also undertaken in 1995 that included precise 
information about significant bounding features on the floodplain, such as dikes and 
road/railway embankments. As discussed previously (Section 4.2.1.1), these line elements were 
incorporated explicitly in the 50 m model grid using standard GIS functions (e. g. Arcinfo 
'POLYGRID') and simple map algebra. Channel geometry parameters required to configure the 
LISFLOOD-FP model (i. e. width, depth and slope) were defined from cross sections surveyed at 
500 m intervals during the same period. 
Beginning on 22 January and continuing for 20 days (or 480 hours), the 1995 flood resulted in 
extensive inundation of the unprotected floodplain area and had an estimated return period of 
63 years (Persoons et al., 2002; Jacquet et al., 2003). Peak flow during the event was 
estimated to be 2750 m3 S-1, which is significantly above bankfull discharge at the site (Qbf x- 
1450 m3 s-1). Upstream boundary conditions were provided by hourly stage measurements at 
Borgharen (via a rating curve), while a freely-varying, uniform flow condition was specified 
downstream at Grevenbicht (see Figure 4.2). As for the upper Severn case, models are spun-up 
in steady state with an inflow discharge corresponding to that rated at Borgharen at the start of 
the event (445 m3 s-1). However, here, in contrast to the Severn site, flows of this magnitude are 
contained in the main channel and are thus solved only using the implicit 1D channel scheme 
(Section 2.2.4). Therefore, until water spills onto the adjacent floodplains, adaptive time step 
simulations will run at the initial At specified by the user (arbitrarily set here at 10 s). For the 
fixed time step model, the event was discretised into 1,728,000 increments of 1 s. 
Model calibration consisted of two spatially lumped friction parameters representing the channel 
and floodplain respectively. Rather than implementing a more disaggregated strategy based on 
available land use data (as in Section 4.3.1), it was felt that using only two roughness 
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coefficients would enable a more clear and coherent intercomparison, both between the fixed 
and adaptive time step models of the Meuse data and also between the other model 
applications presented in this chapter. Accordingly, Manning's n was varied in the range 0.02 
to 0.05 m"113 s for nah and 0.02 to 0.10 m"1 s for the %* Within this two-dimensional 
parameter space, uniform sampling at increments of 0.005 m113 s and 0.02 m"1'3 s for nch and 
nfp respectively yielded 35 parameter combinations to be tested. 
6.2.4 Lower River Severn, UK 
A 16 km reach of the lower River Severn around Upton-on-Severn provides the final applied test 
case. In November 2000, severe weather resulted in some of the worst flooding the UK had 
experienced for decades and caused widespread inundation of the lower Severn floodplain. 
During the event, four synoptic observations of flood extent were captured using an airborne 
synthetic aperture radar (ASAR) sensor as part of an opportunistic data collection programme 
co-ordinated by QinetiQ Ltd. Utilised in conjunction with a recent LiDAR survey of floodplain 
topography, these data should provide the most effective test of the competing LISFLOOD-FP 
codes for simulating dynamic inundation patterns at the reach scale. Full descriptions of the 
data available and the model configuration for the site are given in Section 4.2.2. 
Around Upton, the Severn is comprised of a stable channel 50-70 m wide and -7-10 m deep 
which meanders through a predominantly agricultural floodplain up to 2 km in width. At this 
point, bankfull discharge is approximately 330 m3 s'. The low-gradient floodplain is partially 
protected by man-made embankments up to -2 m high on either side of the main channel. 
When inundation does occur, drainage of water from the floodplain takes place via culverts 
terminating on the main river side in heavy steel covers. These prevent backflooding from the 
main channel under high flow conditions but allow drainage of floodplain water into the river 
after the flood wave has passed and river levels have dropped below the level of the steel 
covers (i. e. a type of 'non-return' valve). Culverts were modelled individually using a standard 
weir equation with flow only permitted in a floodplain-channel direction. Though perhaps overly 
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simplistic, this treatment solves many of the simulation problems encountered when using a full 
de St Venant description of culvert flow (e. g. zero-depth, mixed-regime and reversing flow 
conditions) (Holly and Merkley, 1993; Hager and Del Giudice, 1998). 
The model domain was discretised at a grid resolution of 18 m, which represented an 
acceptable compromise between computational expense and the ability to accurately resolve 
the micro-topographic features of the floodplain present in the LiDAR data. Channel bathymetry 
along the reach was provided by 20 cross sections and supplemented by a boat survey at a 
small number of key locations. 
Flows used to drive model simulations of the November 2000 event represent the biggest 
uncertainty in this particular application. Whilst 15 minute data is available from the Saxon's 
Lode gauge in the centre of the reach (see Figure 4.4), it is known to underestimate peak flows 
by up to -200 m3 s-1 as a result of flow bypassing the gauge at discharges >400 m3 s"'. As 
described in Section 4.2.2, a composite inflow hydrograph was constructed from discharge 
estimates at the Diglis gauge -10 km upstream of the Upton reach. This assumes that 
exchanges with the surrounding catchment (e. g. contributions of water from local run-on and 
direct precipitation or losses via infiltration and evapo-transpiration) are small compared to likely 
errors in the rated flow. The hydrograph and timing of ASAR overflights are shown in Figure 4.3. 
It can be seen that the first ASAR acquisition occurred just before the second flood peak at a 
discharge of 657 m3 s"1. The second discharge peak of 694 m3 s' occurred at 2130 hours on 8 
November, and the remaining three ASAR images were acquired on the falling limb of the 
hydrograph as the floodplain was dewatering at discharges of 312,266 and 211 m3 s' 
respectively. Discharge was approximately bankfull at the time of the ASAR overflight on the 
14th , and 
below Qbf on the 15th and 17th. Unfortunately, no image data were acquired on the 
hydrograph rising limb. 
Simulations were run for the full 22.5 day dynamic event from 28 October to 20 November 
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Table 6.2 Spatial characteristics of the LISFLOOD-FP models developed for each reach. 
River Topographic data Ax (m) Dimensions No. of 
cells 
Channel Floodplain x (cells) y (cells) 
Upper Thames 80 ground- Photogrammetric 50 76 48 3,648 
surveyed cross DEM 
sections 
Upper Severn 19 cross LiDAR DEM 50 450 360 162,000 
sections 
Meuse 56 cross -330,000 50 192 404 77,568 
sections photogrammetric 
spot heights 
Lower Severn 20 ground/boat- LIDAR DEM 18 333 683 227,439 
surveyed cross 
sections 
2000. For the fixed time step model, the event was discretised into -390,000 increments of 5 s. 
As for the previous cases, initial conditions (i. e. water level, time step) for the ATS model were 
determined during a steady state spin-up period with Q;,, corresponding to the observed 
discharge at the start of the event (101 m3 s"1). Similarly, the models are calibrated using 
spatially lumped friction parameters representing the channel and floodplain respectively. As in 
Chapter 3, Manning's n for the lower Severn reach was varied initially in the range 0.015 to 
0.035 m" '3 s for the channel and 0,02 to 0.10 m-113 s for the floodplain. However, due to the 
prohibitive computational cost of the ATS model (see Section 5.4), only a reduced range of non 
values could be feasibly tested. Guided by the sensitivity behaviour of the fixed time step model, 
the upper limit of channel roughness was thus set to 0.025 m-113 s. Within the different 
parameter spaces, the same uniform sampling strategy was applied which yielded 25 and 15 
parameter combinations to be tested for the fixed and adaptive time step models respectively. 
Several tables are provided to summarise the content of Section 6.2. The spatial discretisations 
of the LISFLOOD-FP models constructed for each reach are detailed in Table 6.2, while the 
characteristics and discrete representation of the four flood events are recapped in Table 6.3. In 
Table 6.4, the observational data available for each reach/event are described. 
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Table 6.3 Characteristics and discrete representation of simulated flood events. Number and size 
(At ) of time steps are specified for the original fixed time step model only. 
River Start date Return period Duration At (s) No, of time Steady/unsteady 
(years) 
(m sQs'1 
(days) steps state 
) 
UpperThames 04/12/92 10 76 2 1 172,800 Steady 
Upper Severn 29/10/98 50 435 4.25 1 367,200 Unsteady 
Meuse 22/01/95 63 2745 20 1 1,728,000 Unsteady 
Lower Severn 28/10/00 50 695 22.5 5 389,520 Unsteady 
6.3 Results and discussion 
Each application described above provides a unique assimilation of boundary data (i. e. 
floodplain topography, channel bathymetry and flows) and field measurements for testing site- 
specific model performance. A model may then be 'confirmed' (Oreskes at a/., 1994) or 
'falsified' (Popper, 1959), depending on the outcome of the evaluation process. This is 
analogous to the concept of retaining behavioural/rejecting non-behavioural models in the 
GLUE methodology of Beven and Binley (1992). It is hoped that, rather than attempting to 
confirm or falsify the code in general (which will never be possible), these case studies will help 
identify model behaviours that are consistent with each other and, most importantly, reflective of 
the physical system being modelled. Therefore, it is envisaged that model intercomparison will 
either strengthen further our confidence in the utility of the new LISFLOOD-FP code or, 
alternatively, may indicate the need to fundamentally reconsider the underlying 
conceptualisation/construction of the raster-based model for this type of problem. 
6.3.1 Upper River Thames, UK 
The results of friction calibration for the fixed and adaptive time step LISFLOOD-FP models are 
summarised in Figures 6.2-6.6 and Table 6.5. When compared against the satellite data, the 
best fit calibrations for the new ATS model and its predecessor are found to be very similar, 
both in terms of 'optimal' roughness values and also the distributed prediction itself (Figure 6.2). 
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Table 6.4 Summary of observational data available for each reach/event. 
River Data type Source Description 
Upper Thames Vector polygon Satellite SAR-derived 
inundation shoreline 
Upper Severn Bulk flow time Stage at Montford and 
series Buildwas 
Vector polygon Satellite SAR-derived 
inundation shoreline 
Meuse Bulk flow time Stage at Elsloo and 
series Grevenbicht 
Vector polygon Air photo-derived inundation 
shoreline 
Points Maximum free surface 
elevation survey 
12.5 m ERS-1 SAR imagery 
converted into a shoreline using 
the statistical active contour 
model of Horritt (1999). 
Stage hydrographs gauged at 
15 minute intervals. 
12.5 m RADARSAT SAR 
imagery converted into a 
shoreline using the 'snake' 
algorithm. 
Hourly gauged stage 
hydrographs. 
Image mosaic converted into a 
shoreline by RIZA. 
Systematic ground survey 
conducted by RIZA. 
Lower Severn Vector polygons Four airborne SAR-derived 1.2 m ASAR images converted 
inundation shorelines into inundation maps using the 
'snake' processing technique. 
The spatial arrangement of these inundation patterns is virtually indistinguishable and contains 
almost identical regions of under- and over-prediction. This is perhaps unsurprising as in 
previous applications of the fixed time step code to the upper Thames site, model response 
proved relatively consistent with expected sensitivity behaviour (e. g. Figure 3.7k). That is, for 
low channel friction, water levels are low, there is little inundation and so sensitivity to floodplain 
friction is minimal. Higher channel frictions increase water depth in the channel, more water is 
forced onto the floodplain, and so floodplain friction exerts a greater influence on inundation 
extent. To varying degrees, depending on model configuration and flow conditions, these 
intuitive behaviours are restricted in the original model by the flow limiter (Equation 5.4) used to 
suppress numerical oscillations in the explicit solution. Analysis of the best fit simulation with the 
fixed time step model showed that for this site Equation 5.4 was applied to calculate the fluxes 
in -50% of inundated floodplain pixels at each time step (see Figure 6.3). Although x, y flows 
are decoupled on the floodplain, the spatially autocorrelated nature of water depths, and 
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Figure 6.3 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 is 
invoked) in the (b) QF and (c) Q,, directions at the point of convergence in the best fit simulation 
with the fixed time step model (Figure 6.2a). The corresponding depth prediction is provided for 
context in (a). 
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Whilst the flow limiter does not appear to affect the ability of the fixed time step model to match 
the ATS predictions of inundation extent at maximum values of F"I", it can be shown to impact 
on the model's numerical performance and calibration response across the parameter space. 
For the upper Thames case, the numerical performance of the two steady state models is 
compared in terms of the computational effort required to achieve convergence and the mass 
balance error at this instant. Although no one criterion is suitable for all flow conditions, 
convergence of the numerical solution is determined here according to average mass 
conservation properties over an arbitrary time period. Simulations are thus said to have 
converged when absolute mass balance errors are constant to three decimal places over an 
hour period of simulation time. After Horritt and Bates (2001 b), absolute mass balance errors 









where Q, is the imposed upstream flow rate, QQ,, 1 is the model 
downstream flow rate, V, and 
V, 
-A, 
are the volumes of water in the model domain at the current and previous time step and 
At is the model time step. The error can be thought of in terms of the volume lost or gained per 
unit time by the models and should be zero at steady state. 
Convergence properties and mass balance errors for a representative sample of upper Thames 
simulations are given in Table 6.5. It should be remembered that the channel description and its 
ID representation do not change between the original and ATS models. Therefore, whilst 
interaction between variables and parameters in the 1D channel and 2D floodplain units is 
inevitable, the numerical properties of the two schemes are considered in terms of floodplain 
friction only. As floodplain friction increases, a number of different responses are observed in 
the two models. 
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Table 6.5 Convergence properties and mass balance errors for the upper Thames simulations. To 
simplify the model comparison problem, simulation details are only provided for values of n.,, in 
0.03 m'113 s. 
nfp (m"1 s) Convergence time At at convergence (s) Mass balance error at (/o of total simulation time) (% convergence ( % of Q) 
Original ATS Original ATS Original ATS 
0.02 49 21 1.000 0.050 0.05 2.37 
0.04 66 31 1.000 0.092 0.06 1.64 
0.06 67 40 1.000 0.132 0.07 1.25 
0.08 78 46 1.000 0.171 0.07 1.06 
0.10 82 62 1.000 0.209 0.08 0.92 
Firstly, there are considerable differences in the time taken to achieve convergence. Most 
significantly, the convergence times of the adaptive solution are typically less than 50% of the 
original model, particularly for low values of nfp . 
Time disparities are smaller at higher 
roughnesses, yet still represent approximately 10 hours of simulation time when nf, = 0.10 m"113 
s, for example. As for floodplain flows (see Figure 5.10), higher frictions similarly retard the 
development of converged solutions as transients present in the simulations take longer to die 
down (Horritt, 2000). These behaviours occur because models applied here are not true steady 
state, but are actually dynamic simulations with steady state boundary conditions run for a 
sufficient period of time to ensure convergence across all flow conditions (here 48 hours). 
Finally, because Equation 5.4 does not account for friction in calculating floodplain flows, 
convergence time of the ATS model is slightly more sensitive to nfp than the original model. 
Secondly, the time steps calculated by the ATS model are small compared to the 1s used in 
the fixed At simulations but significantly larger than those evaluated for the 50 m Wrangle Flats 
model of Chapter 5 (see Table 5.6). This is due to the different degree of forcing within the two 
ATS models (more extreme in the Wrangle Flats case) and the relationship between the 
resulting flow variables and the underlying model grid in each case. In the adaptive code, 
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solutions are advanced using the minimum At computed at each iteration and it would 
therefore be interesting to determine how representative these values are of time steps across 
the rest of the domain. It may be the case that computational efficiency is being adversely 
affected by only a few cells which could either be edited manually or excluded entirely from the 
computation (Lynch and Gray, 1980; Leclerc et a/., 1990). Alternatively, it may provide 
increased justification for considering time steps that vary in space as well as time (e. g. 
Crossley et a/., 2003). For the best fit prediction shown in Figure 6.2, the spatial arrangement 
and frequency distribution of At across the model domain are shown in Figures 6.4 and 6.5 
respectively. This simulation, obtained when nch = 0.03 M-1/3 s and nfp = 0.10 m'113 s, 
converged at a time step of 0.209 s. Unsurprisingly, the smallest time steps are in very close 
spatial agreement with those cells between which the flow limiter was invoked in the original 
model solution (Figure 6.3). It is also obvious that the range of time steps evaluated is relatively 
continuous up to the imposed limit of 10 s (Figure 6.4). Intuitively, we might expect the number 
of cells in which the flow limiter was applied at a fixed At of 1s (-50%) to approximately equal 
the number of cells in the '0-1 s' bin of Figure 6.5. This is not the case because, rather than 
force small chequerboard oscillations to decay down to a flat free surface using Equation 5.4, 
the ATS scheme counters the build up of these oscillations directly, and hence can use a larger 
time step in most situations. Unfortunately, however, the complex spatial organisation of At, 
particularly the subtle variations in the x and y directions, would seem to preclude the various 
'manual' options outlined above for reducing the computational burden of the adaptive scheme 
(i. e. the adjustment and/or masking of grid cells). In reality, this is less of a problem as, for this 
particular application, small time step sizes are offset by fast convergence times which means 
that, for the majority of parameter combinations, the ATS scheme is the more computationally 
expedient of the two codes, taking on average <1 minute to execute a model run to converged 
state on a 3.0 GHz PC. 
Thirdly, instantaneous mass balance errors in the original model predictions are negligible 
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Figure 6.4 Spatial variation in At across the model domain for the best fit simulation with the 
adaptive time step model (Figure 6.2b). Maps of (b) At, and (c) At}, are provided as floodplain 
flows are decoupled in the x and y direction. The corresponding depth prediction is provided for 
context in (a). 
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Figure 6.6 Values of the F"' performance measure mapped over the parameter space for the (a) 
fixed time step and (b) ATS upper Thames models. 
In addition to affecting the numerical development of the fixed time step solution, the flow 
limiter, where and when applied, will also determine model response to friction 
parameterisation. The extent of this influence is determined by the prevailing flow conditions 
and model parameters, n and Ax, and is shown for the upper Thames case in Figure 6.6a. As 
observed in Chapter 3, the flow-limited model demonstrates more sensitivity to channel friction 
than floodplain friction and, in this instance, compares favourably with the ATS model (Figure 
6.6b). Both Figure 6.6a and Figure 6.6b show a very similar pattern and the different 
sensitivities to channel and floodplain friction are what might be expected in a more 'physically- 
based' model (e. g. TELEMAC-2D). As in Aronica et al. (2002) and Horritt and Bates (2001b), 
performance maxima are manifest as broad regions of the parameter space. These optimum 
regions are broadly overlapping, but not identical, with optima occurring over a lower range of 
channel friction coefficients for the original model. Performance gradients within the parameter 
space are lower for the adaptive model than for the fixed time step version and model 
performance is therefore perceived to be more stable with respect to parameter variation. This 
may be a significant advantage if the model is used in predictive mode whereby friction 
parameters calibrated on one event are used to predict a different or design event. 
In summary, when applied to the upper Thames data, it cannot be demonstrated that the new 
ATS model provided a significant advantage over the original Bates and De Roo (2000) model. 
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Whilst the flow limiter clearly impacts on the numerical solution development, it does not appear 
to adversely affect the model's ability to predict inundation extent or display a relatively intuitive 
response to friction calibration. Although this is certainly a result of the model configuration and 
flow variables computed, it may also reflect the simple nature of this particular modelling 
problem (i. e. steady state, single evaluation data). Therefore, recourse must be made to 
additional case studies where more accurate simulation of the inundation dynamics is required 
to reproduce the available observations. 
6.3.2 Upper River Severn, UK 
Unfortunately, the previous calibration problem provided little additional information regarding 
the supposed improvement in our ability to model transient floodplain inundation with the new 
LISFLOOD-FP code. Therefore, the upper Severn case, with the two sources of measured 
hydraulic data described in Section 6.2.2, should facilitate a better test of the two models in 
applied time-dependent situations. Furthermore, previously published results for this site have 
proved very useful at identifying unsatisfactory internal behaviours within the original fixed time 
step code, particularly the inability to reconcile predictions of wave travel time and inundated 
area (e. g. Horritt and Bates, 2001 a, 2002). 
For the fixed time step model each realisation took approximately 2 hours on a 3.0 GHz 
computer, whilst for the adaptive model this increased to -6 hours. The typical evolution of the 
time step in the adaptive model is shown for the best performing model in Figure 6.7. From the 
initial value of 0.05 s, the time step declines during the hydrograph rise and subsequent 
floodplain inundation to approximately 0.03 s but, as the flood pulse passes through the model 
domain, 'rebounds' to -0.045 s by the end of the simulation. A frequency analysis of At within 
the solution at the time of the RADARSAT overpass (Figure 6.8) shows that, unlike in the upper 
Thames case, these minimum time steps are more representative of spatially-heterogeneous 
At across the model domain. As in Tables 5.6 and 6.5, minimum time steps also vary 
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Figure 6.7 Time step evolution (in grey, right vertical axis) for the adaptive model over the course 
of the best fit simulation (Figure 6.10b). For comparison, the upstream flow hydrograph from the 
Montford Bridge gauging station is shown in black (left vertical axis). The RADARSAT satellite 
overpass time is also marked. 
according to friction (Table 6.6), particularly nf, , but still remain very small compared to the 
physical phenomena under consideration. Whilst the adaptive time step is at least a factor 20 













Figure 6.8 Frequency distribution of (a) At, and (b) Al), across the upper Severn model domain for 
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Table 6.6 Minimum time step (\t) for the upper Severn simulations. In this instance, minimum time 
step is taken as a surrogate of computational time. 
n, p nch 
(m-113 S) 
(m-1/3 S) 
0.020 0.025 0.030 0.035 0.040 0.045 0.050 
0.02 0.037 0.029 0.025 0.023 0.023 0.019 0.017 
0.04 0.069 0.052 0.046 0.041 0.038 0.036 0.031 
0.06 0.098 0.075 0.064 0.057 0.052 0.050 0.045 
0.08 0.128 0.096 0.072 0.082 0.066 0.062 0.059 
0.10 0.158 0.118 0.099 0.087 0.079 0.074 0.070 
smaller than this would lead one to expect. Here the total computational cost of a LISFLOOD- 
FP simulation is the sum of the time taken to achieve convergence at Q0 (i. e. the steady state 
'spin-up' period ) and also to simulate the dynamic event itself. As flows are well out-of-bank at 
the beginning of the simulated period (i. e. Q0 > Qbr ), the spin-up period represents the largest 
component of total t, and thus, for reasons discussed above, requires substantially more CPU 
time in the fixed At model. Therefore, the computational cost of the fixed and adaptive time 
step schemes is of the same order of magnitude at this resolution. However, the power law 
dependency of the optimal time step on model grid size implied by Equation 5.11 means that for 
smaller grid sizes the computational cost of the adaptive model will increase markedly 
compared to the fixed time step model. Thus, whilst finer scale simulations may be prohibitively 
expensive, the adaptive method does at least give the possibility of greater efficiency at coarser 
spatial scales, as At can evolve to become larger than the constant time step needed to 
ensure stability of the original model over the entire event. 
For each model realisation, the F"' measure of fit was calculated between the inundation 
extent observed in the synthetic aperture radar data and that predicted by the model at the time 
of the satellite overpass. Figure 6.9 shows the value of the F`'' performance measure mapped 
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Figure 6.9 Values of the F"> performance measure mapped over the parameter space for the (a) 
fixed time step and (b) ATS upper Severn models. 
over the parameter space for the fixed (Figure 6.9a) and adaptive time step models (Figure 
6.9b), while the optimum predictions of inundation extent in each case are shown in Figures 
6.10a and 6.10b respectively. Although the ATS model produces a maximum value of F" that 
is approximately -4% higher than that for the fixed time step model (0.73 compared to 0.69, see 
Figure 6.10), both simulations are shown to reproduce well the complex inundation patterns 
observed in the reach. However, these predictions are not error-free and clearly contain 
localised areas of under- and overprediction, particularly along the Perry, Lea and Tern 
tributaries that are beyond the limit of the measured data. 
Figure 6.9 shows that the shape of the response surface for the F"' measure mapped over 
the parameter space is different for each model and that the maxima are in different locations. 
The almost total lack of sensitivity to floodplain friction observed in previous studies with fixed 
time step storage cell models (e. g. Romanowicz et al., 1996; Horritt and Bates, 2002; Aronica et 
al., 2002) is similarly reproduced in Figure 6.9a. F`"' appears entirely dependent on channel 
friction (nch ) with optimum performance occurring when nah = 0.035 m-1/3 s (see Figure 6.10a). 
Here variations in channel friction are solely responsible for controlling the amount of water 
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Testing the improved simulation of floodplain inundation in storage cell models 
topography. Good inundation extent simulations (arbitrarily F"' > 0.65) actually occur over the 
range nch = 0.032-0.048 m-113 s, however there is rapid deterioration in model performance 
away from this, particularly for lower values of ncn 
This sensitivity behaviour is clearly physically improbable, even when one accounts for the fact 
that floodplain flow velocities may be low and certain floodplain sections may function primarily 
as storage areas. Whilst these factors would reduce the impact of changes in floodplain friction, 
the insensitivity of flux-limited storage cell models to this parameter is physically implausible and 
much lower than that observed for other 1D and full-2D hydraulic models applied to the same 
reach (Horritt and Bates, 2002). 
Analysis of the simulations with the fixed time step model showed that for this site the flow 
limiter (Equation 5.4) was applied to calculate the fluxes in the vast majority of floodplain pixels 
at each time step (see Figure 6.11). Given that Equation 5.4 does not account for friction in 
calculating the flux between floodplain cells this provides an explanation for the observed 
sensitivity behaviour of the original LISFLOOD-FP model. The adaptive time-step model, on the 
other hand, does show some sensitivity to floodplain friction values as might be expected (see 
Horritt and Bates, 2002), although the coarse sampling of the parameter space used here does 
not allow this be shown in detail. Values of F"' > 0.65 occur (approximately) over the range 
nah = 0.035-0.05 m"113 s and nfP = 0.02-0.10 m"1/3 s. Indeed, the parameter ranges chosen for 
the analysis are not sufficiently wide to map the whole region over which F""' > 0.65. 
The maximum F"' value for the adaptive time step model of 0.73 actually occurs at nah 
0.05 rrf1/3 s and nfp = 0.04 m"'n s (see Figure 6.10b) and is unusual in that channel friction is 
higher than floodplain friction. This is somewhat counter-intuitive, but should perhaps not be 
over-interpreted. This is because the gradients of F" within the region where F`" > 0.70 are 
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moved onto floodplain sections and, to compensate, a lower value of floodplain friction is 
required to achieve the correct inundation extent. It is therefore likely that further high F`'' 
values may exist when nch > 0.05 m"'13 s and nfp < 0.04 m-113 s, however this is clearly an 
artefact of the objective function that we are seeking to maximise and the spatial lumping of 
parameter values used. In other words, it is the parameter set and the interactions between its 
different constituents that is important for determining model performance rather than the 
individual parameter values themselves. This indicates that we require further validation data 
sets to better constrain the parameter identification process. 
Figures 6.10a and 6.10b show the inundation extent predicted by each model at the optimum 
calibration compared to the shoreline processed from the RADARSAT image. This clearly 
shows the improved performance given by the adaptive time step model that is implied by the 
increased optimum F"' value, and which is especially obvious in the upper portion of the 
reach. Here the adaptive model simulates more correctly the wetting and drying of the 
floodplain. Peak inundation in these sections occurs some 37 hours before the satellite 
overpass and by this time the floodplain is beginning to dry. In the upper reach, the original 
model does less well at predicting inundation extent, partly as a result of the use of a flow limiter 
(Equation 5.4), which leads to insufficient inundation of the floodplain, but also as a result of 
using a single value of nch over the whole reach. In previous applications (Horritt and Bates, 
2001 a; Bates et al., 2004) model underperformance above Shrewsbury has been compensated 
for by disaggregating nch into two zones and specifying a lower channel friction for the 
upstream reach. This results in a performance in terms of F"' that is similar to the optimum 
for the adaptive time step model and single nah value presented here. Whilst it can be argued 
that a spatial disaggregation of nch has some physical basis because of longitudinal variations 
in floodplain morphology, the principal purpose of selecting parameters in this way has been to 
compensate (unknowingly) for the erroneous effect of the flow limiter. Although the results of the 
adaptive model are still achieved through calibration, the need to use this as a means of 
compensating for model structural errors is much reduced. This demonstrates that, when using 
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the new model, a simpler, more intuitive calibration procedure can be used to 'explain' the 
observed data, which is analogous to Cunge's (2003) concept of 'meaningful calibration'. 
Moreover, this provides implicit evidence that the adaptive time step model is better able to 
simulate the dynamics of floodplain wetting and drying than the fixed time step version. 
The ability of each model to simulate inundation dynamics is further examined in Figure 6.12 
which describes the model topography at each of the 12 cross sections shown in Figure 6.10b. 
For these, the lower half of each panel shows, for the optimum calibration run, water stage at 
the time of the satellite overpass as predicted by the original fixed time step model (grey line) 
and the new ATS model (black line). The upper half of each panel shows the time from the start 
of the simulation at which each pixel in the modelled cross section becomes flooded, again 
using the convention of a grey line for the fixed time step model and a black like for the adaptive 
scheme. This diagram shows that the -6% difference in predicted inundation extent actually 
conceals some large differences in predicted water surface elevation between the two models 
(e. g. at sections 1-6,8 and 12) that reflects marked differences in the inundation dynamics 
simulated by each model. This is likely to be a consequence of simulating a large, valley-filling 
event where for much of the reach the flood shoreline lies on steep gradient slopes at the edge 
of the floodplain. The timing of inundation in each pixel also differs significantly between the two 
models, however the impression is somewhat distorted by the fact that ATS simulations are 
typically initialised (i. e. after the 'spin-up' period) with much more of the floodplain inundated 
than in the fixed time step model. Where this is not the case, for example on higher ground or 
areas furthest from the channel, wetting clearly occurs much earlier in the adaptive model (e. g. 
Figures 6.12i-6.121). Whilst we have no observed data for this site which can indicate which 
representation of the inundation sequence is correct, Figure 6.12 does illustrates the point that 
use of adaptive time steps leads to very different model dynamic behaviour. Whilst it may be 
possible to calibrate a fixed time step storage cell model to replicate a single synoptic image of 
inundation or maximum extent map, this cannot be used as proof that model dynamic 
performance is correct. In reality, many different models (i. e. parameter sets and structures) 
may give the same 'snapshot' performance but have different dynamic behaviours that leads to 
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Figure 6.12 Dynamic 'wetting' predictions for cross sections 1-12 shown in Figure 6.1Ob. The lower 
half of each panel shows predicted water levels at the time of the satellite overpass for the best fit 
fixed (in grey) and adaptive time step models (in black), whilst the upper half shows the time from 
the start of the simulation (after the 'spin-up' period) at which each model pixel in the cross section 
becomes flooded for the fixed (in grey) and adaptive (in black) models. It should also be noted that 
downstream variations in reach geometry necessitate changes in the left and right vertical scales. 
or follows from this instant. Discriminating between such models will require sequences of 
synoptic inundation images taken as flooding develops through an event or data from multiple 
stage recorders internal to the model domain (for example at the cross sections shown in Figure 
6.1 Ob). 
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As with inundation extent, predicted wave travel time in the adaptive time step model does 
display sensitivity to both channel and floodplain friction variation. The wave travel time error 
goes to zero for the adaptive model when n,, h = 0.024 M-15 s and nfp is in the range 0.06 to 
0.10 m"113 s. However, taking account of likely wave travel time error, acceptable simulations 
occur over a much broader region of the parameter space, approximately defined by the ranges 
0.02 to 0.047 m"13 s for nch and 0.04 to 0.10 m-113 s for nfp. This gives good overlap with the 
region for which F`1' > 0.7 indicating for the adaptive model that parameter sets in the range 
0.035 to 0.045 m"113 s for nah and 0.05 to 0.10 m"1'3 s for nf, provide acceptable simulations of 
both inundation extent and flood wave travel time. In effect, by also taking account of wave 
travel time in the calibration process, we are able to eliminate as non-behavioural those 
parameter sets discussed above which produce acceptable simulations of inundation extent 
through using anomalously low values of floodplain friction. 
In summary, when applied to the upper Severn data, the adaptive time step version of the 
LISFLOOD-FP model provided better absolute performance than the original fixed time step 
version at this spatial resolution, but at approximately 3 times the computational cost. In 
particular, the adaptive model appeared able to more realistically simulate floodplain wetting 
and drying. This is in line with the work presented in Chapter 5 where similar comparisons of 
these two codes were made against idealised solutions for wave propagation/recession over 
planar and complex beach topographies. 
Unlike the fixed time step model, the adaptive version showed sensitivity to variations in 
floodplain friction that appeared both intuitively realistic and in line with the sensitivity behaviour 
of full-2D solutions of the shallow water equations applied to this test site (Horritt and Bates, 
2002). Whilst parameter sets could be identified for both models that simultaneously provided 
acceptable simulations of flood wave travel time and inundation extent, these occurred over a 
broader region of the parameter space for the adaptive time step model. Gradients of the 
chosen performance measures over the parameter space were also steeper for the fixed time 
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step model than for the adaptive scheme, indicating that the latter code may be easier to 
calibrate 
Lastly, use of only either inundation extent or travel time data to calibrate the adaptive model 
resulted in a rather broad region of the parameter space being identified as capable of providing 
acceptable simulations. Moreover, use of only inundation extent data in conjunction with a 
calibration process that sought to maximise a global measure of fit between observed and 
predicted inundation resulted in parameter sets being identified as acceptable where the 
floodplain friction was significantly smaller than channel friction due to trade-offs between the 
two parameters. This is counter-intuitive as, in reality, for most floodplain rivers one would 
expect this situation to be reversed. Use of both evaluation data sets was shown to eliminate 
this problem and also reduce the range of acceptable parameters, and (hopefully) the predictive 
uncertainty. 
In the following sections (Sections 6.3.3 and 6.3.4), this study is replicated at two other test sites 
to better determine the generality of the conclusions drawn above. 
6.3.3 River Meuse, the Netherlands 
The multi-observation data set collected for the January 1995 event provides a third basis for 
intercomparing the different raster-based storage cell codes for modelling real-world inundation 
problems. The data has been used previously to demonstrate the original LISFLOOD-FP 
concept (Bates and De Roo, 2000) and also in this thesis to establish the utility of a multi-criteria 
approach to model parameter calibration and performance evaluation (Chapter 4). On each 
occasion, the data has provided a good test of the model's ability to simulate dynamic 
inundation, albeit restricted by the usual caveats surrounding the appropriateness of testing 
complex numerical models with sparse field measurements (see Lane and Richards, 2001). 
Unlike the two previous applications, simulation of the January 1995 flood event represents a 
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Table 6.7 Minimum time step (At) for the Meuse simulations. 




0.020 0.025 0.030 0.035 0.040 0.045 0.050 
0.02 0.023 0.009 0.008 0.007 0.007 0.006 0.006 
0.04 0.045 0.018 0.016 0.014 0.013 0.012 0.011 
0.06 0.066 0.027 0.023 0.020 0.018 0.017 0.016 
0.08 0.088 0.036 0.030 0.026 0.023 0.022 0.021 
0.10 0.110 0.045 0.037 0.032 0.029 0.027 0.025 
prohibitive computational burden with the adaptive time step scheme. Whilst the fixed time step 
model took approximately 24 hours on a 3.0 GHz computer to complete the 20 day simulation, 
for the adaptive model this ranged between 1 and 14 days, depending on the values of channel 
and floodplain friction specified. This is not simply a result of including Manning's n in the 
calculation of an optimal time step (Equation 5.11), but also because the computational cost of 
a LISFLOOD-FP simulation is a strong function of the number of wet cells at any given iteration. 
Taking minimum time step as a surrogate of CPU time, Table 6.7 shows how At varies 
according to nch and nfp and, in some cases, values are <1/100th of that used in the fixed time 
step model. 
The evolution of the time step during the best performing simulation (as determined by 
comparison with the air photo data) is shown in Figure 6.14. The model time step reduces 
rapidly during the hydrograph rise to -0.02 s as water ceases to be contained solely in the main 
channel (i. e. Q. < Qbf) and subsequently inundates the adjacent floodplain. However, unlike 
the upper Severn case, after the passage of the flood wave, disconnected areas of deep 
standing water retained in various floodplain lakes and depressions prevent the time step from 
rebounding adequately to complete the simulation efficiently. This nicely illustrates the problem 
of using a minimum time step criterion to advance the solution uniformly in time and, in this 
instance, will only be resolved when the remaining water is removed explicitly from the 
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Figure 6.15 Spatial variation in At across the Meuse model domain for the best fit simulation with 
the adaptive time step model (Figure 6.19b). Maps of (b) At, and (c) Oty, are provided as floodplain 
flows are decoupled in the x and y direction. The corresponding depth prediction is provided for 
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Figure 6.16 Frequency distribution of (a) At. and (b) qty across the Meuse model domain for the 
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Figure 6.17 Values of the F"' performance measure mapped over the parameter space for the (a) 
fixed time step and (b) ATS Meuse models. 
Figure 6.9. Lateral flow in the Borgharen-Elsloo reach covered by the air photo data is highly 
constrained by the winter dike system and parameter response is thus dominated by the 'valley- 
filling' nature of the 1995 event - i. e. once the valley is filled any combination of n values will 
produce acceptable results when compared with the binary pattern data. Although the original 
fixed time step model is able to produce very good results (F`1> > 0.80) for many of the 
parameter combinations tested, it can be seen that this is not because of any particular 
floodplain friction specification. Model response appears totally invariant to nP and this is 
confirmed by Figure 6.18. The distinctive curvature of the calibration surface that is a feature of 
'structurally-correct' hydraulic models (see Figures 6.6b and 6.9b; Horritt and Bates, 2002) is 
also observed in Figure 6.17b, where channel and floodplain friction parameters interact to 
reproduce the observed flooding. That there is actually a smaller range of approximately optimal 
parameter combinations for the adaptive time step model reflects only the need to extend the 
sampling range of nch and nfp in any future calibration studies. 
The distributed model predictions at optimum calibration are shown for the fixed and adaptive 
time step models in Figure 6.19. Due to lateral confinement, the extent of flooding is relatively 











Limited Q. (C) Limited 
Figure 6.18 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 is 
invoked) in the (b) Qs and (c) Q,, directions at the time of the air photo overflight in the best fit 
simulation with the fixed time step model (Figure 6.19a). The corresponding depth prediction is 
provided for context in (a). 
case. However, the most interesting difference between the fixed and adaptive time step 
models is apparent further downstream where there is no air photo coverage. At the time of the 
air photo survey, the inflow hydrograph is still rising (i. e. Q,, < Qm. , see Figure 6.14) and thus 
the inundation front is continuing to advance over the floodplain. In the floodplain area around 
cross-sections 9 and 10 (Figure 6.19a), significantly more inundation is predicted by the ATS 
model than its fixed At counterpart, providing a clear demonstration of the limiting effect of 
Equation 5.4 on wave propagation in the original model. This result is much less obvious in 
sections of the reach where flows are bounded by steep topographic gradients, highlighting the 
importance of understanding site-specific limits to effective model testing using real-world data. 
The differences in dynamic performance of the two models are investigated further in Figures 
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Figure 6.19 Optimum inundation 
predictions 
for the Meuse 
reach after calibration 
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Figure 6.20 Dynamic 'wetting' predictions for cross sections 1-10 shown in Figure 6.19a. The lower 
half of each panel shows predicted water levels at the time of the air photo overflight for the best fit 
fixed (in grey) and adaptive time step models (in black), whilst the upper half shows the time from 
the start of the simulation (after the 'spin-up' period) at which each model pixel in the cross section 
becomes flooded for the fixed (in grey) and adaptive (in black) models. 
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begins and ends with Qn < Qbf , the residence time of overbank water can also be examined 
(Figure 6.21). In other words, how long does water, ejected from the main channel during the 
hydrograph rise, remain on the floodplain before draining away? It should be remembered that 
the generic LISFLOOD-FP structure does not represent hydrological processes such as 
infiltration or evapo-transpiration, and therefore floodplain drainage is limited to topographically- 
driven overland flow. Clearly, Figures 6.20 and 6.21 provide a lot of detailed information but 
some general conclusions can be drawn from the results. At the scale of the cross-section, free 
surface elevation differences at the time of the air photo overflight appear negligible, and, in 
reality, are typically <25 cm (Figure 6.20). The water depths shown in Figure 6.21 represent the 
dynamic maximum depth predicted during the simulation and are provided for indicative 
purposes only. Apart from showing where inundation actually occurred, these levels bear no 
relation to the respective hydroperiods shown in the upper half of each panel. In terms of timing, 
the onset of inundation in near-channel areas is very similar between the two models, whereas 
numerous discrepancies are apparent across the wider floodplain that can, in some cases, be 
as large as 3 days. In every instance, flooding occurs earlier in the adaptive time step model. 
However, if flows are highly constrained, for example cross-section 6, both models can be seen 
to produce consistent wetting results. In Figure 6.21, floodplain residence times are compared 
and it is immediately obvious that local hydroperiod response is much more variable in the fixed 
time step model, particularly according to micro-topography. This is probably a result of 'limited' 
flows taking longer to negotiate topographic obstacles, even if the difference in elevation above 
adjacent grid cells is relatively small. As well as providing further insight into wetting behaviour, 
Figure 6.21 may also be used to examine the simulation of floodplain drying within the 
respective models. On the rising limb of the hydrograph, after -36 hours Q;. becomes greater 
than Qbf and then continues to exceed bankfull discharge for a further 12 days. Therefore, 
including a flood wave travel time through the reach of approximately 8 hours (Bates and De 
Roo, 2000), we would intuitively expect to see hydroperiods of the order 10-15 days across 
inundated sections. Although 1D interpretation is complicated by the 2D nature of floodplain 
flows, it may be seen that flood water residence times are, on average, significantly less than 
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Figure 6.21 Total inundation residence time for cross sections 1-10 shown in Figure 6.19a. For 
context only, the lower half of each panel shows predicted maximum water levels for the best fit 
fixed (in grey) and adaptive time step models (in black), whilst the upper half shows the total time 
for which each model pixel in the cross section is flooded in the fixed (in grey) and adaptive (in 
black) models. For example, a cell that is inundated for 20 days is predicted flooded throughout the 
entire simulation but not at the water level shown in the lower panel, which is the dynamic 
maximum depth predicted during the simulation. 
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this range in the fixed time step model, except in areas immediately adjacent to the main 
channel. This behaviour is indicative of the flow-limited solutions presented in the previous 
chapter. The ATS scheme, on the other hand, has been demonstrated capable of completely 
removing water from a domain of complex topography (see Figures 5.12 and 5.13), but this is 
not found to be the case here. Although complete drainage of floodplain grid cells is evident 
furthest from the channel, much of the intermediate floodplain, once inundated, remains flooded 
until the end of the simulation period, resulting in hydroperiods of around 18 days. Unlike the 
Wrangle Flats test site which is strongly dominated by the imposed boundary conditions, 
gradually-varying water levels in a main channel up to 2 km away appear to provide an 
insufficient 'driver' for extensive floodplain drying. Moreover, as observed in the airborne SAR 
data collected for the lower Severn site, floodplain inundation tends to become increasingly 
compartmentalised over complex topography as channel flows return below bankfull discharge. 
Therefore, it is argued that adaptive model behaviour should not be perceived as incorrect, 
merely that, at this juncture, it is hydrological, rather than hydraulic, processes that are 
significant for returning the floodplain to its previous uninundated state. However, it may also 
reflect a failure to adequately represent small-scale features that are significant for de-watering 
the real floodplain, such as engineered drainage ditches and culverts. 
The Meuse case study also provides an opportunity to test distributed model predictions of 
maximum free surface elevation against point data collected during post-event surveys. The 
ability to evaluate water levels within the model domain is particularly important at this site as 
the air photo extent data used in the previous analysis cannot be considered a satisfactory 
approximation to the zero water depth contour (which is a fundamental assumption of using 
binary pattern data for model calibration/validation). More generally, accurate simulation of 
maximum water depth is often critical for the successful implementation of many flood 
forecasting/warning and risk assessment methodologies (e. g. Young, 2002; De Roo et al., 
2003; Hall et al., 2003; Apel et al., 2004). The data consist of 36 measurements that have wide 
spatial coverage over the right floodplain (Figure 4.1d) and are compared to the model output 
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Figure 6.22 Values of the sum of absolute errors (SAE) performance measure mapped over the 
parameter space for the (a) fixed time step and (b) ATS Meuse models. Units are in metres. 
using the SAE (sum of absolute errors) objective function. In Chapter 4, this data-performance 
measure combination proved very valuable for describing hydraulic variability across the 
floodplain (or lack of it) and thus it is hoped it will provide a similar level of model discrimination 
here. The response surface for the SAE measure mapped over the parameter space is shown 
in Figure 6.22. Whilst the observed calibration is what we have come to expect from the original 
fixed time step model (Figure 6.22a), the existence of two discrete optima in different parts of 
the adaptive model parameter space is unprecedented in this chapter (Figure 6.22b). Indeed, it 
is a unique result of the particular data and performance measured employed here (rather than 
an artefact of the contour algorithm used). Although SAE values for these optimal simulations 
are very similar (-14.3 m), they differ in the number of points predicted as flooded: 35 'wet' 
points when nch = 0.035 m" s and nfP = 0.10 m-1/3 s as compared to 30 when nch = 0.045 m 
1/3 s and np = 0.06 m'''3 s. Were these competing parameterisations to be applied in practice, a 
decision would have to be made regarding the relative consequences of under- or 
overprediction for the specific study objectives. It is also interesting to note that, of the two 
models, the ATS result demonstrates a more gradual response with respect to friction variation, 





Testing the improved simulation of floodplain inundation in storage cell models 
Similar to Figures 6.20 and 6.21, selecting the absolute optimum result for each model allowed 
the magnitude and timing of maximum inundation to be intercompared at the 10 cross-section 
locations shown in Figure 6.19a (Figure 6.23). Applying the same cartographic conventions as 
before, it can be seen that, although the difference in water levels is minimal, the temporal 
dimension of peak inundation is more complicated. It is intuitively reasonable that, unless flows 
are obviously embanked, timings for a particular model should be very similar (i. e. 
approximately horizontal in Figure 6.23) across connected regions of the floodplain. Whilst the 
dynamic behaviour of both models is largely in agreement with this assertion, timing differences 
of up to 12 hours can be observed at certain cross-sections. More constrained sections (5-9) 
show the biggest timing difference and, unlike previous occasions (e. g. Figure 6.20), one model 
does not consistently predict maximum inundation earlier or later than the other. The additional 
floodplain storage/conveyance capacity in wider sections acts to reduce the disparity between 
internal model predictions, but the actual mechanisms behind this observed behaviour are 
unclear from the current analysis. 
Finally, the flood wave routing performance between Borgharen and Grevenbicht was 
intercompared for the fixed and adaptive time step models using gauged free surface 
measurements and the Nash-Sutcliffe efficiency, E. It can be seen from Figure 6.24 that, 
through a combination of parameter calibration and compensating errors introduced by the flow 
limiter (Equation 5.4), the original model actually produces more satisfactory (i. e. E>0.7) and 
coherent (optimum performance is stationary in the nch range 0.04 to 0.045 m"13 s) results than 
the new ATS model. Whilst the adaptive scheme provides a better absolute level of 
performance at Elsloo (Figure 6.24b), response gradients across the parameter space are very 
steep below the 0.8 contour to the degree that model predictions are observed non-behavioural 
(i. e. E< 0) when nch < 0.035 m' s. Adaptive model performance is particularly poor at the 
Grevenbicht gauge that marks the downstream limit of the reach (Figure 6.24d). The majority of 
model realisations have values of E<0 and there are two regions of 'optimal' performance 
within the parameter space that are associated with model fits to different periods of the outflow 
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Figure 6.23 Dynamic maximum free surface predictions for cross sections 1-10 shown in Figure 
6.19a. The lower half of each panel shows predicted maximum water levels for the best fit fixed (in 
grey) and adaptive time step models (in black), whilst the upper half shows the timing from the 
start of the simulation at which each model pixel in the cross section attains its maximum depth 
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Figure 6.25 Bed elevation profiles along the River Meuse. The blue line represents the average 
bottom depth extracted from cross-section surveys at -500 m downstream intervals, while the 
black line denotes the uniform bed slope used in the LISFLOOD-FP models of the reach. The 
locations of the Elsloo and Grevenbicht gauging stations are also marked. 
is likely to be significant for determining free surface elevations is poorly represented in the 1D 
channel model. As well as explaining, in part, the critical sensitivity of the present models to n,,, 
specification, this may also indicate the need to consider a more complex hydraulic routing 
scheme in future applications, such as the diffusive-wave approximation of Equation 2.10, 
where bed topography that may be significant for modelling the available data can be 
incorporated explicitly. 
In summary, within the limits of the calibration study presented, it cannot be demonstrated that 
the new ATS model provided sufficient improvement in the ability to reproduce the empirical 
data to justify the vast increase in computation expense. That is to say, both LISFLOOD-FP 
models were able to match the various observations with a very high degree of correspondence 
as determined by the respective performance measures. With the adaptive model, these good 
results were achieved through the interaction of channel and floodplain friction parameters, 
whereas for the fixed time step model, it was more due to a fortunate combination of 
compensating errors and nch values. Parameter interactions are restricted in the original model 
by the widespread application of the flow limiter (Figure 6.18) and, given that Equation 5.4 does 
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not account for friction in calculating the flux between floodplain cells, this also explains the 
observed sensitivity behaviour of the model. 
Performance maxima for the ATS model tended to be located near the upper limit of the range 
of nch sampled (i. e. nch > 0.04 m-113 s), which highlights the need to reconsider the feasible 
parameter space in future calibration studies. With the exception of the stage data at 
Grevenbicht, the remaining model calibrations are broadly reconcilable in terms of regions of 
approximately-optimal performance. Whilst absolute optimal parameter sets are different in 
each case, several acceptable compromises could be identified using a Bayes-type analysis, 
similar to that presented in Chapter 4, that would provide a good fit to all three data sets. 
Not using Manning's equation to calculate floodplain flows did, however, impact on the ability of 
the fixed time step model to simulate transient inundation patterns. Compared to the ATS 
model, the original version appeared to underestimate significantly both the timing and duration 
of inundation across the floodplain, which is consistent with the dynamic behaviours reported in 
Chapter 5. Results were more complicated for the timing/magnitude of maximum inundation, 
and could not be differentiated satisfactorily. 
Finally, the findings presented in Section 6.3.3 suggest the need to re-evaluate certain aspects 
of the LISFLOOD-FP conceptualisation/structure for particular applications. For reaches like the 
Meuse, where the kinematic wave-uniform bed slope model of channel flow may be 
inappropriate given the length and topographic complexity of the reach, a higher-order scheme, 
such as the diffusive-wave approximation employed by Horritt and Bates (2001b), may be 
required to better represent the local hydraulic variability of the physical system. The previous 
work has also demonstrated the importance of simulating other processes for floodplain de- 
watering, such as infiltration, during longer flood events. Beyond some period of time, 
distributed hydraulic models can no longer neglect the more hydrological aspects of flood 
inundation simulation. 
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6.3.4 Lower River Severn, UK 
Section 4.2.2 described the use of an airborne SAR system to map floodplain inundation at fine 
spatial resolution (1.2m) over a -16 km reach of the lower River Severn at four time instances 
through a large flood event. The data acquired are used here to evaluate two versions of the 
LISFLOOD-FP hydraulic model and, in doing so, demonstrate how the enhanced spatial and 
temporal resolution of the airborne radar data allows a more detailed evaluation of current 
model capabilities than has hitherto been possible. 
Despite comprising arguably the best data currently available for validating dynamic inundation 
models, successful application of the numerical scheme developed in Chapter 5 to the lower 
Severn test case was highly restricted by the almost intractable computational cost of the 
resulting adaptive time step model. Whilst the fixed time step version took approximately 36 
hours on a 3.0 GHz computer to complete the 22.5 day simulation, for the adaptive model this 
ranged between 1.5 and 10 months, depending on the values of channel and floodplain friction 
specified. This huge computational burden is a direct result of the power law dependency of the 
optimal time step on model grid size implied by Equation 5.11. Clearly, the modest reduction in 
grid resolution from the 50 m used in previous models to the 18 m configuration applied here 
has an extremely detrimental impact on simulation times. Although the use of different 
compilers and/or optimisation levels may improve matters slightly, parallel implementation of the 
ATS code is perhaps the easiest way around this problem without reformulation of the explicit 
model. Another alternative is to consider an implicit method for solving Equations 5.1 and 5.2 
(P. G. Samuels, personal communication). Given the minimum time step calculated for each 
parameter combination (Table 6.8), time step adaptation is critical for retaining any semblance 
of computational efficiency within the current application (Figure 6.26). Unfortunately, whilst At 
clearly responds to the double-peaked nature of the event, it can also be seen that, for the best 
performing model shown in Figure 6.31, time steps are rarely much greater than the minimum 
value and certainly far smaller than that used in the fixed time step model. A frequency analysis 
of At within the ATS solution at the time of the first ASAR overflight (Figure 6.27) shows that, 
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Figure 6.26 Time 
step evolution 
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grey, right vertical axis) 
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Figure 6.27 Frequency distribution of (a) At, and (b) Aty across the lower Severn model domain 
for the best fit simulation with the adaptive time step model (Figure 6.31). 
which is subsequently mapped over the different parameter spaces to visualise the variation in 
model performance with changing friction. Given that Ax = 18 m and At =5s, it is 
unsurprising that sensitivity behaviour in the original LISFLOOD-FP model is totally dominated 
by the universal application of the flow limiter (Figure 6.29). However, this does not prevent the 
calibrated model from being able to reproduce the broad details of each observation (Figure 
6.30). Optimal model parameters are determined through comparison of simulated inundation 
with that mapped from the first ASAR image acquired on 8 November. Values of n,,, and nfp 
are then fixed for the remainder of the event, regardless of whether subsequent predictions are 
optimal or not for the later data. Figure 6.30a shows that at around peak flow on 8 November 
the model does an excellent job at simulating the observed inundation extent, with almost no 
underprediction and only a very small amount of overprediction. Moreover, pixels that are 
incorrectly predicted as flooded on the 8th are all within close proximity (<50 m) of the observed 
shoreline. As the flood recedes, model performance remains good, but overall consistency with 
the data falls from F"' = 0.84 on the 8`h to F"' = 0.62 on the 171". At the time of image 
acquisition on the 14th and 15th (Figures 6.30b and 6.30c respectively), the model tends to 
underprediction in near-channel areas, although the response is spatially variable and areas of 
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Figure 6.29 Location of 'flow-limited' calculation points (i. e. red cells denote where Equation 5.4 Is 
invoked) in the Q, direction at the time of ASAR data acquisition on 8 November in the best fit 
simulation with the fixed time step model (Figure 6.30). At this scale, the spatial arrangement of 
limited Q, flows is indistinguishable from (b) and is thus not shown. The corresponding depth 
prediction is provided for context in (a). The direction of flow is north to south. 
drainage on floodplain de-watering and, were this a behavioural (i. e. non-limited) model, would 
suggest the need to re-parameterise several of the weir equations used for their representation. 
Even by 17 November (Figure 6.30d), the predicted inundation extent is still a relatively 
coherent match to the observed data. Areas of model overprediction mainly relate to regions of 
the floodplain that, during the event, drained rapidly along small-scale drainage networks, such 
as around the Upton-on-Severn island. Here overprediction is to be expected as these features 
are not represented at the model grid scale, and are only partially captured in the original LiDAR 
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Figure 6.30 (opposite) Optimum inundation predictions from the fixed time step model for the lower 
Severn reach, where dark blue indicates correctly predicted inundation and yellow and red 
represent underprediction and overprediction respectively. Due to an unavoidable trade-off 
between swath width and spatial resolution, the ASAR data do not fully encompass the active 
floodplain. Model predictions In areas without ASAR coverage cannot therefore be evaluated and 
are shown in light blue. Optimal model parameters (n. = 0.02 m-113 s and nfp = 0.10 m'113 s) were 
determined through comparison of simulated Inundation with that mapped from the first ASAR 
image acquired on 8 November. Values of nch and nfp are then fixed for the remainder of the event, 
regardless of whether subsequent predictions are optimal or not for the later data. Values of the 
F"' performance measure corresponding to each simulation are also shown. Figure 6.30a also 
shows the locations of the cross-sections used in the analysis of dynamic model performance 
shown in Figures 6.32 and 6.33. 
survey because of their narrow width (<1 m) and tendency to be lined by relatively dense 
vegetation. Consequently, the model retains excess water in individual topographic 
compartments and, as a result, does not simulate floodplain drying correctly at these locations 
(for example the flood compartment on the right bank at the downstream end of the reach). This 
is also undoubtedly a result of using Equation 5.4, rather the Manning equation (Equation 5.2), 
to calculate floodplain flows in most instances and, to a much lesser extent, the failure to 
include hydrological components of the floodplain mass balance (infiltration, direct precipitation, 
evapo-transpiration and local run-on) in the hydraulic model. 
Distributed predictions from the optimal adaptive time step model are shown in Figure 6.31. 
Against all but the first image, the ATS model underperformed compared to the fixed time step 
alternative. In part, this reflects the reduced number of parameter combinations that could 
feasibly be tested, especially as best fit predictions are typically found at the very limit of the 
calibration space sampled (Figure 6.28). Secondly, it may indicate the imprudence of simply 
transferring culvert parameterisations between the different model structures. To inadvertently 
compensate for the effect of the flow limiter in the original model, culverts were parameterised 
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Figure 6.31 (opposite) Optimum inundation predictions from the adaptive time step model for the 
lower Severn reach, where dark blue indicates correctly predicted inundation and yellow and red 
represent underprediction and overprediction respectively. Model predictions In areas without 
ASAR coverage cannot be evaluated and are shown in light blue. Optimal model parameters (nah = 
0.025 m'"' s and np = 0.06 m"1'3 s) were determined through comparison of simulated inundation 
with that mapped from the first ASAR image acquired on 8 November. Values of n,, and % are 
then fixed for the remainder of the event, regardless of whether subsequent predictions are 
optimal or not for the later data. Values of the F"' performance measure corresponding to each 
simulation are also shown. 
to facilitate maximum drainage from the floodplain. Although very efficient in areas immediately 
around the culvert (Figures 6.30b and 6.30c), the flow limiter acts to retard further water 
diffusing into these areas (see Figure 5.9) and, as a result, flows in the main channel and 
floodplain become locally disconnected. Floodplain de-watering is thus less sensitive than it 
otherwise might be to water levels in the main channel, which are primarily controlled by 
channel friction. In the adaptive model, the floodplain-channel linkage effected by the culverts is 
too efficient and low water levels in the main channel - which result from specifying erroneously 
small nch values as dictated by parameter sensitivity in the original model - lead to the 
exaggerated drainage of the floodplain shown in Figures 6.31c and 6.31d. Finally, there may be 
a more general explanation for this poor performance: a single effective value of Manning's n is 
simply inappropriate for modelling dynamic floodplain inundation in parsimonious conceptual 
models such as LISFLOOD-FP. In reality, it is well-understood that Manning's n for a floodplain 
is a complex function of flow depth and velocity, micro-topographic variability and vegetation 
bio-physical/mechanical properties. Yet it is applied here as a1D parameter incorporated within 
a 2D model to represent highly transient 3D effects. Therefore, it is perhaps unsurprising that 
single fixed values of nah and nfp are unable to reproduce the minutiae of the multi-temporal 
ASAR data, regardless of the level of topographic detail provided in the model grid. As such, 
calibrating the ATS model within a simple two-parameter framework produces some interesting 
results with respect to the various observed shorelines. 
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With the exception of the image acquired on the 8th at approximately Qmm , and unlike previous 
synoptic data available for the upper Thames, lower Severn and Meuse test cases, the ASAR 
data collected for the lower Severn reach do not contain observations of a continuous water free 
surface. Instead, they are maps of increasingly compartmentalised floodplain inundation (see 
Figure 4.4). The effect of trying to fit the model to these receding stores of flood water is shown 
in Figures 6.28d, 6.28f and 6.28h. As in previous applications, the model response 
demonstrates the compensating effect of interacting friction parameters, except here the 
sensitivity behaviour is 'reversed' from that typically observed (e. g. Figure 6.28b). Due to the 
unrealistically low values of n, h tested, higher values of floodplain friction are required to 
roughen the floodplain thus reducing the rate of overbank de-watering sufficiently to achieve the 
correct inundation extent in each instance. Optimal friction coefficients therefore appear non- 
stationary in time and this will inevitably make the interpretation of the calibrated ATS model 
more difficult. 
The dynamic behaviours of the optimal fixed and adaptive time step models are inter-compared 
at the 8 cross-sections shown in Figure 6.30a. In Figure 6.32, the spatio-temporal evolution of 
floodplain inundation as simulated by each model is reported up to the time of image acquisition 
on 8 November, whilst the differences in the magnitude and timing of maximum water levels are 
examined in Figure 6.33. During the 2.5 days preceding the first overflight, flows into the reach 
increased by -150 m3 s" resulting in a second discharge peak (see Figure 6.26) and a 
concomitant rise in water levels across the domain. The effect of this rise and the blanket 
application of the flow limiter in the original solution (Figure 6.29) may thus explain the subtle 
curvature apparent in the water free surface profiles predicted by the fixed time step model in 
Figure 6.32. However, in most cases, with the exception of the shape, free surface predictions 
are not too dissimilar between the two models. Moreover, given the large wave propagation 
discrepancies observed in the Upper Severn (Figure 6.12) and Meuse (Figure 6.20) cases, the 
disparity in model performance in this respect is relatively small. Although differences in the 
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(e. g. cross-sections 4,5,6 and 8), the model predictions are remarkably similar. It is interesting 
to note that these coincident behaviours tend to occur where the floodplain slopes away from 
the main channel, implying that downslope flows may be less constrained by Equation 5.4. 
The effect of the flow limiter is much more pronounced in Figure 6.33. In the absence of any 
independent measurements of maximum inundation for the November 2000 event, the required 
variables were extracted from the same optimum models used in the previous analysis. At all 
cross-sections, maximum water levels are approximately 2m higher in the fixed time step 
prediction, a difference that is all the more surprising as the ATS model was run at higher value 
of channel friction. Yet, with the exception of cross-section 8, there is less obvious curvature 
across the free surface profiles predicted by the original model. However, the results from the 
original model should perhaps not be over-interpreted. As noted above in Section 6.3.3, we 
would expect the timing of maximum inundation to be roughly similar across connected sections 
of the floodplain. Whilst there are very minor cross-stream differences in the ATS prediction, for 
the fixed time step model, time profiles are seen to arc away from a minimum at the channel 
centreline. This highly unphysical behaviour can result in large time differences across a 
section, which are in excess of 15 hours in the case of cross-section 7 (Figure 6.33g). Of all the 
work presented in Chapter 6, Figure 6.33 probably provides the most obvious illustration of the 
detrimental impact of Equation 5.4 on internal model predictions of dynamic inundation 
variables. 
In summary, the model inter-comparison study facilitated by the data available for the lower 
Severn site has been extremely informative. At the current 18 m grid resolution, the adaptive 
time step model is clearly unfit for purpose, with the huge computational cost precluding any 
meaningful investigation of friction parameter sensitivity and calibration response. Meanwhile, 
using the same high resolution grid and a fixed time step of 5 s, it has also been shown that 
outputs from the original Bates and De Roo (2000) model, other than those directly evaluated 
against the ASAR data, simply cannot be relied upon in any subsequent flood risk/forecasting 
analysis. Internal model behaviours are strongly controlled by the flow limiter and, as in Section 
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4.4.2, good inundation predictions are simply the result of fine tuning the channel friction 
parameter. In the future, a more enlightening comparison of the two LISFLOOD-FP codes 
should be undertaken at a coarser model grid resolution (i. e. Ox >_ 50 m) that would allow the 
full range of dynamic model sensitivities (or otherwise) to be analysed. 
6.4 Conclusions and recommendations 
In Chapter 6, an intercomparison of the original fixed and new adaptive time step formulations 
of the LISFLOOD-FP code was conducted for a range of real flood events on four river reaches 
of varying topographic scale and complexity. The test sites comprised sections of the Rivers 
Thames and Severn in the UK and the River Meuse in the Netherlands. Several different 
aspects of model performance were intercompared. Firstly, the simulations were compared in 
terms of the ability of the two models to simulate the observed behaviour of the natural system. 
However, it is well established that routinely available descriptions of flood episodes (e. g. 
gauged flow records or single binary pattern data) are generally poor at representing the spatio- 
temporal dynamics of flood inundation, and are thus a weak basis for effective evaluation of 
dynamic hydraulic models. Therefore, in addition to conventional assessment based on 
empirical data, simulation results were visualised together in both space and time to obtain a 
better feel for the extent to which the various models reproduce the temporally evolving, 
spatially distributed flow patterns that can be observed through experimentation (Ervine of al., 
1994; Wormleaton of al., 2004) or in the field (Babaeyan-Koopaei at al., 2002; Carling of al., 
2002), but are not readily measured in practice (Lane and Richards, 2001). Secondly, the ease 
of parameter estimation and 'usefulness' of calibration response (as defined in Section 2.3.2.2) 
was examined in each case. Models are capable of predicting different kinds of hydraulic 
information, and, where the evaluation data permitted, models were judged on their ability to 
provide adequate simultaneous descriptions of these multivariate outputs - for example, 
distributed inundation extent and bulk flood wave routing. Finally, practicalities that significantly 
determine the operational viability of a particular model, such as computational efficiency and 
numerical stability/accuracy, were compared for each model. It is argued that through the more 
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integrated approach to model 'benchmarking' presented above, a well-rounded assessment of 
model capabilities has been provided that subsequently allows better definition of future 
research needs. It will also allow us in Chapter 7 to qualify the extent to which the central aim of 
the thesis - to improve both the quality of and confidence in the hydraulic predictions generated 
from the LISFLOOD-FP flood inundation model' - has been met. 
For each model-data combination, a summary of approximately optimal goodness of fit is given 
in Table 6.9, which is arbitrarily defined here as predictions within 2% of the absolute optimum 
objective function value in each case. It should be noted, however, that these calibrations are 
not representative of the whole model response across the respective parameter spaces. 
Where levels of model performance can be differentiated, the adaptive time step scheme is 
shown to outperform the fixed time step alternative in 6 out of 9 tests using the empirical data. 
For the upper Thames, the modelling problem is essentially a 'volume spreading' one: the 
observed inundation can be reproduced satisfactorily using steady state boundary conditions 
and, as such, calibrated models are always likely to produce very similar results over identical 
topography. In the upper Severn case, more accurate simulation of the inundation dynamics is 
required to reproduce the available observations. Both models are shown to be capable of 
reproducing flood extent and travel times to a high degree of accuracy at approximately 
optimum calibration, with the new scheme providing better absolute performance against the 
inundation data. Unlike the fixed time step model, the adaptive version showed sensitivity to 
variations in floodplain friction that appeared both intuitively realistic and in line with the 
sensitivity behaviour of full 2D solutions of the shallow water equations applied to this test site 
(Horritt and Bates, 2002). Despite the different parameter sensitivities, both models can be 
considered 'useful' according to the terminology of Horritt and Bates (2002) and Section 2.3.2.2. 
That is, a model that can reproduce flood extent when calibrated against hydrometric data, as 
shown in Table 6.10. However, it should be noted that this conclusion is only valid when errors 
in the stage measurements are incorporated into the analysis (something which was not done in 
Horritt and Bates (2001a; 2002)). In the case of the Meuse, the level of calibrated (Table 6.9) 
and validated (Table 6.10) model performance is generally very good for both the fixed and 
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Table 6.9 Summary of approximately-optimal model predictions. Values of the optimised 
performance measure and calibration parameters, channel (nch) and floodplain (nfp) friction, 
corresponding to each model-data evaluation are provided. Where ranges of the parameters are 
given, this is because the calibration fails to pick out a single deterministic optimum, i. e. several 
parameter sets giving the same level of performance when compared to the measured data. 
River Calibration data Performance Model n. Performance 
measure  ,ß measure value (m s} s) sý ým 
Upper Satellite SAR-derived p-'- Original 0.030 0.080-0.100 0.72 
Thames inundation map ATS 0.030-0.035 0.060-0.100 0.72 
Upper Stage hydrographs at Wave travel 
Severn Montford Bridge and Buildwas time 
Satellite SAR-derived F"' 
inundation map 
Meuse Stage hydrograph at Elsloo Nash-Sutcliffe 
efficiency 











Original 0.025-0.035 0.020-0.100 25.75 ±10 hours 
ATS 0.020-0.045 0.040-0.100 25.75 ±10 hours 
Original 0.035-0.040 0.020-0.100 0.89 
ATS 0.040-0.050 0.020-0.100 0.73 
Original 0.040 0.020-0.100 0.80 
ATS 0.045-0.050 0.040-0.060 0.94 
Original 0.045 0.100 0.73 
ATS 0.050 0.020 0.63 
Original 0.040-0.045 0.020-0.100 0.86 
ATS 0.040-0.060 0.040-0.100 0.87 
Original 0.035 0.080-0.100 15.24 m 
ATS 0.035 0.080-0.100 14.31 m 
Lower Airborne SAR-derived F" Original 0.015-0.020 0.020-0.100 0.84 
Severn inundation map (08/11) ATS 0.020-0.025 0.040-0.100 0.87 
ASAR inundation map (14/11) F" Original 0.020 0.020-0.100 0.75 
ATS 0.025 0.020-0.100 0.77 
ASAR inundation map (15/11) F'" Original 0.020-0.025 0.020-0.100 0.75 
ATS 0.025 0.020 0.74 
ASAR inundation map (17/11) F" Original 0.015-0.020 0.020-0.100 0.63 
ATS 0.025 0.020-0.100 0.60 
adaptive models. The location of best performing parameter sets within the calibration space 
does, however, suggest the need to redefine the initial ranges of feasible values in any future 
studies. These two conclusions are also broadly applicable to the lower Severn application, 
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Table 6.10 Predictive performance in terms of F"' of the two LISFLOOD-FP models using 
independent calibration (hydrometric)lvalidation (inundation extent) data. Gauged flow records are 
only available for the Upper Severn and Meuse applications. 
River Calibration data Validation data Original ATS 
Upper Severn Wave travel time between Satellite SAR-derived 0.40-0.69 
Montford Bridge and inundation map 
Buildwas gauging stations 




Stage at Grevenbicht Air photo-derived 0.84 0.80 
inundation map 
where, despite the availability of an excellent calibration/validation data set, the model 
intercomparsion was severely limited by the computation cost of the ATS scheme (Table 6.11). 
More significantly, the sensitivity behaviour of the adaptive model reported in Figure 6.28 hinted 
at the non-stationary nature of parameters in time which, in reality, are also known to be 
spatially complex unlike the lumped values assumed here for computational convenience. 
Unlike previously, when parsimonious observations could be replicated by simple two- 
parameter calibrations (Bates at al., 1998), the analysis of Section 6.3.4 indicates the next 
generation of flood inundation models may require friction parameterisations to be dynamic in 
space and time if they are to emulate the recent developments in multi-variable/site data 
acquisition. This conclusion lends support to the rationale of Mason at al. (2003) who 
investigated the feasibility of calculating friction as a time-space dependent parameter. 
Table 6.11 Computational cost of the LISFLOOD-FP models developed for each application. 
Simulation time is dependent on the values of channel and floodplain friction specified, and also 
the number of wet cells at any given iteration. 
River Original ATS 
Upper Thames <1 minute <1 minute 
Upper Severn 2 hours 6 hours 
Meuse 24 hours 1-14 days 
Lower Severn 36 hours 1.5-10 months 
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Genuine differences emerge between the fixed and adaptive time step models when the spatio- 
temporal evolution of model variables is compared. In all but the upper Thames case, the 
widespread application of the flow limiter (Equation 5.4) produces a range of internal behaviours 
that do not preclude the original model from reproducing the available data under calibration but 
are immediately apparent as unphysical when evaluated alongside a more 'structurally-correct' 
model. Previously, these internal simulation errors were unknowingly compensated for in the 
friction calibration process but have been shown here to impact significantly on the model's 
representation of dynamic floodplain inundation. As well as affecting wetting and drying 
processes, the timing and magnitude of maximum inundation predictions, which are of particular 
importance in flood risk estimation, are shown to vary considerably between the two model 
codes. Although these dynamic variables cannot yet be validated in the field, it has (hopefully) 
been demonstrated, both above and in Chapter 5, that the ATS model is more likely to get the 
right results for the right reasons. Clearly, a model that not only predicts well but does so for the 
right reasons is a necessary prerequisite for many practical applications involving extrapolation, 
such as flood risk assessment (where measurements are not available) and forecasting (where 
measurements are not possible). 
However, it is not always clear that improvements to a simulation model will translate into 
improvements in operational predictions (Reed et al., 2004). Whilst the emergence of high- 
resolution data sets, GIS capabilities, and rapidly increasing computer power have maintained 
distributed modeling as an active area of research, it is primarily the latter that has enabled the 
cross-over of such tools for operational simulation/real-time forecasting purposes. Despite the 
technological advances, operational models are still required to be computationally expedient 
and, for grid resolutions <50 m, this does not appear to be case for the new adaptive model 
(Table 6.11). Furthermore, the computational cost of individual model realisations becomes 
increasingly critical when applying sensitivity/uncertainty analysis techniques of the type shown 
in Chapters 3 and 4. Potential solutions to the problem have been discussed previously in 
Section 5.5 and will be reiterated in Section 7.2.2. 
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As well as computational efficiency issues, Chapter 6 has also identified several more general 
limitations with the current LISFLOOD-FP structure. By ignoring hydrological components of 
floodplain mass balance (infiltration, evapo-transpiration and local run-on) in the hydraulic 
model, minimum time steps do not rebound substantially after the passage of the flood peak 
thus further increasing model run time. Flows become disconnected during de-watering over 
complex micro-topography and the temporal evolution of the entire adaptive solution is thus 
determined by isolated regions of standing water that, at present, cannot drain away through 
the closed vertical boundaries of the model floodplain. Although the actual volume losses via 
floodplain infiltration and evapo-transpiration are likely to be small compared to errors in the 
gauged flow, simple loss functions from each flooded cell could be incorporated within the 
model that may improve both the hydraulic and computational performance during the 
hydrograph falling limb. Ponded water may also result from a failure to take explicit account of 
small-scale drainage features on the floodplain, such as ditches and culverts, as seen in 
Section 6.3.4. To represent these units within a model grid of uniform spatial resolution is 
computationally prohibitive with the current ATS model and the local rule-based nature of 
porosity-type flow solvers (e. g. Yu and Lane, in press b) makes them unsuitable for modelling 
complex flow pathway connections below the scale of individual elements. However, recourse 
can be made to various established methods for including more detailed representations of 
floodplain topography (<5 m) within broad-scale LISFLOOD-FP models (Ox >_ 100 m). Space 
does not permit a full discussion but these can be broadly divided into adaptive/recursive 
gridding techniques based on quadtrees (Samet, 1990; Borthwick at al., 2001; Rogers at a!., 
2001) or hierarchical approaches that nest high-resolution local area models within low- 
resolution reach/catchment-scale models (De Roo at al., 2003; Ducharne et al., 2003; Hall at 
al., 2005). And, unlike previous implementations for irregular finite element grids (e. g. Lynch 
and Gray, 1980; Kawahara and Umetsu, 1986; Benkhaldoun and Monthe, 1994), the raster 
data structure and simple numerics of LISFLOOD-FP appear favourably predisposed to a 
spatially decomposed solution to the problem. 
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In summary, for all but the finest grid resolutions, the new adaptive time step method presented 
in Chapter 5 represents a significant improvement over the original Bates and De Roo (2000) 
model for simulating dynamic floodplain inundation in applied situations. In Chapter 6, site- 
specific ATS models have not been falsified (Popper, 1959) but neither have they been 
rigorously validated (see Section 1.3.3.2) using independent data from different events, 
especially those of a different frequency/magnitude. As such, the ATS applications developed 
here can only be considered 'conditionally valid' in any predictive sense (Young, 2001). If we 
accept that model testing against empirical data is a necessary, if not sufficient, condition for the 
model's acceptance within the wider hydrological community, we therefore require additional 
data for reaches where (i) models set-up previously can be independently calibrated/validated 
and (ii) spatial scales and topographic complexity are sufficiently different from those situations 
previously tested (e. g. urban areas). The type of data used for model assessment must also 
change. Rather than use binary patterns to infer confidence in spatial predictions of water 
depth, we instead require direct measurements of water level variability across the floodplain. 
These are becoming increasingly available through radar interferometry techniques (Alsdorf et 
al., 2000,2001a, 2001b) and, on a more local scale, from arrays of self-contained level loggers 
mounted on fixed structures in inundation-prone areas (N. Holden, personal communication). 
Only with this type of emerging data can we, or should we, make informed (as opposed to 
conjectured) statements about the ability of numerical models to describe the dynamic physical 
system. In the final chapter (Chapter 7), the significance of these technologies as well as 
commensurate developments in model-data evaluation strategies are discussed, along with 
more general conclusions from the research presented in the thesis. A number of directions for 




There is considerable practical demand for the consequences of flooding from events of 
different return period or multiple scenarios associated with different potential futures to be 
predicted a priori. In the absence of sufficient historical observations, advances in remote 
sensing technologies have made distributed numerical models an increasingly attractive 
solution where spatial predictions of the potential damage of future flooding episodes are 
required. The primary stimulus has been the proliferation of high-quality quantitative 
parameterisation data and the refinement of established numerical tools for the specific task of 
efficiently predicting flood inundation and extent. However, unprecedented scope for 
undertaking high-resolution, high-accuracy hydrodynamic modelling of river floodplain systems 
and producing assessments of flood risk at very fine spatial and temporal scales is not a 
panacea. The traditional, reductionist aim of developing and using models that are as realistic 
as possible' must be balanced against a number of other important considerations. These 
include: the computational burden of the hydrodynamic calculations, investment in bespoke 
data collection and model set-up, and the requirements of the end user. As such, methods for 
modelling flood inundation should be reliable, practicable in terms of computational expense 
and input data, and capable of generating the required hydraulic information in an appropriate 
format and level of detail. These predicted quantities should be recognised as uncertain and 
therefore the potential need to evaluate model and data uncertainties may also influence the 
type of modelling approach selected. 
Unfortunately, such models are often calibrated and validated against sparse observations that 
in many cases are inconsistent with the variables predicted (e. g. bulk gauged flows versus 
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spatially-distributed depths). Data at a scale and dimensionality commensurate with model 
outputs are required to establish some degree of confidence in model performance and, in the 
case of fluvial flooding, can also be derived from various remote-sensing sources. 
Unfortunately, such data are often restricted to single images of binary flood state per event and 
are typically compared with the model simulations using inappropriate and/or ill-defined 
measures of fit (e. g. Crosetto et al., 2000; Brivio et al., 2002; Townsend, 2002; Townsend and 
Foster, 2002; Overton, 2005). Moreover, despite their considerable potential, the scarcity of 
synoptic observations of hydraulic variables, in particular water depth and flow velocity, has 
resulted in the convolution of the previously distinct calibration and validation phases of model 
application (e. g. Bates et al., 1992,1997a, 1998; Anderson and Bates, 1994a, 1994b; Connell 
et al., 2001; Horritt and Bates, 2001b). Without independent calibration and validation data, a 
good model (at the level and purpose for which it is judged) can rapidly become a bad one if it 
produces the right results, but for the wrong reasons. In other words, a model must not only 
predict well - but it should do so for the right reasons. This will become particularly apparent 
when a model is applied in predictive mode with the implied extrapolation of model parameters 
and boundary data to unmeasured locations (where observations are not available) and into the 
future (where observations are not possible). Moreover, calibrated values of model parameters, 
such as effective roughness coefficients, may be highly non-unique and non-stationary between 
observed flood events of different magnitudes and can result in considerable ambiguity in model 
outputs (Romanowicz et al., 1994,1996; Romanowicz and Beven, 2003). 
The aim of the thesis was therefore 'to improve both the quality of and confidence in the 
hydraulic information generated from spatially-distributed flood inundation models, in particular 
the LISFLOOD-FP model of Bates and De Roo (2000)'. Following a review of previously 
published literature, three specific research objectives were formulated from this general aim: 
To determine the most appropriate measure (or set of measures) for comparing 
spatially-distributed binary patterns. 
(ii) To evaluate the relative utility of different observational data types for the calibration of 
spatially-distributed floodplain inundation models. 
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(iii) To develop LISFLOOD-FP as a 'fit for purpose' tool for modelling dynamic floodplain 
inundation. 
The research presented in Chapters 3 to 6 has sought to meet these objectives and a brief 
summary of current progress and remaining challenges in each respect is provided in this 
concluding chapter. 
7.1 Specific conclusions 
7.1.1 Development of an adaptive time step solution for explicit storage 
cell models 
Evaluation of the original Bates and De Roo (2000) version of LISFLOOD-FP against multi- 
sitelvariable empirical data (Chapter 4) and analytical solutions for wave propagation and 
recession over planar and complex surfaces (Chapter 5) showed the internal configuration of 
the existing model to be fundamentally incorrect. These errors resulted in a number of practical 
and theoretical limitations: (i) model solutions were overly dependent on time step and grid size, 
(ii) the model demonstrated an unrealistic lack of sensitivity to floodplain roughness, and (iii) 
most significantly, when applied in predictive mode without calibration, the model was shown to 
underpredict markedly both spatially-distributed (i. e. inundation extent, flood depths) and bulk 
(i. e. wave volume, travel time) hydraulic variables when compared with other modelling 
approaches (e. g. Werner, 2004). The cause of these problems was identified to be a floodplain 
flow limiter used to prevent the appearance of numerical instabilities at computationally efficient 
time steps (i. e. At = 1-10 s). A solution based on an optimal adaptive time step determined 
using a Courant-type condition for model stability was presented in Chapter 5. The new code 
overcomes many of the reported limitations with the previous approach (Chapters 5 and 6) but 
incurs a considerable computation cost when applied to fine spatial resolution model grids (i. e. 
Ax <_ 50 m). This is wholly at odds with the original LISFLOOD-FP conceptualisation (i. e. very 
efficient simulation of flood inundation over high-resolution raster DEMs) and further work is 
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required if explicit raster-based storage cell models are to be applied efficiently at such scales in 
practice. 
7.1.2 Evaluation of measures for comparing binary pattern predictions 
and observations 
In Chapter 3, different area-based objective functions for evaluating the overall similarity 
between binary predictions of flood extent and remotely sensed images of inundation patterns 
were examined. Similar to measures for evaluating runoff simulations, the research 
demonstrated that there is no single comprehensive criterion for comparing simulated and 
observed spatial patterns. The work also investigated two different methods for estimating 
model parameters. The first, more conventional approach sought to identify a single 
deterministic optimum and thus ignored the equifinality of model response, while the second 
aimed to better represent this uncertainty by retaining an ensemble of approximately optimal 
solutions within an approximate flood envelope. On the basis of the results presented, and 
regardless of the calibration methodology selected, the F"' measure (Equation 3.6) was 
recommended as an appropriate initial choice for evaluating this type of binary spatial pattern 
against observations, with possible refinements suggested depending on the specific objectives 
of the model application. 
In addition to the inflexibility of cell-by-cell comparisons, the research presented in Chapters 3 
and 4 also highlighted several instances when inundation pattern is no longer a satisfactory 
proxy for inundation depth and acceptable predictions of the former cannot (or should not) be 
used to imply confidence in the latter. This is clearly a problem for flood risk analyses and 
forecasting-warning purposes where inundation depth rather than pattern is the critical 
operational predictand. One solution may be to explore the potential for directly processing 
water depths from remote sensing imagery and recent developments in this field are briefly 
considered in Section 7.3.2.2. A second option is to adopt a multi-criteria approach to model 
calibration/validation based an supplementing the pattern data with water level observations. 
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7.1.3 Development of a multi-criteria approach for model calibration 
Simplified, conceptual-type models, such as LISFLOOD-FP, contain effective parameters that 
are related to aggregated hydraulic process descriptions, which cannot, in general, be 
determined from the physical characteristics of the reach under consideration. Therefore, some 
form of calibration is usually undertaken in order to identify empirical values for roughness 
parameters such that the model is able to reproduce the available observational data. However, 
the process of estimating model parameters introduces uncertainty in the variables predicted. 
Chapter 4 thus sought to identify, characterise and, ultimately, reduce the uncertainty in both 
model parameters and outputs using a variety of GLUE-based techniques (relative confidence 
measure mapping, model rejection and Bayesian updating). The methodology was 
demonstrated for two 'state of the art' inundation data sets, although, as simulations were run 
using the original fixed time step model, the specific conclusions regarding the utility of 
particular empirical data for calibrating multivariate model parameters/outputs should not be 
over-interpreted. 
It was also noted that analysis frameworks based on the GLUE procedure are often criticised for 
a lack of statistical rigour and the subjective nature of meta-decisions made as part of their 
implementation. These arguments are not without foundation and are thus briefly considered in 
Section 7.3.2.3. 
7.2 Limitations of the current research 
Through this thesis, a number of limitations have been identified, both in terms of the research 
presented here and also of that on which it is based. 
7.2.1 Limitations of the LISFLOOD-FP conceptualisation 
The results presented in Chapter 6 suggest the need to re-evaluate certain aspects of the 
LISFLOOD-FP conceptualisation/structure for particular applications. 
299 
Conclusions 
Whilst the representation of topography rather than flow processes is still considered more 
important for correctly predicting inundation extent in the far flow field, it was shown in Section 
6.3.3 that local hydraulic variability in near-channel areas is not well reproduced by simple 1D 
routing schemes. For reaches like the Meuse, where the kinematic wave-uniform bed slope 
model of channel flow failed to satisfactorily reproduce local water levels, higher-order schemes, 
such as the diffusive-wave approximation employed by Horritt and Bates (2001b), may be 
required to better represent regions close to the channel where process gradients are known to 
be steepest during flood events. As well as describing the backwater influence of tributaries and 
hydraulic structures, such methods are also capable of incorporating complex bed topographies 
in the flow calculations. However, although diffusive and dynamic wave models (Equation 2.7) 
incur only a modest increase in numerical complexity and computational cost, their solution 
requires a downstream boundary condition that may not be available at all locations. It is this 
practicality that has thus far limited their widespread implementation in research applications to 
date. 
The previous work has also demonstrated the importance of considering hydrological 
exchanges with the surrounding catchment for flood inundation simulation over long duration 
events and/or river reaches. Processes such as infiltration and evapo-transpiration may, at 
particular times, become important and can be crudely incorporated within the model as simple 
loss functions from each flooded cell. However, these relationships will be difficult to 
parameterise on a physical basis and are thus likely to further exacerbate the existing 
calibration problem. 
7.2.2 Limitations of the adaptive time step solution 
Whilst the adaptive time step scheme has undoubtedly improved both the quality of and 
confidence in the hydraulic information generated from any given LISFLOOD-FP model for 
analytical and idealised solutions, it has been shown that the ATS code is applied most 
efficiently at larger grid resolutions (i. e. Ax > 50 m) with less clear improvements for 
documented flood events, partly due to data availability problems. This is not just a result of the 
300 
Conclusions 
time step evaluated but also the number of cells used to discretise the model domain. However, 
models configured at coarser scales may not be able to represent satisfactorily small scale but 
significant topographic features explicitly (e. g. embankments, buildings, drainage channels). 
Therefore, some means of incorporating the effects of these structural elements in low 
resolution models will greatly enhance the utility of this new method. In staggered grid schemes, 
these features are usually accounted for by placing 'thin dams' or 'screens' in velocity 
calculation points of the model grid, while more general approaches have sought to represent 
their effect implicitly through 'artificial porosity' algorithms. However, these methods only 
consider the net blockage and flux effects of sub-grid scale topography in all but the simplest 
cases (e. g. Yu and Lane, in press b). As shown in Section 6.3.4, it may also be the complex 
topology of small-scale drainage features that is significant for accurately simulating floodplain 
de-watering and thus recourse can be made, when and where required, to several established 
methods for including more detailed representations of topography within broad-scale models. 
As noted previously, these can be broadly divided into adaptive/recursive gridding techniques 
based on quadtrees or hierarchical approaches that nest high-resolution local area models 
within low-resolution reach/catchment-scale models. Unlike previous implementations for 
irregular finite element grids, the raster data structure and simple numerics of LISFLOOD-FP 
appear favourably predisposed to a spatially decomposed solution to the problem. 
7.2.3 Limitations of the model testing 
As for any model code, general validation of the ATS scheme will never be possible. According 
to the terminology of the thesis (Section 1.3.3.2), the code has been robustly verified in Chapter 
5 and, in Chapter 6, has been evaluated, with varying degrees of absolute success, against 
field measurements acquired for four real flood scenarios. However, there are several important 
requisites for more general model acceptance that, had time and data permitted, would have 
been undertaken as part of this thesis. These testing niches can be summarised as: 
(i) Benchmarking the model applications developed in Chapter 6 against other standard 
hydraulic codes (e. g. ID and full-2D shallow water approaches). Indeed, it was such 
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model intercom pa risons that first highlighted the very poor performance of the 
uncalibrated fixed time step code (e. g. Horritt and Bates, 2002; Werner, 2004; 
Halcrow/HR Wallingford, 2004). 
(ii) Independent validation of the model applications developed in Chapter 6 against data 
from different events, especially those of a different frequency/magnitude. Validation 
provides a useful check of a site-specific model's ability to interpolate 
between/extrapolate beyond the existing calibration data. 
(iii) Code application to urban test sites, where the increased complexity of the modelling 
problem is likely to be matched by the socio-economic implications of inaccurate and 
imprecise model predictions. 
However, regardless of the time component, it is the current unavailability of suitable data that 
largely precludes the short-term completion of these goals. 
7.3 Directions for future research 
Based on the work presented here, future research should focus on; 
7.3.1 Improvements to the adaptive time step solution 
For the adaptive time step code to be demonstrated as a 'fit for purpose' tool for simulating 
dynamic floodplain inundation, the computational burden of fine spatial resolution models must 
be reduced significantly. In addition to the implicit spatial and domain decomposition methods 
outlined in Section 7.2.2, another alternative is to consider an implicit numerical technique for 
solving the simplified continuity and momentum equations used in storage cell modelling. From 
the earliest published example (Zanobetti et al., 1968), storage cell codes have been solved 
implicitly and there are two notable advantages of such an approach: 
Implicit schemes allow much larger time steps (potentially in the order of hours) more 
compatible with the slow evolution of flood events over inundated plains. 
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(ii) Implicit schemes ensure the unconditional stability of the solution. 
Previously (i. e. pre-2000), the computational cost of using either a matrix or iterative solution 
technique at the scale of a typical LISFLOOD-FP application would have proved prohibitive. 
However, current computer speed and storage memory specifications render such 
considerations largely obsolete. It is also interesting to note that, in discussions with senior 
workers in the field, an implicit numerical approach is almost universally recommended as the 
best way to proceed. 
7.3.2 Improvements to the model testing 
In addition to the limitations noted above (Section 7.2.3), further development effort in this area 
will doubtless result in refinements in a number of areas. 
7.3.2.1 Model-data comparison methods 
The problems of inflexible pattern comparison methods (Section 3.5) may potentially be 
overcome by using fuzzy measures for formalising qualitative assessments of overall model- 
data similarity. Extensions of the strict cell-by-cell comparisons applied in this thesis may permit 
patterns identified to shift or change slightly to obtain a better match, focusing attention on the 
basic spatial structure and patchiness, rather than precise co-location of feature boundaries. 
This is captured by the idea of 'fuzziness' in the comparison and it is particularly powerful for 
making qualitative statements about how the spatial fields are different. Fuzzy methods can 
account for shifts in the location of patterns (Grayson at a!., 2002) and provide some tolerance 
for locational (Power at a!., 2001) and/or categorical (Hagen, 2003) errors with the cell 
neighbourhood (Constanza, 1989). These approaches may therefore better handle the errors 
and uncertainties associated with the delineation of observed patterns as well as in the exact 
position of data underlying the modelled patterns. The application of these measures in 
hydrology has been tentatively explored by Güntner at al. (2004) and Kuhnert et al. (2005). 
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Future research should also focus on extending the analysis of the model output to further 
enhance the value of the prediction for the end user. Accuracy (or consistency) describes the 
closeness of a prediction to the observed value of the quantity being measured. With the term 
'quality' (Section 1.2), the concept of accuracy is put into a broader context, by attaching to it a 
label which refers directly to the objectives and requirements that have been defined prior to the 
modelling exercise. A complete quality evaluation system should therefore be able to tell end 
users the actual cost of choosing a certain prediction (or set of predictions). In order to increase 
the awareness among end users, it is important that they realise the actual costs if decisions 
are based on erroneous or uncertain information. For example, the contingency table on which 
the performance measures of Chapter 3 are based (see Table 3.1) may be usefully employed 
with quantitative information on the economical and social implications of errors to better 
understand the consequences of incorrect predictions for a particular application. Such 
'contingency-cost' matrices have been successfully applied to various practical problems, 
including the validation of agricultural subsidy payments (Smits et al., 1999) and the evaluation 
of various weather forecast products for organising winter road maintenance schedules 
(Thornes and Stephenson, 2001). 
7.3.2.2 Mapping inundation variables 
Direct mapping of water depths from multi- and hyperspectral imagery may provide one solution 
to the problems of using binary pattern data for distributed model calibration-validation. In clear, 
shallow coastal zones, it has proven possible to determine water depth through empirical 
quantification of the complex relationship between illumination conditions, bottom reflectance 
and the inherent optical properties of the water column (e. g. scattering, absorption, and 
fluorescence). Past applications (Sandidge and Holyer, 1998; Louchard et al., 2003; Adler- 
Golden et al., 2005; Leckie of al., 2005) have been limited, however, by interpretative models 
that are typically difficult to apply when bottom types are heterogeneous and complex. The 
presence and absence of sunlight and sediment (both suspended and substrate) respectively 
also strongly determines the reliability of results obtained (Malthus and Mumby, 2003). These 
techniques are therefore still in their infancy and clearly unsuitable (at present) for evaluating 
304 
Conclusions 
flow depths in muddy, sediment-laden waters that typically comprise most lowland floods. 
Nevertheless, 'proof of concept' has been established and is thus worthy of further development 
effort, particularly for lowland river-floodplain zones. 
Presently, quantitative water level information may be more reliably derived from radar remote 
sensing techniques (e. g. Alsdorf et al., 2000,2001a, 2001b). Using interferometric phase 
measurements, subtle changes in water depth in areas of flooded vegetation can be determined 
with centimetre accuracy. Unfortunately, temporary phase incoherence over open water means 
these techniques are not well suited to large river channels or standing water bodies that do not 
contain emergent vegetation or flooded forests. With additional data from future satellite 
missions (e. g. WatER: Water Elevation Recovery satellite mission), however, these methods 
may be refined to provide direct observations for better understanding flood dynamics and 
hydrologic exchange between rivers and floodplains. 
7.3.2.3 GLUE methods for sensitivityluncertainty analysis 
The most common criticism of the GLUE-type methodologies developed in Chapters 3 and 4 is 
that they do not distinguish between the effects of errors in the data inputs, the errors in the 
model structures (including parameter uncertainty), and real measurement errors in the outputs. 
As such, they assume that all uncertainty in the input-output representation of the model is 
attributed to parameter uncertainty and that the nature of the errors in prediction will be 'similar' 
to that in the evaluation period (Beven, 2004). Whilst this has been accepted in this thesis as 
the notion of consistency, the work presented here (along with many others) has demonstrated 
that the process of estimating effective model parameters is highly sensitive to errors in the 
conditioning data, which will be difficult to identify/quantify a priori. For example, in Figure 4.13, 
it can be seen that the air photo data available for the January 1995 event on the River Meuse 
produces a much smoother calibration response than the coincident SAR image, which reflects 
the different quality and processing strategy of the two data. Differing response to similar data 
may also be considered an example of model overfitting to uncertain data and highlights the 
importance of appreciating the non-error free nature of observations. Errors in observations 
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were taken into account by Horritt and Bates (2002) in an uncertain classification procedure that 
led to more consistent results between data sets with different accuracies. Other studies have 
applied traditional statistical error models (e. g. white Gaussian noise) in an attempt to 
disaggregate the various sources of uncertainty in complex environmental problems (e. g. 
Thiemann at al., 2001; Kavetski et al., 2003; Vrugt et al., 2005). Unfortunately, many of the 
necessary assumptions (e. g. that of a perfect model) are unrealistic and difficult to justify in 
practice (Beven and Young, 2003). Further significant advances in calibration methodologies 
are clearly required and should therefore focus on developing explicit treatments of input, 
output, and model structural error which are acceptable to both experimentalists and modellers 
within the hydrological community. Only then will real progress be made on their reduction. 
7.4 Research contribution to the hydrological community 
The work presented in this thesis has focussed on the development and assessment of simple 
cellular (or raster-based) approaches for modelling floodplain inundation, with the emphasis on 
the assimilation of remotely sensed data for model parameterisation, calibration and validation. 
This has necessitated substantial novel work across a broad range of disciplines, including 
numerical modelling, GIS/remote sensing and uncertainty estimation methods. 
Raster-based storage cell codes have many of the advantages over full two-dimensional depth 
averaged schemes but without the computational cost, however their typical implementation 
results in a number of fundamental limitations. These include an inability to develop solutions 
that are independent of time step or grid size, and an unrealistic lack of sensitivity to floodplain 
friction. In this thesis, a new solution to these problems has been proposed based on an optimal 
adaptive time step determined using a Courant-type condition for model stability. Comparison of 
this new adaptive time step scheme to analytical solutions of wave propagation/recession on flat 
and sloping planar surfaces and against field measurements acquired for four real flood 
scenarios demonstrated a considerable improvement over a standard raster storage cell model. 
Moreover, the new scheme was shown to yield results that are independent of grid size or 
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choice of initial time step and showed an intuitively correct sensitivity to floodplain friction over 
spatially-complex topography. 
This primary research was supplemented by an examination of the data and methods used to 
apply, and in particular calibrate, distributed flood inundation models in practice. Firstly, different 
objective functions for evaluating the overall similarity between binary predictions of flood extent 
and remotely sensed images of inundation patterns were examined. On the basis of the results 
presented, recommendations have been provided regarding the use of various measures for 
hydrological problems. Secondly, the value of different observational data types typically 
available for calibrating/constraining model predictions was explored within an extended 
Generalised Likelihood Uncertainty Estimation (GLUE) framework. A quasi-Bayesian 
methodology for combining these individual evaluations that overcomes the limitations of 
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