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Abstract
We present an asymptotic analysis for a perturbed prescribed scalar curvature-type equation.
A major consequence is a non-existence result in low dimension. Conversely, we prove an
existence result in higher dimensions: to this aim we develop a general ﬁnite-dimensional
reduction procedure for perturbed variational functionals. The general principle can be useful
to discuss some other nonlinear elliptic PDE with Sobolev critical growth in bounded domains.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let O be a smooth bounded open set in RN ; NX3; and f ðxÞACNð %OÞ be a function
positive somewhere. It is well known that the problem
ðPSCEÞ
Du ¼ f ðxÞuNþ2N2 in O;
u40 in O;
u ¼ 0 in @O
8><
>:
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has no solution, in general: by Pohozaev identity, and if O is strictly star-shaped, a
necessary condition is 0osupxAO /rf ðxÞ; xS: Moreover, ground state solutions do
never exist:
inf
fuAH1
0
ðOÞ :
R
O
f juj
2N
N240g
R
O jruj2
ðRO f juj 2NN2ÞN2N
¼ S
ðmax f ÞN2N
(S ¼ best Sobolev constant) is never attained.
We will discuss asymptotic behaviour and existence of multiple solutions for
ðPSCEÞ in the perturbative case: f ¼ 1þ da; aAC2ð %OÞ and d-0: We will refer to this
perturbative problem as ðPSCEÞd:
In Section 2 we will perform a blow-up analysis for one-peak solutions of
ðPSCEÞd; showing, in particular, that in quite general situations boundary
concentration cannot occur. Another major outcome will be the non-existence, in
low dimensions, of one-peak solutions (i.e. with energy close to S
N
2 ):
Theorem 1.1. Let N ¼ 3; 4: If ud are solutions of ðPSCEÞd then
lim inf
d-0
Z
O
jrudj24S
N
2 :
As for existence, we state in Section 3 a variational principle for perturbative
problems in presence of a manifold of ‘‘quasi critical points’’ for an unperturbed
energy functional. Our principle extends to a more general setting, a nonlinear
Lyapunov–Schmidt-type reduction introduced in [6] and recently improved by
Ambrosetti and alias (see [5] and also the pioneering work of Rey [35]).
In Section 4 we will apply our reduction principle to ðPSCEÞd to give some
existence and multiplicity result (of one-peak solutions) in dimension NX5:
Theorem 1.2. Let NX5: Let x0AO be an isolated critical point of a with non-zero
topological index and Daðx0Þ40: Then ðPSCEÞd has solutions ud which blow up, as d
goes to zero, exactly at x0:
On large balls, we obtain some new insight for ðPSCEÞ giving an interpretation of
the index counting condition introduced by Bahri and Coron (as for Ref. [10]);
see Theorem 4.9 and related remarks.
In Section 5, we will discuss some other applications of the ﬁnite-dimensional
reduction to the following class of problems:
ðPÞ Du ¼ juj
p1
u þ gðd; x; uÞ in O;
u ¼ 0 on @O;
(
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where, here and elsewhere in the paper, p ¼ Nþ2
N2: Here gðd; x; uÞ is a perturbation
term, small if d is small, satisfying the growth condition
(c40 : jgðd; x; uÞjpcð1þ jujpÞ:
For gðd; x; uÞ ¼ du and 0odol1ðOÞ; precise existence results for ðPÞ were established
in [14] (see also [2] for sharp conditions in higher dimensions and general
nonlinearities); existence of multiple solutions and asymptotic behaviour for
d-0þ were discussed in [26,35]. We generalize to a perturbation term gðd; x; uÞ ¼
daðxÞjujq1u; 1pqop; aðxÞACNð %OÞ: We cover also the case gðd; x; uÞ ¼ ju þ
daðxÞjp1ðu þ daðxÞÞ  jujp1u; slightly improving existence results for non-homo-
geneous BVPs obtained in [37] (see also [16,17]).
2. Asymptotic analysis for ðPSCEÞd; boundary concentration and
a non-existence result in low dimensions
Blow-up analysis for ðPSCEÞ is a problem widely studied: see, to quote a few,
[15,26,34,35] in case f  1; [27,28] in case f not constant and [23,39,40] for ðPSCEÞ
with an additional linear term (in [27,39,40] blow-up analysis of subcritical
minimizers in a radial setting leads to an existence result). We will restrict our
attention to ‘‘one-peak solutions’’ for
ðPSCEÞd
Du ¼ ð1þ daðxÞÞuNþ2N2 in O;
u40 in O;
u ¼ 0 on @O:
8><
>:
I.e. we consider solutions ud to ðPSCEÞd such that, for some y0A %O
jrudj2, S
N
2 dy0 as d-0 in the sense of measures:
An important point here is to show that boundary concentration cannot occur if a
non-degeneracy assumption on the critical points of a on @O is fulﬁlled. Some non-
degeneracy assumption seems to be in some sense necessary, since in general we
cannot exclude such a phenomenon: in [18] it is exhibited a sequence of solutions for
some perturbation of ðPSCEÞ blowing up at a ﬂat strict local maximum of f on the
boundary.
As far as we know, the only known obstruction to boundary concentration is the
following: @a@no0 on @O; see [9] for a result in this direction for ðPSCEÞ in the non-
perturbative case. If @a@np0 on @O; the method of [26], based on moving plane
techniques as developed in [25], might exclude, in some cases, boundary
concentration (one should ask, in addition, that aðxÞ increases in the inward normal
direction in a neighbourhood of the boundary). Instead, we will use, for general aðxÞ;
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the method in [35]: after improving some estimates and performing an accurate
expansion of Pohozaev identities, it can be put at work to give the result.
Let us recall some well-known facts. For e40 and yARN ; let
Ue;yðxÞ ¼ e
N2
2 U
x  y
e
 	
; UðxÞ ¼ cN
ð1þ jxj2ÞN22
; cN ¼ ½NðN  2Þ
N2
4 :
Ue;y are known to be the positive solutions in R
N of Du ¼ uNþ2N2: Denoted by
P: D1;2ðRNÞ-H10 ðOÞ the orthogonal projection:Z
O
rPjrc ¼
Z
O
rjrc 8cAH10 ðOÞ;
let
TaPUe;y :¼ wAH10 ðOÞ :/w; PUe;yS ¼ w;
@PUe;y
@e

 
¼ w; @PUe;y
@yi

 
¼ 0 i ¼ 1;y; N

:
The following facts are well known (see Proposition 2 in [11] and [35,38]):
Proposition 2.1. Let fudg be as above. Then, for d small,
ud ¼ adPUed;yd þ wd ð1Þ
with ad; edAð0;þNÞ; ydAO; wdATadPUed ;yd and, as d-0;
ad-1; yd-y0;
ed
distðyd; @OÞ-0; wd-0 in H
1
0 ðOÞ
Some notations are in order. Let Hðx; yÞ denote the regular part of the Green
function of O; i.e. for xAO
DyHðx; yÞ ¼ 0 in O;
Hðx; yÞ ¼ jx  yjðN2Þ on @O
and set HðyÞ :¼ Hðy; yÞ: Also, denote D :¼ cpþ1N
R
RN
dx
ð1þjxj2Þ
Nþ2
2
:
The main result in this section is the following:
Theorem 2.2. Let NX3; aAC2ð %OÞ; Crit a :¼ fxA %O : raðxÞ ¼ 0g: Assume fudg are
solutions for ðPSCEÞd such that, for some y0A %O
jrudj2, S
N
2 dy0 as d-0 in the sense of measures: ð2Þ
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Then NX5; raðy0Þ ¼ 0 and Daðy0ÞX0: Furthermore, y0 cannot belong to @O;
provided
D2a is invertible 8xACrit a-@O: ðaÞ
In addition, if we write ud as in (1), it results
eN4d ¼ d
S
N
2Daðy0Þ
NðN  2ÞDHðy0Þ þ oðdÞ as d-0: ð3Þ
We now derive Theorem 1.1 from the ﬁrst statement in Theorem 2.2.
Proof of Theorem 1.1. First of all, let us remark that
C0 :¼ inf
M
Z
O
jruj24SN2 ;
where M is the set of non-trivial solutions of ðPSCEÞd¼0: Otherwise we could ﬁnd a
sequence fungnAN such that un solves ðPSCEÞd¼0 and
R
O jrunj2-S
N
2 as n-þN:
Since ðPSCEÞd has no ground-state solutions, un, 0 weakly in H10 ðOÞ and
jrunj2, S
N
2 dy0 in the sense of measures, y0A %O (see [38]). By (6), we have that
a2nðN  2ÞeN2n HðynÞD þ o
en
dn
 N2 !
¼ 0;
where dn :¼ dðyn; @OÞ and an; en; yn are as in Proposition 2.1. A contradiction in view
of dN2n HðynÞ ¼ Oð1Þ (see [35]).
Now, assume there are solutions ud for ðPSCEÞd with d-0 andR
O jrudj2omin C0; dS
N
2 : From above, we derive that ud, 0 in H
1
0 ðOÞ and hence
Theorem 2.2 applies: NX5: &
To prove Theorem 2.2, we will make use of Pohozaev identities (see [33]):
Lemma 2.3. Let u be a smooth solution of ðPSCEÞd; nðxÞ the unit outer normal to @O
in x: Then, for any yARN and j ¼ 1;y; N we have
Z
@O
@u
@n
 2
/x  y; nðxÞS ¼ N  2
N
d
Z
O
/x  y;raðxÞSu 2NN2; ð4Þ
Z
@O
@u
@n
 2
njðxÞ ¼ N  2
N
d
Z
O
@jaðxÞu
2N
N2: ð5Þ
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Proof of Theorem 2.2. We will plug ud (as given in (1)) in (4)–(5) and use several
estimates from Appendix B. We will omit from now on the dependence on d:
Inserting (B.3) and (B.5) into (4), we get
a2ðN  2ÞeN2HðyÞD  1
N
apþ1S
N
2 de2DaðyÞ
¼ O e
d
 	N1
þde e
d
 	N2
2 þde3 ln 1
e
þ d2e2 þ jx  yj @w
@n


2
L2ð@OÞ
þd @w
@n


2
L2ð@OÞ
 
þ
Z
@O
jx  yj2 @PUe;y
@n

 @w@n

þ d
Z
@O
@PUe;y
@n

 @w@n



:
Here we used the following fact: if py denotes the projection of y on @O and
d :¼ distðy; @OÞpd0 suitably small, then /x  y; nðxÞS ¼ /x  py; nðxÞSþ OðdÞ ¼
Oðjx  pyj2 þ dÞ ¼ Oðjx  yj2 þ dÞ: Now, using (B.9)–(B.10) and (B.13)–(B.14) and
de
e
d
 	N2
2 ¼ O d32e2 þ d12 e
d
 	N2 
¼ o de2 þ e
d
 	N2 
as d-0;
we get
a2ðN  2ÞeN2HðyÞD  1
N
apþ1S
N
2 de2DaðyÞ þ o e
d
 	N2
þde2
 
¼ 0: ð6Þ
Since HðyÞdN2-Cðy0Þ40 as d-0 (see [35]), we obtain Daðy0ÞX0 and
eN4
ddN2
¼ Oð1Þ: ð7Þ
This implies, in particular, NX5: Now, inserting (B.6) and (B.11) into (5), we obtain,
for j ¼ 1;y; N;
d@jaðyÞ ¼ O e
N2
dN1
þ d e
d
 	N
2þde2
 !
þ O @w
@n


2
L2ð@OÞ
þ
Z
@O
@PUe;y
@n

 @w@n


 !
:
Hence, from (B.9) and (B.13) we get
raðyÞ þ O e
N2
ddN1
þ e
2
d
 
¼ 0 ð8Þ
because
d
e
d
 	N
2¼ de
d
1
2
e
N2
2
d
N1
2
¼ O d2 e
2
d
þ e
N2
dN1
 
:
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From (7) and (8), we get
jraðyÞj ¼ O e
2
d
 
ð9Þ
and hence raðy0Þ ¼ 0: Also, assuming y0A@O; (9) rewrites as
D2aðy0Þ y  y0jy  y0j
 
þ oðjy  y0jÞjy  y0j

 ¼ O e2d2
 
as d-0
because jy  y0jXd and this implies D2aðy0Þ is not invertible, contradicting (a).
Hence y0ACrit a-O: Finally, using a-1; from (6) we get
eN4d1-
1
NðN  2ÞD S
N
2
Daðy0Þ
Hðy0Þ as d-0: &
3. Almost critical manifolds and a reduction procedure: a general principle
We will develop in this section a perturbation theory for functionals of the form
EdðuÞ ¼ EðuÞ  Gðd; uÞ; uAV ; dAðd0; d0Þ;
where G is a ‘‘small’’ C2 functional on the Hilbert space V and E has a ‘‘non-
degenerate almost critical manifold’’, that is:
There is a smooth immersion z : ð0;þNÞ  ð0;þNÞ  O-V ; O smooth open set
in RN ; parametrizing the smooth manifold Z ¼ fzða; e; yÞ : a40; e40; yAOg; such
that
(A1) Z is bounded and supyAO jjrEðzða; e; yÞÞjj ¼ oð1Þ as ða; eÞ-ð1; 0Þ;
(A2) there exists 0oe0o1 such that Lz :¼ p>z E 00ðzÞjT>z AIsoðT>z ; T>z Þ8zAZe0 and
supzAZe0
jjL1z jjoN;
where Zs :¼ fzða; e; yÞ : 1 soao1þ s; 0oeos; yAOg; 0oso1; Tz is the
tangent space at zAZ and pz : V-Tz; p>z ¼ Id  pz; are the orthogonal projections.
We will also require a good behaviour of E around points zAZ:
For Rðz; wÞ :¼ rEðz þ wÞ  ½rEðzÞ þ E00ðzÞw; we will assume
(A3) supzAZ jjRðz; wÞjj ¼ oðjjwjjÞ and supzAZ jjDwRðz; wÞjj ¼ oð1Þ as jjwjj-0:
As for the perturbation G; we will assume
(A4) Gðd; uÞ; jjG0ðd; uÞjj; jjG00ðd; uÞjj-d-0 0 uniformly on bounded sets.
We will perform, under these assumptions, a reduction procedure which follows
the lines developed by Ambrosetti and collaborators; while they deal with
perturbations of functionals which possess a non-degenerate manifold of critical
points, we are perturbing a functional which, in general, has no critical points at all:
the manifold of critical points is replaced here by a manifold of ‘‘quasi-critical
points’’. Actually, problems which ﬁt into this framework have been widely
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considered, starting from the pioneering work [35] (see also [1,3,10–13,36,37] to
quote a few). So, this is an effort to give a general framework, in the spirit of the
work of Ambrosetti, while borrowing basic analysis from Rey. First, we have:
Lemma 3.1. Let Ed satisfy assumptions (A1)–(A4). Then there exist 0oe1o1; d140
and a smooth map z-wðd; zÞ; z ¼ zða; e; yÞ; for jdjod1; 1 e1oao1þ e1; 0oeoe1
and yAO; such that
ðiÞ pzwðd; zÞ  0
and
ðiiÞ p>z rEdðz þ wðd; zÞÞ  0:
Furthermore,
jjwðd; zÞjj ¼ Oðjjp>z rEdðzÞjjÞ: ð10Þ
Proof. Set L :¼ supZe0 jjL
1
z jj: Eqs. (i)–(ii) rewrite as a ﬁxed point equation:
w ¼ L1z p>z ðrEdðzÞ  G00ðd; zÞw þ Rdðz; wÞÞ; wAT>z ; ð11Þ
where Lz and Rd are as above. For a given dAðd0; d0Þ and zAZe0 ; let us denote by
Nd;z the operator at the right-hand side in (11). We have
jjNd;zðwÞjjpLðjjrEðzÞjj þ jjrGðd; zÞjj þ jjG00ðd; zÞjjjjwjj þ jjRdðz; wÞjjÞ:
By (A3) and (A4), we can ﬁnd r40; 0od1od0 such that
sup
zAZ
jjRdðz; wÞjj þ sup
zAZ
jjDwRdðz; wÞjjjjwjjp 1
4L
jjwjj; jjwjjpr; jdjod1;
1
r
jjrGðd; zÞjj þ jjG00ðd; zÞjjp 1
4L
; jdjod1; zAZ:
By (A1) we can ﬁnd 0oe1oe0 such that supzAZe1 jjrEðzÞjjp
1
4L
r: Hence,
jjwjjpr) jjNd;zðwÞjjpr;
that is, Nd;z maps Br :¼ fwAT>z : jjwjjprg into itself for zAZe1 ; jdjod1:
Since for w1; w2ABr we get
jjNd;zðw1Þ  Nd;zðw2ÞjjpL sup
0ptp1
jjDwRdðz; tw1 þ ð1 tÞw2Þjj þ 1
4L
 
jjw1  w2jj
p 1
2
jjw1  w2jj;
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we see that Nd;z is a contraction on Br: Thus, Nd;zðÞ has a ﬁxed point in Br; say
w ¼ wðd; zÞ for jdjod1 and zAZe1 : Now, from the ﬁxed point equation,
jjwðd; zÞjj ¼ jjNd;z wðd; zÞð Þjj ¼ Oðjjp>z rEdðzÞjjÞ þ oð1Þjjwðd; zÞjj;
where oð1Þ-0 as rþ d-0; and hence jjwðd; zÞjj ¼ Oðjjp>z rEdðzÞjjÞ:
Smoothness of z-wðd; zÞ follows by the IFT applied to the equation
p>z rEdðz þ p>z uÞ þ pzu ¼ 0; uAH10 ðOÞ:
In fact, the linearized operator at w ¼ wðd; zÞ; p>z E00d ðz þ wÞp>z þ pz is invertible, up
to take e1; d1 smaller, because supzAZe1 jjwðd; zÞjj-0 as e1 þ d1-0 and, at d ¼ 0;
w ¼ 0; it is trivially invertible by (A.2). &
The ﬁnal step in the reduction procedure is to prove that critical points of Ed; close
to Z; correspond to critical points of
Edða; e; yÞ :¼ Edðzða; e; yÞ þ wðd; zða; e; yÞÞÞ:
The proof relies on C1 estimates of wðd; zÞ which involve the variation of Tz: Let us
ﬁrst prove C1 estimates under suitable assumptions.
Lemma 3.2. Assume (A1)–(A4) and let wðd; zÞ be given by Lemma 3.1. Then
pz
@w
@z



 ¼ OðjjwjjÞ ð12Þ
provided the following assumption holds true:
(c40 : pz
@
@z
ðp>z vÞ



pcjjp>z vjj 8zAZ; 8vAV : ðA5Þ
Proof. Let %w ¼ wðd; %zÞ for some %zAZ; d ﬁxed. From pz wðd; zÞ  0 it follows pz @w@z ¼
 @@zðpz %wÞ at z ¼ %z: Since  @@zðpz %wÞ ¼ @@zðp>z %wÞ; we have, by (A5),
p%z
@w
@z
ðd; %zÞ



pcjjp>%z %wjj:
This proves (12), because p>%z %w ¼ %w: &
Theorem 3.3. Assume (A1)–(A5) and let wðd; zÞ be given by Lemma 3.1. Then, for e; d
small, rEdðz0 þ wðd; z0ÞÞ ¼ 0 iff z0 is a critical point of z-Edðz þ wðd; zÞÞ:
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Proof. Let zðtÞ be a smooth curve on Z with zð0Þ ¼ z0 and ’zð0Þ ¼ pz0rEdðz0 þ
wðd; z0ÞÞ: By assumption,
0 ¼ d
dt
EdðzðtÞ þ wðd; zðtÞÞÞjt¼0 ¼ rEdðz0 þ wðd; z0ÞÞ; ’zð0Þ þ
@w
@z
ðd; z0Þ’zð0Þ

 
:
Since p>z0rEdðz0 þ wðd; z0ÞÞ ¼ 0; using (10) and (12), we get
jj’zð0Þjj2pjj’zð0Þjj2 pz0
@w
@z
ðd; z0Þ



pcjjwðd; z0Þjjjj’zð0Þjj2pc˜jj’zð0Þjj2jjrEdðz0Þjj
and hence ’zð0Þ ¼ 0 because jjrEdðzÞjj51 for zAZe1 if e1 þ d1 is small. &
Remark 3.4 (The Melnikov function). Theorem 3.3 applies as follows: ﬁrst, write
zða; e; yÞ ¼ zðtÞ; t ¼ ða; e; yÞ and
EdðzðtÞ þ wðd; tÞÞ ¼EðzðtÞÞ  Gðd; zðtÞÞ
þ
Z 1
0
/rEdðzðtÞ þ twðd; tÞÞ; wðd; tÞSdt:
If we suppose E00 uniformly bounded on bounded sets, we have, by (10),
EdðzðtÞ þ wðd; tÞÞ ¼ EðzðtÞÞ  Gðd; zðtÞÞ þ Oðjjp>zðtÞrEdðzðtÞÞjj2Þ:
In the applications, the remainder term will be ‘‘negligible’’ and one is led to look for
critical points of the ‘‘Melnikov function’’
EdðzðtÞÞ ¼ EðzðtÞÞ  Gðd; zðtÞÞ:
4. Multiple solutions for (PSCE)d
Here we complement the non-existence result contained in Theorem 1.1 by
showing that for NX5 there are branches of solutions for ðPSCEÞd bifurcating from
critical points of aðxÞ with positive laplacian, non-degenerate in some sense: this is
the content of Theorem 1.2. To prove it, we will apply Theorem 3.3 to the functional
EdðuÞ ¼ EðuÞ  Gðd; uÞ; uAH10 ðOÞ; where
EðuÞ ¼ 1
2
Z
O
jruj2  1
p þ 1
Z
O
jujpþ1; Gðd; uÞ ¼ d
p þ 1
Z
O
aðxÞjujpþ1:
The functional EðuÞ possesses a ‘‘non-degenerate almost critical manifold’’
Z :¼ faPUe;y : a40; e40; yAO; dðy; @OÞ4gg; g40;
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where PUe;y are as in Section 2. In particular, PUe;y is the unique solution of
 DPUe;y ¼ DUe;y ¼ Upe;y in O;
PUe;y ¼ 0 on @O:
We will omit, if not relevant, any reference to g: We will use several facts stated in
Appendix A.
Assumptions (A1) and (A2) are checked in Lemma A.6, while (A.3) follows from
Lemma 4.1. Let pˆ ¼ minfp; 2g: Then
(c40 : jjRðz; wÞjj þ jjDwRðz; wÞjjjjwjjpcjjwjjpˆ 8zAZ˜:
Proof. By direct computation, for any f;cAH10 ðOÞ:
/Rðz; wÞ;fS ¼ 
Z
O
½jz þ wjp1ðz þ wÞ  zp  pzp1wf;
/DwRðz; wÞf;cS ¼ p
Z
O
ðzp1  jz þ wjp1Þfc:
Using the elementary inequalities, for a; bAR;
jða þ bÞja þ bjp1  ajajp1  pjajp1bjp cpðjaj
p2
b2 þ jbjpÞ if p42;
cpjbjp if pp2;
(
jjajp1  ja þ bjp1jp cpðjaj
p2jbj þ jbjp1Þ if p42;
cpjbjp1 if pp2;
(
and Ho¨lder and Sobolev inequalities, the Lemma readily follows. &
Assumption (A4) is easily checked and (A5) follows by Lemmas (A.4) and (A.5)
and
Remark 4.2. Assumption (A5) involves the second derivatives of zða; e; yÞ: Property
(A5), and hence Lemma 3.2, Theorem 3.3, can be derived more directly by the
following facts:
(c40 :
X
j;k
jj@jkzjj2
jj@jzjj2jj@kzjj2
pc; /@iz; @jzS ¼ oðjj@izjjjj@jzjjÞ 8iaj: ð13Þ
In fact, if s ¼ ða; e; yÞ and zðsðtÞÞ is a curve in Z such that zðsð0ÞÞ ¼ z; property
(A5) is equivalent to prove
pz
d
dt
ðp>zðtÞvÞ

t¼0



pcjjp>z vjj dzdt

t¼0



; 8vAH10 ðOÞ:
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If we write pz ddtðp>zðtÞvÞjt¼0 ¼
P
aj@jz and
dz
dt
jt¼0 ¼
P
j@jz
dsj
dt
ð0Þ; the second assumption
in (13) implies that
pz
d
dt
ðp>zðtÞvÞ

t¼0




2
¼ ð1þ oð1ÞÞ
X
j
a2j jj@jzjj2;
dz
dt

t¼0




2
¼ ð1þ oð1ÞÞ
X
j
dsj
dt
ð0Þ
 2
jj@jzjj2:
Since /p>zðtÞv; ð@jzÞðsðtÞÞS  0; we can get
pz
d
dt
ðp>zðtÞvÞ

t¼0




2
¼ pz d
dt
ðp>zðtÞvÞ

t¼0
;
X
j
aj@jz
* +
¼ 
X
j;k
aj p>z v; @jkz
dsk
dt
ð0Þ

 
p jjp>z vjj
X
k
dsk
dt
ð0Þ2jj@kzjj2
 !1
2 X
j
a2j jj@jzjj2
 !1
2 X
j;k
jj@jkzjj2
jj@jzjj2jj@kzjj2
 !1
2
p cjjp>z vjj pz
d
dt
ðp>zðtÞvÞ

t¼0



 dzdt

t¼0



:
Hence (A5) follows. So, instead of (A5), one might more easily check (13).
Now, we are led to look for critical points of Edða; e; yÞ :¼ EdðaPUe;y þ
wðd; a; e; yÞÞ: Accordingly with Remark 3.4, we need to estimate the remainder
term. Since ce;y :¼ Ue;y  PUe;y is an harmonic function, we get
jjce;yjjNpmax
@O
Ue;y ¼ Oðe
N2
2 Þ:
If we write for any FAH10 ðOÞ
/rEðzÞ;FS ¼ a
Z
O
rPUe;yrF ap
Z
O
PUpe;yF
¼ða apÞ
Z
O
Upe;yFþ ap
Z
O
ðUpe;y  PUpe;yÞF;
/rGðd; zÞ;FS ¼ dap
Z
O
aðxÞPUpe;yF
¼ dap aðyÞ
Z
O
Upe;yFþ
Z
O
/raðyÞ; x  ySUpe;yF
 
þ dap
Z
O
ðaðxÞ  aðyÞ /raðyÞ; x  ySÞUpe;yF

þ
Z
O
aðxÞðPUpe;y  Upe;yÞF

;
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we can obtain, using Lemma A.1,
jjp>z rEðzÞjj ¼ Oðe
N
2 Þ; jjrEðzÞjj ¼ OðeN2 þ j1 ajÞ;
jjp>z rGðd; zÞjj ¼ OðdejraðyÞj þ de2Þ; jjrGðd; zÞjj ¼ OðdÞ;
because
R
O U
p
e;yF ¼
R
OrPUe;yrF ¼ 0 for any FAT>z : As for the remainder term,
jjp>z rEdðzÞjj2 ¼ OðeN þ d2e2jraðyÞj2 þ d2e4Þ;
jjrEdðzÞjj2 ¼ OðeN þ d2 þ j1 aj2Þ: ð14Þ
According to Lemma A.5 in Appendix A, we have
EðaPUe;yÞ ¼ a
2
2
 a
pþ1
p þ 1
 
S
N
2 þ D a
2
2
þ apþ1
 
HðyÞeN2 þ OðeN1Þ;
where, as in Section 2, D ¼ c
2N
N2
N
R
RN
dy
ð1þjyj2Þ
Nþ2
2
: Finally, from Lemmas A.1 and A.2
we see that
Gðd; aPUe;yÞ ¼  d
p þ 1 a
pþ1
Z
O
aðxÞPUpþ1e;y
¼  d
p þ 1 a
pþ1
Z
O
aðyÞ þ
X
i
@iaðyÞðx  yÞi
"
þ 1
2
@ijaðyÞðx  yÞiðx  yÞj þ Oðjx  yj3Þ
#
Upþ1e;y þ OðdeN2Þ
¼  apþ1 S
N
2
p þ 1 daðyÞ  a
pþ1 S
N
2
4N
de2DaðyÞ þ Oðde3Þ
because, by an integration by parts,
Z
RN
jxj2
ð1þ jxj2ÞN dx ¼
N
N  2
Z
RN
dx
ð1þ jxj2ÞN ¼
N
N  2 S
N
2 :
Summarizing, using (14), we get the following expansions for Edða; e; yÞ; zAZ:
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Lemma 4.3. Let NX5: Then
EdðaPUe;y þ wÞ ¼ a
2
2
 a
pþ1
p þ 1
 
S
N
2 þ D  a
2
2
þ apþ1
 
HðyÞeN2
 apþ1 S
N
2
p þ 1 daðyÞ  a
pþ1 S
N
2
4N
de2DaðyÞ
þ OðeN1 þ d2e2jraðyÞj2 þ de3Þ:
Next, we establish C1 estimates.
Lemma 4.4. Let NX5: Then
@
@yi
EdðaPUe;y þ wÞ ¼  apþ1 S
N
2
p þ 1 d@iaðyÞ þ Oðe
N2 þ deþ d2
þ eN22 j1 aj þ dj1 ajÞ ð15Þ
@
@e
EdðaPUe;y þ wÞ ¼DðN  2Þ a
2
2
þ apþ1
 
HðyÞeN3
 apþ1 S
N
2
2N
deDaðyÞ þ OðeN2 þ de32 þ d2jraðyÞj
þ d2eþ eN22 j1 aj þ dj1 ajjraðyÞj þ dej1 ajÞ ð16Þ
@
@a
EdðaPUe;y þ wÞ ¼ S
N
2 ða apÞ  daðyÞapSN2 þ Oðdeþ eN2 Þ: ð17Þ
Proof. Since rEdðaPUe;y þ wÞ ¼ OðjjrEdðaPUe;yÞjjÞ; we have
@
@yi
EdðaPUe;y þ wÞ
¼ rEdðaPUe;y þ wÞ; a @PUe;y
@yi
þ pz@w
@yi

 
¼ a2 PUe;y; @PUe;y
@yi

 
 a
Z
O
ð1þ daðxÞÞjaPUe;y þ wjp1ðaPUe;y þ wÞ @PUe;y
@yi
þ O jjrEdðaPUe;yÞjj pz @w
@yi




 
:
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The ﬁrst term is estimated in Lemma A.5:
PUe;y;
@PUe;y
@yi

 
¼ D @H
@yi
ðy; yÞeN2 þ OðeN1Þ: ð18Þ
As for the third term, we ﬁrst derive from (12) and Lemma A.4:
pz
@w
@yi



 ¼ pz @w@z @z@yi



 ¼ O 1e jjwjj
 
and hence
jjrEdðaPUe;yÞjj pz @w
@yi



 ¼ 1e OðjjrEdðzÞjjjjwjjÞ: ð19Þ
It remains to estimate the second term. We claim that
Z
O
ð1þ daðxÞÞjaPUe;y þ wjp1ðaPUe;y þ wÞ @PUe;y
@yi
¼ dap S
N
2
p þ 1 @iaðyÞ þ O e
N2 þ d
e
jjwjj þ eN22 jjwjj þ jjwjj
2
e
 !
: ð20Þ
Putting together estimates (18)–(20), we get
@
@yi
EdðPUe;y þ wÞ ¼  dapþ1 S
N
2
p þ 1 @iaðyÞ
þ O eN2 þ d
e
jjwjj þ eN22 jjwjj þ 1
e
jjrEdðzÞjjwjj
 
and hence (15) follows from (10) and (14). We now prove (20). We have
Z
O
ð1þ daðxÞÞjaPUe;y þ wjp1ðaPUe;y þ wÞ @PUe;y
@yi
¼ ap
Z
O
PUpe;y
@PUe;y
@yi
þ dap
Z
O
aðxÞPUpe;y
@PUe;y
@yi
þ pap1
Z
O
PUp1e;y
@PUe;y
@yi
w þ h:o:t:; ð21Þ
where, by Taylor expansion,
h:o:t: ¼ O d
Z
O
Up1e;y
@PUe;y
@yi

jwj þ
Z
O
PUp2e;y
@PUe;y
@yi

w2 þ
Z
O
@PUe;y
@yi

jwjp
 
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if N ¼ 5; while
h:o:t: ¼ O d
Z
O
Up1e;y
@PUe;y
@yi

jwj þ
Z
O
PUp2e;y
@PUe;y
@yi

w2
 
if NX6: The ﬁrst term in (21) is estimated in Lemma A.5:Z
O
PUpe;y
@PUe;y
@yi
¼ 2D @H
@yi
ðy; yÞeN2 þ O eN1 log 1
e
 
: ð22Þ
As for the second term in (21), we observe that, using Lemmas A.1 and A.2, we getZ
O
aðxÞPUpe;y
@PUe;y
@yi
¼
Z
O
aðyÞ þ
X
j
@jaðyÞðx  yÞj þ Oðjx  yj2Þ
" #
Upe;y
@Ue;y
@yi
þ OðeN3Þ
¼ N  2
N
@iaðyÞcpþ1N
Z
RN
jxj2
ð1þ jxj2ÞNþ1 dx þ OðeÞ
¼ S
N
2
p þ 1 @iaðyÞ þ OðeÞ: ð23Þ
As for the third term in (21), using Up1e;y  PUp1e;y pcUp2e;y ce;y; @Ue;y@yi ¼ O
Ue;y
e
 	
and
Lemmas A.2 and A.1, we have thatZ
O
PUp1e;y
@PUe;y
@yi
w ¼
Z
O
Up1e;y
@Ue;y
@yi
w þ OðeN22 jjwjjÞ ¼ OðeN22 jjwjjÞ; ð24Þ
because p
R
O U
p1
e;y
@Ue;y
@yi
w ¼ /@PUe;y@yi ; wS ¼ 0: Finally, using Up2e;y  PUp2e;y pcUp3e;y ce;y;
@Ue;y
@yi
¼ O Ue;ye
 	
and recalling also (see Lemma A.1)
R
O U
Nð6NÞ
2ðN2Þ
e;y
 ! 2
N
¼ O e6N2 log 1e
 
;
R
O U
Nð4NÞ
N2
e;y
 ! 2
N
¼ Oðe4NÞ; we estimate h.o.t. in case NX6:
h:o:t ¼O d
Z
O
Up1e;y
@PUe;y
@yi

jwj þ
Z
O
PUp2e;y
@Ue;y
@yi
 @ce;y
@yi

w2
 
¼O d
e
jjwjj þ
Z
O
Up1e;y
e
þ eN42 Up2e;y þ eN2Up3e;y
 !
w2
 !
¼O d
e
jjwjj þ jjwjj
2
e
 !
: ð25Þ
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In case N ¼ 5; we estimate the additional term using Lemma A.4:Z
O
@PUe;y
@yi

jwjppc jjwjjpe
 
: ð26Þ
Estimates (22), (23) and (25)–(26) yield (20) and the claim is proved. &
As for the e-derivative, we can argue in a similar way:
* Eq. (18) is replaced (see Lemma A.5) by
PUe;y;
@PUe;y
@e

 
¼ N  2
2
DHðyÞeN3 þ OðeN2Þ ð27Þ
* Eq. (19) remains unchanged (see Lemma A.4)
* Eq. (20) is replaced byZ
O
ð1þ daðxÞÞjaPUe;y þ wjp1ðaPUe;y þ wÞ @PUe;y
@e
¼ ðN  2ÞDapHðyÞeN3 þ ap S
N
2
2N
deDaðyÞ
þ O eN2 þ de2 þ jjwjj
2
e
þ eN22 jjwjj þ d
e
jjwjj
 !
: ð28Þ
Putting together (27), (19), (28) and using (14), we obtain (16).
Estimate (28) can be obtained as in (20):
Eq. (22) is replaced (see Lemma A.5) byZ
O
PUpe;y
@PUe;y
@e
¼ ðN  2ÞDHðyÞeN3 þ OðeN2Þ; ð29Þ
Eq. (23) is replaced by
Z
O
aðxÞPUpe;y
@PUe;y
@e
¼
Z
O
aðyÞ þ
X
j
@jaðyÞðx  yÞj
"
þ 1
2
X
i;j
@ijaðyÞðx  yÞiðx  yÞj þ Oðjx  yj3Þ
#
Upe;y
@Ue;y
@e
þ OðeN3Þ
¼  N  2
4N
DaðyÞcpþ1N e
Z
RN
jxj2ð1 jxj2Þ
ð1þ jxj2ÞNþ1 dx þ Oðe
2Þ
¼ 1
2N
S
N
2 eDaðyÞ þ Oðe2Þ; ð30Þ
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Eq. (24) is replaced by
Z
O
PUp1e;y
@PUe;y
@e
w ¼
Z
O
Up1e;y
@Ue;y
@e
w þ OðeN22 jjwjjÞ ¼ OðeN22 jjwjjÞ; ð31Þ
as for the h.o.t., (25) and (26) become, respectively,
d
Z
O
Up1e;y
@PUe;y
@e

jwj þ
Z
O
PUp2e;y
@Ue;y
@e
 @ce;y
@e

w2
¼ O d
e
jjwjj þ
Z
O
Up1e;y
e
þ eN42 Up2e;y þ eN3Up3e;y
 !
w2
 !
¼ O d
e
jjwjj þ jjwjj
2
e
 !
ð32Þ
and
Z
O
@PUe;y
@e

jwjppc jjwjjpe
 
: ð33Þ
As for the a-derivative, we can argue in a similar but more direct way. Using
Lemma A.5, it is easy to see that
@
@a
EdðaPUe;y þ wÞ ¼ rEdðaPUe;y þ wÞ; PUe;y þ pz @w
@a

 
¼ ajjPUe;yjj2 
Z
O
ð1þ daðxÞÞjaPUe;y þ wjp1ðaPUe;y þ wÞPUe;y
þ OðjjrEdðzÞjj jjwjjÞ
¼ ajjPUe;yjj2  ap
Z
O
PUpþ1e;y  daðyÞap
Z
O
PUpþ1e;y þ Oðdeþ jjwjjÞ
¼SN2 ða apÞ  daðyÞapSN2 þ Oðdeþ eN2 Þ;
because jjp>z @w@ajj ¼ Oðjjwjj jjPUe;yjjÞ ¼ OðjjwjjÞ:
Remark 4.5. In the expansion of the e-derivative (16), we have a remainder term
Oðd2jraðyÞjÞ: The presence of jraðyÞj is needed only for N ¼ 5: In fact, in this case
we will require dBe: then d2 is not small with respect to the second leading term in
the e-derivative which is of order de:
Proof of Theorem 1.2. Choose N6
2ðN4Þoso N2ðN4Þo1 if N48 and s ¼ 1 if 5pNp8:
Introducing new variables y ¼ d 1N4e; u ¼ dsða 1Þ; we are led to look for zeroes
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for the vector ﬁeld
Fðu; y; yÞ ¼ ðU d;Yd; YdÞðu; y; yÞ;
where
U dðu; y; yÞ ¼ uþ aðyÞ
p  1 d
1s þ oð1Þ;
Ydðu; y; yÞ ¼DNðN  2ÞHðyÞyN4  S
N
2DaðyÞ þ oð1Þ þ OðdN5N4y1jraðyÞjÞ;
Ydðu; y; yÞ ¼raðyÞ þ oð1Þ;
where oðÞ; OðÞ hold for d-0 uniformly in y and y; u bounded.
Now let y0 be an (interior) isolated critical point of aðxÞ with Daðy0Þ40 and non-
zero topological index. Then y0 :¼ S
N
2 Daðy0Þ
NðN2ÞDHðy0Þ
 ! 1
N4
is well deﬁned and positive.
Let us set
u0 ¼ 
aðy0Þ
p1 if 5pNp8;
0 if N48;
(
and n ¼ 1 if 5pNp8;
0 if N48:

We deﬁne the homotopy Fðt; u; y; yÞ by components as
F1 ¼ uþ n aðy0Þ
p  1þ t U dðu; y; yÞ  u n
aðy0Þ
p  1
 
;
F2 ¼DNðN  2ÞHðy0ÞyN4  S
N
2Daðy0Þ þ tðYdðu; y; yÞ
 DNðN  2ÞHðyÞyN4  SN2DaðyÞÞ;
F3 ¼raðyÞ þ tðYdðu; y; yÞ  raðyÞÞ:
Since jraðyÞj ¼ Oðjy  y0jÞ; working on the ﬁrst two components, it is possible to
ﬁnd r40 such that for d small
jFðt; u0  1; y; yÞj þ jFðt; u0 þ 1; y; yÞj þ jFðt; u; 12 y0; yÞj þ jFðt; u; 32 y0; yÞj40
for tA½0; 1; uA½u0  1; u0 þ 1; yA½12 y0; 32 y0 and yABrðy0Þ: We ﬁx such r40: Since
infyA@Brðy0Þ jraðyÞj40 by the third component, we have that for d small
inf
yA@Brðy0Þ
jFðt; u; y; yÞj40 8tA½0; 1; uA½u0  1; u0 þ 1; yA 12 y0; 32 y0
 
:
So, for homotopic invariance, we can conclude that
degðFðu; y; yÞ; ½u0  1; u0 þ 1  12 y0; 32 y0
  Brðy0Þ; 0Þa0;
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because
degðFð0; u; y; yÞ; ½u0  1; u0 þ 1  12 y0; 32 y0
  Brðy0Þ; 0Þ ¼ degðra; Brðy0Þ; 0Þ:
So we ﬁnd a free critical point ud ¼ aPUe;y þ wðd; a; e; yÞ of Ed and we want to show
that it is a positive function. Since for ud there holds
Dud ¼ ð1þ daðxÞÞjudjp1ud;
if we multiply and integrate for ud ¼ maxðud; 0Þ; we obtainZ
O
jrud j2 ¼
Z
O
ð1þ daðxÞÞðud Þpþ1:
From the Sobolev embedding theorem and the above inequality, we get
S
Z
O
ðud Þpþ1
  2
pþ1
pC
Z
O
ðud Þpþ1: ð34Þ
Let us remark that, since PUe;y40; we have udpjwðd; a; e; yÞj: If, by contradiction,
uda0 for d small, we can simplify in (34) to obtain
SpC
Z
O
ðud Þpþ1
 p1
pþ1
pC1ðjjwðd; a; e; yÞjjp1Þ-d-0 0:
Then, for d small, udX0 and, by maximum principle, ud40: This completes the proof
of Theorem 1.2. &
Because of geometric signiﬁcance, ðPSCEÞ has been widely studied in case O ¼ RN
(see [4,7,8,19,20,22,29–32]). Regarding the problem on the whole space as a limiting
problem, we will study now ðPSCEÞ on large balls BR: Of course, the bifurcation
result stated in Theorem 1.2 holds true. However, a more careful analysis brings to
evidence a (possible) decay, as R goes to inﬁnity, of the size of the perturbation
insuring existence (and non-degeneracy) of bifurcating solutions.
From now on, O ¼ BR: For simplicity, we perform the ﬁnite-dimensional
reduction and compute the ‘‘Melnikov function’’ with respect to
Z :¼ fPRUe;y : e40; jyjorg;
where PR : D
1;2ðRNÞ-H10 ðBRÞ is the orthogonal projection. It is easy to see
(see Lemma A.6) that Z is a ‘‘non-degenerate almost critical manifold’’, in the sense
that there holds
ðA1Þ0 Z is bounded and supjyjor jjrEðPRUe;yÞjj ¼ oð1Þ as eR-0;
ðA2Þ0 there exists e040 such that Lz :¼ p>z E00ðzÞjT>z AIsoðT>z ; T>z Þ 8zAZe0 and
supzAZe0
jjL1z jjoN; where Ze0 :¼ fPRUe;y : jyjor; 0oeoe0Rg:
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From now on, we assume aAC3bðRNÞ; O ¼ BR; Rb1 and Crit a :¼
fxARN : raðxÞ ¼ 0gCBr: The ﬁnite-dimensional reduction can be performed, with
a bound %d on the size of the perturbation independent on R: Similar computations as
above can be carried over to obtain the estimate
jjrEdðPUe;yÞjj2 ¼ Oðd2Þ þ O e
R
 	Nþ2 
;
as well as the following expansions for the functional Ed and its derivatives:
EdðPUe;y þ wÞ ¼ 1
N
S
N
2  S
N
2
p þ 1 aðyÞdþ
DdN
2ð1 R2jyj2ÞN2
e
R
 	N2
 S
N
2
4N
DaðyÞde2 þ O e
R
 	N1
þde3 þ d2
 
; ð35Þ
@
@e
EdðPUe;y þ wÞ ¼ ðN  2Þ DdN
2ð1 R2jyj2ÞN2
eN3
RN2
 S
N
2
2N
DaðyÞde
þ O e
N2
RN1
þ de2 þ d
2
e
 
; ð36Þ
@
@y
EdðPUe;y þ wÞ ¼  S
N
2
p þ 1raðyÞdþ O
eN2
RN1
þ de2 þ d
2
e
 
; ð37Þ
where dN ¼ 1NðN2ÞoN ; D as above, w ¼ wðd; R; e; yÞ as in Lemma 3.1.
Now, after setting y ¼ t 1N4e; t :¼ dRN2; we are led to look for critical points of
Mt;Rðy; yÞ ¼ S
N
2
p þ 1 aðyÞ 
t
2
N4
4N
2N
DdN
ð1 R2jyj2ÞN2 y
N2  SN2DaðyÞy2
" #
þ t 2N4oð1Þ;
where jjoð1ÞjjC1-0 on compact subsets of Rþ  Br as t-0: As above, isolated
critical points of a with Da40 and non-zero topological index generate critical points
of Mt;Rðy; yÞ; provided t51: Hence, we get
Theorem 4.6. Let NX6 and a as above. Then there exist d0 small and R0 such that, for
any RXR0 and dp d0RN2; problem ðPSCEÞ on BR with f ¼ 1þ da has at least as many
positive solutions as the number of non-degenerate critical points of a with positive
laplacian.
Remark 4.7. The analysis in Theorem 4.6 is less accurate than in Theorem 1.2
because of the different choice of Z: So we lose dimension N ¼ 5:
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Because of the decay d5R2N ; we cannot obtain solutions on the whole space as
limits of our bifurcating solutions: for this, we need solutions on large balls and
uniform size of the perturbation. We ﬁrst observe that our bifurcation result relies on
the rather weak assumption ‘‘a has non-degenerate critical points with positive
laplacian’’. Such an assumption should be compared with the much stronger
‘‘counting condition’’
X
fx : raðxÞ¼0; DaðxÞ40g
iðra; xÞa0
discovered by Bahri and Coron, see Ref. [10], in their investigation of ðPSCEÞ on the
3 sphere (see also [20]). A very nice interpretation of the ‘‘counting condition’’ is
given, in term of degree theoretic arguments, in [4] (see also [24,31] for a Morse
theory point of view).
We will show below that, while the bifurcating solutions might, for R larger and
larger, degenerate and cancel each other for d smaller and smaller, the counting
condition enters as an obstruction to a complete collapse of these solutions, insuring,
via a continuation argument based on suitable a priori bounds, existence on large
balls BR up to some %d independent on R: As noticed above, there is %d such that, for
any given r40; the reduced functional Edðe; yÞ :¼ Edðzðe; yÞ þ wðd; R; e; yÞÞ is deﬁned
on Dþr ¼ fðe; yÞ : e2 þ jyj2or2; e40g for dp%d and RX %R ¼ %RðrÞ: We will assume,
from now on,
D2aðxÞAGlNðRÞ and DaðxÞa0 for any xACrit a: ð38Þ
Let yj; j ¼ 1;y; l be the critical points of a with positive laplacian. The homotopy
argument used in the proof of Theorem 4.6 gives, for R given and dpdðRÞ; the
existence of open neighbourhoods Vj ¼ ð
%
yj; %yjÞ  Uj of ðyðyjÞ; yjÞ; where
yðyjÞ ¼ yðyj; RÞ ¼ S
N
2 DaðyjÞð1R2jyj j2ÞN2
NðN2ÞDdN
 ! 1
N4
and Uj are small neighbourhoods of
yj with jjrajj40 on @Uj; such that
degðrMt;R; Vj; 0Þ ¼ degðra; Uj; 0Þ ¼ iðra; yjÞ:
From Section 2, for dpdðRÞ the critical points of Mt;R in the Vj are in one-to-one
correspondence with the critical points of Edðe; yÞ in Dþr;d :¼ Dþr-fe4%yd
1
N4g;
%
y ¼ minj f
%
yjg; r42r; through the map ðy; yÞ-ððdRN2Þ
1
N4y; yÞ:
This readily implies
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Lemma 4.8. There is %R and, for any RX %R; there is d ¼ dðRÞ; such that
degðrEdðe; yÞ; Dþr;d; 0Þ ¼ 
Xl
j¼1
iðra; xjÞ 8r42r:
To continue this degree estimate up to some %d independent on R; we need suitable
a priori bounds. First, we have
Claim 1. There is some %R such that, if dp%d and RX %R; then Edðe; yÞ has no critical
points on Dþr-fe ¼ edg; ed ¼
%
yd
1
N4:
To have complete a priori bounds we will assume, following [4],
(r040 :/raðxÞ; xSo0 8jxj4r0;
/raðxÞ; xSAL1ðRNÞ;
Z
RN
/raðxÞ; xÞSo0: ð39Þ
Claim 2. If (39) holds, there is some %d such that Edðe; yÞ has no critical points on
fe2 þ jyj2 ¼ r2; e4edg; for some r4maxfr0; 2rg and dp%d:
By the above claims, we deduce that, for some %R large and %d small
degðrEdðe; yÞ; Dþr-fe4edg; 0Þ ¼ 
Xl
j¼1
iðra; xjÞ 8dp%d; RX %R
for some r42r ﬁxed. Hence, we have
Theorem 4.9. Let NX6; aAC3bðRNÞ; Crit aCBr; a satisfying (38)–(39). Assume in
addition
X
fx : raðxÞ; DaðxÞ40g
iðra; xÞa0: ð40Þ
Then problem ðPSCEÞ on O ¼ BR with f ¼ 1þ da has a solution for dp%d and RX %R; %d
independent on R:
Proof. We have just to prove the claims. As for Claim 1, it follows from
assumption (38) and expansions (36)–(37) of the derivatives of Ed
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on Dþr-fe ¼ edg
reEdðPUe;y þ wÞ ¼  S
N
2
2N
DaðyÞdN3N4 þ oðdN3N4Þ;
ryEdðPUe;y þ wÞ ¼  S
N
2
p þ 1raðyÞdþ oðdÞ:
Finally, we prove Claim 2. From (39), we can show that there exists rXr0 such that
/rðe;yÞGðe; yÞ; ðe; yÞSo0 if e2 þ jyj2Xr2; ð41Þ
where G is
R
RN
aUpþ1e;y ¼
R
RN
aðex þ yÞUpþ11;0 ; extended as an even function in e: Now,
using previous computations, we get
EdðPUe;y þ wÞ ¼ 1
N
S
N
2 þ DdN
2ð1 R2jyj2ÞN2
e
R
 	N2
 d
p þ 1 Gðe; yÞ þ O
e
R
 	N1
þd e
R
 	N2
þd2
 
;
rðe;yÞEdðPUe;y þ wÞ ¼ N  2
2
DdN
eN3
RN2
; ðN  2ÞDdN e
N2
RN
y
 
ð1þ oð1ÞÞ
 d
p þ 1rðe;yÞGðe; yÞ þ O d
eN3
RN2
þ d
2
e
 
:
In view of (41) and the positivity of the term
N  2
2
DdN
eN3
RN2
; ðN  2ÞDdN e
N2
RN
y
 
; ðe; yÞ

 
;
we get that, for d51 and Rb1; on fe2 þ jyj2 ¼ r2g-fe4edg there holds
/rðe;yÞEd; ðe; yÞSo0:
Final remark. A different situation occurs if we assume in (39) the reverse inequality.
First, we observe that to compute degðrðe;yÞEd; Dþr;d; 0Þ; we can also proceed as
follows. From
rðe;yÞEd ¼  d
p þ 1rðe;yÞGþ O
eN3
RN2
þ d
2
e
 
;
we see that for M1
RN2pdp%d; M1 a large constant,
degðrðe;yÞEd; Dþr;d; 0Þ ¼ degðrðe;yÞG; Dþr;d; 0Þ;
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whenever the r.h.s. is deﬁned. This is the case if (39) holds, as well as if the reverse
inequality is satisﬁed therein. Since, as can be easily seen,
Gð0; yÞ ¼ SN2 aðyÞ; @G
@e
ð0; yÞ ¼ 0; @
2G
@e2
ð0; yÞ ¼ CDaðyÞ
for some positive constant C; we have, denoted Dr :¼ fe2 þ jyj2or2g;
degðrðe;yÞG; Dr;d; 0Þ ¼ 2 degðrðe;yÞG; Dþr;d; 0Þ þ degðrðe;yÞG; Dr-fjejoedg; 0Þ
¼ 2 degðrðe;yÞG; Dþr;d; 0Þ þ
X
fx : raðxÞ¼0; DaðxÞ40g
iðra; xÞ

X
fx : raðxÞ¼0; DaðxÞo0g
iðra; xÞ:
If the reverse inequality holds true in (39), we get the reverse inequality in (41), and
then X
fx : raðxÞ¼0; DaðxÞ40g
iðra; xÞ þ
X
fx : raðxÞ¼0; DaðxÞo0g
iðra; xÞ ¼ 1 ¼ degðrðe;yÞG; Dr;d; 0Þ:
Henceforth, for R2N5dp%d;
degðrðe;yÞEd; Dþr;d; 0Þ ¼ degðrðe;yÞG; Dþr;d; 0Þ ¼
X
fx : raðxÞ¼0; DaðxÞo0g
iðra; xÞ:
On the other hand, Claims 1 and 2 still hold true and so we conclude that
degðrðe;yÞEd; Dþr;d; 0Þjd5R2N ¼ 
X
fx : raðxÞ¼0; DaðxÞ40g
iðra; xÞ
a
X
fx : raðxÞ¼0; DaðxÞo0g
iðra; xÞ
¼ degðrðe;yÞEd; Dþr;d; 0ÞjdbR2N :
In particular, no a priori bounds are available in this case.
5. Further applications of the reduction principle
We consider a generalization of [35]: given aðxÞ a smooth function in %O; d40 a
small parameter, 1pqoNþ2
N2 and NX3; ﬁnd u40 such that
ðPÞd Du ¼ u
Nþ2
N2 þ daðxÞuq in O;
u ¼ 0 in @O:
(
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In this case, the unperturbed functional is EðuÞ and the ﬁnite-dimensional reduction
is performed with respect to the ‘‘non-degenerate almost critical manifold’’
Z :¼ fPUe;y : e40; yAO; distðy; @OÞ4gg; g40;
in the sense that there holds
ðA1Þ00 Z is bounded and supyAO; distðy;@OÞ4g jjrEðPUe;yÞjj ¼ oð1Þ as e-0;
ðA2Þ00 there exists e040 such that Lz :¼ p>z E 00ðzÞjT>z AIsoðT>z ; T>z Þ 8zAZe0 and
supzAZe0
jjL1z jjoN;
where Ze0 :¼ fPUe;y : 0oeoe0; yAO; distðy; @OÞ4gg (see Lemma A.6). The
perturbation is
Gðd; uÞ ¼ d
q þ 1
Z
O
ajujqþ1:
Using Lemmas A.1 and A.2, one can get the following estimate for the remainder term:
jjrEdðPUe;yÞjj2 ¼ OðeN1 þ d2L2Þ;
where
L ¼
e
Nþ2
2
N2
2
q if q4 Nþ22ðN2Þ;
e
Nþ2
4 ðlog 1eÞ
Nþ2
2N if q ¼ Nþ2
2ðN2Þ;
e
N2
2
q if qo Nþ2
2ðN2Þ:
8>>><
>>:
As for the ‘‘Melnikov function’’ (see Remark 3.4), if q4 2
N2; one gets
EdðPUe;yÞ ¼EðPUe;yÞ  d
q þ 1
Z
O
aPUqþ1e;y
¼ 1
N
S
N
2 þ D
2
HðyÞeN2  Fc
qþ1
N
q þ 1 aðyÞde
NN2
2
ðqþ1Þ
þ OðeN1Þ þ oðdeNN22 ðqþ1ÞÞ; ð42Þ
where F ¼ R
RN
dx
ð1þjxj2Þ
ðN2Þðqþ1Þ
2
and the expansion of EdðPUe;y þ wÞ follows by
EdðPUe;y þ wÞ ¼ EðPUe;yÞ þ OðjjrEdðPUe;yÞjj2Þ;
where w ¼ wðd; e; yÞ is deﬁned as in Lemma 3.1. After setting y ¼ d
2
ðN2Þðqþ1Þ4e; if
q4maxf 2
N2;
6N
N2g; the expansion of Ed becomes
EdðPUe;y þ wÞ ¼ 1
N
S
N
2 þ d
2ðN2Þ
ðN2Þðqþ1Þ4 D
2
HðyÞyN2  Fc
qþ1
N
q þ 1 aðyÞy
NN2
2
ðqþ1Þ þ oð1Þ
" #
;
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where oð1Þ-0 as d-0 in C0 norm for y bounded and bounded away from zero. So we
are led to study the ‘‘stable’’ critical points of
Mðy; yÞ ¼ DHðyÞyN2  2
q þ 1 c
qþ1
N FaðyÞyN
ðN2Þðqþ1Þ
2 y40; yAO;
where F ; D and cN are as above. Since
@M
@y
¼ 0 3 y ¼ yðyÞ :¼
½2NðN2Þðqþ1Þcqþ1
N
FaðyÞ
ðN2Þðqþ1ÞDHðyÞ
 	 2ðN2Þðqþ1Þ4
aðyÞ40
8<
:
and
MðyðyÞ; yÞÞ ¼ DN;q aðyÞ
2
HðyÞ
2NðN2Þðqþ1Þ
ðN2Þ
0
B@
1
CA
ðN2Þ
ðN2Þðqþ1Þ4
;
DN;q ¼ ðN  2Þðq þ 1Þ  4
N  2
2N  ðN  2Þðq þ 1Þ
DðN  2Þ
 2NðN2Þðqþ1ÞðN2Þðqþ1Þ4 Fcqþ1N
q þ 1
 ! 2ðN2ÞðN2Þðqþ1Þ4
;
we can introduce
KðyÞ :¼ aðyÞ
2
HðyÞ
2NðN2Þðqþ1Þ
ðN2Þ
; yAO
and the following result follows:
Theorem 5.1. Let M; K be given as above and let ðyj; yjÞ be critical points of M: Let
1pqoNþ2
N2 if NX5; 1oqo3 if N ¼ 4; 3oqo5 if N ¼ 3:
(i) If ðyj; yjÞ are C0-stable, then there are Cj disjoint compact neighbourhoods of
ðyj; yjÞ and, for d40 small, there are ud;j; solutions of ðPÞd; such that
jrud;jj2, S
N
2 dxj as d-0 for some xjACj: ð43Þ
(ii) Let Cj be disjoint compact subsets of O such that, for any j;
aðyÞ40 8yACj ; max
@Cj
Komax
Cj
K :
Then, for d small, ðPÞd has solutions ud;j such that (43) holds.
Moreover, such solutions are positive.
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Proof. We just derive (ii) from (i). For any given yAO; let
yðyÞ :¼ ½2N  ðN  2Þðq þ 1Þc
qþ1
N FaðyÞ
ðN  2Þðq þ 1ÞDHðyÞ
 ! 2ðN2Þðqþ1Þ4
be the absolute minimizer of y-Mðy; yÞ and let
0o
%
yomin
yAC
yðyÞpmax
yAC
yðyÞo%y; m :¼ min
½
%
y;%yC
M; mb :¼ min
@ð½
%
y;%yCÞ
M
for C ¼ Cj ﬁxed. Since
MðyðyÞ; yÞÞ ¼ DN;qKðyÞ
ðN2Þ
ðN2Þðqþ1Þ4; 8yAO;
DN;q as above, one easily obtains max@C KomaxC K ) momb and then (ii) follows
from (i).
The proof of the positivity for these solutions follows the same argument as in
Theorem 1.2 because qX1:
For the derivatives, similar computations as in Lemma 4.4 can be performed in
case 1pqoNþ2
N2 if NX5;
5
4
oqo3 if N ¼ 4: &
Theorem 5.2. Let M; K be given as above and let ðyj; yjÞ be critical points of M: Let
1pqoNþ2
N2 if NX5;
5
4
oqo3 if N ¼ 4:
(k) If ðyj; yjÞ are C1-stable, then there are Cj disjoint compact neighbourhoods of
ðyj; yjÞ and, for d40 small, there are ud;j; solutions of ðPÞd; with property (43).
(kk) Let y0 be a non-degenerate critical point of K with aðy0Þ40: Then, for d small,
ðPÞd has a solution ud satisfying (43) with limit Dirac mass in y0:
Moreover, such solutions are positive.
Proof. By the assumptions rKðy0Þ ¼ 0; D2Kðy0ÞAGlNðRÞ and aðy0Þ40; it follows
that rMðyðy0Þ; y0Þ ¼ 0 and D2Mðyðy0Þ; y0ÞAGlNþ1ðRÞ: The proof of this fact is a
straightforward computation, we skip here the details. &
Remark 5.3. (i) Non-degeneracy of critical points of K implies non-degeneracy of
critical points of C2-perturbations of M: This in turn would lead (see the proof of
Theorem 5.1) to non-degeneracy and precise Morse index estimates of the
corresponding variational functional associated to ðPÞd: However, we will not carry
over C2 estimates in this paper.
(ii) If aðxÞ  1; N44 and q ¼ 1; then we ﬁnd as many positive solutions as the
number of non-degenerate critical points of HðyÞ; which is exactly the famous result
contained in [35].
Our approach applies as well to the non-homogeneous boundary value problem
with small data. Let OCRN ; NX3; be a smooth open bounded domain and
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jACað@OÞ; aAð0; 1Þ: Let us consider the following BVP:
ðBVPÞ Du ¼ juj
4
N2u in O;
u ¼ j on @O:
(
It can be seen (see [21] for a more general equation) that (BVP) has a ‘‘small’’
positive solution if jX0 is non-trivial and suitably small. We are interested for
(BVP) with boundary data dj; d40 small and j positive somewhere, rewritten in the
equivalent form:
ðBVPÞd Du ¼ ju þ daj
4
N2ðu þ daÞ in O;
uAH10 ðOÞ;
(
where a denotes the harmonic extension of j: Here the perturbation is
Gðd; uÞ ¼ 1
p þ 1
Z
O
ju þ dajpþ1  jujpþ1;
which is a C2 functional converging to zero C2-uniformly on bounded sets. So we
can ﬁnd w according to Lemma 3.1 and the ﬁnite-dimensional reduction can be
performed. Now we can expand Gðd; uÞ in the form Gðd; uÞ ¼ d RO aðxÞjujp1u þ
G2ðd; uÞ where
jG2ðd; uÞj ¼ O d2
Z
O
jujp1 þ dpþ1
 
;
jjrG2ðd; uÞjj ¼ O dp þ d2
Z
O
juj
ðp2Þðpþ1Þ
p
 ! p
pþ1
ðif p42Þ
0
B@
1
CA:
Let us stress that u-
R
O aðxÞjujp1u is not a C2 functional for N46:
Some remarks are in order:
(a) the problem with a perturbation term G1ðd; uÞ ¼ Gðd; uÞ  G2ðd; uÞ ¼
d
R
O aðxÞjujp1u is exactly of the form ðPÞd with q ¼ p  1; aðxÞ replaced by paðxÞ:
So the expansion for E1ðPUe;yÞ ¼ EðPUe;yÞ  G1ðd; PUe;yÞ is given by (42) because
q ¼ p  14 2
N2;
(b) G2ðd; uÞ gives a contribution to the remainder term jjrEdjj2; Ed ¼ E  Gðd; Þ;
of order Oðd2p þ d4e6N2 ðif No6ÞÞ;
(c) G2ðd; PUe;yÞ ¼ Oðdpþ1 þ d2eÞ;
(d) if dBe
N2
2 ; there holds EdðPUe þ wÞ ¼ E1ðPUe;yÞ þ oðde
N2
2 Þ: So it follows
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Theorem 5.4. Let
Mðy; yÞ ¼ cNHðyÞyN2  2aðyÞy
N2
2 y40; yAO;
KðyÞ ¼ aðyÞ
2
HðyÞ; yAO
and let ðyj ; yjÞ be critical points of M:
(i) If ðyj; yjÞ are C0-stable, then there are Cj disjoint compact neighbourhoods of
ðyj; yjÞ and, for d40 small, there are ud;j; solutions of ðBVPÞd; such that
jrud;jj2, S
N
2 dxj as d-0 for some xjACj: ð45Þ
(ii) Let Cj be disjoint compact subsets of O such that, for any j;
aðyÞ40 8yACj; max
@Cj
Komax
Cj
K :
Then, for d small, ðBVPÞd has solutions ud;j such that
jrud;jj2, S
N
2 dxj as d-0 for some xjACj: ð46Þ
Moreover, if jX0; such solutions are positive.
Proof. We need only to prove that the solutions are positive if jX0: If this case, we
deﬁne vd as the ‘‘small’’ positive solution of ðBVPÞd; d40 small, whose existence is
ensured by [21]. We verify that u ¼ ud  vd is positive (for simplicity, we will omit the
dependence on d). Since for u there holds
Du ¼ ju þ da þ vdjp1ðu þ da þ vdÞ  ðda þ vdÞp;
we have that, for any fAH10 ðOÞ;
Z
O
rurf ¼ p
Z
O
uf
Z 1
0
jsu þ da þ vdjp1 ds:
By choosing f ¼ u ¼ maxðu; 0Þ; we obtain
Z
O
jruj2 ¼ p
Z
O
ðuÞ2
Z 1
0
j  su þ da þ vdjp1 ds
p oð1Þ
Z
O
ðuÞpþ1
  2
pþ1þC2
Z
O
ðuÞpþ1:
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From the Sobolev embedding theorem and the above inequality we get
S
Z
O
ðuÞpþ1
  2
pþ1
poð1Þ
Z
O
ðuÞpþ1
  2
pþ1þC2
Z
O
ðuÞpþ1: ð47Þ
Let us remark that since PUe;y40; we have upjwðd; e; yÞj þ vd: If, by contradiction,
ua0 for d small, we can simplify in (47) to obtain
Spoð1Þ þ C2
Z
O
ðuÞpþ1
 p1
pþ1
poð1Þ þ C3ðjjwðd; e; yÞjjp1 þ jjvdjjp1Þ-d-0 0:
Then, for d small, udXvd40: This completes the proof of Theorem 5.4. &
Similar computations can be performed for the derivatives leading to the
counterpart of Theorem 5.2. Essentially, if jX0 and d40 is small, problem ðBVPÞd
has as many positive solutions as the non-degenerate critical points of K with a40:
This is almost the same result for this problem contained in [37]. However, Theorem
5.4 represents a slight improvement because it permits to handle dimension N ¼ 3
and it provides an existence result (in any dimension) corresponding to the strict
relative maxima of K :
With the aid of Theorem 5.4, we can provide an example where some highly
oscillating boundary data produce a large number of solutions:
An example. Let O ¼ B1ð0Þ be the unit open ball, n any positive integer. Let yjA@B1;
j ¼ 1;y; n and t41: We want to show that
 Du ¼ uNþ2N2 in B1;
u ¼ d
Xn
j¼1
1
jy  tyjjN2
on @B1
has at least n positive solutions if totr;n :¼ 1þ r2
4n
2
N2
; rpminiaj jyiyj j2 and d smaller
than some dt:
Denoted atðyÞ :¼Pnj¼1 1jytyj jN2 and KtðyÞ :¼ atðyÞ2HðyÞ ; it is enough to check, to apply
Theorem 5.4, that
mt :¼maxfKtðyÞ : yAB1ð0Þ; jy  yj jXr 8jg
omaxfKtðyÞ : yAB1ð0Þ; jy  yijprg 8i ¼ 1;y; n provided totr;n:
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Appendix A
Here, we recall several kinds of estimates for
Ue;yðxÞ ¼ cN e
N2
2
ðe2 þ jx  yj2ÞN22
; cN ¼ ½NðN  2Þ
N2
4 ; e40; yARN :
Also,
R
RN
jrUe;yj2 ¼
R
RN
Upþ1e;y ¼ S
N
2 and
@Ue;y
@xi
ðxÞ ¼ cNðN  2Þe
N2
2
xi  yi
ðe2 þ jx  yj2ÞN2
;
@Ue;y
@xi
ðxÞ

pN  22e Ue;yðxÞ; ðA:1Þ
@Ue;y
@e
ðxÞ ¼ cN N  2
2
e
N4
2
e2  jx  yj2
ðe2 þ jx  yj2ÞN2
;
@Ue;y
@e
ðxÞ

pN  22e Ue;yðxÞ: ðA:2Þ
Direct computations give the following estimates.
Lemma A.1.
Z
O
Uqe;y ¼
OðeNN22 qÞ if q4 N
N  2;
O e
N
2 log
diamO
e
 
if q ¼ N
N  2;
OðeN22 qðdiamOÞNðN2ÞqÞ if qo N
N  2;
8>>><
>>>>:
Z
BrðyÞc
jx  yjsUqe;y ¼ O
e
N2
2
q
rðN2ÞqNs
0
@
1
A if q4N þ s
N  2;
where r40:
Now to get estimates for PUe;y (recall that DPUe;y ¼ DUe;y; PUe;y  0 on @O), let
us introduce
ce;y :¼ Ue;y  PUe;y; fe;y :¼ ce;y  cNHðy; Þe
N2
2 ;
where Hðy; xÞ denotes the regular part of the Green’s function, i.e., 8yAO;
DxHðy; xÞ ¼ 0 in O and Hðy; xÞjxA@O ¼ jx  yjðN2Þ: For any given yAO we will
denote d :¼ distðy; @OÞ and HðyÞ ¼ Hðy; yÞ: By the maximum principle:
0pce;ypUe;y; jjce;yjjNpmax
xA@O
Ue;yðxÞpcN e
N2
2
dN2
:
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In particular, 0pUpe;y  PUpe;ypcpe
N2
2
dN2 U
p1
e;y : We also have fe;y ¼ Oðe
Nþ2
2
dN
Þ because fe;y
is harmonic in O with boundary data
fe;yðxÞ ¼ cNe
N2
2
1
ðe2 þ jx  yj2ÞN22
 1jx  yjN2
2
4
3
5 ¼ O eNþ22
dN
0
@
1
A:
Similarly, one gets estimates for the derivatives of ce;y and fe;y: Summarizing (see also
[35] for more details)
Lemma A.2. Given e40; ce;y; fe;y; d as above, then
ce;y ¼ O
e
N2
2
dN2
0
@
1
A@ce;y
@yi
¼ O e
N2
2
dN1
0
@
1
A@ce;y
@e
¼ O e
N4
2
dN2
0
@
1
A; ðA:3Þ
@2ce;y
@yi@yj
¼ O e
N2
2
dN
0
@
1
A@2ce;y
@yi@e
¼ O e
N4
2
dN1
0
@
1
A@2ce;y
@e2
¼ O e
N6
2
dN2
0
@
1
A; ðA:4Þ
fe;y ¼ O e
Nþ2
2
dN
0
@
1
A@fe;y
@yi
¼ O e
Nþ2
2
dNþ1
0
@
1
A@fe;y
@e
¼ O e
N
2
dN
0
@
1
A: ðA:5Þ
We are now interested in some estimate for the Lpþ1-norm of ce;y: Let us deﬁne
*ce;yðxÞ :¼
ce;yðxÞ if xAO;
Ue;yðxÞ if xARN \O:
(
We have that *ce;yAD1;2ðRNÞ; D1;2ðRNÞ being the completion of CN0 ðRNÞ with respect
to the L2-norm of the gradient, and, by Sobolev inequality,
Z
RN
*cpþ1e;y
  2
pþ1
p1
S
Z
RN
jr *ce;yj2;
where S is the Sobolev constant. For the r.h.s. we can obtainZ
RN
jr *ce;yj2 ¼
Z
RN
jrUe;yj2 
Z
O
jrPUe;yj2
¼SN2 
Z
O
Upþ1e;y þ
Z
O
Upe;yce;y ¼ O
e
d
 	N2 
;
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because
R
OrUe;yrPUe;y ¼
R
O jrPUe;yj2: Hence,Z
RN
*cpþ1e;y ¼
Z
O
cpþ1e;y þ O
e
d
 	N 
¼ O e
d
 	N 
which proves
Lemma A.3.
jce;yjLpþ1ðOÞ ¼ O
e
d
 	N2
2
 !
: ðA:6Þ
Now, using estimates on ce;y and its derivatives, we can get for the ﬁrst and second
derivatives of PUe;y:
Lemma A.4. Let g40: Then, for all iaj; we have
@PUe;y
@yi




2
¼ c1
e2
þ OðeN3Þ; @PUe;y
@e




2
¼ c2
e2
þ OðeN4Þ;
@PUe;y
@yi
;
@PUe;y
@yj

 
¼ OðeN3Þ; @PUe;y
@yi
;
@PUe;y
@e

 
¼ OðeN3Þ;
@2PUe;y
@yi@yj



 ¼ O 1e2
 
;
@2PUe;y
@yi@e



 ¼ O 1e2
 
;
@2PUe;y
@e2



 ¼ O 1e2
 
uniformly for yAO with dðy; @OÞ4g:
Proof. For the norm and scalar product of ﬁrst derivatives, by Lemma A.1, Lemma
A.2 and
@Ue;y
@ti
¼ O Ue;ye
 	
; we get, for iaj;
@PUe;y
@yi




2
¼ p
Z
RN
Up1e;y
@Ue;y
@yi
 2
þOðeN3Þ ¼ c1
e2
þ OðeN3Þ;
@PUe;y
@e




2
¼ p
Z
RN
Up1e;y
@Ue;y
@e
 2
þOðeN4Þ ¼ c2
e2
þ OðeN4Þ;
@PUe;y
@yi
;
@PUe;y
@yj

 
¼ O
Z
O \BgðyÞ
Up1e;y
@Ue;y
@yi

 @Ue;y@yj

þ eN3
 !
¼ OðeN3Þ;
@PUe;y
@yi
;
@PUe;y
@e

 
¼ O
Z
O \BgðyÞ
Up1e;y
@Ue;y
@yi

 @Ue;y@e

þ eN3
 !
¼ OðeN3Þ:
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For the second derivatives, by Lemma A.2, we get for the ﬁrst relation
Z
O
r @
2PUe;y
@yi@yj


2
¼O
Z
O
Up2e;y
@Ue;y
@yi

 @Ue;y@yj

þ Up1e;y @2Ue;y@yi@yj


 
@2PUe;y
@yi@yj


 
¼O 1
e4
þ 1
e2
e
N2
2
Z
O
Upe;y
 
¼ O 1
e4
 
;
because
@2Ue;y
@yi@yj
¼ O Ue;ye2
 	
: We proceed in an analogous way for the remaining
relations.
Now, we carry out a more subtle analysis with the aid of the expansion of ce;y in
term of the regular part of Green’s function.
Lemma A.5. Let D ¼ c
2N
N2
N
R
RN
dx
ð1þjxj2Þ
Nþ2
2
and g40: Then
jjPUe;yjj2 ¼
Z
O
jrPUe;yj2 ¼ S
N
2  DHðyÞeN2 þ OðeN1Þ;Z
O
PUpþ1e;y ¼ S
N
2  ðp þ 1ÞDHðyÞeN2 þ OðeN1Þ;
PUe;y;
@PUe;y
@yi

 
¼ D @H
@yi
ðy; yÞeN2 þ OðeN1Þ;
PUe;y;
@PUe;y
@e

 
¼ N  2
2
DHðyÞeN3 þ OðeN2Þ;Z
O
PUpe;y
@PUe;y
@yi
¼ 2D @H
@yi
ðy; yÞeN2 þ O eN1 log 1
e
 
;Z
O
PUpe;y
@PUe;y
@e
¼ ðN  2ÞDHðyÞeN3 þ OðeN2Þ;
uniformly for yAO with dðy; @OÞ4g:
Proof. Let us recall that
R
RN jrUe;yj2 ¼
R
RN U
pþ1
e;y ¼ S
N
2 : Now, for the ﬁrst relation,
by Lemma A.1, Lemma A.2 and using Taylor expansion for Hðy; xÞ; we get
Z
O
jrPUe;yj2 ¼
Z
O
Upþ1e;y 
Z
O
Upe;yce;y
¼
Z
RN
Upþ1e;y  cNe
N2
2
Z
O
Upe;y½HðyÞ þ Oðjx  yjÞ þ OðeNÞ
¼SN2  DHðyÞeN2 þ OðeN1Þ;
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because
Z
O
Upe;yjx  yj ¼ Oðe
N
2 Þ:
Similarly, for the second one we have
Z
O
PUpþ1e;y ¼
Z
O
Upþ1e;y  ðp þ 1Þ
Z
O
Upe;yce;y þ OðeN1Þ
¼SN2  ðp þ 1ÞDHðyÞeN2 þ OðeN1Þ:
Next, by Lemma A.1, Lemma A.2 and Taylor expansion for @H@yiðy; xÞ:
PUe;y;
@PUe;y
@yi

 
¼  cNe
N2
2
Z
O
Upe;y
@H
@yi
ðy; yÞ þ Oðjx  yjÞ
 
þ OðeN1Þ
¼  D @H
@yi
ðy; yÞeN2 þ OðeN1Þ;
because
1
p þ 1
Z
RN
Upþ1e;y ¼ cost: )
Z
O
Upe;y
@Ue;y
@yi
¼ 
Z
RN \O
Upe;y
@Ue;y
@yi
¼ OðeN1Þ:
Similarly,
PUe;y;
@PUe;y
@e

 
¼  N  2
2
cNe
N4
2
Z
O
Upe;y½HðyÞ þ Oðjx  yjÞ þ OðeN1Þ
¼  N  2
2
DHðyÞeN3 þ OðeN2Þ;
because, as above,
Z
O
Upe;y
@Ue;y
@e
¼ 
Z
RN \O
Upe;y
@Ue;y
@e
¼ OðeN1Þ:
For the last but one relation, we get
Z
O
PUpe;y
@PUe;y
@yi
¼
Z
O
Upe;y
@PUe;y
@yi
 p
Z
O
Up1e;y
@PUe;y
@yi
ce;y
þ O
Z
O
Up2e;y
@PUe;y
@yi

c2e;y
 
:
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Now, oddness implies
R
BgðyÞ U
p1
e;y
@Ue;y
@yi
¼ 0; and hence, using Lemmas A.1 and A.2,
p
Z
O
Up1e;y
@PUe;y
@yi
ce;y
¼ p
Z
BgðyÞ
Up1e;y
@Ue;y
@yi
ce;y þ OðeN1Þ
¼ pcNe
N2
2
Z
BgðyÞ
Up1e;y
@Ue;y
@yi
X
j
@H
@yj
ðy; yÞðxj  yjÞ þ Oðjx  yj2Þ
" #
þ OðeN1Þ
¼ D @H
@yi
ðy; yÞeN2 þ O eN1 log 1
e
 
;
because
pcN
Z
RN
Up1e;y
@Ue;y
@yi
ðxj  yjÞ ¼  cN
Z
RN
@
@xi
ðUpe;yÞðxj  yjÞ
¼ cN
Z
RN
Upe;ydij ¼ De
N2
2 dij :
For the remainder term, by Lemmas A.1 and A.2, we get
Z
O
Up2e;y
@PUe;y
@yi

c2e;y ¼O eN2
Z
O
Up2e;y
@Ue;y
@yi

þ eN22
  
¼O e2N5
Z diam O
e
0
rN
ð1þ r2Þ3 þ e
N log
1
e
0
@
1
A ¼ O eN log 1
e
 
:
Thus, from the third relation of this Lemma A.5, we obtain the requested expansion.
Finally, we have
Z
O
PUpe;y
@PUe;y
@e
¼
Z
O
Upe;y
@PUe;y
@e
 p
Z
BgðyÞ
Up1e;y
@Ue;y
@e
ce;y þ O eN1 log
1
e
 
;
because, as above,
Z
O
Up2e;y
@PUe;y
@e

c2e;y ¼O eN2
Z
O
Up2e;y
@Ue;y
@e

þ eN42
  
¼O e2N5
Z diam O
e
0
rN1
ð1þ r2Þ2 þ e
N1 log
1
e
0
@
1
A ¼ O eN1 log 1
e
 
:
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Once again, we need to estimate the different terms.
p
Z
BgðyÞ
Up1e;y
@Ue;y
@e
ce;y ¼ pcNe
N2
2
Z
BgðyÞ
Up1e;y
@Ue;y
@e
½HðyÞ þ Oðjx  yjÞ þ OðeN1Þ
¼N  2
2
DHðyÞeN3 þ OðeN2Þ:
Finally, from the fourth relation in this Lemma A.5, we obtain
Z
O
PUpe;y
@PUe;y
@e
¼ ðN  2ÞDHðyÞeN3 þ OðeN2Þ: &
We conclude this appendix by showing that all the manifolds Z considered in the
paper are ‘‘non-degenerate almost critical manifold’’ for the functional EðuÞ ¼
1
2
R
O jruj2  1pþ1
R
O jujpþ1; uAH10 ðOÞ:
Lemma A.6. Let d :¼ distðy; @OÞ; diamOpR: Then
(i) (aN : jjrEðaPUe;yÞjjp
aNðe
Nþ2
2
dN2 R
N6
2 þ j1 ajÞ if N46;
a6ðe4d4ðlog Re Þ
2
3 þ j1 ajÞ if N ¼ 6;
aNððedÞN2 þ j1 ajÞ if 3pNo6;
8>><
>>:
for a bounded. Furthermore, (0oe0o1; c40:
(ii) jjp>z E00ðzÞwjjXcjjwjj; z ¼ aPUe;y; for any wAT1 :¼ fwAH10 ðOÞ :/w; PUe;yS ¼
/w; @PUe;y@e S ¼ /w; @PUe;y@yi S ¼ 0 8i ¼ 1;y; Ng and for 0oeoe0d; 1 e0oao1þ e0;
(iii) jjp>z E00ðzÞwjjXcjjwjj; z ¼ PUe;y; for any wAT2 :¼ fwAH10 ðOÞ :/w; @PUe;y@e S ¼
/w; @PUe;y@yi S ¼ 0 8i ¼ 1;y; Ng and for 0oeoe0d:
Proof. (i) Since
R
OrPUe;yrj ¼
R
O U
p
e;yj 8jAH10 ðOÞ and
R
O U
pþ1
e;y ¼ S
N
2 ; we have
j/rEðaPUe;yÞ;jSj ¼ a
Z
O
rPUe;yrj ap
Z
O
PUpe;yj


p aS
1
2jjjjj
Z
O
ðUpe;y  PUpe;yÞ
pþ1
p
  p
pþ1
þja apjSNþ24 jjjjj
p paS
1
2jjjjj jjce;yjjN
Z
O
U
ðp1Þðpþ1Þ
p
e;y
 ! p
pþ1
þja apjSNþ24 jjjjj:
By Lemma A.1 and (A.3), estimate (i) follows.
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It is well known that (see Appendix D in [35])
Z
O
jrwj2  p
Z
O
Up1e;y w
2X
4
N þ 4
Z
O
jrwj2 ðA:7Þ
for any wAT1: Hence, we get
jjpT1E 00ðaPUe;yÞwjjX
1
jjwjj/E
00ðaPUe;yÞw; wS
¼ 1jjwjj
Z
O
jrwj2  pap1
Z
O
PUp1e;y w
2
 
X
2
N þ 4 jjwjj
for any wAT1 and for 0oeoe0d; 1 e0oao1þ e0: Hence (ii) holds.
We can write any wAT2 in the form w ¼ lpT2PUe;y þ v; vAT1; l ¼ /w;PUe;yS/PUe;y;pT2PUe;yS:
Since pT2PUe;y ¼ PUe;y þ oð1Þ as ed-0 in view of Lemma A.4, setting w1 ¼
lpT2PUe;y þ v; we can get
Z
O
rwrw1  p
Z
O
PUp1e;y ww1 ¼ l2 p
Z
O
PUpþ1e;y 
Z
O
jrPUe;yj2
 
þ
Z
O
jrvj2  p
Z
O
PUp1e;y v
2 þ oðjjwjj2Þ
X ðp  1ÞSN2 l2 þ 4
N þ 4
Z
O
jrvj2 þ oðjjwjj2Þ
X cjjwjjjjw1jj
for e
d
small, c a positive constant. Finally, we can conclude that
jjpT2E 00ðPUe;yÞwjjX
1
jjw1jj
Z
O
rwrw1  p
Z
O
PUp1e;y ww1
 
Xcjjwjj
for e
d
small, wAT2; and then (iii). &
Appendix B
In this appendix, we give the proofs of all facts needed in the expansion of
Pohozaev identities.
Proposition 2.1 gives a decomposition of ud in the form ud ¼ adPUed;yd þ wd;
wdATadPUed ;yd ; wd-0 as d-0 (from now on, we will omit for simplicity the
dependence on d), but it does not give any information about the rate of convergence
of w: However, assuming w-0; a-1 and using the equation for w; we can gain
something more:
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Lemma B.1. Let qˆ ¼ minfN
2
; N  2g: Then
jjwjj ¼ O e
d
 	qˆ
þde
 
: ðB:1Þ
Proof. In fact, the function w solves
Dw ¼ ½ðaPUe;y þ wÞp  aUpe;y þ daðxÞðaPUe;y þ wÞp in O;
w ¼ 0 on @O: ðB:2Þ
Using
ða þ bÞp  ap ¼ Oðap1jbj þ jbjpÞ;
ða þ bÞp  ap  pap1b ¼ Oðjbjp þ ap2jbj2ðif p42ÞÞ
for aX0; a þ bX0; we can get, by multiplying (B.2) for w and integrating,Z
O
jrwj2 ¼ðap  aÞ
Z
O
Upe;yw þ pap1
Z
O
Up1e;y w
2
þ dapaðyÞ
Z
O
Upe;yw þ O
Z
O
Up1e;y jwjce;y þ jwjðjwjp þ jce;yjpÞ

þ
Z
O
Up2e;y jwjðw2 þ c2e;yÞðif p42Þ
þd
Z
O
jx  yjUpe;yjwj þ d
Z
O
Up1e;y w
2

:
By Lemma A.1 and (A.3), (A.6), for the term
R
O U
p1
e;y jwjce;y we can getZ
O
Up1e;y jwjce;y ¼
Z
Bd ðyÞ
Up1e;y jwjce;y þ
Z
O\Bd ðyÞ
Up1e;y jwjce;y
¼O e
N2
2
dN2
Z
O
U
ðp1Þðpþ1Þ
p
e;y
 ! p
pþ1
þ e
d
 	N2
2
Z
O\Bd ðyÞ
Upþ1e;y
 !p1
pþ1
0
B@
1
CAjjwjj
¼O e
d
 	qˆ
jjwjj
 
:
Hence, from
R
O U
p
e;yw ¼
R
OrPUe;yrw ¼ 0; a-1 and (A.6) we derive
ð1þ oð1ÞÞ
Z
O
jrwj2  p
Z
O
Up1e;y w
2 ¼ O e
d
 	qˆ
þde
 
jjwjj:
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In view of (A.7) we get the estimate
jjwjj ¼ O e
d
 	qˆ
þde
 
: &
Now we give crucial estimates for expanding the Pohozaev identities for ud:
Lemma B.2. Let nðxÞ be the unit outer normal to @O in x; D as in Section 2. Then
Z
@O
@PUe;y
@n
 2
/x  y; nðxÞS ¼ ðN  2ÞeN2HðyÞD þ O e
d
 	N1 
; ðB:3Þ
Z
@O
@PUe;y
@n
 2
njðxÞ ¼ 2eN2D@jHðyÞ þ O e
N1
dN
 
; j ¼ 1;y; N: ðB:4Þ
Proof. Multiplying
DPUe;y ¼Upe;y in O;
PUe;y ¼ 0 on @O
for /x  y;rPUe;yS and @xj PUe;y; we can get by some integration by parts
N  2
2
Z
O
Upe;yPUe;y þ
1
2
Z
@O
@PUe;y
@n
 2
/x  y; nðxÞS
¼
Z
O
DPUe;y/x  y;rPUe;yS
¼ 
Z
O
Upe;y/x  y;rPUe;yS
¼ N  2
2
Z
O
Upe;yPUe;y  pe
Z
O
Up1e;y PUe;y@eUe;y;
because /x  y;ryUe;yS ¼ N22 Ue;y þ e@eUe;y; and
 1
2
Z
@O
@PUe;y
@n
 2
njðxÞ ¼
Z
O
 DPUe;y@xj PUe;y
¼
Z
O
Upe;y@xj PUe;y ¼ p
Z
O
Up1e;y PUe;y@yj Ue;y;
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respectively. So, by the ﬁrst equality we get
Z
@O
@PUe;y
@n
 2
/x  y; nðxÞS ¼  2pe
Z
O
Up1e;y PUe;y@eUe;y
¼ 2eN2 cNHðyÞ @e
Z
RN
Upe;y
 
þ 1
e
Z
RN \O
Upe;y
 
þ O
Z
O
jfe;yj þ e
N2
2
jx  yj
dN1
 
Upe;y
 
þ O
Z
RN \O
Upþ1e;y
 
¼ðN  2ÞeN2HðyÞD þ O e
d
 	N1 
;
where we have used Lemma A.1 and the estimates HðyÞ þ djrHðyÞj ¼ Oð 1
dN2Þ;
@eUe;y ¼ O Ue;ye
 	
and (A.5). Hence (B.3) holds. Finally, by the second equality we
derive
Z
@O
@PUe;y
@n
 2
njðxÞ ¼  2p
Z
O
Up1e;y PUe;y@yj Ue;y
¼ 2peN22 cN
Z
O
HðyÞ þ/rHðy; yÞ; x  yS
"
þ O jx  yj
2
dN
 !#
Up1e;y @yj Ue;y þ
1
e
O
Z
O
jfe;yjUpe;y þ
Z
RN \O
Upþ1e;y
 
¼ 2 N þ 2
N
eN2cpþ1N @jHðy; yÞ
Z
RN
jxj2
ð1þ jxj2ÞNþ42
dx þ O e
N1
dN
 
;
where we have used Lemma A.1 and the estimates HðyÞ þ djrHðyÞj þ
d2jDijHðyÞj ¼ Oð 1dN2Þ; @yj Ue;y ¼ Oð
Ue;y
e Þ; (A.5) and
Z
O
jx  yj2Up1e;y j@yj Ue;yj ¼ O e
N
2
 
:
Hence (B.4) follows because, by an integration by parts,
Z
RN
jxj2
ð1þ jxj2ÞNþ42
dx ¼ N
N þ 2
Z
RN
dx
ð1þ jxj2ÞNþ22
: &
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Lemma B.3. There holds
N  2
N
d
Z
O
/x  y;raðxÞSðaPUe;y þ wÞpþ1
¼ 1
N
apþ1S
N
2 de2DaðyÞ þ O d e
d
 	N
þde e
d
 	N2
2 þde3 ln 1
e
þ d2e2
 !
; ðB:5Þ
N  2
N
d
Z
O
@jaðxÞðaPUe;y þ wÞpþ1
¼ N  2
N
apþ1S
N
2 d@jaðyÞ þ O d e
d
 	N2
þd e
d
 	N
2þde2
 !
; j ¼ 1;y; N: ðB:6Þ
Proof. Using
ða þ bÞpþ1  apþ1 ¼ Oðapjbj þ jbjpþ1Þ;
ða þ bÞpþ1  apþ1  papb ¼ Oðap1b2 þ jbjpþ1Þ;
for aX0; a þ bX0; we can get by Lemma A.1Z
O
/x  y;raðxÞSðaPUe;y þ wÞpþ1
¼ apþ1
Z
O
/x  y;raðxÞSUpþ1e;y
þ O
Z
O
jx  yjUpe;yðjwj þ ce;yÞ þ jjwjjpþ1 þ
Z
O
cpþ1e;y
 
¼ 1
N
apþ1cpþ1N e
2DaðyÞ
Z
RN
jxj2
ð1þ jxj2ÞN dx
þ O e
d
 	N
þe3 ln 1
e
þ ejjwjj þ ejce;yjLpþ1ðOÞ þ jjwjjpþ1 þ jce;yjpþ1Lpþ1ðOÞ
 
because
/x  y;raðxÞS ¼ /x  y;raðyÞSþ/D2aðyÞðx  yÞ; x  ySþ Oðjx  yj3Þ;
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andZ
O
@jaðxÞðaPUe;y þ wÞpþ1
¼ apþ1
Z
O
½@jaðyÞ þ/r@jaðyÞ; x  ySþ Oðjx  yj2ÞUpþ1e;y
þ pap
Z
O
½@jaðyÞ þ Oðjx  yjÞUpe;yðw  ace;yÞ þ O jjwjj2 þ
Z
O
cpþ1e;y
  2
pþ1
0
@
1
A
¼ apþ1@jaðyÞS
N
2 þ O e
d
 	N
þe2 þ ejjwjj þ jce;yjN
Z
O
Upe;y þ jjwjj2 þ jce;yj2Lpþ1ðOÞ
 
;
because
R
O U
p
e;y w ¼ 0:
Using now (A.3), (A.6) and (B.1) in the above expansions, we conclude the
proof. &
Let us remark that, by an integration by parts,
Z
RN
jxj2
ð1þ jxj2ÞN dx ¼
N
2ðN  1Þ
Z
RN
dx
ð1þ jxj2ÞN1
¼ N
2ðN  2Þ
Z
RN
1
ð1þ jxj2ÞN dx þ
Z
RN
jxj2
ð1þ jxj2ÞN dx
" #
:
Let us introduce a smooth cut-off function x on RN such that 0pxp1; x ¼ 0 on
B1
2
ð0Þ and x ¼ 1 on B1ð0Þc: Set ZðxÞ :¼ xðxyd Þ:
For gAf0; 1g; we consider the function zðxÞ :¼ ZðxÞjx  yjgwðxÞ which solves
 Dz ¼ gðxÞ in O;
z ¼ 0 on @O; ðB:7Þ
with
gðxÞ :¼  ZðxÞjx  yjgDwðxÞ  DZðxÞjx  yjgwðxÞ  gðN þ g 2Þjx
 yjg2ZðxÞwðxÞ  2g/rZðxÞ; x  ySjx  yjg2wðxÞ
 2jx  yjg/rZðxÞ;rwðxÞS 2gZðxÞjx  yjg2/rwðxÞ; x  yS:
Similarly, we deﬁne vðxÞ :¼ ZðxÞjx  yjgPUe;yðxÞ which solves
 Dv ¼ hðxÞ in O;
v ¼ 0 on @O; ðB:8Þ
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with
hðxÞ :¼ ZðxÞjx  yjgUpe;y  DZðxÞjx  yjgPUe;yðxÞ
 gðN þ g 2Þjx  yjg2ZðxÞPUe;yðxÞ
 2g/rZðxÞ; x  ySjx  yjg2PUe;yðxÞ
 2jx  yjg/rZðxÞ;rPUe;yðxÞS
 2gZðxÞjx  yjg2/rPUe;yðxÞ; x  yS:
By elliptic regularity theory and the theory of traces, we have the inequalities
jx  yjg @w
@n


2
L2ð@OÞ
¼ @
@n
ðZjx  yjgwÞ


2
L2ð@OÞ
pCjgj2LqðOÞ
jx  yjg @PUe;y
@n


2
L2ð@OÞ
¼ @
@n
ðZjx  yjgPUe;yÞ


2
L2ð@OÞ
pCjhj2LqðOÞ
for some constant C40 and q :¼ 2N
Nþ1:
Remark B.4. With the function z; we are cutting jx  yjgw to be zero in a small
neighbourhood Bd
2
ðyÞ of the concentration point y: In this way, we will expect that
the estimate for jjx  yjg@w@njL2ð@OÞ becomes sharper. This idea is already present in [35]
where an estimate for j@w@njL2ð@OÞ is obtained: it corresponds to the choice g ¼ 0 but this
estimate is not enough for our purposes.
Multiplying ZðxÞw also for jx  yj; we can expect to gain in the estimate some
power of d as a multiplying factor. It is just what happens and it will be crucial in the
proof of Theorem 2.2. We apply the same method also to obtain some estimate for
jjx  yjg@PUe;y@n jL2ð@OÞ:
We are now in position to prove
Lemma B.5. There holds
@w
@n


2
L2ð@OÞ
¼ o e
N2
dN1
þ d e
2
d
 
; ðB:9Þ
jx  yj @w
@n


2
L2ð@OÞ
¼ o e
d
 	N2
þde2
 
: ðB:10Þ
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Proof. It is enough to estimate each term of gðxÞ in Lq-norm, q ¼ 2N
Nþ1: Taking into
account that jDwj ¼ OðUpe;y þ jwjpÞ; it is easy to see that
Z
O
ðZjx  yjgUpe;yÞq
 2
q¼O e2g1
Z þN
d
2e
rqgþN1
ð1þ r2Þ
ðNþ2Þq
2
dr
0
@
1
A
Nþ1
N
0
BB@
1
CCA
¼O e2g1 e
d
 	Nþ32g 
;
Z
O
ðjDZjjx  yjgjwjÞq
 2
q¼ O d2g4jBdðyÞj
3
N
Z
O
jwjpþ1
  2
pþ1
0
@
1
A ¼ Oðd2g1jjwjj2Þ;
jgj
Z
O
ðZjx  yjg2jwjÞq
 2
q¼ jgjO
Z
O
jx  yj
2Nðg2Þ
3
  3
N
Z
O
jwjpþ1
  2
pþ1
0
@
1
A ¼ Oðjjwjj2Þ;
Z
O
ðjrZjjx  yjg1jwjÞq
 2
q¼ O d2g4jBdðyÞj
3
N
Z
O
jwjpþ1
  2
pþ1
0
@
1
A ¼ Oðd2g1jjwjj2Þ;
Z
O
ðjrZjjx  yjgjrwjÞq
 2
q¼ Oðd2g2jBdðyÞj
1
N jjwjj2Þ ¼ Oðd2g1jjwjj2Þ;
jgj
Z
O
ðZjx  yjg1jrwjÞq
 2
q¼ jgjO
Z
O
jx  yj2Nðg1Þ
  1
N jjwjj2
0
@
1
A ¼ Oðjjwjj2Þ:
It remains to estimate ðROðZjx  yjgjwjpÞqÞ2q; the most difﬁcult because pq4p þ 1: We
multiply Dw for Z
2ðN2Þ
Nþ1 jx  yj
2gðN2Þ
Nþ1 jwj
2
Nþ1w and, integrating by parts, with some
manipulations, we can get
Z
O
 DwZ
2ðN2Þ
Nþ1 jx  yj
2gðN2Þ
Nþ1 jwj
2
Nþ1w
¼ ðN þ 1ÞðN þ 3ÞðN þ 2Þ2
Z
O
jrðZ
N2
Nþ1jx  yj
gðN2Þ
Nþ1 jwj
Nþ2
Nþ1Þj2
þ O
Z
O
jrwj jrZj jx  yj
2gðN2Þ
Nþ1 jwjNþ3Nþ1 þ jgj
Z
O
jrwj jx  yj
2gðN2Þ
Nþ1 1jwjNþ3Nþ1

þ
Z
O
jrZj2jx  yj
2gðN2Þ
Nþ1 jwj
2ðNþ2Þ
Nþ1 þ jgj
Z
O
jx  yj
2gðN2Þ
Nþ1 2 jwj
2ðNþ2Þ
Nþ1

:
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Since
Z
O
jrwj jrZj jx  yj
2gðN2Þ
Nþ1 jwj
Nþ3
Nþ1 ¼ O d
ð2g1ÞðN2Þ
Nþ1 jjwjj
2ðNþ2Þ
Nþ1
 
;
jgj
Z
O
jrwjjx  yj
2gðN2Þ
Nþ1 1jwj
Nþ3
Nþ1 ¼ jgjO jjwjj
2ðNþ2Þ
Nþ1
 
;
Z
O
jrZj2jx  yj
2gðN2Þ
Nþ1 jwj
2ðNþ2Þ
Nþ1 ¼ O d
ð2g1ÞðN2Þ
Nþ1 jjwjj
2ðNþ2Þ
Nþ1
 
;
jgj
Z
O
jx  yj
2gðN2Þ
Nþ1 2jwj
2ðNþ2Þ
Nþ1 ¼ jgjO jjwjj
2ðNþ2Þ
Nþ1
 
;
and using jDwj ¼ OðUpe;y þ jwjpÞ; by the Sobolev inequality we get
S
Z
O
ðZjx  yjgjwjpÞq
  2
pþ1þO d
ð2g1ÞðN2Þ
Nþ1 jjwjj
2ðNþ2Þ
Nþ1
 
þ jgjO jjwjj
2ðNþ2Þ
Nþ1
 
p
Z
O
jDwjZ
2ðN2Þ
Nþ1 jx  yj
2gðN2Þ
Nþ1 jwjNþ3Nþ1
¼ O
Z
O
ðjwjp1Þ Z
2ðN2Þ
Nþ1 jx  yj
2gðN2Þ
Nþ1 jwj
2ðNþ2Þ
Nþ1
 
þ
Z
O
Upe;yZ
2ðN2Þ
Nþ1 jx  yj
2gðN2Þ
Nþ1 jwjNþ3Nþ1
 
¼ O jjwjjp1
Z
O
ðZjx  yjgjwjpÞq
  2
pþ1
0
@
1
A
þ O e
ð2g1ÞðN2Þ
Nþ1 jjwjjNþ3Nþ1
Z þN
d
2e
r
4g
NðN2Þ
N2þNþ6þN1
ð1þ r2Þ
NðNþ1ÞðNþ2Þ
N2þNþ6
dr
0
@
1
A
N2þNþ6
2NðNþ1Þ
0
BB@
1
CCA
¼ o
Z
O
ðZjx  yjgjwjpÞq
  2
pþ1
0
@
1
Aþ O jjwjjNþ3Nþ1eð2g1ÞðN2ÞNþ1 e
d
 	N2þ5N2
2ðNþ1Þ 2g
N2
Nþ1
 !
:
It follows that
Z
O
ðZjx  yjgjwjpÞq
 2
q¼ O d2g1jjwjj
2ðNþ2Þ
N2 þ jgjjjwjj
2ðNþ2Þ
N2 þ e2g1 e
d
 	N2þ5N2
2ðN2Þ 2gjjwjjNþ3N2
 !
:
Resuming all this estimates, we get that for g ¼ 0
@w
@n


2
L2ð@OÞ
¼ O e
Nþ2
dNþ3
þ jjwjj
2
d
þ jjwjj
Nþ3
N2
e
e
d
 	N2þ5N2
2ðN2Þ
0
@
1
A
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and for g ¼ 1
jx  yj @w
@n


2
L2ð@OÞ
¼ O e e
d
 	Nþ1
þjjwjj2 þ jjwjjNþ3N2e e
d
 	N2þNþ6
2ðN2Þ
 !
:
Inserting (B.1), using N
2þ5N2
2ðN2Þ ¼ N
2þNþ6
2ðN2Þ þ 2XN2 and
ðdeÞNþ3N2
e
e
d
 	N2þ5N2
2ðN2Þ ¼ O d e
d
 	N
2
 !
¼ O d34 e
d
1
2
d
1
4
e
N2
2
d
N1
2
0
@
1
A ¼ O d32 e2
d
þ d12 e
N2
dN1
 
;
we can obtain the required estimates. &
Similarly, we can proceed to prove
Lemma B.6. There holds
@PUe;y
@n


2
L2ð@OÞ
¼ O e
N2
dN1
 
; ðB:11Þ
jx  yj @PUe;y
@n


2
L2ð@OÞ
¼ O e
d
 	N2 
: ðB:12Þ
Proof. We need to estimate h in Lq-norm, q ¼ 2N
Nþ1: By Lemma A.1, we have that
Z
O
ðZjx  yjgUpe;yÞq
 2
q¼O e2g1
Z þN
d
2e
r
2N
Nþ1gþN1
ð1þ r2Þ
NðNþ2Þ
Nþ1
dr
0
@
1
A
Nþ1
N
0
BB@
1
CCA
¼O e2g1 e
d
 	Nþ32g 
;
Z
O
ðjDZjjx  yjgPUe;yÞq
 2
q¼ O d2g1
Z
O\Bd
2
ðyÞ
Upþ1e;y
0
B@
1
CA
2
pþ1
0
BB@
1
CCA ¼ O d2g1 ed
 	N2 
;
jgj
Z
O
ðjx  yjg2ZPUe;yÞq
 2
q¼ jgjO
Z
O\Bd
2
ðyÞ
Upþ1e;y
0
B@
1
CA
2
pþ1
0
BB@
1
CCA ¼ jgjO ed
 	N2 
;
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jgj
Z
O
ðjrZj jx  yjg1PUe;yÞq
 2
q¼ jgjO d2g1
Z
O\Bd
2
ðyÞ
Upþ1e;y
0
B@
1
CA
2
pþ1
0
BB@
1
CCA
¼ jgjO d2g1 e
d
 	N2 
;
Z
O
ðjx  yjgjrZðxÞjjrPUe;yjÞq
 2
q¼O d2g1
Z
O\Bd
2
ðyÞ
jrPUe;yj2
0
B@
1
CA
¼O d2g1 e
d
 	N2 
;
jgj
Z
O
ðZjx  yjg1jrPUe;yjÞq
 2
q¼ jgjO
Z
O \Bd
2
ðyÞ
jrPUe;yj2
0
B@
1
CA ¼ jgjO ed' (N2 	;
where we have used
Z
O \Bd
2
ðyÞ
jrPUe;yj2p2
Z
O \Bd
2
ðyÞ
jrUe;yj2 þ
Z
O \Bd
2
ðyÞ
jrce;yj2
0
B@
1
CA ¼ O e
d
 	N2 
;
in view of Z
O
jrce;yj2 ¼
Z
O
jrUe;yj2 
Z
O
Upe;yPUe;y ¼ O
e
d
 	N2 
:
It follows that
@PUe;y
@n


2
L2ð@OÞ
¼ O e
N2
dN1
 
; jx  yj @PUe;y
@n


2
L2ð@OÞ
¼ O e
d
 	N2 
:
By Lemmas (B.5) and (B.6), it can be easily deduced that
Lemma B.7. There holds
Z
@O
@PUe;y
@n

 @w@n

 ¼ o eN2dN1 þ d e
2
d
 
; ðB:13Þ
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Z
@O
jx  yj2 @PUe;y
@n

 @w@n

 ¼ o ed
 	N2
þ de2
 
: ðB:14Þ
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