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imputation for each missing data point. This approach is motivated by an application in plant breeding, where
what is needed is to cluster new experimental seed varieties into sets of varieties that interact similarly to the
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 There is a need for methods for dealing with missing data in proximity matrices 
 New method called Proximity Matrix Completion algorithm addresses this need 
 The PMC algorithm is shown to be effective compared to benchmarks 
















DATA CLUSTERING USING PROXIMITY MATRICES WITH MISSING VALUES 
Samira Karimzadeh1 and Sigurdur Olafsson2 
ABSTRACT 
In most applications of data clustering the input data includes vectors describing the location of 
each data point, from which distances between data points can be calculated and a proximity 
matrix constructed. In some applications, however, the only available input is the proximity 
matrix, that is, the distances between each pair of data point. Several clustering algorithms can 
still be applied, but if the proximity matrix has missing values no standard method is directly 
applicable. Imputation can be done to replace missing values, but most imputation methods do 
not apply when only the proximity matrix is available. As a partial solution to fill this gap, we 
propose the Proximity Matrix Completion (PMC) algorithm. This algorithm assumes that data is 
missing due to one of two reasons: complete dissimilarity or incomplete observations; and 
imputes values accordingly. To determine which case applies the data is modeled as a graph 
and a set of maximum cliques in the graph is found. Overlap between cliques then determines 
the case and hence the method of imputation for each missing data point. This approach is 
motivated by an application in plant breeding, where what is needed is to cluster new 
experimental seed varieties into sets of varieties that interact similarly to the environment, and 
this application is presented as a case study in the paper. The applicability, limitations and 
performance of the new algorithm versus other methods of imputation are further studied by 
applying it to datasets derived from three well-known test datasets. 
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Data clustering is a well-studied field and many clustering algorithms have been proposed for 
finding clusters in data. This includes classic but still widely used methods such as k-means and 
hierarchical clustering (Xu and Tian, 2015), as well as more recent variants, such as kernel k-
means (Das et al., 2008), gaussian kernel clustering (Gungor and Ozmen, 2017), Bayesian 
clustering (Chen, et al., 2007) and quantum clustering (Gou, et al., 2013). The applicability of 
these algorithms, however, depends on the available input data. 
Data clustering aims to find groups of points that are similar, which implies that all clustering 
methods require a distance between any two points to assess their similarity. In most 
applications those points are characterized by some vectors, which we can think of as the 
primary input variables, and distances between points are calculated based on the observed 
values of these vectors. But sometimes those input variables are not available and all we know 
is a distance or proximity matrix, that is, the distance of one point to another, not how it was or 
could be obtained. Well-known examples of only having a proximity matrix available occur 
when we are interested in similarity between documents (Mei and Chen, 2014). While starting 
from the proximity matrix may appear to simplify the clustering calculations – we need those 
distances anyway - it is, in fact, limiting since many clustering methods assume the availability 
of the original vectors. For example, k-means iteratively calculates a centroid for a cluster and 
then assigns each data point to the closest centroid. Without the original vectors we cannot 
calculate the centroid and cannot apply k-means or similar methods. Fortunately, some 
clustering methods are proximity based and only require a distance between points as inputs. 
This includes hierarchical clustering (Voorhees, 1986), partitioning around medioids (Ng & Han, 
1994), fractal clustering (Barbara & Chen, 2000), quantum clustering (Gou, et al., 2013) and 
certain graph-theory based clustering methods (Ben-Dor, et al., 1999). Such methods can thus 
be applied in cases where only the proximity matrix is available. 
Missing values pose another difficulty in data clustering. Imputation methods are commonly 
used to deal with missing values and here we propose a new method of this type. While other 
solutions exist, using an imputation method has the advantage that it can be applied once to 
modify the data; and then any clustering algorithm can subsequently be used to cluster the 
modified data. Many imputation methods are applicable to deal with missing data when a 
vector characterization of the original data is available; but we are not aware of many 
imputation methods that can be applied for data clustering where the proximity matrix is 
partially observed and is the only available information about the data points. In particular, 
what may be considered advanced methods for imputation, including hot/cold deck 
imputation, regression imputation, interpolation, and extrapolation all use vectors 
characterizing each data point to estimate missing values and are therefore not applicable 













of for such cases is therefore to use a summary statistic such as the mean or median for the 
imputation. It is possible for such methods to perform well on a specific dataset, but they are 
also known to be biased and do not account for the fundamental reason for why the data is 
missing (Baraldi and Enders, 2010). Furthermore, such statistical summary imputations consider 
all missing values to be the same, which is often not true in practice. Other approaches, such as 
maximum likelihood and expected maximization can provide an unbiased estimate of missing 
values; however, as noted above, these algorithms assume that that the missing values are 
missing values in the vectors characterizing each data point (Newman, 2003), as opposed to 
missing values in the proximity matrix. As far as we know, no previous work has therefore 
systematically addressed the issue of missing values in the proximity matrix when only the 
proximity matrix is observed, reducing the users options to simple imputation of mean or 
median, which may not be effective.  
Based on the reasons outlined above, we contend that the lack of effective imputation methods 
for the scenario where only the proximity matrix is available is significant because simply 
imputing a mean or a median does not address the reason why a value is missing, which is 
recognized as a critical issue (Sim et al., 2016; Garciarena and Santana, 2017). In other words, 
imputing all missing values with the same estimation may end up clustering objects that have 
no reasonable relation in same clusters. As an illustrative example of an application area where 
this would be important, consider a recommendation system where clustering is used to 
identify groups of raters have the same taste. Intuitively there are likely specific reasons of 
missing proximity values between different groups of raters; namely they deliberately choose 
not to rate the same items. Imputing uniform proximity for every missing value may lead some 
clustering algorithms to place raters that belong to disjoints groups together. There is therefore 
a need for an imputation method that considers the reason a value is missing.  
In order to partially address the shortcoming in the current state-of-the-art, we develop a new 
method for imputation of missing values in a proximity matrix where the missing values are not 
missing at random. We do not address all possible reasons for why an observation may be 
missing, but specifically address scenarios where missing values can be assumed to fall in one of 
two categories: missing due to complete dissimilarity and missing due to lack of observations. 
These categories are motivated by a plant science case study to be discussed in detail later and 
we believe them to be applicable in other areas as well. To get a better quality of data 
clustering, we therefore need to distinguish these two missing value categories and estimate 
those missing values appropriately. This is a novel contribution since, as far as we know, no 















The goal of this paper is thus to provide a new method for dealing with specific types of missing 
data when only the proximity matrix is available. To achieve this goal, in Section 2 we present a 
graph reformulation of the proximity matrix to identify the reason a value is missing and 
estimate each missing value as a unique case using a maximum clique algorithm. In Section 3 
we evaluate the generality and performance of our imputation method compared to the 
limited existing benchmark imputation methods using the well-known Iris data. This evaluation 
suggests a generalization of our method that is presented and evaluated in Section 4. In Section 
5 we evaluate the applicability of our method to data with less favorable structure via two 
more publicly available dataset, and we conclude the paper in Section 6 with a case study based 
on a real application in plant breeding that motivated this work. 
2. PROXIMITY MATRIX COMPLETION ALGORITHM 
In general, we assume that we have   data points {            } and we have a distance 
metric that gives us a the distance             (     ) between pairs of those data points, 
resulting in what we will refer to as a proximity matrix 
  (
       
   
       
)  
As noted in the introduction, when this matrix is completely observed there is a limited set of 
existing clustering methods can be applied directly to generate clusters of these data points. 
This includes classic hierarchical clustering such as the single-line and complete-link algorithms, 
the latter of which will be used for illustration later in this paper. However, the case where this 
matrix is only partially observer, either at-random or not-at-random, has not been sufficiently 
addressed. 
Our imputation method utilizes a graph theoretic formulation of the data points, primarily to 
distinguish between the two categories of missing not-at-random values in the proximity matrix 
(missing due to complete dissimilarity, and missing due to lack of observations). Specifically, we 
let   {       } denote the set of data points (rows and columns in  ), which we will now 
interpret as vertices in a graph        , where an edge           represent an observed 
similarity between the corresponding data points (and a lack of an edge implies a missing value 
in ). A clique     in   is a subset of vertices such that each pair of distinct vertices is 
connected by an edge. A clique thus corresponds to a subset of data points with complete 
distance information. A maximum clique is a clique with the property that if one more vertex is 






















                     
                       
                           
                           
                     
                         
                   
                         








Note that  is symmetric. This matrix corresponds to a graph         with nine vertices 
  {       } and edges  
   {                                                                                    }   
And the distances can be viewed as the weights of the edges. This graph is further visualized in 
Figure 1, and we observe that we can form a partition   ⋃   
 
    of the vertices using 
maximum cliques    {       }    {     }    {     }    {   }    {   }    {   }  
< Insert Figure 1 > 
The key idea of our imputation method is, in fact, to utilize the concept of a maximum clique as 
the basis for dealing with missing data in the proximity matrix , and specifically distinguishing 
two types of missing values. Missing values in the proximity matrix imply that the 
corresponding graph is also incomplete, that is, the graph has missing edges. We use a set of 
maximum cliques in the graph to identify how to construct a complete graph, corresponding to 
a new proximity matrix ̂ that does not contain any missing values. The algorithm for this is 
detailed below. 
Algorithm Proximity Matrix Completion 
Step 0. Let         be the graph corresponding to a proximity matrix , where each vertex 
in   corresponds to a row/column and an edge in   corresponds to a value in   (and 
(       implies that    is missing). 
Step 1. Any non-missing value in   will be the same in ̂, that is, 
 ̂                
Step 2. To determine how missing values are imputed, identify a subset of maximum cliques 
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Finding maximum cliques is a hard but well-studied problem, and any standard 
maximum clique algorithm may be used for this step. In particular, we have used the 
classic Bron–Kerbosch algorithm (Bron & Kerbosch, 1973). Note that these cliques are 
not unique and may overlap. 
Step 3. (Imputation of missing-due-to-complete-dissimilarity values.) Let       be two 
vertices such that                       = , that is, these vertices do not 
belong to any maximum cliques that intersect. Then we assume that disconnected 
nodes in different partitions should in a sense be disconnected because they are 
completely dissimilar, that is, the corresponding distance values are not missing at 
random but missing because they are essentially cannot be compared due to complete 
dissimilarity. We hence introduce an edge with a maximum distance for any such pair of 
vertices: 
 ̂                                           
Step 4. (Imputation of missing-due-to-incomplete-observations values.) Let       be 
vertices such that                         . Even if those vertices are not 
connected, that is,         , there must exist at least one other vertex with edge to 
both oan f those vertices, and we can therefore triangulate a value for  ̂   using one or 
more of those vertices in common. First define the set o,f all vertices that have edges to 
both   and   
        {                   }  
We now use         to triangulate an estimate of the distance between   and   and 
we add an edge         with value 
 ̂   
 
|       |
∑ |       |
         
  
With the non-missing values address in Step 1 of the algorithm above, and every missing-value 
case falling into either the scenario described in Step 3 or Step 4, the algorithm has constructed 
a complete graph and a corresponding proximity matrix ̂  ( ̂  ) that has no missing values. 
Figure (2) shows a flowchart of the complete PMC algorithm. 













Example 2.2: Applying the PMC algorithm to the proximity matrix  in Example 2.1 gives a 
complete proximity matrix ̂ where the missing edges {                                   } 
are estimated in step 4 as values are missing due to incomplete dissimilarity and the rest of 
missing edges are estimated in step 3 by triangulation.  As a case in point for missing edge     
in step 4         {   } which    comes from intersection of cliques           and    from 
intersection of cliques        . So, triangulated estimate of distance ̂   
 
 
 |         |  
|         | . The completed proximity matrix is 








                                 
                                 
                                 
                                 
                                 
                                 
                                 
                                 








3. NUMERICAL EXAMPLE: IRIS DATA 
We first evaluate the PMC algorithm using a well-known dataset that is often used for 
illustrating data clustering, namely the iris data first introduced by Fisher (1936). The iris data 
describes three types of iris flowers (iris setosa, iris versicolor and iris virginica) based on four 
variables (petal length and width, sepal length and width). There are 50 examples of each type 
of iris for a total of 150 data points. Since the correct classes are known this is a useful dataset 
to evaluate the effectiveness of the proposed approach, as well as its potential limitations. The 
structure of the iris data, with two class values that appear more similar (iris versicolor and iris 
virginica) and one that is easier to separate (iris setosa), allows us to simulate both scenarios 
that fit closely with the PMC algorithm assumptions and scenarios that fit less well.  
We design an experiment based on two different structures of missing data and use three 
clustering methods: single-link and complete-link hierarchical clustering, and partitioning 
around mediod (PAM) partitional clustering. The different structures allow us to evaluate how 
deviations from the assumptions of the PMC algorithm affect its performance. The three 
algorithms chosen allow us to evaluate how the clustering algorithm fit for the specific data 
impacts the performance of the new PMC algorithm. Since we must use a clustering methods 
that requires only the proximity matrix the choice of methods is limited and these methods 
demonstrate a range of fit with the data. For the iris data single-link clustering completely 
misses the mark by combining the two similar class values into one cluster, complete link 
hierarchical clustering performs better, but PAM has the best performance on this data. We 













only input data (that is, we do not have access to the four primary variables again). We first 
assume data missing-at-random and remove various percentage of the data. We then evaluate 
how well complete-link, single-link and PAM k-mediods clustering algorithms recovers the 
correct clustering results after the missing values are imputed using the PMC algorithm. Here 
there are no missing values due to complete dissimilarity so no values should be calculated 
according to Step 3 of the PMC algorithm. This may be considered a non-ideal case for the PMC 
algorithm, but it should still be able to impute values that lead to a clustering algorithm 
recovering the correct clusters a reasonable fraction of time. For the second setting we remove 
all distance comparisons between certain types of iris flowers, namely, iris setosa is assumed 
completely dissimilar, before removing a certain percentage of the remaining distance values at 
random (incomplete information). We then apply the PMC algorithm to impute values. Here 
some values are missing due to complete dissimilarity and should be imputed according to Step 
3, while others are missing due to incomplete information and should be imputed according to 
Step 4 of the PMC algorithm. This setting is therefore a better fit with the assumptions of the 
PMC algorithm, and we would expect it to perform well.  
For the first experiment, when values are missing at random, we tested the PMC algorithm for 
different percentage of missing values ranging from 10% to 95%, cluster using a complete link 
algorithm into three clusters, and determine how well we identify the true iris classes. As noted 
above, imputation methods that use observation of the original vectors cannot be compared to 
the PMC algorithm because we assume that we only have access to the partially observed 
proximity matrix. The benchmarks that we use are therefore a simple imputation of the mean 
and imputation of the median. Table 1 compares average accuracy of the PMC algorithm to the 
benchmarks with 1000 replications of the imputation and clustering process. 
TABLE 1, COMPARISON OF PMC ALGORITHM TO BENCHMARK IMPUTATION METHODS WITH VALUES MISSING=AT-RANDOM  
 
Sparsity level 





















None missing 84.0% 84.0% 84.0% 65.3% 65.3% 65.3% 94.7% 94.7% 94.7% 
10% missing 59.8% 57.3% 53.4% 66.2% 65.4% 65.4% 73.9% 74.6% 76.7% 
30% missing 61.8% 59.4% 55.4% 65.9% 65.6% 65.6% 80.2% 71.0% 74.9% 
50% missing 62.3% 57.1% 53.5% 67.1% 65.8% 65.8% 86.3% 75.7% 76.6% 
70% missing 64.0% 54.4% 53.2% 67.7% 66.1% 66.1% 85.5% 54.0% 54.6% 
90% missing 36.6% 55.4% 55.0% 33.5% 57.4% 57.5% 64.8% 37.2% 35.7% 
95% missing 34.9% 54.9% 54.7% 33.5% 33.7% 34.9% 36.4% 32.8% 32.7% 
Silhouette 
None missing 0.51 0.51 0.51 0.51 0.51 0.51 0.52 0.52 0.52 
10% missing 0.51 0.41 0.44 0.47 0.47 0.47 0.54 0.48 0.48 
30% missing 0.52 0.33 0.35 0.5 0.37 0.37 0.54 0.37 0.38 
50% missing 0.53 0.25 0.26 0.51 0.26 0.26 0.55 0.26 0.27 
70% missing 0.53 0.15 0.16 0.51 0.15 0.15 0.56 0.11 0.12 
90% missing -0.13 0.06 0.06 -0.35 0.04 0.03 0.28 -0.01 -0.02 














The first row of Table 1 in each section shows how well each algorithm can cluster the iris data 
with a completely observed proximity matrix. When the data has missing-at-random values, the 
PMC algorithm results in higher accuracy than the benchmark imputation methods for up to 
80% sparsity in the proximity matrix for agglomerative hierarchical algorithms, and consistently 
better accuracy for PAM k-mediod clustering method. Although the performance of clustering 
methods might seem similar for some levels of sparsity, especially for the hierarchical methods, 
the silhouette width shows that the quality of final clusters found from the data imputed using 
the PMC method could be considered better. 
The accuracy of the method decreases by increasing the sparsity rate for every imputation 
method. However, for an extremely sparse distance matrix in this case 90% sparse, simply 
imputing the mean or median outperforms the PMC algorithm for this missing data structure 
based on the clustering method. For the benchmark methods the accuracy decreases slowly but 
steadily, while for the PMC algorithm the accuracy first increases slightly and then drops of very 
quickly. These observations are in fact intuitive. The PMC algorithm works based on 
triangulation when there is a maximum clique in common and for an extremely sparse data the 
algorithm is often unable to find any vertices in common to estimate the missing edge. In such 
cases the algorithm assumes complete dissimilarity and estimates the missing edge accordingly, 
which for this experiment should never be done (that is, here all missing values are missing-at-
random). For moderate to large percentage of missing data this does not happen, but for 
extremely high percentage of missing data this suddenly starts occurring frequently, which 
explains why a simple imputation method performs better when we have high percentage of 
missing data. The reason why, using the PMC algorithm, the accuracy first increases before 
decreasing rapidly has to do with a property of the iris data. It is well known that for this 
dataset one type of iris is easy to separate from the others while two have some overlap in the 
explanatory variables. What we observe is that for high percentage of missing data many of the 
overlapping pairs in the proximity matrix are removed and replaced by triangulated values 
based on non-overlapping pairs, making it easier for clustering algorithm to correctly separate 
these two iris types. While interesting, this is thus due to an idiosyncrasy of this test data, not a 














TABLE 2. COMPARISON OF PMC ALGORITHM TO BENCHMARK IMPUTATION METHODS WITH VALUES MISSING DUE TO BOTH COMPLETE 
DISSIMILARITY AND MISSING AT-RANDOM. 
Measure Sparsity level 




















None missing 84.0% 84.0% 84.0% 65.3% 65.3% 65.3% 94.7% 94.7% 94.7% 
50% missing 61.4% 34.7% 32.5% 66.7% 65.4% 65.4% 75.7% 60.1% 61.9% 
60% missing 59.4% 31.9% 31.3% 67.6% 65.6% 65.6% 66.5% 63.3% 61.2% 
70% missing 61.6% 32.3% 31.3% 68.7% 65.8% 65.8% 61.1% 61.4% 49.3% 
80% missing 63.3% 34.2% 32.1% 69.2% 65.8% 64.3% 62.4% 52.1% 43.1% 
90% missing 39.5% 38.3% 36.9% 66.0% 53.5% 42.4% 67.2% 35.5% 35.4% 
95% missing 35.4% 39.6% 38.9% 65.8% 34.1% 34.1% 57.5% 34.5% 34.9% 
Silhouette 
None missing 0.51 0.51 0.51 0.51 0.51 0.51 0.52 0.52 0.52 
50% missing 0.53 0.18 0.18 0.53 0.11 0.01 0.57 0.26 0.17 
60% missing 0.54 0.14 0.15 0.56 0.08 0 0.58 0.21 0.13 
70% missing 0.54 0.11 0.11 0.56 0.05 -0.01 0.58 0.14 0.09 
80% missing 0.54 0.08 0.07 0.56 0.03 -0.01 0.59 0.04 0.03 
90% missing -0.16 0.04 0.03 0.45 0.01 -0.01 0.51 0 -0.01 
95% missing -0.17 0.02 0.02 0.36 0 -0.01 0.28 -0.01 -0.01 
 
Table 2 shows same comparison when values are missing both at random and due to complete 
dissimilarity. This means that the data is missing for the two underlying reasons assumed by the 
PMC algorithm. As expected, PMC performs significantly better than the benchmark imputation 
methods because of ability to distinguish between types of missing values. However, for 
extremely high percentage of missing data, a simple imputation of mean or median may still be 
better. In particular, when the PMC algorithm is used in conjunction with the complete-link 
algorithm and more than 80% of the data is missing, the clusters obtained may not be sensible 
as evidenced by the negative Silhouette width. However, when applied in conjunction with 
either single-link or PAM, imputing data using PMC results in sensible clusters and better 
clusters than the benchmark methods even for the highest percentage of missing values. It 
therefore appears to be a combination of the clustering method and the data that may cause 
PMC to perform poorly for high percentage of missing data. While our results indicate that this 
rarely happens when the PMC assumptions regarding why data is missing are satisfied (Table 2), 
this potential limitation will be addressed in the next section. 
4. EXTENSION OF PMC FOR HIGH-PERCENTAGE MISSING DATA 
As is noted before, the PMC algorithm assumes that every missing data point in the proximity 
matrix is missing for one of two reasons: 1) missing due to complete dissimilarity of the objects 
being compared, or 2) missing due to lack of observations (random or not-at-random). As 
explained in Section 2, we furthermore assume that we can identify each case via the existence 
of maximal cliques. In the case of overlapping maximal cliques we assume the second case, and 
if there are no overlapped maximal cliques we assume the first case. As we have seen for the 













percentage of missing-at-random data may result in missing observations with no overlapping 
maximal cliques. In other words, large percentage of missing data may result in missing values 
in the proximity matrix being incorrectly identified as missing due to complete dissimilarity. For 
such cases it is possible to extend the PMC algorithm while still utilizing the maximal clique 
concept.  
We specifically suggest that the following extension may work well for datasets with very high 
percentage of missing data, where most of the data is missing at random. Instead of imputing a 
maximal distance for all values with no overlapping cliques, we find the number of cliques 
needed to connect two vertices and if it meets a minimum number then we use another 
imputation. In other words, we apply Step 4 unchanged but essentially split Step 3 cases 
depending on how close the vertices are in terms of overlapping cliques. Vertices that are, say, 
only two cliques apart could be assigned a mean or a median value, whereas all vertices that 
are more than two cliques apart would be assigned the maximum distance as in the standard 
Step 3 procedure. 
TABLE 3. COMPARISON OF PMC ALGORITHM WITH AND WITHOUT TWO EXTENSIONS TO BENCHMARK IMPUTATION METHODS WHEN  
VALUES ARE ONLY MISSING=AT-RANDOM 

































None missing 84.0% 84.0% 84.0% 84.0% 84.0% 0.51 0.51 0.51 0.51 0.51 
50% missing 62.3% 67.3% 66.7% 57.1% 53.5% 0.53 0.53 0.53 0.25 0.26 
60% missing 63.6% 69.2% 68.6% 56.0% 53.4% 0.53 0.54 0.54 0.2 0.21 
70% missing 64.0% 70.7% 70.1% 54.4% 53.2% 0.53 0.55 0.55 0.15 0.16 
80% missing 48.5% 61.8% 62.7% 54.7% 53.6% 0.18 0.55 0.55 0.1 0.11 
90% missing 36.6% 58.8% 58.1% 55.4% 55.0% -0.13 0.37 0.39 0.06 0.06 







None missing 65.3% 65.3% 65.3% 65.3% 65.3% 0.51 0.51 0.51 0.51 0.51 
50% missing 67.1% 67.1% 67.1% 65.8% 65.8% 0.51 0.51 0.51 0.26 0.26 
60% missing 67.5% 67.5% 67.5% 65.9% 65.9% 0.51 0.51 0.51 0.2 0.21 
70% missing 67.7% 67.7% 67.7% 66.1% 66.1% 0.51 0.51 0.51 0.15 0.15 
80% missing 49.4% 49.4% 49.4% 66.1% 66.1% 0.16 0.16 0.16 0.1 0.1 
90% missing 33.5% 33.5% 33.5% 57.4% 57.5% -0.35 -0.21 -0.21 0.04 0.03 










None missing 94.7% 94.7% 94.7% 94.7% 94.7% 0.52 0.52 0.52 0.52 0.52 
50% missing 86.3% 86.6% 86.6% 75.7% 76.6% 0.55 0.55 0.55 0.26 0.27 
60% missing 85.9% 86.2% 86.2% 53.1% 57.0% 0.56 0.56 0.56 0.18 0.18 
70% missing 85.5% 85.7% 85.7% 54.0% 54.6% 0.56 0.56 0.56 0.11 0.12 
80% missing 84.3% 85.1% 85.1% 46.2% 45.0% 0.56 0.57 0.57 0.04 0.04 
90% missing 64.8% 73.3% 74.4% 37.2% 35.7% 0.28 0.42 0.43 -0.01 -0.02 














TABLE 4. COMPARISON OF PMC ALGORITHM WITH AND WITHOUT TWO EXTENSIONS TO BENCHMARK IMPUTATION METHODS WHEN 
VALUES ARE MISSING DUE TO BOTH COMPLETE DISSIMILARITY AND MISSING AT-RANDOM. 

































None missing 84.0% 84.0% 84.0% 84.0% 84.0% 0.51 0.51 0.51 0.51 0.51 
50% missing 61.4% 34.3% 34.1% 34.7% 32.5% 0.53 0.2 0.2 0.18 0.18 
60% missing 59.4% 32.5% 32.5% 31.9% 31.3% 0.54 0.2 0.2 0.14 0.15 
70% missing 61.6% 31.0% 30.9% 32.3% 31.3% 0.54 0.2 0.2 0.11 0.11 
80% missing 63.3% 30.1% 30.0% 34.2% 32.1% 0.54 0.2 0.21 0.08 0.07 
90% missing 39.5% 35.4% 34.2% 38.3% 36.9% -0.16 0.16 0.16 0.04 0.03 







None missing 65.3% 65.3% 65.3% 65.3% 65.3% 0.51 0.51 0.51 0.51 0.51 
50% missing 66.7% 66.8% 66.8% 65.4% 65.4% 0.53 0.14 0.04 0.11 0.01 
60% missing 67.6% 67.7% 67.7% 65.6% 65.6% 0.56 0.21 0.11 0.08 0 
70% missing 68.7% 68.7% 68.7% 65.8% 65.8% 0.56 0.28 0.19 0.05 -0.01 
80% missing 69.2% 69.1% 69.1% 65.8% 64.3% 0.56 0.34 0.27 0.03 -0.01 
90% missing 66.0% 66.0% 66.0% 53.5% 42.4% 0.45 0.27 0.21 0.01 -0.01 










None missing 94.7% 94.7% 94.7% 94.7% 94.7% 0.52 0.52 0.52 0.52 0.52 
50% missing 75.7% 63.0% 63.2% 60.1% 61.9% 0.57 0.32 0.22 0.26 0.17 
60% missing 66.5% 63.9% 58.2% 63.3% 61.2% 0.58 0.38 0.29 0.21 0.13 
70% missing 61.1% 64.9% 61.3% 61.4% 49.3% 0.58 0.41 0.36 0.14 0.09 
80% missing 62.4% 65.5% 65.2% 52.1% 43.1% 0.59 0.44 0.41 0.04 0.03 
90% missing 67.2% 65.9% 65.5% 35.5% 35.4% 0.51 0.41 0.38 0 -0.01 
95% missing 57.5% 44.8% 43.0% 34.5% 34.9% 0.28 0.07 0.04 -0.01 -0.01 
 
We repeat the two experiments from Section 4 and the results are shown in Tables 3-4. The 
results indicate that extending the algorithm to impute mean or median of the observed 
distances for missing values when there is no overlap among cliques helps to improve the 
accuracy as intended, especially when the percentage of missing values is high and when the 
values are exclusively missing-at-random. When the assumptions of the PMC algorithm are 
better satisfied (second experiment), then the original PMC algorithm performs best except for 
extremely high percentage of missing values, where the extended PMC algorithm outperforms 
all other approaches. 
Overall, the experiments with the iris data indicate that the PMC algorithm is useful for a 
variety of missing data structures. Furthermore, its major limitation is in cases where the 
percentage of missing data becomes so large that many pairs are misidentified as missing due 
to complete dissimilarity. However, even in such cases the extended PMC algorithm can be 
applied effectively in its place. Of course, as expected, the PMC algorithm performs best when 
the missing data structure is the closest to its assumptions and results for both experiments 
illustrate that selecting an effective clustering algorithm is also important to the effectiveness 
of the PMC algorithm.  
The results reported in tables 1-4 are average performance of PMC algorithm versus benchmark 













interval has been done on accuracy difference of PMC to benchmark imputation methods to 
evaluate the significance of the improvement that PMC algorithm can achieve. Table 5 reports 
the results of these tests. As is shown in the table, the PMC algorithm can result in significant 
improvements in quality of clustering output even in extremely sparse proximity matrices. 
TABLE 5: T-TEST OF 95% CONFIDENCE INTERVAL ON PMC ACCURACY IMPROVEMENT OVER BENCHMARK IMPUTATION METHODS 
  














































50% missing 5.2 8.8 10.23 13.22 26.71 28.88 -0.35 1.57 
60% missing 7.62 10.21 13.17 15.21 27.5 28.09 0.69 1.27 
70% missing 9.6 10.78 16.36 16.93 29.29 30.25 -1.3 -0.45 
80% missing -6.24 -5.11 7.03 9.14 29.06 31.19 -4.1 -2.11 
90% missing -18.86 -18.37 3.34 3.13 1.18 2.57 -2.9 -2.68 
95% missing -20 -19.74 4.61 4.3 -4.23 -3.47 -0.73 -0.81 
Single-link 
50% missing 1.25 1.25 1.25 1.25 1.31 1.31 1.39 1.39 
60% missing 1.58 1.58 1.58 1.58 2.09 2.09 2.11 2.11 
70% missing 1.66 1.66 1.66 1.66 2.94 2.94 2.94 2.94 
80% missing -16.69 -16.69 -16.69 -16.69 3.34 4.89 3.3 4.85 
90% missing -23.97 -24.01 -23.97 -24.01 12.5 23.6 12.47 23.57 
95% missing -0.23 -1.39 -0.23 -1.39 31.72 31.79 31.67 31.75 
PAM k-mediods 
50% missing 10.64 9.77 10.92 10.09 15.68 13.83 2.98 1.29 
60% missing 32.77 28.9 33.08 29.21 3.22 5.35 0.61 -2.92 
70% missing 31.51 30.95 31.65 31.09 -0.28 11.81 3.5 11.96 
80% missing 38.14 39.29 38.94 40.06 10.29 19.25 13.44 22.07 
90% missing 27.6 29.16 36.07 38.75 31.72 31.81 30.43 30.13 
95% missing 3.61 3.71 14.05 11.5 23 22.58 10.33 8.03 
 
5. EVALUATION ON DIFFERENT DATASETS 
The iris data experiment reported in the previous two sections provided insights into the 
effectiveness of the PMC algorithm and specifically demonstrated that while it is generally 
applicable, it is more effective when the structure of the missing data is close to it’s 
assumptions (that is, both missing at random and due to complete dissimilarity) and when the 
chosen clustering algorithm is effective for the data (e.g., PAM or complete-link versus single-
link). What remains to be investigated is how its effectiveness depends on the nature of the 
data itself. In this section we explore this via two very different datasets, both available through 
the UCI repository of machine learning datasets. The first dataset is the wine data, which 
includes 178 observation of chemical analysis of 13 quantities of three types of wine grown in 
the same region of Italy (Aeberhard et al., 1992). The second data set is the glass data, which 
includes 214 observations of six types of glass and is motivated by criminal investigations at the 
scene of a crime (Evett and Spieler, 1987). Table 6 provides cluster quality results for the three 













PAM performs best for the wine data, whereas complete-link performs best for the glass data. 
Since we now want to investigate the effect of the data itself, we ran 1000 replications of the 
experiment described in Section 3 and 4 above using the best clustering method on each 
dataset (PAM for wine data and complete-link for glass data). Tables 7-8 show results of these 
experiments. 
TABLE 6: CANDIDATE CLUSTERING METHODS PERFORMANCE ON NEW DATASETS 
Dataset/clustering method Wine Glass 
 Accuracy Silhouette Accuracy Silhouette 
Complete-link 67.4 0.54 50.5 0.59 
Single-link 29.8 0.49 21.0 0.37 
PAM k-mediods 70.8 0.57 33.2 0.31 
 
TABLE 7. COMPARISON OF PMC ALGORITHM OVER NEW DATASETS WITH AND WITHOUT TWO EXTENSIONS TO BENCHMARK IMPUTATION 
METHODS WHEN  VALUES ARE ONLY MISSING=AT-RANDOM 




































 None missing 50.5% 50.5% 50.5% 50.5% 50.5% 0.59 0.59 0.59 0.59 0.59 
50% missing 37.5% 39.1% 39.1% 39.3% 38.2% 0.36 0.47 0.47 0.25 0.23 
60% missing 37.2% 39.1% 39.1% 39.2% 38.6% 0.35 0.5 0.5 0.2 0.17 
70% missing 37.3% 39.2% 39.2% 39.4% 39.1% 0.36 0.53 0.53 0.14 0.12 
80% missing 37.8% 39.1% 39% 39.7% 39.4% 0.24 0.55 0.56 0.09 0.07 
90% missing 35.9% 37.7% 37.4% 40.5% 39.9% 0.09 0.42 0.44 0.05 0.03 














None missing 70.8% 70.8% 70.8% 70.8% 70.8% 0.57 0.57 0.57 0.57 0.57 
50% missing 70.1% 70.1% 70.1% 66.8% 65.3% 0.55 0.55 0.55 0.23 0.22 
60% missing 70.1% 70.1% 70.1% 60.4% 60.0% 0.55 0.55 0.55 0.14 0.12 
70% missing 70.2% 70.2% 70.2% 55.7% 55.9% 0.54 0.54 0.54 0.07 0.06 
80% missing 70.2% 70.2% 70.2% 46.3% 46.0% 0.53 0.53 0.53 0.02 -0.01 
90% missing 55.0% 68.3% 68.1% 36.2% 36.7% 0.21 0.41 0.42 -0.02 -0.04 
95% missing 34.3% 49.2% 45.9% 34.7% 35.4% 0.05 0.06 0.04 -0.02 -0.03 
 
TABLE 8. COMPARISON OF PMC ALGORITHM OVER NEW DATASETS WITH AND WITHOUT TWO EXTENSIONS TO BENCHMARK IMPUTATION 
METHODS WHEN VALUES ARE MISSING DUE TO BOTH COMPLETE DISSIMILARITY AND MISSING AT-RANDOM. 


























None missing 50.5% 50.5% 50.5% 50.5% 50.5% 0.59 0.59 0.59 0.59 0.59 
50% missing 37.2% 37.2% 37.2% 39.8% 38.9% 0.37 0.37 0.37 0.25 0.21 
60% missing 37.3% 37.3% 37.3% 39.9% 38.8% 0.37 0.37 0.37 0.2 0.16 
70% missing 36.9% 36.9% 36.9% 39.4% 38.9% 0.37 0.37 0.37 0.14 0.12 
80% missing 31.3% 31.3% 31.3% 39.9% 39.6% 0.09 0.09 0.09 0.1 0.07 
90% missing 36.7% 36.7% 36.7% 40.2% 40.3% 0.03 0.03 0.03 0.05 0.03 




None missing 70.8% 70.8% 70.8% 70.8% 70.8% 0.57 0.57 0.57 0.57 0.57 
50% missing 70.8% 70.8% 70.8% 65.5% 66.0% 0.55 0.55 0.55 0.21 0.14 
60% missing 70.4% 70.4% 70.4% 59.3% 55.4% 0.54 0.54 0.54 0.08 0.05 
70% missing 70.0% 70.0% 70.0% 50.4% 45.5% 0.53 0.53 0.53 0 -0.03 
80% missing 68.9% 68.9% 68.9% 38.7% 38.3% 0.48 0.48 0.48 -0.01 -0.07 
90% missing 54.9% 54.9% 54.9% 34.1% 35.9% 0.32 0.32 0.32 -0.01 -0.05 














These results illustrate how the conclusions of Section 3 and Section 4 might change for data 
with different structure, and this structure is insightful to interpret the results. The glass data 
has seven class values and the ideal clustering result would identify seven clusters 
corresponding to these values. However, there are two majority classes, including one that 
represents 35.5% of the data. From a classification perspective we could therefore simply 
predict the majority class, ignore the other six class values and achieve 35.5% classification 
accuracy on the data. We notice that while the best clustering algorithm (complete-link) 
achieves a better performance in separating the seven class values when given the whole data, 
when at least 50% of the data is missing (at random or otherwise), the performance becomes 
similar to simply predicting that all the data belongs to the majority class. It is therefore not 
surprising that imputing the mean or median is very competitive relative to the PMC algorithm, 
and it is likely not worthwhile to use the PMC algorithm for such datasets.  
The wine data has a very different structure. Here removing 50% of the data at random appears 
to have minimal effect on the performance. For such data, the PMC algorithm dominates the 
performance of imputing the mean or the median, but the patterns observed in Section 3 and 
Section 4 for how relative performance changes as the percentage of missing data increases are 
much less pronounced. For such data the effectiveness of the PMC algorithm appears clear, but 
on the other hand, there is little motivation to use the extended PMC over the basic PMC 
algorithm. The results from these two datasets thus provide some insights into the type of data 
where the PMC algorithm and its extension can be expected to be most effective. 
6. CASE STUDY: PLANT BREEDING  
We now turn to the application that motivated the PMC algorithm. While we have developed a 
general method to treat missing values in a proximity matrix, and we have developed some 
insights into when it is most effective, our original motivation comes from an application in 
plant breeding. In this application our data points correspond to different experimental plant 
varieties that will potentially become commercial crop varieties. In this context it is valuable to 
know the similarity between those varieties as it pertains to how they react to different 
environments, what is generally referred to as genotype-by-environment (GxE) effects (Des 
Marais et al., 2013; Li et al., 2018). Thus, a distance measure can be defined where zero 
difference implies two varieties respond in exactly the same way to different growing 
environment, and the larger the value the more dissimilar the varieties. A proximity matrix is 
thus defined, but only the proximity matrix is available. Furthermore, it is not possible to define 
this GxE similarity for all variety pairs, as it requires the varieties having been planted in the 
same environments. This will not happen for most pairs for various reasons. For some pairs, 













planted in the same location. For such cases, there are no environments in common for 
explainable reasons and the corresponding values in the proximity matrix will be missing due to 
complete dissimilarity. Other elements of the matrix are missing for unknown but potentially 
not-at-random reasons. The main reason for this is it is only economically feasible to plant each 
variety in a limited number of locations (decisions made by plant breeders). The corresponding 
values in the proximity matrix will be missing due to incomplete observations. This application 
thus naturally gives rise to a proximity matrix where most of the values are missing for two 
fundamentally different reasons (environmental dissimilarity versus breeder decisions) and we 
are interested in finding clusters based on this incomplete proximity matrix.  
For this case study we start from a two-way data matrix where rows correspond to 
experimental soybean varieties and columns correspond to test environments. The response in 
the matrix is the mean yield observed for a variety in that environment. What is of interest is to 
determine what we call GxE similarity, that is, how similarly two varieties interact with the 
same environment, similarity of GxE interactions.  
Example 5.1: To illustrate what we mean by GxE similarity, let’s consider a small synthetic 
example of 5 varieties in 9 environments. Suppose the following yield observations are made: 
 
E1 E2 E3 E4 E5 E6 E7 E9 
V1 68.0 60.4 72.2 57.6 59.9 81.1 52.2 90.4 
V2 59.8 51.1 62.4 49.8 37.6 60.2 31.9 68.7 
V3 48.9 39.2 52.7 37.5 38.1 62.9 33.8 70.6 
V4 64.5 57.4 67.3 55.7 42.6 65.2 37.4 74.0 
V5 63.3 55.7 67.2 52.2 53.7 77.3 48.3 84.5 
 
It may, for example, seem that V2 and V3 are similar as they have lower yield and the other 
three have higher yield. However, the similarity we are interested in is not similarity of yield, 
but rather similarity of the GxE interactions. Considering the sum of squared difference in 
estimated interaction effects in this two-way table and then normalizing the numbers to be 





                 
                 
              
              




We note that V1, V3 and V5 are very similar, not because they have similar yield (in fact, V1 has 
very high yield but V3 has very low yield), but because they have similar preference for each 













expected performance in the other four environments. The opposite is true for V2 and V4, which 
are hence similar to each other but dissimilar to the other three varieties.  
Understanding GxE similarity is important when it comes to predicting plant phenotype, such as 
yield, and hence to decision making in commercial plant breeding. Specifically, if the two 
varieties have exactly the same interaction effects between genotype and environment, yield 
can be modeled with a non-interaction model that predicts yield simply as a function of 
genotype main effects and environment main effects, which makes predicting yield in new 
environments simpler. Having the ability to predict yield of experimental soybean varieties in 
environments where they have not been tested aids decision makers when breeders need to 
decide if to keep a specific variety in breeding program and plant the variety again in following 
year, or discard it from the program.  
Plant phenotype is often modeled as function of genotype effect   , environmental effect   , 
and the interaction effects     between genotype and environment (GxE). We will use the 
following model of the yield     of variety   in environment   
                    
where   denotes the overall average yield and     models the variability. We are interested in 
similarity of the interaction effects, that is, how similar     and     are across all environments 
for a pair of varieties      . If variety   is tested (planted) in a set of environments      and   
is similarly tested in     , where the set of common testing environments is non-empty, that 
is,                    , then we can estimate this similarity (across common testing 
environments) as follows. Dropping    , since we will be using empirically observed averages, 
we note that                  , and    is fixed in a common testing environment 
        . Furthermore,         represents the average yield of variety  , and we can 
write the difference in interaction effects between the two varieties in a fixed environments as 
                         . We can therefore calculate the estimated dissimilarity or 
distance between the two varieties as 




|      |
∑ |  ̅    ̅     ̅    ̅  |
       
  
Here  ̅   is the observed average yield of variety   in environment  , and  ̅  is the observed 
overall average yield for variety  . We finally normalize the values to be between zero and one, 
by dividing by        ∑ |  ̅    ̅     ̅    ̅  |       |      |⁄ , resulting in a 
proximity matrix .  
This proximity matrix will have a large percentage of missing values. Having a complete 













test environments. As noted in the introduction this is not possible for two reasons. First, it is 
economically infeasible to plant every experimental variety in every location every year. 
Breeders must make choices as to which locations to plant each experimental variety and there 
are many GxE distances missing in the proximity matrix due to simple lack of observations. 
Second, there are other values missing due to complete dissimilarity because they are not 
intended for the same location. Soybeans, like other crops, have what is called relative maturity 
(RM) that we can think of as indicating the number of days needed to mature before first frost. 
Varieties with small RM values are appropriate for locations with short growing seasons and 
varieties with large RM values are appropriate for locations with longer growing seasons. While 
there is significant overlap in where different varieties are tested, certain varieties will simply 
never be tested against each other, that is, they have complete dissimilarity. Therefore, 
distinguishing different types of missing values in a sparse proximity matrix is crucial for this 
application.  
To demonstrate the PMC algorithm in practice we apply it to observation of 1033 soybean 
varieties that are part of a commercial breeding program. We start by building a proximity 
matrix using only field observations. This set of 1033 varieties was specifically selected as 
varieties that have been planted the most widely, but even in this case the proximity matrix is 
just 40% filled. (Depending on where they are in the breeding program, other sets of varieties 
will results in proximity matrices with much higher percentage of missing values, many over 
90% missing.) The PMC algorithm can now be applied to fill in the similarity matrix completely, 
either by imputation through triangulation or by assigning the maximum value of one 
(complete dissimilarity). For this case study of 1033 soybean varieties, Figure 3 graphically 
represents the sparsity of the proximity matrix. For this graph, the varieties have been ordered 
by the size of the maximum cliques to which they belong. Yellow dots correspond to pairs of 
varieties with substantial number of testing environment in common (|      |    )and green 
dots correspond to measures of GxE based on a few environments in common (|      |  
      ). Finally, white dots represent pairs of varieties with no common testing environments. 
< Insert Figure 3 here > 
As is mentioned before, in this case study values are missing because of lack of observation in 
common environment or due to complete dissimilarity of varieties based upon RM. So sorting 
the proximity matrix based on RM given more insights into the nature of the missing values.  
Figure 4 represents the same proximity matrix as in Figure 2 ordered by RM. 
< Insert Figure 4 here > 
Reordering the proximity matrix makes it clear that pair of varieties where |      |     













environments (neither yellow nor green) tend to have very dissimilar RM values (far from 
diagonal). Figure 4 further identifies those variety pairs that belong to at least one pair of 
overlapping maximum cliques (white) versus those with no overlapping maximum cliques 
(blue). The former values we assume are missing due to incomplete observations and are 
imputed according to Step 4 in the PMC algorithms, and the latter values we assume are 
missing due to complete dissimilarity and are imputed according to Step 3 in the PMC 
algorithm.  Values imputed as maximum dissimilarity are thus identified in blue in Figure 4, 
which makes intuitive sense given the large difference in RM values (furthest from diagonal), 
whereas most of the imputed values are calculated according to the triangulation approach.  
After applying the PMC algorithm we now have a complete proximity matrix and can apply 
standard clustering algorithms to find clusters, that is, sets of soybean varieties with similar GxE 
interactions. As an illustration, we consider one such cluster obtained by again applying 
complete-link algorithm to the completed proximity matrix. This cluster includes seven varieties 
and Figure 5 shows a graphical representation of the yield of those seven varieties in three 
environments. Here we have plotted the yield versus the environmental average, so values 
above zero indicate that the variety does better than average in this environment and vice 
versa for values below zero. With a few exceptions, these varieties that were clustered together 
do in fact have preference for the same environments (same GxE interactions). For example, 
varieties V1 and V3 yield above environment average in environment E1 and below average in 
environment E2.  
< Insert Figure 5 here > 
This case study serves to illustrate how clustering with incomplete proximity matrices may arise 
in real applications. Furthermore, it serves to illustrate how data may be missing in the 
proximity matrix for different underlying reasons, including the two assumed by the PMC 
algorithm proposed in this paper. The purpose of this section is thus to demonstrate the need 
for the PMC algorithm to analyze real data, but a complete discussion of the value of identifying 
soybean varieties with same GxE interactions to decision making in a commercial breeding 
program is not possible within the scope of this paper. However, as noted before, within a 
subset of varieties in the same cluster the GxE interactions can now be ignored and a simple 
non-interaction model of yield will be appropriate. This allows us to better predict and compare 
yield, ultimately contributing to the decision as to which experimental varieties should be 
advanced. 
7. CONCLUSIONS 
We have presented the Proximity Matrix Completion (PMC) algorithm for imputing missing 













that values are missing in the proximity matrix due to one of two underlying reason: incomplete 
observations or complete dissimilarity. This assumption is motivated by an application in plant 
breeding where the goal is to find clusters of experimental soybean varieties with the same 
genotype-by-environment (GxE) interactions. However, an extended PMC algorithm we present 
is general and could be applied to any scenario where we need to perform clustering and only 
an incomplete proximity matrix is available. To further evaluate and provide insights into the 
effectiveness of the PMC algorithm, we also presented numerical results using the well-known 
iris data, where we simulated different types of missing-value structures. These results indicate 
that the PMC algorithm is in fact effective for a wide-range of missing value structures, and that 
it can be effectively extended to applications with very high percentage of missing data which 
common imputation methods are unable to deal with. One notable benefit of the PMC 
algorithm over benchmarks is treating every missing value as a unique case while benchmarks 
consider all missing values uniform, which affects the results specially in highly sparse datasets. 
In practice there are reasons why values are missing and PMC algorithm tries to identify those 
reasons by taking advantage of a graph formulation of the clustering. Specifically, identifying 
maximum cliques in the graph and doing triangulation on overlaps among these maximum 
cliques form the basis for identifying and treating difference cases of missing values in our 
approach. Being an imputation method the PMC algorithm does is independent to clustering 
method subsequently applied. As is shown is numerical results the PMC algorithm can be used 
with any clustering method that only requires the proximity matrix as input. However, as might 
be expected, its effectiveness is higher if the clustering method fits well with the structure of 
the data to be clustered. 
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For every non missing dvu 
put estimation same as 
observed proximity 
Is  dvu missing?
Create set of all max 
cliques corresponding to 
the proximity matrix
For missing  dvu def ine all 
max cliques that v and u 
are belonged to
Is there any overlap 
among previous step 
sets of max cliques?
Impute missing  dvu in 
step 3 with a d max 
represent ing complete 
disimilarity
Impute missing  dvu in 
step 4 with triangulation
End
















 FIGURE 3. SPARSITY OF THE INITIAL PROXIMITY MATRIX FOR 1033 SOYBEAN VARIEIES. VARIETIES ARE ORDERED BY MAXIMUM CLIQUE SIZE. 















FIGURE 4. GRAPHICAL REPRESENATION OF SPARSITY WITH VARIETIES REORDERD BY RM VALUE (LOW RM TO THE LEFT/HIGH, HIGH RM TO 
THE RIGHT/LOW). COLOR INDICATES AT LEAST 20 COMMON TESTING ENVIORNMENTS (YELLOW), 1-19 COMMON TESTING ENVIRONMENTS 















FIGURE 5. YIELD VALUES FOR AN EXAMPLE CLUSTER OF SEVEN VARIETIES (V1 – V7). THE COLUMNS SHOW YIELD ABOVE OR BELOW 
ENVIRONMENTAL AVERAGE IN THREE ENVIRONMENTS (E1, E2, E3). VARIETIES IN THE SAME CLUSTER ARE EXPECTED TO HAVE THE SAME 
PREFERENCE FOR ENVIONRMENTS (THAT IS, THE SAME GXE INTERACTIONS). 
 
