In this paper we propose a new nonparametric regression algorithm based on Fuzzy systems with overlapping concepts. We analyze its consistency properties, showing that it is capable to reconstruct an infinite-dimensional class of function when the size of the (noisy) dataset grows to infinity. Moreover convergence to the target function is guaranteed in Sobolev norms so ensuring uniform convergence also for a certain number of derivatives. The connection with Regularization Networks with Tychonov regularization is highlighted.
Introduction
On of the most fascinating and useful features of fuzzy models is their ability of being both linguistically tractable and mathematically sound.
From the mathematical point of view, many investigations (from the classical [4] , [14] to [30] , [31] ) established that any sufficiently regular mapping from inputs to outputs can be approximated, according to a Lebesgue norm, to any degree of accuracy by fuzzy systems maintaining linguistic interpretability. The case of approximation in the sense of Sobolev norms, that take also the differential behavior into account was also addressed in [19] , [7] , [20] and [8] .
All these results are based on the availability of noiseless samples of the function to be approximated and show that, the error between the fuzzy model and the target can be made less than any prescribed quantity by increasing the number of samples.
A different problem has to be considered when the samples of the target function cannot be though of as immune to noise. In this case, in fact, both problems of approximation and noise filtering have to be addressed at once. What is needed is a regression algorithm which exploits the increasing number of samples to enhance noise rejection as well as to improve approximation accuracy.
Every regression algorithm must incorporate some kind of knowledge about the general features of the target function. Such a knowledge (which in the Bayesian framework is often referred to as prior ) allows the procedure to discriminate between the information and noise that are present in each sample. Obviously this cannot be done examining each sample alone but is the result of some kind of explicit or implicit non-local analysis providing a way to average-out the noise contributions. Hence, efficient priors must be sought among the non-local properties of the target function and a classical example is that of differential features.
The relative weight of priors and data is of major importance. In fact, following the general bias/variance dilemma, any procedure neglecting noise will produce a high-variance model totally dependent on data and with low generalization ability, while any procedure with limited flexibility (i.e. with too strong prior constraint) will not be able to capture significant models.
In the fuzzy modeling framework, explicit noise filtering mechanisms have been addressed in case of quite strong priors [22] [21] [23] , namely in the case of piecewise-affine target function and models.
Here, we address an implicit scheme relying on milder priors which essentially describe the smoothness of the target function. To address this issue we rely on the well developed theory of the so-called Regularization Networks (RN) and ultimately, on their interpretation both in terms of Tychonov regularization theory [17] and Bayesian estimation [27, 29] .
We will show that, in analogy with what happens with the activation functions of the RN, a priori knowledge about the smoothness of the unknown function can be easily embedded in a classical Mamdani fuzzy model by choosing the shapes of the membership functions. We will call such model Regularization Fuzzy Models (RFM) and we will show that many of the positive features of the RN extend to the RFM.
The main result is that, RFM are consistent Sobolev regressors in an infinite-dimensional Hilbert space. In other words, for a very wide class of target functions, their estimate converges to the target as the number of data tends to infinity [5, 6] and the norm under which the convergence is established is a Sobolev norm taking into account as many derivatives as are allowed by the smoothness of the target.
RFM are nonparametric regressors, in the sense that a concept is added for each data point. Quite remarkably, RFM can be computed from the noisy data by means of an explicit formula.
By construction, RFM also borrow from the RN the property that the generalization performance is not spoiled in regions where a low number of samples are collected. In fact, the number of parameters is equal to the number of examples and overtraining is avoided since the weights are not learnt through least squares minimization but by implicitly minimizing a quadratic functional that includes an additional terms penalizing "unlikely" solutions, e.g non-smooth ones.
Since differential approximation is intrinsically non-local, we choose not to achieve it with models in which concepts (and thus truth functions) are progressively shrunk to cover only a small neighborhood of the point in which they have maximum validity. On the contrary, global approximation is sought letting the concept overlap and give raise to a more complex (and more accurate) control of the output.
To gain a wider generality, we will assume that the domain of the target function is sampled either on a regular grid or according to an uniform probability distribution.
The paper is organized as follows. In Section 2 we recall some basic notions on RKHSs and introduce the RKHSs associated with the MB r (Modified Bessel functions of order r) which we will use as memberhsip functions showing that they can approach classical Gaussian membership functions as r → ∞. The corresponding RKHSs are those in which consistency will be proved. In Section 2.1 the main consistency result for RNs is recalled and in Section 3, the regression algorithm for RFM is introduced and the main result stated and discussed. The proof of some technical Lemmas and of the main Theorems are reported in the final Appendix.
Preliminaries
The regression problem addressed in this paper amounts to the estimation of an unknown function f : [0, 1] n → R from the noisy observations 
. . , N}. Throughout the paper we will assume that the points x i are extracted in the n-dimensional cube C = [0, 1] n according to either a deterministic or random sampling schedules.
Assumption 1
The points x i lie on a uniform grid in C. Letting K be the number of points sampled in each direction on the interval [0, 1], we have N = K n . Assumption 2 The points x i are withdrawn according the uniform probability distribution over C.
Hereafter, we want to summarize some basic facts about Reproducing Kernel Hilbert Spaces as they will play a key role in the derivation of the main consistency result. In the sequel X ⊆ R is a Borel set and
for any integer N and for any set of N points x i ∈ X. Positive-definite functions are defined by replacing ≥ with >. We denote the usual Lebesgue spaces of integrable functions defined on X with
Then, by the Theorems of Mercer, Hilbert, and Schmidt [18] , the positive operator G , defined by
Let ·, · be the inner product in
Now we are in a position to introduce the RKHS associated with G(x, z) [26] .
Definition 1. Given a positive-semidefinite function G(x, z), the linear space
The inequality in (4) requires that the generalized Fourier coefficients f i go to zero not slower than the eigenvalues of G and as such can be seen as a smoothness condition. The next proposition summarizes some basic properties of RKHSs [2] , [17] , [26] , [16] . Proposition 1. Let G(x, z) be a positive-semidefinite function. Then:
The theory of RKHSs is particularly useful when dealing with Regularization Networks [6] . In fact, if G(x, z) is radial, then, roughly speaking, H G coincides with the set of all functions that can be realized by the associated RN with a proper choice of (possibly infinitely many) centers and weights [26] . The space H G is usually a non-trivial Hilbert space. As an example the Hilbertian Sobolev spaces W s (X) are RKHSs if n > s/2.
In this work we will use the so called Modified Bessel of order r (MB r ) kernels [24, 28] . They are defined as
where τ > 0, K ν is the modified Bessel function of order ν (see e.g. Equation 8 .468 in [12] ) and ν = r − 1/2 for integer r. The constant κ ν is set such that g r (0) = 1. The constants a k depend on the order ν of the Bessel function. For instance, the analytic expression of the Modified Bessel kernels of orders r = 1, 2, 3 is:
In [15] it is shown that MB r kernels are positive-definite. Although Gaussian kernels (i.e.
are not considered in our analysis, it is worth noting that they can be approximated by MB r functions. This can be shown by considering the Fourier Transform of MB r and Gaussian kernels:
Since,
the MB r behaves like the Gaussian kernel, for large r, provided that τ is rescaled accordingly. As it will be clear in the next Sections, the interest in MB r kernels is motivated by the fact that the eigenvaluesλ k of g r : [0, 1] → R asymptotically decrease in a polynomial way. More precisely there exists two positive scalars l and L, l ≤ L such that lk
. The exact calculation of the MB 2 eigenvalues is reported in [24] .
In the multi-dimensional case, we consider kernel that are tensor products of MB r functions
With a little abuse of terminology we shall refer also to G r (x − z) as MB r kernel. It is worth noting that both G r (x − z) and
are positive-semidefinite functions that define RKHSs [2, 26] .
Proposition 2. The class of functions
coincide with HḠ r (C) and the class
coincide with H Gr (C).
A consequence of the next Lemma is that also the eigenvalues of G r (x − z) decay in a polynomial way.
Proof. In view of (2),
Then, the eigensystem of G is given by the eigenvalues n i=1λ j i and by the eigenfunctions n i=1 φ j i for every set of indexes j 1 , . . . , j n . We consider the multiindex J = (j 1 , . . . , j n ) and indicate with λ J the product n i=1λ j i .
To prove the Lemma we first need to sort the eigenvalues λ J in a proper way. For an integer p we define the set of multiindexes E p = {J : n i=1 j i = p}. We sort the λ J according the following rule: For two indices i ,i , if λ i = λ J and λ i = λ J where J ∈ E p , J ∈ E p and p < p , then i < i . Moreover, the eigenvalues λ J such that the multiindex J belongs to the same E p are sorted in non increasing order. For every J ∈ E p , by using the bounds oñ λ k , we have
and the number of λ J for which the bounds (11) holds is equal to the cardinality of E p . Since the number of prime numbers (counted with their multiplicity) that factor an integer p is less than log 2 p and bigger than one, we have that
The next aim is to look for an upper bound U (k) ≥ λ k . Note that every monotone decreasing U (k) satisfying
is an upper bound in view of the ordering on the λ k previously introduced and of the bound (11) . To see this, note that
+1 where a ∈ R + is a suitably defined constant that does not depend on p. It
is also an upper bound to λ k . It is easy to verify that the function
satisfies the above requirement. To what concerns the lower bound, we look for a mono-
is a possible choice. By summarizing the previous results, we have
and, for k large,
.
To obtain fomula (9) 
Next, we clarify the smoothness properties of the functions in H Gr (C) [17] , [10] , [2] .
where
, and c α are non null scalars that do not depend on 
By direct calculation, it follows that
Regularization networks
One popular method to solve the regression problem is to resort to the so-called Regularization Networks with positive-definite basis function G(x, z). This method considers the following optimization problem
where ρ ≥ 0 is a constant. This is a Tychonov-like regularization problem where the first part of the cost functional weights the sum of the squared residuals and the second one weights the magnitude of f (·) according to the RKHS norm. It is apparent that f G represents a smoothness constraint. For this reason, the parameter ρ is called regularization parameter.
If ρ = 0, only the sum of the squared residuals is taken in account and f ρN (x) fits the y k measurements. On the other hand, for ρ → +∞, the observations become less important and f ρN (x) → 0 to minimize (14) .
In [11] , [13] the explicit formula for f ρN (·) is provided and f ρN (·) is termed a regularization network. Definition 2. Given the training set D N , and a scalar ρ ≥ 0, the associated regularization network (RN) is the mapping
RNs are a class of neural networks and supported by a sound statistical interpretation. According to a Bayesian learning strategy, assume that f (·) in (1) is modelled as a Gaussian ndimensional random field with zero mean and autocovariance function E[f (x)f (z)] = G(x, z). Then, the Bayes estimate f
is the minimizer of (14) forρ = 1/σ 2 and therefore it coincides with fρ N (x) [26,pag. 19] . RNs are non-parametric estimators since the number of the basis function used is not fixed a priori but it scales with the size N of the dataset. If the kernel has radial symmetry, it is immediate to verify that RNs are a special type of Radial Basis Functions neural networks.
In [6] it was proved that RNs are also consistent estimators, in a sense borrowed from statistical estimation theory. In fact, it can be proved that RNs can be expected to converge to the true model (on the set C) as the size of the training set increases to infinity.
Theorem 1. For i enough large, assume that li
where l and L are two constants satisfying 0 < l ≤ L < +∞ and m, M are two constants in [1, +∞) .
b. under Assumption 2, formula (17) holds w.p.1.
The consistency property (17) is more subtle than the usual universal approximation property investigated for various class of neural networks. In fact, it states that RNs filter (asymptotically and on average) the noise i .
In view of Lemma 1, the MB r kernels G r (x − z) satisfy the assumption on the eigenvalues decrease of Theorem 1. More specifically, since from Lemma 1 we have l k
+1
, according to Theorem 1, the regularization parameter ρ should be increased in a way such that
Therefore, from Proposition 3, the convergence of the RN to the true function f is uniform with all the derivatives up to the (r − 1)-th order. Then it is apparent that the choice of r in the regression algorithm should reflect the a priori information that we have about the smoothness of f .
Fuzzy Regression and the Consistency Result
Another strategy for reconstructing f is provided by the use of Fuzzy Systems using G r (x−z) as truth functions for preconditions anding one-dimensional MB r membership functions by means of the real product. In this case, if the most common center of gravity defuzzification is adopted, the estimator is given by
In order to proof consistency of such estimators one first has to adopt a suitable strategy for choosing the β i coefficients.
Definition 3. Given the training set D N , the Fuzzy Regularized Estimate (FRE) is given by h ρN (x) defined as in (19) where the coefficients β i are defined relying on the function
and the diagonal matrix
Note that the matrix G N is non-singular since G r (x − z) is a positive-definite function.
Formula (21) admits an interesting interpretation. The entries of the vector h = H N (I + ρG
The less obvious part is the presence of the "correcting factors" γ(x i ) that, intuitively, balance the asymptotic behavior of the denominator in (19) .
The main purpose of this paper is to show that FRE is consistent when the distance between the true function and FRE is measured in Sobolev norms. For a given r ∈ N\{0} we consider the norm
where X is either R n or C and α = (α 1 , . . . , α n ) is a multi-index. Note that if f ∈ H Gr (C), in view of (13) The proof of Theorem 2 is reported in the Appendix. Analogously to Theorem 1 it states that the FRE converge to the true function uniformly with the derivatives up to (r − 1)-th order. For the choice of ρ the same conditions of formula (18) hold.
Conclusions
In this work we proposed a regression algorithm for fuzzy systems that enjoys consistency property in Sobolev norms. Non-locality of the concepts plays a key role in consistent identification in presence of noise, as it has been already proved for RNs [6] . An interesting problem is to design data-based algorithm for the automatic tuning of the smoothness parameter ρ. In fact, in the RN framework, statistical tests like Generalized Cross Validation or Maximum Likelihood are commonly adopted for the choice of the regularization parameter. The derivation of similar algorithms for FRE will be topic of future investigations.
Appendix
We start introducing a Lemma that clarify the asymptotic behaviour of the approximator
where ∈ R N is a random vector, G is a positive-definite function and G N is defined as in (16) . Note that, as N increases, the functions f N to be approximated, change. f (x) ∈ H G (C) and f N (x, ) be a sequence of functions dependent on the random vectors ∈ R N such that
Lemma 2. Let
1. f N (x, ) ∈ H G (C), ∀ ∈ R N ,(26)
lim
Define R N (x, ) as in (24) . Then,
b. under Assumption 2 formula (28) holds w.p.1.
Proof. By using triangle inequality,
and
2 G ] converges to zero, we concentrate on the second term. In
Point a. Let Assumption 1 holds. Then, as in [25] we will exploit the fact that, for large N , one may set
where f iN are the Fourier coefficients (defined as in (3)) of f N . By direct calculation one obtains
and using the asymptotic approximations, for N large it holds
By using the inequality (a + b)
where f k are the Fourier coefficients of f . The second term in the r.h.s of (31) goes to zero, since f ∈ H G . Moreover, from the definition of · G it follows
that goes to zero by assumption.
Point b. Under Assumption 2, by Birkov Ergodic Theorem [3] , the approximatons (29)- (30) hold for almost every realization of the sampling process. Then, the proof proceeds in the same way as in point a.
Lemma 3. The function γ(x) defined by (20) belongs to the space H
Proof. Consider the scalar functions
where g r is defined in (5) and which are such that γ(
so that, by taking the Fourier Transform, and by using (6)
With this and (12) we have
To what concerns the second part of the thesis, note that
and then, by direct calculation, γ L 1 < +∞ Corollary 1. Let G = G r , f and f N be defined as in Lemma 2. Assume also that (26) and (27) hold and consider the approximator
Then,
b. under Assumption 2 formula (35) holds w.p.1.
Proof. Note that
so that the goal of the proof is to apply Lemma 2 to the sequencef N (x, ) = γ(x)f N (x, ) with G = G r . Note that, from Lemma 3, γ ∈ H G (C) and from Proposition 4, the products
The sequencef N (x, ) satisfies assumption (26) of Lemma 2. To what concerns assumption (27) , for the sequencef N (x, ), we have to prove that E [ γf N − γf Gr ] converges to zero.
The functions x → p N (x, ) are in H Gr (C) for every , and from point (c) of Proposition 1, there existsp(x, ) ∈ H Gr (R n ) such thatp| C = p and
We can use the Fourier transforms as in point (b) of Proposition 1 to derive
By using arguments similar to the ones employed in the proof of Young's Theorem [1] , one can derive the inequalities
Note thatγ ∈ L 1 as stated in Lemma 3. By substituting (38) in (37), we obtain
From (27) and (36), we have that E p N H Gr (R n ) vanishes. Noting that, in view of point (b) of Proposition 1,
from (39) we conclude that E γp N H Gr (R n ) converges to zero. By using point (c) of Proposition 1, this means also that E γf N − γf H Gr (C) converges to zero. Then the assumptions of Lemma 2 when applied to the sequencef N (x, ) are satisfied and the thesis follows from its use.
Before giving the proof of Theorem 2 we present some technical results that will be useful in handling both the deterministic and the stochastic sampling cases. For the deterministic sampling, we consider multi-indexes k = (k 1 , k 2 , . . . , k n ) and the operator D K [F ] which transforms any Lipschitz, bounded and absolutely integrable function
Recall that K is defined in Assumption 1 and note that D K [G r ] is the denominator of h N when a uniform grid of samples is considered including the origin and with a sampling step 1/(K − 1).
Lemma 4. Under Assumption 1 it holds
Proof. To investigate this limit, consider first a general function F that is Lipschitz, bounded and absolutely integrable. We split
where · gives the largest integer not greater than its argument. Then one can show that
In fact, note that if F + = max{F, 0} and 
+ where · gives the smallest integer not lower than its argument and
With this definition we have
The functionF x can be bounded from above and from below as F − Ln K
where L is the Lipschitz constant such that |F (x 1 , . . . ,
From this and from (41) we also get
Since F is bounded, there exists a constant M > 0 such that 0 ≤ F ≤ M . Hence, the two integrals in (42) can be bounded to obtain
or, also
Since, for K → ∞, it holds M K n → 0, from the Lebesgue Dominated Convergence Theorem it follows that,
0 F and that, rather obviously, also
which is equivalent to (40) as its r.h.s. vanishes independently of x when K → ∞.
With this, we may also note that, letting
Now, we apply the previous result to the derivatives of MB r functions.
It is apparent, from (7) that the first r − 1 derivatives of G r are Lipschitz, bounded and integrable. As
The thesis follows from the definition (22) and from the fact that the integral and derivative operators in (44) can be exchanged.
The next two Lemmas provide the necessary tools to analyze uniform convergence issues in the case of stochastic sampling. The first one specialize an elementary analysis result [9] . 
Lemma 5. Let Assumption 2 hold and let
Proof. For every finite multi-index α, such that |α| ∞ ≤ r − 1, D α G r is Lipschitz and also the restriction of C D α G r (x − ξ)dξ to the set C is Lipschitz. Then, Lemma 5 can be applied in order to derive the result.
Proof of Theorem 2.
Since f ∈ HḠ r (C), from (8) we have that f ∈ H Gr (C), and, from Lemma 3 γf ∈ H Gr (C).
To shorten notations, we define (both in the deterministic and stochastic sampling cases)
Note that 
where the dependence of the coefficientsb N on the noise vector is stressed. 
To prove that both terms on the right hand side of (48) vanish when N → ∞ note that, for any two sufficiently smooth functions φ 1 and φ 2 and any n-dimensional multi-index α = (0, 0, . . . , 0), |α| ∞ ≤ r − 1 we have
where the coefficients C β 1 ,β 2 depend only on β 1 and β 2 . Setting φ 1 =R ρN − fγ and φ 2 = N/C N [G r ], we obtain
As far as the second term on the right of (48) is concerned, we may set
The last step is to show that the r.h.s. of (49) and (50) asymptotically goes to zero. Hereafter, the proof proceeds in two different ways according to which sampling schedule is considered. 
