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Abstract
In this paper, an effective discrimination algorithm is presented to deal with equations arising from physical problems. The
aim of the algorithm is to discriminate and derive the single traveling wave solutions of a large class of nonlinear evolution
equations. Many examples are given to illustrate the algorithm. At the same time, some factorization technique are presented to
construct the traveling wave solutions of nonlinear evolution equations, such as Camassa–Holm equation, Kolmogorov–Petrovskii–
Piskunov equation, and so on. Then a direct constructive method called multi-auxiliary equations expansion method is described
to derive the multi-solitary wave solutions of nonlinear evolution equations. Finally, a class of novel multi-solitary wave solutions
of the (2 + 1)-dimensional asymmetric version of the Nizhnik–Novikov–Veselov equation are given by three direct methods. The
algorithm proposed in this paper can be steadily applied to some other nonlinear problems.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Nonlinear evolution equations (NLEEs) are widely used to describe complex phenomena in various sciences such
as fluid physics, condensed matter, biophysics, plasma physics, nonlinear optics, quantum field theory and particle
physics, etc. For a long time, it is a difficult task to find exact solutions of NLEEs although they play an important and
significant role in nonlinear phenomena. In recent decades, the circumstances changed and many powerful approaches
have been devised, such as inverse scattering method [1], Darboux transformation method [2], Bäcklund transforma-
tion method [2], separation of variables method [3], Hirota bilinear method [7], Painlevé truncation expansion [8],
and so on. Of all the exact solutions of NLEEs, travelling wave solutions are the most fundamental solutions and
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among solitary waves [1]. Multi-solitary waves include multi-soliton [1,2], multi-dromions [3], multi-lumps [1,3],
multi-compactons [1], multi-peakons [3], multi-snoidal wave, multi-cnoidal wave, and so on. Multi-soliton solutions
have the essential property that after the nonlinear interaction the individual solitary waves pass through each other,
keeping their energy, velocities and shapes but display phase shifts. However, the dromions do not preserve their form
upon interaction and hence exchange energy. Only for a special choice of the spectral parameters do these solutions
preserve their forms. The snoidal wave looks like an ocean wave having small crests and large troughs.
In the very beginning, people solved NLEEs by using travelling wave transformation and integration. They are
direct and effective methods to find single travelling wave solutions (TWS), but the problem is that they can only deal
with a kind of NLEEs and some (not all) TWS. Recently, some methods have been presented to construct TWS of
NLEEs. As a results, lots of significant TWS of some NLEEs have been obtained. However, because of the nonlin-
earity of NLEEs, it is very difficult to obtain all their TWSs. In this paper, we propose a discrimination algorithm
to discriminate the form of single TWSs of a class of NLEEs and to give many examples to illustrate the algorithm.
Then we give a direct constructive method called multi-auxiliary equations expansion method to construct the multi-
solitary wave solutions of nonlinear evolution equations. Finally, a class of novel multi-solitary wave solutions of the
(2+1)-dimensional asymmetric version of the Nizhnik–Novikov–Veselov equation are given by three direct methods.
The paper is organized as follows. In Section 2, the motivation and main results of this paper are described in detail.
In Section 3, we will extend the factorization technique to a large class of NLEEs and show how to apply it to find new
TWSs for some of them. At the same time, a discrimination algorithm of single traveling wave solutions of a large
class of NLEEs is proposed. In Section 4, more examples are given to explain the algorithm in Section 3. A direct
constructive method is described to construct the multi-solitary wave solutions of NLEEs in Section 5. Section 6 gives
a class of novel multi-solitary wave solutions of the 2D ANNV equation by using three direct method. Finally, we end
the paper with some conclusions in Section 7.
2. Motivation and main results
It is very important to discriminate and construct TWS of NLEEs. Although there are some methods to solve
this problem, there are still not a method which can obtain all the single TWS of them. In his preprint, Liu [4a] has
proposed a complete classifications of all single TWS of nonlinear differential equations by direct integral method
and complete discrimination system of polynomials. He dealt with a class of NLEEs which can be transformed into
ordinary differential equation (ODE) of the form φ′2(ξ) = p0 + p1φ(ξ) + · · · + pnφn(ξ), where n 1, by means of
travelling wave transformation and direct integral. Then through complete discrimination system of polynomials, he
claimed he had obtained all the single travelling wave solutions of a class of NLEEs. But some of the solutions are
implicit.
Rosu and Cornejo-Pérez [5] introduced a factorization technique which was well known in quantum mechanics
to solve a kind of ODE. Recently, Estévez et al. [6] used this technique to deal with Korteweg–de Vries–Burgers
and Kadomtsev–Petviashvili equations and obtain very interesting results. The factorization technique can solve those
equations which cannot be solved by Liu’s method [4].
Motivated by the work of Liu, Rosu and Cornejo-Pérez in this paper, we continue to consider the discrimination and
construction of TWS of NLEEs. Firstly, with the aid of factorization technique, direct integral method and Painlevé
truncation approach [8], a discrimination algorithm of TWS of a large class of nonlinear differential equations is
proposed and some examples are given to illustrate the algorithm, such as Camassa–Holm equation, Kolmogorov–
Petrovskii–Piskunov equation, etc. One of the examples, Camassa–Holm equation, is an important physical model
which is derived by using asymptotic expansions directly in the Hamiltonian for Euler’s equations governing invis-
cid incompressible flow in the shallow water regime by Camassa and Holm [10a]. Subsequently, a direct method
to construct multi-solitary wave solutions of NLEEs is presented. Finally, three direct method are used to derived
the multi-solitary wave solutions of the (2 + 1)-dimensional asymmetric version of the Nizhnik–Novikov–Veselov
equation.
Although Liu [4] has given a method to discriminate TWS of NLEEs, he only deals with those equations which
can be changed into polynomial form, i.e., the scope is very narrow. Based on the extended factorization technique
and Painlevé truncation expansion, our method can deal with a large class of NLEEs (please see Sections 3 and 4
for details). For example, we can discriminate the TWS of equations in the form like Eqs. (3.11), (4.26) and (4.46)
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factorization technique [5] can only solve the second-order ODEs in the form of Eq. (3.1) below. We have extended
the factorization technique to solve the third-order ODEs (see Eqs. (3.28) and (4.1) below) and obtained new results.
In what follows, we will describe two example to explain the virtues of our method in Sections 3 and 4. As is
described in Example 4.2 below, we try to solve the regularized long wave–Burgers (RLW–Burgers) equation
ut + ux + 12uux − αuxx − βuxxt = 0.
We first transform this equation into a third-order ODE which becomes a second-order ODE d + (c+1)F +6F 2 −
αF˙ −βcF¨ = 0 after traveling wave transformation. We find that it is not the standard form from which one can derive
the nontrivial factorization. To do this, we must introduce a transformation to change it into a standard form. After
doing this, the next sept is to factorize the final ODE into two factors below[
∂ξ +
(
α
βc
− b + 3a
2
U
1
2
)][
∂ξ − aU 12 − b
]
U = 0.
At the same time, the coefficients of the equation must satisfy certain conditions. From the factorization expression,
several novel particular travelling wave solutions of RLW–Burgers are derived.
The second example we will describe is Example 4.1 below. In this example, we aim at a class of third-order NLEE
which contains several important NLEEs
uuxxx + βuxuxx − α2(β + 1)uux − ut + δuxxt − 2kux − ruxxx = 0.
By using the factorization technique proposed by us, the general form of solutions of this equation is obtained. The
first step is still to change the NLEE into ODE. Then factorize the final ODE into the following form[
(U + δc − r)∂ξ + βU˙
](
U¨ − α2U)= 0,
where c + 2k = α2(δc − r). Finally, the general form of solution of this equation is derived from the factorization
expression. If we choose special coefficients of the NLEE, some celebrated equations are obtained. Using the general
form of solution of the solution, one can derive significant solutions of the corresponding NLEE such as peakon
solutions, cuspon solutions, etc.
The second point of this paper is that we have presented a direct method called multi-auxiliary equations expansion
method to construct the multi-solitary wave solutions of a class of NLEEs. This method is very direct and effective
to derive multi-solitary wave solutions. As an example, we derive several novel multi-solitary wave solutions of the
(2 + 1)-dimensional ANNV equation. The basic steps are that we first suppose that ANNV equation satisfies a poly-
nomial form solution like Eq. (5.2) below, where the expansion function is a solution of certain auxiliary equations.
Substituting the polynomial form solution into the original equation one can determine the expansion expression.
The multi-solitary wave solutions of the (2 + 1)-dimensional ANNV equation are built. The multi-auxiliary equa-
tions expansion method can also be applied to some other ones such as the (2 + 1)-dimensional breaking soliton
equation, the (2 + 1)- and (3 + 1)-dimensional Burgers equation, and so on. In addition, the process can be imple-
mented by computer program. By using of Hirota bilinear method and separation of variables method, we have gotten
some other multi-solitary wave solutions of the (2+1)-dimensional ANNV equation. They are multi-soliton solution,
multi-dromions solution, etc. All these multi-solitary wave solutions play an important role in the explanation of some
physical phenomena.
In summary, compared with the algorithm proposed by Liu, our algorithm is much wider and more effective to
obtained the travelling wave solutions of NLEEs. There are some equations which cannot be solved by the algorithm
of Liu. We have introduced an effective factorization technique that can deal with a large kind of NLEEs, Rosu and
Cornejo-Pérez et al. factorization technique [5] can only solve some second-order ODEs. One can use this technique
to solve other nonlinear equation including nonlinear ordinary differential equation. Also, one can make use of the
multi-auxiliary equations expansion method in Section 5 to solve many other NLEEs.
3. Single traveling wave solution discrimination algorithm
In this section, we will be primarily concerned with the discrimination and construction of single traveling wave
solutions of a large class of NLEEs, i.e., to give an algorithm for judging certain equation owns what kinds of travelling
wave solutions and how to obtain these solutions.
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consider the problem of solutions discrimination of a large class of them, some of which cannot be dealt with by
the method of Liu. The main problem is how to deal with the final nonlinear ODE. In order to give a systematical
algorithm, we first list some useful propositions.
In the next, we first introduce some factorization technique to solve a class of nonlinear ODE. In [5], Rosu and
Cornejo-Pérez consider the nonlinear second-order ODE and presented the following lemma.
Lemma 1. Given a nonlinear ordinary differential equations of second-order as follows:
U¨ + g(U)U˙ + h(U) = 0, (3.1)
where the “dot” means the derivative, i.e., U˙ = dU
dξ
and g(U), h(U) are arbitrary functions of U . Then Eq. (3.1)
admits the factorization[
∂ξ − φ2(U)
][
∂ξ − φ1(U)
]
U = 0, (3.2)
if and only if the following expressions are fulfilled
g(U) = −
[
φ1(U) + φ2(U) + dφ1(U)
dU
U
]
, h(U) = φ1(U)φ2(U)U, (3.3)
where ∂ξ = ddξ . If h(U) is a polynomial function, then g(U) will have the same order as the bigger of the functions
φ1(U) and φ2(U), and will also be a function of the constant parameters that enter in the expression of h(U).
Remark 1. In Eq. (3.2), the factorization is not composite factorization but product factorization.
Remark 2. To derive special exact solutions, Rosu and Cornejo-Pérez et al. assume[
∂ξ − φ1(U)
]
U = 0, (3.4a)
which satisfies Eq. (3.2). Here, we deal with Eq. (3.2) in a more general way. Assuming [∂ξ − φ1(U)]U = F(ξ),
yields a coupled ODE⎧⎨
⎩
dF(ξ)
dξ
− φ2(U)F (ξ) = 0,
U˙ − φ1(U)U = F(ξ),
which can be rewritten as
U˙ = φ2(U)U + exp
(∫
φ1(u) dξ
)
. (3.4b)
If one can obtain all the solutions of Eq. (3.4b), all single travelling wave solutions for Eq. (3.1) will be derived.
Remark 3. By using Eq. (3.3), we can solve Eq. (3.1) in another way. Solving φ2(u) from the first equation of Eq. (3.3)
and substituting it into the second equation of Eq. (3.3), yields
φ21(U) + φ1(U)U
dφ1(U)
dU
+ g(U)φ1(U) = −h(U)
U
,
which is changed into the Abel equation of the second kind
f (U)
df (U)
dU
+ g(U)f (U) = −h(U) (3.4c)
by means of the following transformation
f (U) = φ1(U)U. (3.4d)
Therefore, one only solves Abel equation of the second kind, i.e., Eq. (3.4c) and using Eq. (3.4d) to derive the solutions
of Eq. (3.1).
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Lemma 2. Given a nonlinear ordinary differential equations of second-order as follows:
U¨ + f (U)U˙2 + h(U) = 0, (3.5)
where U = U(ξ), then this equation admits the following general solution
±(ξ − ξ0) =
∫
dU√
exp (−2 ∫ f (U)dU)[C − 2 ∫ h(U) exp (2 ∫ f (U)dU)dU ] , (3.6)
where ξ0 and C are integral constants.
The following proposition gives a generalized factorization of the nonlinear ordinary differential equations of
second-order.
Proposition 1. Given a nonlinear ordinary differential equations of second-order in the form of
U¨ + f (U)U˙2 + g(U)U˙ + h(U) = 0. (3.7)
Then it owns the following factorization[
∂ξ − φ1(U)U˙ − φ2(U)
][
∂ξ − φ3(U)
]
U = 0 (3.8)
if and only if the following expressions satisfy⎧⎨
⎩
f (U) = −φ1(U), h(U) = φ2(U)φ3(U)U,
g(U) = φ1(U)φ3(U)U − φ2(U) − φ3(U) − dφ1(U)
dU
U.
(3.9)
In particular, when f (U) = 0, then φ1(U) = 0 and Eq. (3.7) becomes Eq. (3.2). When g(U) = 0, according to
Lemma 2, the general solution of Eq. (3.7) is found in Eq. (3.6). When h(U) = 0, the general solution of Eq. (3.7) is
as follows
ξ − ξ0 =
∫
dU
exp (
∫
f (U)dU)[C − ∫ g(U) exp ( ∫ f (U)dU)dU ] . (3.10)
Proof. Expanding Eq. (3.8) according to the product of differential operators and identifying the corresponding terms
of Eq. (3.7), the conditions of Eq. (3.9) are coming. When h(U) = 0, the general solution of Eq. (3.10) with Eq. (3.7)
is easily proved by the approach of variation of constant. 
Example 3.1. The Kolmogorov–Petrovskii–Piskunov equation [9]
uxx − ut + αu + βu2 + γ u3 = 0. (3.11)
Taking travelling wave transformation
ξ = x + ct, u(x, t) = U(ξ), (3.12)
and substituting it into Eq. (3.11) yields the following ODE
U¨ − cU˙ + αU + βU2 + γU3 = 0. (3.13)
Assume that Eq. (3.13) owns the factorization like Eq. (3.2). To obtain φ1(U) and φ2(U), solve the conditions as
follows:
αU + βU2 + γU3 = φ1(U)φ2(U)U, −c = −
[
φ1(U) + φ2(U) + dφ1(U)U
]
, (3.14)dU
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φ1(U) = AU + c −B,
φ2(U) = −2AU + B,
with
A = ±
√
−γ
2
, B = c ±
√
c2 − 4α
2
, 3AB − 2Ac − β = 0. (3.15)
If one wants to find a special solution for Eq. (3.11), one only solve a compatible first-order ODE as follows[
∂ξ − φ1(U)
]
U = U˙ − U(AU + c − B) = 0,
which has the solution
U = (B − c) exp[(c −B)(ξ − ξ0)]
±
√
− γ2 exp[(c −B)(ξ − ξ0)] − 1
, (3.16)
where ξ0 is an integration constant.
Now by using Eqs. (3.12) and (3.16) we can derive the special solutions of Eq. (3.11) as follows
u = (B − c) exp[(c − B)(x + ct − ξ0)]
±
√
− γ2 exp[(c − B)(x + ct − ξ0)] − 1
, (3.17)
where c and B satisfy Eq. (3.15).
We can also solve Eq. (3.12) in another way. According to Remark 3, Eq. (3.14) can be rewritten as
cφ1(U) − φ1(U)2 − φ1(U)U dφ1(U)
dU
= α + βU + γU2, (3.18)
which is changed into the Abel equation of the second kind [23] as follows by making use of transformation (3.4d)
f (U)
df (U)
dU
− cf (U) = −αU − βU2 − γU3. (3.19)
(1) When α = − 49c2, γ = − β
2
2c2 , A = − β2c3 , Eq. (3.19) has the following solution in the parametric form⎧⎪⎨
⎪⎩
U(τ) = 1
3cA
τ−1(E3R3 − τ),
f (τ ) = 1
9A
τ−2E3
(
τR3 − E3 ± τ 4E3
)
,
(3.20)
where (C is an integral constant)
E3 =
∫
dτ√
1 ± τ 4 −C, R3 =
√
1 ± τ 4. (3.21)
So when α = − 49c2 and γ = − β
2
2c2 , one can obtain the parametric form solution of Eq. (3.11) via Eq. (3.12) and
Eqs. (3.20), (3.21).
(2) When γ = − β22c2 , Eq. (3.19) has a particular solution in polynomial form
f (U) = cα
β
+ cU − β
2c
U3. (3.22)
By using Eqs. (3.4a), (3.4d) and (3.22), we obtain the following Riccati equation:
U˙ = cα
β
+ cU − β
2c
U2, (3.23)
which has special solutions
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2
β
− c
√−2α − c2
β
tan
(
1
2
√
−2α − c2ξ
)
, when 2α + c2 < 0, (3.24a)
U = c
2
β
+ c
√
2α + c2
β
coth
(
1
2
√
2α + c2ξ
)
, when 2α + c2 > 0, (3.24b)
U = c
2
β
+ c
√
2α + c2
β
tanh
(
1
2
√
2α + c2ξ
)
, when 2α + c2 > 0. (3.24c)
By means of Eqs. (12) and (3.24a)–(3.24c), the single solitary wave solution of Eq. (3.11) are obtained immediately.
Proposition 2. Given a nonlinear ordinary differential equation of third-order
f (U)
...
U + g(U, U˙)U¨ + h(U)U˙ + k(U) = 0. (3.25)
Eq. (3.25) owns the following factorization[
f (U)∂ξ − φ1(U)U˙ − φ2(U)
][
∂ξξ − φ3(U)∂ξ − φ4(U)
]
U = 0 (3.26)
if and only if the following expressions hold⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g(U, U˙) = −f (U)φ3(U) − φ1(U)U˙ − φ2(U),
φ1(U)φ3(U) − f (U)dφ3(U)
dU
= 0, k(U) = φ2(U)φ4(U)U,
h(U) = φ2(U)φ3(U) − f (U)dφ4(U)
dU
U − f (U)φ4(U) + φ1(U)φ4(U)U.
(3.27)
Proof. Expanding Eq. (3.26) according to the product of differential operators, and identifying the corresponding
terms of Eq. (3.25), the conditions (3.27) are coming. 
Example 3.2. Consider the celebrated Camassa–Holm equation [10]
uuxxx + 2uxuxx − 3uux − ut + uxxt = 0, (3.28)
which was first found by Fuchssteiner and Fokas [11] by using the method of recursion operators, but it really came to
prominence with the work of Camassa and Holm [10a] and Camassa et al. [10b]. Camassa and Holm [10a] discovered
that this equation can be used to model unidirectional nonlinear dispersive waves on a uniform layer of water. Dullin
et al. [12] derived an integrable shallow-water equation that combines the linear dispersion of the Korteweg–de Vries
(KdV) equation and the nonlinear dispersion of the CH equation. Recently, McKean [13] established the Liouville
correspondence between the KdV and the Camassa–Holm hierarchies. Now there are still many people who study
Eq. (3.28). It is well known that Eq. (3.28) admits piecewise analytic multi-soliton solutions comprised of a train of
peaked solitary waves (peakons) each having a corner at its crest.
Taking the travelling wave transformation
ξ = x + ct, u(x, t) = U(ξ), (3.29)
and substituting Eq. (3.29) into Eq. (3.28) yields the following third order ODE
U
...
U + 2U˙ U¨ − 3UU˙ − cU˙ + c ...U = 0. (3.30)
Applying the factorization technique of Proposition 3 to this ODE, we arrive at the following factorization[
(U + c)∂ξ + 2U˙
]
(∂ξξ − 1)U =
[
(U + c)∂ξ + 2U˙
]
(U¨ − U) = 0. (3.31)
So the travelling wave solutions of Eq. (3.29) can be derived by solving the following coupled ODE⎧⎨
⎩ (U + c)
dF (U(ξ))
dξ
+ 2U˙F (U(ξ))= 0,
U¨ −U = F (U(ξ)), (3.32)
where we have introduced an undetermined function F(ξ), which is different from the means of Rosu and Cornejo-
Pérez.
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U¨ − U = d
(U + c)2 , (3.33)
where d is an integration constant.
Integrating Eq. (3.33) once and letting the integration constant be l, we obtain∫
dU
±
√
U2 − 2d
U+c + 2l
=
∫
±
√
U + c
(U2 + 2l)(U + c) − 2d dU = ξ − ξ0, (3.34)
which is the general form solution of Eq. (3.30).
It is easy to see that we obtain the general form solution of Eq. (3.30) by factorization technique, which is different
to the approach of Liu [4b]. The next task is to solve Eq. (3.34). Liu [4b] has given all the solutions of Eq. (3.34),
although some solutions are not explicit. Please refer to [4] for details.
The following useful proposition is based on Painlevé analysis [8].
Proposition 3. To most of coupled system of NLEEs with m dependents variables ui (i = 1,2, . . . ,m) and n inde-
pendents variables xj (j = 1,2, . . . , n), by Painlevé truncation expansion we can determine the relations among the
dependents. By travelling wave transformation, we can get the explicit relationship among ui (i = 1,2, . . . ,m), so we
could get one or several ODE with only one dependent from the coupled system of NLEEs.
In the following, we outline the solution discrimination algorithm of NLEEs.
Given a system of coupled NLEEs with constant coefficients, without loss of generality, we assume the system has
two dependent variables u,v and three independent variables x, y, t{
F1(u, v,ut , vt , ux, vx, uy, vy, . . .) = 0,
F2(u, v,ut , vt , ux, vx, uy, vy, . . .) = 0. (3.35)
Step 1. Transform Eq. (3.35) into nonlinear ODE.
Seeking the solutions of Eq. (3.35) in the travelling frame of reference, we first adopt travelling wave reduction to
transform the given NLEE into nonlinear ODE. Let
ξ = x + ky + ct, u(x, y, t) = U(ξ), v(x, y, t) = V (ξ), (3.36)
where k, c, d are constants, then the system of NLEE is transformed into a system of nonlinear ODE,{
f1(ξ,U,V,U
′,V ′, . . .) = 0,
f2(ξ,U,V,U
′,V ′, . . .) = 0, (3.37)
where U ′ = dU
dξ
, V ′ = dV
dξ
.
Case 1. If one of the equations of Eq. (3.37) is integrable, integrate it with respect to ξ and a new system of ODEs
is obtained. After that, if we can get explicitly U or V from one of the equations of the new system, for example,
U = g1(V ,V ′, . . .) or V = g2(U,U ′, . . .), substitute it into the other equation of the new system. Then a system of
ODE with only one dependent variable is derived. Go to the next step.
If we cannot get explicitly U or V from one of the equation of the new system, make good use of Painlevé
analysis to determine the relationship between U and V to get explicitly U = g1(V ,V ′, . . .) or V = g2(U,U ′, . . .).
Accordingly, a system of ODE with only one dependent variable is derived. Go to the next step.
Case 2. If any one of the equation of Eq. (3.37) is not integrable and we cannot get explicitly U or V from one of the
equation of the system, still make use of Painlevé analysis and the same procedure as above.
Step 2. Integrate the final system of ODE of Step 1 and classify it into cases.
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can only deal with the following three types.)
Case 1. The final system of ODE is rewritten in the form of [4]
U ′2(ξ) = p0 + p1U(ξ) + · · · + pnUn(ξ), (3.38a)
where 1 n 5.
Case 2. The final system of ODE is rewritten in the form of
U¨ + f (U)U˙2 + g(U)U˙ + h(U) = 0. (3.38b)
Case 3. The final system of ODE is rewritten in the form of
f (U)
...
U + g(U, U˙)U¨ + h(U)U˙ + k(U) = 0. (3.38c)
Step 3. Analyze the three cases above according to Propositions 1 and 2.
This is the most important step of the algorithm. In this step, we should analyze the three cases of Step 2 according
to Propositions 1 and 2 and the former results.
About Case 1 of Step 2, the complete classifications of all single traveling wave solutions of this kind system have
been presented by Liu [4a]. For example, when n = 4, the final ODE is elliptic equation U ′2(ξ) = p0 + p1U(ξ) +
p2U2(ξ) + p3U2(ξ) + p4U4(ξ). All its solution have been listed by Liu. Therefore, recurring to his results, we can
judge the old system of NLEE owns what form of solutions.
As to Cases 2 and 3 of Step 2, according to the conclusions of Propositions 1 and 2 some special travelling wave
of the old system of equation can be obtained.
Remark 4. It is worth pointing out that because our objects are a large kind of NLEEs, we cannot give all their single
TWS. We can only judge that a class of them has certain form of single TWS and give some of their special single
TWS, but we cannot give all the single TWS. This refers to the variable coefficient cases and some high-order ones
that are very difficult to deal with.
In the next, we will give some examples to explain the above algorithm.
Example 3.3. Consider the coupled KdV system [14]{
ut + 6vvx − 6uux + uxxx = 0,
vt − 6uvx − 6vux + vxxx = 0, (3.39)
which is recently derived by Brazhnyi et al. to describe two-component Bose–Einstein condensates.
If we take travelling wave transformation
ξ = x + ct, u(x, t) = U(ξ), v(x, t) = V (ξ) (3.40)
and substitute Eq. (3.40) into Eq. (3.39), the following system of ODE is gotten{
cU˙ + 6V V˙ − 6UU˙ + ...U = 0,
cV˙ − 6UV˙ − 6V U˙ + ...V = 0. (3.41)
Integrating the first equation once, we get
V 2 = 3U
2 − U¨ − cU + d
3
, (3.42)
where d is an integral constant. If we substitute Eq. (3.42) into the second equation of Eq. (3.41), we find it is very
difficult to deal with the obtained ODE about U . So by direct integral method we cannot get to our goal. Now we
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by Painlevé analysis, we get v = iu, where i = √−1, so V˙ = iU˙ , and now Eq. (3.41) becomes
cU˙ − 12UU˙ + ...U = 0. (3.43)
Integrating it twice and letting the integral constants be l and k, yields
U˙2 = 4U3 − cU2 − lU − k. (3.44)
All the solution of this ODE have been already given by Liu [4a].
Remark 5. It is necessary to point that in Example 3.3 we reduce the coupled KdV system by letting v = iu. This
reduction may lose some solutions of the former NLEE. So we can only obtain some special solutions of the former
one.
Example 3.4. Consider the Kadomtsev–Petviashvili (KP)—modified KP equation as follows
uxt +
[
(α + βu)uux
]
x
+ ruxxxx ± σ 2uyy = 0, (3.45)
where α,β, r, σ are real constants.
Taking travelling wave transformation
ξ = x + ky + ct, u(x, y, t) = U(ξ), (3.46)
substituting Eq. (3.46) into Eq. (3.45) and integrating twice yield
rU¨ + β
3
U3 + α
2
U2 + (c ± k2σ 2)U + dξ + l = 0, (3.47)
where d , l are integral constants.
In order to get to the form of Eq. (3.38a), we must take d equal to zero. Multiplying two sides of Eq. (3.47) by U˙
and integrating yields
U˙2 = −2m
r
− 2l
r
U − (c ± k
2σ 2)
r
U2 − α
3r
U3 − β
6r
U4, (3.48)
where m is an integral constant.
More examples like the case of Example 3.4 can be found in [4a].
Example 3.5. The Sharma–Tasso–Olver equation [15] reads
ut + 3αu2x + 3αu2ux + 3αuuxx + αuxxx = 0. (3.49)
Taking travelling wave transformation
ξ = x + ct, u(x, t) = F(ξ), (3.50)
and integrating once, Eq. (3.49) is changed into
F¨ + 3FF˙ + F 3 + c
α
F + d
α
= 0. (3.51)
In order to obtain nontrivial factorizations to describe the solution of this ODE, we must let d = 0, but this is a
restrictive condition that can lead to lose many solutions. To solve this problem, we take the following transformation
F(ξ) = U(ξ) + , (3.52)
where  satisfies equation
α3 + c + d = 0. (3.53)
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U¨ + 3(U + )U˙ +U3 + 3U2 +
(
32 + c
α
)
U = 0. (3.54)
Eq. (3.54) has the following factorization
(∂ξ +U −B)(∂ξ +U −A)U = 0, (3.55)
where A and B satisfy⎧⎨
⎩B = −
3α ± √−3α22 − 4αc
2α
,
A = −B − 3.
(3.56)
To obtain special solution for Eq. (3.49), we only solve a compatible first-order ODE
(∂ξ +U −A)U = U˙ +U(U −A) = 0,
which has solutions
U± = A exp[A(ξ − ξ0)]
exp[A(ξ − ξ0)] − 1 , (3.57)
where ξ0 is an integration constant and A satisfies Eq. (3.56).
By using Eqs. (3.50), (3.52) and (3.57) the special solutions of Eq. (3.49) are obtained as follows
u± = A exp[A(x + ct − ξ0)]
exp[A(x + ct − ξ0)] − 1 + , (3.58)
where ξ0 is an integration constant,  satisfies Eq. (3.53) and A satisfies Eq. (3.56).
In what follows, we solve Eq. (3.49) in another way. By using the same procedure as Example 3.1, for ODE (3.54)
we have
φ1(U)
2 + φ1(U)U dφ1(U)
dU
+ 3(U + )φ1(U) = −
(
U2 + 3U + 32 + c
α
)
, (3.59)
and Eq. (3.59) is changed into the following Abel equation of the second kind [23] by making use of the transformation
(3.4d)
f (U)
df (U)
dU
+ 3(U + )f (U) = −
[
U3 + 3U2 +
(
32 + c
α
)
U
]
. (3.60)
When 2 + c
α
= 0, by the transformation η = − 32U2 − 3U , Eq. (3.60) becomes
f (η)
df (η)
dη
= f (η) − 2
9
η,
which has solution in parametric form (where C is a constant)
η(τ) = C exp
(
−
∫
τ dτ
τ 2 − τ + 29
)
, f (τ ) = Cτ exp
(
−
∫
τ dτ
τ 2 − τ + 29
)
.
So the parametric form solution of Eq. (3.54) is⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−3
2
U(τ)2 − 3U(τ) = C exp
(
−
∫
τ dτ
τ 2 − τ + 29
)
,
f (τ ) = Cτ exp
(
−
∫
τ dτ
τ 2 − τ + 29
)
.
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In this section, we will give more examples to illuminate the algorithm in Section 3. As a result, we derive suc-
cessfully the general form solutions of corresponding equations. By the way, Lenells [27] has proposed an effective
method to give the classifications of TWSs of the Camassa–Holm equation, Degasperis–Procesi equation and other
nonlinear dispersive equations.
Example 4.1. Consider a class of third-order equation
uuxxx + βuxuxx − α2(β + 1)uux − ut + δuxxt − 2kux − ruxxx = 0, (4.1)
where α2, β, , δ, k, r are real constants.
Taking the travelling wave transformation
ξ = x + ct, u(x, t) = U(ξ), (4.2)
and substituting Eq. (4.2) into Eq. (4.1) yields
(U + δc − r) ...U + βU˙U¨ − [α2(β + 1)U + c + 2k]U˙ = 0. (4.3)
Applying the factorization technique introduced in Proposition 2 to Eq. (4.3) yields[
(U + δc − r)∂ξ + βU˙
](
∂ξξ − α2
)
U = [(U + δc − r)∂ξ + βU˙](U¨ − α2U)= 0, (4.4)
where c + 2k = α2(δc − r).
Introducing undetermined function F(U(ξ)), Eq. (4.4) can be transformed into⎧⎨
⎩
U¨ − α2U = F (U(ξ)),
(U + δc − r)F (U(ξ))
dξ
+ βU˙F (U(ξ))= 0. (4.5)
The generalized form solution of the second equation of Eq. (4.5) is
F
(
U(ξ)
)= d
(U + δc − r)β , (4.6)
where d is an integration constant.
Substituting Eq. (4.6) into the first equation of Eq. (4.5) and integrating once, yields
U ′2 = α2U2 + 2d
1 − β (U + δc − r)
1−β + 2l, (4.7)
which can also be written as∫
dU
±
√
α2U2 + 2d1−β (U + δc − r)1−β + 2l
= ξ − ξ0, (4.8)
where l is an integration constant, which is the general form of solution of ODE (4.3). If we can derive the solutions
of Eq. (4.8), the traveling wave solutions of Eq. (4.1) are obtained. Liu [4b] has studied this problem well by means
of complete discrimination system for polynomial and direct integral method. The key steps are to change the given
NLEEs into the integral form like Eq. (4.8) and to analyze the solutions of Eq. (4.8).
The following important equations come from Eq. (4.1).
(1) When α2 = 1, β = 2,  = 1, δ = 1, k = 0, r = 0, Eq. (4.1) becomes the celebrated Camassa–Holm, i.e.,
Eq. (3.28), which has been considered in Example 3.3.
(2) When α2 = 4, β = 2,  = −4, δ = −1, k = 0, r = 0, Eq. (4.1) becomes the Fuchssteiner–Fokas equation [11]
in the form of component{
ft = 2uxf + ufx,
f = 1uxx − 2u (4.9)2
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uuxxx + 2uxuxx − 12uux + 4ut − uxxt = 0. (4.10)
Under travelling wave transformation Eq. (4.2), Eq. (4.10) becomes
U
...
U + 2U˙ U¨ − 12UU˙ + 4cU˙ − c ...U = 0, (4.11)
which is easily factorized into the following form from Eq. (4.4)[
(U − c)∂ξ + 2U˙
]
(∂ξξ − 4)U =
[
(U − c)∂ξ + 2U˙
]
(U¨ − 4U) = 0. (4.12)
According to Eq. (4.8) the general form of solution of Eqs. (4.11) or (4.12) is as follows∫
±
√
U − c
(4U2 + 2l)(U − c)− 2d dU = ξ − ξ0. (4.13)
(3) When α2 = 14 , β = 3,  = 1, δ = 1, k = 12 , r = 0, Eq. (4.1) becomes the Fornberg–Whitham equation [16]
uuxxx + 3uxuxx − uux − ut − ux + uxxt = 0. (4.14)
Under travelling wave transformation Eq. (4.2), where c = − 43 , Eq. (4.14) becomes
U
...
U + 3U˙ U¨ −UU˙ + 43 U˙ − U˙ −
4
3
...
U = 0, (4.15)
which is easily factorized into the following form from Eq. (4.4)[(
U − 4
3
)
∂ξ + 3U˙
](
∂ξξ − 14
)
U =
[(
U − 4
3
)
∂ξ + 3U˙
](
U¨ − 1
4
U
)
= 0. (4.16)
The general form of solution of Eqs. (4.15) or (4.16) is∫
± 2|U + c|√
(U2 + 8l)(U + c)2 − 4d dU = ξ − ξ0. (4.17)
(4) When α2 = 1, β = 3,  = 1, δ = 1, k = 0, r = 0, Eq. (4.1) becomes the Degasperis–Procesi equation [17]
uuxxx + 3uxuxx − 4uux − ut + uxxt = 0, (4.18)
which was derived recently as a shallow water approximation to the Euler equation.
Under travelling wave transformation Eq. (4.2), Eq. (4.18) becomes
(U + c) ...U + 3U˙ U¨ − (4U + c)U˙ = 0, (4.19)
which is easily factorized into the following form from Eq. (4.4)[
(U + c)∂ξ + 3U˙
]
(∂ξξ − 1)U =
[
(U + c)∂ξ + 3U˙
]
(U¨ − U) = 0. (4.20)
The general form of solution of Eqs. (4.19) or (4.20) is∫
± |U + c|√
(U2 + 2l)(U + c)2 − d dU = ξ − ξ0. (4.21)
(5) When α2 = 1, β = 2,  = 1, δ = 1, k = − r2 and r arbitrary, Eq. (4.1) becomes the Dullin–Gottwald–Holm
equation [12]
uuxxx + 2uxuxx − 3uux − ut + uxxt + rux − ruxxx = 0. (4.22)
Under travelling wave transformation Eq. (4.2), Eq. (4.22) becomes
U
...
U + 2U˙ U¨ − 3UU˙ − cU˙ + c ...U + rU˙ − r ...U = 0, (4.23)
which is easily factorized into the following form from Eq. (4.4)[
(U + c − r)∂ξ + 2U˙
]
(∂ξξ − 1)U =
[
(U + c − r)∂ξ + 2U˙
]
(U¨ −U) = 0. (4.24)
286 D.-S. Wang, H. Li / J. Math. Anal. Appl. 343 (2008) 273–298The general form of solution of Eqs. (4.23) or (4.24) is∫
±
√
U + c − r
(U2 + 2l)(U + c − r) − 2d dU = ξ − ξ0.
(6) When α2 = 0, β = 2, δ = 1,  = k = r = 0, Eq. (4.1) becomes the Hunter–Saxton equation [24]
utxx + 2uxuxx + uuxxx = 0,
which describes the propagation of waves in a massive director field of a nematic liquid crystal.
Hunter–Saxton equation becomes under travelling wave transformation equation (4.2)
(U + c) ...U + 2U˙ U¨ = 0, (4.25)
which is factorized into[
(U + c)∂ξ + 2U˙
]
U¨ = 0,
and the general form solution of Eq. (4.25) is∫
±
√
U + c
(2l(U + c)) − 2d dU = ξ − ξ0.
Example 4.2. The regularized long-wave Burgers equation [18] reads
ut + ux + 12uux − αuxx − βuxxt = 0, (4.26)
which is a model equation of describing the propagation of surface water waves in a channel. In Eq. (4.26), the vari-
ables are all sealed, with x proportional to the horizontal coordinate along the channel, t proportional to the elapsed
time and u = u(x, t) proportiona1 to the vertical displacement of the surface of the water from its equilibrium posi-
tion, the coefficients α,β are both constants and they are called dissipative and dispersive coefficients, respectively.
Furthermore, Eq. (4.26) represents a balance relation among the dispersion, dissipation and nonlinearity.
Substituting Eq. (3.50) in Eq. (4.26) yields
(c + 1)F˙ + 12FF˙ − αF¨ − β ...F = 0.
Integrating the above equation once and letting the integration constant be d , we have
d + (c + 1)F + 6F 2 − αF˙ − βcF¨ = 0. (4.27)
In order to obtain nontrivial factorizations of Eq. (4.27), we take the following transformation
F(ξ) = U(ξ) + 1
12
(r − 1 − c), r = ±
√
c2 + 2c + 1 − 24d, (4.28)
which transforms Eq. (4.27) into
U¨ + α
βc
U˙ − 1
βc
(
6U2 + rU)= 0. (4.29)
Eq. (4.29) has the following factorization[
∂ξ +
(
α
βc
− b + 3a
2
U
1
2
)][
∂ξ − aU 12 − b
]
U = 0, (4.30)
where a and b satisfy⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
a = ±2
√
1
βc
,
b = − 2α
5βc
,
2
(4.31)6α + 25crβ = 0.
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U˙± ± 2
√
1
βc
U
3
2 + 2α
5βc
U = 0,
whose general solutions are
U± =
[
b exp ( b2 (ξ − ξ0))
1 − a exp ( b2 (ξ − ξ0))
]2
,
from which the particular travelling wave solutions of Eq. (4.26) are obtained by combining Eqs. (3.50) and (4.28)
u± =
[
b exp ( b2 (x + ct − ξ0))
1 − a exp ( b2 (x + ct − ξ0))
]2
+ 1
12
(±√c2 + 2c + 1 − 24d − 1 − c),
where ξ0 is an integral constant and a, b satisfy Eq. (4.31).
To obtain new form of solutions of Eq. (4.26), we solve ODE (4.29) in a different way. By using the same procedure
as Example 3.1, for Eq. (4.29) we have
φ1(U)
2 + φ1(U)U dφ1(U)
dU
+ α
cβ
φ1(U) = 1
cβ
(6U + r),
which can be changed into the Abel equation of the second kind [23] as follows by Eq. (3.4d)
f (U)
df (U)
dU
= − α
cβ
f (U) − 1
cβ
(
6U2 + rU). (4.32)
By transformation η = − α
cβ
U, Eq. (4.32) becomes
f (η)
df (η)
dη
= f (η) − crβ
α
η + 6c
2β2
α3
η2, (4.33)
which has parametric form solution as follows
η(τ) = 5aτ 2℘(τ), f (τ ) = aτ 2[τ√±(4℘(τ)3 − 1)+ 2℘(τ)], (4.34)
where crβ
α2
= 625 , a = ± α
3
125c2β2 and ℘(τ) = ℘(τ + C,0,1) is a particular case of the elliptic Weierstrass function
including an integration constant C.
Making use of expression d℘(τ)
dτ
=√(4℘(τ)3 − 1), Eqs. (3.4a), (3.4d) and (4.34), we derive
τ = e ξ+ξ05 .
Therefore, we get
− α
cβ
U = η = 5ae 2(ξ+ξ0)5 ℘(e ξ+ξ05 +C,0,1),
i.e.,
U = −5acβ
α
e
2(ξ+ξ0)
5 ℘
(
e
ξ+ξ0
5 +C,0,1). (4.35)
The novel exact solution of Eq. (4.26) is obtained by combining Eqs. (3.50), (4.28) and (4.35)
u(x, t) = −5acβ
α
e
2(x+ct+ξ0)
5 ℘
(
e
ξ+ξ0
5 +C,0,1)+ 1
12
(±√c2 + 2c + 1 − 24d − 1 − c).
Example 4.3. The nonlinear dispersive–dissipative equation [19] reads
ut + uux + αuxxx − (ut + βuux)x = 0, (4.36)
which describes weak nonlinear ion-acoustic waves in a plasma consisting of cold ions and warm electrons.
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αF¨ − (c + βF)F˙ + cF + 1
2
F 2 + d = 0, (4.37)
where d is integration constant, which is transformed into
U¨ + −βU + βc − βr − c
α
U˙ + 1
α
(
1
2
U2 + rU
)
= 0, (4.38)
under the transformation
F(ξ) = U(ξ) − c + r, r = ±
√
c2 − 2d. (4.39)
Eq. (4.38) has the following factorization[
∂ξ − 1
β
][
∂ξ −
(
β
2α
U + ±
√
c2 − 2dβ
α
)]
U = 0, (4.40)
where cβ2 − cβ + 1 = 0.
The special solution of Eq. (4.38) is obtained by only solving the following compatible first-order ODE
U˙± −
(
β
2α
U + ±
√
c2 − 2dβ
α
)
U = 0,
whose general solutions are
U± = ±2
√
c2 − 2d
±2√c2 − 2de−±
√
c2−2dβ(ξ−ξ0)
α − 1
,
from which the particular travelling solitary wave solutions of Eq. (4.36) are obtained by combining Eqs. (3.50)
and (4.39)
u± = ±2
√
c2 − 2d
±2√c2 − 2de−±
√
c2−2dβ
α
(x+ct−ξ0) − 1
− c ±
√
c2 − 2d, (4.41)
where ξ0 is an integral constant.
To obtain new form of solutions of Eq. (4.36), we solve ODE (4.38) in a different way. By using the same procedure
as Example 3.1, for Eq. (4.39) we have
−φ1(U)2 − φ1(U)U dφ1(U)
dU
+ βU
α
φ1(U) + rβ + c − cβ
α
φ1(U) = U2α +
r
α
,
which can be changed into the Abel equation of the second kind as follows by Eq. (3.4d)
f (U)
df (U)
dU
=
(
β
α
U + rβ + c − cβ
α
)
f (U) −
(
1
2α
U2 + r
α
U
)
. (4.42)
When r = c(1−β)
β
and α = 12β , by using transformation
η = β
2α
U2 + (rβ + c − cβ)
α
U + 4c2(−1 + β)2, (4.43)
Eq. (4.42) is changed into
f (η)
df (η)
dη
= f (η) + c
β2
− c
β
−
√
η
2β2
. (4.44)
When 2cβ2(1 − β) = 1, Eq. (4.44) has the following parametric form solution
η(τ) = A(Z′0)−2(τZ0 ± 2Z′0)2, f (τ ) = ±Aτ(Z′0)−2[τ(Z′0)2 + 2Z0Z′0 ± τZ20], (4.45)
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√
A = 12β2 , the prime denotes differentiation with respect to τ and Z0 satisfies
Z0 =
{
C1J0(τ ) +C2Y0(τ ), for the upper sign (Bessel functions),
C1I0(τ ) +C2K0(τ ), for the lower sign (modified Bessel functions),
where C1,C2 are constants.
Therefore, we can obtain the parametric form solution of Eq. (4.36) by combining Eqs. (3.50), (4.39), (4.43)
and (4.45).
Example 4.4. The nonlinear telephone equation [20] reads
utt − uxx + ut + αu + βu3 = 0, (4.46)
which becomes the following ODE under transformation (4.2)
U¨ + c
c2 − 1 U˙ +
α
c2 − 1u +
β
c2 − 1u
3 = 0. (4.47)
Eq. (4.47) has the following factorization[
∂ξ + 2AU +B − c
c2 − 1
]
[∂ξ − AU − B]U = 0, (4.48)
where⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
A = ±
√
β
2(1 − c2) ,
B = c
3(1 − c2) ,
9α
(
c2 − 1)= 2c3.
(4.49)
The special solution of Eq. (4.47) is obtained by only solving the following compatible first-order ODE:
U˙± − (AU +B)U = 0,
whose general solutions are
U± =
c
3(1−c2) exp [ c3(1−c2) (ξ − ξ0)]
1 ±
√
β
2(1−c2) exp [ c3(1−c2) (ξ − ξ0)]
,
from which the particular travelling solitary wave solutions of Eq. (4.46) are obtained by combining Eq. (4.2)
u± =
c
3(1−c2) exp [ c3(1−c2) (x + ct − ξ0)]
1 ±
√
β
2(1−c2) exp [ c3(1−c2) (x + ct − ξ0)]
,
where ξ0 is an integral constant.
To obtain new form of solutions of Eq. (4.46), we solve ODE (4.47) in a different way. By using the same procedure
as Example 3.1, for Eq. (4.47) we have
−φ1(U)2 − φ1(U)U dφ1(U)
dU
− c
c2 − 1φ1(U) =
α
c2 − 1 +
β
c2 − 1U
2,
which can be changed into the Abel equation of the second kind [23] as follows by Eq. (3.4d)
f (U)
df (U)
dU
= − c
c2 − 1f (U) −
(
α
c2 − 1U +
β
c2 − 1U
3
)
. (4.50)
290 D.-S. Wang, H. Li / J. Math. Anal. Appl. 343 (2008) 273–298When α(c
2−1)
c2
= 29 and β(c
2−1)3
c4
= ± 281a−2, Eq. (4.50) has solution in parametric form
U(τ) = −3a(c
2 − 1)
c
τE3, f (τ ) = aE3(E3R3 − τ), (4.51)
where R3 and E3 satisfy Eq. (3.21).
So we can obtain the parametric form solution of Eq. (4.46) by combining Eqs. (4.2) and (4.51).
In the above, it is found that we can discriminate and give the single travelling wave of a class of NLEEs. It is well
known that a class of them, especially, some soliton equations have multi-soliton solutions and other multi-solitary
wave solutions. In what follows, we will investigate the multi-solitary wave solutions of these equations.
5. Multi-auxiliary equations expansion method
From Sections 2 and 3, it is easy to see that most NLEEs can be converted into the form of ODE (3.38a) or the
similar form. So they may have single solitary wave solutions which look like the form of solutions of Eq. (3.38a).
Similarly, we conjecture that some of them may have double or triple solitary wave solutions which is the polynomial
of single travelling wave form. So based on our multi-Riccati equations expansion method [21], we present the multi-
auxiliary equations expansion method which is very effective for a class of NLEEs. In what follows, the multi-auxiliary
equations expansion method is described.
For a given NLEE with n + 1 independent variables t, x = (x1, x2, . . . , xn) and a dependent variable U = U(x, t):
Δ(Ut ,Ux1 ,Ux2 ,Utx1,Utx2 ,Utt ,Ux1x2 , . . .) = 0, (5.1)
where t is a time variable, x1, x2, . . . , xn are spatial variables, and the subscripts t, xi refer to the partial derivatives
with respect to t, xi (i = 1,2, . . . , n), respectively.
Firstly, suppose that Eq. (5.1) admits polynomial solutions of the form
U(x, t) = A0 +
m∑
k=1
∑
i1+i2+···+iN=k
Ai1i2···iN φ
i1
1 (ξ1) · · ·φiNN (ξN), (5.2)
where N is a positive integer, ξi , A0, Ai1i2···iN (i = 1,2, . . . ,N ) are the functions with respect to (x1, x2, . . . , xn; t) to
be determined, m is an integer to be determined and φi (i = 1,2, . . . ,N ) satisfy one of the following ODEs.
Case 1. φi(ξi) (i = 1,2, . . . ,N ) satisfy Riccati equation [22]
φ′i (ξi) =
d
dξi
φi(ξi) = qi + φ2i (ξi), i = 1,2, . . . ,N, (5.3)
where qi (i = 1,2, . . . ,N) are constants and the prime denote the derivative of φi .
Case 2. φi(ξi) (i = 1,2, . . . ,N) satisfy the elliptic equation
φ′2i (ξi) = ni +miφ2i (ξi) + liφ4i (ξi), i = 1,2, . . . ,N, (5.4)
where li , mi , ni (i = 1,2, . . . ,N) are constants.
Case 3. φi(ξi) (i = 1,2, . . . ,N) satisfy the general elliptic equation
φ′2i (ξi) = pi0 + pi1φi(ξi) + pi2φ2i (ξi) + pi3φ3i (ξi) + pi4φ4i (ξi), i = 1,2, . . . ,N, (5.5)
where pi0, pi1, pi2, pi3, pi4 (i = 1,2, . . . ,N) are constants.
Subsequently, balancing the highest order derivative term and the highest order nonlinear term of Eq. (5.1),
m in Eq. (5.2) is determined. With the aid of symbolic computation, substituting Eq. (5.2) along with Eq. (5.3),
or Eq. (5.4) or Eq. (5.5) into Eq. (5.1), yields a partial differential equation. Vanishing the coefficients of the terms
φ
i1
1 (ξ1) · · ·φiNN (ξN) (where i1 + i2 + · · · + iN = k), a set of over-determined nonlinear partial differential equations
about the unknown variables ξi , A0, Ai1i2···iN (i = 1,2, . . . ,N) are obtained. Solving this over-determined nonlinear
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determined.
Finally, substituting ξi , A0, Ai1i2···iN (i = 1,2, . . . ,N) with the solutions of Eqs. (5.3), (5.4) or (5.5) into Eq. (5.2),
the exact N -solitary wave solutions of Eq. (5.1) are obtained immediately.
In the next section, we will give an example to illustrate the validity of this method.
6. The multi-solitary wave solutions of the 2D ANNV equation
In what follows, we will study the multi-solitary wave solutions of the (2 + 1)-dimensional ANNV equation.
The (2 + 1)-dimensional ANNV equation{
ut + 3uxv + 3uvx + uxxx = 0,
ux = vy, (6.1)
is derived by Boiti et al. [25] who used the idea of the weak Lax pair. It is also called as the (2 + 1)-dimensional
KdV equation or Boiti–Leon–Manna–Pempinelli equation. V.E. Vekslerchik [26] derived its Backlund transformation.
When u = v and x = y, Eq. (6.1) is reduced to the celebrated KdV equation
ut + 6uux + uxxx = 0.
So the (2 + 1)-dimensional ANNV equation is also called the (2 + 1)-dimensional KdV equation.
In the following, we apply the solution discrimination algorithm to Eq. (6.1) to discriminate what kinds of travelling
wave solutions Eq. (6.1) has. Taking travelling wave transformation
ξ = x + ly + ct, u(x, t) = U(ξ), v(x, t) = V (ξ)
to Eq. (6.1) yields{
cU ′ + 3UV ′ + 3U ′V +U ′′′ = 0,
U ′ = lV ′,
which turns into the following form after integrating⎧⎪⎪⎨
⎪⎪⎩
(
dU
dξ
)2
+ 2U3 + (lc + 3ld)U2 + 2mU + 2n = 0,
V = U
l
+ d,
(6.2)
where m, n, d are constants of integration.
The first equation of Eq. (6.2) has an integration form as follows∫
dU√−[2U3 + (lc + 3ld)U2 + 2mU + n] =
∫
dξ = ξ − ξ0. (6.3)
From Eq. (6.3), when choose different values of m, n, d and c, we can obtain some elliptic functions solutions,
single solitary wave solutions and rational solution of Eq. (6.1). For example, when setting
m = l
2
12
(−16 + 6dc + c2 + 9d2 + 16k2 − 16k4),
n = 1
216
l3
(
c + 8 + 3d − 4k2)(c − 4 + 3d − 4k2)(c − 4 + 3d + 8k2),
and l, c, d are arbitrary constants, the Jacobi elliptic sine function solution of Eq. (6.1) is obtained as follows:⎧⎪⎨
⎪⎩
u = − l
6
(
c − 4 + 3d − 4k2)− 2lk2 sn2(x + ly + ct, k),
v = 1
6
(
4k2 + 3d − c + 4)− 2k2 sn2(x + ly + ct, k), (6.4a)
where 0 < k < 1 is the module of Jacobi elliptic sine function.
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n = l
3
216
(c + 3d − 8)(4 + c + 3d)2, m = l
2
12
(4 + c + 3d)(c + 3d − 4),
Jacobi elliptic sine function solution (6.4a) degenerates into single solitary wave solution⎧⎪⎨
⎪⎩
u = −1
6
l(c + 3d − 8)− 2l tanh2(x + ly + ct),
v = 1
6
(8 − c + 3d)− 2 tanh2(x + ly + ct).
(6.4b)
Since 2D ANNV equation (6.1) has single solitary wave solution like Eqs. (6.4a), (6.4b), one question is that
whether NLEEs like Eq. (6.1) have multi-solitary wave solution which has polynomial form
u = A +
N∑
i=1
Bi tanh(ξi), u = A+
N∑
i=1
Bi sech(ξi), u = A+
N∑
i=1
Bi tanh(ξi)2, . . . (6.4c)
or
u = A +
N∑
i=1
Bi sn(ξi;mi), u = A +
N∑
i=1
Bi cn(ξi;mi), u = A +
N∑
i=1
Bi sn(ξi;mi)2, . . . (6.4d)
with A,Bi (i = 1,2, . . . ,N; N  2) are constants or functions with respect to independent variables of NLEEs,
ξi = ξi(x1, . . . , xN) (i = 1,2, . . . ,N) are different with each other, sn and cn are Jacobi elliptic sine and cosine
function, mi (i = 1,2, . . . ,N) are the module of Jacobi elliptic functions. If so, how does one obtain them?
In the next subsections, we will construct a class of multi-solitary wave solutions of Eq. (6.1) by means of several
direct methods, some of which do not have the form of Eqs. (6.4c), (6.4d).
6.1. Hirota bilinear method
In what follows, we will make use of Hirota’s bilinear method to study Eq. (6.1).
(i) The N -soliton solutions of Eq. (6.1).
In order to write Eq. (6.1) in the bilinear form we introduce dependent variables by{
u = 2(logf )xy,
v = 2(logf )xx, (6.5)
where f is a differentiable functions with respect to (x, y, t) and then substitute Eq. (6.5) into Eq. (6.1) to obtain
Dy
(
Dt +D3x
)
f · f = 0, (6.6)
where the D operator [7] is defined by
DnxD
m
t g(x, t) · f (x, t) ≡
(
∂
∂x
− ∂
∂x′
)n(
∂
∂t
− ∂
∂t ′
)m
g(x, t)f (x′, t ′)
∣∣∣∣
x=x′, t=t ′
.
As in the standard perturbation approach, we expand f as a power series in a small parameter 
f = 1 + f1 + 2f2 + 3f3 + · · · . (6.7)
Substituting Eq. (6.7) into Eq. (6.6) and collecting terms with the same powers of , a class of differential equations
is obtained
: f1yt − f1xxxy = 0, (6.8)
2: 2f2yt − 2f2xxxy = −Dy
(
Dt + D3x
)
f1 · f1, (6.9)
3: f3yt − f3xxxy = −Dy
(
Dt +D3x
)
f1 · f2, . . . . (6.10)
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f1 = exp(η1), η1 = P1x +Q1y + R1t + η01, R1 + P 31 = 0; f2 = f3 = · · · = 0. (6.11)
If taking  = 1, then the one soliton solution of Eq. (6.1) is obtained from Eqs. (6.5), (6.7) and (6.11):⎧⎨
⎩
u = 2log[1 + exp(P1x + Q1y − P 31 t + η01)]xy,
v = 2log[1 + exp(P1x +Q1y − P 31 t + η01)]xx. (6.12)
Because Eq. (6.8) is a linear partial differential equation, it satisfies superposition principle, so we can choose the
solution of Eq. (6.8) to be
f1 = exp(η1) + exp(η2), ηi = Pix +Qiy − P 3i t + η0i , i = 1,2, (6.13)
substituting Eq. (6.13) into Eq. (6.9) yields
2f2yt − 2f2xxxy = −2(Q1 −Q2)
[
(R1 −R2) + (P1 − P2)3
]
exp(η1 + η2),
which possesses a special solution as follows
f2 = a12 exp(η1 + η2) = exp(η1 + η2 + A12), a12 = exp(A12) = (Q2 −Q1)(P2 − P1)
(Q2 +Q1)(P2 + P1) . (6.14)
Substituting Eqs. (6.13) and (6.14) into Eq. (6.10) yields
f3yt − f3xxxy = 0,
which has a very special solution f3 = 0. So we can let f3 = f4 = · · · = 0 and  = 1, from this we can get
f = 1 + exp(η1) + exp(η2) + a12 exp(η1 + η2) = 1 + exp(η1) + exp(η2) + exp(η1 + η2 +A12)
and the double soliton solution of Eq. (6.1) is derived as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u = 2 ∂
2
∂x∂y
log
[
1 + exp(η1) + exp(η2) + exp(η1 + η2 + A12)
]
,
v = 2 ∂
2
∂x∂x
log
[
1 + exp(η1) + exp(η2) + exp(η1 + η2 +A12)
]
.
(6.15)
We can also choose the solution of Eq. (6.8) to be
f1 = exp(η1) + exp(η2) + · · · + exp(ηN), (6.16)
with ηj = Pjx + Qjy − P 3j t + η0j , j = 1,2, . . . ,N.
By the same procedure as above, we can derive the N -soliton solution of Eq. (6.1) by tedious calculations
f =
∑
μ=0,1
exp
(
N∑
j=1
μjηj +
N∑
1jl
μjμlAjl
)
, (6.17)
where the sum over μ = 0,1 refers to each of the μj (j = 1,2, . . . ,N) and exp(Ajl) satisfies
exp(Ajl) = (Ql − Qj)(Pl − Pj )
(Ql + Qj)(Pl + Pj ) .
Therefore, the N -soliton solution of Eq. (6.1) is obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u = 2 ∂
2
∂x∂y
log
[ ∑
μ=0,1
exp
(
N∑
j=1
μjηj +
N∑
1jl
μjμlAjl
)]
,
v = 2 ∂
2
∂x∂x
log
[ ∑
μ=0,1
exp
(
N∑
j=1
μjηj +
N∑
1jl
μjμlAjl
)]
.
(6.18)
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In the following, we first give the bilinear Bäcklund transformation (BBT) of bilinear equation (6.6) and then derive
the Lax pair of Eq. (6.1).
Proposition 4. A bilinear Bäcklund transformation for bilinear equation (6.6) is{(
Dt +D3x
)
g · f = 3λgf,
Dxyg · f −μDxg · f = 0, (6.19)
where λ and μ are arbitrary parameters.
Proof. Let f and g be two solutions of Eq. (6.6) such that
P ≡ [Dy(Dt +D3x)g · g]f 2 − g2[Dy(Dt +D3x)f · f ]= 0. (6.20)
Analogous to the proof in [22], by using of Eqs. (A.4)–(A.5) in Appendix A, we have
P ≡ 2Dy
(
Dtg · f +D3xg · f
)
gf + 6Dx(Dxg · f ) · (Dxyg · f ).
We can introduce two new arbitrary parameters λ and μ into the above equation to derive
P ≡ 2Dy
(
Dtg · f +D3xg · f − 3λgf
)
gf + 6Dx(Dxg · f ) · (Dxyg · f −μDxg · f ). (6.21)
It is possible to write P in the above form because the coefficients of λ and μ are both equal to zero:
λ: −6Dy(gf ) · (gf ) = 0, μ: −6Dx(Dxg · f ) · (Dxg · f ) = 0.
Thus, the bilinear Bäcklund transformation of bilinear equation (6.6) is given by Eq. (6.19), which satisfies the
condition P = 0. 
We remark that the application of BBT (6.19) can recover the N -soliton (6.18) of Eq. (6.1) when λ = 0. Now we
eliminate f,g from BBT (6.15) to obtain the linear system, i.e., Lax pair of Eq. (6.1). To do this, we introduce the
rational dependent variable transformation as follows⎧⎪⎪⎨
⎪⎪⎩
φ = g
f
,
u = 2(logf )xy,
v = 2(logf )xx,
(6.22)
then make use of the rational transformation formulae (A.6) in Appendix A, BBT (6.19) is equivalent to linear system{
φxy + uφ −μφx = 0,
φt + φxxx + 3vφx − 3λφ = 0, (6.23)
which is the Lax pair of Eq. (6.1) and when λ = μ = 0, Eq. (6.23) is reduced to the weak Lax pair in [25].
6.2. Painlevé truncation and separation of variables method
The Painlevé truncation [8] is a well-known and effective method to test the integrability and obtain exact solutions
of NLEEs. In this subsection, using Painlevé truncation, separation of variables transformation of Eq. (6.1) are derived,
then a class of novel separated multi-solitary wave solutions of Eq. (6.1) are derived.
The application of the Painlevé analysis to NLEE, for example Eq. (6.1), consists of looking for the general solu-
tions of the system in the form
u(x, y, t) = φp
∞∑
uj (x, y, t)φ
j , v(x, y, t) = φq
∞∑
vj (x, y, t)φ
j , (6.24)
j=1 j=1
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characteristic (φxφyφt = 0) singular manifold, and uj (x, y, t), vj (x, y, t) are determined by substituting Eq. (6.24)
into the original equation. Now we consider the truncated expansion for u and v of Eq. (6.1) (for this system p = −2,
q = −2) at the constant level in φ:
u(x, y, t) = u2(x, y, t)
φ2
+ u1(x, y, t)
φ
+ u0(x, y, t),
v(x, y, t) = v2(x, y, t)
φ2
+ v1(x, y, t)
φ
+ v0(x, y, t). (6.25)
Substituting Eq. (6.25) into Eq. (6.1) yields a nonlinear PDE with respect to 1
φj
(j = 0,1,2, . . .). Vanishing the
coefficients of 1
φj
(j = 0,1,2, . . .), an over-determined system of NLEEs is obtained. Usually, it is very difficult to
solve this over-determined system. So we separate φ by φ = f + g with f = f (x, t), g = g(y, t) to simplify the
system, from which we get
u1(x, y, t) = 0, u2(x, y, t) = −2fxgy, v1(x, y, t) = 2fx,x, v2(x, y, t) = −2f 2x .
Furthermore, in order to get nontrivial separation of variables solution of the over-determined system of NPDE and
Eq. (6.1), we should let u0(x, y, t) = 0, which lead to
c0 = −ft + gt + fx,x,x3fx , gt,y = 0.
Thus, g is further separated into g = g1(y) + g2(t) + c with c be an arbitrary constant and g1(y), g2(t) are arbitrary
functions of y and t , respectively. Therefore, we obtain a general separation of variables solution of Eq. (6.1) as
follows
u = − 2fxgy
(f + g)2 , v = −
ft + gt + fx,x,x
3fx
+ 2fx,x
f + g −
2fx2
(f + g)2 , (6.26)
where f = f (x, t) is an arbitrary function of x, t and g = g1(y) + g2(t) + c.
Because g1(y), g2(t) and f = f (x, t) are arbitrary functions of y, t and x, t , respectively, we can restrict these
functions to be special form to obtain special multi-solitary wave solutions of Eq. (6.1). For instance, if we choose
that
f = A +
N∑
i=1
Bi exp
(
αi(t)x + βi(t)
)
, g = C +
L∑
j=1
Dj exp(Ωjy + ωj ) +
M∑
k=1
Ek exp(Θkt + θk),
or
f = A +
N∑
i=1
Bi tanh
(
αi(t)x + βi(t)
)
, g = C +
L∑
j=1
Dj tanh(Ωjy +ωj ) +
M∑
k=1
Ek tanh(Θkt + θk),
where A, Bi , C, Dj , Ek , Ωj , ωj , Θk , θk are arbitrary constants, L, M , N are arbitrary positive integers and α(t), β(t)
are arbitrary functions of t , then we can obtain multiple dromion solutions and multiple soliton solutions of Eq. (6.1).
We can also take the restriction as follows
f = A +
N∑
i=1
Bi sn
[
tanh(αix + βit);mi
]
,
g = C +
L∑
j=1
Dj sn
[
tanh(Ωjy +ωj );nj
]+ M∑
k=1
Ek sn
[
tanh(Θkt + θk); lk
]
or
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N∑
i=1
Bi cn
[
tanh(αix + βit);mi
]
,
g = C +
L∑
j=1
Dj cn
[
tanh(Ωjy +ωj );nj
]+ M∑
k=1
Ek cn
[
tanh(Θkt + θk), lk
]
where mi , nj , lk are the modules of Jacobi elliptic function which are between 0 and 1, A, Bi , C, Dj , Ek , Ωj , ωj , Θk ,
θk , α, β are arbitrary constants, L,M,N are arbitrary positive integers then we can obtain another type of multiple
dromion solutions and multiple solitoff solutions of Eq. (6.1).
6.3. Multi-auxiliary equations expansion method
In this subsection, by using of the multi-auxiliary equations expansion method described in Section 4 several novel
multi-solitary wave-like solutions of Eq. (6.1) are constructed. In the following, we only give the final results.⎧⎪⎨
⎪⎩
u1 = f2(y) sn2(ξ1, k) − f2(y)α
2
2
α21
sn2(ξ2, k),
v1 = f1(t) − 2α21k2 sn2(ξ1, k) − 2α22k2 sn2(ξ2, k),
(6.27)
where ξ1 and ξ2 satisfy⎧⎪⎪⎨
⎪⎪⎩
ξ1 = α1x −
∫
f2(y)
2α1k2
dy + 3α1
∫
f1(t) dt − 4α31
(
1 + k2)t +C1,
ξ2 = α2x +
∫
f2(y)α2
2α21k2
dy + 3α2
∫
f1(t) dt − 4α32
(
1 + k2)t + C2, (6.28)
⎧⎪⎨
⎪⎩
u2 = f2(y) tanh2(ξ1) − f2(y)α
2
2
α21
tanh2(ξ2),
v2 = f1(t) − 2α21 tanh2(ξ1) − 2α22 tanh2(ξ2),
(6.29)
with ξ1 and ξ2 satisfying⎧⎪⎪⎨
⎪⎪⎩
ξ1 = α1x −
∫
f2(y)
2α1
dy + 3α1
∫
f1(t) dt − 8α31 t +C1,
ξ2 = α2x +
∫
f2(y)α2
2α12
dy + 3α2
∫
f1(t) dt − 8α32 t +C2,
(6.30)
where k is the module of Jacobi elliptic functions, C1, C2 are arbitrary constants and f1, f2 are arbitrary functions
about t and y, respectively. These solutions have the form like Eqs. (6.4c)–(6.4d), so we have answered the question
mentioned before Section 6.1.
We conclude this section by that we have constructed three types of multi-solitary wave solutions of the 2D ANNV
equation, i.e., Eqs. (6.18), (6.26), (6.27) and (6.29) by three methods. It is always assumed that these solutions are
not just only the extension from the mathematical meaning, but in the hope that they will lead to a deeper and more
comprehensive understanding of the combined structures resulted from the nonlinearity of NLEEs.
7. Conclusions
In summary, based on the extended factorization technique, direct integral method and Painlevé truncation ap-
proach, we have presented a discrimination algorithm of the form of traveling wave solutions of a large class of
NLEEs. According to this algorithm one can discriminate and derive single travelling wave solutions for such equa-
tions. Using the extended factorization technique, we have obtained a class of novel special solutions, general form
solutions and parametric form solutions of several of them. Because we have introduced the factorization technique,
we can solve those NLEEs which cannot be dealt with by Liu’s algorithm. We have proposed an effective direct method
called multi-auxiliary equations expansion method to construct multi-solitary wave solutions of NLEEs. Finally, we
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of the Nizhnik–Novikov–Veselov equation. One is the famous Hirota bilinear method due to Hirota which has turned
our to be a powerful method for constructing N -soliton solutions, the second is the separation of variables method
based on Painlevé truncation and the third is the multi-auxiliary equations expansion method.
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Appendix A. Hirota bilinear operator identities
The following bilinear operator identities hold for arbitrary functions a and b:
Dmt D
n
xa · 1 = ∂mt ∂nx a, (A.1)
Dnxb · a = (−1)nDnxa · b, (A.2)
Dmt D
n
xa · b = DnxDmt a · b = Dn−1x Dmt Dxa · b, (A.3)
(DyDtb · b)aa − bb(DyDta · a) = 2Dy(Dtb · a) · ba, (A.4)(
DyD
3
xb · b
)
aa − bb(DyD3xa · a)= 2Dy(D3xb · a) · ba + 6Dx(Dxb · a) · (Dxyb · a). (A.5)
The following rational transformation formulae hold⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(Dtg · f )/f 2 = φt ,
(Dxg · f )/f 2 = φx,
(Dxyg · f )/f 2 = φxy + uφ,(
D3xg · f
)
/f 2 = φxxx + 3vφx.
(A.6)
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