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Grain-boundary migration controls grain growth and is important in materials 
processing and synthesis. When a grain boundary ends at a free surface, a groove will 
develop at the tip to reduce the combined surface and grain-boundary energies. This 
groove may hinder the grain boundary movement and its effect needs to be understood. 
Previous studies have solved the groove profile for stationary or migrating grain 
boundaries by assuming small groove slopes with isotropic surface free energy. This 
work extends the analysis to finite slopes with isotropic or anisotropic surface free energy. 
We first study migrating grain-boundary grooves with isotropic surface energy 
and finite slopes. The groove translates by surface diffusion and the quasi-steady profiles 
are computed by shooting methods. It is found that the groove turns the grain boundary 
(by angle θ) away from being perpendicular to the free surface. We include the tilting 
effect into the "quarter-loop" and Sun-Bauer methods of measuring grain-boundary 
mobility and obtain better agreement with the measured grain-boundary profiles.  
We next study the effect of strong surface energy anisotropy on the migrating 
grooves. A newly developed delta-function facet model is used to prescribe the surface 
energy. We find that most bicrystals show faceted grooves. However, a few anisotropic 
bicrystals can form smooth grooves. We also show that a migrating groove profile 
measured on a polycrystalline alumina surface can be well fitted by our model. 
In the fourth chapter, we consider a vertical grain boundary that ends at a 
horizontal free surface. The anisotropic surface energy is asymmetric about the grain 
boundary. We show that the asymmetric groove grows with time t as t1/4. We solve the 
self-similar groove profile numerically by shooting methods. We find that the asymmetric 
 v
surface energy tilts the grain-boundary tip sideways, which induces migration of the grain 
boundary. This asymmetry induced migration is revealed for the first time. Anisotropic 
groove profiles measured in SrTiO3 and Ni are fitted by our model and the profiles agree 
well. 
 Finally, we study the Rayleigh instability of Lennard-Jones nanometer scale 
liquid threads by the classical molecular dynamics. We show that Rayleigh’s stability 





























CHAPTER 1.  INTRODUCTION 
 
Metals and most other solid materials appear commonly in polycrystalline form, 
which means that they consist of many small, single-crystalline grains. Grain boundaries 
are internal interfaces between perfect crystalline regions (grains). They control a number 
of important macroscopic properties of materials: mechanical, electrical, doping, 
microstructural, and diffusion transport, to name a few. This grainy structure is 
manipulated in process technology, e.g., by heat and stress treatments. At the intersection 
of a stationary grain boundary and the surface of a polycrystalline material a groove will 
develop to reduce the combined surface and the grain boundary energies. Grain-boundary 
grooving can occur via several mass transport mechanisms, such as surface diffusion, 
volume diffusion, and evaporation and condensation. Surface diffusion dominates for 
temperatures far below the melting temperature, and for grooves less than 10 micron in 
size [1 - 3]. Thus, this work focuses on grooving by surface diffusion. Although there 
have been considerable efforts expended on trying to understand and predict the 
electronic and physical properties of grain boundary [4 - 23], there are still some aspects 
of grain boundary need to be addressed.  
The mobility of grain boundaries is usually measured by the “quarter-loop” and 
Sun-Bauer methods. In these methods, a grain boundary migrates and its tip position 
along a free surface is recorded to infer the mobility. At the tip, a groove develops to 
reduce the combined surface energy. We find that the groove turns the grain boundary by 
angle θ away from being perpendicular to the free surface. We add this tilting effect into 
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both measurement methods by solving the migrating grain-boundary profiles for arbitrary 
angle θ, which is presented in Chapter 2. 
Previous models of migrating grain-boundary grooves have never considered 
surface energy anisotropy even though most materials are anisotropic to certain degrees. 
In this work, we include surface energy anisotropy into the migrating-groove problem. 
Here, we show that when the surface energy is anisotropic, the inclination angle θ 
depends strongly on the crystallographic orientations of the bicrysyal. Furthermore, we 
show that a migrating groove with strongly anisotropic surface energy can still be smooth 
if the groove surface does not contain a facet orientation. The anisotropic groove has the 
same shape as the corresponding isotropic groove except that the size is reduced by a 
factor that depends on the degree of anisotropy. The detailed study can be found in 
Chapter 3. 
For initially vertical grain boundaries, by assuming the crystallographic 
orientations of the bicrystal are symmetric about the grain boundary, Xin and Wong 
found that the surface current is zero at the groove root, and the grain boundary does not 
migrate [24]. In Chapter 4, we consider asymmetric surface energies and find that the 
surface current across the grain boundary at the groove root is not always zero. The 
difference in the surface energies will push the matter from one crystal to another. As a 
result, one crystal is growing, while the other one is shrinking. This is a new mass 
transport mechanism that is driven by asymmetric anisotropic surface energies. If a 
straight grain boundary is perpendicular to the free surface, then a groove forms at the tip, 
but the grain boundary does not migrate. This conclusion holds for symmetric surface 
energies studied in the literature. However, when the surface energy is asymmetric, we 
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find that the groove will turn the grain-boundary tip away from the normal direction to 
satisfy a force balance at the groove root. This turning of the grain-boundary tip forces 
the grain boundary to migrate. Traditionally, only inclined grain boundaries can migrate 
[10, 11, 13, 73]. Here, we show for the first time a mechanism that drives normal grain 
boundaries. 
Nanowires with radius down to nanometer scale have been studied by scanning 
tunneling microscopy and by high resolution electron microscope. Their mechanical, 
thermal, optical and electrical properties have been extensively investigated due to 
interests in low dimensional physics and application in nano-technology. Our interest in 
nanowires lies in their stability, which are studied by a classical molecular dynamics 

























CHAPTER 2. A MODEL OF MIGRATING GRAIN-BOUNDARY GROOVES 
WITH APPLICATION TO TWO MOBILITY-MEASUREMENT METHODS 
 
2.1. Introduction 
Processing or synthesis of polycrystalline solids at high temperature invariably 
involves grain growth. This may be desirable, as in the manufacturing of single-crystal 
turbine blades [25], or undesirable, as in the formation of nanocrystalline materials [26 - 
29]. Grain growth is driven by reduction in grain-boundary surface energy, and is 
achieved by consuming neighboring grains. As a grain grows, atoms just outside the 
boundary change the lattice arrangement form that of the neighboring shrinking grain to 
the growing grain. As a result, the grain boundary moves or migrates. Grain boundary 
migration obeys [30 - 32] 
un = Aκb    .         (2.1.1) 
Here,  is the migration velocity normal to the grain boundary, κ b is the mean 
curvature of the grain boundary, and 
un
A = mbγb  is the reduced mobility (m  is the grain-
boundary mobility and 
b
γ b  is the grain-boundary surface energy). 
Two commonly used methods for measuring grain-boundary mobility are the 
"quarter-loop" method [33, 34] and Sun-Bauer or the "reverse-capillary" method [33, 35-
39]. In the "quarter-loop" method, a grain boundary parallel to a free surface turns 
towards and ends at the free surface (Fig. 2.1(a)). Upon heating at a temperature of 
interest, the grain boundary migrates to reduce the grain boundary surface energy. Since 
the driving force is constant, the grain boundary soon reaches a constant speed. By 
measuring the speed and the grain boundary profile, the reduced mobility can be inferred 
by comparison with a model. The commonly used model, however, neglects grain 
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boundary grooving. As a result, the inclination angle θ  shown in Fig. 2.1(a) cannot be 
predicted and must be measured. This work includes grain-boundary grooving and is able 
to predict θ  as a function of the dihedral angle. 
In the Sun-Bauer or "reverse-capillary" method [33, 35 – 39], an initially straight, 
inclined grain boundary intercepts a horizontal free surface (Fig. 2.1(b)). Under heat 
treatment, the grain boundary migrates and the tip position is recorded as a function of 
time. Comparison with Sun and Bauer's model yields the grain boundary mobility. 
However, their model neglects grain-boundary grooving. As a result, their predicted 
grain-boundary profile ends perpendicularly at the free surface, in disagreement with 
most experimental observations [36, 39]. Zhang and Wong [40, 41] studied the coupled 
grooving and migration for this system (Fig. 2.1(b)).  The initial inclination angle β  is 
assumed small. They found that the grain boundary evolves along two different paths 
depending on whether the initial inclination angle β  is greater or less than a critical angle 
θ. If β < , the grain-boundary tip moves continuously away from the initial position, but 
the grain boundary tries to approach the initially straight, inclined shape. If β > , the 
grain boundary ultimately becomes inclined with angle 
θ
θ
θ  at the tip (Fig. 2.1(b)), and the 
migration obeys a similarity law. Although the grain-boundary tip decelerates in time, the 
groove can be treated at each instant as moving at constant speed because the groove is 
small and adjust quickly. The quasi-steady groove profile determines the critical angle θ.  
The second case of β >  is the situation commonly encountered in the Sun-Bauer 
method. Thus, when grooving is included, the grain boundary tip is not perpendicular to 
















































Figure 2.1. (a) A bicrystal used in the “quarter-loop” method. The grain boundary
migrates with constant speed to the left and with inclination angle θ  at the tip. Far
from the tip, the grain boundary is parallel to the free surface separated by a distance
H. Cartesian coordinates (x, y) move with the grain-boundary tip. (b) A bicrystal
used in the Sun-Baurer or "reverse capillary" method. The grain boundary is straight
initially with inclination angle β . After annealing, the grain boundary migrates to
the left with inclination angle θ at the tip. Cartesian coordinates (y, z) have their







by solving the quasi-steady groove profile.  
We study the following problem. A grain boundary migrates at constant speed 
and forms a groove at a free surface by surface diffusion, as shown in Fig. 2.2(a). The 
governing equations are in Section 2.2. The only input parameter is the supplementary 
dihedral angle σ (π - σ is the dihedral angle). The equations are made dimensionless in 
Section 3.We solve the groove profile numerically in Section 2.4 for 0 . We 
also derive an asymptotic solution in the limit 
≤ σ ≤ 180o
σ → 0 , and carry the expansion to σ5  in 
Section 2.5. The leading-order solution agrees with Mullins [42]. The higher-order 
asymptotic solution agrees with the numerical results not only for small σ, but even for σ 
close to 180o. The grooving solution gives the inclination angle θ as a function of σ (Fig. 
2.2). This angle is then applied to the "quarter-loop" method in Section 2.6 and the Sun-
Bauer method in Section 2.7. We discuss the implications in Section 2.8, and conclude 
this work in Section 2.9. 
2.2. Formulation 
Consider an inclined grain boundary that terminates at a horizontal free surface. 
The grain boundary makes an angle θ with the vertical axis and moves with constant 
velocity V to the left, as shown in Fig. 2.2(a). A groove forms at the grain-boundary tip, 
which evolves by capillarity-driven surface diffusion and obeys the following equation 
[1]: 
un = B∇s
2κ ,         (2.2.1) 
where u  is the normal surface velocity, n ∇s  is the surface gradient operator, κ  is the 
surface curvature, and B = DsγυΩ
2 kT (D  is the surface diffusion coefficient, s γ  is the 
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surface energy per unit area which is taken as isotropic, υ  is the number of diffusing 
atoms per unit area, Ω  is the atomic volume, and kT is the thermal energy). This 
equation is derived assuming that a surface gradient in the chemical potential drives a 
surface flux. Since the chemical potential varies linearly with the curvature of the groove 
surface, a local mass balance yields (2.2.1). 
⋅∂r ∂t
The groove surface is located by Cartesian coordinates (z, y), with z along the 
horizontal free surface and y pointing upward, as shown in Fig. 2.1(b). The surface 
normal makes an angle φ  with the y-axis (Fig. 2.2(a)). The surface coordinates (z, y) and 
angle φ  are functions of time t and arc length s, and are related by geometry: 
∂z
∂s
= cosφ           (2.2.2) 
∂y
∂s
= sinφ  .        (2.2.3) 
If  r = z i + yj  is the position vector of a surface point, then ∂r ∂t  is the surface 
velocity at constant arc length. Given the normal vector n = −i sin φ( )+ j cos φ( ), we 
can calculate un = n  and κ = ∇s ⋅n . Equation (2.2.1) then becomes [3] 







 .     (2.2.4) 
This equation governs the evolving groove profile in the laboratory frame. 
Because the grain boundary migrates at a constant speed, it is more convenient to 
work in a moving frame. Define a coordinate x that moves with the groove (Fig. 2.1(a)), 








































Figure 2.2. (a) A sketch of a grain-boundary groove migrating to the left with
constant velocity V . The grain boundary is inclined towards the migrating direction
with inclination angle θ. Cartesian coordinates (x, y) move with the groove. Arc-
length s along the free surface starts at the groove root where x = 0 . The surface unit
normal n makes an angle φ  with the y-axis.  At the groove root, φ = α+  for the right
groove surface and φ =  for the left. (b) Enlarged view of the groove root. The








In this moving frame, (2.2.4) becomes  













.    (2.2.6)
 
When the motion is steady in the moving frame, the above equation reduces to 
V sin φ = −B ∂
3φ
∂s3  
.                (2.2.7a) 
There are three dependent variables: φ , x, and y, and they are functions of s. Since the 
groove profile on the right side of the groove root is different from that on the left, each 
dependent variable is separated into two branches: right (+) and left (-). 
Boundary conditions at the groove root s = 0  are 
x+ = x− = 0               (2.2.7b, c) 
y+ = y− = y0               (2.2.7d, e) 














           (2.2.7j, k) 
where y  is the depth of the groove root, 0 α+  and α−  are the angles formed by the right 
and left surfaces with the x-axis, c  is the surface curvature, and m  is the mass flux. 
Equations (2.2.7b, c, d, e) specify continuity of the surface profile. Equations (2.2.7h, i) 
state that the surface curvature is continuous across the groove root to avoid a jump in the 
chemical potential. Equations (2.2.7j, k) impose conservation of mass at the groove root. 
0 0
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Thermal grooving and grain boundary migration are coupled at the groove root by 
a local force balance. Fig. 2.2(b) graphs an enlarged view of the groove root. The groove 
surface tensions and the grain boundary tension are balanced in an infinitestimal region 






 ,        (2.2.8) 
where γ b  and γ s  are the surface energy of the grain boundary and the groove surface, 
respectively. Thus, σ  is a material constant ( π − σ  is the dihedral angle, and σ  is 
therefore the supplementary dihedral angle).  Fig. 2.2(b) also shows the slopes of the 








+ θ  .               (2.2.9b) 
These equations give  




α− − α+( ) .            (2.2.10b) 
The supplementary dihedral angle σ is the only parameter in the grooving 
problem. The aim of this work is to find θ = θ σ( ), which serves as a boundary condition 
in the migration problems. 
2.3. Nondimensionalization 
The variables are nondimensionalized by (B/V)1/3, which is the only length scale 
in the problem:  
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S = s
B V( )1 3          (2.3.1) 
X = x
B V( )1 3          (2.3.2) 
Y = y
B V( )1 3  .        (2.3.3) 





              (2.3.4a) 
dX
dS





.                (2.3.4c) 
The boundary conditions are also made dimensionless. At S = 0 , 
X+ = X− = 0                  (2.3.4d) 
Y+ = Y− = Y0                  (2.3.4e) 
φ+ = α+                 (2.3.4f) 












= M0  
 
             (2.3.4i) 
σ = α+ + α−  ,               (2.3.4j) 
where Y0 = y0 B V( )
1 3 , C0 = c0 B V( )
1 3 , and M0 = m0 B V( )
2 3 . As S → ∞, 
                 (2.3.4k) 0→φ±
                (2.3.4l) 0Y →±
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The above equations show that the dimensionless groove profiles depend only on the 
supplementary dihedral angle σ . Grooves with different materials B/V have the same 
dimensionless shape since B/V is scaled out of the problem. 





dY φ−=         (2.3.4m) 
Where the boundary condition at infinity has been imposed. Thus, the profile height is 
equal to the negative mass flux. Once φ is determined, Y is found by differentiation. 
Particularly, at S = 0, Y0 = -M0. 
2.4. Numerical Method and Results 
Equation (2.3.5) is solved by a fourth order Runge-Kutta method. The dependent 
variables φ , X, and Y are functions of S, and are determined separately for the right side 
( ) and the left side (S ). The right-side solution is found by shooting form 
infinity. As S , 
S ≥ 0 ≤ 0
→ ∞
φ → e−S − 1
156
e −3S          (2.4.1) 
X → S          (2.4.2) 
To start the integration, S  is assigned a value (say 10). The integration proceeds in the 
direction of decreasing S until φ  reaches a predetermined value of α+ (say α+ = 35
o). The 
integration is stopped and S, dφ/dS, d2φ/dS2, X and Y are found by interpolation. The 
values of S  and X are used to shift the termination point to the origin. The values of 
dφ/dS and d2φ/dS2 are needed to start the integration for the left side. The left side is 
integrated from the origin to negative infinity. The left-side contact angle α  is varied −
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until the angle φ  tends to zero at negative infinity (say -15).  Typical plots of φ S( )  and 
Y X( )  are shown in Fig. 2.3. The data are obtained with α+ = 35o . This is the only input 
parameter. Once α  is specified, the numerical scheme yields the groove profile on the 
right side (Fig. 2.3(a)). The values of d
+
φ dS  and d2φ dS2  at the groove root are used 
to calculate the left profile (Fig. 2.3(b)), which yields α− = 76.2
o . This gives 
. σ = α+ + α− = 111.2
o
1
The inclination angle θ  of the grain boundary is needed in the two mobility-
measurement methods, and is plotted over the complete range of σ  in Fig. 2.4(a). 
Although α  is the only input parameter in the numerical scheme, we use σ =+ α+ + α−  
as the independent variable in Fig. 2.4(a) because it is a material constant. The inclination 
angle θ = (α- - α+)/2 is calculated and plotted in Fig 2.4(a). The angles α  and α+ −  are 
also plotted as functions of σ  in Fig. 2.4(a). 
The dimensionless groove depth Y , curvature C , and mass flux M  are plotted 
as functions of σ in Fig. 2.4(b). As σ increases, the groove becomes deeper and its 
surface more curved, and more mass passes through the groove root from left to right per 
unit time. 
0 0 0
2.5. Small-Slope Analytic Solution 
In the limit the supplementary dihedral angle σ → 0 , the groove root angle φ  can 
be expended in a series of σ : 
  φ = σφ        (2.5.1) + σ
3φ2 + σ
5φ3 +L
When this series is substituted into (2.3.5), a system of equations and boundary 















σ3 +1.1935 ×10−4σ5      (2.5.3) 
 Y 0 = − 
1 
3 
σ + 94 
22113 







σ3 + 9.9989 ×10−5 σ5      (2.5.5) 







σ3 +1.1935 ×10−4 σ5  .    (2.5.6) 
These results are plotted in Fig. 2.4. They agree well with the numerical predictions even 
at σ close to 180o. 
2.6. Application to the “Quarter-Loop” Method 
The "quarter-loop" method uses a bicrystal with the grain boundary that ends at a 
free surface, and far away from the end the grain boundary becomes parallel to the free 
surface, as shown in Fig. 2.1(a). The curved part of the grain boundary migrates with 
constant velocity V. If the grain boundary profile in the moving frame is described by 
y = y x( ), then the normal velocity is 





















 .       (2.6.1) 
























⎥ .                         (2.6.2a) 
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Figure 2.3. Normalized groove profile Y = Y(X) and normal angle φ = φ S( )  for the
right side (a) and the left side (b). Calculation on the right side stops at φ = .
The left side starts at φ =
α+ = 35
o
−α − = −76.2
o , yielding σ = α+ + α− = 111.2
o . The
asymptotic solutions in the limit σ → 0  (Appendix A) agree well with the numerical
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Figure 2.4. (a) Groove surface angles α+ and α- and grain boundary inclination angle θ
(Fig. 2(a)) as functions of the supplementary dihedral angle σ . The asymptotic solutions 
in (2.5.2), (2.5.3) and (2.5.6) obtained in the limit σ → 0 agree well with the numerical 
predictions, even at σ close to 180o. (b) Normalized surface depth Y0, curvature C0, and 
mass flux M0 at the groove root as functions of the supplementary dihedral angle σ . The 
asymptotic solutions in (2.5.4) and (2.5.5) are obtained in the limit σ → 0 . 
 
 17
y = y0                           (2.6.2b) 
∂y
∂x
= cot θ,                           (2.6.2c) 
where y  is the groove depth and 0 θ  is the grain boundary inclination angle shown in Fig. 
1(a). Both y  and  are functions of σ, as determined by the grooving solution in 
Sections 2.4 and 2.5. As x , 
0 θ
→ −∞
y → −H  ,              (2.6.2d) 
which is the distance between the grain boundary and the free surface far from the tip 
(Fig. 2.1(a)). 





2 y0 +H( )
π − 2θ
cos−1 cosθ( )exp π − 2θ















⎥   (2.6.3) 
A =
2V H + y0( )
π − 2θ
.         (2.6.4)  
Section 2.3 gives y0 = Y0 B V( )
1 3 . Thus, once V and H are measured in an experiment, 
the reduced mobility A follows from (2.6.4). If y0 = 0, then (2.6.3) and (2.6.4) simplify to 
the solution of Verhasselt et al. [34]. If, in addition, θ = 0 in (2.6.3) and (2.6.4), then we 
recover the solution of Mullins [1]. 
For illustrative purposes, we calculate the reduced mobility A for Fe-3.5%Si. The 
37.6o [100] tilt grain boundary of this material has been studied by the "quarter-loop" 
method [33]. The experiment used a bicrystal with H = 60 µm and found V = 0.305 µm/s 
at 1150 K. However, the reduced mobility was calculated by A = HV =2.1× 10-11m2/s. 
We propose to calculate A by (2.6.3), which needs y0 (= Y0B1/3/V1/3) and θ. Section 2.5 
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shows that Y0 and θ are functions of σ = 2sin
-1(γb/2γs). At 1150 K, γb = 0.633J/m2 and γs 
= 2.55J/m2 [42], which yields σ = 14.2o = 0.248. Thus, (2.5.4) gives Y0 = -0.0827, and 
(2.5.6) finds θ = 2.31o = 0.0403. Based on the data [43] for Ds, Ω, and υ(= Ω-2/3), we 
obtain B = 8.5 × 10-29 m4/sec. ×. Thus, y0 = -5.4  10-9 m.. The reduced mobility is found 
from (2.6.4) as A =  1.38x10-11m2/s.  
In the above example and in other “quarter-loop” experiments [33, 34], the 
predicted groove depth y0 is usually small (≈ 10nm). Thus, y0 in (2.6.3) and (2.6.4) is 
negligible compared with H (≈ 100µm). However, molecular dynamic simulations have 
been applied recently to study grain-boundary mobility using the “half-loop” 
configuration [43]. If an atomistic simulation is performed on a “quarter-loop” system, 
then y0 may become comparable with H. therefore, the complete forms of (2.6.3) and 
(2.6.4) are listed for future reference. 
2.7. Application to Sun-Bauer or the “Reverse-Capillary” Method 
























  .      (2.7.1a) 
At time t , the grain boundary is a straight line (Fig. 2.1(b)). At the groove root z = z= 0 0, 
y = 0          (2.7.1b) 
∂y
∂z
= cot θ.        (2.7.1c) 
As z ,  → −∞
∂y
∂z
→ cot β   .        (2.7.1d) 
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The effect of grooving enters (2. 7.1) through the boundary conditions at the groove root. 
The inclination angle θ in (2.7.1c) is specified by the grooving problem. However, the 
groove depth in (2.7.1b) is taken as negligible. This follows from the analysis of Zhang 
and Wong [10, 11], which shows that the groove depth is much smaller than the length 
scale of the grain boundary in the experimentally observable time scale (late time in 
Regime II). Their analysis predicts that the groove depth increases with time as (B2t/A)1/6, 
whereas the grain boundary profile grows following (At)1/2. Thus, for t >> B/A2 (≈ 4 10-7 
s for the example in the Section 4.6). The groove depth can be neglected. The effect of 
grooving is felt only through the inclination angle θ. 
Since problem (2.7.1) contains neither a length nor a time scale, we seek a self-
similar solution. A set of self-similar variables is defined: 
Z = z
At( )1 2




  .                 (2.7.2b) 





























⎟ = 0  .              (2.7.3a) 
At ,  Z = Z0




= cot θ  .                  (2.7.3c) 
As Z ,  → −∞
dYm
dZ
→ cot β  .                  (2.7.3d) 
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Our solution of the grain-boundary motion differs from previous attempts [30, 35, 44] in 
that they used separation of variables in cylindrical coordinates, and that their solutions 
were derived only for θ = 0. We convert the partial differential equation into an ordinary 
differential equation by a self-similar transformation. Our model allows arbitrary 
inclination angle θ and therefore is more general. 
A fourth-order Runge-Kutta method is used to solve (2.7.3). Given a value of θ 
and Z0, we integrate (2.7.3a) until the slope dYm/dZ becomes stationary, which yields β. 
The grain-boundary profile is shown in Fig. 2.5 for β= 30o and θ = 0o, 10o and 20o. The 
displacement Z0 is needed for calculation of the reduced mobility and is plotted as a 
function of θ for various β in Fig. 2.6. (The tip inclination angle θ is determined as a 
function of σ, as shown in (2.5.6).) 
We also derive an asymptotic solution of (2.7.1) in the limit θ → 0 in Appendix B.  
The asymptotic grain-boundary profile is plotted in Fig. 2.5 for β= 30o and θ = 0o, 10o 




β − θ( ) + 2
3π3 2
β − θ( )2 β π + 6 − 6 3( )+ 2θ π + 3 3 − 9( )[ ] .   (2.7.4) 
This is also plotted in Fig. 2.6 and agrees with the numerical results when β is close to θ.  
The agreement validates both the numerical scheme and the asymptotic analysis. 












  .        (2.7.5)  
In an experiment, the displacement z0 of the grain-boundary tip is measured as a function 






































Figure 2.5 Self-similar grain-boundary profiles for β = 30o and θ = 0, 10, and
20o (See Fig. 2.1(b)). To conform to the traditional way of viewing grain
boundaries, -Y is plotted against –Z. the asymptotic solution holds in the limit β






















































Figure 2.6. Self-similar position of the grain boundary tip as a function of tip
inclination angle θ at the tip for different far field inclination angle β (Fig. 2.1(b)).
The angle β varies from 10o to 80o at an increment of 10o. The asymptotic solution






2.1(b)). The bicrystal system yields the dihedral angle, and therefore the supplementary 
dihedral angle σ. The angle θ then follows from either the numerical solution in Section 
2.4 or the analytic asymptotic solution in (2.5.6). Once β and θ are known, Z0 is found 
from Fig. 2.6, and the reduced mobility A from (2.7.5). 




0 = .         (2.7.6) 
Comparison with Sun and Bauer’s [36] equation (1.3) shows that ( )α= f2Z20 , which is 
the coefficient first computed by Sun and Bauer [35], and later used in many experiments 
to find A [37-40]. In Fig. 2.7, we plot 2Z20  versus π/2 - β (= α in their paper) for various 
θ. The data from the Sun-Bauer model [35] are also shown (part of the data is taken from 
Viswanathan and Bauer [37]). It can be seen that the two agree well for θ = 0, which 
again validate our numerical method. 
2.8. Discussion 
In the Sun-Bauer method, the grain-boundary tip migrates with decreasing 
velocity and with constant inclination angle θ (Fig. 2.1(b)). The value of θ comes from 
Section 2.2 but is derived for a grain-boundary migrating at constant speed. The 
application of this θ is shown by Zhang and Wong [10, 11], who studied the coupled 
grooving and migration of initially straight, slightly inclined grain boundaries. They 
found that, in the limit t → ∞, the groove profile can be treated as quasi-steady, i.e. the 







































Figure 2.7 Kinetic coefficient 2Z  (20 ( )α= f  in the Sun-Bauer model [11])
versus π/2 - β (= α in their paper). Part of the data for the Sun-Bauer model







groove. Thus, the groove profile at each instant in time obeys the equations in Section 2.2, 
and the grain-boundary profile follows the prediction in Section 2.7, and they are coupled 
by the inclination angle θ determined by the groove profile. Although Zhang and Wong 
solved the coupled motion for β << 1, their conclusion should also hold for finite β. Also 
their long-time limit is the proper time range observable in experiments. Hence, in the 
Sun-Bauer method, the inclination angle θ can be predicted by the quasi-steady groove 
profile. 
In our grooving model, the surface energy is assumed to be the same on both sides 
of the groove. If the surface energy is different, then the inclination angle θ will change. 
Let the surface energy γ+ on the right side be isotropic and exceed the isotropic surface 
energy γ- on the left by an infinitesimal amount γ+/γ- = δ << 1. if the groove slope is 






=θ .        (2.8.1) 
If δ ~ σ or δ >> σ, θ ~ 1 and the groove translates with order unity inclination 
angle. However, this large θ does not affect its application to the “quarter-loop” and Sun-
Bauer methods because both solutions hold for arbitrary θ. As example, two 
experimentally measured grain-boundary profiles with large θ are copied in Fig. 2.8 and 
compared in Fig. 2.9 with self-similar profiles computed using the method in Section 2.7.  
One experiment curve is taken from Fig. 2(b) in Sun and Bauer’s article [36] which 
studies grain boundaries in NaCl bicrystals. The original size of the curve is calculated 



















































































Figure 2.9 Comparison of two Sun-Bauer experiments with theory. The NaCl grain
boundary is taken from Fig.2 (b) of Sun and Bauer [12]. The Fe-3%Si grain
boundary comes from Fig.2 (Σ9, 600) of Tsurekawa et al. [15]. The inclination
angles θ and β are first measured from the figures and then adjusted slightly for
better fitting. For the NaCl grain boundary θ = 30o and β = 60.3o, and for the Fe-
3%Si grain boundary, θ = 18o and β = 78.9o. Predictions of the Sun-Bauer model (θ
= 0) are also plotted in dashed lined. To conform to the traditional way of viewing





from their figure and then adjust slightly for better fitting. We find z0 = -184 µm at t = 
250 min with θ = 30o and β = 61.3o. With these angles, the self-similar position of the 
grain-boundary tip is found as Z0 = -0.952. Thus, (33) gives A = 2.5  10 -12 m2/s. 
The second experiment curve comes from Fig. 2 (Σ9, 600s) of Tsurekama et al. 
[39] who studied the Fe-3%Si bicrystals. Following the procedure of fitting the first 
experimental curve, we find z0 = -477 µm at t = 600 s with θ = 18o and β = 78.9o. Thus, 
Z0 = -0.952 and A = 4.5 ×10
-11 m2/s. Fig. 2.9 shows that Sun and Bauer’s model, which 
holds only for θ = 0, cannot describe these experimental profiles satisfactorily. 
It has been observed that a migrating grain boundary leaves behind parallel 
grooves on the free surface. The spacing between grooves is quite regular. Mullins 
described these types of grain-boundary migration as "spasmodic", and suggested that it 
is caused by the grain-boundary groove slowing the grain boundary when the inclination 
angle is small [40]. The slow groove grows to a significant size before the inclination 
angle increases beyond a critical value. At that moment, the grain-boundary tips moves 
away quickly leaving behind the groove. When the grain-boundary tip catches up with 
the grain boundary, the inclination angle decreases to form another groove, and the 
process is repeated. Hackney [47, 48] has analyzed the oscillatory behavior of this motion 
and found solutions exhibiting spatial oscillations, which correspond with experimentally 
observed surface groove spacing. Our model does not account for the oscillatory motion, 
and may be viewed as describing the averaged motion of this oscillatory-coupled system.  
2.9. Conclusions  
Two commonly used methods for measuring grain-boundary mobility are the 
"quarter-loop" and Sun-Bauer methods. In both methods, a grain boundary intercepts a 
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free surface and migrates along the surface. Thus, in both models, a grain boundary can 
be treated at each instant as migrating at constant speed. This work solves the quasi-
steady groove profile, taking surface diffusion as the grooving mechanism. The 
inclination angle θ at the grain-boundary tip is found as a function of the complementary 
dihedral angle σ by a numerical method and by an asymptotic analysis in the limit σ → 0. 
This gives the inclination angle θ at the grain-boundary tip as a function of σ. In both 
measurement methods, the grain-boundary profile is solved for arbitrary inclination angle 
θ. Therefore, these general solutions can be used either with the grooving generated θ(σ) 
or with an experimentally measured θ. Precious model of the Sun-Bauer method holds 
only for θ = 0. However, some experiments show a nonzero θ. As an example, two 
experimentally measured grain-boundary profiles with θ = 18 and 30o are compared with 






CHAPTER 3. THE EFFECT OF STRONG SURFACE ENERGY ANISOTROPY ON 
MIGRATING GRAIN-BOUNDARY GROOVES 
 
3.1. Introduction 
Processing of strain-free polycrystalline materials at high temperature induces grain 
growth, which is driven by reduction of grain-boundary surface energy. Larger grains grow at the 
expense of smaller ones that shrink, and as a result the grain boundaries migrate. If a grain 
boundary ends at a free surface, a groove will form at the tip to reduce the combined surface and 
grain-boundary energies. This groove hinders the movement of the grain boundary because 
groove displacement requires mass transport and energy dissipation. If the grain boundary is 
perpendicular to the free surface and stationary, the groove grows deeper and wider with time [1 
68]. If the grain boundary is inclined and migrates, the groove either moves smoothly with the 
grain boundary or moves in a “jerky” fashion [33, 69, 81]. To study grain growth properly, the 
effect of grain-boundary grooves on grain-boundary migration must be understood. This effect is 
particularly important in thin films owing to the large surface to volume ratio. 
Thermal grooving was first modeled by Mullins [1]. He considered a stationary grain 
boundary that is perpendicular to the free surface. He assumed that the slope of the groove 
surface is small, and studied various mass transport mechanisms, such as surface diffusion, bulk 
diffusion, and evaporation and condensation. He found that surface diffusion dominates for small 
grooves at temperatures far below the melting temperature [1, 2, 68]. In that case, grooving 
follows a similarity law and the groove width and height increase with time t as t1/4. Mullins’s 
model assumes that the surface energy is isotropic. Recently, Xin and Wong [24] have shown 
that the t1/4 similarity law is obeyed even when the surface energy is strongly anisotropic. 
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Mullins next investigated the effect of grain-boundary grooves on grain-boundary 
migration [73]. His model consists of a horizontal free surface and a grain boundary that is 
inclined and makes an angle θ with the vertical axis. He assumed that the grain boundary 
migrates at constant speed and sought a steady-state solution of the groove profile in a reference 
frame moving with the grain boundary. Surface diffusion is taken to be the dominant mass-
transport mechanism. He found that a solution exists if θ = θc = γb/6γ, where γb and γ are, 
respectively, the isotropic surface energy (per unit area) of the grain boundary and the free 
surface. Mullins suggested that a grain boundary will become stuck at the free surface if θ < θc. 
After the grain boundary is pinned at the tip, the rest of the grain-boundary still migrates and the 
angle θ at the groove root will increase. Once θ > θc, the grain boundary tip can detach from the 
groove and migrate until θ < θc. At which point, the grain boundary tip will be pinned again. This 
can explain the jerky motion observed in experiments. Mullins solved the migrating groove 
profile assuming θc << 1. The more general case of arbitrary θc has been studied recently by Min 
and Wong [70]. 
Mullins’s analysis [73] does not truly combine grain-boundary grooving and grain-
boundary migration. Recently, Zhang and Wong [11, 12] investigated the coupled grooving and 
migration of an inclined grain boundary and found that the grain-boundary tip is never pinned. In 
their work, the free surface is horizontal and the grain boundary is initially straight and deviates 
from the vertical axis by an angle θ << 1. They found that the coupled motion can be separated 
into two time regimes. In regime I, the grain-boundary tip turns vertically. In regime II, the grain 
boundary relaxes following two different paths depending on the inclination angle θ. If θ < θc (= 
γb/6γ), the grain-boundary tip at (x0, y0) moves by surface diffusion: (x0, y0) ~ (t1/4, t1/4) as t → ∞, 
which is slow and probably difficult to observe (x0 and y0 represent the horizontal and vertical 
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positions of the grain boundary tip). If θ > θc, the grain-boundary groove moves by migration: 
(x0, y0) ~ (t1/2, t1/6) as t → ∞. Hence, the groove moves faster, but is shallower. This detailed 
analysis of the coupled motion shows that the grain-boundary groove is never pinned, but may 
slow down considerably if θ < θc. 
Thermal grooving experiments have been conducted using polycrystalline Ni [71] and 
Alumina [72]. After annealing, grain-boundary grooves appeared on polished surfaces of the 
polycrystalline materials. The profiles were measured by atomic force microscopy. A region was 
identified on the surface using artificial or naturally occurring markers, and the grain-boundary 
groove profiles and locations were re-examined after an additional heat treatment. These 
experiments show that migrating grain-boundary grooves are much more asymmetric than 
stationary grooves. In addition, a migrating grain boundary always moves toward the grain with 
the larger root angle. (The root angle is the angle between the groove surface and the horizontal 
axis at the groove root, as represented by α+ and α- in Fig. 3.1.) These observations agree with 
the theoretically predicted groove profiles for migrating grain-boundary grooves with isotropic 
surface energy [70, 73]. 
Migrating grain-boundary grooves may play a part in the “quarter-loop” method of 
measuring grain-boundary mobility. In this method, the grain boundary in a bicrystal runs 
parallel to a free surface over a major portion of the bicrystal before it turns to intercept the free 
surface and forms a “quarter-loop” [32]. Upon heating at a temperature of interest, the grain 
boundary migrates to reduce the grain-boundary surface energy. Since the driving force is 
constant, the grain boundary soon reaches a constant speed. By measuring the speed and the 
grain-boundary profile, the reduced mobility can be inferred by comparison with a model. 
However, previous models have assumed isotropic surface energy and have neglected the grain-
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boundary groove. As a result, the grain-boundary tip must always be perpendicular to the free 
surface because the isotropic surface energy should be the same on both sides of the groove. Min 
and Wong [70] incorporated the effect of the groove into the “quarter-loop” method. They found 
that the groove turns the grain boundary tip by an angle θ away from being perpendicular to the 
free surface and that the angle θ depends only on the dihedral angle. They solved the groove and 
grain-boundary profiles for the complete range of θ. They also considered the case that the 
isotropic surface energy on one side of the groove differs slightly from the other, and calculated 
the inclination angle θ in terms of the energy difference. In their analysis, they assumed that the 
groove moves at constant speed. The existence of such a traveling-wave solution has been 
confirmed later by Kanel et al [74, 75]. 
Previous models of migrating grain-boundary grooves have never considered surface 
energy anisotropy even though most materials are anisotropic to certain degrees. In this work, we 
include surface energy anisotropy into the migrating-groove problem. Our isotropic model [70] 
shows that the grain-boundary groove turns the grain boundary by angle θ away from being 
perpendicular to the free surface, and that θ depends only on the dihedral angle. Here, we show 
that when the surface energy is anisotropic, the inclination angle θ depends strongly on the 
crystallographic orientations of the bicrystal. Furthermore, we show that a migrating groove with 
strongly anisotropic surface energy can still be smooth if the groove surface does not contain a 
facet orientation. The anisotropic groove has the same shape as the corresponding isotropic 
groove except that the size is reduced by a factor that depends on the degree of anisotropy. 
This paper is organized as follows. A grain boundary migrates at constant speed V and 
forms a groove at a free surface via surface diffusion, as depicted in Fig. 3.1. The governing 






































Figure 3.1. A sketch of a grain boundary migrating to the left with constant inclination angle θ
and speed V. The crystallographic orientations of the bicrystal are defined by facet angles β+
and β-. Arc-length s along the groove surface starts at the groove root where x = 0. The surface
unit normal n makes an angle φ with the y-axis. At the groove root, φ = α+ for the right groove







Section 3.3. It is solved by a shooting method as described in Section 3.4, and the results are 
presented in Section 3.5. An experimentally measured asymmetric groove profile on a 
polycrystalline alumina surface is fitted by our model in Section 3.6. We discuss the implications 
in Section 3.7, and conclude this work in Section 3.8. 
3.2. Mathematical Formulation  
The increase in chemical potential of an atom in going from a planar surface to a curved 
surface of curvature κ is given by the anisotropic Gibbs-Thompson equation [2] (see also 
Appendix D):  
  








⎟ ⎟ κ,        (3.2.1) 
where Ω is the atomic volume and γ is the anisotropic surface energy. The orientation of the 
surface is specified by the angle φ between the surface normal and the vertical axis (Fig. 3.1). 
The average drift velocity of surface atoms is found from (3.2.1) using the Nernst-Einstein 
relation as [1] 
 
  




,         (3.2.2) 
where Ds is the surface diffusion coefficient, kT is the thermal energy per atom, and s is the arc 
length along the surface. This drift velocity generates a surface current 
 ,          (3.2.3)   J = Uν
where ν is the number of diffusing surface atoms per unit area. When surface currents converge 
at a point, then a local mass balance demands that the surface rises at that point and the surface 























,        (3.2.4) 
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where C = DsνΩ2/kT. This equation governs the evolution of two-dimensional solid surfaces 
when the mass is conveyed by surface diffusion and when the surface energy is anisotropic. [12, 
24] 
3.2.1. Surface Energy Anisotropy 
To describe the surface stiffness 22 dd φγ+γ , we use a recently developed facet model, 





= 2γ0F φ( )  ,        (3.2.5) 
where Ωµ=γ 2He0  is the isotropic surface energy per unit area (µe is the chemical potential of 
an equilibrium crystal with a vertical symmetric plane, and H is the height of the equilibrium 
crystal along the symmetric plane). The function F(φ) can be viewed as the radius of curvature of 
the equilibrium crystal surface made dimensionless by H (Appendix D). In this way, a facet is 
described by the Dirac delta function in F(φ), with the weight of the delta function equal to the 
length of the facet plane. Previous models of surface energy prescribes γ = γ(φ). However, the 
surface stiffness γ + d2γ/dφ2 can become negative when the anisotropy is strong. This can induce 
ill-poseness in surface evolution problem.[78] By modeling the surface stiffness directly and by 
limiting F ≥ 0, the ill-poseness is avoided. The limit F ≥ 0 holds for temperatures at or above the 
roughening temperature of the bicrystal. 
To facilitate numerical calculations, the delta function is replaced by a spike function:[78] 
  


















      (3.2.6) 
where R, L and ε are constants. This periodic function has spikes centered at φ = φi (φi are the 
orientations of facet planes on the equilibrium crystal). To model a groove surface, F(φ) is only 
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needed in -π ≤ φ ≤ π. Thus, N is chosen such that the spike at φ-N-1 or φN+1 has negligible 
contribution to F(φ) in the domain of interest. The width and height of the spike are controlled by 
ε (<< 1) and L, respectively. Since F(φ) can be viewed as the radius of curvature of the 
equilibrium crystal surface, L is therefore the radius of curvature of the facet planes, and R that 
of the corners of the equilibrium crystal, all made dimensionless by H.[78] As the sharpness of 
corners on an equilibrium crystal depends on temperature [50, 52, 52], R can be used to study the 
effect of temperature. As R → 0, the temperature decreases and approaches the roughening 
temperature of the bicrystal. The parameters R, L and ε are not independent because the function 
F(φ) obeys two integral constraints:[78] 
  F φ( )0
π∫ sin φdφ = 1        (3.2.7a) 
( ) 0dcosF0 =φφ∫ φπ .       (3.2.7b) 
They give L ~ (1/2-R)ε-1 as ε→ 0. [78] Therefore, ε can be interpreted physically as a measure of 
the curvature of facet planes on the equilibrium crystal. The spike-function model can be used to 
fit an equilibrium crystal shape to extract its anisotropic surface energy. [78] 




= 2 Ye cos φ − Xe sin φ( )       (3.2.8) 
where 
  Xe = − Fcos φdφ0






φ∫         (3.2.9b) 
are the surface coordinates of the equilibrium crystal made dimensionless by H. 
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In this work we consider surface energies with four fold symmetry. Thus, the equilibrium 
crystal is a square, i.e., φi = iπ/2. We take ε = 0.005. With this narrow spike width, we only need 
N = 3 to get an accurate value of F(φ) in the domain -π ≤ φ ≤ π. Different values of R are 
considered. For each R, L is calculated numerically by substituting (3.2.6) into (3.2.7). The 
equilibrium crystal shape is plotted in Fig. 3.2(a) for R = 0.5, 0.05, and 0.0005. (The 
corresponding values for L = 0, 56.97, and 63.23.) The surface positions are found to the 
accuracy of 12 significant digits by evaluating the integrals in (3.2.9) using the Romberg method. 
When R = 0.5, F = R, and the equilibrium crystal is a circular rod. As R decreases, the corners 
become sharper, and the crystal approaches a square. In Fig. 3.2(b), the normalized surface 
energy γ/γ0 is graphed as a function of φ in a polar plot. Only a quadrant is shown owing to 
symmetry. The complete surface-energy polar plot consists of four arcs. A cusp develops at the 
meeting point between two arcs when R is small. As R increases, the cusp smoothens and the 
surface-energy polar plot approaches a circle. 
3.2.2. Quasi-Steady Governing Equations 
The crystallographic orientation of the bicrystal is controlled by rotating the equilibrium 
crystal counter-clockwise by angle β, as illustrated in Fig. 3.1. This rotation is incorporated into 





2F φ −β( )κ[ ]       (3.2.10) 
where B = Cγ0. The orientation (or facet) angle β is different for two sides of the bicrystal. As 
shown in Fig. 3.1, β = β+ for the right side and β = -β- for the left. In general, the two facet 
angles are not equal. 
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Arc-length coordinates are used here to accommodate the surface morphologies. The 
grain boundary makes an angle θ with the vertical axis and moves with constant velocity V to the 
left, as shown in Fig.3.1. The groove surface is located by Cartesian coordinates (z, y), with z 
along the free surface and y pointing upward. The surface normal makes an angle φ  with the y-
axis. The surface coordinates (z, y) and angle φ are functions of time t and arc-length s and are 









= sin φ .         (3.2.11b) 
If r = zi + yj is the position vector of a surface point, then ∂r/∂t is the surface velocity at constant 
arc length. Given the normal vector n = -i (sin φ) + j (cos φ), we can calculate un= n⋅∂r/∂t and κ 
= ∇s⋅n = -∂φ/∂s. Equation (3.2.10) then becomes 
  













⎥ .    (3.2.12) 
This equation governs the evolution of two-dimensional free surfaces with surface energy 
anisotropy. [24] 
Define a coordinate x that moves with the groove (Fig. 3.1), 
  x = z + Vt .         (3.2.13) 
In this moving frame, (3.2.10) becomes  
  





















































Figure 3.2. (a) A quadrant of square crystals computed with ε = 0.005 and various R. Cartesian 
coordinates (Xe, Ye) are defined with the origin at the square center, and are
nondimensionlized by the height H of the crystals along the Ye axis. The parameter R is the 
nondimensionalized radius of curvature of the corners. The δ-function solution yields a perfect 
square and can be viewed as the limiting case of ε → 0 with R = 0. (b) A quadrant of surface 
energy polar plots for the square crystals in Fig. 3.2a. The isotropic surface energy per unit 





































⎥ = Vsin φ
 
.     (3.2.15a) 








= sin φ .         (3.2.15c) 
There are three dependent variables: φ, x, and y, and they depend only on s. Since the groove 
profile on the right side of the groove is different from that on the left, each dependent variable is 
separated into two branches: right (+) and left (-). 
Boundary conditions are that at the groove root s = 0, 
  x+ = x− = 0         (3.2.15d) 
  y+ = y− = y0          (3.2.15e) 
φ+ = α+ ,                (3.2.15f, g) φ− = −α−
where y0 is the depth of the groove root, and α+ and α- are the root angles the right and left 
surfaces made with the x-axis (Fig. 3.1). Equations (3.2.15d) and (3.2.15e) specify continuity of 
the surface profile. The chemical potential in (3.2.1) and the surface current in (3.2.3) also need 
to be continuous at the groove root: µ+ = µ- = µ0 and J+ = J- = J0. Thus, 
 
  




























  ,   (3.2.15i) 
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where the material properties Ds and ν are assumed to be the same on both sides of the groove. 
As   , s → ±∞
  φ± → 0         (3.2.15j) 
  x± → s          (3.2.15k) 
  y± → 0.         (3.2.15l) 
The free surface is not disturbed far from the groove. 
Given F(φ) or γ, β+, and β-, the root angles α+ and α- are related to the grain-boundary 
energy per unit area γb and the grain-boundary inclination angle θ by a local force balance at the 
groove root [49] (see Appendix D for a variational derivation of Herring’s boundary condition): 
  
γb cosθ = γ α+ −β+









cosα−  (3.2.16a) 
  
γb sinθ = γ α+ −β+










where dγ/dφ is the bending force (per unit contact-line length) acting normal to the groove 
surface in the direction that is 90° counter-clockwise from the direction of γ (Appendix D). (Here, 
we treat γ as surface tension.) Notice that γ on the right side of the groove root can be different 
from γ on the left. Given a bicrystal, γb, γ, and θ are specified, and α+ and α- are solved from 
(3.2.16). We find, however, that it is more convenient to use γ and α+ as input parameters. Thus, 
in this work, α+ and γ are specified, α- is determined from (3.2.15), then γb and θ are calculated 
from (3.2.16). 
3.3. Nondimensionalization 





B V( )1 3
         (3.3.1) 
  
X = x
B V( )1 3
         (3.3.2) 
  
Y = y
B V( )1 3
.         (3.3.3) 
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 .      (3.3.4d) 
The normalized boundary conditions are as follows. At S = 0, 
  x+ = x− = 0         (3.3.4e) 
  Y+ = Y− = 0         (3.3.4f) 
φ+ = α+ ,              (3.3.4g, h) φ− = −α−
  
−2F φ+ −β+( )dφ+dS = −2F φ− + β−( )
dφ−
dS























⎥ = M0     (3.3.4j) 
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where ( ) 3100 VByY −= ,   C0 = µ0 B V( )
1 3
Ωγ0 , and  M0 = J0kT B V( )
2 3
DsνΩγ0  are the 
dimensionless groove-root depth, chemical potential, and surface current to be determined. As 
, ±∞→S
          (3.3.4l)   φ± → 0
                     (3.3.4m)   X± → S
  Y± → 0.         (3.3.4n) 
The grain-boundary and free surface energies per unit area γb and γ in (3.2.16) are made 
dimensionless by the isotropic free surface energy per unit area γ0. 
The groove height is found to be related to the surface current. If sinφ in (3.3.4c) is 
substituted into (3.3.4a), the resulting equation can be integrated once to yield  
  
Y = − d
dS






⎥ ,       (3.3.5) 
where the boundary conditions Y → 0 and φ → 0 as S → ±∞ have been imposed to eliminate the 
integration constant. Thus, the dimensionless groove height is the same as the dimensionless 
surface current except by a sign. Consequently, Y0 = -M0 at the groove root. Hence, we only 
need to solve for φ and X. Once φ = φ(S) is determined, Y is found by (3.3.5). 
3.4. Numerical Method  
To solve (3.3.4), we first specify the radius function F by assigning ε = 0.005, N = 3 and 
φi = iπ/2. We consider R = 0.5, 0.05, and 0.0005. For each R, L is calculated numerically by 
substituting (3.2.6) into (3.2.7). The function F in (3.3.4a) also requires the facet angles β+ and β- 
for the right and left sides of the bicrystal. We choose different β+ and β- to study their effects. 
Thus, F in (3.3.4a) is completely specified. 
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Equation (3.3.4) is solved by a fourth-order Runge-Kutta method. The dependent 
variables φ and X are functions of arc-length S, and are determined separately for the right side 
(S ≥ 0) and the left side (S ≤ 0). The right-side solution is found by shooting form infinity. As S 
→ ∞ (Appendix E), 
  







       (3.4.1a) 
  X → S.          (3..4.1b) 
To start the integration, S is assigned a value (say 2). The integration proceeds in the direction of 
decreasing S until φ reaches a predetermined value of α+ (e.g.,α+ =10
o). Then the integration is 
stopped and S, -2Fdφ/dS, d(2Fdφ/dS)/dS, and X are calculated by interpolation. By varying the 
starting S position and the step size, these variables are found to the accuracy of 16 significant 
digits using a quadruple precision FORTRAN program. The interpolated values of S and X are 
used to shift the whole curve so that the end point is at S = X = 0. The interpolated values of –
2Fdφ/dS and d(2Fdφ/dS)/dS yield C0 and M0 (= -Y0). 
The left-side integration starts from S = X = 0 with calculated values of C0 and M0 from 
the right side. However, the root angle α- at S = 0 is unknown and is found by shooting; it is 
varied until φ tends to zero as S → -∞ (say at S = –10). By varying the ending S position and the 
step size, α- is found to be accurate to six significant digits. Thus, the input parameters in the 
numerical integration are F and α+. The other parameters such as α-, C0, and M0 are determined 
by the numerical integration. Once α+ and α- are known, γb/γ0 and θ are found from (3.2.16). 





3.5.1. Grooves with α+ << β+ and α- << β-
With strong surface energy anisotropy, the groove profile can still be smooth if (β+ - α+) 
>> ε and (β- - α-) >> ε. This is because the surface normal angle φ increases from zero at positive 
infinity S to φ = α+ at the groove root (Fig. 3.1), and then from φ = -α- at the groove root to zero 
at negative infinity S, so that φ never reaches the facet angles at φ = β+ and φ = -β-. Since the 
groove surface misses the facet orientations, the groove profile is smooth and is similar to the 
isotropic solution. To illustrate this point, we consider a case in which ε = 0.005, β+ = 45°, β- = 
60°, and α+ = 7°. Since (β+ - α+) >> ε, the surface normal angle φ is sufficiently far from the 
facet angles that a smooth groove is obtained, as shown in Fig. 3.3 for R = 0.5, 0.05, and 0.0005. 
All the profiles are smooth, even for the highly anisotropic case of R = 0.0005. Furthermore, the 
profiles are self-similar; the numerical integrations yield the same α- = 14.038°. This is because 
when (β - α)± >> ε and |φ| ≤ α±, the surface stiffness F(φ - β) ≈ R in (20d), and it can be removed 
from (3.3.4) by defining  
  S = S 2R( )
1 3
         (3.5.1a) 
  X = X 2R( )
1 3
        (3.5.1b) 
  Y = Y 2R( )
1 3
.        (3.5.1c) 














= sin φ .         (3.5.2c) 
At   S = 0, 
   X+ = X− = X0 = X0 2R( )
1 3
       (3.5.2d) 
  Y+ = Y− = Y0 = Y0 2R( )
1 3
       (3.5.2e) 

















= M0 = M0 2R( )1 3       (3.5.2i) 
As   S → ±∞, 
          (3.5.2j)   φ± → 0
   X± → S          (3.5.2k) 
  Y± → 0.         (3.5.2l) 
The root angles α+ and α- are unchanged. The rescaled problem (3.5.2) is exactly the same as the 
isotropic case studied by Min and Wong [70]. An asymptotic solution of the isotropic problem in 
the limit of small slope yields (Appendix F) 
  








5 +K ≡ α0 .     (3.5.3) 
When α+ = 7°, this expansion gives α- = 14.038°, in agreement to the last digit with the 
numerical results of the anisotropic but smooth grooves in Fig. 3.3. The isotropic groove profiles 
were also expanded to the same order of accuracy by Min and Wong [70]. The leading-order 






















⎟ ⎟ .     (3.5.4b) 
This is plotted in Fig. 3.3 and agree well with the case of R = 0.5. 
To verify the scaling in (3.5.2), the groove profile for R = 0.0005 is multiplied by (2R)-1/3 
and plotted in Fig. 3.3. It agrees to at least six significant digits with the isotropic case (R = 0.5). 
Since R reflects the effect of temperature, this suggests that a migrating groove becomes 
shallower in depth and narrower in width as the temperature decreases. When the temperature 
reaches the roughening temperature, R = 0, and the groove vanishes. Below the roughening 
temperature, we do not expect the groove to re-appear. 
 The normalized grain-boundary energy γb/γ0 and grain-boundary angle θ are computed 
from (3.2.16) using α+ and α- as inputs.  Although α+ and α- are the same, γ and dγ/dφ vary with 
R, reflecting the effect of temperature. For R = 0.5, 0.05, and 0.0005, γb/γ0 = 0.36, 0.32, and 0.32, 
and θ = 3.5, 6.2, and 6.5°, respectively. In a migrating-groove experiment, a bicrystal is selected 
and consequently β+, β-, and γb/γ0 are specified. Thus, as the temperature drops, R decreases, but 
γb/γ0 does not follow the values computed from (3.2.16), which results from a force balance and 
assumes constant α+ and α-. Instead, γb/γ0 will vary based on the material properties’ dependence 
on temperature. Thus, α+ and α- will adjust accordingly and the groove shape as well as the 
groove size will change. Depending on β+ and β-, the change in shape could be insignificant 




3.5.2. Strong Anisotropy: Outline  
For the rest of the paper, we study grooves with strongly anisotropic surface energy and 
set ε =0.005 and R = 0.0005. We set β+ = 15, 45, and 75°, and for each β+ value, we consider β- 
= 15, 30, 45, 60, and 75°. Once β+ and β- are fixed, we increase α+ from zero to β+ and beyond, 
and record results of groove profile and α-. With α+ and α- known, θ and γb/γ0 can be determined 
from (3.2.16). We first present α- as a function of α+ in Fig. 3.4 for all the cases of β+ and β-. The 
behavior of α- is explained by examining a couple of special cases in Figs. 3.5 and 3.6. We then 
proceed to show, for all β+ and β- cases, solutions of θ in Fig. 3.7 and γb/γ0 in Fig. 3.8. 
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Figure 3.3. Nondimensionlized groove profiles when the root angles are far from the facet
angles. The surface energy is computed with ε = 0.005 and various R. The calculated root
angle on the left side is α- = 14.038 ° for different R. The anisotropic grooves have the same
shape as the isotropic groove (R = 0.5) except that the size is reduced by a factor of (2R)1/3.


















For the rest of the paper, we study grooves with strongly anisotropic surface energy and 
set ε =0.005 and R = 0.0005. We set β+ = 15, 45, and 75°, and for each β+ value, we consider β- 
= 15, 30, 45, 60, and 75°. Once β+ and β- are fixed, we increase α+ from zero to β+ and beyond, 
and record results of groove profile and α-. With α+ and α- known, θ and γb/γ0 can be determined 
from (3.2.16). We first present α- as a function of α+ in Fig. 3.4 for all the cases of β+ and β-. The 
behavior of α- is explained by examining a couple of special cases in Figs. 3.5 and 3.6. We then 
proceed to show, for all β+ and β- cases, solutions of θ in Fig. 3.7 and γb/γ0 in Fig. 3.8. 
3.5.3. Left Root Angle α-
The left root angle α- is calculated from (3.3.4) and plotted as a function of the right root 
angle α+ for β+ = 15° (Fig. 3.4a), 45° (Fig. 3.4b), and 75° (Fig. 3.4c). For each β+, we consider β- 
= 15, 30, 45, 60, and 75°. As shown in Fig. 3.3, the groove with strongly anisotropic surface 
energy is smooth if α+ << β+ and α- << β-. The groove shape is the same as the isotropic case, i.e., 
they have the same α+ and α-. Thus, the isotropic solution is a useful reference to compare with. 
The left root angle α- for the isotropic problem is given in (3.5.3). Although (3.5.3) is an 
asymptotic solution in the limit of small slope, it agrees with the finite-slope numerical solution 
for the complete range of α+, and is plotted in Fig. 3.4 as a reference. [70] Fig. 3.4(a) shows 
results of α- for β+ = 15° and various β-. When α+ is small, α- increases with α+ following α0 in 
(3.5.3). There is a competition between α+ and α- as to which one will reach the corresponding 
facet angle first. If α+ ≈ β+ and α- << β-, such as the cases for β- = 45, 60, and 75°, then α- will 
deviate from α0 and turn almost vertically to reach β-. On the other hand, if α- ≈ β- and α+ << β+, 
such as the case for β- = 15°, then α- will stay relatively uniform until α+ reaches β+. Thus, once 
a facet appears on one side of the groove, it will also appear on the other side. As a rule of thumb, 
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since α0 ≈ 2α+, we can conclude that if β- < 2β+, then α- will reach β- first and will deviate from 
α0 by remaining constant. If β- > 2β+, then α+ will reach β+ first and α- will deviate from α0 by 
turning vertically. This can also explain the behavior of α- in Figs. 3.4(b) and (c). 
 For the case of β+ = 15° and β- = 75° in Fig. 3.4(a), as α+ → β+, α- increases rapidly to 
reach β-. This rapid change of α- is investigated. For α+ < 11°, α- follows the isotropic solution, 
and the groove is smooth, but small, as illustrated by the case in Fig. 3.3. When α+ = 12°, α- = 
42.145°, and is in the middle of rapid increase. The groove profile is plotted in Fig 3.5. It shows 
that facets begin to appear but the corners are still smooth. When α+ = 14.5°, α- = 74.629° and 
has turned to stay relatively uniform. The groove is much larger with long facets and sharp 
corners, as shown by the profile graphed in Fig. 3.5. To explain the rapid variation of α-, we 
examine the values of chemical potential C0 and surface current M0 in Fig. 3.6. When α+ << β+, 
C0 and M0 increase linearly with α+. However, when α+ ≈ β+, the magnitudes of C0 and M0 rise 
sharply. The large mass flux and surface curvature increase the left root angle α- until it reaches 
the facet angle β-, which causes the left groove surface to be faceted. 
 For the case of β+ = 15° and β- = 15° in Fig. 3.4(a), α- follows the isotropic curve until α+ 
≈ 6°, and then stays relatively constant. This cannot be explained by the rapid variations of C0 
and M0 in Fig. 3.6 because the variations happen at α+ ≈ β+ = 15°. (The data in Fig. 3.6 also 
applies here because C0 and M0 are calculated from the right side of the groove and depend only 
on β+.) The behavior of α- can be explained by the continuity of chemical potential at the groove 
root in (3.3.4i): -2F(α+ - β+)∂φ+/∂s = -2F(β- - α-)∂φ-/∂s = C0. The numerical integration is 
performed first for the right side of the groove and the computed C0 is a slow varying function of 
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α+ when α+ ≈ 6° as shown in Fig. 3.6. After C0 is found from the right side, it is used to start the 
integration for the left side. However, when α+ ≈ 6°, α- → β- and F(β- - α-) reaches a spike. The 
rapid increase of F(β- - α-) forces ∂φ-/∂s to decrease, i.e., the left groove surface becomes more 
planar at the groove root. Since F(β- - α-) is no longer constant, the rescaling in (3.5.1) does not 
work, and the left groove surface must deviate from the isotropic solution. The spike in F at α- = 
β- implies that a small change in α- as α- → β- is sufficient to account for the slow variation of C0, 
and as a result, α- stays relative uniform.
When the right root angle α+ = β+, the left root angle α- ≠ β- in general. Table 3.1 lists 
values of α- for different β- when α+ = β+ = 15, 45, and 75°. The data in Table 1 do not seem to 
follow a definite pattern. Two cases in Table 3.1 show α- ≈ β- + 90°. This is explained in detail in 




Table 3.1. Values of left root angle α- for α+ = β+. 
α- (o) β+ (o) β- = 15o β- = 30o β- = 45o β- = 60o β- = 75o
15 14.9209 29.8417 44.5389 59.4036 75.3784 
45 104.172 30.1553 45.4719 59.8023 74.8986 
75 104.905 118.480 45.1059 60.7233 75.0624 
3.5.4. Grain-Boundary Inclination Angle θ 
The grain-boundary tip inclination angle θ is calculated from (3.2.16) and plotted as a 
function of α+ for β+ = 15, 45, and 75° in Figs. 3.7(a), (b), and (c), respectively. For each β+, β- = 
15, 30, 45, 60, and 75°. If the surface energy is isotropic, θ = (α- - α+)/2 and can be well 













5 +K ≡ θo .    (3.5.5) 
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This asymptotic series holds in the limit α+ → 0 and is accurate for the complete range of α+. 
This isotropic solution is also plotted as dotted lines in Fig. 3.7 as a reference. When α+ << β+ 
and α- << β-, there is no facet on the groove surface and the groove shape follows the isotropic 
solution, as depicted in Figs. 3.3 and 3.4. However, the grain-boundary inclination angle θ is 
very different from the isotropic solution even when α+ << β+ and α- << β- as shown in Fig. 7 
except for the case of β+ + β- = 90°. This is because when α+ << β+ and α- << β-, the surface 
stiffness γ + γθθ reduces to a constant, and since the surface stiffness is what appears in the 
governing equation (3.3.4), the groove profile is smooth and similar to the isotropic groove. 
However, θ is calculated from (3.2.16), which contains γ and ∂γ/∂φ. These terms vary 
nonlinearly with α+ and α-. We show in Appendix G that if α+ << β+ and α- << β-, and if β+ + β- 






,          (3.5.6a) 






,          (3.5.6b) 
which is the same as the isotropic solution (Appendix F). These asymptotic predictions are 
plotted in Fig.3.7 as open (3.5.6a) and solid (3.5.6b) circles and agree with the numerical 
solutions when α+ << β+ and α- << β-. Therefore, the grain boundary angle θ deviates from the 
isotropic curve even for α+ << β+ and α- << β-, except when β+ + β- = 90°. 
The grain-boundary angle θ is insensitive to α- except when β+ + β- = 90°. As shown in 
Fig. 3.7, if β+ + β- ≠ 90°, the curves stay relatively constant until α+ ≈ β+. The influence of α- is 
weak. Consider the case of β+ = 75° and β- = 75° in Fig. 3.4(c). The curve of α- turns away from 
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the isotropic solution at α+ ≈ 32° to stay relatively constant. However, the corresponding solution 
of θ in Fig. 3.7(c) has no observable change when α+ ≈ 32°. If β+ + β- = 90°, then θ deviates 
from the isotropic curve when α- ≈ β-, as demonstrated most clearly by Fig. 3.7(c). Thus, θ in 
general is insensitive to α-. 
3.5.5. Grain-Boundary Energy 
The grain-boundary energy per unit area γb is calculated by (3.2.16) and presented in Fig. 
8 as a function of α+. The isotropic surface energy per unit area γ0 is used to make γb 
dimensionless. For all the cases of β+ and β-, Fig. 3.8 shows that γb/γ0 remains constant for α+ << 
β+ and increases sharply when α+ ≈ β+. Thus, γb/γ0 is insensitive to α-, same as θ. However, 
unlike θ, γb/γ0 does not follow the isotropic solution even when β+ + β- = 90°. The isotropic 











⎟ ,        (3.5.7) 
which is plotted as dotted lines in Fig. 3.8. It shows that none of the cases follows the isotropic 












⎟ ,       (3.5.8a) 
if β+ + β- = 90°. Notice that this expression differs from the isotropic solution only by a factor 2R. 
Since R << 1, γb/γ0 << 1. This expression is plotted in Fig. 3.8 as solid circles. If β+ + β- ≠ 90°, 















⎟ .       (3.5.8b) 
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Figure 3.4. The left root angle α- versus the right root angle α+ for different facet angles: β+
=15° (a), 45° (b), and 75° (c). For each β+, the left facet angle β- varies from 15° to 75°. The
surface energy is computed with ε = 0.005 and R = 0.0005. The isotropic case α- = α0 in (3.5.3)


















































Figure 3.5. Nondimensionlized groove profiles for β+ = 15°, β- = 75°, and α+ = 12° and
14.5°. The surface energy is computed with ε = 0.005 and R = 0.0005. For α+ = 12°, the left
root angle is found to be α- = 42.165°; the grain-boundary angle and energy are calculated
from (3.2.16) as θ = 14.97° and γb/γ0 = 0.018. For α+ = 14.5°, α- = 74.629°, θ = 45.63°, and


































































Figure 3.6. Chemical potential C0 and surface current M0 at the groove root as a function of
the right root angle α+ for β+ = 15°. When α+ << β+, C0 and M0 increase linearly with α+.
When α+ ≈ β+, C0 and M0 vary rapidly. Note that the data are independent of β- and that the
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Figure 3.7. Grain-boundary inclination angle θ versus right root angle α+ for different facet
angles: β+ = 15° (a), 45° (b), and 75° (c). For each β+, the left facet angle β- varies from 15°
to 75°. The surface energy is computed with ε = 0.005 and R = 0.0005. The isotropic case θ =
θ0 in (3.5.5) is also plotted (dotted lines) as a reference. The solid and open circles are the












































































Figure 3.8. Grain-boundary energy per unit area γb normalized by the isotropic surface energy per
unit area γ0 versus the right root angle α+ for different facet angles: β+ = 15° (a), 45° (b), and 75°
(c). For each β+, the left facet angle β- varies from 15° to 75°. The surface energy is computed with
ε = 0.005 and R = 0.0005. The isotropic case is also plotted (dotted lines) as a reference. The solid





This is plotted in Fig. 3.8 as open circles. These asymptotic predictions agree with the numerical 
solutions when α+ << β+ and α- << β-. 
3.6. Comparison with Experiment 
Grain-boundary grooving on polished polycrystalline alumina has been studied using a 
combination of visible-light microscopy (VLM) and atomic force microscopy (AFM) by Munoz 
et al [79]. A sample first underwent a heat treatment for 30 min at 1650°C in air. Visible-light 
microscopy was used to map the central region of the sample. Groove profiles located in the 
VLM maps were measured by AFM. Using again VLM, the same region were re-examined by 
AFM after the sample had been subject to a subsequent heat treatment for 1 h at 1650°C in air. A 
typical AFM line groove profile for a migrating grain boundary is copied from their Fig. 3.4(b) 
and plotted in Fig. 3.9. The profile positions have been normalized by the groove depth. 
Since the crystallographic orientations of the bicrystal were not measured in the 
experiment, it is not possible to have a direct comparison. Instead, we will fix ε = 0.005 and vary 
R to obtain a best fit to the experimental groove profile. The facet angles β+ and β- are first taken 
as the indicated values in the AFM picture and the root angle α+ is chosen slightly smaller than 
β+. The left root angle α- is computed from (3.3.4), and the grain-boundary angle θ and 
normalized energy γb/γ0 are calculated from (3.2.16). We adjust R, β+, β-, and α+ until θ and γb/γ0 
fall within the physically acceptable ranges and the groove profile agrees reasonably well on 
both sides of the groove. Since the migrating velocity V was not recorded in the experiment, we 
cannot compute the dimensional groove positions. Thus, only the groove shape is compared in 











         (3.6.1b) 
The profile presented in Fig. 3.9 is calculated with ε = 0.005, R = 0.03, β+ = 6.5°, β- = 23.5°, and 
α+ = 6°. The left root angle is solved from (3.3.4) as α- = 22.66°. The grain-boundary angle and 
normalized energy are determined from (3.2.16) as θ = 10.45° and γb/γ0 = 0.23. The experimental 
profile on the right side of the groove shows a small peak, which is absent in our predicted 
profile. This suggests that the migrating groove might be decelerating, because a decelerating 
groove exhibits a prominent peak on the left side and a minor peak on the right side [11]. 
Another possible source of discrepancy is that the surface energy of alumina in the cross-
sectional plane may have six-fold symmetry instead of four [80]. Given all the uncertainties, the 
agreement between the experimental and modeled profiles shown in Fig. 3.9 is encouraging.  
3.7. Discussion 
A quadruple precision FORTRAN program is used to perform the numerical integration. 
This high precision is needed to resolve the rapid variation in the spike function. Given the width 
of the spike ε = 0.005, a step size ∆s = 10-4 is required to yield the desired accuracy of α- (six 
significant digit). With this small step size, the discretization error of the fourth-order Runge-
Kutta scheme is of order 10-16, which cannot be resolved by the usual double-precision variables, 
and we have to upgrade to quadruple precision. 
The normalized profiles are computed by a shooting method. Since the right side starts 
from large positive S using an asymptotic expansion, a solution always exists. The integrated 
normal angle φ increases monotonically with decreasing S and the integration is stopped when φ 
= α+. This monotonic variation of φ is observed even in the presence of strong anisotropy. Thus, 
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a solution always exists even when α+ >> β+, and φ increases rapidly near the groove root, as 
illustrated in Fig. 3.10(a) for ε = 0.005, R = 0.0005, β+ = 45° and α+ = 90°. On the left side of the 
groove, some solutions are easier to find than others. When α- << β-, such as the case presented 
in Fig. 3.3, not much effort is needed to get the profile. When α- ≈ β-, great care must be taken to 
locate the value of the shooting parameter α-. Sometimes the profile will miss the first facet 
plane and catch the second one, i.e. α- ≈ β- + 90°, as shown in Fig. 3.10(b) for β+ = α+ = 45°, and 
β- = 15°. (This is a case presented in Table 1.) The computed left root angle α- = 104.18°, which 
is about 90° larger than β-. The calculated grain-boundary energies are unphysically large (γb/γ0 > 
1.9) for the grooves presented in Fig. 3.10. These unphysical solutions have not been included in 
Figs. 3.4, 3.7, and 3.8. 
In this work, β+, β-, and α+ are specified and α- is calculated by solving (3.3.4). With α+ 
and α- determined, θ and γb/γ0 are found from (3.2.16). In a migrating grain boundary experiment, 
β+, β-, and γb/γ0 are fixed once a particular bicrystal is selected. The other parameters α+, α-, and 
θ are measured. For most materials, 0 < γb/γ0 < 0.5 [41]. This requirement forces α+ ≈ β+ for 
most cases shown in Fig. 3.8, indicating that most migrating grooves should be faceted if the 
surface energy is strongly anisotropic. For some sets of values of β+, β-, and γb/γ0, such as β+ = 
45°, β- = 60°, and γb/γ0 = 0.36, there is a whole range of α+ that can solve (3.2.16) and (3.3.4). 
Within this range of α+, α- varies a lot (Fig. 3.4), but θ stays constant (Fig. 3.7). Since α- changes 
from the isotropic curve to relatively uniform values near β-, the migrating groove also changes 
from smooth and small to faceted and large. Thus, the migrating-groove problem admits multiple 
solutions when the surface energy is strongly anisotropic. This is different from the isotropic 
















Figure 3.9(a) Experimental groove profile taken from Fig. 4b of Munoz  et al. [72] 
Xn











Figure 3.9(b). Comparison between theory and experiment. The experimental groove
profile is taken from Fig. 4b of Munoz et al. [72] and normalized by the groove depth. The
theoretical curve is also normalized by the groove depth following (3.6.1) and is computed
with ε = 0.005, R = 0.03, β+ = 6.5°, β- = 23.5°, and α+ = 6°. The left root angle is solved
from (3.3.4) as α- = 22.66°. The grain-boundary angle and normalized energy are calculated














































Figure 3.10. Nondimensionlized groove profiles for (a) α+ >> β+ and (b) α+ = β+. The profile is
computed with ε = 0.005, R = 0.0005, and β+ = 45°. In (a), β- = 30°, α+ = 90°, and the calculated left
root angle α- = 30.0498°, the grain-boundary angle θ = -22.05°, and the normalized grain-boundary
energy γb/γ0 = 2.16. In (b), α+ = β+ = 45° and β- = 15°. The calculated left root angle α- = 104.18°,
the grain-boundary angle θ = 2.19°, and the normalized grain-boundary energy γb/γ0 = 1.91. 
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In the “quarter-loop” method for measuring grain-boundary mobility, the grain-boundary 
groove tilts the grain-boundary tip away from being perpendicular to the free surface. The tilting 
angle θ has been determined in a previous paper for isotropic grooves [70]. Here, θ is calculated 
for grooves with anisotropic surface energies. Fig. 7 shows that for β+ + β- ≠ 90°, θ differs from 
the isotropic solution even when the groove profile is smooth and has the same shape as the 
isotropic groove, i.e., when α+ << β+ and α- << β-. The anisotropic but smooth groove follows 
the isotropic curve only when β+ + β- = 90°. For most cases of β+ and β-, the constraint of γb/γ0 
value forces α+ ≈ β+. As shown in Fig. 3.7, θ varies rapidly when α+ ≈ β+, and the value differs 
significantly from the isotropic solution. For some cases, such as β+ = 75°, β- = 30°, and γb/γ0 = 
0.36, θ < 0, which is not compatible with a groove moving in the opposite direction (Fig. 3.1). 
Thus, in this later case, the migrating-groove problem has no quasi-steady solution. This may be 
the origin of the jerky motion observed in migrating-groove experiments [33, 69, 73]. 
The case of β+ + β- = 90° is singular because the grain boundary vanishes.  As shown in 
Fig. 3.1, when β+ + β- = 90°, the crystallographic orientations of the two crystals adjacent to the 
groove are the same owing to the four-fold symmetry of the anisotropic surface energy. Thus, the 
bicrystal becomes a single crystal and the grain-boundary disappears. This is the cause for the 
peculiar behavior of θ and γb/γ0 in Figs. 3.7 and 3.8 when β+ + β- = 90° (see also Appendix G). 
3.8. Conclusions 
This work studies the effect of surface energy anisotropy on migrating grain-boundary 
grooves. A delta-function model is used to describe the anisotropic surface energy at 
temperatures above the roughening temperature of the polycrystalline material. The migrating 
groove profile is located by arc-length coordinates, which allows finite groove slopes and 
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overhanging groove profiles (Fig. 3.10). The resulting quasi-steady nonlinear differential 
equations are solved by a shooting method. Since the groove translates, the groove profile is 
asymmetric about the groove root and each side has to be determined by a different method. We 
find that the groove tilts the grain-boundary tip by an angle θ away from being perpendicular to 
the free surface. The angle θ depends on the crystallographic orientations of the bicrystal, 
represented by the facet angles β+ and β- (Fig. 3.1).  We vary β+ and β- systematically over a full 
range of orientations.  For most orientations, the groove is faceted.  However, if the exposed 
groove surface does not contain a facet orientation, then the groove is smooth and has the same 
shape as the corresponding isotropic groove except that the size is reduced by a factor of (2R)1/3, 
where R is a parameter that decreases as the temperature drops and R = 0 at the roughening 
temperature. Even when the anisotropic groove is smooth, θ generally does not follow the 
isotropic solution, indicating that the anisotropy has dramatic effects on the behavior of 
migrating grooves. Given a particular bicrystal, β+, β-, and the normalized grain-boundary energy 
γb/γ0 are specified, and we find that the migrating-groove problem may have a unique solution, 
multiple solutions, or no physically admissible solution. The no-solution cases could lead to the 
jerky motion observed in experiments because the groove cannot move at constant speed.  A 
migrating groove profile measured on a polycrystalline alumina surface is fitted by our model ad 









CHAPTER 4. GRAIN-BOUNDARY GROOVING BY SURFACE DIFFUSION 
WITH STRONG AND ASYMMETRIC SURFACE ENERGY ANISOTROPY 
 
4.1 Introduction 
Processing of strain-free polycrystalline materials at high temperature induces 
grain growth, which is driven by reduction of grain-boundary surface energy. Larger 
grains grow at the expense of smaller ones that shrink, and the grain boundaries migrate 
as a result. If a grain boundary ends at a free surface, a groove will form at the tip to 
reduce the combined surface and grain-boundary energies. This groove hinders the 
movement of the grain boundary because groove displacement requires mass transport 
and energy dissipation. To study grain growth properly, the effect of grain-boundary 
grooves on grain-boundary migration must be understood. This effect is particularly 
important in thin films owing to the large surface to volume ratio. 
Thermal grooving was first modeled by Mullins [73]. He considered a stationary 
grain boundary that is perpendicular to the free surface. He assumed that the slope of the 
groove surface is small, and studied various mass transport mechanisms, such as surface 
diffusion, bulk diffusion, and evaporation and condensation. He found that surface 
diffusion dominates for small grooves at temperatures far below the melting temperature 
[1, 2, 68]. In that case, grooving follows a similarity law and the groove width and height 
increase with time t as t1/4. Mullins’s model assumes that the surface energy is isotropic. 
Consequently, the groove profile is symmetric about the grain boundary and the grain 
boundary does not migrate. 
Grain-boundary grooving has commonly been used for measuring surface 
diffusion coefficients. In a typical experiment, the groove width and height are measured 
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as functions of time and compared with Mullins’s model to extract the surface diffusion 
coefficient. [19 -21, 87] When the temperature is high and the surface energy is isotropic, 
the groove profile is smooth and agrees well with Mullins’s solution [21, 90]. However, 
when the surface energy is anisotropic at low temperature, facets begin to appear on the 
groove surface. If the crystallographic orientations of the bicrystal are symmetric about 
the grain boundary, then the faceted groove profile is also symmetric [21]. If the groove 
is formed on a polycrystalline solid surface, then the groove profile is almost always 
asymmetric [23, 71, 72, 88]. The faceted groove profiles do not agree with Mullins’s 
isotropic model.  
Mullins’s model has been extended and analyzed to provide a more thorough 
understanding of the grooving phenomena. The small-slope limitation has been 
eliminated; the finite-slope groove profile is found again to grow with time t as t1/4. [3, 12, 
59, 61]. The stability of the self-similar groove profile has been studied by Zhang and 
Wong [10]. They found that the self-similar profile is linearly stable. This stability 
ensures that a groove with small defects will grow and approach the self-similar groove 
shape. Since a larger groove allows more accurate measurement of the profile, this may 
explain the success enjoyed by grooving as a technique for measuring surface diffusion 
coefficients. 
To model faceted grooves, Rabkin et al added a planar segment into the self-
similar groove profile [88]. The planar surface starts at the groove root and spans a finite 
distance. It is then connected to a curved surface by appropriate bridging conditions at the 
meeting point. The assembled groove profile does contain a facet. However, the surface 
energy is still isotropic for the smooth part of the groove. 
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Recently, Xin and Wong [24] studied thermal grooving with strongly anisotropic 
surface energy and found that the t1/4 similarity law is obeyed. They used a delta-function 
facet model to represent the surface stiffness, and transformed the nonlinear partial 
differential equation into an ordinary differential equation by defining a set of self-similar 
variables. They solved the governing equations numerically by a shooting method, and 
found that a strongly anisotropic groove can still be smooth if the exposed groove surface 
does not contain a facet orientation. The anisotropic groove has the same shape as the 
corresponding isotropic groove, but the growth rate is reduced by a factor that depends on 
the degree of anisotropy. This reduction induces an error in the surface diffusion 
coefficient if the isotropic model is applied to a smooth, anisotropic groove. To calculate 
the surface diffusion coefficient correctly, the anisotropic model needs to be used. 
Xin and Wong’s model assumes that the crystallographic orientations of the 
bicrystal are symmetric about the grain boundary. Consequently, the surface current is 
zero at the groove root, and the grain boundary does not migrate. In this work, we 
consider asymmetric surface energies and find that the surface current across the grain 
boundary at the groove root is not always zero. The difference in the surface energies will 
push the matter from one crystal to another. As a result, one crystal is growing, while the 
other one is shrinking. This is a new mass transport mechanism that is driven by 
asymmetric anisotropic surface energies. Recently, Ramasubramaniam and Shenoy [86] 
developed a variational method for solving anisotropic thermal grooving and applied 
their method to asymmetric grooves. However, they were mainly interested in symmetric 
grooves and they did not show any asymmetric groove profiles. Here the major objective 
of this work is to study the effect of asymmetric surface energy on thermal grooving. 
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If a straight grain boundary is perpendicular to the free surface, then a groove 
forms at the tip, but the grain boundary does not migrate. This conclusion holds for 
symmetric surface energies studied in the literature. However, when the surface energy is 
asymmetric, we find that the groove will turn the grain-boundary tip away from the 
normal direction to satisfy a force balance at the groove root. This turning of the grain-
boundary tip forces the grain boundary to migrate. Traditionally, only inclined grain 
boundaries can migrate [10, 11, 13, 73]. Here, we show for the first time a mechanism 
that drives normal grain boundaries. 
This Chapter is organized as follows. The mathematical formula are listed in 
Section 4.2. The nonlinear partial differential equation is reduced to an ordinary 
differential equation by a self-similar transformation (Section 4.3). A shooting method is 
used to solve the governing equations as described in Section 4.4, and the results are 
presented in Section 4.5. Two experimentally measured groove profiles are fitted by our 
model in Section 4.6. We discuss the implications in Section 4.7 and conclude this work 
in Section 4.8. 
4.2. Mathematical Formulation 
Consider a vertical grain boundary that terminates at a horizontal free surface 
(Figure 4.1). A groove forms at the grain-boundary tip, which evolves by capillarity-






















.        (4.2.1) 
The grain boundary tends to contract to reduce the grain boundary area or energy. As a 
result, the groove grows deeper vertically.  



























+=φ        (4.2.3) 
Anisotropic surface energy with four-fold symmetry is considered in this work, and the 
facet angle 2ii π=φ . The crystallographic orientation is controlled by rotating the square 
equilibrium crystal counter-clockwise by angle β, the spike function is written as 

















−1 .     (4.2.4) 
As shown in Fig. 4.1, β = β+ on the right branch and β = -β- for the left. The symbol β+ 
denotes the facet angle of the right side crystal and that of the left is represented by β-. In 
general, the two facet angles are not equal.  
 The crystallographic orientation is controlled by rotating the square equilibrium 
crystal counter-clockwise by angle β, as illustrated in Fig. 4.1. This rotation is 








n ]       (4.2.5) 
where B = Cγ0. The orientation (or facet) angle β is different for two sides of the bicrystal. 
As shown in Fig. 4.1, β = β+ for the right side and β = -β- for the left. In general, the two 
facet angles are not equal.  
Arc-length coordinates are used here to accommodate the surface morphologies. 
The groove surface is located by Cartesian coordinates (x, y), with x along the horizontal 
free surface and y along the vertical direction, as shown in Fig. 4.1. The surface 
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        (4.2.6b) 
If r = xi +yj is the position vector of a surface point, then ∂r⁄∂t is the surface velocity at 
constant arc length. Given the normal vector n = -i(sinφ) + j(cosφ), we can calculate un = 
n⋅∂r/∂t, and κ = ∇s⋅n = -∂φ/∂s. Equation (4.2.5) then becomes [24] 
− sin φ( ) ∂x
∂t














    (4.2.6c) 
This equation governs the evolution of two-dimensional free surfaces when the 
surface There are three dependent variables: φ, x and y, and they are functions of arc 
length s. Since the groove profile on the right side of the groove root is different from that 
on the left, each dependent variable is separated into two branches: right (+) and left (-). 
At time t = 0, the groove surface is flat and the grain boundary is perpendicular to 
the free surface: 
( ) s0,sx =+  for s ≥ 0, ( ) s0,sx =−  for s ≤ 0    (4.2.6d) 
  y+ s,0( )= y− s,0( )= 0        (4.2.6e) 
  φ+ s,0( )= φ− s,0( )= 0 .       (4.2.6f) 
As t > 0, the boundary conditions at the groove root s = 0 are 
( ) ( ) 0t,0xt.0x == −+        (4.2.6g) 
( ) ( ) 0yt,0yt,0y == −+       (4.2.6h) 
( ) ++ α=φ t,0 , ( ) −− α−=φ t,0  ,       (4.2.6i, j) 
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where y0 is the depth of the groove root, and α+ and α- are the root angles the right and 
left surfaces made with the x-axis (Fig. 4.1). Equations (4.2.6g) and (4.2.6h) specify the 
continuity of the surface profile. The chemical potential in (3.2.1) and the surface current 
in (3.2.3) also need to be continuous at the groove root: µ+ = µ- = µ0 and J+ = J- = J0. Thus, 
 
  




























  ,  (4.2.6l) 
where the material properties Ds and ν are assumed to be the same on both sides of the 
groove.  
As s → ± ∞, the free surface is not disturbed:   
  φ± s,t( )→ 0         (4.2.6q, r) 
  y± (s, t) → 0 .        (4.2.6s, t) 
For known F(φ), β+ and β-, the root angles α+ and α- are related to the grain 
boundary energy per unit area γb by [2, 49, 70]  
  
γb cosθ = γ α+ −β+









cosα−   (4.2.7a) 
  
γb sinθ = γ α+ −β+









sinα−,  (4.2.7b) 
where θ is the angle the grain boundary makes with the vertical axis and is measured 
clockwise from the negative y-axis. Initially the grain-boundary angle is zero. The term 
dγ/dφ is a bending force (per unit contact-line length) acting perpendicular to the groove 
surface in the direction that is 90o counter-clockwise from the direction of γ. [70] (Here, 
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we treat γ as surface tension.) Notice that γ on the right side of the groove surface can be 
different from γ on the left side at the groove root. Usually, given a bicrystal, γb and γ are 
specified, and α+ and α- are determined from (4.2.6). However, we find it more 
convenient to use α+ as an input parameter because it illustrates most clearly the effect of 
surface energy anisotropy on grain-boundary grooving. Thus, in this work, α+ and γ are 

























Figure 4.1. A sketch of a vertical grain-boundary meets a free surface and forms
thermal groove to reduce the combined surface and grain-boundary energies. The
crystallographic orientations of the bicrystal are defined by facet angles β+ and β-.
Arc-length s along the free surface starts at the groove root where x = 0. The surface
unit normal n makes an angle φ with the y-axis. At the groove root, φ = α+ for the
right groove surface and φ = -α- for the left, and α+ and α- are called the root angles. 
 
4.3. Self-Similar Transformation 
Since (4.2.6) contains neither a length nor a time scale, we seek a self-similar 
solution. If δs, δx, δy and δt are the corresponding length scales and time scale, then 
δx/δs ~ 1 and δy/δs ~ 1 according to (4.2.6a) and (4.2.6b), and δx/δt ~ δy/δt ~ B/δs3 from 
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(4.2.6c). These equations give δx ~δy ~ δs~(Bδt)1/4. Thus, a set of self-similar variables is 





        (4.3.1) 
  
X S( )= x s,t( )
Bt( )1 4
        (4.3.2) 
  
Y S( )= y s,t( )
Bt( )1 4
        (4.3.3) 



















⎟ − X sin φ + Y cosφ = 0      (4.3.4c) 
  


















 .     (4.3.4d) 
The initial and boundary conditions combine to give, at S = 0,  
−+ = XX         (4.3.4e, f) 
  Y+ = Y− = Y0        (4.3.4g, h) 
φ+ = α+ , −− α−=φ                 (4.3.4i, j) 
( ) ( ) 0CdS
dF2
dS
dF2 =φβ+φ−=φβ−φ− −−−+++             (4.3.4k, l) 




















++    (4.3.4m, n) 
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where   Y0 = y0 Bt( )
1 4
, ( ) 04100 BtC γΩµ= , and  M0 = J0kT Bt( )
1 2
DsνΩγ0 . As 
   S → ±∞
  φ± → 0                 (4.3.4o, p) 
0Y →±            (4.3.4q, r) 
Once F(φ), β+ and β- are given, the only input parameter in (4.3.4) is α+. Thus, we 
specify α+, and solve (4.3.4) by a shooting method. This yields α-, Y0, C0, and M0. After 
α- is calculated, the normalized grain-boundary energy γb/γ0 and the grain-boundary angle 
θ are found from (4.2.7). 
4.4. Numerical Method 
To solve (4.3.4), we first specify the radius function F by assigning the spike 
width ε = 0.005, N = 3, and φi = iπ/2. We consider R = 0.5, 0.05, and 0.005. For each R, 
L is calculated numerically by substituting (3.2.6) into (3.2.77). The function F in (4.3.4c) 
also requires the facet orientation angles β+ and β- for the right and left sides of the 
bicrystal. We choose different β+ and β- to study their effects. Thus, F in (4.3.4c) is 
specified. 
Problem (4.3.4) is solved by an adaptive Runge-Kutta scheme [70]. The 
dependent variables φ , X, and Y are functions of the arc length S, and are determined 
separately for the right side (S ≥ 0) and the left side (S ≤ 0). There are four shooting 
parameters: Y0, C0, M0, and α-. We first choose a value for M0. The right-side integration 
starts at the groove root; at S = X = 0, α+ is specified and different values of Y0 and C0 
are tried until the groove profile becomes flat as S → ∞ (say at S = 10). The left-side 
integration starts from S = X = 0 with known values of C0 and Y0. However, the root 
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angle α- at S = 0 is unknown, and is found by shooting; it is varied until the curvature dφ-
/dS tends to zero as S → -∞ (say at S = –10). Even though the profile is flat, the slope φ- 
may not be zero as S → -∞. The surface current M0 is varied until φ- → 0 as S → -∞. At 
each step of integration, φ, X, and Y are calculated by a fourth-order and a fifth-order 
Runge-Kutta scheme. The difference between the calculated results is constrained below 
a desired bound ∆0. If the difference exceeds ∆0, then the step size is reduced by half and 
the integration repeated until the desired bound is met. For all the calculations in this 
paper, ∆0 = 10-13, and a FORTRAN program with quadruple precision is needed to 
resolve this small difference. Thus, the input parameters in problem (4.3.4) are F and α+. 
The other parameters such as Y0, C0, M0, and α- are determined by the numerical 
integrations. Once α+ and α- are known, γb/γ0 and θ are found from (4.2.7). This 
completes the solution. 
As a check of the numerical scheme, we set β+ = β- and compare our numerical 
results with those obtained by Xin and Wong [24] for symmetric anisotropic grooves. In 
their calculations, ε = 0.005 and R = 0.0005, and we use the same values. For the 
particular case of α+ = β+ = 10o, our groove profile is found to agree to five significant 
digits with that presented in Fig. 8 of Xin and Wong [24]. 
4.5. Results 
4.5.1. Grooves with α+ << β+ and α- << β-
With asymmetric and strong surface energy anisotropy, the groove profile can still 
be symmetric and smooth if (β+ - α+) >> ε and (β- - α-) >> ε. This is because the surface 
normal angle φ decreases from φ = α+, and φ = -α-at the groove root to zero at positive 
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and negative infinity S, so that φ never reaches the facet angles at φ = β+ and φ = -β-. 
Since the groove surface misses the facets, the groove profile is smooth and symmetric 
about the grain boundary, and has the same shape as the isotropic groove. To illustrate 
this point, we consider a case in which ε = 0.005, β+ = 45o, β- = 60o, and α+ = 10o. Since 
(β+ - α+) >> ε, the surface normal angle φ is sufficiently far from the facet angles that a 
smooth groove is obtained, as shown in Fig. 4.2 for R = 0.5, 0.05, and 0.005. All the 
profiles are smooth and symmetric, even for the highly anisotropic case of R = 0.005. 
Furthermore, the profiles have the same shape; the numerical integrations yield the same 
α- = 10o. This is because when (β - α)± >> ε and |φ| ≤ α±, the surface stiffness F(φ - β) ≈ 
R in (10c), and it can be removed from (4.3.4) by defining  
( ) 41R2SS =        (4.5.1a) 
  X = X 2R( )
1 4
       (4.5.1b) 
  Y = Y 2R( )
1 4
.       (4.5.1c) 













− X sin φ + Y cos φ = 0 .     (4.5.3c) 
At   S = 0, 
  X+ = X− = X0 = X0 2R( )
1 4
      (4.5.2d, e) 
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  Y+ = Y− = Y0 = Y0 2R( )
1 4
      (4.5.2f, g) 

















= M0 = M0 2R( )1 4 .     (4.5.2l, m) 
As   S → ±∞, 
         (4.5.2n, o)   φ± → 0
  Y± → 0.        (4.5.2p, q) 
The root angles α+ and α- are unchanged. The rescaled problem (4.5.2) is exactly the 
same as the isotropic system [3]. Because the information of the asymmetric surface 
energy has disappeared, the groove profile must be symmetric. Thus, α+ = α- and 0M = 0. 
This conclusion has been proven rigorously for small α by Zhang and Wong [10]. 
To verify the scaling in (4.5.2), the groove profile for R = 0.005 is multiplied by 
(2R)-1/4 and plotted in Fig. 4.2. It agrees to at least five significant digits with the isotropic 
case (R = 0.5) and with Mullins’s small-slope isotropic solution. Since R reflects the 
effect of temperature and the self-similar groove size is related to the grooving rate, this 
suggests that an anisotropic but smooth groove grows slower as the temperature 
decreases. When the temperature reaches the roughening temperature, R = 0, and the 
groove does not grow. Below the roughening temperature, we do not expect the groove to 

























Figure 4.2. Self-similar groove profiles when the root angles are far from the facet
angles. The surface energy is computed with ε = 0.005 and various R. The facet
angles are β+ = 45o and β- = 60o, and the right root angle is taken as α+ = 10o .The
calculated root angle on the left side is α- = 10o for different R. The self-similar
anisotropic groove profiles have the same shape as the isotropic profile (R = 0.5)
except that the size is reduced by a factor of (2R)1/4. Mullins’s small-slope isotropic
solution is also plotted for comparison. The graphed profile is computer using 100







4.5.2. Strong Anisotropy: Outline  
For the rest of the paper, we study grooves with strongly anisotropic surface 
energy and set ε = 0.005 and R = 0.005. Since the grooving problem is symmetric about 
β+ and β-, we consider only β- ≥ β+. We set β+ = 15o and β- = 15, 30, 45, 60, and 75o, and 
β+ = 45o and β- = 45, 60, and 75o. Once β+ and β- are fixed, we increase α+ from zero to 
β+, and record results of groove profile and α-. With α+ and α- known, θ and γb/γ0 can be 
determined from (4.2.7). We first present α- as a function of α+ in Fig. 4.3 for all the 
cases of β+ and β-. The behavior of α- is explained by examining two grooves in Fig. 4.4. 
We then proceed to show, for all β+ and β- cases, solutions of M0 in Fig. 4.5, C0 in Fig. 
4.6, Y0 in Fig. 4.7, γb/γ0  in Fig. 4.8, and θ in Fig. 4.9. 
4.5.3. Left Root Angle α-
The left root angle α- is calculated from (4.3.4) and plotted as a function of the 
right root angle α+ for β+ = 15o and β- = 15, 30, 45, 60, and 75o (Fig. 4.3a), and β+ = 45o 
and β- = 45, 60 and 75o (Fig. 4.3b). As shown in Fig. 4.2, the groove with strongly 
anisotropic surface energy is smooth and symmetric if α+ << β+ and α- << β-, i.e., α+ = α-. 
Thus, in Fig. 4.3(a) and (b), when α+ is small, α- increases with α+ along the symmetry 
line α- = α+. When α+ ≈ β+ and α- << β-, α- will deviate from the symmetry line and turn 
almost vertically to reach β-. Once α- ≈ β-, then α- will stay relatively uniform until α+ 
reaches β+. Thus, once a facet appears on one side of the groove, it will also appear on the 
other side.  
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 Figure 4.3 shows that as α+ → β+, α- increases rapidly to reach β-. This rapid 
change of α- is investigated for the case of β+ = 45o and β- = 60o. For α+ < 42o, α- = α+, 
and the groove is smooth, but small, as illustrated by the profiles in Fig. 4.2 When α+ = 
43.5o, α- = 54.143o, and is in the middle of rapid increase. The groove profile is plotted as 
a solid line in Fig. 4.4. It shows that facets begin to appear but the corners are not very 
sharp. The two sides start to show asymmetry. When α+ = 44.5o, α- = 59.764o and has 
turned to stay relatively uniform. The groove is much larger and asymmetric with long 
facets and sharp corners, as shown by the profile graphed in Fig. 4.4. 
4.5.4 Self-Similar Surface Current M0
Previous work using symmetric and strong surface energy anisotropy shows that 
there is no surface current flowing across the grain boundary. [24] The bicrystal builds up 
humps by rearranging its own mass. However, if the surface energy is anisotropic and 
asymmetric, there is a surface current flowing across the grain boundary. The asymmetric 
and strong surface energy anisotropy forces the atoms to cross the grain boundary to form 
an asymmetric profile. This is illustrated in Fig. 4.5(a) for β+ = 15o, β- = 15, 30, 45, 60, 
and 75o and in Fig. 4.5(b) for β+ = 45o, β- = 45, 60, and 75o. When β+ = β-, as the case of 
β- = 15o in Fig. 4.5(a), and β- = 45o in Fig. 4.5(b), M0 = 0 for all α+. This is the symmetric 
surface energy case and the profile is also symmetric about the grain boundary, but it can 
be smooth or faceted. [24] When β+ ≠ β-, α+ << β+, and α- << β-, M0 is also zero since the 
surface profile is still symmetric. When α+ ≈ β+, |M0| increases rapidly, and the rate of 
increase is higher for larger difference between β- and β+. This is expected since it is the 
difference between β+ and β- that drives M0.  
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Figure 4.3. The left root angle α- versus the right root angle α+ for different
facet angles: (a) β+ = 15o, β- = 15, 30, 45, 60, and 75o, and (b) β+ = 45o and β- =
45, 60 and 75o. The surface energy is computed with ε = 0.005 and R = 0.005.




































 Figure 4.4. Self-similar groove profiles for β+ = 45o, β- = 60o, and α+ = 43.5o and
44.5o. The surface energy is computed with ε = 0.005 and R = 0.005. For α+ =
43.5o, the left root angle is found to be α- = 54.143o; the grain-boundary angle and
energy are calculated from (10) as θ = 6.64 o and γb/γ0 = 0.383. For α+ = 44.5o, α-
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Figure 4.5. Self-similar surface current M0 at the groove root versus the right root
angle α+ for (a) β+ = 15o and β- = 15, 30, 45, 60, 75o, and (b) β+ = 45o and β- = 45,
60, and 75o. The surface energy is computed with ε = 0.005 and R = 0.005. When
























4.5.5. Self-Similar Chemical Potential C0
The chemical potential is plotted as a function of α+ in Fig. 4.6(a) for β+ = 15o, β- 
= 15, 30, 45, 60, and 75o and in Fig. 4.6(b) for β+ = 45o, β- = 45, 60, and 75o. All the 
curves behave alike; when the root angles are far from the facet angles, the chemical 
potential is close to zero and it increases linearly with α+. When α+ ≈ β+ and α- ≈ β-, C0 
rises sharply 
4.5.6. Self-Similar Groove Depth Y0
When α+ << β+ and α- << β-, the self-similar groove is smooth and symmetric, 
and the self-similar groove depth Y0 varies linearly with α+, as shown in Fig. 4.7. When 
α+ ≈ β+, the large surface-current and surface-curvature variations make the left root 
angle α- increase quickly to meet the facet angle β-. This forces the groove root to go 
deeper. Thus, |Y0| increases more rapidly with α+.
4.5.7. Normalized Grain-Boundary Energy 
 The grain-boundary energy per unit area γb is calculated by (4.2.7) and presented 
as a function of α+ in Fig. 4.8(a) for β+ = 15o, β- = 15, 30, 45, 60, and 75° and in Fig. 
4.8(b) for β+ = 45o, β- = 45, 60, and 75o. The isotropic surface energy per unit area γ0 is 
used to make γb dimensionless. When α+ << β+ and α- << β-, there is no facet on the 
groove surface and the groove shape is smooth and symmetric, as depicted in Fig. 4.2. 
The left root angle α- increases linearly with α+ (Fig. 4.3). However, the normalized 
grain-boundary energy γb/γ0 stays relatively uniform as shown in Fig. 4.8. This is because 
when α+ << β+ and α- << β-, the surface stiffness γ + γθθ reduces to a constant, and since 
the surface stiffness is what appears in the governing equation (4.3.4), the groove profile  
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 Figure 4.6. Self-similar chemical potential C0 at the groove root versus the right-side
root angle α+ for (a) β+ = 15o and β- = 15, 30, 45, 60, 75o and (b) β+ = 45o and β- = 45,
60, and 75o. The surface energy is computed with ε = 0.005 and R = 0.005. When α+










































 Figure 4.7. Self-similar groove depth Y0 at the groove root versus the right-side root 
angle α+ for (a) β+ = 15o and β- = 15, 30, 45, 60, 75o, and (b) β+ = 45o and β- = 45, 
60, and 75o. The surface energy is computed with ε = 0.005 and R = 0.005. When α+
<< β+, the magnitude of Y0 increases linearly with α+, and when α+ ≈ β+, |Y0| 






is smooth and symmetric, just like the profile with symmetric surface energy. However, 
γb/γ0 is calculated from (4.2.7), which contains γ and ∂γ/∂φ. These terms vary nonlinearly 
















⎟ .      (4.5.3a) 





b .       (4.5.3b) 
This expression is plotted in Fig. 4.8 as solid circles. These asymptotic predictions agree 
with the numerical solutions when α+ << β+ and α- << β-. The singular behavior when β+ 
+ β- = 90o arises from the four-fold symmetry of the anisotropic surface energy. If β+ + β- 
= 90o, then the two crystals forming the bicrystal have the same crystallographic 
orientation. Thus, the bicrystal becomes a single crystal and the grain boundary 
disappears. This is why the asymptotic solution behaves differently when β+ + β- = 90o. 
 If α+ = β+, then α- = β- as shown by our numerical integration. The integral 








.        (4.5.4) 
This solution is exact and agrees to five significant digits with the numerical results in 
Fig. 4.8. The comparison validates the accuracy of our numerical scheme. 
 Given a bicrystal, the crystallographic orientations β+ and β- are known, and so is 
the normalized grain-boundary energy γb/γ0. Thus, from Fig. 4.8, we can locate the 
corresponding α+ value. Once α+ is determined, we can find α-, M0, C0 and Y0 from Figs. 
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4.3, 4.5, 4.6, and 4.7. This completes the problem. For most materials, 0< γb/γ0 < 0.5. [41]. 
Thus, we see from Fig. 4.8 (a) that α+ must be close to β+ and the groove will be faceted. 
In Fig. 4.8 (b), if β- = 60o, then there is a wide range of α+ << β+ that yields almost the 
same γb/γ0. Thus, if a bicrystal has just these values of β+, β-, and γb/γ0, then it would be 
difficult to pinpoint the α+ value. It is unclear in this case how the system finally selects a 
groove profile.  
4.5.8. Grain-Boundary Inclination Angle θ 
 The grain-boundary tip inclination angle θ is calculated from (4.2.7) and plotted 
as a function of α+ in Fig. 4.9(a) for β+ = 15o, β- = 15, 30, 45, 60, and 75° and in Fig. 
4.9(b) for β+ = 45o, β- = 45, 60, and 75o. For all the cases of β+ and β-, Fig. 4.9 shows that 
θ remains constant for α+ << β+ and increases sharply when α+ ≈ β+. We show in 






,          4.5.5a) 
but, if β+ + β- = 90°, then  
 .           4.5.5b) 0=θ
These asymptotic predictions are plotted in Fig.4.9 as open (4.5.5a) and solid (4.5.5b) 
circles and agree with the numerical solutions when α+ << β+ and α- << β-.  
If α+ = β+, then the numerical integration gives α- = β-. For this particular case, 
2
+− β−β=θ .         (4.5.6) 
This solution is exact and agrees to five significant digits with the numerical results in 
Fig. 4.9. 
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The grain-boundary tip inclination angle θ is zero if the crystallographic 
orientation of the bicrystal are symmetric, i.e. β+ = β-. This yields the symmetric grooves 
studied by Xin and Wong [24]. If β+ + β- = 90o, and α+ << β+ and α- << β-, then θ = 0 
also. Since this is the special single crystal case, the result is not physical. For other 
values of β+, β-, and α+, θ ≠ 0. This means that the grain-boundary tip at the groove root 
is no longer normal to the free surface, but inclined. This forces the grain boundary to 
migrate to reduce the grain-boundary energy [10, 11]. Traditionally, if a straight grain 
boundary is normal to the free surface, then it is assumed to remain stationary. Here, we 
show for the first time a mechanism that will drive a normal grain boundary.  
4.6.Comparison with Experiments  
4.6.1 Symmetric Surface Energy 
Grain-boundary grooving by surface diffusion in SrTiO3 bicrysals has been 
studied by Jin et al [21]. High-purity SrTiO3 bicrysal samples without remaining strain 
and with finely polished surfaces were annealed in air at 1150-1400oC for 15 - 6720 min 
to develop grain-boundary grooves. Atomic Force Microscopy (AFM) was used to 
examine the surface morphologies in the annealed samples. The groove profiles are 
symmetric about the grain boundary because the crystallographic orientations of the 
bicrystal are symmetric. At high temperature, the profile is smooth. When the 
temperature decreases, the groove starts to develop facets.  At low temperature (1150oC), 
after annealing for 1680 min, the groove profile is plotted in Fig. 4 in the paper by Jin et 
al. [21] We copy the profile in Fig. 4.10 and fit it by our model with β+ = β- = 0.38o, α+ =  
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Figure 4.8. Grain-boundary energy per unit area γb normalized by the isotropic
surface energy per unit area γ0 versus the right root angle α+ for different facet
angles: (a) β+ = 15o and β- = 15, 30, 45, 60, 75o and (b) β+ = 45o and β- = 45, 60,
and 75o. The surface energy is computed with ε = 0.005 and R = 0.005. The solid
and open circles are the asymptotic solutions in (17) for α+ << β+ and α- << β-. 
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Figure 4.9. Grain-boundary inclination angle θ versus right root angle α+ for different
facet angles: (a) β+ = 15o and β- = 15, 30, 45, 60, 75o and (b) β+ = 45o and β- = 45, 60,
and 75o. The surface energy is computed with ε = 0.005 and R = 0.005. The solid and





α- = 0.38o, ε = 0.005, and R = 0.005. The self-similar coordinates (X, Y) are multiplied 
by (Bt)1/4 to yield the dimensional coordinates (x, y) following the definition in (4.5.1).  
Since the annealing time t is known, we find B = 5.8×10-37m4/s from the fitting. Mullins’s 
isotropic groove profile is also plotted in Fig. 4.10, and his model gives BM = 1.4×10-
32m4/s. The difference is caused by the value of R, as explained in detailed by Xin and 
Wong [24]. 
Fig. 4.11 shows that our anisotropic groove profile is close to Mullins’s isotropic 
one, despite that the anisotropy is strong and α+ = β+. This unexpected result is 
investigated. We find that the isotropic behavior is causes by the flatness of the groove 
profile: α+ = 0.38o. Even though the root angle is the same as the facet angle, the groove 
surface’s slope varies from φ+ = 0.38o at the groove root to φ+ = 0 far away. Hence, the 
surface energy is almost uniform on the exposed groove surface and the anisotropic 
groove behaves like an isotropic one. To prove this point, we compute symmetric self-
similar profiles using ε = 0.005, R = 0.005, and β+ = α+ = 5, 2, 1, 0.5, 0.1o. The self-
similar profiles are then normalized by the slope α+ and by the surface stiffness:   
( ) 41i F2
XX =         (4.6.1a) 
( ) +α
= 41i F2
YY .       (4.6.1b) 
We use the value of 2F at the groove root. Although 2F varies along the groove surface, 
we take it as constant and scale it out of the equation following the transformation in 
(4.5.1). This approximation becomes more accurate as α+ decreases, Fig. 12 shows the 
normalized profiles. As α+ decreases, the faceted groove smoothes and approaches 
 95
Mullins’s isotropic solution. Even when the normalized anisotropic profiles have the 
same shape as the isotropic one, the growth rate of the anisotropic groove is much slower 
owing to the surface-stiffness factor in (4.6.1). 
4.6.2 Asymmetric Surface Energy 
 Cube-textured Ni tape was fabricated by cold-rolling by Gladstone et al [71]. The 
tape was then electro-polished to remove any surface feature due to rolling damage. After 
annealing at 800oC for 4 hr, grain-boundary groove profiles were measured by AFM. A 
typical groove profile for a stationary grain boundary is presented n Fig 4(b) of the paper 
by Gladstone et al and copied in Fig. 4.12. The groove is asymmetric with facets on both 
sides of the groove surface. We fit the experimental data using our anisotropic model, 
assuming that the surface energy along the cross-section plane has four-fold symmetry. A 
good fit is obtained with ε = 0.01, R = 0.4, β+ = 12o, β- = 5o, and α+ = 12o. This yields α- 
= 5o, γb/γ0 = 0.08, θ = 2.7o. The self-similar groove profile is converted to dimensional 
units in Fig. 4.12 by multiplying (Bt)1/4. Since the annealing time t = 4 hr, we find B = 
1.71×10-25m4/s. Mullins’s isotropic solution is also plotted in Fig. 4.12 for comparison.  
4.7. Discussion 
In twin grain-boundary experiments, one of the grain boundaries develops a ridge 
instead of a groove. [101, 102] This is physically impossible if the surface energy is 
isotropic because at the ridge tip there is no upward-pointing force to balance the 
downward-pointing surface tension of the free surface and the grain boundary. However, 
if the surface energy is anisotropic, the bending-force term ∂γ/∂φ can provide a lifting 
force [70]. Fig. 4.13 shows two ridge profiles computed with ε = 0.005, R = 0.005, β+ = 






Figure 4.10(a) Experimental groove profile measured by AFM. This is Fig. 4 of 




















Figure 4.10(b). Dimensional symmetric groove profiles. The experimental data
come from Fig. 4 (Fig. 4.10a) of Jin et. al. [21], which were measured on a
SrTiO3 bicrystal after annealing at 1150oC for 1680 min. The root angle α and
the facet angle β are first measured from the figure and then adjusted slightly for



































Figure 4.11. Normalized symmetric groove profiles with small slopes. The
normalized coordinates (Xi, Yi) are defined in (19). The surface energy is





















Figure 4.12. Asymmetric groove profiles. The experimental data in (a) were
taken from Gladstone et al [71], and were measured using AFM on a cube-
textured Ni substrate. To fit the data we use ε = 0.01, R = 0.4, β+ = 12o, β- = 5o,
and α+ = 12o. This yields α- = 5o, γb/γ0 = 0.08, and θ = 2.7o. 
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facet, and the other with α+ = -60o, which is the facet angle (β+ - 90o). In the first case, the 
ridge profile is smooth and symmetric with α- = -20o. The normalized grain-boundary 
energy γb/γ0 = 0.72, and the grain-boundary tip inclination angle θ = 15o. In the second 
case, facets appear on the ridge and the numerical integrations yield α- = -14.23 o, γb/γ0 = 
0.316, and θ = 37o.  
For almost all polycrystalline materials, the normalized grain-boundary energy 
γb/γ0 < 0.5. [41] This constraint forces α+ ≈ β+ for most bicrystals as shown in Fig. 4.8, 
implying that most grooves will be faceted. (The case of β+ = 45o and β- = 75o will yield a 
faceted ridge, instead of a groove). There are cases, such as β+ = 45o and β- = 60o in 
which γb/γ0 falls within the physically acceptable range even when α+ << β+ (Fig. 4.8(b)). 
Over a wide domain of α+, γb/γ0 stays relatively uniform. If a bicrystal has exactly the 
uniform γb/γ0 value, then α+ becomes undetermined. As discussed in section (4.5.2), if α+ 
<< β+, then the groove is smooth and symmetric, but the growing rate is slower than the 
corresponding isotropic groove. The growing rate drops to zero as the temperature 
reaches the roughening temperature of the bicrystal, and probably remain so for lower 
temperatures. However, given the verity of forming a bicrystal with the right uniform 
γb/γ0 value, and the uncertainty in locating the value of α+, it is unlikely that an arrested 
grooving can be observed. Thus, if the surface energy is anisotropic, we would expect the 
groove to be faceted. 
The asymmetric surface energy anisotropy induces migration of the initially 
straight and vertical grain boundary. Owing to symmetry, we only consider β+ ≤ β-. Fig. 
4.5 shows that the surface current at the groove root M0 = 0 if β+ = β-, and M0 < 0 if β+ < 
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β-. A negative surface current means that mass moves across the grain boundary from the 
right to the left (see Fig. 1). Fig. 4.9 reveals that the grain-boundary tip angle θ = 0 if β+ = 
β-, and θ > 0 if β+ < β- (except the singular case of β+ + β- = 90o). A positive tip angle 
implies that the grain boundary is tilted toward left using the groove root as the origin. To 
satisfy this slope condition, the grain boundary must migrate toward the right side, 
carrying the groove with it. Thus, the groove is moving right and the surface current at 
the groove root is moving left. These opposite directions are is in agreement with those 
observed in migrating groove models [70, 73]. 
Since grooving induces migration, which in turn moves the groove, the two are 
coupled. Mullins investigated the effect of grain-boundary grooves on grain-boundary 
migration [73]. His model consists of a horizontal free surface and a grain boundary that 
is inclined and makes an angle θ with the vertical axis. He assumed that the grain 
boundary migrates at constant speed and sought a steady-state solution of the groove 
profile in a reference frame moving with the grain boundary. Surface diffusion is taken to 
be the dominant mass-transport mechanism. He found that a solution exists if θ = θc = 
γb/6γ0.  
Mullins’s analysis [73] does not truly combine grain-boundary grooving and 
grain-boundary migration. Recently, Zhang and Wong [10, 11] investigated the coupled 
grooving and migration of an inclined grain boundary. In their work, the free surface is 
horizontal and the grain boundary is initially straight and deviates from the vertical axis 
by an angle θ << 1. They assumed that the surface energy is isotropic, and the groove 
evolves by surface diffusion. They found that the coupled motion can be separated into 




















Figure 4.13. Self-similar profiles for facet angles β+ = 45o and β- = 75o with 
facet parameters ε = 0.005 and R = 0.005. The small and symmetric ridge
(dashed line) is computed with α+ = -20o, which is far from the facet angle. The 








grain boundary relaxes following two different paths depending on the initial inclination 
angle θ. If θ < θc (= γb/6γ0), the grain-boundary tip at (x0, y0) moves by surface diffusion: 
(x0, y0) ~ (t1/4, t1/4) as t → ∞ (x0 and y0 represent the horizontal and vertical positions of 
the grain boundary tip). If θ > θc, the grain-boundary groove moves by migration: (x0, y0) 
~ (t1/2, t1/6) as t → ∞. Hence, the groove moves faster, but is shallower. This detailed 
analysis of the coupled motion reveals the importance of θ and θc. 
The migrating groove problem with anisotropic surface energy has been solved by 
us recently [70], and we find θc = θc(β+, β-, α+). Here we study the growth of an initially 
stationary groove, and determine θ = θ(β+, β-, α+). Thus, following the analysis of Zhang 
and Wong [10, 11], we can describe the evolution of an anisotropic groove. In time 
Regime I, the groove grows following the self-similar law described in the earlier 
sections. Based on β+, β- and γb/γ0, the groove could be symmetric or asymmetric, and the 
grain-boundary inclination angle θ is usually nonzero. The groove will force the grain 
boundary to migrate. The migration is self-similar with the migration distance increasing 
with time t as t1/2. [10] In time Regime II, the groove relaxes similar to the isotropic 
groove. If θ < θc, the grain-boundary tip at (x0, y0) moves by surface diffusion: (x0, y0) ~ 
(t1/4, t1/4) as t → ∞. If θ > θc, the grain-boundary groove moves by migration: (x0, y0) ~ 
(t1/2, t1/6) as t → ∞. Thus, the asymmetry of the bicrystal’s crystallographic orientation 
drives the grain boundary to migrate. The grain boundary migration becomes slower with 
time, but it never completely stops. 
4.8. Conclusions 
This work studies the effect of asymmetric surface energy anisotropy on grain-
boundary grooving. Initially, the grain boundary is vertical and straight, and the free 
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surface is horizontal and flat. A groove forms at the tip of the grain boundary to reduce 
the combined surface and grain-boundary energies. In this work, we assume that the 
groove evolves by capillarity-driven surface diffusion. A delta-function model is used to 
describe the anisotropic surface energy at temperatures above the roughening temperature 
of the polycrystalline material. Since surface energy anisotropy does not introduce a new 
length scale, anisotropic thermal grooving is again self-similar with the groove size 
increasing with time t as t1/4. Thus, the nonlinear partial differential equation that governs 
grooving is reduced by a self-similar transformation to an ordinary differential equation, 
which is then solved by shooting methods. Self-similar groove profiles are calculated for 
different crystallographic orientations β+ and β-, and for various normalized grain-
boundary energy γb/γ0. we find that most bicrystals will form faceted grooves. However, a 
few bicrystal can also yield smooth and symmetric grooves that have the same shape as 
the corresponding isotropic groove, but the growth rates are much slower. Instead of 
grooves, some bicrystal can form ridges that rise following the t1/4 similarity law. We also 
find that asymmetry of the surface energy tilts the grain-boundary tip away from being 
normal to the free surface. This tilting induces migration of the grain boundary. Thus, 
normal grain boundaries can migrate if the crystallographic orientations are asymmetric. 
Anisotropic groove profiles measured on SrTiO3 and Ni substrates are fitted by our 









CHAPTER 5 RAYLEIGH’S INSTABILITY OF LENNARD-JONES NANO-JETS 
SIMULATED BY MOLECULAR DYNAMICS  
 
5.1. Introduction 
A thin liquid thread is unstable and will breakup into droplets to minimize the 
surface energy. The linear stability of a liquid jet was first studied by Lord Rayleigh [91]. 
Given a circular cylindrical liquid jet of radius R , its linear stability is revealed by 
imposing a small perturbation on the surface position in the form of a normal mode: 
          r = R + AeΩtcosnθ coskz ,                                                                (5.1.1) 
where  is the amplitude of the perturbation, t is time, and (A r , θ , ) are cylindrical 
coordinates defined at the center of the cylinder with z  along the axis. By assuming 
inviscid flow and a capillarity-driven pressure gradient, Lord Rayleigh found the growth 
rate as 
z
























,                                   (5.1.2) 
where γ is surface tension, µ  is liquid density, and (kR)II 00 =  and  are the 
modified Bessel function of the first kind of order 0 and 1, respectively. If the 
perturbation is axisymmetric (n = 0), then 
(kR)II 11 =
0>Ω  for 1/Rk < . Thus, long wave 
axisymmeric perturbations will grow in time. Nonaxisymmetric perturbations (n  ) do 
not grow since Ω is imaginary. 
≥ 1
A solid wire is also subject to Rayleigh’s instability because it has surface energy 
and can change shape by surface diffusion [86, 92]. Nichols and Mullins [94] analyzed 
the linear stability of a circular wire with isotropic surface energy. They found that if a 
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wire of radius R is perturbed by a disturbance of the form presented in (5.1.1), then the 






(n2 +k2R2)(1-k2R2 - n2 ) ,                                        (5.1.3) 
where B is a material constant. Thus, axisymmetric disturbances with wavelengths 
greater than    will also grow, and non-axisymmetric disturbances will decay. The 
evolution of a perturbed wire has been simulated numerically by Coleman [92]. He 
followed the evolution of the wire to the point of pinch-off. Wong et al [86] derived a 
self-similar solution for the wire profile near the moment of pinch-off. They found that 
the self-similar profile contains a thin neck bridging two opposing cones with half-cone 
angle of . This cone angle is universal because it is independent of materials and 




The linear stability of a wire with surface energy anisotropy was first studied by 
Cohn [95]. He assumed that the surface energy varies linearly in the axial direction but is 
isotropic in the circumferential direction. As a result, the wire is still circular. He found 
that the anisotropy can be stabilizing or destabilizing. Gurski and McFadden [96] 
investigated the linear stability of a wire with surface energy anisotropy in both axial and 
circumferential directions. Their stability analysis is based on finding the sign of the 
second variation of the total surface energy. They found that the anisotropy can be 
stabilizing or destabilizing relative to the isotropic case. Their analysis, however, has a 
significant deficiency because it cannot yield the growth rates of the unstable 
perturbations. 
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 Nanowires with size down to several nanometers and sufficient length have been 
fabricated in experiment [97]. Their mechanical, thermal, optical and electrical properties 
have been extensively investigated due to interests in low dimensional physics and 
applications in nano-technology. Tantalum carbide nanorods and nanoparticles have been 
synthesized using a vapor-solid reaction path starting with CVD grown carbon nanotube 
precursors [98]. The Rayleigh instability is postulated as the mechanism responsible for 
the transition from nanorod to nanoparticle morphologies. 
This chapter will investigate the Rayleigh instability of nano-jets by molecular 
dynamic simulations. We would like to prove the applicability of continuum results to 
molecular scales. This chapter is organized as follows. The simulation method is outlined 
in Section 5.2, and the results are presented in Section 5.3. We discuss the implications in 
Section 5.4 and conclude this work in Section 5.5. 
5.2. Simulation Method 
5.2.1 Intermolecular Potential Force 
A simple system, for which much of the thermodynamic properties are known and 
which gives essential physics, is the Lennard-Jones (LJ) fluid. Its pair potential is give by  
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⎥     ,                                                           (5.2.1) 
⎥ 
where rij = |ri - rj| and ε stands for the well depth of the potential curve, and σ is a 
characteristic distance at which the potential equals zero.  
The acting force between two atoms is the first derivative of the potential: 


































.                                                         (5.2.2) 
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This equation can be made dimensionless as follows: 





 ,                                                                                         (5.2.3a) 





,                                                                                           (5.2.3b) 






24F 612 −−= .                                                                          (5.2.3c) 
Two atoms experience zero force at a distance . Time and velocity are made 
dimensionless by   
1/62Sr ==
σ m/ε  and   ε/m , respectively, where m is the mass of the atom. 
5.2.2 Integrating Newton’s Equation of Motion 
This work will apply the velocity-verlet algorithm to integrate Newton’s equation 
of motion. Given the position r(i) and velocity V(i) of an atom at the ith time step, the 
velocity-verlet algorithm calculates the position and velocity at the next time step as 
       ( ) (i)t
2
1t(i)(i))1(i 2F Vrr ∆+∆+=+ ,                                               (5.2.4a) 
       )]1(i(i)∆ t[
2
1(i))1(i +++=+ FFVV ,                                               (5.2.4b) 
where F is the force exerted on the atom by other atoms, and ∆t is the time interval. At 
time step i, r (i) and V (i) are known. The force F (i) can be calculated since the 
positions r (i) of all atoms are known. Then r (i+1) at time step i+1 can be calculated 
from (5.7a). From r (i+1), F (i+1) can be calculated and V (i+1) at time step (i+1) can be 
derived from (5.7b). 
The Velocity-verlet algorithm has a discretization error of order   . In this 
study, we take = 0.001, which ensure that the total energy is conserved for the 




5.2.3 Initial Positions and Velocities 
The atoms at cross-sectional planes are initially located on FCC (111) planes, as 
shown in Fig. 5.1. The axis of the nanojet is in the z direction. A layer of atoms in a 
cross-section plane (x, y) is arranged into a hexagon. Two closest neighbor atoms in the 
same layer are separated by distance S, at which the force between two atoms calculated 
by (5.2.3c) is zero. The next layer of atoms is shifted as shown in Fig. 5.1. The x position 
is shifted by distance S/2, the y position is moved by distance 6S3 , and the z position 
is translated by distance S32 . The third layer is shifted in the same fashion. This 
arrangement of atoms is repeated along the z-axis. The atoms on the fourth layer will 
have the same (x, y) coordinates as those on the first layer. In this way, the nearest 
neighbors in two layers will form a tetrahedral. Thus two closest atoms between two 
layers are always a distance S apart. The initial velocity is assigned randomly between -1 
and 1. Subsequently, we shift the total translational and rotational momentum to zero. We 
scale the resulting velocities to adjust the mean kinetic energy to the desired value.  
5.2.4 Boundary Conditions 
      Periodic boundary conditions are imposed in (x, y, z) directions. If we assume the jet 
has a radius of nS and Length L, then the simulation box is 2(10+n)S × 2(10+n)S × L. 
The two ends of the jet are located at z = -L/2 and z = L/2. During the evolution, each 
atom inside the simulation box experiences forces from all other atoms with a cutoff 
distance of r = 5S. If an atom is within the cutoff distance from a boundary, then it also 
sees atoms outside the boundary. When an atom diffuses out of the simulation box, 
another atom will diffuse into the box from the opposite side to the corresponding 








































Figure 5.1. Initial positions of atoms in three adjacent neighbor layers. The distance
between any two closest atoms is S. the solid circles represent the first layer, the open
circles the second, and the triangulates the third. 
 
5.2.5 Thermostat 
 The kinetic energy of N identical atoms is related to the temperature T*, according 











       (5.2.5) 
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mVV * ,         (5.2.7) 






1T ,                                                                       (5.2.8) 




TVV 0ii = ,                                                                                         (5.2.9) 
where iV is the pre-scaled velocity magnitude of the i
th atom. This way of maintaining 
the temperature is commonly use in the literature and does not affect the conclusions of 
this work 
5.2.6 Translational and Rotational Momentums 
 We solve Newton’s equation for the system, and the translational and rotational 







1P ,                (5.2.10) 
where α indicates the x, y, or z component. The average rotational momentum along the 
z-axis is 






1H ,               (5.2.11) 
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where k is the unit vector in the z direction. 
5.3. Simulation Results 
5.3.1. Melting Temperature 
To set the simulation temperature T0, we need to clarify the phase state of the atoms: 
liquid, solid, or liquid-solid mixture. Thus, the melting temperature needs to be 
determined for each jet radius. We monitor two physical properties to infer the melting 
temperature. The first property is the mean square displacement (MSD) of atoms: 










trD ] ,     (5.2.12) 
in this simulation, t0 = 100 and t = 100. In this way, the MSD is not a function of time, 
but it is a function of temperature. The second is the root-mean-square (RMS) bond 


















∑ ,     (5.2.13) 
and <>t is the time average, rij is the distance between atom I and j, and N is the number 
of atoms in the jet.  
The typical calculation consists of heating up a nanowire from its zero 
temperature configuration until it transforms into liquid. At T0 = 0, the wire is 
equilibrated during the first 105 time steps and the time average and MSD are calculated 
using the next 105 time steps (= 100 time units). After D and δ are calculated, T0 is 
increases by 0.02 and the procedure is repeated. In this way, D and δ are determined as 



















































Figure 5.2 (a) Mean-square-displacement D and  (b) root-mean-square bond length
fluctuation δ versus temperature for R = S and different length L of nanowires. The
time interval for calculating D in (5.2.12) and the time averages for calculating δ in
(5.2.13) is from 100 to 200 time unit. The solid temperature is below T = 0.14, and the





















































Figure 5.3 (a) Mean-square-displacement D and (b) the root-mean-square bond length
fluctuation δ versus temperature for R = 2S and different length L of nanowires. The
time interval for calculating D in (5.2.12) and the time averages for calculating δ in
(5.2.13) is from 100 to 200 time unit. The solid temperature is below T = 0.32, and























































Figure 5.4. (a) Mean-square-displacement (D) and (b) the root-mean-square bond 
length fluctuation δ versus temperature for R = 3S and different length L of
nanowires. The time interval for calculating D in (5.2.12) and the time averages for
calculating δ in (5.2.13)is from 100 to 200 time unit. The solid temperature is below




We simulate nanojets with different length L and radius R = S, 2S, and 3S. The 
melting temperature for R = S is shown in Fig. 5.2(a) as T = 0.42 for L = 6dz, 9dz, and 
12dz, at which the slope of D versus temperature suddenly increases. At that point, the 
diffusion of atoms becomes much faster, indicating melting of the nanowires. Fig. 5.2(b) 
shows that there are two abrupt variations in the slope of the RMS bond-length 
fluctuation, δ, as a function of temperature. When δ < 0.1, the wire is still solid, and at δ 
= 0.1, the wire starts to melt, and when δ reaches another constant, the system is in the 
liquid state (Lindemann rule) [99, 100]. Thus, Fig. 5.2(b) reveals that the solid 
temperature is below T = 0.14, and the melting point is at T = 0.42. Using the same 
criterion, the melting temperatures for R =2S and R = 3S are T = 0.48 (Fig. 5.3) and T = 
0.54(Fig. 5.4), respectively.  
5.3.2. Break-up of LJ Liquid Jets 
      Figures 5.5 – 5.7 show snapshots at different times of nanojets with different radius R, 
Length L, and temperature T. The length L is expressed in terms of  dz = 2 /3S , which 
is the initial separation between two adjacent layers. The nanojets are liquid at the 
temperatures studied. Since L > 2πR, the liquid jets break up to form droplets after few 
hundred time units.  
      Figures 5.8-5.10 show snapshots at different times of nanojets with different radus R, 
length L, and temperature T. At the studied temperatures, the nanojets are liquid. Since L 
< 2πR, the nanojets will not break and will reach undulating stable shapes 10,000 time 
units. 
Figure 5.11 shows a summary of stability behavior of nanojets with different 
radius R, length L, and temperature T. At these temperatures, all the nanojets are liquid. 
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The plot shows that all wires break when L >  2π R, which agrees with Rayleigh’s 
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Figure 5.5. Snapshots at different times of the nanojet with radius R = S. The periodic
length of the jet is L = 9dz, and the temperature is T = 0.46 (the melting temperature is
0.42). Three periods in the z-direction are plotted to help viewing. 
 
Figure 5.6 Sanpshots at different times of the nanojet with radius R = 2S. The periodic length of the
jet is L = 18dz, and the temperature is T = 0.5 (the melting temperature is 0.48). Three periods in the




























Figure 5.7 Snapshots at different times of the nanojet with radius R = 3S. The periodic
















Figure 5.8 Snapshots at different times of the nanojet with radius R = S. The periodic length
of the jet is L = 6dz, and the temperature is T = 0.46 (the melting temperature is 0.42).
Three periods in the z-direction are plotted to help viewing. 
 
t = 0 t = 7,000 t = 10,000
Figure 5.9 Snapshots at different times of the nanojet with radius R = 2S. The periodic
length of the jet is L = 12dz, and the temperature is T = 0.5 (the melting temperature is











































Figure 5.10 Snapshots at different times of the nanojet with radius R =3S. The
periodic length of the jet is L = 18dz, and the temperature is T = 0.58(the
melting temperature is 0.54). 
 
R(S)



















Fig. 5.11 Stability of nanojets for different radius R, length L and temperature T.






The translational momentum P and rotational momentum H are set to zero 
initially at t = 0. We solve the Newton’s equation of motion, and the momenta should be 
conserved. This is true is the wire is solid. However, if the wire melts, the liquid thread 
will have large rotational momentum after a period of evolution, even though the time 
average of the angular momentum is zero. The translational momentum is conserved and 
is always close to zero. If we plot H at t = 200 as a function of temperature T, we find H 
starts to vary at the melting temperature (Fig. 5.12). This validates the melting 
temperatures determined by the other two methods. 
The melting temperature of a bulk Lennard-Jones liquid is 0.7 [103]. At the size 
of the system decreases, so will the melting temperature [104]. This is observed in our 
simulation of the nanowires. We find that the melting temperature decreases from T = 
0.54 for R = 3S to T = 0.48 for R = 2S to T = 0.42 for R = S. the melting temperature 
depends only on the radius of the wire and is insensitive to the periodic length.  
5.5. Conclusions 
This work investigates the Rayleigh instability of nanometer scale wires by 
classic molecular dynamics simulation. The melting points of nanowires with different 
radii are found by computing the root-mean-square bond length fluctuation and the mean 
square displacement. Our results show that as the radius of the nanowires increases, the 
corresponding melting point will increase. We simulate the evolution of liquid threads 
with radius R = S, 2S, and 3S, and find that if the periodic length of the thread L > 2πR, 
then the thread is unstable and will breakup into droplets. However, if L < 2πR, the 
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(a) R = S
T




















L = 12dz 0.48
(b) R = 2S
(c) R = 3S
Figure 5.12 The instantaneous rotational momentum H at t = 200 as a function of
temperature for (a) R = S, (b) R = 2S, and (c) R = 3S. The momentum is zero before
jumping at a certain temperature, which is exactly the melting temperature. This
jump becomes less obviously when the number of atoms in the rod increases. 
 
CHAPTER 6. CONCLUSIONS 
Grain boundary is important in material synthesis and processing. When a grain 
boundary meets a free surface, a groove will form to reduce the combined surface and 
grain-boundary energies. If the grain boundary is vertical and the surface energy is 
symmetric, the grain boundary will be stationary. If the surface energy is not symmetric, 
the difference in surface energy will tilt the grain boundary tip, and the grain boundary 
will migrate.  
The mobility of grain boundaries is usually measured by the "quarter-loop" and 
Sun-Bauer methods. In these methods, a grain boundary migrates and its tip position 
along a free surface is record to infer the mobility. At the tip, a groove develops to reduce 
the combined surface and grain-boundary energies. The groove is small and adjusts 
quickly. Thus, in both methods, the groove can be treated at each instant as migrating at 
constant speed. We study this quasi-steady groove formed by surface diffusion, and find 
the nondimensionlized equation depends only on one material constant: the dihedral 
angle, and is independent of the migration speed of the grain boundary. The groove also 
turns the grain boundary away from being perpendicular to the free surface. We add this 
tilting effect into both mobility measurement methods by solving the migrating grain-
boundary profiles for arbitrary grain-boundary angle. Excellent agreement is obtained 
between our model and measured grain-boundary profiles. 
We use the delta-function model to describe anisotropic surface energy, and study 
its effect on migrating grooves. We find that if the exposed groove surface does not 
contain a facet orientation, then the groove is smooth and has the same shape as an 
isotropic groove except the size is reduced by a factor of (2R)1/3, where R reflects the 
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effect of temperature and R = 0 at the roughening temperature. The groove again tilts the 
grain-boundary tip by an angle θ away from being perpendicular to the free surface. 
However, the angle θ depends on the crystallographic orientations of the bicrystal, 
represented by the facet angles β+ and β- (Fig. 3.1). When the anisotropic groove is 
smooth, θ follows the isotropic solution θ0 if β+ + β- = 90o, but if β+ + β- ≠ 90o, θ differs 
from θ0 even when the groove profile is smooth. When β+, β-, and the normalized grain-
boundary energy γb/γ0 are specified, we find that the migrating-groove problem may have 
a unique solution, multiple solutions, or no physically admissible solution. 
We also study the effect of asymmetric surface energy anisotropy on grain-
boundary grooving. Initially, the grain boundary is vertical and straight, and the free 
surface is horizontal and flat. Since surface energy anisotropy does not introduce a new 
length scale, anisotropic thermal grooving is again self-similar with the groove size 
increasing with time t as t1/4. Thus, the nonlinear partial differential equation that governs 
grooving is reduced by a self-similar transformation to an ordinary differential equation, 
which is then solved by shooting methods. Self-similar groove profiles are calculated for 
different crystallographic orientations β+ and β-, and for various normalized grain-
boundary energy γb/γ0. we find that most bicrystals will form faceted grooves. However, a 
few bicrystal can also yield smooth and symmetric grooves that have the same shape as 
the corresponding isotropic groove, but the growth rates are much slower. Instead of 
grooves, some bicrystal can form ridges that rise following the t1/4 similarity law. We also 
find that the asymmetry of the surface energy tilts the grain-boundary tip away from 
being normal to the free surface. This tilting induces migration of the grain boundary. 
Thus, normal grain boundaries can migrate if the crystallographic orientations are 
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asymmetric. This driving mechanism is revealed for the first time. Anisotropic groove 
profiles measured on SrTiO3 and Ni substrates are fitted by our model to extract the 
surface diffusion constant (B). 
At last we apply molecular dynamics simulation method to study the Rayleigh 
instability of nanometer scale jets. The melting temperatures of nanowires with different 
radii are found by computing the root-mean-square bond length fluctuation and the mean 
square displacement. Our results show that as the radius of the nanowires increases, the 
melting temperature will increase. We find that as the length of a liquid thread increases 
beyond a critical value, the thread breaks up into droplets. The critical length depends on 
the radius of the thread and agrees with Rayleigh’s prediction. Thus, Rayleigh’s 
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APPENDIX A. ASYMPTOTIC EXPANSIONS OF THE GROOVE PROFILE 
In the limit 0→σ , the surface normal angle f is expanded as   
  φ = σφ1 + σ
3φ2 + σ
5φ3 +L .      (A1) 
Substitution into (2.1.12) and collection of terms of the same orders in s yields 
d3φ1
dS3


















5       (A2c) 
These equations hold for both the right (+) and left (-) sides of the groove surface. At the 
groove root S = 0, 
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 .       (A2l) 
As S , → ±∞
φ1± ,φ2±, φ3± → 0         (A2m) 





e−S          (A3a) 
 φ1− = −
2
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σ5       (A4b) 



















σ5      (A4d) 
 The groove surface is located by coordinates (X, Y). The Y coordinate is found 
from (2.3.4m) and (2.3.4n). The X coordinate is expanded as  
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  .      (A5)   X = X1 + σ
2X2 + σ
4X3 +L
This is substituted into (2.3.4b), followed by expansion of cosφ. Integration with X(0) = 0 
leads to 































e2S cos 2 3S( )+ 3 sin 2 3S( )[ ]+ 157235872
   (A6e) 
The normal angle φ = φ S( )  and the groove profile Y = Y(X) are plotted in Fig. 2.3 for 
both right and left sides for α+ = 35
o . They agree well with the numerical results, 
validating the numerical method. 
The leading-order term f1 in (A1) recovers the solution of Mullins [Mullins, 1958]. 
The second term is of order σ3, which shows that Mullins's solution is accurate to order 







APPENDIX B. ASYMPTOTIC EXPANSIONS OF THE GRAIN-BOUNDARY 
PROFILE 
To derive the asymptotic expansions in the limit θ → 0, the grain boundary profile is 





























⎟ ⎟ = 0   . (B1) 
At Ym  = 0, 
Z = Z0 (B2) 
dZ
dYm
= tanθ  .        (B3) 
At , Y → −∞m
dZ
dYm
→ tanβ   . (B4) 
This way of representing the grain-boundary profile eliminates the free-boundary 
difficulty of the problem. 
In the limit q Æ 0, the grain-boundary profile Z(Ym) is expand as 
  Z = θZ1 + θ
3Z 2 + L ,       (B5) 

































    (B6b) 
At Ym = 0, 
dZ1
dYm
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 '        (B6f) 
where tanβ has been expanded in a Taylor series.  This alters the nature of the asymptotic 
expansion so that it holds for β - θ → 0.   
 The system of equations (B6) is solved by Maple V‚: 





































⎥    (B7a) 

















































4 β − θ( )2
πθ2
− β − θ
θ3
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h2 =
β − θ( )
θ3
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This gives Z at Ym = 0 as 
 Z0 = −
2
π
β −θ( )+ 2
3π3 2


















APPENDIX C. GROOVING WITH UNEQUAL SURFACE ENERGIES 
Let the surface energy γ+ of the right groove surface exceed the surface energy g- of the 
left side by an infinitesimal amount: γ+/γ- -1 = d << 1. We show that this small difference 
can cause an order one change in the grain-boundary inclination angle q, if the groove 
slope is small, i.e., if σ << 1. 
A force balance at the groove root shown in Fig. 2.2 gives 
γ + cosα + = γ − cosα− + γ b sin θ       (C1) 
γ + sin α+ + γ − sinα − = γb cosθ   .      (C2) 
If the surface and grain-boundary energies are isotropic, then the torque terms [49] are 
zero and these equations are exact. Elimination of q leads to  
γ b
2 = γ +
2 + γ −
2 − 2γ +γ− cosσ  ,     (C3) 












= δ2 + σ2 + O δσ2, σ4( ) .     (C4) 
Section 2.5 gives α+ = σ/3 + O(σ
3) and α- = 2σ/3 + O(σ
3) in the limit σ → 0. These are 




sin θ = δ + σ
2
6
+ O δσ2,σ4( ) .      (C5) 
Thus, 
 sin θ =
δ + σ2 6
δ2 + σ2( )12  .       (C6) 
If d << s, then (C6) reduces to the form presented by Mullins [73]. However, (C6) also 
holds for δ ~ σ and δ >> σ. In the later two cases, θ ~ 1.  
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APPENDIX D. DERIVATION OF HERRING’S BOUNDARY CONDITION BY 
THE VARIATIONAL METHOD 
 
Herring derived the anisotropic Gibbs-Thompson formula by the method of virtual 
displacement [49]. He applied the same method to arrive at a boundary condition at the 
interception point of three interfaces. The boundary condition represents a force balance 
and contains dγ/dφ, which he called a torque term. Mullins presented a derivation of the 
anisotropic Gibbs-Thompson formula by the variational method [2], but the boundary 
condition was derived again by the method of virtual displacement. Here, we adopt 
Mullins’s variational approach with the addition of mass conservation. This yields 













Figure D.1. A solid film on a substrate in equilibrium with its vapor. The two-dimensional
film is symmetric and contacts the substrate at x = ±x0. As the film is perturbed, the mass is








Consider a two-dimensional film on a smooth solid substrate and in 
thermodynamic equilibrium with its own vapor, as illustrated in Figure D.1. Since this 
system is in equilibrium, the total surface energy of the system is at a minimum and its 
variation is zero: 
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δ γ 1+ hx
2( )1 2 + σ fs − σsg + λh⎡ ⎣ ⎢ 
⎤ 
⎦ 
⎥ dx = 00
x0∫      (D1) 
where δ represents the variation of a functional [84], h is the film height, x is a horizontal 
coordinate starting at the center of the film, hx = dh/dx, the film-vapor surface energy per 
unit area γ is a function of the film slope, i.e., γ = γ(hx), γfs and γsg are the film-substrate 
and substrate-vapor surface energy per unit area respectively, and x0 is the half width of 
the film. Owing to symmetry, only half of the film is considered. The first term in the 
integral represents the surface energy of the film-vapor interface. The second and third 
terms represent the net surface energy at the solid substrate; if the film-substrate interface 
lengthens, then the system gains film-substrate surface energy but loses substrate-vapor 
surface energy. Conservation of mass is imposed by a Lagrange multiplier λ. Equation 
(D1) can be derived rigorously by use of thermodynamics [85]. Expansion of (D1) gives  
  
λδh0
x0∫ dx + 1+ hx















x0∫ δhxdx + γ 1+ hx





δx0 = 0 , 
(D2) 
where the film-edge position x0 is allowed to vary (by δx0). Since δhx = d(δh)/dx, the 
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has been invoked. Since δh is arbitrary, the above equation 
yields three equilibrium conditions. The first coefficient leads to an equation that governs 



























.   (D4a) 
The second and third terms in (D3) serve as boundary conditions for the equilibrium film 





2( )1 2 + γhx
1+ hx
2( )1 2
= 0      (D4b) 









= 0     (D4c) 
The surface normal angle is denoted by φ, which is the angle the film surface 
normal made with the vertical axis (Fig. D.1). From the definition, 










= 2hx 1+ hx





     (D5c) 
Substitution of (D5) into (D4) yields 
  








⎟ ⎟ κ,        (D6a) 
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where κ is the curvature of the film surface. This equation is recognized as the 
anisotropic Gibbs-Thompson formula presented in (3.2.1) and the Lagrange multiplier λ 
= µ/Ω, where µ is the chemical potential and Ω is the atomic volume. When the system is 
in equilibrium, µ = µe and (3.A6a) can be rearranged into (3.2.5). The boundary condition 




+ γsin φ = 0 .       (D6b) 
Hence, at the symmetry plane dγ/dφ = 0, since φ = 0. At the contact line x = x0, (D4c) 
becomes 
  
γ cos φ + γfs − γsg −
dγ
dφ
sin φ = 0.      (D6c) 
This is a force balance at the contact line. If the surface energy is isotropic,γ ≠ γ(φ), and 
(D6c) reduces to Young’s equation [82, 83]. If γ = γ(φ), a bending force dγ/dφ appears 
which acts perpendicular to the film surface in the direction that is 90° counter-clockwise 
from the direction of γ. (Note that sinφ < 0 at x = x0). Here, γ is viewed as surface tension, 
i.e. force per unit contact line length, and the bending force dγ/dφ has the same unit as γ. 
When the bending force is included in the horizontal and vertical force balances at the 
groove root, we get (3.2.16). 
 The term dγ/dφ has traditionally been described as a torque per unit area [2, 49], 
because dγ/dφ has the tendency to bend the surface towards the orientations with smaller 
γ. There are two problems with this description. First, dγ/dφ is a vector with the direction 
normal to the surface, but a torque with the same bending effect is a vector pointing in the 
direction of the contact line (Fig. D.1). Second, if dγ/dφ is a torque about the contact line, 
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then the moment arm will have zero length and the torque will need to be unbounded. 
Thus, dγ/dφ has the effect of a torque, but it is not a torque. Giving the bending effect, it 























APPENDIX E. ASYMPTOTIC EXPANSION OF GROOVE PROFILE AS S → ∞ 
 
As S → ∞, the free surface is almost flat and the surface normal angle φ ≈ 0 (Fig. 3.1). If 
we consider cases in which φ is far from the facet angles (φi + β), i.e., |φ - φi - β| >> ε, 








.         (E1b) 









= cos φ .         (E2b) 
This is the same set of equations that governs the isotropic groove profiles, and an 
asymptotic series has been obtained in the limit φ → 0: [70] 
  
φ → e−S − 1
156
e−3S         (E3a) 
  X → S.         (E3b) 
In terms of the original variables, this becomes 
  







      (E4a) 
 ,         (E4b)   X → S
which is used to start the shooting from S → ∞. 
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APPENDIX F. ASYMPTOTIC EXPANSIONS OF α- AND θ 
 
When the surface energy is isotropic, our previous work gives the right root angle α+ in 











σ5 +K,     (F1) 
where σ = α+ + α- is the complementary dihedral angle. Here we want to express 
α− = α− α+( ). In the limit α+ → 0, the left root angle α- is expanded as 
  α− = k1α+ + k2α+
3 + k3α+
5 +K       (F2) 
where k1, k2 and k3 are constants to be determined. Substitution of (F2) into (F1) and 
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By comparing the coefficients, we get 
  








5 +K ,     (F4) 
which is α0 stated in (3.5.5). From geometry, the grain-boundary tip inclination angle θ is 





α− − α+( ).        (F5) 













5 +K      (F6) 
which is θ0 mentioned in (3.5.7). 
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APPENDIX G. GRAIN-BOUNDARY ANGLE AND NORMALIZED GRAIN-
BOUNDARY ENERGY 
 
The surface energy per unit area is given in (3.2.8): 
  γ φ( )= 2γ0 Ye φ( )cos φ − Xe φ( )sin φ( )     (G1a) 





φ( )= −2γ0 Ye φ( )sin φ + Xe φ( )cos φ[ ]     (G1b) 
When these equations are substituted into (3.2.16), we get, after some simplification,  
  γb cosθ = 2γ0 Ye α+ −β+( )sinβ+ − Xe α+ −β+( )cosβ+ + Ye α− −β−( )sinβ− − Xe α− −β−( )cosβ−[ ]
(G2a) 
  γb sinθ = 2γ0 Ye α+ −β+( )cosβ+ + Xe α+ −β+( )sinβ+ − Ye α− −β−( )cosβ− − Xe α− −β−( )sinβ−[ ]
(G2b) 
Since (Xe, Ye) in (3.2.9) depend on F in (3.2.6), the above equations can be further 
simplified: 
  




















































































where only the spike at φ = 0 is kept in F(φ) because it is the only one appearing in the 
domain of integration and because there is negligible overlapping between adjacent 
spikes. These equations are exact. 
If the surface energy is isotropic, R = 1/2, L = 0, and (G3) becomes 
  γb cosθ = γ0 sinα+ + sinα−( )      (G4a) 






         (G5a) 
  
γb = 2γ0 sin
α+ + α−
2
        (G5b) 
These solutions are exact and serve as reference values in Figs.3.7 and 3.8. 






























⎟ sin β±( ),   (G6b) 
because the spike acts as the Dirac delta function [78]. Equation (G3) simplies to 
  


































When β+ + β- = 90°, (G7) is further reduced to 
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  γb cosθ = 2γ0R sinα+ + sinα−( )      (G8a) 
















⎟        (G9b) 
The θ expression is the same as the isotropic solution in (G5), and this explains the 
peculiar behavior of the case of β+ + β- = 90° in Fig. 3.7. Even when θ follows the 
isotropic solution, γb does not because R << 1. These results are plotted in Figs. 3.7 and 
3.8 and agree with the numerical solutions. 
If β+ + β- ≠ 90°, then (G7) becomes 
  γb cosθ = γ0 sinβ+ + sinβ− − cosβ+ − cosβ−( )    (G10a) 
  γb sinθ = γ0 cosβ+ − cosβ− + sinβ+ − sinβ−( ),    (G10b) 





         (G11a) 
  











⎟ .       (G11b) 
These solutions are also plotted in Figs. 3.7 and 3.8, and they agree with the numerical 
results. 
 The peculiar behavior of θ and γb/γ0 when β+ + β- = 90° comes from the force 
balances at the groove root and from the four-fold symmetry of the anisotropic surface 
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energy. When β+ + β- = 90°, the crystallographic orientations of the two crystals forming 
the bicrystal are the same (Fig. 3.1). Thus, the bicrystal becomes a single crystal and the 










































APPENDIX H. COMPUTER PROGRAMS 
 
H.1. Program for Computing Facet Parameter: L 
 
C 02/04/02 Author: Donghong Min 
C ROMBERG INTERGRATION TO CACULATE L'S 
C  
      
 DOUBLE PRECISION A,B,H,TOL,TOL1,Y,SUM,FA,FB,R1 
 DOUBLE PRECISION R(2,20),JUDGE(20),PI,E1,DEN 











 CALL F_X(A,Y) 
 FA=Y 





 DO 10, WHILE(I.LE.20) 
 SUM=0D0 
 DO 20, K=1,2**(I-2) 
 CALL F_X(A+(K-0.5)*H,Y) 
 SUM=SUM+Y 
20 CONTINUE 
          R(2,1)=(R(1,1)+H*SUM)/2D0 
 




30      CONTINUE 
          JUDGE(I)=R(2,I) 
 
       TOL1=DABS((JUDGE(I)-JUDGE(I-1))/JUDGE(I)) 
 IF(TOL1.LE.TOL)THEN 
 WRITE(6,31) E1,R1,(0.5D0-R1)/DEN 
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31 FORMAT(1X,D10.3,D10.3,D26.18) 
       STOP 
       ELSE 




 DO 40, M=1,I 
 R(1,M)=R(2,M) 
40     CONTINUE 
 
       I=I+1 
10     CONTINUE 
       IF(TOL1.GT.TOL) PRINT*,'TOO MANYT INTERVALS' 
  




 SUBROUTINE F_X(J,Y) 
 
 DOUBLE PRECISION J,Y,PI,E1 




 DO 150 I=0,6 
 X(I)=(J-3D0*PI/2D0+I*PI/2D0)/E1 
 IF(X(I).GE.0D0)THEN 
 CALL F1(-X(I),YY(I)) 
 ELSE 
 CALL F1(X(I),YY(I)) 
 END IF 
 Y=Y+YY(I) 
150    CONTINUE 
       Y=DCOS(J)*Y 
       RETURN 
 END 
 
 SUBROUTINE F1(X,Y) 







H.2 Program for Computing Migrating Faceted Grooving 
  
c    Date: 02/27/2002 Author: Donghong Min 
c  Migrating Faceted Grooving 
c  Chemical potential at the groove root  
c  Runge-Kutta integration 
 
  integer i,n,nn,ii,is 
      real *16 u1(0:100000),u2(0:100000),u3(1:100000) 
      real *16 kk, y, z, cc, mm, aa, h, ff, jj, b 
      real *16 xs(1:100000), ys(1:100000) 
      real *16 u4(1:3,0:100000), xss, yss 
            real *16 x(1:4), j(1:4), a0(0:95), a3(0:5000) 
            real *16 a(1:3), cigma 
  real *16 k1,k2,k3,k4,m1,m2,m3,m4,l1,l2,l3,l4 
  real *16 e1,e2,e3,e4,g1,g2,g3,g4,pi 
      real *16 s, r, l, e, f, cita, y2 
  real *16 qp, qn, renergy, lenergy, rb, beta 
  real *16 d1, d4,d5,d6, DRE, DLE, beta2, rb2 
 
      open(16,file='right.txt',status="unknown") 
      open(17,file='left.txt',status="unknown") 
      open(18,file='angle.txt',status="unknown") 
 
      pi=2q0*qasin(1q0) 
 
      s=5.0q0  
 
      qp=45q0/180q0*pi 
      qn=-15q0/180q0*pi 
 
      r=0.0005q0 
      l=63.231558375249580q0 
      e=0.00500q0 
 
      do 111, n =1, 1 
      a0(n)=(45q0)*pi/180.0q0 
 
  kk=(2.0q0*r)**(1.0q0/3.0q0) 
  aa=exp(-s/kk)-exp(-3.0q0*s/kk)/156.0q0 
  cc=-exp(-s/kk)/kk+exp(-3.0q0*s/kk)/kk/52.0q0 
  mm= exp(-s/kk)/kk/kk-3.0q0*exp(-3.0q0*s/kk)/kk/kk/52.0q0 
 
     u1(1)=mm 
            u2(1)=cc 
      u3(1)=aa 
 152
        xs(1)=0.0q0 
            ys(1)=mm 
 
      h=-0.0001q0 
      b=-1.0q0 
  is=int(-25q0/h) 
 
    do 10, i=1,is 
      if(u3(i).gt.a0(n))then 
  b=1q0 
  endif 
 
      cita=pi/2q0-u3(i) 
      call f_f(cita,y2,-1q0) 
  f=r+l*y2 
            k1=-h*qsin(u3(i)) 
  l1=h*u1(i) 
  m1=h*u2(i)/(2q0*f) 
 
  cita=pi/2q0-(u3(i)+0.5q0*m1) 
      call f_f(cita,y2,-1q0) 
  f=r+l*y2 
      k2=-h*qsin((u3(i)+0.5q0*m1)) 
  l2=h*(u1(i)+0.5q0*k1) 
  m2=h*(u2(i)+0.5q0*l1)/(2q0*f) 
 
      cita=pi/2q0-(u3(i)+0.5q0*m2) 
      call f_f(cita,y2,-1q0) 
           f=r+l*y2 
      k3=-h*qsin((u3(i)+0.5q0*m2)) 
  l3=h*(u1(i)+0.5q0*k2) 
  m3=h*(u2(i)+0.5q0*l2/(2q0*f)) 
 
      cita=pi/2q0-(u3(i)+m3) 
      call f_f(cita,y2,-1q0) 
  f=r+l*y2 
      k4=-h*qsin((u3(i)+m3)) 
  l4=h*(u1(i)+k3) 
  m4=h*(u2(i)+l3)/(2q0*f) 
 
      u1(i+1)=u1(i)+(k1+2.0q0*k2+2.0q0*k3+k4)/6.0q0 
      u2(i+1)=u2(i)+(l1+2.0q0*l2+2.0q0*l3+l4)/6.0q0 
      u3(i+1)=u3(i)+(m1+2.0q0*m2+2.0q0*m3+m4)/6.0q0 
 
          e1=h*qcos(u3(i)) 
  e2=h*qcos(u3(i)+0.5q0*m1) 
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  e3=h*qcos(u3(i)+0.5q0*m2) 
  e4=h*qcos(u3(i)+m3) 
        xs(i+1)=xs(i)+1.0q0/6.0q0*(e1+2.0q0*e2+2.0q0*e3+e4) 
 
  g1=h*qsin(u3(i)) 
  g2=h*qsin(u3(i)+0.5q0*m1) 
  g3=h*qsin(u3(i)+0.5q0*m2) 
  g4=h*qsin(u3(i)+m3) 
  ys(i+1)=ys(i)+1.0q0/6.0q0*(g1+2.0q0*g2+2.0q0*g3+g4) 
 
  if(b.gt.0q0)then 
  goto 20 
  endif 
 
  10  continue 
  
  20  continue  
           
  ii=i 
    
            x(1)=u3(i-2) 
      x(2)=u3(i-1) 
      x(3)=u3(i) 
      x(4)=u3(i+1) 
      j(1)=(a0(n)-x(2))*(a0(n)-x(3))*(a0(n)-x(4))/(x(1)-x(2))/ 
     $  (x(1)-x(3))/(x(1)-x(4)) 
      j(2)=(a0(n)-x(1))*(a0(n)-x(3))*(a0(n)-x(4))/(x(2)-x(1))/ 
     $  (x(2)-x(3))/(x(2)-x(4)) 
            j(3)=(a0(n)-x(1))*(a0(n)-x(2))*(a0(n)-x(4))/(x(3)-x(1))/ 
     $  (x(3)-x(2))/(x(3)-x(4)) 
      j(4)=(a0(n)-x(1))*(a0(n)-x(2))*(a0(n)-x(3))/(x(4)-x(1))/ 
     $  (x(4)-x(2))/(x(4)-x(3)) 
      jj=j(1)*(i-2)+j(2)*(i-1)+j(3)*i+j(4)*(i+1) 
 
  y=u2(i-2)*j(1)+u2(i-1)*j(2)+u2(i)*j(3)+u2(i+1)*j(4) 
      z=u1(i-2)*j(1)+u1(i-1)*j(2)+u1(i)*j(3)+u1(i+1)*j(4) 
 
        xss=xs(i-2)*j(1)+xs(i-1)*j(2)+xs(i)*j(3)+xs(i+1)*j(4) 
      yss=ys(i-2)*j(1)+ys(i-1)*j(2)+ys(i)*j(3)+ys(i+1)*j(4) 
 
 
  CALL FREE_ENERGY(A0(N)-QP, RENERGY) 
  CALL DEF_ENERGY(A0(N)-QP, DRE) 
 
  if(n .eq. 1) then 
       do 121 i=1,ii-1 
 154
  hh=dble(jj-i)/10000.0q0 
  u3(i)=u3(i)*180.0q0/pi 
  write(16,50) hh,u3(i),xs(i)-xss,ys(i) 
 121  continue 
  write(16,550) h-h, a0(n)*180.0q0/pi, xss-xss,yss 
  close(16) 
  endif 
 
  ii=ii 
      a(1)=-pi*105.5q0/180.0q0 
      a(2)=-pi*104.0q0/180.0q0 
  
      xs(1)=0q0 
      ys(1)=yss 
      u1(1)=z 
      u2(1)=y 
 
   do 100, nn=1,2 
      u4(nn,1)=a(nn) 
 
      do 3,i=1,ii                                    
C  chemical potential contitunity 
      cita=pi/2d0-a0(n) 
      call f_f(cita,y2,-1d0) 
  f1=r+l*y2 
 
      cita=pi/2d0-a(nn) 
      call f_f(cita,y2,1d0) 
  f2=r+l*y2 
 
      u2(1)=y*f1/f2 
  print *, a(nn), f1, f2, f1/f2 
c---------------------------------- 
  cita=pi/2q0-u4(nn,i) 
           call f_f(cita,y2,1q0) 
           f=r+l*y2 
 
      k1=-h*qsin(u4(nn,i)) 
  l1=h*u1(i) 
  m1=h*u2(i)/(2q0*f) 
 
  cita=pi/2q0-(u4(nn,i)+0.5*m1) 
           call f_f(cita,y2,1q0) 
          f=r+l*y2 
 
  k2=-h*qsin(u4(nn,i)+0.5q0*m1) 
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  l2=h*(u1(i)+0.5q0*k1) 
  m2=h*(u2(i)+0.5q0*l1)/(2q0*f) 
 
  cita=pi/2q0-(u4(nn,i)+0.5*m2) 
           call f_f(cita,y2,1q0) 
            f=r+l*y2 
 
      k3=-h*qsin(u4(nn,i)+0.5q0*m2) 
  l3=h*(u1(i)+0.5q0*k2) 
  m3=h*(u2(i)+0.5q0*l2)/(2q0*f) 
 
  cita=pi/2q0-(u4(nn,i)+m3) 
           call f_f(cita,y2,1q0) 
            f=r+l*y2 
 
  k4=-h*qsin(u4(nn,i)+m3) 
  l4=h*(u1(i)+k3) 
  m4=h*(u2(i)+l3)/(2q0*f) 
 
      u1(i+1)=u1(i)+1.0q0/6.0q0*(k1+2.0q0*k2+2.0q0*k3+k4) 
      u2(i+1)=u2(i)+1.0q0/6.0q0*(l1+2.0q0*l2+2.0q0*l3+l4) 
      u4(nn,i+1)=u4(nn,i)+1.0q0/6.0q0*(m1+2.0q0*m2+2.0q0*m3+m4) 
 
      e1=h*qcos(u4(nn,i)) 
  e2=h*qcos(u4(nn,i)+0.5q0*m1) 
  e3=h*qcos(u4(nn,i)+0.5q0*m2) 
  e4=h*qcos(u4(nn,i)+m3) 
  xs(i+1)=xs(i)+1.0q0/6.0q0*(e1+2.0*e2+2.0*e3+e4) 
 
  g1=h*qsin(u4(nn,i)) 
  g2=h*qsin(u4(nn,i)+0.5q0*m1) 
  g3=h*qsin(u4(nn,i)+0.5q0*m2) 
  g4=h*qsin(u4(nn,i)+m3) 
  ys(i+1)=ys(i)+1.0q0/6.0q0*(g1+2.0*g2+2.0*g3+g4) 
  
  3      continue 
  100  continue 
      if (u4(1,ii).lt.1q-10) then 
  a(1)=a(1) 
      u4(1,ii)=u4(1,ii) 
      a(2)=a(2) 
      u4(2,ii)=u4(2,ii) 
      else  
  a(3)=a(1) 
  a(1)=a(2) 
  a(2)=a(3) 
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      u4(3,ii)=u4(1,ii) 
  u4(1,ii)=u4(2,ii) 
      u4(2,ii)=u4(3,ii) 
  end if 
 
  ff=10.0q0 
    
      do 300, while(qabs(ff).GE.1.0q-5) 
  a3(n)=a(2)-(a(1)-a(2))/(u4(1,ii)-u4(2,ii))*u4(2,ii) 
  u4(3,1)=a3(n) 
 
      do 200,i=1,ii 
 
      cita=pi/2q0-u4(3,i) 
      call f_f(cita,y2,1q0) 
            f=r+l*y2 
 
      k1=-h*qsin(u4(3,i)) 
  l1=h*u1(i) 
  m1=h*u2(i)/(2q0*f) 
 
      cita=pi/2q0-(u4(3,i)+0.5q0*m1) 
      call f_f(cita,y2,1q0) 
            f=r+l*y2 
 
      k2=-h*qsin(u4(3,i)+0.5q0*m1) 
  l2=h*(u1(i)+0.5q0*k1) 
  m2=h*(u2(i)+0.5q0*l1)/(2q0*f) 
 
     cita=pi/2q0-(u4(3,i)+0.5q0*m2) 
    call f_f(cita,y2,1q0) 
            f=r+l*y2 
  k3=-h*qsin(u4(3,i)+0.5q0*m2) 
  l3=h*(u1(i)+0.5q0*k2) 
  m3=h*(u2(i)+0.5q0*l2)/(2q0*f) 
 
      cita=pi/2q0-(u4(3,i)+m3) 
      call f_f(cita,y2,1q0) 
            f=r+l*y2 
  k4=-h*qsin(u4(3,i)+m3) 
  l4=h*(u1(i)+k3) 
  m4=h*(u2(i)+l3)/(2q0*f) 
 
      u1(i+1)=u1(i)+1.0q0/6.0q0*(k1+2.0q0*k2+2.0q0*k3+k4) 
      u2(i+1)=u2(i)+1.0q0/6.0q0*(l1+2.0q0*l2+2.0q0*l3+l4) 
      u4(3,i+1)=u4(3,i)+1.0q0/6.0q0*(m1+2.0q0*m2+2.0q0*m3+m4) 
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      e1=h*qcos(u4(3,i)) 
  e2=h*qcos(u4(3,i)+0.5q0*m1) 
  e3=h*qcos(u4(3,i)+0.5q0*m2) 
  e4=h*qcos(u4(3,i)+m3) 
  xs(i+1)=xs(i)+1.0q0/6.0q0*(e1+2.0*e2+2.0*e3+e4) 
 
  g1=h*qsin(u4(3,i)) 
  g2=h*qsin(u4(3,i)+0.5q0*m1) 
  g3=h*qsin(u4(3,i)+0.5q0*m2) 
  g4=h*qsin(u4(3,i)+m3) 
  ys(i+1)=ys(i)+1.0q0/6.0q0*(g1+2.0*g2+2.0*g3+g4) 
  
  200     continue 
 
  if (u4(3,ii).Gt.1q-10 ) then 
  a(2)=a3(n) 
  u4(2,ii)=u4(3,ii) 
  a(1)=a(1) 
  u4(1,ii)=u4(1,ii) 
  else  
  a(1)=a3(n) 
  u4(1,ii)=u4(3,ii) 
  a(2)=a(2) 
  u4(2,ii)=u4(2,ii) 
  end if 
 
  ff=abs(u4(3,ii)) 
  write(*,*) ff 
  300  continue 
 
  CALL FREE_ENERGY(U4(3,1)-QN, LENERGY) 
  CALL DEF_ENERGY(U4(3,1)-QN, DLE) 
 
  d1 = renergy*qcos(a0(n))-lenergy*qcos(-u4(3,1)) 
 
  d4 = renergy*qsin(a0(n))+lenergy*qsin(-u4(3,1)) 
   
  d5 = d1-DLE*qSIN(-U4(3,1))-DRE*qSIN(A0(N)) 
  d6 = d4-DLE*qCOS(-U4(3,1))+DRE*qCOS(A0(N)) 
 
  beta=qatan(d5/d6) 
  rb=sqrt(d5*d5+d6*d6) 
  rb2=d5/qsin(beta) 
 
  a0(n)=a0(n)*180q0/PI 
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  u4(3,1)=-u4(3,1)*180q0/PI 
  cigma=a0(n)+u4(3,1) 
  beta=beta*180q0/PI 
  beta2=0.5q0*(u4(3,1)-a0(n)) 
   
  print *, cigma, a0(n), u4(3,1), beta 
   write(18,50) cigma, a0(n), u4(3,1), beta, rb2, y, z 
 50  format(7(1x,f16.8)) 
  111     continue 
  close(18) 
 
  xss=xs(i) 
 
  write(17,50) xss-xss, u4(3,1), xs(1), ys(1) 
 
  do 2000 i=2,ii 
  h=-dble(i-1)/10000.0q0 
  u4(3,i)=-u4(3,i)*180q0/PI 
  write(17,50) h, u4(3,i), xs(i), ys(i) 
  550  format(4(1x,f16.8)) 
 2000  continue 
 
  close(17) 
 
  end 
 
      SUBROUTINE F_F(J, Y, A5) 
 
            real *16 J, Y, PI, E, A5 
 
      real *16 X(0:6),YY(0:6) 
 
      PI=2q0*qASIN(1q0) 
      E=0.005q0 
      Y=0q0 
 
      DO 150 I=0,6 
      if (A5.le.0q0) then  
            X(I)=(J-3q0*PI/2q0+I*PI/2q0+45.0q0*PI/180q0)/E 
      else  
            X(I)=(J-3q0*PI/2q0+I*PI/2q0-15.0q0*PI/180q0)/E 
      end if  
 
      IF(X(I).GE.0q0)THEN 
      CALL F1(-X(I),YY(I)) 
      ELSE 
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      CALL F1(X(I),YY(I)) 
      END IF 
      Y=Y+YY(I) 
150  CONTINUE 
 
  RETURN 
      END 
         
  
  SUBROUTINE F1(X,Y) 
      real *16 X,Y 
      Y=2q0*EXP(X)/(EXP(2q0*X)+1q0) 
      RETURN 
      END 
 
               
       
C  INPUT E, R, L AND ANGLE, OUTPUT ENERGY 
  SUBROUTINE FREE_ENERGY(B, ENERGY) 
            EXTERNAL FX, FY 
 
      real *16 FX, FY, A, B, SX, SY, EPS, ENERGY 
  real *16 R, L, E, PI 
 
 
     PI=2.0q0*qASIN(1.0q0) 
        
      r=0.0005q0 
      l=63.231558375249580q0 
      e=0.00500q0 
 
      EPS=1.0q-25 
   
      A=0q0 
 
      CALL ROMB(A, B, FX, EPS, SX) 
      CALL ROMB(A, B, FY, EPS, SY) 
 
      X=0.5q0-SX 
      Y=SY 
 
      ENERGY=X*qCOS(B)+Y*qSIN(B) 
 
 
  RETURN  
          END 
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C           INTERGRAL X 
      FUNCTION FX(Q) 
 
      INTEGER I 
      real *16 FX,Q,QA,QA1,XA,J 
  real *16 R,L,E,PI 
      
  PI=2.0q0*qASIN(1.0q0) 
 
      r=0.0005q0 
      l=63.231558375249580q0 
      e=0.00500q0 
 
            QA=0.0q0 
 
            DO 2 I=-3, 3 
      J=DBLE(I) 
      XA=(Q-J*PI/2q0)/E 
      IF (XA.GE.0q0) THEN 
            QA1=2q0*EXP(-XA)/(EXP(-2q0*XA)+1q0)  
     ELSE  
            QA1=2q0*EXP(XA)/(EXP(2q0*XA)+1q0)  
      END IF 
     QA=QA+QA1 
 
2          CONTINUE 
 
      FX=qSIN(Q)*(R+L*QA) 
      
            RETURN 
     END 
 
C         INTERGRAL Y 
  FUNCTION FY(Q) 
 
            INTEGER I 
   real *16 FY, Q, QA, QA1, J, XA 
     real *16 R, L, E, PI 
 
  PI=2.0q0*qASIN(1.0q0) 
 
      r=0.0005q0 
      l=63.231558375249580q0 
      e=0.00500q0 
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            QA=0.0q0 
 
            DO 30 I=-3, 3 
      J=DBLE(I) 
 
      XA=(Q-J*PI/2q0)/E 
      IF (XA.GE.0q0) THEN 
            QA1=2q0*exp(-XA)/(exp(-2q0*XA)+1q0)  
      ELSE  
            QA1=2q0*exp(XA)/(exp(2q0*XA)+1q0)  
     END IF 
     QA=QA+QA1 
 
30        CONTINUE 
 
     FY=qCOS(Q)*(R+L*QA) 
      




C ROMBERG INTERGRATION 
           SUBROUTINE ROMB(A, B, F, EPS, T) 
 
 INTEGER M, N, I, K 
 DIMENSION Y(0:100) 
 real *16 A, B, F, T, Y, STEP, P, S, Q, EPS 
 
   STEP=B-A 
   Y(1)=STEP*(F(A)+F(B))/2.0 
   M=1 
   N=1 
100       P=0.0q0 
 
     DO 1200 I=0,N-1 
     P=P+F(A+(I+0.5)*STEP) 
1200       CONTINUE 
 
     P=(Y(1)+STEP*P)/2.0q0 
     S=1.0q0 
 
     DO 1300 K=1,M 
 
     S=4.0q0*S 
     Q=(S*P-Y(K))/(S-1.0q0) 
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     Y(K)=P 
     P=Q 
 
1300       CONTINUE 
 
           IF((qABS(Q-Y(M)).GE.EPS).AND.(M.LE.999)) THEN 
     M=M+1 
     Y(M)=Q 
     N=N+N 
     STEP=STEP/2.0q0 
     GOTO 100 
     END IF 
 
     T=Q 
     RETURN 
     END 
 
 
 SUBROUTINE DEF_ENERGY(B, DENERGY) 
 EXTERNAL FX, FY 
 
 real *16 FX, FY, A, B, SX, SY, EPS, DENERGY 
 real *16 R, L, E, PI 
 
 
     PI=2.0q0*qasin(1q0) 
        
     r=0.0005q0 
     l=63.231558375249580q0 
     e=0.00500q0 
 
     EPS=1.0q-25 
   
     A=0D0 
 
     CALL ROMB(A, B, FX, EPS, SX) 
     CALL ROMB(A, B, FY, EPS, SY) 
     X=0.5q0-SX 
     Y=SY 
 
     DENERGY=-X*qSIN(B)+Y*qCOS(B) 
 
 RETURN  
          END 
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H.3. Program for Computing Vertical Grain-Boundary Grooving with Surface Energy 
Anisotropy 
 
c    10/09/2002 REVISED 10/17/2002 
c  AUTHOR: DONGHONG MIN 
c vertical groove, bisection for y0, c0, m0 and a-0, FIFTH ORDER ADAPTIVE 
 
 INTEGER INTERATION, W, SIGN 
 DOUBLE PRECISION AY, BY, AC, BC, FY1, FY2, FY, TIME, UTIME(2),y2 
 DOUBLE PRECISION Y, FC1, FC2, FC, UY, DY, UC, DC, C, PI, A0, A 
DOUBLE PRECISION AA, AB, LA, QP, QN, RENERGY, DRE, LENERGY, 
DLE 
 DOUBLE PRECISION D1, D4, D5,D6, CIGMA, RB, Y0, C0, E, R, L, cita  
 DOUBLE PRECISION beta, rb2  
 
  






















 CALL HEIGHT(A, AC, BC, AY, FY1, QP, QN) 
 A=A0 
 CALL HEIGHT(A, AC, BC, BY, FY2, QP, QN) 
 
 IF(FY1*FY2 .GT. 0D0) THEN  





  UY=AY 
  DY=BY 
  DO 1000, WHILE(DABS(UY-DY) .GT. 1D0/2D0**40D0) 
   INTERATION=INTERATION+1 
 
   Y=(UY+DY)/2D0 
   PRINT *, Y 
   C=AC 
   A=A0 
   CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
   FC1=C 
 
   Y=(UY+DY)/2D0 
   C=BC 
   A=A0 
   CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
   FC2=C 
 
   IF(FC1*FC2 .GT. 0D0) THEN 
   PRINT *, "C CAN'T BE BRACKETED IN INTERATION!" 
    STOP  
   ELSE 
    UC=AC 
    DC=BC 
    DO 2000, WHILE(DABS(UC-DC) .GT. 1D0/2D0**40D0)  
     C=(UC+DC)/2D0 
     Y=(UY+DY)/2D0 
     A=A0 
     CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
     FC=C 
 
     IF(FC .EQ. 0D0) THEN 
      GOTO 2000 
     ELSE 
      IF (FC*FC2 .GT. 0D0) THEN 
       DC=(UC+DC)/2D0 
       FC2=FC 
      ELSE 
       UC=(UC+DC)/2D0 
       FC1=FC 
      END IF 
     END IF 
2000    CONTINUE 
    C=(UC+DC)/2D0 
    Y=(UY+DY)/2D0 
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    A=A0 
    CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
    FY=Y 
   END IF 
 
   IF(FY*FY2 .GT. 0D0) THEN 
    DY=(UY+DY)/2D0 
    FY2=FY 
   ELSE 
    UY=(UY+DY)/2D0 
    FY1=FY 
   END IF 
 
1000  CONTINUE 
 PRINT *, "ITERATION NO. =", INTERATION 
 Y=(UY+DY)/2D0  
 C=(UC+DC)/2D0 
 PRINT *, Y, C 
 
 A=A0 
       CALL PROFILE(Y, A, C, -W, SIGN, QP, QN) 
 CALL FREE_ENERGY(A0-QP, RENERGY) 
 CALL DEF_ENERGY(A0-QP, DRE) 
  
 END IF 
 






 CALL ANGLE(A0, AA, AB, LA, Y, C, QP, QN, SIGN)  
 A=LA 
 
 Y=(UY+DY)/2D0  
 C=(UC+DC)/2D0 
 
C chemical potentail balance 
      E=0.005D0 
c R=0.0005D0 
 R=0.005d0  
 CALL ERL(R, L) 
 
 cita=pi/2d0-A0 









c--------------------------------------   
 print *, -w, -sign 
 CALL PROFILE(Y, A, C, -W, 1, QP, QN) 
  
      CALL FREE_ENERGY(LA-QN, LENERGY) 
 CALL DEF_ENERGY(LA-QN, DLE) 
 
 d1 = renergy*dcos(a0)-lenergy*dcos(-LA) 
 d4 = renergy*dsin(a0)+lenergy*dsin(-LA) 
   
 d5 = d1-DLE*DSIN(-LA)-DRE*DSIN(A0) 
 d6 = d4-DLE*DCOS(-LA)+DRE*DCOS(A0) 
 
 




 cigma = a0-LA 
 
 cita=pi/2d0-A0 
 call f_f(E, cita, y2, SIGN, QP, QN) 
 F1=r+l*y2 
   
       A0=A0*180D0/PI 
 LA=-LA*180D0/PI 
 Y0=(UY+DY)/2D0 
 C0=2.0d0*F1*(UC+DC)/2D0  
 
 WRITE(17,125) A0, LA, Y0, C0, RB, beta, rb2 
 125  FORMAT(7(1X, F16.12)) 
     CLOSE(17) 
 
 TIME=ETIME(UTIME) 
 PRINT *, "RUN TIME IS", TIME 
 END 
 
 SUBROUTINE ANGLE(A0,AA, AB, LA, Y, C, QP, QN, SIGN) 
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 INTEGER W, SIGN 
       DOUBLE PRECISION A0,AA, AB, LA, Y, C, UA, DA, A1, A2, A, MA 











C chemical potentail balance 
       E=0.005D0 
c R=0.0005D0 
 R=0.005d0  
 CALL ERL(R, L) 
 
 cita=pi/2d0-A0 




 call f_f(E, cita, y2, -SIGN, QP, QN) 
 F2=r+l*y2 
 CC=F1*CC/F2 
c--------------------------------------   





C chemical potentail balance 
 cita=pi/2d0-A0 




 call f_f(E, cita, y2, -SIGN, QP, QN) 
 F2=r+l*y2 
 CC=F1*CC/F2 
c--------------------------------------   
 




 PRINT *, A1, A2 
 
c IF(A1*A2 .GT. 0D0) THEN 
c  PRINT *, "ANGLE CAN'T BE BRAKETED" 
c  STOP 
c ELSE 
  UA=AA 
  DA=AB 
  DO 30, WHILE(DABS(UA-DA) .GT. 1D0/2D0**40D0) 
   MA=(UA+DA)/2D0 
   CY=Y 
   CC=C 
   CALL PROFILE(CY, MA, CC, W, SIGN, QP, QN) 
   A=MA 
    
   IF(A .EQ. 0D0) THEN  
    GOTO 30 
   ELSE 
    IF(A*A2 .GT. 0D0) THEN 
     DA=(UA+DA)/2D0 
    ELSE 
     UA=(UA+DA)/2D0 
    END IF 
   END IF 
      
30  CONTINUE 
  LA=(UA+DA)/2D0 
c END IF 
 RETURN  
 END 
 
 SUBROUTINE HEIGHT(A0, AC, BC, AY, FY, QP, QN) 
 
 INTEGER W, SIGN 
 DOUBLE PRECISION  A, A0, AC, BC, AY, Y, QP, QN 
 DOUBLE PRECISION  C, C0, C1, C2, FY, UC, DC 
 
















 CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
 C2=C 
  
 IF(C1*C2 .GT. 0D0) THEN  
  PRINT *, "C CAN'T BE BRACKETED" 
  STOP 
 ELSE 
  DO 100, WHILE(DABS(UC-DC) .GT. 1D0/2D0**40D0)   
   C=(UC+DC)/2.0D0 
   Y=AY 
   A=A0 
   CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
   C0=C 
   IF(C0 .EQ. 0D0) THEN 
    GOTO 100 
   ELSE 
    IF(C2*C0 .GE. 0) THEN 
     DC=(UC+DC)/2.0D0 
     C2=C0  
    ELSE 
     UC=(UC+DC)/2.0D0 
     C1=C0 
    END IF 
   ENDIF 




 CALL PROFILE(Y, A, C, W, SIGN, QP, QN) 
 FY=Y 
 END IF 





C AUTHOR: DONGHONG MIN 
C FIFTH ORDER RUNGE-KUTTA METHOD TO CALCULATER THE PROFILE 
 SUBROUTINE PROFILE(Y, A0, C, W, SIGN, QP, QN) 
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 INTEGER I, W, SIGN 
 DOUBLE PRECISION Y, C, PI 
 DOUBLE PRECISION B21, B31, B32, B41, B42, B43, B51, B52, B53, B54 
 DOUBLE PRECISION B61, B62, B63, B64, B65, C1, C2, C3, C4, C5, C6 
 DOUBLE PRECISION C11, C12, C13, C14, C15, C16 
 
 DOUBLE PRECISION E, R, L, A0, F, H, H0, DLTA0, DLTA1  
 DOUBLE PRECISION LENGTH(0:1000000), XS, YS, S, QP, QN 
 
 DOUBLE PRECISION CITA, Y2, U1, U2, U3, K1, K2, K3, K4, K5, K6 
 DOUBLE PRECISION L1, L2, L3, L4, L5, L6, M1, M2, M3, M4, M5, M6 
 DOUBLE PRECISION E1, E2, E3, E4, E5, E6, G1, G2, G3, G4, G5, G6 
 
 
 open(15, file='ADP-Right.TXT', status="UNKNOWN") 




































C ENDING: CASH-KARP PARAMETERS FOR EMBEDDED RUNGE-KUTTA 
METHOD 
 
















 END IF 
 
C INPUT THE FACET PARAMETERS E AND R VALUES AND CALCULATE L 
VALUE 
      E=0.005D0 
c R=0.0005D0 
 R=0.005d0 
 CALL ERL(R, L) 
 
 DO 10, WHILE(DABS(LENGTH(I)) .LT. DABS(S)) 
 
 IF(W .EQ. 1 .AND. SIGN .EQ. -1) THEN  
  WRITE(15, 1100)  I, LENGTH(I), U3*180D0/PI, xs, ys 
1100  FORMAT(I5, 4(1x, f16.8)) 
 END IF 
 
  IF(W .EQ. 1 .AND. SIGN .EQ. 1) THEN 
  WRITE(16, 1100)  I, LENGTH(I), -U3*180D0/PI, xs, ys 







 call f_f(E, cita, y2, SIGN, QP, QN) 
 F=r+l*y2 
       k1=h/8d0*(XS*dsin(u3)-YS*dcos(u3)) 
 L1=h*u1 
 M1=h*u2/f 




 call f_f(E, cita, y2, SIGN, QP, QN) 
 F=r+l*y2 
       k2=h/8d0*((XS+B21*e1)*dsin(u3+B21*m1)-(YS+B21*g1) 







 call f_f(E, cita, y2, SIGN, QP, QN) 
 f=r+l*y2 
       k3=h/8d0*((XS+B31*e1+B32*E2)*dsin(u3+B31*M1+B32*m2) 







 call f_f(E, cita, y2, SIGN, QP, QN) 
 f=r+l*y2 
       k4=h/8d0*((XS+B41*E1+B42*E2+B43*e3)*dsin(u3+B41*M1+B42*M2+B43 







 call f_f(E, cita, y2, SIGN, QP, QN) 
 f=r+l*y2 
       k5=h/8d0*((XS+B51*E1+B52*E2+B53*e3+B54*E4)*dsin(u3+B51*M1+B52 
     $*M2+B53*m3+B54*M4)-(YS+B51*G1+B52*G2+B53*g3+B54*G4) 








 call f_f(E, cita, y2, SIGN, QP, QN) 
 f=r+l*y2 
       k6=h/8d0*((XS+B61*E1+B62*E2+B63*e3+B64*E4+B65*E5) 
     $*dsin(u3+B61*M1+B62*M2+B63*m3+B64*M4+B65*M5) 
     $-(YS+B61*G1+B62*G2+B63*g3+B64*G4+B65*G5) 







































C ROMBERG INTEGRATION CALCULATING L  
      
          EXTERNAL FL 
 
DOUBLE PRECISION FL, SL, EPS 
 DOUBLE PRECISION R, L, PI 
 
 PI=2.0D0*DASIN(1.0D0) 
        
 EPS=1.0D-25 
   
          CALL ROMB(0D0,PI/2.0D0,FL,EPS,SL) 
 
    L=(0.5D0-R)/SL 
  RETURN 
          END 
               
 
C         INTERGRAL L 
 FUNCTION FL(Q) 
 
 INTEGER I 
 DOUBLE PRECISION FL, Q, QA, QA1, E, PI, XA, J 
 
 PI=2.0D0*DASIN(1.0D0) 
      
 E=0.005D0 
 
           QA=0.0D0 
 
           DO 20 I=-3,3 
     J=DBLE(I) 
     XA=(Q-J*PI/2D0)/E 
 
     IF (XA.GE.0D0) THEN 
          QA1=2D0*DEXP(-XA)/(DEXP(-2D0*XA)+1D0)  
     ELSE  
          QA1=2D0*DEXP(XA)/(DEXP(2D0*XA)+1D0)  
     END IF 
 
     QA=QA+QA1 
 
20        CONTINUE 
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  FL=DCOS(Q)*QA 
 
          RETURN 
    END 
 
 
C ROMBERG INTERGRATION 
           SUBROUTINE ROMB(A, B, F, EPS, T) 
 
     DIMENSION Y(1:100) 
     DOUBLE PRECISION A, B, F, T, Y, STEP, P, S, Q, EPS 
 
     STEP=B-A 
     Y(1)=STEP*(F(A)+F(B))/2.0d0 
     M=1 
     N=1 
100       P=0.0D0 
 
     DO 200 I=0,N-1 
     P=P+F(A+(I+0.5d0)*STEP) 
200       CONTINUE 
 
     P=(Y(1)+STEP*P)/2.0D0 
     S=1.0D0 
 
     DO 300 K=1,M 
 
     S=4.0D0*S 
     Q=(S*P-Y(K))/(S-1.0D0) 
     Y(K)=P 
     P=Q 
 
300       CONTINUE 
 
          IF((DABS(Q-Y(M)).GE.EPS).AND.(M.LE.999)) THEN 
     M=M+1 
     Y(M)=Q 
     N=N+N 
     STEP=STEP/2.0D0 
     GOTO 100 
     END IF 
 
     T=Q 
      
  RETURN 




      
SUBROUTINE F_F(E, J, Y, SIGN, QP, QN) 
 
 INTEGER SIGN 
           DOUBLE PRECISION J, Y, PI, E, QP, QN 
     DOUBLE PRECISION X(0:6),YY(0:6) 
 
     PI=2D0*DASIN(1D0) 
     Y=0D0 
 
     DO 150 I=0,6 
     if (SIGN. EQ.-1) then  
           X(I)=(J-3D0*PI/2D0+I*PI/2D0+QP)/E 
     else  
           X(I)=(J-3D0*PI/2D0+I*PI/2D0+QN)/E 
     end if  
 
     IF(X(I).GE.0D0)THEN 
     CALL F1(-X(I),YY(I)) 
     ELSE 
     CALL F1(X(I),YY(I)) 
     END IF 
     Y=Y+YY(I) 
150  CONTINUE 
 
  RETURN 
     END 
 
 SUBROUTINE F1(X,Y) 
     DOUBLE PRECISION X,Y 
     Y=2D0*DEXP(X)/(DEXP(2D0*X)+1D0) 
     RETURN 
     END 
 
C INPUT E, R, L AND ANGLE, OUTPUT ENERGY 
  SUBROUTINE FREE_ENERGY(B, ENERGY) 
          EXTERNAL FX, FY 
 
     DOUBLE PRECISION FX, FY, A, B, SX, SY, EPS, ENERGY 
 
     EPS=1.0D-25 
   
     A=0D0 
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     CALL ROMB(A, B, FX, EPS, SX) 
     CALL ROMB(A, B, FY, EPS, SY) 
 
     X=0.5D0-SX 
     Y=SY 
     ENERGY=X*DCOS(B)+Y*DSIN(B) 
 
  RETURN  
          END 
 
            
 SUBROUTINE DEF_ENERGY(B, DENERGY) 
 EXTERNAL FX, FY 
 
     DOUBLE PRECISION FX, FY, A, B, SX, SY, EPS, DENERGY 
 
     EPS=1.0D-25 
   
     A=0D0 
 
     CALL ROMB(A, B, FX, EPS, SX) 
     CALL ROMB(A, B, FY, EPS, SY) 
 
     X=0.5D0-SX 
     Y=SY 
 
     DENERGY=-X*DSIN(B)+Y*DCOS(B) 
 
  RETURN  
          END 
     
 
C         INTERGRAL X 
     FUNCTION FX(Q) 
 
     INTEGER I 
     DOUBLE PRECISION FX,Q,QA,QA1,XA,J 
  DOUBLE PRECISION R,L,E,PI 
      
 PI=2.0D0*DASIN(1.0D0) 
 
c     r=.001d0 
c     l=.6316826352202118D+02 
 
c     e=0.005D0 
c     r=.0005d0 
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c     l=.6323155837524958D+02 
 
     e=0.005D0 
     r=0.005d0 
     l=.62661904696193280D+02 
 
          QA=0.0D0 
 
          DO 2 I=-3, 3 
     J=DBLE(I) 
     XA=(Q-J*PI/2D0)/E 
     IF (XA.GE.0D0) THEN 
              QA1=2D0*DEXP(-XA)/(DEXP(-2D0*XA)+1D0)  
     ELSE  
              QA1=2D0*DEXP(XA)/(DEXP(2D0*XA)+1D0)  
     END IF 




     FX=DSIN(Q)*(R+L*QA) 
      
              RETURN 
     END 
 
C         INTERGRAL Y 
 FUNCTION FY(Q) 
 
          INTEGER I 
     DOUBLE PRECISION FY, Q, QA, QA1, J, XA 
     DOUBLE PRECISION R, L, E, PI 
 
  PI=2.0D0*DASIN(1.0D0) 
 
     e=0.005D0 
     r=0.005d0 
     l=.62661904696193280D+02 
 
          QA=0.0D0 
 
          DO 30 I=-3, 3 
     J=DBLE(I) 
 
     XA=(Q-J*PI/2D0)/E 
     IF (XA.GE.0D0) THEN 
          QA1=2D0*DEXP(-XA)/(DEXP(-2D0*XA)+1D0)  
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     ELSE  
          QA1=2D0*DEXP(XA)/(DEXP(2D0*XA)+1D0)  
     END IF 
     QA=QA+QA1 
 
30        CONTINUE 
 
     FY=DCOS(Q)*(R+L*QA) 
          RETURN 
     END 
 
H.4. Program for Computing Nanowire Melting Temperature 
      program md 
 IMPLICIT none 
 
 integer npart, num, i, it 
 double precision x(359, 3),v(359, 3), f1(359, 3),f2(359, 3) 
 
 double precision temp, xx(3), delt,tmax, sumv(3), sav 
 double precision kin, pot, tot, sumrv, sum1(2100), sum2(2100) 
 double precision diffusivity, rms, x1(359,3) 
 










 do 10 it=1, 40 
      temp=dble(it)*0.02d0 
 
 
* initial assignment 
 
 call init(xx) 
 call velocityAssign(temp) 
 
     call conTemp(temp, kin) 
      call force(f1, pot) 
 tot=kin+pot 
 
 do 30 i=1, num 
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  call position (f1, xx) 
  call force(f2, pot) 
  call velocity(f1,f2, sumv) 
 
  call conTemp(temp, kin) 
 
  tot=kin+pot 
 
  if (i .eq. int(100.0/delt)) then 
   call reserve(x1) 
   call iniSum(sum1, sum2) 
  endif 
 
  if(i .gt.int(100.0/delt)) call rms1(sum1, sum2) 
30    continue 
 write(*,*) temp 
 
  call msd1(x1, diffusivity) 
  call rms2(sum1, sum2, dble(num), 100.0/delt, rms) 
  call outPut(temp, it, f2) 
  call Rotate(sav) 
   call anguMom(xx, sumrv) 
  write(10,40) temp, sumv(1), sumv(2), sumv(3), xx(1), xx(2)  
     $ , xx(3),sav,sumrv, kin, pot, tot, diffusivity, rms 
10 continue  
40 format(F10.2,2X,13F24.18) 
 





 subroutine init(sx) 
 IMPLICIT none 
 
 integer nx, ny, nz, npart,m, ix, iy, iz, xb 
 double precision x(359,3),v(359, 3), ro, dx, dy, dz 
 double precision sx(3) 




      nx = 2 
 ny = 2*nx-1 
 nz = 6 
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 do 101 iz=1, nz 
  
  if(mod(iz,3) .eq. 1) then 
   do 201 iy=1, ny 
    if(iy .le. nx)then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
    end if 
    do 301 ix=1, xb 
     x(m,1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx 
     x(m,2)=dble(iy-nx+1)*dy 
     x(m,3)=dble(iz)*dz 
     m=m+1 
301    continue 
201   continue 
 
 
  else if(mod(iz,3) .eq.2) then 
   do 401 iy=1, ny 
    if(iy .le. nx)then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
    end if 
    do 501 ix=1, xb 
    x(m, 1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx+0.5d0*dx 
    x(m, 2)=dble(iy-nx+1)*dy+1.0d0/3.0d0*dy 
    x(m, 3)=dble(iz)*dz 
    m=m+1 
501    continue 
401   continue 
 
  
  else 
   do 601 iy=1, ny 
    if(iy .le. nx) then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
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    end if 
    do 701 ix=1, xb 
     x(m,1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx 
     x(m,2)=dble(iy-nx+1)*dy+2.0d0/3.0d0*dy 
     x(m,3)=dble(iz)*dz 
     m=m+1 
701    continue 
601    continue 
  endif 
101 continue 
  
      do 801 iz=1, 3 
  sx(iz)=0.0d0 
  do 901 ix=1, npart 
   sx(iz)=sx(iz)+x(ix, iz) 
901  continue 
  sx(iz)=sx(iz)/dble(npart) 
  do 1001 ix=1, npart 
   x(ix, iz)=x(ix, iz)-sx(iz) 
1001  continue 
801 continue 
 
       do 1101 iz=1, 3 
  sx(iz)=0.0d0 
  do 1201 ix=1, npart 
   sx(iz)=sx(iz)+x(ix, iz) 
1201  continue 
  sx(iz)=sx(iz)/dble(npart) 
  continue 
1101  continue 
 
      write(30,53)(x(ix,1), x(ix,2),x(ix,3),ix=1,npart) 
 53 format(3(F20.12, 2X)) 
 close(30)  
 
 





 subroutine conTemp(temp, sum2) 
 IMPLICIT none 
 integer npart, i, j 
 double precision v(359, 3),temp,sum2,scale 
 common /c2/v/c4/npart 
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 sum2=0.D0       
 
 
 do 103 i=1, npart 
  sum2=sum2+v(i, 1)**2.0d0+v(i, 2)**2.d0+v(i, 3)**2.0d0 
103   continue 
 scale=dsqrt(3.D0*dble(npart)*temp/sum2) 
 
      do 203 i=1, npart 
  do 303 j=1, 3 
  v(i, j)=v(i, j)*scale 
303 continue  
203   continue 
 sum2=sum2/2.0d0 
      end 
 
 
 subroutine force(f2, pot) 
 IMPLICIT none 
 integer i, j, k, nx, ny, nz, npart 
 double precision x(359, 3), f2(359, 3), pot, ro, dx, dy, dz 
 
 common/c1/x/c4/npart 
 double precision rr2,rr2i,rr6i,r(3),r2(3),ff,xbox,zbox,rc2 
 
 ro=2.0d0**(1.0d0/6.0d0) 
      nx = 2 
 ny = 2*nx-1 
 nz = 6 
  




 xbox = 2.0d0*dble(nx+10)*dx 




 do 104 i=1,npart 
  do 204 j=1, 3 
   f2(i, j)=0.D0 
204  continue 




 do 304 i=1, npart 
   do 404 j=1,npart 
  do 504 k=1, 3 
   r(k)=x(i, k)-x(j, k) 
504  continue 
 
     r(1)=r(1)-xbox*dnint(r(1)/xbox)  
     r(2)=r(2)-xbox*dnint(r(2)/xbox)  
     r(3)=r(3)-zbox*dnint(r(3)/zbox)  
 
         rr2=0.0d0 
    do 604 k=1, 3 
     r2(k)=r(k)*r(k) 
  rr2=rr2+r2(k) 
604  continue 
 
          if ((rr2.gt.0.D0).and.(rr2.le.rc2)) then 
   rr2i=1.D0/rr2  
      rr6i=rr2i*rr2i*rr2i 
   ff=48.D0*rr2i*rr6i*(rr6i-0.5D0)  
 
           do 704 k=1, 3 
   f2(i, k)=f2(i, k)+ff*r(k) 
704   continue 
     end if 
 
404   continue 
  pot=pot+4.0d0*rr6i*(rr6i-1.0d0) 
 
304   continue 
      end 
 
 subroutine position (f1,xx) 
 IMPLICIT none 
 
 integer npart, nx, ny, nz, i, j 
 double precision x(359, 3),v(359,3),f1(359, 3) 
  double precision xx(3), ro, dx, dy, dz 
 




      nx = 2 
 ny = 2*nx-1 
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 nz = 6 
  




 xbox = 2.0d0*dble(nx+10)*dx 
 zbox = dble(nz)*dz 
 
      do 105 j=1, 3 
  xx(j)=0.D0 
105   continue 
 
 
 do 205 i=1, npart 
  do 305 j=1, 3 
   x(i, j)=x(i, j)+v(i, j)*delt+f1(i, j)/2.D0*delt*delt 
305  continue 
205   continue 
 
      do 405 j=1, 3 
  do 505 i=1, npart 
   xx(j)=xx(j)+x(i, j) 
505  continue 
  xx(j)=xx(j)/dble(npart) 
405   continue 
 
 
      do 605 i=1, npart 
  x(i, 1)=x(i, 1)-xx(1) 
  x(i, 2)=x(i, 2)-xx(2) 
  x(i, 3)=x(i, 3)-xx(3) 
 
  x(i, 1)=x(i, 1)-xbox*dnint(x(i, 1)/xbox) 
  x(i, 2)=x(i, 2)-xbox*dnint(x(i, 2)/xbox) 
  x(i, 3)=x(i, 3)-zbox*dnint(x(i, 3)/zbox) 
605   continue 
      end 
 
 subroutine velocity(f1,f2, sumv) 
 IMPLICIT none 
 
 integer npart, i, j 
 double precision x(359, 3), f1(359, 3),f2(359, 3),v(359, 3) 




 do 106 i=1, npart 
  do 206 j=1, 3 
   v(i, j)=v(i, j)+(f1(i, j)+f2(i, j))/2.D0*delt 
   f1(i, j)=f2(i, j) 
206  continue 
106   continue 
 
 do 306 j=1,3 
  sumv(j)=0.D0 
306 continue 
 
 do 406 i=1,npart 
  do 506 j=1, 3 
   sumv(j)=sumv(j)+v(i, j) 
506  continue 
406 continue 
 
 do 606 j=1, 3 
  sumv(j)=sumv(j)/dble(npart) 
606   continue 
 
      end 
 
 
 subroutine Rotate(sav) 
 IMPLICIT none 
 integer i, npart 
 double precision x(359, 3), v(359, 3), sav, savx, savy, angpy(300) 
 double precision avx, avy, pi, vxp, vyp, r, angpx(300) 
  common /c1/x/c2/v/c4/npart 
 
 savx = 0.0d0 




 do 1011 i=1, npart 
  r=dsqrt(x(i, 1)*x(i,1)+x(i, 2)*x(i, 2)) 
 
   if(x(i, 1).eq.0.0d0) then 
   angpy(i)=pi/2.0d0 
   else  
   angpy(i)=datan(dabs(x(i,2)/x(i,1))) 
   endif 
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   angpx(i)=pi/2.0d0-angpy(i) 
   vxp=v(i, 1)*cos(angpx(i)) 
   vyp=v(i, 2)*cos(angpy(i)) 
    if(v(i, 1)*x(i, 2).gt.0.0d0)then 
   avx=dabs(vxp/r) 
   else  
   avx=-dabs(vxp/r) 
   endif 
   if(v(i, 2)*x(i, 1).gt.0.0d0)then 
   avy=dabs(vyp/r) 
   else  
   avy=-dabs(vyp/r) 
   endif 
   savx=savx+avx 





 end  
 
 
      subroutine velocityAssign(T1) 
 IMPLICIT none 
 integer i, npart 
 double precision a, b, c, v(359,3), T1 
 






 do 109 i=1, npart/2 
  read(20,*) a 
  v(i, 1)=(-1.0d0+2.0d0*a)*T1 
 
  read(21,*) b 
  v(i, 2)=(-1.0d0+2.0d0*b)*T1 
 
  read(22,*) c 
  v(i, 3)=(-1.0d0+2.0d0*c)*T1 
 
109   continue 
 do 209 i=npart/2+1, npart 
  v(i, 1) = -v(i-npart/2, 1) 
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  v(i, 2) = -v(i-npart/2, 2) 
 
  v(i, 3) = -v(i-npart/2, 3) 
 








 subroutine outPut(temp, it, f) 
 IMPLICIT none 
 integer n, i, npart, it 
 double precision x(359, 3), v(359,3), delt, temp, f(359,3) 
 
 common /c1/x/c2/v/c3/delt/c4/npart 
 
 character*100 filename(41)/'p1.txt','p2.txt','p3.txt','p4.txt', 
     $'p5.txt','p6.txt','p7.txt','p8.txt','p9.txt','p10.txt', 
     $'p11.txt','p12.txt','p13.txt','p14.txt', 
     $'p15.txt','p16.txt','p17.txt','p18.txt','p19.txt','p20.txt', 
     $'p21.txt','p22.txt','p23.txt','p24.txt', 
     $'p25.txt','p26.txt','p27.txt','p28.txt','p29.txt','p30.txt', 
     $'p31.txt','p32.txt','p33.txt','p34.txt', 
     $'p35.txt','p36.txt','p37.txt','p38.txt','p39.txt','p40.txt' 
     $,'p0.txt' /, fn 
 
 if (it .eq. 0)  fn=filename(41) 
 if(it .eq. 1) fn=filename(1) 
 if(it .eq. 2) fn=filename(2) 
 if(it .eq. 3) fn=filename(3) 
 if(it .eq. 4) fn=filename(4) 
 if(it .eq. 5) fn=filename(5) 
 if(it .eq. 6) fn=filename(6) 
 if(it .eq. 7) fn=filename(7) 
 if(it .eq. 8) fn=filename(8)   
 if(it .eq. 9) fn=filename(9) 
 if(it .eq. 10)  fn=filename(10) 
 if(it .eq. 11) fn=filename(11) 
 if(it .eq. 12) fn=filename(12) 
 if(it .eq. 13) fn=filename(13) 
 if(it .eq. 14) fn=filename(14) 
 if(it .eq. 15) fn=filename(15) 
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 if(it .eq. 16) fn=filename(16) 
 if(it .eq. 17) fn=filename(17) 
 if(it .eq. 18) fn=filename(18)   
 if(it .eq. 19) fn=filename(19) 
 if(it .eq. 20)  fn=filename(20) 
 
 if(it .eq. 21) fn=filename(21) 
 if(it .eq. 22) fn=filename(22) 
 if(it .eq. 23) fn=filename(23) 
 if(it .eq. 24) fn=filename(24) 
 if(it .eq. 25) fn=filename(25) 
 if(it .eq. 26) fn=filename(26) 
 if(it .eq. 27) fn=filename(27) 
 if(it .eq. 28) fn=filename(28)   
 if(it .eq. 29) fn=filename(29) 
 if(it .eq. 30)  fn=filename(30) 
 if(it .eq. 31) fn=filename(31) 
 if(it .eq. 32) fn=filename(32) 
 if(it .eq. 33) fn=filename(33) 
 if(it .eq. 34) fn=filename(34) 
 if(it .eq. 35) fn=filename(35) 
 if(it .eq. 36) fn=filename(36) 
 if(it .eq. 37) fn=filename(37) 
 if(it .eq. 38) fn=filename(38)   
 if(it .eq. 39) fn=filename(39) 
 if(it .eq. 40)  fn=filename(40) 
 
      n=it+20  
 open(unit=n,file=fn,status='unknown') 
 write(n,40) temp 
 write(n,50) (x(i,1), x(i,2),x(i,3), v(i,1), v(i,2), v(i,3), 
     $f(i,1), f(i,2),f(i,3), i=1,npart) 
 
40 format(F24.18, 2X)  






 subroutine anguMom(xx, sumrv) 
 implicit none 
 integer npart, i 
 double precision x(359, 3),v(359, 3) 
 
 double precision xx(3), sumrvx, sumrvy, sumrv, rvx, rvy 
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 do 1014 i=1, npart 
  rvx=v(i,1)*(x(i, 2)-xx(2)) 
  rvy=v(i,2)*(x(i,1)-xx(1)) 
  sumrvx=sumrvx+rvx 
  sumrvy=sumrvy+rvy 






 subroutine reserve(x1) 
 implicit none 
 integer i, npart 
 double precision x(359,3), x1(359,3) 
 common /c1/x/c4/npart 
 
 do 1015 i=1,npart 
  x1(i, 1)=x(i, 1) 
  x1(i, 2)=x(i, 2) 
  x1(i, 3)=x(i, 3) 
1015  continue 
 end 
 
 subroutine iniSum(sum1, sum2) 
 implicit none 
 integer i, j, npart 
 double precision sum1(2100), sum2(2100)  
 common /c4/npart 
 
 do 1016 i=1, npart 
 do 2016 j=1, npart 
  sum1(i*npart+j)=0.0d0 
  sum2(i*npart+j)=0.0d0 
2016 continue 




 subroutine rms1(sum1, sum2) 
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 implicit none 
 integer i, j, npart 
 double precision xr, yr, zr, rij, rij2, x(359,3) 
 double precision sum1(2100), sum2(2100)  
 common /c1/x/c4/npart 
 
 do 1017 i=1, npart-1 
 do 2017 j=i+1, npart 
 
   xr=x(i,1)-x(j,1) 
   yr=x(i, 2)-x(j, 2) 
   zr=x(i,3)-x(j, 3) 
   rij2=xr*xr+yr*yr+zr*zr 
   rij=dsqrt(rij2) 
   sum1(i*npart+j)=sum1(i*npart+j)+rij2 
   sum2(i*npart+j)=sum2(i*npart+j)+rij 
2017 continue 
1017 continue 
 end  
 
 subroutine rms2(sum1, sum2, tend, tstat, rms) 
 implicit none 
 integer i, j, npart 
 double precision rijt2, rijt, total, rijtt, rms 
 double precision sum1(2100), sum2(2100), tend, tstat 
 
 common /c4/npart 
 
 total = 0.0d0 
 do 1018 i=1, npart-1 
 do 2018 j=i+1, npart 
   rijt2=sum1(i*npart+j)/(tend-tstat+1) 
   rijt=sum2(i*npart+j)/(tend-tstat+1) 
   rijtt=rijt*rijt 
   total=total+dsqrt(dabs(rijt2-rijtt))/rijt 







 subroutine msd1(x1, diff) 
 implicit none 
 integer i, j, npart 
 double precision x1(359,3), x(359,3), diff, sum 
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 common /c1/x/c4/npart 
 sum=0.0d0 
 
 do 1019 i=1, npart 
 do 2019 j=1, 3 






H.5. Program for Computing Nanowires Evolution 
      program md 
 IMPLICIT none 
 
 integer npart, num, i, nz 
 double precision x(359, 3),v(359, 3), f1(359, 3),f2(359, 3) 
 
 double precision temp, xx(3), delt,tmax, sumv(3), sav 
 double precision kin, pot, tot, sumrv 
 














* initial assignment 
 
 call init(xx) 
 call velocityAssign(temp) 
 
     call conTemp(temp, kin) 
      call force(f1, pot) 
 tot=kin+pot 
 
 do 30 i=1, num 
  call position (f1, xx) 
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  call force(f2, pot) 
  call velocity(f1,f2, sumv) 
 
  call conTemp(temp, kin) 
 
  tot=kin+pot 
  if(mod(i, int(10.0/delt)).eq.0) then 
   call anguMom(xx, sumrv) 
   call Rotate(sav) 
    write(10,40) i*delt, sumv(1), sumv(2), sumv(3),  
     $ xx(1), xx(2), xx(3), sav,sumrv, kin, pot, tot 
  endif 
 
  if(mod(i, num/10) .eq. 0) then 
   write(*, *) i, xx(3), sumrv, sumv(1) 
   call outPut(temp, i, f2, num/10) 
 
  endif 
 









 subroutine init(sx) 
 IMPLICIT none 
 
 integer nx, ny, nz, npart,m, ix, iy, iz, xb 
 double precision x(359,3),v(359, 3), ro, dx, dy, dz 
 double precision sx(3) 




      nx = 2 
 ny = 2*nx-1 
  







 do 101 iz=1, nz 
  
  if(mod(iz,3) .eq. 0) then 
   do 201 iy=1, ny 
    if(iy .le. nx)then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
    end if 
    do 301 ix=1, xb 
     x(m,1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx 
     x(m,2)=dble(iy-nx+1)*dy 
     x(m,3)=dble(iz)*dz 
     m=m+1 
301    continue 
201   continue 
 
 
  else if(mod(iz,3) .eq.1) then 
   do 401 iy=1, ny 
    if(iy .le. nx)then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
    end if 
    do 501 ix=1, xb 
    x(m, 1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx+0.5d0*dx 
    x(m, 2)=dble(iy-nx+1)*dy+1.0d0/3.0d0*dy 
    x(m, 3)=dble(iz)*dz 
    m=m+1 
501    continue 
401   continue 
 
  
  else 
   do 601 iy=1, ny 
    if(iy .le. nx) then 
     xb=nx+iy-1 
    else 
     xb=3*nx-iy-1 
    end if 
    do 701 ix=1, xb 
     x(m,1)=-dble(xb-1)/2.0d0*dx+dble(ix-1)*dx 
     x(m,2)=dble(iy-nx+1)*dy+2.0d0/3.0d0*dy 
     x(m,3)=dble(iz)*dz 
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     m=m+1 
701    continue 
601    continue 
  endif 
101 continue 
  
      do 801 iz=1, 3 
  sx(iz)=0.0d0 
  do 901 ix=1, npart 
   sx(iz)=sx(iz)+x(ix, iz) 
901  continue 
  sx(iz)=sx(iz)/dble(npart) 
  do 1001 ix=1, npart 
   x(ix, iz)=x(ix, iz)-sx(iz) 
1001  continue 
801 continue 
 
       do 1101 iz=1, 3 
  sx(iz)=0.0d0 
  do 1201 ix=1, npart 
   sx(iz)=sx(iz)+x(ix, iz) 
1201  continue 
  sx(iz)=sx(iz)/dble(npart) 
  continue 
1101  continue 
 
      write(30,53)(x(ix,1), x(ix,2),x(ix,3),ix=1,npart) 
 53 format(3(F20.12, 2X)) 
 close(30)  
 
 





 subroutine conTemp(temp, sum2) 
 IMPLICIT none 
 integer npart, i, j 
 double precision v(359, 3),temp,sum2,scale 
 common /c2/v/c4/npart 
 
 sum2=0.D0       
 
 
 do 103 i=1, npart 
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  sum2=sum2+v(i, 1)**2.0d0+v(i, 2)**2.d0+v(i, 3)**2.0d0 
103   continue 
 scale=dsqrt(3.D0*dble(npart)*temp/sum2) 
 
      do 203 i=1, npart 
  do 303 j=1, 3 
  v(i, j)=v(i, j)*scale 
303 continue  
203   continue 
 sum2=sum2/2.0d0 
      end 
 
 
 subroutine force(f2, pot) 
 IMPLICIT none 
 integer i, j, k, nx, ny, nz, npart 
 double precision x(359, 3), f2(359, 3), pot, ro, dx, dy, dz 
 
 common/c1/x/c4/npart/c5/nz 
 double precision rr2,rr2i,rr6i,r(3),r2(3),ff,xbox,zbox,rc2 
 
 ro=2.0d0**(1.0d0/6.0d0) 
      nx = 2 
 ny = 2*nx-1 
  




 xbox = 2.0d0*dble(nx+10)*dx 




 do 104 i=1,npart 
  do 204 j=1, 3 
   f2(i, j)=0.D0 
204  continue 
  pot=0.0d0 
104 continue 
 
 do 304 i=1, npart 
   do 404 j=1,npart 
  do 504 k=1, 3 
   r(k)=x(i, k)-x(j, k) 
504  continue 
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     r(1)=r(1)-xbox*dnint(r(1)/xbox)  
     r(2)=r(2)-xbox*dnint(r(2)/xbox)  
     r(3)=r(3)-zbox*dnint(r(3)/zbox)  
 
         rr2=0.0d0 
    do 604 k=1, 3 
     r2(k)=r(k)*r(k) 
  rr2=rr2+r2(k) 
604  continue 
 
          if ((rr2.gt.0.D0).and.(rr2.le.rc2)) then 
   rr2i=1.D0/rr2  
      rr6i=rr2i*rr2i*rr2i 
   ff=48.D0*rr2i*rr6i*(rr6i-0.5D0)  
 
           do 704 k=1, 3 
   f2(i, k)=f2(i, k)+ff*r(k) 
704   continue 
     end if 
 
404   continue 
  pot=pot+4.0d0*rr6i*(rr6i-1.0d0) 
 
304   continue 
      end 
 
 subroutine position (f1,xx) 
 IMPLICIT none 
 
 integer npart, nx, ny, nz, i, j 
 double precision x(359, 3),v(359,3),f1(359, 3) 
  double precision xx(3), ro, dx, dy, dz 
 




      nx = 2 
 ny = 2*nx-1 
  




 xbox = 2.0d0*dble(nx+10)*dx 
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 zbox = dble(nz)*dz 
 
      do 105 j=1, 3 
  xx(j)=0.D0 
105   continue 
 
 
 do 205 i=1, npart 
  do 305 j=1, 3 
   x(i, j)=x(i, j)+v(i, j)*delt+f1(i, j)/2.D0*delt*delt 
305  continue 
205   continue 
 
      do 405 j=1, 3 
  do 505 i=1, npart 
   xx(j)=xx(j)+x(i, j) 
505  continue 
  xx(j)=xx(j)/dble(npart) 
405   continue 
 
 
      do 605 i=1, npart 
*  x(i, 1)=x(i, 1)-xx(1) 
*  x(i, 2)=x(i, 2)-xx(2) 
  x(i, 3)=x(i, 3)-xx(3) 
 
  x(i, 1)=x(i, 1)-xbox*dnint(x(i, 1)/xbox) 
  x(i, 2)=x(i, 2)-xbox*dnint(x(i, 2)/xbox) 
  x(i, 3)=x(i, 3)-zbox*dnint(x(i, 3)/zbox) 
605   continue 
      end 
 
 subroutine velocity(f1,f2, sumv) 
 IMPLICIT none 
 
 integer npart, i, j 
 double precision x(359, 3), f1(359, 3),f2(359, 3),v(359, 3) 
      double precision delt, sumv(3) 
 common/c1/x/c2/v/c3/delt/c4/npart 
 
 do 106 i=1, npart 
  do 206 j=1, 3 
   v(i, j)=v(i, j)+(f1(i, j)+f2(i, j))/2.D0*delt 
   f1(i, j)=f2(i, j) 
206  continue 
106   continue 
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 do 306 j=1,3 
  sumv(j)=0.D0 
306 continue 
 
 do 406 i=1,npart 
  do 506 j=1, 3 
   sumv(j)=sumv(j)+v(i, j) 
506  continue 
406 continue 
 
 do 606 j=1, 3 
  sumv(j)=sumv(j)/dble(npart) 
606   continue 
 
      end 
 
 
 subroutine Rotate(sav) 
 IMPLICIT none 
 integer i, npart 
 double precision x(359, 3), v(359, 3), sav, savx, savy, angpy(300) 
 double precision avx, avy, pi, vxp, vyp, r, angpx(300) 
  common /c1/x/c2/v/c4/npart 
 
 savx = 0.0d0 




 do 1011 i=1, npart 
  r=dsqrt(x(i, 1)*x(i,1)+x(i, 2)*x(i, 2)) 
 
   if(x(i, 1).eq.0.0d0) then 
   angpy(i)=pi/2.0d0 
   else  
   angpy(i)=datan(dabs(x(i,2)/x(i,1))) 
   endif 
 
   angpx(i)=pi/2.0d0-angpy(i) 
   vxp=v(i, 1)*cos(angpx(i)) 
   vyp=v(i, 2)*cos(angpy(i)) 
    if(v(i, 1)*x(i, 2).gt.0.0d0)then 
   avx=dabs(vxp/r) 
   else  
   avx=-dabs(vxp/r) 
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   endif 
   if(v(i, 2)*x(i, 1).gt.0.0d0)then 
   avy=dabs(vyp/r) 
   else  
   avy=-dabs(vyp/r) 
   endif 
   savx=savx+avx 





 end  
 
 
      subroutine velocityAssign(T1) 
 IMPLICIT none 
 integer i, npart 
 double precision a, b, c, v(359,3), T1 
 






 do 109 i=1, npart/2 
  read(20,*) a 
  v(i, 1)=(-1.0d0+2.0d0*a)*T1 
 
  read(21,*) b 
  v(i, 2)=(-1.0d0+2.0d0*b)*T1 
 
  read(22,*) c 
  v(i, 3)=(-1.0d0+2.0d0*c)*T1 
 
109   continue 
 do 209 i=npart/2+1, npart 
  v(i, 1) = -v(i-npart/2, 1) 
 
  v(i, 2) = -v(i-npart/2, 2) 
 
  v(i, 3) = -v(i-npart/2, 3) 
 









 subroutine outPut(temp, t, f, num) 
 IMPLICIT none 
 integer n, t, i, npart, num 
 double precision x(359, 3), v(359,3), delt, temp, f(359,3) 
 
 common /c1/x/c2/v/c3/delt/c4/npart 
 
 character*100 filename(10)/'p1.txt','p2.txt','p3.txt','p4.txt', 
     $'p5.txt','p6.txt','p7.txt','p8.txt','p9.txt','p10.txt'/, fn 
 
 i = nint(dble(t)/num) 
 
 if(i .eq. 1) fn=filename(1) 
 if(i .eq. 2) fn=filename(2) 
 if(i .eq. 3) fn=filename(3) 
 if(i .eq. 4) fn=filename(4) 
 if(i .eq. 5) fn=filename(5) 
 if(i .eq. 6) fn=filename(6) 
 if(i .eq. 7) fn=filename(7) 
 if(i .eq. 8) fn=filename(8)   
 if (i .eq. 9) fn=filename(9) 
 if (i .eq. 10)  fn=filename(10) 
  
 
      n=i+20  
 open(unit=n,file=fn,status='unknown') 
 write(n,40) temp, t*delt 
 write(n,50) (x(i,1), x(i,2),x(i,3), v(i,1), v(i,2), v(i,3), 
     $f(i,1), f(i,2),f(i,3), i=1,npart) 
 
40 format(F10.8, 1x, f24.12)  






 subroutine anguMom(xx, sumrv) 
 implicit none 
 integer npart, i 
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 double precision x(359, 3),v(359, 3) 
 
 double precision xx(3), sumrvx, sumrvy, sumrv, rvx, rvy 
 





 do 1014 i=1, npart 
  rvx=v(i,1)*(x(i, 2)-xx(2)) 
  rvy=v(i,2)*(x(i,1)-xx(1)) 
  sumrvx=sumrvx+rvx 
  sumrvy=sumrvy+rvy 
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