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RESUMO
Propomos uma nova medida para estudar o problema da detecção de alguma estrutura
de associação em um vetor aleatório contínuo de qualquer dimensão. Esta medida é
uma variação da estatística de Hoeffding. Nosso foco de estudo são as estruturas de
dependência onde a hipótese de independência é difícil de rejeitar. A construção desta
nova medida foi inspirada pelo teste não-paramétrico que foi publicado no artigo Blum
et al. (1961). A definição dessa medida incorpora uma função não-linear da função de
distribuição, bem como uma função não-linear das distribuições marginais. Criamos dois
testes não-paramétricos baseados na função de distribuição da amostra. O primeiro, para
estudar o problema de detectar alguma estrutura de associação em um vetor aleatório
contínuo de qualquer dimensão, e o segundo, para estudar o problema da associação entre
p-partes de um vetor aleatório contínuo de qualquer dimensão. Estudamos as propriedades
da nova medida e comparamos o desempenho dos novos testes com os vários testes na
literatura por simulação. Finalmente, apresentamos uma aplicação para dados reais. Para
o primeiro teste, apresentamos uma aplicação para o caso bidimensional e tridimensional.
A aplicação do caso bidimensional é sobre a associação entre duas condições pulmonares.
A aplicação do caso tridimensional é sobre a relação entre a temperatura, a umidade e
o dióxido de carbono (CO2). Para o segundo teste, apresentamos uma aplicação sobre
índices de mercado. Os dados são sobre os índices do mercado de ações dos EUA e da
Ásia nos meses de janeiro e fevereiro de 2016.
Palavras-chave: Medida de associação. Teste multivariado. Teste não-paramétrico de
independência. Função de distribuição empírica. Dependência não-linear visível e oculta.
Vector aleatório.
ABSTRACT
We propose a measure to study the problem of detecting some association within and
between continuous random vectors of any dimension. This measure is a variation of the
Hoeffding measure D defined in Hoeffding (1948). We focus our attention on the types
of dependence where the hypothesis of independence is difficult to reject. The building
of this measure has been inspired by the non-parametric test published in the article
Blum et al. (1961). The definition of this measure incorporates a non-linear function of
the joint density as well as a non-linear function of the marginal densities. Based on this
measure, we build two non-parametric tests based on the sample distribution function,
which study the problem of detecting some association within and between p parts of
a multivariate continuous random vector. We study the properties of the measure and
compare the performance of the new tests with that of the various tests in the literature
using a whole simulation study. Finally, we present an application to real data. For the
first test, we present an application for the two-dimensional and three-dimensional case.
The application of the two-dimensional case is about association between two pulmonary
conditions. The application of the three-dimensional case is about the relation between
the temperature, humidity, and carbon dioxide pCO2q. For the second test, we present an
application about market indices. The data are about the stock market indices of the US
and Asia in the months January and February of 2016.
Keywords: Association measure. Multivariate test. Non-parametric test of independence.
Empirical distribution function. Visible and hidden non-linear dependence. Random
vector.
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INTRODUCTION
In this work, we consider the problem of detecting dependence within and between
p-parts of a random vector of any dimension, where p is a positive integer, in non-linear
dependence structures where the hypothesis of independence is difficult to reject, which
will be denoted by (HIDR). These types of dependence include structures with either
leverage points, possibly troublesome outliers, null correlation, or correlation close to
zero, and mixtures of dependent and independent structures.
We starts the study considering the two-dimensional dependence case. Non-parametric
tests of two-dimensional dependence have been discussed by statisticians for more than
100 years. Francis Galton discovered the concept of correlation in the late fall of 1888
Stigler (1989). A decade later, Karl Pearson developed the correlation coefficient Rodgers
and Nicewander (1988); Benesty et al. (2009). This coefficient is a measure of the linear
dependence between two continuous random variables, which is widely used in applied
sciences. It takes values in the interval [-1, 1]. It is 1 in the case of a perfect positive linear
relationship, -1 in the case of a perfect negative linear relationship, and 0 when there is
no linear relationship.
In the article Spearman (1904) was published a new correlation coefficient. This
coefficient is defined as the correlation coefficient between two ranked variables. The
concept of ranked variable has widely been studied in the literature, see the articles
Hollander et al. (2013); Fligner and Verducci (1986); Nordhausen et al. (2009); García and
González-López (2014). In psychological works, the problem of comparing two different
rankings of the same set of individuals contributes to the publication of a new correlation
coefficient based on ranks Kendall (1938a). Theses coefficients based on ranks are inside
the interval [-1, 1].
Hoeffding (1948) proposed a non-parametric test for the hypothesis of independence
between two continuous random variables. This test is consistent with respect to the class
of all the distribution functions with continuous joint and marginal probability densities.
Genest and Rémillard (2004) published a test for the supposition of independence in a
continuous random vector based on empirical copula processes. The construction of the
test consists in the decomposition of the empirical copula process into a finite number
of asymptotically mutually independent sub-processes whose joint limiting distribution is
tractable under the hypothesis that a multivariate distribution is equal to the product of
its margins. For more information about copulas, see García et al. (2013, 2016). Seven
years later, Reshef et al. (2011) published a new test of independence based on the
maximal information coefficient. It is a measure of the strength of the linear or non-linear
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association between two variables which is based on mutual information for two random
variables Kinney and Atwal (2014). The range of MIC is between 0 and 1. If MIC is closer
to 1, then the two variables are closer relationship; if MIC is closer to 0, then the two
variables are more likely two independent variables. Heller et al. (2013) considered the
problem of detecting associations between random vectors of any dimension. This test is
a consistent multivariate test of association based on ranks of distances. In the article
García and González-López (2014) recently were published three statistical tests for the
supposition of independence between two continuous random variables. These tests are
based on the longest increasing sub sequence. They have very good performance over
visible and hidden non-linear dependence situations.
According to all aforementioned, we observe that there is a wide literature on the study
of two-dimensional dependence, however, little has been written regarding non-parametric
tests for the supposition of independence in a continuous random vector of dimension
greater than or equal to three.
Of all tests refered above, those based on the empirical copula processes, which were
published in the articles Genest and Rémillard (2004), and Kojadinovic and Holmes
(2009), are the only that consider the problem of detecting association in a continuous
random vector of dimension greater than or equal to three.
Inspired by the work of Blum et al. (1961), we present an association measure, which is
a variation of the Hoeffding measure Hoeffding (1948) for the problem of the dependence
within a continuous random vector of any dimension. We make an extension of this
measure and build an association measure to the problem of detecting dependence between
two or more continuous random vectors of any dimension.
The study of the independence between continuous random vectors have been
discussed by statisticians for more than 50 years, and various non-parametric tests to
detect multivariate independence are available. In this work we reference some of the
multivariate tests of independence most used in practice. Puri and Sen (1974) studied
the independence between two random vectors based on the vector of marginal ranks.
The concepts on marginal signs and ranks are widely discussed in the articles Hubert
(2011); Mottonen et al. (1997). As already mentioned before, Genest and Rémillard (2004)
proposes a multivariate independence test based on the empirical copula processes to
study the problem of independence between continuous random vectors. Bakirov et al.
(2006) presented a multivariate independence test, which is based on distance correlation
and partial distance correlation. This multivariate test works well for some non-linear or
non-monotonic dependence structures, and it is statistically consistent. Kojadinovic and
Holmes (2009) extended the Möbius decomposition proposed by Deheuvels (1981) for the
situation where one wants to test the mutual independence of p continuous random vectors
using the empirical copula process. One year later, Oja et al. (2010) proposes a test of
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independence between two random vectors. It is based on marginal ranks in a symmetric
independent component (IC) model. See the articles Nordhausen et al. (2009); Ilmonen
and Paindaveine (2011).
This manuscript is organized as follows. In Chapter 1, we present the definition and
the properties of the association measure to build the test of independence in a random
vector, and the test of independence between random vectors. In Chapter 2, we represent
the whole estimation process. We introduce the definition and the properties of the
sample association measure. We present two non-parametric tests based on the sample
distribution function. The first, to study the problem of detecting association within a
continuous random vector of any dimension, and the second, to study the problem of
detecting association between two or more continuous random vectors of any dimension.
In Chapter 3, we expose a illustrative and comparative simulation study to show the
performance of the non-parametric tests presented in the previous chapter. In Chapter 4,
we present an application to real data. Finally, Chapter 5 contains the final considerations.
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1 THE ASSOCIATION MEASURE
1.1 Association measure in the two-dimensional case
Let pΩ,F,Pq be a probability space. Suppose that pX1, X2q is a random vector with
unknown joint continuous distribution function F and marginal distributions F1 and F2,
such that,











is the Borel σ-algebra, which is the σ-algebra generated by the collection of
all open sets in R2. The problem is to test the hypothesis
H0 : X1 andX2 are independent vs H1 : X1 andX2 are not independent . (1.1)
To solve the problem in (1.1) we introduce a measure of association. To do this, we
first introduce some definitions.




1, if X ¤ s,
0, if X ¡ s. (1.2)
Definition 2. a). 1 is the p-tuple of ones in Rp, that is, 1  p1, 1, . . . , 1q.
b). 0 is the p-tuple of zeros in Rp, that is, 0  p0, 0, . . . , 0q.
The function Φ and the set Cp introduced in the last three definitions help us to define
the functions F 1, F 0, F τ in a compact way, which allows us to present the definition of
theoretical association measure for any dimension.
Definition 3. Let X  pX1, X2, . . . , Xpq be a p-dimensional random vector. For an
arbitrary point x  px1, x2, . . . , xpq P Rp and τ  pτ1, . . . , τpq P Cp we define
F 1pxq  P  ΦX1px1q  1, . . . ,ΦXppxpq  1 ,
F 0pxq  P  ΦX1px1q  0, . . . ,ΦXppxpq  0 ,
F τ pxq  P  ΦX1px1q  τ1, . . . ,ΦXppxpq  τp
F τ pxq  P  ΦX1px1q  1  τ1, . . . ,ΦXppxpq  1  τp .
(1.3)
Observation 1.
F 1pxq  F pxq. (1.4)
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Example 1. In the two-dimensional case, p  2,1  p1, 1q,0  p0, 0q, τ  p1, 0q,
τ  p0, 1q,x  px1, x2q, and the functions F 1, F 0, F τ , F τ take the form,
F 1pxq  F p1,1qpx1, x2q  P pX1 ¤ x1, X2 ¤ x2q ,
F 0pxq  F p0,0qpx1, x2q  P pX1 ¡ x1, X2 ¡ x2q ,
F τ pxq  F p1,0qpx1, x2q  P pX1 ¤ x1, X2 ¡ x2q
F τ pxq  F p0,1qpx1, x2q  P pX1 ¡ x1, X2 ¤ x2q .
(1.5)
Definition 4. Let Cp  t0, 1up be the set of binary vectors of length p. We define τ P Cp
as the opposite element of τ P Cp; p P N by, τ  pτ 1, τ 2, . . . , τ p), where
τ i  1  τi; i  1, 2, . . . , p, with τ  pτ1, τ2, . . . , τpq.
Definition 5. For an arbitrary point px1, x2q P R2, we define Γ1px1, x2, τ q as,
Γ1px1, x2, τ q  F 1px1, x2qF 0px1, x2q   F τ px1, x2qF τ px1, x2q. (1.6)
τ is the opposite element of τ given in definition 4. In this case, τ  p1, 0q, and τ  p0, 1q.
Definition 6. For an arbitrary point px1, x2q P R2, we define Γ0px1, x2q as,
Γ0px1, x2q  2F1px1qF2px2qp1  F1px1qqp1  F2px2qq. (1.7)
Definition 7. According to the equations (1.6) and (1.7) we define the association
measure as being,
T px1, x2, τ q  Γ1px1, x2, τ q  Γ0px1, x2q. (1.8)
If the random vector X  pX1, X2q satisfies the null hypothesis H0 above, then
T px1, x2, τ q  0, @px1, x2q P R2.
For an arbitrary point px1, x2q in the domain of the random vector pX1, X2q, the
graphic below shows the functions F p1,1q, F p0,0q, F p1,0q, F p0,1q.




















































Figure 1 – Illustration of the functions F p1,1q, F p0,0q, F p1,0q, F p0,1q.
The figure 1 illustrates the geometry of the functions F p1,1q, F p0,0q, F p1,0q, F p0,1q. These
functions build the measure T as a non-linear function of the joint density as well as a
non-linear function of the marginal densities. The measure T is a variation of the Hoeffding
measure D, which is defined by
Dpx1, x2q  F 1px1, x2q  F1px1qF2px2q. (1.9)
In the article Hoeffding (1948) the measure D introduced in (1.9) is used to construct




D2px1, x2qdF px1, x2q. (1.10)
The functional ∆pF q introduced in (1.10) characterizes the independence between
two continuous random variables, being widely used to test the hypothesis H0 presented
above, which is equivalent to the hypothesis that the joint continuous distribution function
F px1, x2q is the product of their marginal densities, namely F px1, x2q  F1px1qF2px2q.
1.1.1 The uniform transformation of the measure T
Suppose that pX1, X2q is a random vector with unknown joint continuous distribution
function F and marginal distributions F1 and F2.
Let T1  F1pX1q and T2  F2pX2q. Since F1 and F2 are continuous, T1 and T2 are
uniformly distributed on r0, 1s, also,
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F 1px1, x2q  PpX1 ¤ x1, X2 ¤ x2q
 PpF1pX1q ¤ F1px1q, F2pX2q ¤ F2px2qq
 PpT1 ¤ F1px1q, T2 ¤ F2px2qq
 Cpt1, t2q.
(1.11)
where tj  Fjpxjq; j  1, 2, and C is the copula associated with the joint continuous
distribution function F . Since the marginal distributions F1, F2 are continuous, Sklar’s
theorem Sklar (1959) implies that C is unique. Sklar’s theorem is introduced below.
Theorem 1.1. Let pX1, X2q be a continuous random vector with joint continuous
distribution functionF and marginals F1 and F2, respectively. Then there is a copula C,
such that
F px1, x2q  CpF1px1q, F2px2qq.
If the marginal distributions F1, F2 are continuous then C is unique, otherwise C is
uniquely determined on RangepF1q  RangepF2q.
Proof 1. Let X  pX1, X2q be a continuous random vector with joint continuous
distribution function F and let V  Up0, 1q be independent of X. Considering the
distributional transforms Ui  FipXi, V q, i  1, 2 we have Ui DÑ Up0, 1q, and Xi  F1i pUiq
almost surely; i  1, 2. Thus defining C to be the distribution function of U  pU1, U2q we
obtain
F pxq  PpX ¤ xq  PpF11 pU1q ¤ x1, F12 pU2q ¤ x2q
 PpU1 ¤ F px1q, U2 ¤ F px2qq  CpF1px1q, F2px2qq.
Then C is a copula of F .
Theorem 1.2. Let X1 and X2 be two random variables with joint continuous distribution
function F and marginals F1 and F2, respectively. Let C be the copula associated with the
joint distribution function F . Then X1 and X2 are independent if and only if
Cpu1, u2q  u1u2.
Proof 2. Suppose that X1 and X2 are independent. Because F1 and F2 are continuous,
then @pu1, u2q P r0, 1s2
Cpu1, u2q  F pF11 pu1q, F12 pu2qq  u1u2.
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Similarly if Cpu1, u2q  u1u2 , then Sklar theorem shows that
F px1, x2q  CpF1px1q, F2px2qq  F1px1qF2px2q.
The lasts two theorem establish a bijection between the joint distribution function F
and the triplet pF1, F2, Cq. For the functions F 0, F τ we have
F 0px1, x2q  PpX1 ¡ x1, X2 ¡ x2q
 PpF1pX1q ¡ F1px1q, F2pX2q ¡ F2px2qq
 PpT1 ¡ F1px1q, T2 ¡ F2px2qq
 C0pt1, t2q.
(1.12)
F τ px1, x2q  PpX1 ¤ x1, X2 ¡ x2q
 PpF1pX1q ¤ F1px1q, F2pX2q ¡ F2px2qq
 PpT1 ¤ F1px1q, T2 ¡ F2px2qq
 Cτ pt1, t2q.
(1.13)
The equations (1.11–1.13) imply that,
T px1, x2, τ q  Cpt1, t2, τ q; pt1, t2q P r0, 1s2, (1.14)
where C is defined as being,
Cpt1, t2, τ q  C1pt1, t2, τ q  C0pt1, t2q; pt1, t2q P r0, 1s2. (1.15)
The functions C1 and C1 are given below.
C1pt1, t2, τ q  Cpt1, t2q, C0pt1, t2q   Cτ pt1, t2qCτ pt1, t2q,
C0pt1, t2, τ q  2C1pt1qC2pt2qp1  C1pt1qqp1  C2pt2qq.
(1.16)
Cpt1, t2q is the copula associated with the joint continuous distribution function F , and C1
and C2 denote the univariate copulas associated to the distributions F1, F2, respectively.
Observation 2. The equations (1.11–1.13), theorem 1.1, and theorem 1.2 implies
that there is a bijection between the triplet
 
F 1px1, x2q, F 0px1, x2q, F τ px1, x2q

; px1, x2q P
R2 and the triplet
 
Cpt1, t2q, C0pt1, t2q, Cτ pt1, t2q

; t1, t2 P r0, 1s2.
The equations (1.14–1.16) imply that the study of some dependence structure within a
continuous random vector through of measure T can be studied in the unit square r0, 1s2.
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1.1.2 The theoretical basis of the association measure T
In this section we present a theorem, which shows that the association measure T
given in (1.8) is optimum to study the problem of dependence between continuous two
random variables.
Theorem 1.3. The notion of dependence given by,
@px1, x2q P R2, T px1, x2, τ q  0, (1.17)
is a stronger notion of dependence than the notion of PQD or NQD.
Proof 3. If @px1, x2q P R2, T px1, x2, τ q  0, then
X1 and X2 are dependent, this implies that F 1 is not the product of their marginal
distribution functions, i.e, F 1px1, x2q  P pX1 ¤ x1qP pX2 ¤ x2q ; @px1, x2q P R2, therefore
@px1, x2q P R2;F 1px1, x2q ¡ P pX1 ¤ x1qP pX2 ¤ x2q or @px1, x2q P R2,
F 1px1, x2q   P pX1 ¤ x1qP pX2 ¤ x2q.
In the first case, the two random variables X1 and X2 are positive quadrant dependent
(PQD) Karlin and Rinott (1980); Benjamini and Yekutieli (2001). In the second case,
the two random variables X1 and X2 are negative quadrant dependent (NQD) Karlin
and Rinott (1980); Benjamini and Yekutieli (2001). Therefore, the notion of dependence
given in (1.17) is a notion stronger that the notion of dependence positive quadrant or
dependence negative quadrant.
We observe that notion of dependence @px1, x2q P R2, T px1, x2, τ q  0, is a stronger
notion of dependence than the notion of PQD or NQD, respectively. But the notion of
dependence PQD or NPQ is shown to be a stronger notion of dependence than the positive
Pearson correlation (PPC) or negative Pearson correlation (NPC), respectively Lai et al.
(2006). We conclude that notion of dependence T px1, x2, τ q  0 is a stronger notion of
dependence than the notion of dependence PPC or NPC, respectively.
The measure T has some properties, which are discussed in the following section.
1.1.3 Properties of T for the two-dimensional case
Theorem 1.4. Suppose that X1, X2 are continuous random variables. Then,
a). If X1 is independent of X2, then T px1, x2, τ q  0.
b). T is bounded, 1{8 ¤ T px1, x2, τ q ¤ 1{2.
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Proof 4. a). Suppose that X1, X2 satisfy the null hypothesis then,
Γ1px1, x2, τ q
 F 1px1, x2qF 0px1, x2q   F τ px1, x2qF τ px1, x2q
 2P pX1 ¤ x1qP pX2 ¤ x2qP pX1 ¡ x1qP pX2 ¡ x2q
 Γ0px1, x2q,
(1.18)
therefore, T px1, x2, τ q  0.
τ is the opposite element of τ given in definition 4.
b). 0 ¤ F 1px1, x2qF 0px1, x2q ¤ 1{4, and 0 ¤ F τ px1, x2qF τ px1, x2q ¤ 1{4.
Also, 0 ¤ 2F1px1qF2px2qp1  F1px1qqp1  F2px2qq ¤ 1{8, then
1{8 ¤ T px1, x2, τ q ¤ 1{2.
1.1.4 A functional for the two-dimensional case
Let pΩ,F,Pq be a probability space. Suppose pX1, X2q be a random vector with
unknown joint continuous distribution function F and marginal distributions F1 and F2,
such that,











is the Borel σ-algebra, the σ-algebra generated by the collection of all




T px1, x2, τ qdF px1, x2q, (1.19)
where T is defined in (1.8).
The functional δpF q defined in (1.19) quantifies the dependence between the two
random variables in the entire product space where they are defined.
If T px1, x2, τ q  0, @px1, x2q P R2, then δpF q  0, nevertheless, the opposite
implication is not true, that is, δpF q  0, does not necessarily implies that @px1, x2q
T px1, x2, τ q  0.
Theorem 1.5. The functional δpF q given in (1.19), which is defined on R2 can be written




Cpt1, t2, τ qdCpt1, t2q. (1.20)
C is defined in (1.15), and Cpt1, t2q is the copula associated to the distribution F .
Proof 5. The proof is a consequence of the equation (1.14), and the equation (1.11)
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1.2 Association measure in the three-dimensional case
1.2.1 Association measure
In this section we generalize of the association measure T defined in (1.8) for the
three-dimensional case.
Let pΩ,F,Pq be a probability space and pX1, X2, X3q be a random vector with unknown
joint continuous distribution function F and marginal distributions F1, F2, and F3, such
that,







The problem is to test the hypothesis
H0:The set of random variables in X3 are mutually (or jointly) independent vs H1: they
are not mutually (or jointly) independent.
Definition 8. A finite set of events is mutually independent if every event is independent











We consider the following set.
M3  tp0, 0, 1q, p0, 1, 0q, p0, 1, 1qu . (1.21)
For fixed px1, x2, x3q P R3 and τ in the set M3 given in (1.21). Let
Γ1px1, x2, x3q  F 1px1, x2, x3qF 0px1, x2, x3q   2
¸
τPM3
F τ px1, x2, x3qF τ px1, x2, x3q,




The functions F 1, F 0, F τ are given in (1.3).
Definition 9. In the 3-dimensional case, we define the association measure as,
T px1, x2, x3q  Γ1px1, x2, x3q  Γ0px1, x2, x3q. (1.22)
If the random vector X  pX1, X2, X3q satisfies the null hypothesis H0, then
T px1, x2, x3q  0, @px1, x2, x3q P R3.
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1.2.2 The functional for the three-dimensional case
Definition 10. Let pΩ,F,Pq be a probability space. Consider pX1, X2, X3q a random
vector with unknown joint continuous distribution function F and marginal distributions
F1, F2, F3, such that,
















T px1, x2, x3qdF px1, x2, x3q. (1.23)
T px1, x2, x3q is defined in (1.22).
If T px1, x2, x3q  0, @px1, x2, x3q P R3, then δ3pF q  0, nevertheless, the opposite
implication is not true, that is, δ3pF q  0, does not necessarily implies that
@px1, x2, x3q, T px1, x2, x3q  0.
1.3 Association measure in the p-dimensional case
1.3.1 Association measure
In this section, we generalize the association measure T defined in (1.8) for the
p-dimensional case.
Let pΩ,F,Pq be a probability space. Consider pX1, X2, . . . , Xpq a random vector
with unknown joint continuous distribution function F and marginal distributions
F1, F2, . . . , Fp, such that,
pX1, X2, . . . , Xpq : pΩ,F,Pq Ñ pRp,B pRpqq .
B pRpq is the usual Borel σ-algebra.
Definition 11. We define the set Mp as
Mp 
!







where Cp is defined in (4).
The numbers of elements in the set Mp dependent on p P N, and is given by
|Mp|  2p1  1. (1.25)
The problem is to test the hypothesis
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H0: the set of random variables in Xp are mutually (or jointly) independent vs H1: they
are not mutually (or jointly) independent.
Let




F τ px1, x2, . . . xpqF τ px1, x2, . . . xpq, (1.26)
and
Γ0px1, x2, . . . xpq  p1   2 |Mp|q
p¹
k1
Fkpxkqp1  Fkpxkqq. (1.27)
where Mp is the set defined in (1.24). τ is the opposite element of τ PMp given in the
definition 4.
Definition 12. In the p-dimensional case, we define the association measure as,
T px1, x2, . . . xpq  Γ1px1, x2, . . . xpq  Γ0px1, x2, . . . xpq, (1.28)
If the random vector X  pX1, X2, . . . , Xpq satisfies the null hypothesis H0 above, then
T px1, x2, . . . xpq  0, @px1, x2, . . . xpq P Rp.
The functions Γ1 and Γ0 are introduced in the equations (1.26) and (1.27), respectively.
1.3.2 Properties of T for the p-dimensional case
Theorem 1.6. Suppose that X1, X2, . . . , Xp are continuous random variables, and let
Xp  pX1, X2, . . . , Xpq be the continuous random vector. Then
a). If the set of random variables in the random vector Xp is independent, then @x P Rp
we have T pxq  0.
b). T is bounded, i.e, 





¤ T pxq ¤





, where Mp is defined in
(1.24).
Proof 6. a). Let x  px1, x2, . . . , xpq. According to the hypothesis of independence,
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F 1pxqF 0pxq   2
¸
τPMp






















therefore, T pxq  0.
b). We have, 0 ¤ F 1pxqF 0pxq ¤ 1{4.
Also, @τ PMp, 0 ¤ F τ pxqF τ pxq ¤ F1px1qp1  F1px1qq ¤ 1{4, then
0 ¤ F 1pxqF 0pxq   2
¸
τPMp
F τ pxqF τ pxq ¤ 1{4   2
¸
τPMp
1{4  1{4   |Mp|2 .
Now,
0 ¤ p1   2 |Mp|q
p¹
k1
Fkpxkqp1  Fkpxkqq ¤ p1   2 |Mp|q 14p .
Thus, we conclude that,






¤ T pxq ¤






The elements 1,0 are the two p-tuples of ones and zeros in Rp, respectively, which
were introduced in definition 2.
1.3.3 The functional for the p-dimensional case
Definition 13. Let pΩ,F,Pq be a probability space, and pX1, X2, . . . , Xpq a random
vector with unknown joint continuous distribution function F and marginal distributions
F1, F2, . . . , Fp, such that,
pX1, X2, . . . , Xpq : pΩ,F,Pq Ñ pRp,B pRpqq .




T pxqdF pxq. (1.30)
T pxq is defined in (1.28).
If T pxq  0, @x P Rp, then δppF q  0, nevertheless, the opposite implication is not
true, i.e, δppF q  0, does not necessarily implies that @x, T pxq  0.
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1.4 Association measure between p parts of a m-dimensional
random vector
1.4.1 Association measure
Definition 14. Let x,y P Rn, such that x  px1, x2, . . . , xnq,y  py1, y2, . . . , ynq. Rn is
an ordered vector space with the   relation defined in the following way:
x   y if and only if xi ¤ yi; i  1, 2, . . . , n.
Let X  pX1,X2, . . . ,Xpq be a m-dimensional random vector with joint continuous
distribution function F . Each Xj is a random vector of dimension mj ¥ 1 with joint
continuous distribution function F 1j , where m  m1 m2  . . . mp. For eachXj consider
also F 0j  1  F 1j .
The problem is to test the hypothesis
H0: the set of Xj 1 ¤ j ¤ p, are mutually (or jointly) independent. vs H1: they are not
mutually (or jointly) independent.
We consider for each fixed j  1, 2, . . . , p the function φj : Rmj Ñ t0, 1u by
φXjpxjq 
#
1, if Xj   xj,
0, otherwise .
(1.31)
the relation p q is introduced in the definition 14.
Definition 15. Let x   x1,x2, . . . ,xp. For j  1, . . . , p
consider Xj  pXj1, Xj2, . . . , Xjmjq. For each τ  pτ1, τ2, . . . , τpq P Mp we define F τ :
Rm Ñ r0, 1s as being,
F τ px1,x2, . . . ,xpq  PpφX1px1q  τ1, . . . , φXppxpq  τpq. (1.32)
Let









According to the definition of φ in (1.31), we can write,






  τ , (1.34)
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where Φ was defined in ( 1).
Let
Υ1px1,x2, . . . ,xpq  F 1pxqF 0pxq   2
¸
τPMp
F τ pxqF τ pxq, (1.35)
Υ0px1,x2, . . . ,xpq  p1   2 |Mp|q
p¹
j1
F 1j pxjqF 0j pxjq. (1.36)
The association measure between p parts of a m-dimensional random vector is defined
by
T px1,x2, . . . ,xpq  Υ1px1,x2, . . . ,xpq  Υ0px1,x2, . . . ,xpq (1.37)
If the random vector X  pX1,X2, . . . ,Xpq satisfies the null hypothesis H0 above,
then T px1,x2, . . . ,xpq  0, @px1,x2, . . . ,xpq P Rm.
We present one example to illustrate as the association measure between p parts of a
m-dimensional random vector was built.
Example 2. Suppose m  9, p  3,m1  3,m2  2,m3  4.
In this case, M3  tp0, 0, 1q, p0, 1, 0q, p0, 1, 1qu, X  pX1,X2,X3q, x  px1,x2,x3q,
where X1  pX11, X12, X13q,X2  pX21, X25q,X3  pX31, X32, X33, X34q.
The function F τ : R9 Ñ r0, 1s, takes the form
F τ px1,x2,x3q  PpφX1px1q  τ1, φX2px1q  τ2, φXppx3q  τ3q. Specifically, if τ P M3, is
τ  p0, 1, 0q, then
F τ px1,x2,x3q  PpφX1px1q  0, φX2px1q  1, φXppx3q  0q.









. Specifically, if j  1, the function F 1j is given by,
F 1j px1q  P
 
φX1px1q  1
  P pX11 ¤ x1, X12 ¤ x2, X13 ¤ x3q ,
and the function F 0j is given by,





P ppΦX11px11q,ΦX12px12q,ΦX13px13qq  τ q .
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Φ is the function defined in ( 1), which was used to define in a compact form the
association measure within a random vector.
Theorem 1.7. Suppose thatX  pX1,X2, . . . ,Xpq is a continuous random vector. Then
a). If X satisfies the null hypothesis H0, then for all x  px1,x2, . . . ,xpq, T pxq  0.
b). T is bounded.
Proof 7. The proof of this theorem is a consequence of theorem 1.6, considering p  m.
1.4.2 The functional for the p-dimensional case
Definition 16. Let pΩ,F,Pq be a probability space. Suppose pX1,X2, . . . ,Xpq
be a m-dimensional random vector with unknown joint continuous distribution function
F .
Each X i is a random vector of dimension mi ¥ 1 with joint continuous distribution
function Fi, where i  1, 2, . . . ,m; m  m1  m2   . . . mp, and
pX1,X2, . . . ,Xpq : pΩ,F,Pq Ñ pRm,B pRmqq .




T px1,x2, . . . ,xpqdF px1,x2, . . . ,xpq, (1.38)
where T px1,x2, . . . ,xpq is defined in (1.37).
If T px1,x2, . . . ,xpq  0, @px1, ...,xpq P Rm, then ΥmpF q  0, nevertheless, the
opposite implication is not true, that is, ΥmpF q  0, does not necessarily implies that
@px1, ...,xpq, T px1,x2, . . . ,xpq  0.
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2 ESTIMATION
In this chapter, we present the sample association measure to study the dependence within
and between p parts of a random vector of any dimension, its estimator, and its properties.
2.1 Sample association measure for the bivariate case
2.1.1 Sample association measure
We present the sample association measure to study the dependence within a random
vector for the two-dimensional case, its estimator, and its properties.
Let pX11, X21q, pX12, X22q, . . . , pX1n, X2nq be a paired sample of size n of a continuous
random vector pX1, X2q, which has unknown joint continuous distribution function
F 1px1, x2q. pFnpx1, x2q is the empirical distribution function, and pF p1qn px1q, pF p2qn px2q the
empirical distribution functions of tX1iuni1, and tX2iuni1, respectively.
For an arbitrary point px1, x2q P R2, let




IpΦXjipxjq  1q, (2.1)




IpΦXjipxjq  0q, (2.2)




IpΦXjipxjq  τjq. (2.3)
Let
Γn1 px1, x2q  pF 1n px1, x2q pF 0n px1, x2q   pF τn px1, x2q pF τn px1, x2q, (2.4)
Γn0 px1, x2q  2 pF p1qn px1q pF p2qn px2qp1  pF p1qn px1qqp1  pF p2qn px2qq, (2.5)
where τ is the opposite element of τ given in the definition 4.
Definition 17. Assume Sn  tpX11, X21q, pX12, X22q, . . . , pX1n, X2nqu be a paired sample
of size n drawn from the continuous random vector pX1, X2q.
We define the sample association measure as
Tnpx1, x2q  Γn1 px1, x2q  Γn0 px1, x2q. (2.6)
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One can probe that,
@px1, x2q P R2,1{8 ¤ Tnpx1, x2q ¤ 1{2. (2.7)
The following theorem gives the almost sure (a.s) convergence of the sample association
measure Tn. This implies that Tn is a consistent estimator of the theoretical measure T
defined in (1.8).
Theorem 2.1. Tnpx1, x2q converges almost surely to T px1, x2q for an arbitrary point





Tnpx1, x2q  T px1, x2q
)
 1. (2.8)
Proof 8. From the Borel strong law of large numbers for Bernoulli trials Resnick (1998,















pF τn px1, x2q  F τ px1, x2q)  1; τ  p1, 0q.
(2.9)










pF p2qn px2q  F p2qpx2q)  1. (2.11)





Tnpx1, x2q  T px1, x2q
)
 1.
The following theorem shows that statistic Tnpx1, x2q is an asymptotically unbiased
estimator for zero under the null hypothesis of independence H0.
Theorem 2.2. Let pX11, X21q, pX12, X22q, ..., pX1n, X2nq be n independent observations
drawn from a random vector pX1, X2q satisfying the null hypothesis H0. Suppose that
pX1, X2q has joint continuous distribution function F px1, x2q and marginal distributions
F1, F2. Let px1, x2q be an arbitrary point in R2. Then,
lim
nÑ8
E pTnpx1, x2qq  0. (2.12)
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Proof 9.
E







E pIpΦX1ipx1q  1qIpΦX2ipx2q  0qIpΦX1lpx1q  0qIpΦX2lpx2q  1qq
Like tX1i, X2iuni1 is a random sample of n independent observations of the random
vector pX1, X2q, which satisfies the null hypothesis H0, then
E
 pF τn px1, x2q pF τn px1, x2q	
 n 1
n
E pIpΦX11px1q  1qIpΦX21px2q  0qIpΦX12px1q  0qIpΦX22px2q  1qq
 n 1
n
E pIpΦX11px1q  1qIpΦX21px2q  0qIpΦX12px1q  0qIpΦX22px2q  1qq
 n 1
n
PpX11 ¤ x1, X21 ¡ x2qPpX12 ¡ x1, X22 ¤ x2q
Like F px1, x2q is continuous distribution, Sklar theorem 1.1 implies that,
n 1
n
PpX11 ¤ x1, X21 ¡ x2qPpX12 ¡ x1, X22 ¤ x2q
 n 1
n
Cτ pt1, t2qCτ pt1, t2q; t1, t2 P r0, 1s
 n 1
n
t1t2p1  t1qp1  t2q; t1, t2 P r0, 1s.
The functions Cτ , Cτ were introduced in the subsection 1.1.1.
According to the independence of the random variables X1 and X2 we obtain,
E
 pF τn px1, x2q pF τn px1, x2q	  n 1n t1t2p1  t1qp1  t2q; t1, t2 P r0, 1s.
Similarly,
E
 pF 1n px1, x2q pF 0n px1, x2q	  n 1n t1t2p1  t1qp1  t2q; t1, t2 P r0, 1s.







2t1t2p1  t1qp1  t2q. (2.13)






 pF p1qn px1q pF p2qn px2qp1  pF p1qn px1qqp1  pF p2qn px2qq	
 2E
 pF p1qn px1qp1  pF p1qn px1qq	E pF p2qn px2qp1  pF p2qn px2qq	
 2E
 pF p1qn px1q  r pF p1qn px1qs2	E pF p2qn px2q  r pF p2qn px2qs2	.
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From general weak law of large numbers Resnick (1998, page 205), we have n pF p1qn px1q 




rn pF p1qn px1qs2	  1n2n2rPpX1 ¤ x1qs2   nPpX1 ¤ x1qp1  PpX1 ¤ x1qq	.
Therefore,
E
 pF p1qn px1q  r pF p1qn px1qs2	
 PpX1 ¤ x1q  1
n2

n2rPpX1 ¤ x1qs2   nPpX1 ¤ x1qp1  PpX1 ¤ x1qq
	
 PpX1 ¤ x1qp1  PpX1 ¤ x1qq   Opn1q.
Similarly,
E
 pF p2qn px2q  r pF p2qn px2qs2	  PpX2 ¤ x2qp1  PpX2 ¤ x2qq   Opn1q.





 2PpX1 ¤ x1qp1  PpX1 ¤ x1qqPpX2 ¤ x2qp1  PpX2 ¤ x2qq   Opn1q
 2t1t2p1  t1qp1  t2q   Opn1q; t1, t2 P r0, 1s.
Therefore,
E pTnpx1, x2qq  n 1
n
2t1t2p1  t1qp1  t2q  2t1t2p1  t1qp1  t2q   Opn1q.
Computing the limit as n goes to infinity we obtain the proof of the theorem.
We can write the sample association measure T in function of the ranks, which
are constructed from the random observations pX11, X21q, pX12, X22q, . . . , pX1n, X2nq.
It converts T in a statistic distribution-free, which make no assumptions about the
probability distributions of the variables being assessed. A classical example of a rank
statistic is the Kendall coefficient Kendall (1938b). To more information about the
ranks, see Puri and Sen (1974); Mottonen et al. (1997); Hubert (2011); García and
González-López (2014); Ahsanullah and Nevzorov (2015).
Definition 18. Assume Sn  tpX11, X21q, pX12, X22q, . . . , pX1n, X2nqu be a paired sample
of size n drawn from the continuous random vector pX1, X2q. Let
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R1i  rankpX1iq{n,
R2i  rankpX2iq{n,
Rn  tpR11, R21q, ..., pR1n, R2nqu .
For fixed j P t1, 2, . . . , nu, we obtain,
T tSn; pX1j, X2jq; pX1j, X2jq P Snu  T tRn; pR1j, R2jq; pR1j, R2jq P Rnu . (2.14)
In general, we can write,
T
 
Sn; px1, x2q; px1, x2q P R2
(  T  Rn; pu, vq; pu, vq P r0, 1s2( . (2.15)




Rn; pu, vq; pu, vq P r0, 1s2
(  Tnpu, vq. (2.16)


























The function C1npu, vq, which is the empirical bivariate copula of the bivariate empirical
distribution of the transformed ranks of the bivariate random sample Sn. From equations
(2.14), and (2.15), we can write the sample association measure Tn as being,
Tnpu, vq  C1npu, vq  C0npu, vq, (2.18)
where,
C1npu, vq  C1npu, vqC0npu, vq   Cτnpu, vqCτnpu, vq (2.19)
C0npu, vq  2Cp1qn puqCp2qn pvqp1  Cp1qn puqqp1  Cp2qn pvqq. (2.20)
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The functions C1n, C0n, Cτn , Cτn were introduced in the equation (2.17), and the functions
Cp1qn , C
p2q
n are the univariate empirical copulas of the univariate empirical distributions of
the transformed ranks of the random samples tX1iuni1, and tX2iuni1, respectively.
Theorem 2.3. Tnpu, vq can be written as,
Tnpu, vq  C1npu, vqanpu, vq   bnpu, vq, (2.21)
where




bnpu, vq  2Wnpu, vq  Cp1qn puqCp2qn pvq.
(2.22)
Proof 10. We can write the functions C0n, Cτn , Cτn as,
C0npu, vq  1  Cp1qn puq  Cp2qn pvq   C1npu, vq,
Cτnpu, vq  Cp1qn puq  C1npu, vq,
Cτnpu, vq  Cp2qn pvq  C1npu, vq.
(2.23)
The equations in (2.23) imply that,
C1npu, vqC0npu, vq  C1npu, vq  C1npu, vqCp1qn puq  C1npu, vqCp2qn pvq   rC1npu, vqs2,
Cτnpu, vqCτnpu, vq  Cp1qn puqCp2qn pvq  Cp1qn puqC1npu, vq  C1npu, vqCp2qn pvq   rC1npu, vqs2.
Tnpu, vq can be written as,
Tnpu, vq  C1npu, vq  Cp1qn puqCp2qn pvq  2C1npu, vqCp1qn puq  2C1npu, vqCp2qn pvq   2rC1npu, vqs2
 C1npu, vq  Cp1qn puqCp2qn pvq  2C1npu, vqCp1qn puq  2C1npu, vqCp2qn pvq  
1
n
C1npu, vq   2Wnpu, vq
 C1npu, vq





  2Wnpu, vq  Cp1qn puqCp2qn pvq,
where the function Wnpu, vq is defined as,












bnpu, vq  2Wnpu, vq  Cp1qn puqCp2qn pvq.
Therefore,
Tnpu, vq  C1npu, vqanpu, vq   bnpu, vq.
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2.1.2 The statistic
Let pX11, X21q, pX12, X22q, ..., pX1n, X2nq be n independent observations drawn from
a random vector pX1, X2q having joint continuous distribution function F px1, x2q and
marginal distributions F1, F2.
Let pFnpx1, x2q be the empirical distribution function of the random sample above,
and pF p1qn px1q, pF p2qn px2q be the empirical distribution functions of the samples tX1iuni1 and




Tnpx1, x2qd pFnpx1, x2q. (2.24)
The critical region, which will lead to the rejection of the hypothesis H0 when that
hypothesis is true is based on large values of δn in absolute value.
The following theorem gives the almost sure convergence of the statistic δn. This
implies that δn is a consistent estimator of the theoretical functional δpF q defined in
(1.19).
2.1.2.1 Computation of the statistic
Consider pX11, X21q, pX12, X22q, . . . , pX1n, X2nq a paired sample of size n drawn from
the two-dimensional continuous random vector pX1, X2q. We compute the statistic δn









Theorem 2.4. δn converges almost surely to δpF q, i.e,
δn
a.sÝÑ δpF q. (2.26)
δpF q is defined in (1.19) and δn is defined in (2.24).
Proof 11. From theorem 2.1, for an arbitrary point px1, x2q P R2,
Tnpx1, x2q a.sÝÑ T px1, x2, τ q. (2.27)
Also, from the property b). in theorem 1.4, 1{8 ¤ Tnpx1, x2q ¤ 1{2. The dominated
convergence theorem Shiryaev and Wilson (1995, page 187), Resnick (1998, page 133),
E pTnpx1, x2qq a.sÝÑ E pT px1, x2, τ qq . (2.28)
Hence
δn
a.sÝÑ δpF q. (2.29)
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The following theorem shows that statistic δn is an asymptotically unbiased estimator
for zero under the null hypothesis of independence H0.
Theorem 2.5. Let pX11, X21q, pX12, X22q, ..., pX1n, X2nq be n independent observations
drawn from a random vector pX1, X2q satisfying the null hypothesis H0. Suppose that
pX1, X2q has joint continuous distribution function F px1, x2q and marginal distributions
F1, F2. Let px1, x2q be an arbitrary point in R2. Then,
lim
nÑ8
E pδnq  0. (2.30)
Proof 12. Like X1 independent of X2, T px1, x2, τ q  0, @px1, x2q P R2, then δpF q  0.
From equation (2.29) in theorem 2.4 we have the proof.





Tnpu, vqdC1npu, vq. (2.31)
In the following theorem we present the asymptotic distribution of the statistic δn
under the null hypothesis H0 given in (2.24), which was redefined in (2.31).
Theorem 2.6. Under the null hypothesis H0,
?
npδn  ta0{4   b0uq DÑ Np0, σ2Cβ,αq, (2.32)
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Observation 3. To reduce the notation, we use the symbol
»
r0,1s2
to represent the double









































Cp2qn pvqdv  1 
n  1
2n . (2.37)
From equations (2.36), and (2.37), for anpu, vq, and bnpu, vq in equation (2.22), in




r1  2Cp1qn puq  2Cp2qn pvq  
1
n
















C1npu, vq   bn,
where β  t1, 2u ;α  t1, 1u, see García et al. (2013, Eq.15).
Let a0  1, b0  14 , then
?
npan  a0q  Opn1{2q. Under the null hypothesis
H0, Cpu, vq  uv, where C is the theoretical copula studied in section The uniform




uvdudv   b0  a0{4   b0  0.
From García et al. (2013, Theorem 5.2),
?
npδn  ta0{4   b0uq DÑ Np0, σ2Cβ,αq.
where Cβ,α is given in García et al. (2013, Theorem 5.2), and σ2Cβ,α is given in (2.33).
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2.2 The sample association measure in a p-dimensional random
vector
2.2.1 Sample association measure
Let p be a positive integer, such that p ¥ 3. We present the sample association measure
in a random vector for the multivariate case, its estimator, and its properties.
Let tpX1i, X2i, . . . , Xpiquni1 be a random sample of size n drawn from the continuous
random vector pX1, X2, . . . , Xpq, with joint continuous distribution function F , and pFpn,pq
its empirical distribution function.
Let pF p1qn px1q, pF p2qn px2q, . . . , pF ppqn pxpq be the empirical distribution functions of
tX1iuni1 , tX2iuni1 , . . . , tXpiuni1, respectively.
Assume that x  px1, x2, . . . , xpq. We set,




IpΦXjipxjq  1q. (2.38)




IpΦXjipxjq  0q. (2.39)
Φ is given in the definition 1.
Observation 4. pF 1pn,pqpxq  pFpn,pqpxq.
Definition 19. We consider the sample version of F τ pxq; τ PMp. It is denotes by pF τpn,pq
and defined by,





Definition 20. Let x  px1, x2, . . . , xpq. We define Γpn,pq1 and Γpn,pq0 as
Γpn,pq1 pxq  pF 1pn,pqpxq pF 0pn,pqpxq   2 ¸
τPMp
pF τpn,pqpxq pF τpn,pqpxq (2.40)
Γpn,pq0 pxq  p1   2 |Mp|q
p¹
k1
pF pkqn pxkqp1  pF pkqn pxkqq. (2.41)
where τ is the opposite element of τ PMp given in the definition 4.
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Definition 21. We define the sample association measure in the p-dimensional case by,
Tpn,pqpxq  Γpn,pq1 pxq  Γpn,pq0 pxq. (2.42)
The following theorem gives the a.s convergence of the statistic Tpn,pq given in the
equation (2.42). This implies that Tpn,pq is a consistent estimator of the theoretical
multivariate measure T pxq defined in (1.28).






Tpn,pqpxq  T pxq
)
 1. (2.43)
Proof 14. From the Borel strong law of large numbers for Bernoulli trials Resnick (1998,
















pF τpn,pqpxq  F τ pxq)  1.




pF pkqn pxkq  Fkpxkq)  1.









Definition 22. Let tpX1i, X2i, . . . , Xpiquni1 be a random sample of size n drawn from the
continuous random vector pX1, X2, . . . , Xpq, with joint continuous distribution function





The critical region, which will lead to the rejection of the hypothesis H0 when that
hypothesis is true is based on large values of δpn,pq in absolute value.
The following theorem gives the a.s convergence of the statistic δpn,pq defined in (2.44).
This implies that δpn,pq is a consistent estimator of the functional δppF q defined in (1.30).
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2.2.3 Computation of the statistic
Let pX1i, X2i, . . . , Xpiq , . . . , pX1n, X2n, . . . , Xpnq be a random sample of size n drawn
from the p-dimensional continuous random vector pX1, X2, . . . , Xpq.






Tpn,pqpX1j, X2j, . . . , Xpjq
)
. (2.45)
Theorem 2.8. δpn,pq converges almost surely to δppF q, i.e,
δpn,pq
a.sÝÑ δppF q, (2.46)
δppF q is defined in (1.30).
Proof 15. From theorem 2.7, @pxq P Rp,
Tpn,pqpxq a.sÝÑ T pxq. (2.47)
From theorem 1.6 (b).),






¤ T pxq ¤











 a.sÝÑ E pT pxqq . (2.49)
Hence
δpn,pq
a.sÝÑ δppF q. (2.50)
2.3 The test of independence within a random vector
We use the p-value approach to test the association within a random vector. The
p-value is defined as the probability, under the null hypothesis H, of obtaining a result
equal to or more extreme than what was actually observed Dahiru (2008). In this work
we use the double tail p-value. For double tail event tX ¤ xu and tX ¥ xu, the p-value
is given by
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p-value  2 mintPrpX ¤ x|Hq,PrpX ¥ x|Hqu. (2.51)
We are interested in presenting a test of independence to testing the null hypothesis
H0: the set of random variables in Xp are independent.
The statistic δpn,pq does not have a known standard asymptotic distribution, so we
calculate the p-value in (2.51) using the empirical distribution function of the statistic
δpn,pq, which is denoted by pFδpn,pq .
Let p ¥ 2 be a positive integer, and suppose Xp  pX1, X2, . . . , Xpq be a continuous
random vector with joint continuous distribution function F px1, x2, . . . , xpq with marginal
distributions F1, F2, . . . , Fp, respectively.
Let Spn,pq  pX11, X21, . . . , Xp1q , pX12, X22 . . . , Xp2q , . . . , pX1n, X2n, . . . , Xpnq be a
sample of size n drawn from the continuous random vector Xp. In this way, we define the
p-value for a statistical test with null hypothesis H0 against an alternative hypothesis H1




  2 min! pFδpn,pqpδ0 | H0q, 1  pFδpn,pqpδ0 | H0q) , (2.52)
where δ0 is an observed value of δpn,pq in the sample. The way in which the p-value is
calculated in this work has been used in the article García and González-López (2014).
Given a significance level 0   α   1, we reject the null hypothesis if p-value ¤ α.
2.4 Sample association measure between p parts of a
m-dimensional random vector
2.4.1 Sample association measure
Let
 pX1i ,X2i , . . . ,Xpi q(ni1 be a random sample of size n drawn from the
m-dimensional continuous random vector pX1,X2, . . . ,Xpq, which has joint continuous
distribution function F , and empirical distribution function pFn.
Let pFpn,1qpx1q, pF 1pn,2qpx2q, . . . , pF 1pn,pqpxpq be the empirical distribution functions of the
random vectors X1,X2, . . . ,Xp, respectively. We set,
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φ is defined in (1.31).
Observation 5. pF 1n px1,x2, . . . ,xpq  pFnpx1,x2, . . . ,xpq.
Definition 23. We consider the sample version of F τ px1,x2, . . . ,xpq; τ P Mp. It is
denotes by pF τn and defined as,















pF τn px1,x2, . . . ,xpq pF τn px1,x2, . . . ,xpq.
Υn0 px1,x2, . . . ,xpq  p1   2 |Mp|q
p¹
j1
pF 1pn,jqpxjq pF 0pn,jqpxjq.
(2.56)
where τ is the opposite element of τ PMp given in the definition 4.
Definition 24. We define the sample association measure between p parts of a
m-dimensional random vector in the p-dimensional case as,
Tnpx1,x2, . . . ,xpq  Υn1 px1,x2, . . . ,xpq  Υn0 px1,x2, . . . ,xpq. (2.57)
2.4.2 The statistic




Tnpx1,x2, . . . ,xpqd pFnpx1,x2, . . . ,xpq. (2.58)
The critical region, which will lead to the rejection of the hypothesis H0 when that
hypothesis is true is based on large values of γn in absolute value.

























be a sample of size
n drawn from the m-dimensional continuous random vector X. Each random vector X i
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has mi-dimensional joint continuous distribution function Fi, respectively,
where m1  m2   . . . mp  m.






TnpX1j ,X2j , . . . ,Xpj q
)
. (2.59)
2.5 The test of independence between p parts of a m-dimensional
random vector
Let p ¥ 1 be a positive integer, and suppose X   X1,X2, . . . ,Xp be a


























be a sample of size n drawn from the m-dimensional continuous random vector X. Each
random vector X i has mi-dimensional continuous distribution function Fi, respectively,
where m1  m2   . . . mp  m
The p-value for a statistical test of null hypothesis H0:
the set of random variables Xj 1 ¤ j ¤ p, are independent vs H1: the set of random
variables Xj 1 ¤ j ¤ p are dependent is defined in the following way:
p -value pSnq  2 min tFγnpγ0q, 1  Fγnpγ0qu , (2.60)
where γ0 is the observed value of γn in the sample, and Fγn is the cumulative
distribution function of the statistic γn. Given a significance level 0   α   1, we reject
the null hypothesis if p-value ¤ α.
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3 SIMULATION STUDY
We present a simulation study of the new test of independence within a random vector of
any dimension, and of the new test of independence between p parts of an m-dimensional
random vector. All statistical hypothesis tests have a probability of making type I and
type II errors. The type I error is the significance level. It is denoted by α and represents
the probability of rejecting the null hypothesis when it is true. The type II error is the
failure to reject a false null hypothesis H0, which is denoted by β. That is,
α  P pReject H0 | H0 is trueq , (3.1)
β  P pNot Reject H0 | H0 is falseq . (3.2)
Through β in (3.2), we obtain the power function. It is defined as,
Power  P pReject H0 | H1 is trueq . (3.3)
In other words, Power  1  β. We can reduce the risk of making a type II error by
making sure that the test has enough power. To do this, make sure that the sample size
is large enough to detect a practical difference when it actually exists. It is summarized
in the following table.
Table of error types Null hypothesis H0 isTrue False
Decision about null hypothesis Reject Type I error Correct inferenceNot reject Correct inference Type II error
Table 1 – Type I and and Type II errors.
In the following section, throw of a simulation study, and for a fixed significance level
(3.1), we study the power function (3.3).
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3.1 Simulation study for the test of independence within a random
vector
In this section we analyze and compares the new test of independence within a random
vector presented in this work, with several other tests of independence in the literature.
3.1.1 Simulation study for the two-dimensional case
We carry out a simulation study in which for each test, we use different sample sizes
and several distributions. For each distribution and sample sizes of 20, 40, 60, 80, 100,
we simulated 1000 samples of a two-dimensional continuous random vector pX1, X2q. The
probabilities of our test were calculated using the empirical distribution. All the simulation
were written using R R Development Core Team (2008). See the libraries used for the
simulation study in the appendix Libraries. We computed the relevant p-value for each
bivariate sample, and we estimated the power as the proportion of times that the p-value is
significant. The procedure to estimates the power function has been used in the literature,
we can see the articles Sorkin (2006); García and González-López (2014).









be the j-th simulated bivariate sample
of the random vector pX1, X2q. Given a significance level 0   α   1 we calculated the
proportion of times that the double tail p-value is significant as,
#
 
j : p -value
 
Spjqn















. In this simulation study we adopt a significance level of α  0.05.
For all tests of independence between two random variables that are considered in
this work, we use the notation: Ln (L), JLn (J), JLMn (M), Pearson (P), Kendall (K),
Spearman (S), Copulas (C), Hoeffding (H), Heller (D), MIC (I), and for the new statistical
test in the bivariate case we use the notation New-test (B).
3.1.1.1 Independence
Due to that the tests (except Pearson test) are marginal free Hollander et al. (2013), we
analyze only three distributions for the independence cases. The first case is the bivariate
normal distribution uncorrelated. The last two cases are the bivariate Laplace distribution
and the bivariate Pareto type IV distribution, which have marginal distributions with
heavy tails.
The inclusion of the last two distributions in this study of dependence, allows us to
analyze the effect of the marginal distributions, which have heavy tails, on the proportion
of times that the p-value is significant. Therefore, we consider the following distributions.
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a). Two random variables X1, X2 taken from a bivariate normal distribution. That is,






b). Two random variables X1, X2, where X1 is independent of X2, where
X1, X2  Laplacepµ, βq, where µ is a location parameter and β ¡ 0 is a scale
parameter.
c). Two random variables X1, X2, where X1 is independent of X2, where X1 and X2
have Pareto type IV distribution, namely, X1, X2  P pIV qpµ, σ, γ, ζq, where µ is a
location parameter, σ is a scale parameter, γ is an inequality parameter, and ζ is a
shape parameter.
Since the Pareto distribution and the Laplace distribution have heavy tails when β,
and ζ increase, respectively, then for the second distribution in b). we fixed the location
parameter at µ  0 and suppose β  1, 2, 3, 4, and for the third distribution in c). we
fixed the parameters at µ  0, σ  1, γ  1 and assigned ζ  1, 0.50, 0.30, 0.10.
Table 2 – The proportion of rejection for all tests in the independence case a)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.153 0.057 0.048 0.043 0.038 0.044 0.047 0.063 0.041 0.040 0.063
40 0.151 0.051 0.044 0.059 0.051 0.051 0.052 0.063 0.058 0.052 0.047
60 0.061 0.043 0.066 0.054 0.057 0.058 0.066 0.066 0.044 0.054 0.053
80 0.081 0.055 0.047 0.050 0.053 0.047 0.050 0.063 0.051 0.056 0.062
100 0.099 0.055 0.044 0.062 0.068 0.069 0.062 0.072 0.058 0.041 0.056
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Table 3 – The proportion of rejection for all tests in the independence case b)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.164 0.056 0.063 0.050 0.061 0.063 0.058 0.090 0.056 0.044 0.067
40 0.129 0.046 0.037 0.065 0.043 0.044 0.047 0.063 0.046 0.044 0.045
β  1 60 0.069 0.051 0.053 0.056 0.055 0.057 0.056 0.063 0.052 0.061 0.058
80 0.067 0.036 0.040 0.056 0.050 0.048 0.051 0.064 0.052 0.058 0.043
100 0.077 0.046 0.047 0.049 0.054 0.055 0.058 0.062 0.050 0.055 0.051
20 0.161 0.068 0.044 0.054 0.045 0.046 0.038 0.078 0.049 0.048 0.078
40 0.131 0.049 0.045 0.070 0.060 0.063 0.060 0.073 0.059 0.059 0.058
β  2 60 0.068 0.041 0.044 0.057 0.056 0.055 0.055 0.054 0.049 0.059 0.039
80 0.077 0.052 0.052 0.053 0.056 0.054 0.051 0.052 0.043 0.049 0.046
100 0.089 0.048 0.041 0.048 0.044 0.047 0.050 0.053 0.053 0.048 0.044
20 0.150 0.056 0.042 0.045 0.045 0.051 0.053 0.076 0.044 0.062 0.059
40 0.142 0.054 0.062 0.045 0.041 0.042 0.044 0.059 0.050 0.033 0.048
β  3 60 0.069 0.058 0.044 0.039 0.046 0.045 0.049 0.051 0.039 0.040 0.047
80 0.077 0.043 0.032 0.051 0.056 0.055 0.055 0.062 0.057 0.044 0.056
100 0.095 0.051 0.057 0.046 0.049 0.046 0.047 0.055 0.045 0.056 0.035
20 0.163 0.052 0.058 0.050 0.051 0.049 0.050 0.082 0.051 0.039 0.082
40 0.149 0.051 0.049 0.062 0.056 0.060 0.055 0.071 0.059 0.057 0.058
β  4 60 0.072 0.051 0.049 0.056 0.044 0.047 0.045 0.054 0.052 0.039 0.055
80 0.088 0.057 0.057 0.055 0.068 0.065 0.061 0.068 0.054 0.054 0.048
100 0.080 0.048 0.049 0.050 0.047 0.044 0.047 0.054 0.044 0.054 0.046
Table 4 – The proportion of rejection for all tests in the independence case c)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.148 0.056 0.053 0.055 0.043 0.048 0.050 0.067 0.042 0.061 0.066
40 0.106 0.046 0.050 0.055 0.045 0.044 0.044 0.060 0.052 0.042 0.044
ζ  1 60 0.059 0.050 0.048 0.037 0.040 0.041 0.044 0.058 0.050 0.033 0.035
80 0.073 0.059 0.058 0.046 0.057 0.054 0.054 0.061 0.061 0.042 0.059
100 0.077 0.056 0.044 0.048 0.055 0.054 0.054 0.058 0.052 0.054 0.049
20 0.141 0.062 0.056 0.063 0.054 0.056 0.057 0.093 0.059 0.058 0.075
40 0.144 0.053 0.049 0.054 0.063 0.062 0.055 0.067 0.052 0.043 0.059
ζ  0.50 60 0.081 0.050 0.049 0.031 0.066 0.062 0.059 0.079 0.059 0.051 0.044
80 0.055 0.047 0.051 0.032 0.045 0.041 0.049 0.046 0.049 0.053 0.052
100 0.091 0.048 0.047 0.028 0.057 0.056 0.053 0.058 0.048 0.053 0.049
20 0.167 0.059 0.042 0.060 0.055 0.061 0.056 0.087 0.053 0.055 0.078
40 0.147 0.046 0.040 0.042 0.054 0.053 0.051 0.063 0.045 0.042 0.056
ζ  0.30 60 0.082 0.053 0.050 0.028 0.047 0.049 0.052 0.057 0.045 0.063 0.063
80 0.058 0.035 0.042 0.027 0.049 0.049 0.046 0.061 0.058 0.065 0.046
100 0.097 0.051 0.042 0.021 0.053 0.055 0.049 0.051 0.048 0.045 0.049
20 0.156 0.055 0.050 0.061 0.047 0.048 0.049 0.077 0.041 0.046 0.065
40 0.116 0.038 0.045 0.022 0.048 0.044 0.041 0.050 0.041 0.045 0.053
ζ  0.10 60 0.085 0.056 0.048 0.026 0.057 0.056 0.050 0.050 0.042 0.044 0.052
80 0.073 0.038 0.034 0.014 0.047 0.047 0.050 0.056 0.049 0.049 0.035
100 0.092 0.048 0.040 0.012 0.051 0.051 0.050 0.061 0.052 0.040 0.042
a). The proportion of rejection for the Pearson test reaches values significantly distant
from α  0.05, under the effect of the marginal distributions, when for example,
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the marginal distributions have heavy tails, see tables 2, 3, and 4. Situations such
as these show the importance of marginal free methodology to detect dependence.
b). The proportion of rejection for all tests are much closer to the theoretical α compared
to the Ln(L) test.
c). The proportion of rejection of the Hoeffding test (H), which is based on the measure
D defined in (1.9) takes values significantly higher than the theoretical α compared
to the New-test (B), which is based on the measure T defined in (1.8). This result is
an important advantage for the measure T defined (1.8) in relation to the measure
D defined in (1.9).
3.1.1.2 Linear dependence structures
In the linear dependence case, the classic tests in Kendall (1938a); Rodgers
and Nicewander (1988); Spearman (2010) have a good perfomance. We analyze two
distributions for the linear dependence case and show that our test, just like all the
other tests considered in this work, has got good performance. The first distribution
is a correlated bivariate normal distribution, and the second distribution is a linear
combination of two central Student-T distributions with f degrees of freedom, more
specifically,
a). A continuous bivariate random vector pX1, X2q, such that pX1, X2q  N2pµ,Σq,
where






b). Two random variables X1, X2, with X2  X1W   Zp1  Wq, where X1, Z have
Student-T distributions with f degrees of freedom. W has binomial distribution
with parameters n, ρ, where 0   ρ   1 and n the sample size.
Table 5 – Empirical power for all tests in the linear dependence cases, where ρ  0.90 for
the distribution in a)., and ρ  0.70 for the distribution in b)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.570 0.761 0.745 0.993 0.983 0.982 0.973 0.975 0.913 0.766 0.983
40 0.847 0.972 0.922 1.000 1.000 1.000 1.000 1.000 0.998 0.990 1.000
a) 60 0.958 0.995 0.981 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
80 0.995 0.999 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
100 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
20 0.996 0.996 0.993 0.700 0.957 0.887 0.925 0.982 0.993 0.739 0.990
40 1.000 1.000 1.000 0.830 1.000 0.996 0.999 1.000 1.000 0.983 1.000
b) 60 1.000 1.000 1.000 0.832 1.000 1.000 1.000 1.000 1.000 0.999 1.000
80 1.000 1.000 1.000 0.848 1.000 1.000 1.000 1.000 1.000 1.000 1.000
100 1.000 1.000 1.000 0.867 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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a). In the tabla 5, we can see that the parametric correlation test of Pearson shows
an empirical power slightly smaller for the second distribution in relation to the all
non-parametric tests.
b). In general all tests considered in this work show a good performance.
3.1.1.3 Non-linear dependence structures
This section introduces us in the focus of our work, which is to study the types of
dependence HIDR. These structures have been extensively analyzed in the literature, see
the articles Genest and Rémillard (2004); Newton (2009); Reshef et al. (2011); Heller
et al. (2013); García and González-López (2014). We divide the simulation study in this
section into two parts, which are Hidden non-linear dependence structures and Visible
non-linear dependence structures. Based on the simulation study, we show that our test
has an high empirical power in these types of dependence.
Definition 26. Let p ¥ 1 be a positive integer value. We define the p-norm for x P Rp





Definition 27. Let p ¥ 1 be a positive integer value. We define the maximum norm for
x P Rp by }x}8  max p|x1|, |x2|, . . . , |xp|q .
3.1.1.3.1 Hidden non-linear dependence structures
We will analyze some specific bivariate distributions. For each distribution we consider
specific values of the parameters, which guarantee us hidden non-linear dependence
structures HIDR. More specifically,
a). Mixture of two bivariate normal distributions, ω% independent with standard
deviation
?
17 and p1  ωq% dependent with standard deviation
?
0.25 and
correlations ρ, and 0   ω   1. pX1, X2q  ωN2pµ, 17Iq   p1  ωqN2pµ,Σq, where











b). Mixture of two bivariate Student-T distributions with 2 degrees of freedom. ω%
independent with standard deviation 4 and p1  ωq% dependent with standard
deviation
?
0.27, correlations ρ, and 0   ω   1.











c). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}2 ¤ 1, where ρ  0.10. }}2 was introduced in the definition 26.
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d). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}2 ¤ 1, where ρ  0.30. }}2 was introduced in the definition 26.
e). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}8 ¤ 1, where ρ  0.50. }}8 was introduced in the definition 27.
f). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}1 ¤ 1, where ρ  0.10. }}1 was introduced in the definition 26.
g). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that }X}2   ρ2 and }X}2 ¡ ρ1, where ρ1 ¡ ρ2. }}2 was introduced in the
definition 26.
h). A random vector X  pX1, X2q uniformly distributed on the square r0, 1s  r0, 1s.
Let r1 and r2 be two real numbers, such that 0   r1, r2   1. We consider the regions




B1  tpX1, X2q | X1{r1  X2{r1   1u , B2  tpX1, X2q | X1{r1 X2{r1   1u
B3  tpX1, X2q | X1{r2  X2{r2   1u , B4  tpX1, X2q | X1{p2  r2q  X2{p2  r2q   1u .
i). A random vector X  pX1, X2q uniformly distributed on the square r0, 1s  r0, 1s.
Suppose a, b two real numbers, and let r1, r2, r3, r4 be four real numbers, such that
0   r1, r2, r3, r4   1. We consider the regions defined by the intersection of the sets
B1 and B2, namely R  B1 XB2, where
B1 
 pX1, X2q | pX1  aq2{r21   pX2  bq2{r22   1( ,
B2 
 pX1, X2q | pX1  aq2{r23   pX2  bq2{r24   1( .




























Figure 2 – The upper right graphic is the scatter plot of a sample size 200 of a)., where
ρ  0.50, ω  0.50. The bottom graphic is the empirical power vs sample size
of the tests of independence between two continuous random variables (Ln (L),
JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C),
Hoeffding (H), Heller (D), MIC (I)), and the New-test (B) presented in this
work.
Table 6 – Empirical power for all tests in the hidden non-linear dependence case a)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.172 0.309 0.303 0.187 0.159 0.131 0.144 0.227 0.710 0.150 0.225
40 0.308 0.632 0.513 0.170 0.210 0.141 0.215 0.331 0.969 0.221 0.525
60 0.437 0.769 0.637 0.183 0.229 0.156 0.302 0.403 0.996 0.280 0.787
80 0.664 0.842 0.793 0.200 0.244 0.145 0.417 0.499 1.000 0.408 0.955
100 0.772 0.857 0.878 0.168 0.325 0.203 0.592 0.640 1.000 0.538 0.987






























Figure 3 – The upper right graphic is the scatter plot of a sample size 200 of b)., where
ρ  0.50, ω  0.50. The bottom graphic is the empirical power vs sample size
of the tests of independence between two continuous random variables (Ln (L),
JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C),
Hoeffding (H), Heller (D), MIC (I)), and the New-test (B) presented in this
work.
Table 7 – Empirical power for all tests in the hidden non-linear dependence case b)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.199 0.330 0.320 0.331 0.189 0.139 0.177 0.266 0.763 0.145 0.254
40 0.368 0.668 0.581 0.358 0.196 0.137 0.204 0.313 0.969 0.188 0.574
60 0.551 0.851 0.756 0.373 0.271 0.161 0.316 0.430 0.999 0.259 0.912
80 0.765 0.896 0.890 0.383 0.269 0.164 0.416 0.527 1.000 0.348 0.981
100 0.871 0.932 0.955 0.456 0.315 0.187 0.582 0.658 1.000 0.447 0.999































Figure 4 – The upper right graphic is the scatter plot of a sample size 200 of c)., where
ρ  0.10. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 8 – Empirical power for all tests in the hidden non-linear dependence case c)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.205 0.103 0.118 0.020 0.014 0.020 0.043 0.057 0.057 0.066 0.123
40 0.284 0.117 0.190 0.020 0.017 0.027 0.038 0.049 0.101 0.057 0.336
60 0.238 0.156 0.303 0.020 0.020 0.025 0.043 0.048 0.170 0.065 0.545
80 0.282 0.216 0.405 0.013 0.011 0.019 0.053 0.049 0.289 0.056 0.747
100 0.431 0.222 0.447 0.013 0.010 0.023 0.047 0.045 0.402 0.058 0.848
































Figure 5 – The upper right graphic is the scatter plot of a sample size 200 of d)., where
ρ  0.30. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 9 – Empirical power for all tests in the hidden non-linear dependence case d)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.217 0.174 0.220 0.020 0.005 0.019 0.035 0.061 0.080 0.084 0.135
40 0.312 0.243 0.427 0.012 0.003 0.013 0.044 0.050 0.159 0.078 0.484
60 0.232 0.418 0.677 0.010 0.005 0.009 0.058 0.055 0.336 0.088 0.737
80 0.298 0.569 0.785 0.011 0.008 0.010 0.053 0.059 0.534 0.077 0.892
100 0.418 0.654 0.847 0.024 0.008 0.020 0.080 0.077 0.718 0.083 0.960


































Figure 6 – The upper right graphic is the scatter plot of a sample size 200 of e)., where
ρ  0.50. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 10 – Empirical power for all tests in the hidden non-linear dependence case e)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.171 0.136 0.176 0.041 0.023 0.024 0.033 0.062 0.057 0.075 0.100
40 0.147 0.198 0.283 0.043 0.026 0.038 0.057 0.060 0.087 0.085 0.153
60 0.096 0.268 0.476 0.028 0.018 0.024 0.057 0.058 0.136 0.078 0.216
80 0.081 0.383 0.592 0.033 0.022 0.027 0.065 0.064 0.162 0.084 0.324
100 0.120 0.497 0.694 0.025 0.018 0.023 0.058 0.072 0.255 0.108 0.391
































Figure 7 – The upper right graphic is the scatter plot of a sample size 200 of f)., where
ρ  0.10. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 11 – Empirical power for all tests in the hidden non-linear dependence case f)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.242 0.128 0.232 0.002 0.005 0.016 0.039 0.057 0.138 0.076 0.263
40 0.367 0.244 0.428 0.002 0.002 0.009 0.040 0.043 0.490 0.081 0.692
60 0.325 0.360 0.642 0.002 0.002 0.010 0.048 0.058 0.812 0.079 0.882
80 0.443 0.498 0.746 0.004 0.004 0.013 0.068 0.092 0.958 0.082 0.970
100 0.588 0.572 0.822 0.004 0.002 0.016 0.106 0.149 0.991 0.089 0.995








































Figure 8 – The upper right graphic is the scatter plot of a sample size 200 of g)., where
ρ1  0.80; ρ2  0.40. The bottom graphic is the empirical power vs sample size
of the tests of independence between two continuous random variables (Ln (L),
JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C),
Hoeffding (H), Heller (D), MIC (I)), and the New-test (B) presented in this
work.
Table 12 – Empirical power for all tests in the hidden non-linear dependence case g)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.174 0.056 0.066 0.045 0.036 0.040 0.049 0.077 0.067 0.052 0.108
40 0.154 0.046 0.045 0.051 0.034 0.044 0.066 0.080 0.087 0.074 0.131
60 0.102 0.055 0.061 0.044 0.039 0.043 0.065 0.073 0.101 0.072 0.189
80 0.099 0.040 0.053 0.052 0.036 0.044 0.059 0.060 0.141 0.072 0.256
100 0.137 0.049 0.061 0.051 0.039 0.045 0.064 0.067 0.165 0.079 0.290

































Figure 9 – The upper right graphic is the scatter plot of a sample size 200 of h)., where
r1  0.40, r2  0.80. The bottom graphic is the empirical power vs sample size
of the tests of independence between two continuous random variables (Ln (L),
JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C),
Hoeffding (H), Heller (D), MIC (I)), and the New-test (B) presented in this
work.
Table 13 – Empirical power for all tests in the hidden non-linear dependence case h)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.100 0.086 0.088 0.103 0.105 0.097 0.092 0.129 0.120 0.075 0.132
40 0.079 0.106 0.091 0.128 0.130 0.121 0.119 0.151 0.175 0.086 0.151
60 0.048 0.134 0.118 0.146 0.149 0.135 0.146 0.183 0.266 0.117 0.267
80 0.077 0.126 0.141 0.182 0.191 0.169 0.194 0.239 0.364 0.120 0.348
100 0.107 0.117 0.155 0.212 0.224 0.192 0.258 0.294 0.479 0.151 0.602




























Figure 10 – The upper right graphic is the scatter plot of a sample size 200 of i)., where
r1  0.12, r2  0.12, r3  0.4, r4  0.4; a  0.5, b  0.5. The bottom graphic
is the empirical power vs sample size of the tests of independence between
two continuous random variables (Ln (L), JLn (J), JLMn (M), Pearson (P),
Kendall (K), Spearman (S), Copulas (C), Hoeffding (H), Heller (D), MIC
(I)), and the New-test (B) presented in this work.
Table 14 – Empirical power for all tests in the hidden non-linear dependence case i)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.216 0.133 0.215 0.012 0.006 0.012 0.034 0.035 0.068 0.095 0.206
40 0.293 0.238 0.422 0.015 0.005 0.018 0.036 0.043 0.163 0.080 0.509
60 0.247 0.434 0.686 0.016 0.005 0.016 0.050 0.056 0.332 0.087 0.750
80 0.286 0.539 0.787 0.006 0.001 0.009 0.067 0.065 0.534 0.080 0.908
100 0.422 0.650 0.879 0.007 0.006 0.011 0.068 0.085 0.695 0.079 0.959
In the result of the hidden dependence structures HIDR, which are in the tables 6–14,
our main conclusions are the following.
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a). The New-test (B) presented in this work shows a better performance in most of the
hidden dependence structures analyzed.
b). The test in Heller et al. (2013) (D) shows a good performance in all hidden
dependence structures.
c). The Newt-test (B) is better than most of the other tests considered in this work,
we can see the results for the examples c). and d). in the tables 8, and 9.
d). For the hidden dependence structures in c). and d)., all tests except the New-test
(B) presented in this work shows a low empirical power.
In the next section we will analyze some specific bivariate distributions. For each
distribution we consider specific values of the parameters, which guarantee us visible
non-linear dependence structures HIDR. More specifically,
3.1.1.3.2 Visible non-linear dependence structures
a). A random vector X  pX1, X2q, with X2  X1Np0, 1q, where X1  Np0, 1q.
b). Mixture of two bivariate normal distributions with variances 1 and correlations ρ
and ρ, namely X  pX1, X2q  12N2pµ,Σ1q  
1












c). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}2 ¤ 1. }}2 was introduced in the definition 26.
d). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}8 ¤ 1. }}8 was introduced in the definition 27.
e). A random vectorX  pX1, X2q uniformly distributed on the square r1, 1sr1, 1s,
such that ρ ¤ }X}1 ¤ 1. }}1 was introduced in the definition 26.
f). A random vector X  pX1, X2q, such that X2  X1 Gammap1, 1{3q, where
X1  Gammap1, 1{3q.
g). Univariate dependence structure "‘W"’ taken from Newton (2009).
h). Univariate dependence structure "‘Diamond"’ taken from Newton (2009).
i). Univariate dependence structure "‘Parabola"’ taken from Newton (2009).
j). A random vector X  pX1, X2q, such that X2  senp2X1q   2 expp16X21 q  
Np0, 0.01q, where X1  Np0, 1q.
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k). A random vector X  pX1, X2q, such that X2  senp2X1q   2 expp16X21 q  


























Figure 11 – The upper right graphic is the scatter plot of a sample size 200 of a)., where
ρ  0.90. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 15 – Empirical power for all tests in the visible non-linear dependence case a)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.162 0.264 0.324 0.235 0.130 0.095 0.096 0.190 0.688 0.102 0.157
40 0.287 0.521 0.705 0.250 0.149 0.117 0.160 0.216 0.969 0.178 0.567
60 0.428 0.715 0.851 0.261 0.155 0.114 0.213 0.266 0.999 0.197 0.938
80 0.645 0.799 0.957 0.250 0.153 0.107 0.270 0.353 1.000 0.333 0.995
100 0.783 0.862 0.991 0.227 0.127 0.097 0.365 0.457 1.000 0.524 1.000




























Figure 12 – The upper right graphic is the scatter plot of a sample size 200 of b)., where
ρ  0.90. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 16 – Empirical power for all tests in the visible non-linear dependence case b)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.096 0.200 0.258 0.124 0.046 0.039 0.036 0.057 0.640 0.074 0.077
40 0.273 0.548 0.670 0.137 0.044 0.033 0.065 0.074 0.975 0.109 0.671
60 0.458 0.755 0.861 0.133 0.046 0.031 0.092 0.120 0.998 0.156 0.989
80 0.709 0.858 0.969 0.137 0.042 0.033 0.173 0.215 1.000 0.281 1.000
100 0.813 0.887 0.993 0.126 0.033 0.024 0.299 0.350 1.000 0.477 1.000
































Figure 13 – The upper right graphic is the scatter plot of a sample size 200 of c)., where
ρ  0.80. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 17 – Empirical power for all tests in the visible non-linear dependence case c)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.184 0.507 0.864 0.016 0.001 0.002 0.054 0.203 0.602 0.271 0.447
40 0.139 0.967 0.994 0.008 0.000 0.002 0.123 0.886 0.998 0.939 0.863
60 0.047 0.998 1.000 0.007 0.000 0.000 0.369 1.000 1.000 0.997 0.975
80 0.077 1.000 1.000 0.006 0.000 0.000 0.873 1.000 1.000 1.000 0.991
100 0.043 1.000 1.000 0.009 0.000 0.002 1.000 1.000 1.000 1.000 0.999
































Figure 14 – The upper right graphic is the scatter plot of a sample size 200 of d)., where
ρ  0.80. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 18 – Empirical power for all tests in the visible non-linear dependence case d)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.182 0.235 0.386 0.031 0.017 0.023 0.052 0.058 0.095 0.140 0.158
40 0.154 0.508 0.666 0.022 0.007 0.012 0.045 0.081 0.295 0.264 0.391
60 0.086 0.707 0.873 0.016 0.002 0.007 0.081 0.111 0.549 0.345 0.680
80 0.097 0.850 0.953 0.023 0.003 0.012 0.133 0.209 0.828 0.779 0.824
100 0.118 0.911 0.981 0.021 0.006 0.011 0.203 0.346 0.956 0.951 0.917
































Figure 15 – The upper right graphic is the scatter plot of a sample size 200 of e)., where
ρ  0.80. The bottom graphic is the empirical power vs sample size of the tests
of independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 19 – Empirical power for all tests in the visible non-linear dependence case e)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.163 0.627 0.929 0.003 0.000 0.002 0.065 0.325 0.885 0.280 0.540
40 0.086 0.988 0.999 0.001 0.000 0.001 0.158 0.993 1.000 0.981 0.870
60 0.070 1.000 1.000 0.001 0.000 0.000 0.479 1.000 1.000 1.000 0.958
80 0.125 1.000 1.000 0.000 0.000 0.001 0.970 1.000 1.000 1.000 0.991
100 0.177 1.000 1.000 0.000 0.000 0.000 1.000 1.000 1.000 1.000 0.997

























Figure 16 – The upper right graphic is the scatter plot of a sample size 200 of f)., where
ρ  0.90, ω  0.50. The bottom graphic is the empirical power vs sample size
of the tests of independence between two continuous random variables (Ln
(L), JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas
(C), Hoeffding (H), Heller (D), MIC (I)), and the New-test (B) presented in
this work.
Table 20 – Empirical power for all tests in the visible non-linear dependence case f)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.136 0.120 0.111 0.364 0.054 0.046 0.338 0.743 0.983 0.782 0.245
40 0.364 0.222 0.230 0.382 0.041 0.031 0.976 0.995 1.000 0.990 0.987
60 0.543 0.324 0.413 0.402 0.058 0.040 1.000 1.000 1.000 0.999 1.000
80 0.803 0.392 0.476 0.412 0.062 0.047 1.000 1.000 1.000 1.000 1.000
100 0.931 0.453 0.555 0.381 0.058 0.048 1.000 1.000 1.000 1.000 1.000
































Figure 17 – The upper right graphic is the scatter plot of a sample size 200 of g)..
The bottom graphic is the empirical power vs sample size of the tests of
independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 21 – Empirical power for all tests in the visible non-linear dependence case g)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.018 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.049 0.759 0.000
40 0.061 0.003 0.023 0.000 0.000 0.000 0.000 0.993 1.000 0.997 0.069
60 0.071 0.010 0.095 0.000 0.000 0.000 1.000 1.000 1.000 1.000 0.811
80 0.171 0.023 0.166 0.000 0.000 0.000 1.000 1.000 1.000 1.000 1.000
100 0.243 0.038 0.205 0.000 0.000 0.000 1.000 1.000 1.000 1.000 1.000
































Figure 18 – The upper right graphic is the scatter plot of a sample size 200 of h)..
The bottom graphic is the empirical power vs sample size of the tests of
independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 22 – Empirical power for all tests in the visible non-linear dependence case h)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.270 0.134 0.229 0.007 0.005 0.017 0.035 0.064 0.127 0.062 0.214
40 0.390 0.187 0.372 0.005 0.005 0.013 0.044 0.044 0.469 0.078 0.657
60 0.326 0.317 0.619 0.004 0.001 0.011 0.059 0.068 0.812 0.078 0.872
80 0.433 0.435 0.677 0.001 0.003 0.016 0.075 0.092 0.949 0.070 0.962
100 0.573 0.499 0.764 0.004 0.001 0.017 0.082 0.107 0.986 0.072 0.990






























Figure 19 – The upper right graphic is the scatter plot of a sample size 200 of i)..
The bottom graphic is the empirical power vs sample size of the tests of
independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 23 – Empirical power for all tests in the visible non-linear dependence case i)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.036 0.044 0.028 0.003 0.001 0.001 0.075 0.330 0.620 0.536 0.032
40 0.049 0.051 0.062 0.002 0.001 0.001 0.779 0.840 0.971 0.832 0.451
60 0.033 0.068 0.073 0.004 0.004 0.004 0.998 0.997 1.000 0.973 0.906
80 0.076 0.075 0.078 0.004 0.002 0.001 1.000 1.000 1.000 0.999 0.992
100 0.121 0.097 0.093 0.004 0.002 0.003 1.000 1.000 1.000 0.999 1.000

































Figure 20 – The upper right graphic is the scatter plot of a sample size 200 of j)..
The bottom graphic is the empirical power vs sample size of the tests of
independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 24 – Empirical power for all tests in the visible non-linear dependence case j)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.194 0.201 0.217 0.278 0.206 0.383 0.826 0.846 0.997 0.985 0.513
40 0.318 0.439 0.360 0.486 0.445 0.740 1.000 0.999 1.000 1.000 0.892
60 0.456 0.601 0.485 0.640 0.575 0.862 1.000 1.000 1.000 1.000 0.975
80 0.759 0.725 0.683 0.754 0.692 0.940 1.000 1.000 1.000 1.000 0.996
100 0.865 0.802 0.780 0.853 0.792 0.978 1.000 1.000 1.000 1.000 1.000




























Figure 21 – The upper right graphic is the scatter plot of a sample size 200 of k)..
The bottom graphic is the empirical power vs sample size of the tests of
independence between two continuous random variables (Ln (L), JLn (J),
JLMn (M), Pearson (P), Kendall (K), Spearman (S), Copulas (C), Hoeffding
(H), Heller (D), MIC (I)), and the New-test (B) presented in this work.
Table 25 – Empirical power for all tests in the visible non-linear dependence case k)..
n (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
20 0.101 0.103 0.117 0.220 0.217 0.339 0.618 0.619 0.791 0.815 0.363
40 0.087 0.201 0.133 0.412 0.495 0.666 0.988 0.962 0.999 1.000 0.801
60 0.120 0.279 0.168 0.533 0.678 0.828 1.000 0.999 1.000 1.000 0.946
80 0.182 0.267 0.208 0.636 0.772 0.902 1.000 1.000 1.000 1.000 0.992
100 0.241 0.281 0.257 0.741 0.863 0.953 1.000 1.000 1.000 1.000 0.999
In the results of the visible dependence structures, which are in the tables 15–25, our
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main conclusions are the following:
a). The test in Heller et al. (2013), and the New-test (B) presented in this work show
a good performance in all visible dependence structures.
b). In general, the tests in Kendall (1938a); Rodgers and Nicewander (1988); Spearman
(2010) show a low empirical power.
c). The tests in Kendall (1938a); Rodgers and Nicewander (1988); Spearman (2010)
show a good performance in some situations where the relationship is a mixture of
monotonic relationships.
d). The test in Genest and Rémillard (2004) shows a good performance in situations
where the relationship is a mixture of monotonic relationships.
e). The tests in Hoeffding (1948); Reshef et al. (2011); Heller et al. (2013); García and
González-López (2014) show a good performance in all situations, but they show
a better performance that the tests in Kendall (1938a); Rodgers and Nicewander
(1988); Genest and Rémillard (2004); Spearman (2010) in those situations where
the correlation is close to zero. See the results for the distributions a).–e). in the
tables 15–19, respectively.
f). The test in García and González-López (2014) shows a good performance
in sinusoidal structures, but its power decreases when these structures are
contaminated by some noise. See the results for the distributions i).–k). in the tables
23–25, respectively.
g). The test in Reshef et al. (2011) shows a good performance in sinusoidal structures
contaminated by some noise. In general, this test shows a good performance in those
situations that are a mixture of monotonic relationships.
3.1.2 Simulation study for the three-dimensional case
We carry out a simulation study in which for each test, we use different sample sizes
and several distributions.
For each distribution and sample sizes of 20, 40, 60, 80, 100, we simulated 1000 samples
of the three-dimensional continuous random vector X  pX1, X2, X3q.
The probabilities of our test were calculated using the empirical distribution. All the
simulation were written using R R Development Core Team (2008). See the libraries used
for the simulation study in the appendix Libraries. We computed the relevant p-value for
each trivariate random sample, and we estimated the power as the proportion of times
that the p-value is significant . The procedure to estimates the power function has been
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used in the literature, we can see the articles Sorkin (2006); García and González-López
(2014).











be the j-th simulated sample
of the three-dimensional random vector X  pX1, X2, X3q.
Given a significance level 0   α   1 we calculated the proportion of times that the
double tail p-value is significant using the equation (3.4). In this simulation study we
adopt a significance level of α  0.05.
For testing the independence within a continuous random vector through the
multivariate tests in the articles Genest and Rémillard (2004); Kojadinovic and Holmes
(2009), we used the notation: MultIndepTest(E), indepTest(G), respectively, and for the
new statistical test in the multivariate case we use the notation New-test (B).
3.1.2.1 Independence
We analyze a multivariate distributions for the independence case. More specifically,
a). A random vector X taken from an uniform 3-dimensional unitary cube.
Table 26 – The proportion of rejection for all tests in the independence case of the
distribution a).
n (B) (G) (M)
20 0.043 0.057 0.053
40 0.060 0.043 0.056
60 0.036 0.047 0.049
80 0.050 0.045 0.061
100 0.058 0.055 0.042
3.1.2.2 Linear dependence structures
We introduce one example of linear dependence, where generally the classic tests found
in the literature work well. More specifically,
a). A three-dimensional random vector X, with X  N3pµ,Σq,
where µ  p10, 10, 10q, Σ 
1.00 0.65 0.650.65 1.00 0.65
0.65 0.65 1.00
fiffifl.
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Table 27 – Empirical power for all tests in the linear dependence case of the distribution
in a).
n (B) (G) (E)
20 0.657 0.986 0.961
40 0.776 1.000 1.000
60 0.863 1.000 1.000
80 0.922 1.000 1.000
100 0.920 1.000 1.000
3.1.2.3 Non-linear dependence structures
We introduce several examples of non-linear functional dependence. More specifically,
a). A random vector X  pX1, X2, X3q, where X1 is independent of the random
vector pX2, X3q. X1  Np0, 1q, pX2, X3q  N2pµ,Σq, where µ  p0, 0q, and
Σij 
#
ρ, if i  j
1, if i  j.
b). A random vector X  pX1, X2, X3q, where pX1, X2q  N2pµ, I2q, where µ  p0, 0q,
and X3  senp2X2q   2 expp16X22 q.
c). A random vector X  pX1, X2, X3q uniformly distributed on the cube
r1, 1s  r1, 1s  r1, 1s, such that ρ ¤ }X}3 ¤ 1. }}3 was introduced in the
definition 26.
d). A random vector Y, with Y  XT3pI3, fq, where X  T3pI3, fq, The product
between the two random vectors is the Hadamard product, which is known as the
element-wise product. 0   ρ   1, Iq is the identity matrix of order q  q, q ¥ 2 is
a positive integer. TqpΣ, fq denotes the q-dimensional Student-T distribution with
variance-covariance matrix Σ and f degrees of freedom.
e). A random vector X  pX1, X2, X3q uniformly distributed on the cube r1, 1s 
r1, 1s  r1, 1s, such that }X}2   ρ2 and }X}2 ¡ ρ1, where ρ1 ¡ ρ2. }}2 was
introduced in the definition 26.





























Figure 22 – The upper right graphic is the scatter plot of a sample size 200 of a)., where
ρ  0.90. The bottom graphic is the empirical power vs sample size of the tests
of independence between continuous random variables (multIndepTest(E),
indepTest(G)), and the New-test (B) presented in this work.
Table 28 – Empirical power for all tests in the non-linear dependence case a)..
n (B) (G) (E)
20 0.884 0.695 0.977
40 0.994 0.974 0.996
60 1.000 1.000 0.993
80 1.000 1.000 0.994
100 1.000 1.000 0.987












































Figure 23 – The upper right graphic is the scatter plot of a sample size 200 of b)..
The bottom graphic is the empirical power vs sample size of the tests
of independence between continuous random vectors (multIndepTest(E),
indepTest(G)), and the New-test (B) presented in this work.
Table 29 – Empirical power for all tests in the non-linear dependence case b)..
n (B) (G) (E)
20 0.246 0.346 0.475
40 0.467 0.749 0.907
60 0.614 0.972 0.989
80 0.812 1.000 0.997
100 0.870 1.000 0.992































Figure 24 – The upper right graphic is the scatter plot of a sample size 200 of c)., where
ρ  0.90. The bottom graphic is the empirical power vs sample size of the
tests of independence between continuous random vectors (multIndepTest(E),
indepTest(G)), and the New-test (B) presented in this work.
Table 30 – Empirical power for all tests in the non-linear dependence case c)..
n (B) (G) (E)
20 0.688 0.037 0.023
40 0.993 0.062 0.030
60 1.000 0.104 0.061
80 1.000 0.160 0.093
100 1.000 0.208 0.097


































Figure 25 – The upper right graphic is the scatter plot of a sample size 200 of d)..
The bottom graphic is the empirical power vs sample size of the tests
of independence between continuous random vectors (multIndepTest(E),
indepTest(G)), and the New-test (B) presented in this work.
Table 31 – Empirical power for all tests in the non-linear dependence case d)..
n (B) (G) (E)
20 0.245 0.085 0.238
40 0.501 0.148 0.307
60 0.718 0.164 0.373
80 0.819 0.216 0.454
100 0.927 0.248 0.504






























Figure 26 – The upper right graphic is the scatter plot of a sample size 200 of e).,
where ρ1  0.80, ρ2  0.40. The bottom graphic is the empirical power vs
sample size of the tests of independence between continuous random vectors
(multIndepTest(E), indepTest(G)), and the New-test (B) presented in this
work.
Table 32 – Empirical power for all tests in the non-linear dependence case e)..
n (B) (G) (E)
20 0.087 0.055 0.054
40 0.113 0.049 0.050
60 0.164 0.046 0.040
80 0.176 0.027 0.049
100 0.275 0.046 0.056
3.1.3 Simulation study for the six-dimensional case
We carry out a simulation study in which for each test, we use different sample sizes
and several distributions. For each distribution and sample sizes of 20, 40, 60, 80, 100, we
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simulated 1000 samples of the six-dimensional continuous random vector
X  pX1, X2, X3, X4, X5, X6q.
The probabilities of our test were calculated using the empirical distribution. All the
simulation were written using R R Development Core Team (2008). See the libraries used
for the simulation study in the appendix Libraries. We computed the relevant p-value for
each random sample, and we estimated the power as the proportion of times that the
p-value is significant.
We computed the relevant p-value for each bivariate sample, and we estimated the
power as the proportion of times that the p-value is significant . The procedure to estimates
the power function has been used in the literature, we can see the articles Sorkin (2006);
García and González-López (2014).














simulated sample of the six-dimensional random vector X  pX1, X2, X3, X4, X5, X6q.
Given a significance level 0   α   1 we calculated the proportion of times that the
double tail p-value is significant using the equation (3.4). In this simulation study we
adopt a significance level of α  0.05
For testing the independence within a continuous random vector through the
multivariate tests in the articles Genest and Rémillard (2004); Kojadinovic and Holmes
(2009), we use the notation: MultIndepTest(E), indepTest(G), respectively, and for the
statistical test in the multivariate case we use the notation New-test (B).
3.1.3.1 Independence
We analyze a multivariate distributions for the independence case on the
six-dimensional case. More specifically,
a). A random vector X taken from an six-dimensional normal distribution, namely,
X  N6pµ, I6q, where µ  p0, 0, 0, 0, 0, 0q, and I6 is the identity matrix of order
6  6.
Table 33 – The proportion of rejection for all tests in the independence case.
n (B) (G) (E)
20 0.038 0.044 0.073
40 0.054 0.046 0.098
60 0.042 0.050 0.099
80 0.058 0.057 0.079
100 0.068 0.046 0.107
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Our main conclusion is the following:
a). The proportion of rejection for the tests (B) and (G) are much closer to the
theoretical α compared to the test (E).
3.1.3.2 Non-linear dependence structures
We introduce several examples about situations of non-linear dependence in the
six-dimensional case. More specifically,
a). A random vector X  pX1, X2, X3, X4, X5, X6q, where X1 is independent of the
random vector pX2, X3, X4, X5, X6q.
X1  Np0, 1q; pX2, X3, X4, X5, X6q  N5pµ,Σq, where µ  p0, 0, 0, 0, 0, 0q, and
Σij 
#
ρ, if i  j
1, if i  j.
b). A random vector X  pX1, X2, X3, X4, X5, X6q uniformly distributed on the
hypercube r1, 1s6, such that ρ ¤ }X}6 ¤ 1. }}6 was introduced in the definition
26.
c). A random vector Y, with Y  XT6pI6, fq, where X  T6pI6, fq,
d). Let u  pu1, u2, u3, u4, u5, u6q and θ P r1, 1s. We considere the following
multivariate copula Cpuq  u1u2u3u4u5u6r1  θp1 u1qp1 u2qp1 u3qp1 u4qp1
u5qp1  u6qs.
The continuous random variables X1, X2, X3, X4, X5, X6 have copula Cpuq. Also,
they are pairwise independent for any θ P r1, 1s, but mutually independent only
for θ  0, see Nelsen and Úbeda Flores (2012).
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Table 34 – Empirical power for all tests in the non-linear dependence cases
n (B) (G) (E)
20 0.913 0.946 0.796
40 0.995 0.998 0.987
a) 60 1.000 1.000 1.000
80 1.000 1.000 1.000
100 1.000 1.000 1.000
20 0.004 0.033 0.000
40 0.095 0.037 0.000
b) 60 0.486 0.052 0.000
80 0.916 0.057 0.000
100 0.993 0.045 0.000
20 0.344 0.080 0.993
40 0.805 0.116 1.000
c) 60 0.979 0.178 1.000
80 0.999 0.266 1.000
100 1.000 0.419 1.000
20 0.952 0.000 0.990
40 1.000 0.047 1.000
d) 60 1.000 0.881 1.000
80 1.000 0.999 1.000
100 1.000 1.000 1.000
The results of this simulation study are in the tables 26–32, and the table 34,
respectively. Our main conclusions are the following:
1. The New test (B) test is better than the other tests based on copulas.
2. The New test (B) shows an excellent performance relative to the other tests when an
high percentage of the data drawn from a continuous random vector are independent.
3.2 Simulation study for the test of independence between p-parts
of a m-dimensional continuous random vector
3.2.1 Simulation study when m=4 and p=2
We carry out a simulation study in which for each test, we use different sample sizes
and several distributions.
For each distribution and sample sizes of 20, 40, 60, 80, 100, we simulated 1000 samples
of the m-dimensional continuous random vector X  pX1, . . . ,Xpq. We calculated the
double tail p-values. In this case we used m  4 and p  2.
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The probabilities of our test were calculated using the empirical distribution. All the
simulation were written using R R Development Core Team (2008). See the libraries used
for the simulation study in the appendix Libraries. We computed the relevant p-value for
each random sample, and we estimated the power as the proportion of times that the
p-value is significant.






i1 be the j-th simulated sample of the
eight-dimensional random vector X  pX1,X2q.
Given a significance level 0   α   1, we calculated the empirical power using (3.4). In
this simulation study we adopt a significance level of α  0.05.
We study the independence between two continuous random vectors based on the
multivariate tests publish in the articles Puri and Sen (1974); Genest and Rémillard
(2004); Bakirov et al. (2006); Kojadinovic and Holmes (2009); Oja et al. (2010); Heller
et al. (2013). For this test, we use the notation: indep.test (V), MultIndepTest (E),
indepTest (G), ind.ictest (O), ind.ctest (R), hhg.test (D) respectively, and for the new
statistical test of independence between two random vectors we use the notation New-test
(B).
3.2.1.1 Independence




  N4p0, I4q, where 0  p0, 0, 0, 0q, and I4 is the
identity matrix of order 4  4.
Table 35 – The proportion of rejection for all tests in the independence case a).
n (V) (E) (G) (O) (R) (D) (B)
20 0.046 0.038 0.042 0.029 0.100 0.052 0.039
40 0.049 0.053 0.055 0.046 0.079 0.044 0.049
60 0.054 0.046 0.051 0.052 0.067 0.048 0.064
80 0.042 0.049 0.052 0.046 0.052 0.053 0.055
100 0.049 0.044 0.050 0.055 0.054 0.040 0.053
3.2.1.2 Linear dependence structures
We analyze one distribution for the linear dependence case and show that our test just
like all the other tests considered in this work has got good performance. More specifically,
a). Two random vectors X1,X2, with X2  X1W   Zp1 Wq, where X1,Z have
two-dimensional Student-T distributions with f degrees of freedom, and W has
binomial distribution with parameters n, ρ, where 0   ρ   1 and n the sample size.
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Table 36 – Empirical power for all tests in the linear dependence case a).
n (V) (E) (G) (O) (R) (D) (B)
20 0.952 0.997 0.874 0.996 1.000 1.000 1.000
40 0.986 1.000 0.995 1.000 1.000 1.000 1.000
60 0.987 1.000 0.999 1.000 1.000 1.000 1.000
80 0.993 1.000 1.000 1.000 1.000 1.000 1.000
100 0.985 1.000 1.000 1.000 1.000 1.000 1.000
3.2.1.3 Non-linear dependence structures
This section introduce us in the focus of our work, which is to study the types of
dependence HIDR. We consider the following distributions.
a). Four-dimensional random vectors pX1,X2q taken from a four-dimensional Cauchy
distribution. Tha is, 
X1,X2
  C4p0,Σq, where 0  p0, 0, 0, 0q, and Σij 
#
ρ, if i  j
1, if i  j.
b). Four-dimensional random vectors pX1,X2q taken from a four-dimensional Laplace
distribution. That is, 
X1,X2
  L4p0,Σq, where 0  p0, 0, 0, 0q, and Σij 
#
ρ, if i  j
1, if i  j.
c). Mixture of two four-dimensional Student’s t distribution with 2 degrees of freedom,
where ω% independent with variance-covariance matrix, the identity matrix I4 and
p1ωq% dependent with variance-covariance matrix Σ, and three degrees of freedom,
where 0   ω   1. That is, 
X1,X2
  ωT4p16I4, 3q   p1  ωqT4pΣ, 3q, where Σij 
#
0.15, if i  j
0.15ρ, if i  j.
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Table 37 – Empirical power for all tests in the non-linear dependence cases a)., b)., c)..
n (V) (E) (G) (O) (R) (D) (B)
20 0.891 0.212 0.337 0.182 0.309 0.574 0.243
40 0.987 0.363 0.543 0.281 0.371 0.975 0.504
a) 60 0.998 0.465 0.682 0.359 0.417 1.000 0.687
80 0.999 0.589 0.808 0.432 0.493 1.000 0.825
100 1.000 0.666 0.891 0.453 0.525 1.000 0.876
20 0.450 0.253 0.422 0.153 0.301 0.240 0.213
40 0.715 0.427 0.656 0.311 0.407 0.587 0.427
b) 60 0.830 0.563 0.790 0.431 0.504 0.780 0.623
80 0.932 0.680 0.865 0.593 0.634 0.909 0.775
100 0.969 0.771 0.945 0.672 0.732 0.966 0.824
20 0.920 0.341 0.498 0.245 0.384 0.945 0.485
40 0.997 0.585 0.799 0.333 0.425 1.000 0.821
c) 60 0.999 0.805 0.940 0.410 0.478 1.000 0.954
80 1.000 0.937 0.991 0.470 0.568 1.000 0.990
100 1.000 0.986 0.999 0.524 0.637 1.000 0.997
For m  4, and p  2, the results of this simulation study are in the table 37. Our
main conclusions are the following:
a). The New- test (B) is comparable to several multivariate tests of independence
between random vector available in the literature.
b). In this simulation study for the distribution considered and the sample size used in
this work, the New- test (B) show better performance than the tests of independence
ind.ictest (O) based on IC model, see Oja et al. (2010).
c). The test in Heller et al. (2013) shows a good performance.
3.2.2 Simulation study when m=8 and p=2
We carry out a simulation study in which for each test, we use different sample sizes
and several distributions.
For each distribution and sample sizes 20, 40, 60, 80, 100, we simulate 1000 samples
of the m-dimensional continuous random vector X  pX1, . . . ,Xpq. We calculate the
double tail p-values. In this case we used m  8 and p  2.
The probabilities of our test are calculated using the empirical distribution. All the
simulation were written using R R Development Core Team (2008). See the libraries used
for the simulation study in the appendix Libraries. We computed the relevant p-value
for each random sample and we estimated the power as the proportion of times that the
p-value is significant.
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i1 be the j-th simulated sample of the
eight-dimensional random vector X  pX1,X2q.
Given a significance level 0   α   1, we calculate the empirical power using (3.4). In
this simulation procedure we use a significance level of α  0.05.
We study the independence between two continuous random vectors based on the
multivariate tests publish in the articles Puri and Sen (1974); Genest and Rémillard
(2004); Bakirov et al. (2006); Kojadinovic and Holmes (2009); Oja et al. (2010); Heller
et al. (2013). For this tests, we use the notation: indep.test (V), MultIndepTest (E),
indepTest (G), ind.ictest (O), ind.ctest (R), hhg.test (D) respectively, and for the new
statistical test of independence between two random vectors we use the notation New-test
(B).
3.2.2.1 Non-linear dependence structures
This section introduces us in the focus of our work, which is to study the types of
dependence HIDR. We consider the following distributions.
a). Eight-dimensional random vectors pX1,X2q taken from an eight-dimensional
Cauchy distribution. That is,
 
X1,X2
  C8p0,Σq, where 0  p0, 0, 0, 0, 0, 0, 0, 0q,
and Σij 
#
ρ, if i  j
1, if i  j.
b). Eight-dimensional random vectors pX1,X2q taken from an eight-dimensional
Laplace distribution. That is,
 
X1,X2
  L8p0,Σq, where 0  p0, 0, 0, 0, 0, 0, 0, 0q,
and Σij 
#
ρ, if i  j
1, if i  j.
c). Mixture of two eight-dimensional Student-T distributions with 2 degrees of freedom,
where ω% independent with variance-covariance matrix, the identity matrix I8 and
p1ωq% dependent with variance-covariance matrix Σ, and three degrees of freedom,
where 0   ω   1. That is,  X1,X2  ωT8p16I8, 3q   p1  ωqT8pΣ, 3q, where
Σij 
#
0.15, if i  j
0.15ρ, if i  j.
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Table 38 – Empirical power for all tests in the non-linear dependence cases a)., b)., c)..
n (V) (E) (G) (O) (R) (D) (B)
20 0.988 0.323 0.514 0.206 0.731 0.891 0.239
40 1.000 0.427 0.772 0.388 0.699 1.000 0.441
a) 60 1.000 0.580 0.928 0.547 0.793 1.000 0.523
80 1.000 0.695 0.980 0.632 0.813 1.000 0.625
100 1.000 0.772 0.994 0.719 0.880 1.000 0.702
20 0.830 0.385 0.688 0.122 0.685 0.561 0.206
40 0.981 0.619 0.934 0.407 0.732 0.952 0.352
b) 60 0.997 0.748 0.979 0.620 0.821 0.999 0.529
80 1.000 0.853 0.997 0.783 0.901 1.000 0.688
100 1.000 0.930 1.000 0.895 0.960 1.000 0.786
20 0.967 0.679 0.884 0.286 0.845 0.918 0.480
40 1.000 0.922 0.993 0.638 0.873 1.000 0.896
c) 60 1.000 0.987 1.000 0.829 0.938 1.000 0.985
80 1.000 0.999 1.000 0.893 0.973 1.000 0.999
100 1.000 1.000 1.000 0.963 0.994 1.000 1.000
For m  8, and p  2, the results of this simulation study are in the table 38. Our
main conclusions are the following:
a). The New-test (B) is comparable to various multivariate tests of independence
between random vectors available in the literature.
b). All tests considered in this work show a good performance.
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4 APPLICATIONS
4.1 Applications for the test of independence within a random
vector
4.1.1 Application for the two-dimensional case: Data about the association
between two pulmonary conditions
In the application for the two-dimensional case we used the data publish in Ashford
and Sowden (1970) and used by Agresti (1990) to study the association between two
pulmonary conditions, breathlessness and wheeze, see figure 27, in a large sample of coal
miners who were smokers with no radiological evidence of pneumoconlosis. The data
set named “coalminers”, appears on VGAM (package from R-project). Conceptually the
dependence exists Agresti (1990); García and González-López (2014), however it is not
detected by various tests available in the literature. See the results in the table 39.















Figure 27 – The graphic show the counts with no breathlessness and wheeze pnBW q
against the counts with breathlessness and wheeze pBW q.
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Test (L) (J) (M) (P) (K) (S) (C) (H) (D) (I) (B)
p-value 0.1013 0.0464 0.0939 0.2567 0.1802 0.2125 0.1424 0.0426 0.0889 1.0000 0.0380
Table 39 – p-values of the bivariate tests of independence between two continuous random
variables (Ln (L), JLn (J), JLMn (M), Pearson (P), Kendall (K), Spearman
(S), Copulas (C), Hoeffding (H), Heller (D), MIC (I)), and of the New-test
(B) presented in this work.
The tests JLn (J), Hoeffding (H), and the New-test (B) presented in this work suggest
that the observed data are inconsistent with the assumption that the null hypothesis is
true, and thus that hypothesis must be rejected and the alternative hypothesis is accepted
as true at a significance level 5%. The other tests fail to reject the null hypothesis at the
same significance level.
4.1.2 Application for the three-dimensional case: Data about Temperature,
the Relative Humidity, and C02
The measurements, are about the variables the Temperature, in (Celsius), the Relative
Humidity, in p%q, and CO2, in parts per million (ppm), see figure 28. These data are taken
from Lichman (2013). Conceptually the dependence between the Temperature (X1), the
Relative Humidity (X2), and CO2 (X3) exists, see Bierhuizen and Slatyer (1965); Manabe
and Wetherald (1967); Cramer (1993); Candanedo and Feldheim (2016). See the results
in the table 40.







































Figure 28 – The graphic is the scatter plot of the three-dimensional sample of size n  200.
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Test (B) (G) (E)
p-value 0.0000 0.0005 0.0005
Table 40 – p-values of the multivariate tests of independence between two continuous
random vectors (multIndepTest(E), indepTest(G)), and of the New-test (B)
presented in this work.
All the multivariate tests used in this work, and the New-test (B) suggests that the
observed data are inconsistent with the assumption that the null hypothesis is true, and
thus that hypothesis must be rejected and the alternative hypothesis is accepted as true
at a small significance level.
4.2 Application for the test of independence between p-parts of a
m-dimensional continuous random vector
4.2.1 Application: Data on the Stock market indices of the US and Asia in
the months January and February 2016
In this section, we introduce an application using financial markets. The data are
related to the stock market indices of the US and Asia on the months January and
February of 2016. These indices are computed from the prices of selected stocks, and
used to describe the performance of the markets and to compare the return in specific
investments. We used a vector of selected stock indices in the US delivered daily and
another vector of selected stock indices in Asia delivered daily. In the US were considered,
NASDAQ, NYSE Energy, NBI BioTech, and S& P 500, and in Asia were considered, the
Shanghai, Chinext, JASDAQ and Shenzhen A. We use the different tests of independence
studied in this work to analyze the association between these financial markets. We
compare the results of the New-test (B) with those tests described in this work. The
relation between the market indices of the US and Asia is widely documented, see Sun
and Tong (2000); Fung et al. (2003); Doyle and Chen (2009). The data set was taken from
Gopikrishnan et al. (1999).
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Test (V) (E) (G) (O) (R) (D) (B)
p-value 0.1144 0.5999 0.0050 0.3831 0.2063 0.4535 0.0000
Table 41 – This table gives the p-values for the multivariate tests indep.test (V),
MultIndepTest (E), indepTest (G), ind.ictest (O), ind.ctest (R), hhg.test (D),
and the New-test (B) for the data about the stock market indices of US and
Asia.
The multivariate tests of independence indep.test (V), MultIndepTest (E), ind.ictest
(O), ind.ctest (R), hhg.test (D) fail to reject the null hypothesis of independence
at a significance level of 0.05%, but the indepTest (G) reject the null hypothesis of
independence at a significance level of 0.005%, and the New-test (B) suggests that the
observed data are inconsistent with the assumption that the null hypothesis is true, and
thus, that hypothesis must be rejected and the alternative hypothesis is accepted as true
at a small significance level.
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5 FINAL CONSIDERATIONS
We constructed a theoretical association measure T , which was defined in equation (1.8).
It is based on the joint distribution function to test independence within and between
parts of a multivariate continuous random vector. In section 1.1.1 we write the measure
T in terms of the copula C. It allowed us to work without worrying about the subjunctive
assumptions of the marginal distributions. In theorem 1.3, we proved that this measure
is a notion of dependence stronger than the notion of positive quadrant dependence.
Based on T we built a functional to test independence on all the space where the random
vector is defined. It can be seen as a functional on the square r0, 1s2 as shown in theorem
1.20. We present a statistic, which is an estimator of the functional in equation (2.6). We
constructed its asymptotic distribution, which was presented in theorem 2.6. This statistic
has some important properties, which were presented in theorem 2.2, and theorem 2.4.
This properties are:
a). It is a consistent estimator of the theoretical functional.
b). It is asymptotically unbiased.
c). It is a free distribution statistics, since it can be written as function of the
transformed ranks.
In this manuscript, we wish to draw attention to the potential of the tests of
independence constructed through non-parametric measures, because they can be useful
to detect different types of dependence that are difficult to identify with the classic tests
available in the literature.
In this work, we proposed two non-parametric tests of independence to study the
problem of detecting dependence within and between p parts of a continuous random
vector of any dimension.
For the sample sizes considered in our study, in several cases of non-linear dependence
analyzed, the New-test (B) is competitive and more powerful than various of the other
two-dimensional and multivariate tests considered in the following situations:
a). The data have distribution with high variance and correlation close to zero.
b). The data are drawn from a bivariate distribution with marginals of heavy tails
c). An high percentage of the data drawn from a continuous random vector are
independent.
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The measure T defined in this manuscript works better than the Hoeffding measure
D Hoeffding (1948).
All our work was based on simulation.
The association measure T introduced in this work is optimum to study dependence,
because it is a stronger notion of dependence than the notion of PQD or NQD, respectively,
which is stronger notion than the notion of dependence of Pearson PPC or NPC.
The non parametric independence test within a random vector works better than the
other tests based in copulas Genest and Rémillard (2004); Kojadinovic and Holmes (2009)
for dimension greater than or equal to three in situation where an high percentage of the
data drawn from a continuous random vector are independent.
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APPENDIX A – LIBRARIES
A.1 Libraries used for of the test of independence within a random
vector
A.1.1 Libraries used in the simulation study for the two-dimensional case
We used the tests studied in the following articles Kendall (1938a); Hoeffding (1948);
Rodgers and Nicewander (1988); Genest and Rémillard (2004); Spearman (2010); Reshef
et al. (2011); García and González-López (2014).
a). The p-values of the tests in the articles Kendall (1938a); Rodgers and Nicewander
(1988); Spearman (2010) were computed using the “cort.test” function, available in
the “stats” package from R-project environment.
b). The p-values of the test in the article Hoeffding (1948) were computed using the
“hoeffd” function, available in the “Hmisc” package.
c). The p-values of the test in the article Genest and Rémillard (2004) were computed
using the “indepTest” function, available in the “copula” package.
d). We used the “mine” function, available in the “minerva” package to calculate the
p-values of the test in Reshef et al. (2011).
e). The compute the p-values of the test in the article Heller et al. (2013), were computed
using the “hhg.test” function, available in the “HHG” package.
f). Finally, the p-values for the three tests in the article García and González-López
(2014) were computed using the “lis.test” function, available in the “LIStest”
package from R-project environment.
A.1.2 Libraries used in the simulation study for the three-dimensional case
We used the tests studied in the following articles Genest and Rémillard (2004);
Kojadinovic and Holmes (2009).
a). The p-values of the test in Genest and Rémillard (2004), were computed using the
“indepTest” function, available in the “copula” package.
APPENDIX A. Libraries 109
b). The p-values of the test in Kojadinovic and Holmes (2009), were computed using
the “multIndepTest” function, available in the “copula” package from R-project
environment.
A.2 Libraries used for the test of independence between p-parts of
a m-dimensional random vector
A.2.1 Libraries used for the test of independence between p-parts of a
m-dimensional random vector when m=8,4 and p=2
We used the tests studied in the series of articles Puri and Sen (1974); Genest and
Rémillard (2004); Bakirov et al. (2006); Kojadinovic and Holmes (2009); Oja et al. (2010);
Heller et al. (2013).
a). To compute the p-values of the test in Puri and Sen (1974), we used the “indep.ctest”
function, available in the “ICSNP” package from R-project environment.
b). For the test in Genest and Rémillard (2004), we employed “indepTest” function,
available in the “copula” package from R-project environment.
c). To compute the p-values of the test in Bakirov et al. (2006), we used the “indep.test”
function, available in the “energy” package from R-project environment.
d). The p-values of the test in Kojadinovic and Holmes (2009), were computed using
the “multIndepTest” function, available in the “copula” package from R-project
environment.
e). To compute the p-values of the test in Oja et al. (2010), we used the “indep.ictest”
function, available in the “ICSNP” package from R-project environment.
f). Finally, to compute the p-values of the test in Heller et al. (2013), we used the
“hhg.test” function, available in the “HHG” package from R-project environment.
