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FREIMAN’S THEOREM IN AN ARBITRARY ABELIAN GROUP
BEN GREEN AND IMRE Z. RUZSA
Abstract. A famous result of Freiman describes the structure of finite sets A ⊆
Z with small doubling property. If |A + A| 6 K|A| then A is contained within a
multidimensional arithmetic progression of dimension d(K) and size f(K)|A|. Here
we prove an analogous statement valid for subsets of an arbitrary abelian group.
1. Introduction
Throughout this paper A will be a finite subset of a (not necessarily finite) abelian
group G. We define the sumset A+A to be the collection of all sums a+a′, a, a′ ∈ A. If
|A+A| = K|A| then we say that A has doubling K, and if K is very small in comparison
to |A| (we will be deliberately vague about what we mean by this) then we say that A
has small doubling.
Freiman’s theorem [6] gives a description of sets of integers with small doubling. If
A ⊆ Z, and if |A + A| 6 K|A|, then A is contained in a proper arithmetic progression
of dimension d(K) and size at most f(K)|A|. Recall that an arithmetic progression of
dimension d and size L is a set of the form
P = {v0 + l1v1 + · · ·+ ldxd : 0 6 lj < Lj} , (1.1)
where l1l2 . . . ld = L. P is said to be proper if all of the sums in (1.1) are distinct,
in which case |P | = L. Observe that Freiman’s theorem gives, ignoring quantitative
issues connected with the dependence on K, a complete description of sets with small
doubling. Indeed if A is contained in a proper progression of dimension d(K) and size
f(K)|A| then it is easy to see that |A+ A| 6 2d(K)f(K)|A|.
Our aim in this paper is to give a similarly complete description of sets with small
doubling in an arbitrary abelian group G.
The notion of a proper progression makes perfect sense in this more general setting, but
the most na¨ıve attempt to generalise Freiman’s theorem meets with an obvious failure.
If A = Fk2 then |A + A| = |A|, and so A has extremely small doubling. However A is
not contained in a progression with small dimension.
In general, any large subset of the product of a group and a proper progression will
have small doubling. By a coset progression of dimension d we will mean a subset of G
of the form P +H , where H 6 G is a subgroup, P is a proper progression of dimension
d and the sum is direct in the sense that p+h = p′+h′ if and only if h = h′ and p = p′.
By the size of a coset progression we mean simply its cardinality.
While this work was carried out, the first author was supported by a PIMS postdoctoral fellowship
at the University of British Columbia, Vancouver, Canada.
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Theorem 1.1. Let A ⊆ G satisfy |A + A| 6 K|A|. Then A is contained in a coset
progression of dimension at most d(K) and size at most f(K)|A|. We may take d(K) =
CK4 log(K + 2) and f(K) = exp(CK4 log2(K + 2)) for some absolute constant C.
This result clearly implies Freiman’s theorem for subsets of Z.
The only other types of group for which a complete Freiman type result was previously
known are the groups with torsion bounded by r. In this case a theorem of the second
author [14] asserts that if G has torsion bounded by r and if A ⊆ G satisfies |A+A| 6
K|A|, then A is contained in a coset of a subgroup of cardinality at most K2rK4|A|.
These bounds were improved somewhat in [8]; see also [5] for more detailed information
in the case G = (Z/2Z)n, K < 4.
Theorem 1.1 also implies a result of this type, albeit with worse bounds. Indeed if G
has torsion bounded by r and if S ⊆ G is a grid of dimension d, then S is actually
contained a coset of a subgroup of size at most rd|S|.
A different proof of Freiman’s theorem was given by the second author [13]. To obtain
Theorem 1.1 we will follow the broad scheme of this proof. We will also incorporate
some important refinements due to Chang [4].
A complete account of the arguments of [4] and [13], together with all the necessary
background, may be found in lecture notes of the first author [7]. We will also draw
on results from [8], and for these reasons this paper is far from self-contained. To
conclude this introduction we will however recall the broad outline of [13], indicating
the refinements of Chang, and remarking on what further modifications are required to
prove Theorem 1.1.
Before doing this let us recall two important pieces of nomenclature. Let s > 2 be
an integer, let G,G′ be two abelian groups and let A ⊆ G and A′ ⊆ G′ be sets. Let
φ : A → A′ be a map. Then we say that φ is a Freiman s-homomorphism if whenever
a1, . . . , as, b1, . . . , bs ∈ A satisfy
a1 + a2 + · · ·+ as = b1 + b2 + · · ·+ bs
we have
φ(a1) + φ(a2) + · · ·+ φ(as) = φ(b1) + φ(b2) + · · ·+ φ(bs).
If φ has an inverse which is also an s-homomorphism then we say that φ is a Freiman
s-isomorphism, and write A ∼=s A′. Later on, we will use the the fact that the image of
a proper coset progression under a 2-isomorphism is another proper coset progression
with the same dimension and size; we leave the proof as an exercise to the reader.
Now let Γ ⊆ Ĝ be a set of d characters γ1, . . . , γd on an abelian group G. If ρ > 0 is
a real number then we define the Bohr set B(Γ, ρ) to consist of all x ∈ G for which
(2π)−1| arg(γj(x))| 6 ρ for all j = 1, . . . , d. We refer to the parameter d as the dimension
of the Bohr set.
Now for the (very rough) outline of [13]. Suppose that A ⊆ Z has doubling constant K.
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Step 1 (Finding a good model). There is a prime p, K16|A| 6 p 6 2K16|A|, and a set
A′ ⊆ A, |A′| > |A|/2, such that A′ is 8-isomorphic to a subset of Z/pZ.
Step 2 (Bogolyubov’s argument). If X is a large subset of Z/pZ then 2X−2X contains
a large Bohr set.
Step 3 (Structure of Bohr sets). A large Bohr set in Z/pZ contains a large proper
progression with small dimension.
Step 4 (Pullback). The structure obtained in step 3 may be used to find a progression
of small dimension in which the original set A is contained.
The refinements of Chang allow one to find a larger Bohr set in step 2, and to perform
the pullback operation of step 4 more economically.
In order to obtain Theorem 1.1 we must generalise each of these four steps to general
abelian groups. Modifying steps 2 and 4 is straightforward. In step 3, we must elucidate
the structure of a Bohr set in a general abelian group. This is not particularly difficult
and is accomplished in §4. The most interesting part of our argument is the appropriate
generalisation of step 1. The form of this generalisation, which clarifies our use of the
term model above, is the following:
Proposition 1.2 (Good models). Let A ⊆ G be a set with doubling constant K. Let
s > 2 be an integer. Then there is a group G′, |G′| 6 (10sK)10K2|A|, such that A is
Freiman s-isomorphic to a subset of G′.
The proof of this result is the objective of §2. Its purpose is that it allows one to work,
up to Freiman isomorphism, in an environment where the tools of harmonic analysis
may be used efficiently. It is not completely obvious that a given set A has a finite
model. We will need this fact to prove Proposition 1.2, and we will prove it at the start
of §2.
Notation and Tools. At various points in the paper it will be convenient to work with
the normalized counting measure on G, since this avoids the appearance of |G| in
our formulæ. We use the notation of expectation: if f : G → C is a function then
Ef = Ex∈Gf(x) := |G|−1
∑
x∈G f(x). If γ ∈ Ĝ is a character then we write
f̂(γ) = f∧(γ) := Ex∈Gf(x)γ(x)
for the Fourier transform of f at γ. We have Plancherel’s identity
Ex∈Gf(x)g(x) =
∑
γ∈Ĝ
f̂(γ)ĝ(γ)
and the inversion formula
f(x) =
∑
γ∈Ĝ
f̂(γ)γ(x).
Defining the convolution of two function f and g by
(f ∗ g)(x) := Ey∈Gf(y)g(x− y),
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we see that taking Fourier transforms converts convolution into multiplication, that is
to say (f ∗g)∧ = f̂ ĝ. Finally, if S is a set then we write 1S for the characteristic function
of S, defined by 1S(x) = 1 if x ∈ S and 1S(x) = 0 otherwise. Note that if S ⊆ G then
E1S = |S|/|G|; this quantity should be thought of as the relative density of S in G.
At various points in the sequel we will use an inequality of the second author [12],
generalizing and simplifying earlier inequalities of Plu¨nnecke [9]. If G is an abelian
group, and if A ⊆ G is a set, then for integers k, l > 0 we define kA − lA to be the
collection of all sums a1 + · · ·+ ak − a′1 − · · · − a′l, where ai, a′i ∈ A.
Proposition 1.3 ([12]). Let A be contained in an abelian group, and suppose that A
has doubling K. Then |kA− lA| 6 Kk+l|A| for all k, l > 0.
2. Finding a good model.
Our aim in this section is to prove Proposition 1.2. If A is a subset of some abelian
group then by an s-model for A we mean a pair (A′, G′), where G′ is an abelian group
and A′ ⊆ G′ is Freiman s-isomorphic to A′. If G′ is finite then we call (A′, G′) a finite
model, and by the size of such a model we mean simply the cardinality of G′. A minimal
s-model is a model for A with the minimal size. The existence of a minimal s-model is
a trivial consequence of our first lemma.
Lemma 2.1 (Finite sets have finite models). Let A be a finite subset of some abelian
group, and let s > 2 be an integer. Then A has a finite s-model.
Proof. Suppose that G is the group generated by A. By the structure theorem for
finitely-generated abelian groups, G is isomorphic to H × Zk for some non-negative
integer k. Regard A as a subset of H×Zk. Then there is certainly some integer N such
that A ⊆ H × [−N,N ]k. The projection map
π : H × Zk → H × (Z/4sNZ)k
induces a Freiman s-isomorphism on A, and therefore A has an s-model inside the finite
group H × (Z/4sNZ)k.
Our next lemma is a simple consequence of [8, Lemma 11].
Lemma 2.2. Let ǫ ∈ (0, 1
200
). Let A ⊆ G be a set with doubling constant K. Write
D = A− A, and suppose that
E1A 6 K
−2ǫ4K
2
.
Then there is a non-trivial character γ ∈ G∗ such that |1̂D(γ)| > (1− ǫ)E1D.
Proof. Apply [8, Lemma 11]. This tells us that there is γ 6= γ0 such that |1̂D(γ)| >
(1− η)E1D, where
η = 9K−2(E1D)1/2K
2
log(1/E1D).
By a result of the second author [11] we have E1D 6 K
2E1A (this is also a special case
of Proposition 1.3). It is easy to check that the condition on E1A in the statement of
the lemma is enough to ensure that η 6 ǫ.
The next lemma is a slight variation on [8, Lemma 7].
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Lemma 2.3. Let A ⊆ G, and let ψ : G→ Z/qZ be a homomorphism of groups. Suppose
that
|(A−A) \ ψ−1[b, b+ l]| < |A|/2
for some b ∈ Z/qZ and some l < q/3. Then ψ(A) ⊆ [x, x+ l] for some x.
Proof. By translating if necessary we may assume that 0 ∈ A, in which case A ⊆ A−A,
and that the longest gap in ψ(A) is the interval [k,−1]. Write A′ = A ∩ ψ−1[b, b + l].
Observing that |A \ ψ−1[b, b + l]| < |A|/2, we see that |A′| > |A|/2. Thus for an
arbitrary a ∈ A the set A′ − a, which is a subset of A − A, cannot be contained
in (A − A) \ ψ−1[b, b + l]. This means that there is at least one a′ ∈ A′ for which
ψ(a′ − a) ∈ [b, b+ l], from which it follows that ψ(a) ∈ ψ(a′)− [b, b+ l] ⊆ [−l, l].
We have proved, then, that ψ(A) ⊆ [−l, l], which means that there is a gap in ψ(A)
of length (q − l) − l > l. However, we assumed that the longest gap in ψ(A) was
of the form [k,−1], from which we may conclude that ψ(A) ∩ [−l, 0) is empty. Thus
ψ(A) ⊆ [0, l], which is what we wanted to prove (remember we started by subjecting A
to a translation).
Lemma 2.4. Let S ⊆ G be any set. Suppose that κ, δ are real numbers such that
0 < κ < 1, 0 < δ < 1/2. Suppose that γ 6= γ0 is a character for which |1̂S(γ)| >
(1 − 4κδ2)E1S. Write ord(γ) = q, and write ψ : G → Z/qZ for the homomorphism
obtained by composing γ with the map which sends e2πij/q to j (mod q). Then there are
b and l, l < δq, such that
|S \ ψ−1[b, b+ l]| 6 κ|S|.
Proof. Write 1̂S(γ) = e
2πiλ/q(1− η)E1S with λ ∈ R and 0 6 η 6 4κδ2. Then
(1− η)|S| =
∑
s∈S
e2πi(ψ(s)−λ)/q =
∑
s∈S
cos
2π(ψ(s)− λ)
q
.
Each summand is at most 1 and, moreover, for those s such that ψ(s) /∈ (λ− δq/2, λ+
δq/2) it is at most cos δπ < 1 − 4δ2. It follows that the number of such s is less than
η|S|/4δ2 6 κ|S|, as required.
The next result links the above three lemmas.
Lemma 2.5. Suppose that A ⊆ G has doubling constant K. Let δ ∈ (0, 1
20
), and suppose
that E1A 6 (δ/K)
10K2. Then there is q > 2 and a homomorphism ψ : G → Z/qZ such
that ψ(A) ⊆ [x, x+ l] for some x and some l < δq.
The conditions of Lemma 2.2 are satisfied with ǫ = δ2/K2. This shows that ifD = A−A
then there is γ 6= γ0 such that |1̂D(γ)| > (1 − ǫ)E1D. This means that the hypotheses
of Lemma 2.4 are satisfied with κ = 1/4K2, which means that for some b and l < δq
we have
|D \ ψ−1[b, b+ l]| 6 κ|S| = 1
4K2
|A−A| < |A|/2,
this last step following by another application of [11]. Finally, we may apply Lemma
2.3 to get the desired conclusion.
We may now supply a proof of Proposition 1.2. Recall that A ⊆ G is a set with doubling
constant K, and that s > 2 is an integer.
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Proof of Proposition 1.2. We may suppose that (A,G) is already a minimal s-model;
the existence of such a model follows from Lemma 2.1. Suppose for a contradiction that
E1A < (10sK)
−10K2.
By Lemma 2.5 there is q > 2 and a homomorphism ψ : G → Z/qZ such that ψ(A) ⊆
[x, x+ l] for some x and some l < q/4s. By translating A if necessary, we may assume
that x = 0. Now let H = kerψ and let z ∈ ψ−1(1), so that H and z together generate
G. Let G′ = H × Z/(q − 1)Z, and consider the map θ : G → G′ defined as follows. If
g ∈ G, write g = h + λz with h ∈ H and 0 6 λ < q. Then θ(g) = (h, λ (mod q − 1)).
θ is certainly not a group homomorphism, but it does induce a Freiman s-isomorphism
on A. To see this, suppose that a1, . . . , as, a
′
1, . . . , a
′
s are 2s elements of A satisfying
a1 + · · ·+ as = a′1 + · · ·+ a′s.
Write ai = hi + λiz, a
′
i = h
′
i + λ
′
iz where 0 6 λi 6 q/2s. Then we must actually have
λ1 + · · ·+ λs = λ′1 + · · ·+ λ′s,
and so
θ(a1) + · · ·+ θ(as) = θ(a′1) + · · ·+ θ(a′s).
The proof that θ−1 is an s-homomorphism is very similar.
We have shown that A has a model in G′, which is contrary to our assumption that
(A,G) was a minimal model.
3. The Bogolyubov-Chang argument.
Let A ⊆ G be a set with doubling K. Suppose that it is a minimal 8-model. Then it fol-
lows from Proposition 1.2, as proved in the preceding section, that |G| 6 (80K)10K2|A|.
In this section we will show that 2A− 2A contains a large Bohr set in G. In §4 we will
prove a result on the structure of Bohr sets, and then use this to get information when
(A,G) is not a minimal model.
Proposition 3.1. Let A ⊆ G, and suppose that A has doubling K. Then 2A −
2A contains some Bohr neighbourhood B(Γ, δ), where |Γ| 6 8K log(1/E1A) and δ >
(48K log(1/E1A))
−1
.
The proof of this result, when G = Z/NZ, is a combination of ideas of Bogolyubov [2]
and Chang [4]. Chang built upon earlier ideas of Rudin [10]. Generalising to the case
of a general abelian group G is completely straightforward. However, we would like to
take the opportunity to record an alternative approach to the Chang-Rudin part of the
argument, the heart of which is Proposition 3.2 below. Doing so has the advantage of
keeping the paper relatively self-contained.
We begin with some notation and definitions. Let G be an abelian group, and let
Φ = {φ1, . . . , φd} ⊆ Ĝ be a set of characters. Write 〈Φ〉 for the cube spanned by Φ,
that is the collection of all characters φǫ11 . . . φ
ǫd
d where ǫj ∈ {−1, 0, 1} for all j. We call
d the dimension of such a cube. The set Φ is said to be dissociated if the only solution
to φǫ11 . . . φ
ǫd
d = 1 with ǫj ∈ {−1, 0, 1} is the trivial one, in which ǫj = 0 for all j.
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Proposition 3.2 (Chang). Let ρ, α ∈ [0, 1], let A ⊆ G be a set of size α|G| and let
Γ ⊆ Ĝ be the set of all γ for which |1̂A(γ)| > ρE1A. Let Φ be a dissociated subset of Γ.
Then |Φ| 6 2ρ−2 log(1/E1A).
Throughout what follows we will suppose that Φ = {φ1, . . . , φd} is a dissociated set of
characters. We will consider functions of the form
f(x) =
d∑
j=1
cjRe(ωjφj(x)), (3.1)
where cj ∈ R and |ωj| = 1 for j = 1, . . . , d. We shall show, by remodelling a classical
technique of Bernstein which is nearly 80 years old, that such functions behave rather
like sums of independent random variables. We will then derive Proposition 3.2 from
this observation.
Lemma 3.3. Let f be given by (3.1). Then we have Ef 2 = 1
2
∑
j c
2
j .
Proof. If i 6= j then one may check that
Ex∈GRe(ωiφi(x))Re(ωjφj(x)) = 0.
This follows using the orthogonality relations Ex∈Gφi(x)φ−1j (x) = 0 and Ex∈Gφi(x)φj(x) =
0, this second relation being a consequence of the fact (a very minor consequence of
dissociativity) that φj 6= φ−1i . It is just as easy to check that
Ex∈GRe(ωiφi(x))Re(ωiφi(x)) = 1/2.
The lemma follows by combining these two pieces of information in the obvious way.
Proposition 3.4. Let t ∈ R and let f be given by (3.1). Then we have the inequality
Eetf(x) 6 et
2
Ef2 .
Proof. For any real y satisfying |y| 6 1 one has the inequality ety 6 cosh(t) + y sinh(t).
Thus
Ex∈Getf(x) 6 Ex∈G
k∏
j=1
(cosh(tcj) + sinh(tcj)Re(ωjφj(x)) . (3.2)
Write Re(ωjφj(x)) =
1
2
(ωjφj(x) + ωjφ
−1
j (x)), and multiply out to get a linear combina-
tion of terms φǫ11 (x) . . . φ
ǫk
k (x), ǫi ∈ {−1, 0, 1}. Since Φ is dissociated, only the term with
ǫ1 = · · · = ǫk = 0 does not vanish when we take expectations over x. The coefficient
of this term in (3.2) is
∏k
j=1 cosh(tcj). Therefore, using Lemma 3.3 and the elementary
inequality cosh(u) 6 eu
2/2 we obtain
Eetf(x) 6
k∏
j=1
cosh(tcj) 6 exp
(
1
2
t2
d∑
j=1
c2j
)
= et
2
Ef2 ,
as desired.
Proof of Proposition 3.2. Set
f(x) = Re
( d∑
j=1
1̂A(φj)φj(x)
)
.
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This is certainly a function of the form (3.1), in which cj = |1̂A(φj)|. Observe also that
f̂(γ) = 1̂A(γ)/2 if γ ∈ Φ ∪ −Φ and f̂(γ) = 0 otherwise. This implies that
(E1A)Ex∈Af(x) = Ex∈Gf(x)1A(x) =
∑
γ∈Ĝ
f̂(γ)1̂A(γ) = 2
∑
γ∈Ĝ
|f̂(γ)|2 = 2Ef 2. (3.3)
Proposition 3.4 and (3.3) give
1
E1A
et
2
Ef2
>
1
E1A
Ex∈Getf(x) > Ex∈Aetf(x) > exp
(
tEx∈Af(x)
)
= exp
(2tEf 2
E1A
)
,
the third inequality being a consequence of the convexity property
ex1 + · · ·+ exn
n
> exp
(
x1 + · · ·+ xn
n
)
(the weighted A.M.– G.M. inequality). Choosing t = 1/E1A gives
1/E1A > exp
(
Ef 2/(E1A)
2
)
. (3.4)
Now using Lemma 3.3 and our assumption that Φ is a subset of Γ, the set of all γ ∈ G∗
such that |1̂A(γ)| > ρE1A, we have that
2Ef 2 =
∑
j
c2j =
∑
φ∈Φ
|1̂A(φ)|2 > dρ2(E1A)2.
Comparing with (3.4) concludes the proof of Proposition 3.2.
Proof of Proposition 3.1. Recall that A ⊆ G has doubling K. Since the convolution
1A ∗ 1A is supported on A+ A, the Cauchy-Schwarz inequality gives∑
γ∈Ĝ
|1̂A(γ)|4 = Ex∈G(1A ∗ 1A)(x)21A+A(x) >
(
Ex∈G1A ∗ 1A(x)
)2
E1A+A
=
(E1A)
4
E1A+A
=
(E1A)
3
K
.
(3.5)
Now let Γ be the set of all γ for which |1̂A(γ)| > E1A/2
√
K. We claim that 2A − 2A
contains B(Γ, 1
6
). Indeed if x ∈ B(Γ, 1
6
) then Reγ(x) > 1/2 for all γ ∈ Γ. It follows
from the inversion formula that
(1A ∗ 1A ∗ 1A ∗ 1A)(x) =
∑
γ∈Ĝ
|1̂A(γ)|4γ(x)
=
∑
γ∈Ĝ
|1̂A(γ)|4Reγ(x)
>
1
2
∑
γ∈Γ
|1̂A(γ)|4 − 2
∑
γ /∈Γ
|1̂A(γ)|4
>
(E1A)
3
2K
− 2 sup
γ /∈Γ
|1̂A(γ)|2
∑
γ
|1̂A(γ)|2
> 0.
(Note that the inequality on the third line is strict since Reγ(x) = 1 when γ = γ0 is the
trivial character.) It follows that B(Γ, 1
6
) is indeed contained in 2A − 2A. Parseval’s
identity tells us that |Γ| 6 4K/E1A, but Proposition 3.1 claims that 2A − 2A in fact
contains a Bohr set of much smaller dimension than this. To obtain such a result, we
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apply Proposition 3.2. Let Φ = {φ1, . . . , φd} be the largest dissociated subset of Γ. By
Proposition 3.2 we have d 6 8K log(1/E1A). Now if γ ∈ Γ \ Φ then there must be a
relation of the form γφǫ11 . . . φ
ǫd
d = 0, since otherwise Φ∪γ would be dissociated, contrary
to the assumption that Φ is the maximal dissociated subset of Γ. Thus Γ is contained
in 〈Φ〉, the cube spanned by Φ.
We claim that B(Γ, 1
6
) contains B(Φ, 1/6d), which immediately implies Proposition 3.1.
Indeed, any γ ∈ Γ can be written as φǫ11 . . . φǫdd with ǫj ∈ {−1, 0, 1}. Supposing then
that x ∈ B(Φ, 1/6d), so that (2π)−1| arg(φi(x))| 6 1/6d for all i, we have
| arg(γ(x))| 6
d∑
i=1
| arg(φi(x))| 6 2π · 1
6
.
This confirms the claim, and hence completes the proof of Proposition 3.1.
4. The structure of Bohr sets.
In this section we shall apply results from the geometry of numbers to elucidate the
structure of Bohr sets.
We begin by recalling Minkowski’s second theorem, a proof of which may be found in
[3, Ch. VIII, Thm. V]. If Λ ⊆ Rd is a lattice and if Q is a centrally symmetric closed
convex body, we define the successive minima λ1, . . . , λd of Q with respect to Λ by
λj := inf{λ : λQ ∩ Λ contains j linearly independent vectors}.
Proposition 4.1 (Minkowski’s second theorem). We have the bound
λ1λ2 . . . λd|Q| 6 2d det(Λ).
Proposition 4.2. Let Γ ⊆ Ĝ, Γ = {γ1, . . . , γd}, be a set of d characters, and let
ρ ∈ (0, 1/4). Then the Bohr set B(Γ, ρ) contains a proper coset progression P +H with
dimension d and size at least (ρ/d)d|G|.
Proof. Define
H :=
d⋂
j=1
ker γj.
If x = (x1, . . . , xd) is an element of T
d, written with |xj| 6 1/2 for all j, then we write
‖x‖∞ := sup
16j6d
|xj|.
Consider the map φ : G→ Td defined by
φ(x) = (arg γ1(x), . . . , arg γd(x)).
The image φ(G) is a subgroup of Td, and the Bohr set B(Γ, ρ) is simply the inverse
image under φ of the cube ρQ := {x : ‖x‖∞ 6 ρ}. Let Λ ⊆ Rd be the subgroup
φ(G) + Zd; observe that
det(Λ) = |H|/|G|. (4.1)
With a slight abuse of notation, we have
φ(G) ∩ ρQ = Λ ∩ ρQ.
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On the right hand side, Q now refers to the cube
Q := {x ∈ Rd : ‖x‖∞ 6 1}.
This being a centrally symmetric convex body, we may apply Minkowski’s second theo-
rem. Writing λ1, . . . , λd for the successive minima of Q with respect to Λ, this theorem
and (4.1) tell us that
λ1λ2 . . . λd 6 |H|/|G|. (4.2)
Now we may choose, inductively, linearly independent vectors b1, . . . , bd ∈ Λ such that
bj ∈ λjQ, which means that ‖bj‖∞ 6 λj . It is clear that all of the vectors
{l1b1 + · · ·+ ldbd : −Lj 6 lj 6 Lj , lj ∈ Z}
lie in ρQ, where Lj := ⌊ρ/dλj⌋. Let vj ∈ G be arbitrary elements for which φ(vj) ≡
bj(modZ
d), and define
P := {l1v1 + · · ·+ ldvd : −Lj 6 lj 6 Lj}.
Then P +H ⊆ B(Γ, ρ), and it is easy to see that P +H is a proper coset progression.
It remains to give a lower bound for |P + H|. To this end, note that the number of
integers lj with −Lj 6 lj 6 Lj is at least ρ/dλj, and so by (4.2) we have
|P | > (ρ
d
)d 1
λ1 . . . λd
>
(ρ
d
)d |G|
|H| .
The proposition follows immediately.
5. A covering argument.
In this section we conclude the proof of Theorem 1.1 by employing a covering argument
of Chang [4]. Let us begin by combining the results of the last few sections.
Let A ⊆ G be a set with doubling K. Suppose that (A′, G′) is a minimal 8-model,
and that π : A → A′ is a Freiman 8-isomorphism. Then it follows from Proposition
1.2, which was proved in §2, that |G′| 6 (80K)10K2|A|. Applying Proposition 3.1 to A′
and noting that E1A′ > (80K)
−10K2, we see that 2A′ − 2A′ contains a Bohr set B(Γ, ρ)
with |Γ| 6 29K3 log(K + 2) and ρ > (212K3 log(K + 2))−1. By Proposition 4.2, this
Bohr set in turn contains a proper coset progression P + H with dimension at most
29K3 log(K + 2) and size satisfying
|P +H| > exp(−214K3 log2(K + 2))|G′| > exp(−214K3 log2(K + 2))|A|. (5.1)
Now coset progressions, together with their size and dimension, are preserved under
Freiman 2-isomorphisms. Since the Freiman 8-isomorphism π−1 on A′ induces a 2-
isomorphism on 2A′ − 2A′, it follows that 2A− 2A contains a coset progression, which
we will also call P +H , with dimension at most 29K3 log(K +2) and size satisfying the
lower bound (5.1).
At this point the model (A′, G′), which we considered so that we could do harmonic
analysis, has served its purpose. Henceforth we will work only with A and the coset
progression P +H contained in 2A−2A. The next proposition deals with this situation,
and Theorem 1.1 is a straightforward consequence of it.
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Proposition 5.1 (Chang). Suppose that A is a subset of an abelian group with doubling
K and that 2A−2A contains a proper coset progression P+H of size η|A| and dimension
d. Then A is contained in a coset progression of size at most 2d(K4η−1)5K |A| and
dimension at most d+ 4K log(K4/η).
Proof. We describe an algorithm for selecting some non-negative integer t and subsets
Si, i 6 t, of A. Set P0 := P + H . Let R0 be a maximal subset of A for which the
translates P0+x, x ∈ R0, are all disjoint. If |R0| 6 2K then set t = 0 and S0 = R0, and
terminate the algorithm. Otherwise take S0 to be any subset of R0 of cardinality 2K,
and set P1 = P0 + S0. Take R1 to be a maximal subset of A for which the translates
P1+ x, x ∈ R1, are all distinct. If |R1| 6 2K then set t = 1 and S1 = R1 and terminate
the algorithm. Otherwise choose S1 ⊆ R1 with |S1| = 2K and set P2 = P1 + S1.
Continue in this way.
We claim that this is a finite algorithm, and that in fact t 6 log(K4/η). Indeed the
fact that the translates Pi + x, x ∈ Si, are all disjoint means that |Pi+1| = |Pi||Si| for
i 6 t− 1. It follows that
|Pt| > |P +H||S0| . . . |St−1| > η(2K)t|A|. (5.2)
Observe, however, that
Pt ⊆ P +H + A + A+ · · ·+ A,
where there are t copies of A. Since P+H ⊆ 2A−2A this means that Pt ⊆ (t+2)A−2A,
and hence by Proposition 1.3 we have |Pt| 6 Kt+4|A|. Comparison with (5.2) proves
the claim.
Let us examine what happens when the algorithm finishes. Then we have a set Rt ⊆ A,
|Rt| 6 2K, which is maximal subject to the translates Pt+x, x ∈ Rt, being disjoint. In
other words if a ∈ A then there is x ∈ Rt such that (Pt + a) ∩ (Pt + x) 6= ∅, and so
A ⊆ Pt − Pt +Rt ⊆ (P − P ) + (S0 − S0) + · · ·+ (St−1 − St−1) +Rt +H. (5.3)
Now if S = {s1, . . . , sm} is a subset of an abelian group then the cube
S := {ǫ1s1 + · · ·+ ǫmsm : ǫj ∈ {−1, 0, 1}}
is a multidimensional progression of dimension |S| and size at most 3|S|, and it contains
the set S − S. It follows from (5.3) that A ⊆ Q+H , where Q is the progression
Q = P − P + S0 + · · ·+ St−1 +Rt.
The dimension of Q satisfies
dim(Q) 6 dim(P ) +
t−1∑
i=0
|Si|+ |Rt|
6 d+ 2K(t+ 1)
6 d+ 4K log(K4/η).
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To estimate the size ofQ+H , note that the properness of P implies that |P−P | = 2d|P |.
Hence
|Q+H| 6 |H||P − P | ·
t−1∏
i=0
3|Si| · 3|Rt|
6 2d32K(t+1)|P ||H|
6 2d34K log(K
4/η)K4|A|
6 2d
(
K4
η
)5K
|A|,
the penultimate step following from Proposition 1.3 and the fact that P +H ⊆ 2A−2A.
By the remarks at the start of the section we may apply this proposition with d ≪
K3 log(K + 2) and η > exp(−CK3 log2(K + 2)). This leads immediately to Theorem
1.1.
6. Further remarks on models.
We feel that the notion of a model is one that could be investigated further. In this sec-
tion we collect a few further remarks on s-models, restricting ourselves for simplicity to
the case s = 2. When we talk about isomorphisms or models, we mean 2-isomorphisms
and 2-models. We will also, in this section, suppose that the doubling constant K is
larger than 1000 so as to avoid having to make tedious estimates valid for all K, and
that |A| > n0(K).
Proposition 1.2 tells us that if A is a subset of an abelian group with doubling K, then
A has a model of size at most e20K
2 logK |A|. Our first two results show that if A is either
a subset of Fm2 or a set of integers then a much smaller model can be found.
Proposition 6.1. Suppose that A ⊆ Fm2 has doubling K. Then A has a model of size
at most K4|A|.
Proof. Suppose that m is the smallest positive integer such that A is isomorphic to a
subset of Fm2 . Now by Proposition 1.3 we have |2A−2A| 6 K4|A|. Thus if |2m| > K4|A|
then there is some x ∈ Fm2 \ (2A − 2A). Let φ : Fm2 → Fm−12 be any linear map with
kernel {0, x}. Clearly φ induces a Freiman homomorphism on A. If, however, we have
φ(a1) + φ(a2) = φ(a
′
1) + φ(a
′
2)
then a1 + a2 − a′1 − a′2 ∈ kerφ = {0, x}. This means, since x /∈ 2A− 2A, that a1 + a2 =
a′1 + a
′
2, which implies that φ in fact induces a Freiman isomorphism on A. This is
contrary to the supposed minimality of m.
Proposition 6.2. Suppose that A ⊆ Z has doubling K. Then A has a model of size at
most 100K6 logK|A|.
Proof. Write n := |A|. By [8, Theorem 3], A is isomorphic to a subset of the interval
[1, 1
2
f(K)], where f(K) = e8K
2 logK . Suppose for a contradiction that none of the
projections πm : Z → Z/mZ, m 6 100K6 logK · n, induces a Freiman isomorphism of
A. Then, by much the same reasoning we used in Proposition 6.1, the set 2A − 2A
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must contain a multiple λmm for all m 6 100K
6 logK · n. Set L = 50K6 logK ,
X = 2f(K)/L and let
S = {m ∈ [Ln, 2Ln] : p|m⇒ p > X.} .
We claim that the elements λss, s ∈ S, are all distinct. Indeed if s, s′ ∈ S are distinct
then
lcm(s, s′) > X min(s, s′) > XLn > f(K)n,
whereas 2A− 2A ⊆ [−f(K)n, f(K)n]. However (for large n) we have the estimate
|S| > 1
2
L
∏
p6X
(
1− 1
p
)
>
Ln
4 logX
> K4n.
Thus |2A− 2A| > K4n, which is contrary to the estimate |2A− 2A| 6 K4n furnished
by Proposition 1.3.
Observe that the model was constructed in Z/mZ, where m has no small prime factors.
It would be interesting to know whether, in fact, any set of n integers with doubling K
has a model in Z/pZ with p a smallish prime, say p 6 K100n. We cannot decide whether
or not this is so, though it is natural to suppose once again that A ⊆ [1, 1
2
f(K)n] and
to consider the projections πp : Z → Z/pZ, p ∈ [Ln, 2Ln]. If none of these induces a
Freiman homomorphism then 2A−2Amust contain a multiple λpp, where λp 6 f(K)/L.
Perhaps, for a suitable choice of L, this is at odds with the fact that |4A− 4A| 6 K8n
(another consequence of Proposition 1.3). This line of thinking leads us to formulate
the following question.
Question 6.3. Let P and X be positive constants. Suppose that S ⊆ Z is a set such
that for each prime P 6 p < 2P there is an element sp ∈ S of the form λpp, where
λp 6 X is a positive integer. Find a lower bound for |S + S|.
Perhaps it is true that |S + S| ≫ P/(logX)α for some absolute α, which would imply
the existence of small models modulo a prime as outlined above.
Propositions 6.1 and 6.2 might lead one to believe that any set A with doubling K has
a model of size K100|A|. We conclude this section by showing that this is not so.
Proposition 6.4. Fix a constant K. Then there are infinitely many n with the following
property. There exists a set A (in some abelian group G) with cardinality n and doubling
at most K but which has no model in any group G′ satisfying |G′| 6 e 16
√
K logKn.
Proof. Set X = ⌊1
3
√
K logK⌋, and let p1 = 2, p2 = 3, . . . , pk be the primes less than
X . Let Q be any prime larger than X , and write G = Z/QZ ×∏ki=1 Z/piZ. Consider
the set A consisting of all (k + 1)-tuples (x, x1, . . . , xk) in which at most one of the xi
is non-zero. We claim that any group G′ which contains a model for A must contain
elements of order p1, . . . , pk and Q. Indeed, suppose that A
′ ⊆ G′ and that ψ : A→ A′
is a Freiman isomorphism. Let t = (0, 0, . . . , 0, 1). We have t + t = 2t + 0, and so
ψ(2t) = 2ψ(t) − ψ(0). By an easy induction we have ψ(pkt) = pkψ(t) − (pk − 1)ψ(0).
However, since pkt = 0, this implies that pk(ψ(t)−ψ(0)) = 0. But ψ is an isomorphism,
and so ψ(t) 6= ψ(0), from which it follows that G′ does indeed have an element of order
pk. Similarly, G
′ has elements of order p1, . . . , pk−1 and Q.
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Now we have
n = |A| = Q(p1 + · · ·+ pk − k − 1) > QX2/4 logX,
whilst
|A+ A| 6 Q(p1 + · · ·+ pk)2 6 QX4/(logX)2.
Thus our choice ofX guarantees that |A+A| 6 Kn. Now the claim proved above implies
that if G′ contains a model for A then |G′| > Qp1 . . . pk > Q2X . Since n 6 QX2/ logX ,
we have
|G′|
n
>
2X logX
X2
> e
1
6
√
K logK ,
as claimed.
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