Due to the difficulty in accurately predicting the limit cycle oscillation (LCO) generated by nonlinear unsteady aerodynamics in the transonic regime, neither the traditional system identification nor eigenmode-based reduced order model (ROM) are suitable for designing active LCO control law. A support vector machine (SVM) based ROM is investigated and an active control law design method based on the new ROM is proposed. A three-degree-of-freedom pitch and plunge aeroelastic systems in transonic flow is successfully demonstrated for the SVM-based ROM. The simulation results indicate that the active LCO control law can be designed and evaluated with good accuracy and efficiency by the SVM itself, without requiring intensive simulations of the CFD/CSD couple solver.
Introduction
The tendency to reduce weight, and increase structural flexibility and operating speed by using light-weight composite materials greatly increases the possibility of flutter and limit cycle oscillation (LCO) occurrence within the aircraft operational envelope. As it can simultaneously reduce weight and increase the performance of modern aircrafts, active control of nonlinear aeroelastic instability, such as active flutter and LCO suppression, is becoming a promising and attractive technology.
1) The classic active aeroelastic controllers are usually designed based on low-fidelity linear aerodynamic models. [2] [3] [4] These low-fidelity models have made great achievements in the design of classic flutter controllers, especially in the low-speed subsonic regime. But they cannot accurately capture the dominant nonlinear unsteady behaviors in transonic flow, such as shock movement and flow separation, which have a great impact on the aeroelastic responses.
With the development of computational aeroelasticity, the nonlinear aeroelastic response can be accurately predicted by high-fidelity physics-based CFD/CSD couple solvers. However, the use of multi-step time domain calculations for each aircraft state is computationally expensive. Therefore, a new concept called reduced order model (ROM) has been proposed in recent years. The ROM seeks to capture the dominated nonlinear behaviors of the aeroelastic system by constructing a simple mathematical representative model, which is very convenient to be used in conceptual design, control, and data-driven systems. 5) Different approaches for ROM of aerodynamic systems have been proposed, including system-identification-based data-driven models such as the Volterra theory of nonlinear systems 6) and the linear model fitting ARMA model, 7) the flow-eigenmode-based models such as POD method, 8, 9) and nonlinear-dynamic-theory-based models. 10, 11) Both the Volterra/ROM and POD/ROM were recently successfully used to design active controllers for two-DOF aeroelastic systems 12) and wing models. [13] [14] [15] Most aeroelastic phenomena such as flutter and gust response can be dealt with these dynamic linearization equation based ROMs. Unfortunately, some important strong nonlinear dynamics with large structure deformation cannot be simulated by the small disturbance solvers such as LCO. Thus the design of a control law for LCO is tedious work that requires the help of high-fidelity tools such as CFD/CSD couple solvers to evaluate the performance of the active control law. For modeling the LCO cases where the amplitude of the unsteady flow oscillation is large, the ROMs based on dynamically nonlinear solvers are required. Such ROMs have been proposed by some researchers, i.e. Dowell and Badcok. 11, 12, [16] [17] [18] However, these recently developed new ROMs are much more complex than traditional ROMs and also are not easy to use in control law design.
On the other hand, owing to their high efficiency and simplicity, nonlinear system identification methods have been widely used to predict the transonic flutter boundary such as in Volterra series 19, 20) and neural network approaches. 21, 22) The neural network has been widely applied in nonlinear system identification because of the ability of self-learning and strong parallel processing and fault tolerance. 23, 24) There are also successful applications in the LCO prediction of the airfoil aeroelastic model. 25, 26) However, the disadvantages of getting stuck with local minima, over-fitting and low generalization performance prevent its practical application. Recently, support vector machine (SVM), introduced by Vapnik, 27) has been a promising tool Ó 2013 The Japan Society for Aeronautical and Space Sciences for solving regression problems; for example, nonlinear system identification. SVM is a newly emerging technique for learning relationships in data within the framework of statistical learning theory and structural risk minimization. Relying on statistical learning theory, which enables learning machines to generalize well to unseen data, SVM has been significantly highlighted in the areas of system identification and parameter estimation. [28] [29] [30] In comparison with the neural network, SVM has strict theory and mathematical foundation and does not have the problem of local optimization. The basic idea is to view the process of system identification as a nonlinear black model, 31) and then employ support vector regression (SVR) to establish this model to overcome the nonlinearity generally existing in practice. Another advantage of using SVR in system identification is that it can effectively tackle small-scale datasets which are commonly seen in practical engineering. In this paper, we develop a new efficient control law design method based on SVM to suppress the LCO induced by the nonlinear aerodynamics in transonic flow.
SVM-Based Nonlinear System Identification

SVR machine method
In the last decade, SVM has been one of the most used and widely applied machine learning models. SVM is directly derived from statistical learning theory which provides a very efficient framework for classification and regression problems. The Vapnik-Chervonenkis (VC) dimension is the core concept of statistical learning theory, and characterizes the properties of learning machines generalizing the unseen data. 27) Therefore, based on the structural risk minimization principle, the main target of SVM is to obtain good generalization to unseen data while minimizing the empirical risk on a limited number of learning observations. Through introducing a kernel function, SVM tries to map the data to a higher dimensional feature space via nonlinear mapping functions and then performes the linear classification or regression in this space. A classical version of SVM for regression was originally proposed by Vapnik et al. in 1997. 32) SVM-based nonlinear system identification approaches have taken advantage of both the kernel trick and the well-developed SVR algorithmic implementations. 27, 33) After introducing the "-insensitive loss function, SVMs are extend to regression cases (SVR), whose key idea is to replace the regression line with a "-tube. Geometrically, the samples located outside this tube are considered in the regression model. The goal of SVR is to find a decision function f ðxÞ that has the most " deviation from actually obtained observations and at the same time is as flat as possible. Therefore, in the process of minimizing the empirical errors, SVR also tries to maximize the generalization ability.
Based on statistical learning theory, SVR can be applied especially to small-sample learning problems. Here we give a brief summary of SVR. Given an input-output data set
where the "-insensitive loss function is defined as
determine the sample's deviation from "-tube, and the regularization parameter C > 0 determines the trade-off between empirical risk and generalization term, and punishes the samples which violate the "-tube. By applying the method of Lagrange multipliers to Eq. (1), we obtain
where i , 
Equation (3) is a quadratic programming problem. After solving the values of and Ã for all samples, the decision function is obtained as follows:
In Eq. (4), only some samples come with non-zero ðÃÞ , which are called support vectors and provide sparsity. Moreover, Kðx i ; xÞ ¼ hÈðx i Þ; Èðx j Þi is the kernel function, which only depends on dot products between observations x i and x j and does not have to know nonlinear mapping È explicitly. Any function satisfying Mercer's condition can be used as the kernel function. The widely used kernel functions include the polynomial kernel, the Gaussian kernel and radial Basis kernel.
Implementation of SVR
From the point of view of implementation, training SVM is equivalent to solving linearly constrained quadratic programming with the number of variables twice that of the training data points. More specificially, Eq. (3) is convex quadratic programming, which can be easily solved by using traditional optimization methods such as the Matlab QP optimizer. Considering different requirements of accuracy and computational cost, especially on large-scale datasets, many effective optimization algorithms have been proposed such as interior point algorithm, 34) sequential minimal optimization 34) and the solution path algorithm, 35, 36) etc. The key steps are as follows: Firstly, determine the parameters of model to be identified. Secondly, according to the model's expression, e.g., ARMA time series, reconstruct the input and output samples by means of the collected response signals. Thirdly, train the SVM model. Note that some hyper-parameters, e.g., regularization parameter C and RBF kernel width ', should be chosen by means of cross validation or other methods. Finally, input a new response signal into the obtained SVR model, and obtain the corresponding predictive results. If the error between predictive results and true system response is less than a pre-fixed threshold, the system parameters are well identified. Moreover, some problems of dynamic load identification are also reasonably solved by SVR. 30) To demonstrate the theory of SVM, a SVR on a simulated sinc noisy dataset 36) is investigated. The dataset fðx i ; y i Þg is generated with x i drawn uniformly from ½À3; þ3 and y i ¼ sinðx i Þ=ðx i Þ þ e i , where e i is Gaussian noise with zero mean and variance of 0.1. The dataset includes 100 samples, where 70 samples are randomly selected as a training set and others are for testing. The Gaussian RBF kernel is thus used and defined as Kðx i ;
The regression performance of SVM when the regularization parameter C is set to 100 and the Gaussian kernel width ' is set to 0.2, is illustrated in Fig. 1 .
It can be seen in Fig. 1 that the decision curve obtained by SVM is close to the true sinc curve which is considered to have the best generalization ability. Especially near the peak, the test point can be well predicted. The prior knowledge is the sinc function existing in the noisy training data, and the regression problem is essential to construct a curve (function) in order to approximate this prior function.
SVM-Based
Equation (5) represents the flow dynamics where w is the conservative flow field value, F is the flux value, A is the flow cell volume, u is the structural general displacement, and v is the structural general velocity. Equation (6) represents the structural dynamics, where M is the mass matrix, f int is the structural inner force and f ext is the aerodynamic force acting on the structure, which is dependent on the flow parameters and structural state variations. Many kinds of accurate CFD/CSD couple numerical algorithms have been developed to predict the structural and aerodynamic responses simultaneously. 37) A general multi-block structure gird-based CFD/CSD loosely coupled solver was developed by the authors and successfully applied to predicting the flutter and LCO for many aeroelastic models with good accuracy, including the NLR 7301 airfoil section aeroelastic model, AGARD 445.6 wing and Goland+ wing aeroealstic models. 11, 14, 15) The typical 2-DOF aeroelastic model with plunge and pitch freedom has been widely used to validate the LCO prediction method. By defining the dimensionless time ( ¼ ! t for the 2-DOF aeroelastic system, Eqs. (5) and (6) can be rewritten in the non-dimensional formulation 38) 1
where h and a are the airfoil plunge and pitch angle, r a is the radius of gyration of the airfoil about the elastic axis, x a is the airfoil static dimensionless distance between the center of gravity position and the hinge axis. ! h and ! a are the uncoupled natural frequency of plunge and pitch, and " ¼ m=ð%& 1 b 2 Þ is the mass ratio velocity of free flow.
Þ is defined as reduced velocity. In every simulation loop, the structural response ð h h; Þ can be solved by the multi-step Runge-Kutta algorithm, after the unsteady lift and pitch moment coefficients (C L , C M ) calculated by the unsteady CFD solver.
Construction framework of SVM-based ROM
For an aerodynamic subsystem, the inputs are the structural state variables u and v, and the outputs are the gener- alized aerodynamic coefficient vector f . The sampling time serial data ðu; v; f Þ can be calculated using the aeroelastic coupled solver. The features of the sampling data should be selected and pretreated carefully because they are one of the key issues for determining the accuracy of the SVR. Considering the time delay effect of unsteady flow, the input features are selected as
, where the r and s are the time delay orders dependent on the users' selection. Then, the new pretreated training sample ðx i ; f i Þ can be obtained from the unsteady CFD simulation results. The workflow of the construction procedure of the SVM-based aeroelastic ROM is illustrated in Fig. 2 .
There are five main steps in the framework. First, we construct multiple groups of input signals and calculate the corresponding nonlinear aerodynamic responses using unsteady CFD solver. Here, the white noises with different amplitudes are selected because white noise can represent the natural dynamic characteristics of nonlinear systems very well. 30, 39) Second, the input signals and unsteady aerodynamic time series are combined to create the training samples ðx i ; f i Þ. Third, the SVM solution path algorithm is executed to obtain the identification model and evaluate the accuracy with prepared checking samples ðx c ; f c Þ. Here, the "-path is selected as the modeling algorithm for its better accuracy and lower computational cost than other methods. 35, 36) Fourth, the identified model is used to predict the unsteady aerodynamic force in other conditions. Finally, by coupling the structural subsystem with the aerodynamic subsystem represented by the SVM based ROM, the aeroelastic responses can be predicted very quickly as the guidance of the virtual line loop in Fig. 2. 
Simulation and evaluation 3.3.1. Unsteady aerodynamics validation
The NACA 64A010 airfoil model is selected as the demonstration where the structural parameters are x ¼ 1:8, r 2 ¼ 3:48, a ¼ À2:0, " ¼ 60:0 and ! h =! ¼ 1. By inputting the structural inputs such as the airfoil's pitching and plunge movements to CFD solver one by one, the ROM can be used to model the MIMO system. Two white noise signals with amplitudes 0.01 and 0.2 for pitch motion were input into the CFD solver to calculate the time serial responses of the unsteady aerodynamic coefficients at Mach 0.875, with the 240 Â 120 O-type mesh. By selecting r ¼ 3, s ¼ 4 and preparing the training samplings for the SVR, the SVM-based ROM for unsteady aerodynamics is constructed. Then, the unsteady aerodynamic loads predicted by the SVM-based ROM are compared with the Euler solver by giving the airfoil a forced pitch vibration movement. It can be seen in Fig. 3 that the aerodynamic coefficients predicted by the SVM-based ROM agrees well with the Euler solver.
LCO prediction
By coupling the SVM-based ROM with the structural dynamics equation, we could investigate the aeroelastic behaviors. At Mach 0.875 and reduced velocity V Ã ¼ 0:8, the SVM-based aeroelastic model and CFD/CSD couple solver were run using the initial plunge velocity of 0.1. As shown in Fig. 4 , the nonlinear LCO behavior of the aero- elastic model is successfully captured by the ROM and CFD/CSD couple solver. In order to further validate the high efficiency of the ROM, another SVM model is constructed at Mach ¼ 0:8, and several LCOs at V Ã ¼ 1:2, 1.5, 1.8 and 2.0 are captured by the ROM very quickly. Figure 5 shows the behaviors of the aeroelastic system in terms of how it runs into LCO. Figure 6 plots the comparison of the LCO amplitude of plunge and pitch predicted by the CFD/CSD couple solver and SVM ROM. The good agreement indicates the accuracy of the SVM ROM again.
Usually, which condition the LCO will occur is unknown, so we must use many initial guess values to run the solver repeatedly. Nearly 10 hours were required for the CFD/ CSD couple solver to capture these LCOs compared to no more then 10 minutes for the ROM. The high efficiency of ROM is a very good practical advantage for searching the flight envelope of the aircraft in the whole flight regime. The simulation results indicated that the SVM ROM can present the nonlinear LCO behaviors well. It provides an attractive simple efficient model for LCO prediction and control. In the next section, we'd like to investigate active control law design method for LCO suppression based on the proposed SVM based ROM.
4. Active Control Law Design Method for LCO Suppression 4.1. Aeroservoelastic model based on SVM ROM As a demonstration, the flap control surface is used to stabilize the dynamic instability. The typical three DOF pitch and plunge airfoil aeroelastic system with control flap shown in Fig. 7 38) can be modeled as
where is the deflection of the control surface. C L , C M are the additional aerodynamic coefficients of the flap which can be calculated by the CFD solver directly. Let x ¼ ½h; ; Eq. (8) can be rewritten as the following aeroservoelastic equation. 
For active control of the aeroelastic system, we need to design a controller to suppress the unstable responses. The input of the aeroservoelastic system (Eq. (9)) is the deflection of the control flap and the output is the structural response, i.e., the pitch and plunge displacement of the airfoil. The active control/stability augmentation problem is to design a control law ¼ kx to stabilize the structural response such as flutter and LCO.
In most of the practical aeroelastic control problems it is impossible to measure all the state variables of the system. For example, the state variables of the nonlinear flow cannot be directly measured. Static output feedback (SOF) controllers are based on direct feedback of the outputs. 40) It is simply assumed that only a few linear combinations of system states are available. The structure of the control is described in Fig. 8 . The unsteady aerodynamics including C L and C M are modeled and predicted by the SVM ROM. The SQF controller is used to suppress the response. As a demonstration, the formula of the control law is selected such as ¼ ½K 1 ; K 2 ½h;
T . Then, the control gain of the controller can be calculated in the MATLAB/Simulink environment.
Simulation and results
In order to demonstrate the effectiveness of the control law designed using the proposed method, the comparison of the results predicted by the SVM ROM and the CFD/ CSD couple solver are illustrated for the NLR 7301 airfoil. In the simulation at Mach 0.78 and V Ã ¼ 1:2, the time step is 0.001 second, and the control gain is ½K 1 ; K 2 ¼ ½0:005; 0:015. The active controller starts at the 7,300th time step after the aeroelastic system runs to LCO. Figure 9 plots the responses of pitch and plunge movement predicted by the SVM/ROM in MATLAB and the CFD/CSD couple solver. Figure 10 is the comparison of the response of the flap predicted by two models.
It can be seen that the designed control law can successfully suppress the LCO very quickly. The agreement of the results predicted by the two models indicates that the proposed SVM-based ROM is suitable for active LCO control law design. It's a good enhancement to the control law design method based on the system identification ROMs, especially for the active suppression of LCOs where intensive computational cost is required for traditional ROMs.
Conclusion
A SVM-based ROM was developed for fast prediction and control of nonlinear aeroelastic response in transonic flow. We proposed a general control law design method for the SVM-based ROM. The simulation results indicated that the SVM-based ROM can successfully capture the LCO behavior with good accuracy and high efficiency. Owing to the good performance for representing the nonlinear transonic aerodynamics, the control law designed based on SVM can be directly evaluated by itself, without requiring the intensive computational cost of the CFD/CSD couple solver. The computational efficiency of the SVM-based ROM is a promising tool for real-time flight simulation and flight controller design of flexible vehicles with nonlinear aeroelastic effects. Future research will focus on developing a fully MIMO training method to further improve the accuracy and efficiency, and applying SVM ROM to three-dimensional wing and flexible full aircraft, especially for the cases with flow parameter variation.
