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ABSTRACT 
Computational studies of two- and three-dimensional, turbulent 
recirculating flows within mechanically-ventilated enclosures are 
reported. Two principal cases are examined: (i) two-dimensional 
offset jets: and (ii) three-dimensional flow induced in rooms by 
supply jets emanating from low or high side-wall registers. The 
calculations were undertaken using iterative finite-domain proceedures 
which solve the conservation equations for mass, momentum and 
enthalpy, together with additional transport equations for the 
turbulent kinetic energy and its dissipation rate . The effect of 
buoyancy waS. explicitly accounted for when modelling these equations, 
in order that they could be employed to simulate buoyant flow in 
ventilated rooms. Computations of the mean velocity, temperature and 
convective heat transfer distribution are reported, and compared with 
experimental data where available. 
A modified version of the two-dimensional elliptic code of Pun 
and Spalding (1977) was employed to simulate the offset jet case. 
These involve the discharge of a turbulent jet parallel to a flat 
surface and eventually attaching to it. The investigations covered a 
wide range of offset ratio (3.5-32.4). and the computed flow 
properties are compared with measurements from several sources. These 
comparisons show good agreement downstream of the reattachment point, 
while some discrepancies are evident upstream from this location. The 
differences therefore occur mainly in the recirculating flow region, 
and are believed to arise from shortcoming in the starting profiles, 
the turbulance model and the treatment of the near-wall flow. 
A three-dimensional elliptic finite-domain code was developed to 
simulate the complex, jet-induced flow within rectangular enclosures. 
The code was verified using both laminar and turbulent flow test cases 
on simpler geometries. Comparisons with the measurements and 
predictions reported by previous researchers were employed for this 
purpose. Subsequentlyr the ventilated room simulations were 
undertaken using three different ventilation arrangements with thermal 
conditions corresponding to isothermall non-buoyant (constant 
property) and buoyancy"affected flows. The computations were again 
compared with experimental and numerical predictions of previous 
researchers. This comparison displayed generally good agreement with 
these sources. 
A study of the flow and convective heat exchange within a 
warm-air heated rom, for which buoyancy effects are significant# is 
also reported in a bound paper (Alamdari, Hammond and Mohammad, 1986) 
for three different heat loads. Its aim to assess the balance between 
accuracy and economy provided by the present higher-level method 
compared with the intermediate-level convection model of Alamdari and 
Hammond (1982) when used to supply building thermal simulation 
programs with accurate convection heat transfer data. The computed 
results of both models were compared, and indicate that the 
intermediate-level is a valuable alternative source that can satisfy 
the needs of building thermal modellers. It provides resonable 
accuracy at a very modest cost in computing terms. 
I would sincerely like to thank Mr. G. P. Hammond# who beyond the 
task of supervising the work reported here, has been a constant 
friendly source of inspiration, encouragement and guidance throughout 
the course of the study. His critical assessment at all stages of the 
work was very valuable in bringing the research to a fruitful 
conclusion. 
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CHAPTER 1 
INTRODUCTION 
-1- 
1.0 INTRODUCTION 
1.1 THERMAL COMFORT AND THE BUILT ENVIRONMENT 
1.1.1 The Need for Space Air-conditioning 
The control of indoor climate, either for human comfort or for 
the proper performance of some industrial or scientific process, is of 
great importance throughout the world. People cannot live comfortably 
and work effectively all the year round without winter heating and/or 
summer cooling, except in a few favoured areas of the earth's 
temperate zones. The practice of creating a controlled climate in 
indoor spaces (for example in homes, schools, hospitals, hotels, 
commercial offices, and even factories) is no longer a luxury, but an 
essential part of the modern living and working. Air conditioning 
implies that the velocity, temperature, relative humidity and 
sometimes contamination of the air must be controlled within limits 
imposed by some prior specification. However, air-conditioning 
distribution systems have traditionally been designed to offset heat 
gains or losses from the occupied spaces without sufficient attention 
being devoted to the local pattern of air movement required for human 
comfort. These patterns usually depend on a number of factors 
including the entry velocity, the supplyý-return temperature 
differentiall the dimension of the space, the ventilation air change 
rate, and the location of the supply terminal devices (1-6). Recent 
studies of the air flow patterns within building spaces, and 
particularly the interaction of jets within such enclosures, have been 
directed toward ensuring compliance with these comfort criteria (4-9). 
1.1.2 Air Movement in Rooms 
Air movement within mechanicallyý-ventilated enclosures is 
characterized by the existence of turbulent convective and diffusive 
transport in all three directions. The flow properties at a given 
location are consequently dependent on both the upstream and the down- 
stream conditions; the governing partial differential equations are 
therefore 'elliptic' in nature. Such flows are often called 
recirculating or elliptic flows, the latter term referring to the type 
of the governing differential equations. Whatever the terminology, the 
- 
important point is that the complexity of these flows has# until 
recently, been such as to hinder all but approximate forms of 
analysis. The latter relied on calculation routines based on 
estimates of the velocity field produced by various inlet opening 
geometries, such as those giving rise to free or wall-jets. These 
tools are of limited applicability and cannot provide a detailed 
description of the air motion. They are only intended to ensure that 
the velocity is reduced to a low value before the air enters the 
occupied area of the ventilated spaces (see, for example, the ASHRAE 
Handbook of Fundamentals,, 1977). 
The flow patterns and velocity and temperature distributions 
within mechanically-ventilated enclosures may be obtained by flow 
visualization and measurements respectively, using either scale-model 
or full-size rooms. However, these kind of investigations are usually 
elaborate, expensive to undertake, and sometimes inaccurate. It can 
be difficult to alter the models geometry. Research dating from, the 
early 1970's has therefore turned toward an alternative approach based 
on the numerical solution of the governing flow equations for mass, 
momentum, and scalar properties. This is because recent advances in 
numerical calculation procedures for fluid flow and heat transfer have 
brought computer useage within reasonable cost limits for practical 
design problems. 
In the presence of a turbulent motion these numerical procedures 
usually contain two elements; a turbulence model which attempts to 
simulate the basic mechanism of turbulent flow, and a computer program 
which facilitate the solution of the relevant equations by means of 
numerical integration techniques using a modem computer. The 
attractive feature of such procedures is that they solve general flow 
equations which allow modelling of different industrial and- 
environmental flow problems. They also provide the flexibility of 
altering the flow geometry to fit a particular flow case, and produce 
field distributions for the flow and associated variables. Thus, 
valuable design data may be obtained for many engineering projects. 
The development, assessment and validation of numerical 
calculation procedures for complex turbulent flows have shown 
considerable progress in the recent years. Howevert few 
- 
studies have been undertaken for practical ventilation and heat 
transfer problems in building spaces (10-17). The research described 
in this thesis represents a further step in the validation and 
assessment of these methods for predicting two- and three-dimensional 
elliptic flows such as those encountered in spaces subjected to 
artificial heating and ventilation. 
1.2 BUILDING THERMAL PERFORMANCE 
1.2.1 Thermal Comfort and Energy Conservation 
The provision of spatial comfort in building, as is well known, 
requires a great deal of energy (18). This has led many industrial 
countries, in the aftermath of the energy crisis of the mid 19701's, to 
introduce new conservation measures to reduce energy consumption in 
this area (19). In most of these countries, domestic and commercial 
buildings consume more than 40-50 percent of the total delivered 
energy (20), and a high proportion of this (60 percent in the case of 
the United Kingdom) is used for space heating, cooling and ventilation 
requirements. The introduction of conservation measures has therefore 
been accompanied by a vigorous research effort, particularly in regard 
to the simulation of building thermal performance. This has been 
undertaken in order to permit a rapid appraisal of alternative design 
strategies. In such simulation studies, a building is treated as a 
complex network of thermal resistances and capacitances linked by 
conductive# convective and radiative processes. The ways in which 
this complex circuit is treated,, forms the so-called building thermal 
model. However, a weakness of all modern building thermal models is 
that emphasis has been placed on simulating the transient performance 
of the building fabric, while the air flow and heat exchange in and 
around the structure pre modelled using only rough approximations (21). 
indeed, a comprehensive study of the new generation of building 
dynamics thermal models by the International Energy Agency (22) 
concluded that their accuracy is presently limited by uncertainties in 
the input data, particularly for air infiltration and convective heat 
transfer rates. 
- 
1.2.2 Alternative Approaches for Evaluating Convection Coefficients 
Building thermal modellers have typically utilized the empirical 
data recommended by the ASHRAE (23) and CIBSE (24) design guides when 
specifying convection coefficients within dwelling and offices. In 
these data, both guides seem to ignore the possibility of 'forced, 
convective heating, and employ only buoyancyý-driven (traditionally 
called 'free? or Fnaturall) convective internal surface coefficients 
to obtain fabric IU-values'. The CIBSE guide, however, has provided 
an approximate correction factor to the buoyancy-driven data when the 
air velocity over individual surfaces has non-zero values. 
unfortunately, this practice is not very helpful; as Alamdari and 
Hammond (25) have noted that the designer generally has no means of 
determining this velocity a priori. They also observed that such a 
procedure neglects variations in surface coefficients due to different 
heating systeaVroom configurations. Recent field and laboratory 
'environmental chamber' measurements (26-27) have, not surprisingly, 
shown that forced convective heating and/or mechanical ventilation of 
enclosures give- rise to internal convective transfer rates that are 
much higher than the guides values. Water (28) has also demonstrated 
that the accuracy of his building thermal models is strongly dependent 
on the correct choice of internal exchange coefficient when simulating 
mechanically-ventilated structures. 
In an effort to obtain improved convective heat transfer data 
appropriate to the need of building thermal models,, a 'hierarchy' of. 
interacting and interdependent approaches to calculate surface 
coefficients have been developed at Cranfield (21,25). These models 
were initially developed for mechanically"ventilated enclosures, such 
as warm-air heated rooms or air-conditioned offices in which the 
forced convective mot 
, 
ion induced by the air supply jets predominates. 
The calculation methods themselves range from lower-level' 
approaches, such as wall-jet profile analysis (29-30) and improved 
data correlations for buoyancy-driven convection (31), to the 
deployment of a 'high-level' flow model that solve a discretized fom 
of the governing elliptic equations for complex, Jet induced room air 
flow (21,32). Both the higher- and lower-level models have been used 
to develop and verify an intermediate-level? computer code (25), 
which formed the basis for generating input convection heat transfer 
- 
data for dynamic building thermal models. it has been argued (21,25) 
that this code appears to offer the best prospect of meeting the needs 
for building thermal simulation in terms of accuracy, economy and user 
friendliness. This is in part due to the fact that dynamic building 
thermal models employ multiple (space and time) averaged heat transfer 
coefficients of individual structure elements: ceilings, floors, 
roofs, walls and windows. The success of this approach led to the 
development of an anologous intermediate-level computer code for 
wind-induced, external convective from building (21). 
1.2.3 The Development and Verification of Intermediate-level 
Convective Models 
The way in which the various calculation methods interact 
is illustrated in figure (1.1). The classification scheme adopted for 
these methods 'levels' was intended (21) to reflect the potential 
generality of their range of application, rather than their scientific 
sophistication (see (21) for a fuller explanation of the term). The 
iterative process of developing and verifying the intermediate level 
methods is represented in figure (1.1) by the blocks within the dashed 
line. Both experimental data obtained from. full- and model-scale 
tests, and the computed results of a higher-level computer code have 
been used for verification purposes. This was conceived by Alamdari 
etal (21) as a feedback process from which ad hoc corrections would be 
made to the intermediate level computer codes. 
1.2.4 Limitation of the Intemediate-level Approaches 
An apparent limitation of the intermediate-level model is that, 
having been developed as a 'generalization' of the lower-level methods 
(21) which are only valid for simple shear flows, they cannot deal 
with the consequences of flow interactions. The model for 
mechanicallyý-ventilated enclosures, for example, uses the known 
characteristics of turbulent wall-jets (29-30) to simulate air 
distribution systems in which the supply air jet is emitted neart and 
runs parallel to, one of the room surfaces. However, such wall-jets 
will inevitably be influenced by jet-impingement against 
backward-facing walls, and by tsecondary flows' or longitudinal 
vortices along stream-wise comers. Alamdari, Hammond and Montazerin 
- 
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(33) observed that the former phenomenon is likely to have only a 
relatively small effect, on surface-averaged convective coefficients. 
Nevertheless, they cause a significant deviation in the local heat 
transfer distribution between the computations from both the 
intermediate- and high-level models and experimental measurements 
(33). 
The high-level flow model previously used at Cranfield 
(21,32,33) was limited to cases involving two-dimensional non-buoYant 
flows. Most practical flow problems in buildings are 
three-dimensional in nature, and are often accompanied by significant 
buoyancy effects. In order to assess the effects of the latter 
phenomenan, which are more important with three dimensional flows, and 
to verify the intermediate-level calculation methods it is necessary 
to have reliable validation data. There are two potential sources of 
such data, either experimental measurements or the computations of a 
three-dimensional, high-level flow model. The full-scale experimental 
measurements (as have been mentioned in section 1.1.2) are expensive 
in terms of man-power and other resources. The development of 
higher-level models, on the other hand, in addition to satisfying this 
particular need, also enable the simulation of other elliptic flow 
problems of industrial and environmental importance. The development 
of a three-dimensional, high-level flow model was therefore the main 
purpose of the present study. 
1.3 THE AIM OF THE PRESENT WORK 
The present work was aimed at developing a three-dimensional 
finite-domain computer program that could handle a steady 
(statistically stationary) elliptic flows. it was intended to test 
and validate the lpýedictionsl of this program by comparison with 
available measurements, and the numerical computation of previous 
researchers for a range of complex laminar and turbulent flows 
applicable to the built environment. The program would then be used 
to predict the air flow and convective heat transfer within 
mechanically-ventilated rooms for both isothermal and 
buoyancy-effected flows. However, in the first instance, the 
two-dimensional elliptic code of Pun and Spalding (34)o (The CHAMPION 
2/E/FIX program) was used to predict the behaviour of turbulent 
off-set jet flows, in order to gain familiarity with the numerical 
computation techniques. These 
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jet-flows are, in any case, of considerable importance in their own 
right. 
1.4 LAYOUT OF THE THESIS 
The present work concentrate on two main areas; the first was 
concerned with the use of the CHAMPION 21EVFIX code to predict two- 
dimensional turbulent offset jet flows, while the second dealt with 
the development,, validation, verification and implementation of the 
three-dimensional elliptic code. The mathematical foundation of the 
present work is first presented in a general (three-dimensional) form 
in chapter 2, while the corresponding finite-domain formulation and 
the numerical calculation procedures are discussed in chapter 3. This 
is followed in chapter 4 by a description of the two-dimensional 
off-set jet studies, including comparisons with the available data. 
The solution procedure used in the three-dimensional elliptic code is 
presented in chapter 5, where its use for two laminar flow test cases 
(flow through a sudden expansion and flow in a three-dimensional 
cavity with moving wall) is discussed. A comparison with experimental 
and numerical data from other sources are also presented for these 
test cases in order to verify the performance of the present code. 
The use of the code to simulate developing turbulent flow in square 
ducts is discussed in chapter 6. Computations were again compared 
with experimental and computational results of previous researchers in 
order to assess the predictability of the code for turbulent flow 
situations. In the following chapter 7, computations for isothermal 
and buoyancy-affected flows in mechanically-ventilated rooms of 
different geometries are presented. The computed flow field variables 
and surface heat transfer coefficients were again compared with 
various data sets. General conclusions are drawn concerning the 
validity of the yarious calculations in chapter 8, where 
recommendations are made also for further research. Finally, a 
bounded paper entitled "computation of air flow and convective heat 
transfer within space-conditioned, rectangular enclosures" (Alamdari, 
Hammond and Mohammad, 1986) reports the results of a comparative study 
of the performance of both the higher- and intermediate-level models 
for calculating heat transfer in wam-air heated rooms. 
CHAPTER 2 
I(ATHEKATICAL FRAMEWORK 
- 
2.0 MA7VE4ATICAL FRAMEWORK 
2.1 INTRODUCTIM 
Practical situations involving fluid flow and heat transfer? 
including mechanical ventilation, are governed by the principles of 
conservation of mass, momentum and any general scalar properity of the 
flow. These principles can be expressed in terms of partial 
differential equations (PDE's) for both laminar and turbulent flow 
regimes. The present chapter summarises these PDE's and explains how 
they are formulated to permit the solution of practical problems. 
2.2. GENETU%L CONSERVATIM EQMTICNS 
2.2.1 Time Dependent Continuity and Momentum Equations 
The conservation equations may be expressed in a cartesian tensor 
notation as follows (35): 
Mass Conservation (continuity) 
ap +a (Pui) - 0.0 T-t 5x 1 2.1 
Momentum conservation (Navier-Stokes-equations) 
aa ap 
-at (Pui) + ix7(pu. u)---+ 
aTil 
+ 2.2 
jji axi ax i 
Sb, i 
where ui are the instantaneous velocity components in the i- 
direction, i-1,2,3 
P is the instantaneous pressure 
p is the density of the flow ; 
-r is the stress tensor (see section 2.2.3) 
t is time ; 
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xi, xj are the space co-ordinates system, when subscript is 
repeated in a term a summation of N terms is implied, (N -2 
or 3 depending on whether two- or three-dimensional flow is 
considered). 
Sb, i are buoyancy source or sink terms. 
Equation 2.2 represents a set of N second order elliptic differential 
equations, corresponding to the N components of velocity in the 
cartesian co-ordinates. This set must be solved simultaneously with 
the first order diferential equation for continuity (equation 2.1) in 
order to obtain the volocity and pressure field. 
2.2.2 Conservation Equation for Scalar Property. 
The conservation equations governing the dispersion of certain 
scalar properties of the flow, such as enthalpy/temperaturej 
turbulence kinetic energy K or turbulence dissipation rate c, have 
similarity of fom. They can therefore be represented by a single 
differential equation for some general scalar property (4) as follows: 
a(PO a 
+ at ( puj +) = ax i 
+ 2.3 
Where S# represents a source or sink for #, and J #IJ is the 
diffusion 
flux in J-direction. The form of the latter flux will be discussed 
below - 
2.2.3 Auxiliary Relations 
The molecular diffusion of mementum, -rij, and scalar property* 
flux, J, j, in equation (2.2-2.3) can be related to gradient of 
velocity components and scalar properties respectively. In 
constant-property flows these constitutive relation are as follows 
(36): 
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au, au -)2.4 
axi + 
i-Xli 
joi . /i (" ) 2.5 a0 ax i 
Where /i and a# are the dynamic viscosity and Prandtl/Schmidt number of 
fluid respectively. 
2.3 TIME-AVERAGED EQUATIONS FOR STATISTICALLY STATIONARY 
TURBULENT FLOW 
Some scientists have recently tackled the turbulent flow problem 
by attempting to solve the time-dependent Navier-Stokes equations 
directly using numerical methods. These calculations, which are very 
expensive, are made to explore the physics of the turbulence itself 
rather than to solve an engineering problem. In many practical 
situations the details of the small-scale motion of the flow are 
unimportant. Therefore, the problem may be approached by utilising the 
time-averaged version of the Navier-Stokes and associated equationst 
in which the instantaneous properties of the flow are replaced by 
time-averaged (mean) values with fluctuating values superimposed upon 
them (37). In a statistically stationary (sometime, but misleading# 
termed Fsteady') flow the mean value of each variable + (i. e. 
u,, v,, w, P, h ... etc) is given by: 
t 
1 
dt 2.6 
2.7 
Where 4 and are the time-averaged and fluctuating component of the 
variable respectively. 
Substituting for the instantaneous values of each variable in 
equations 2.11 2.2 and 2.3j and time-averaging (38) yields the 
following equations which govern the mean motion of a 'steady, 
turbulent flow of uniform density: 
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(i) Continuity 
a 
YX (p ui) - 0.0 
(ii) Momentum 
aa au i au I --- -Fxj (P Ui UP -5xj -5xj + -5xi Pui Ui 
T- 
aPS 
5x-i + b, i 
(iii) General scalar property 
(P tuP ui +S ax ii 
"X-j of ax i14 
Where U are the time-averaged velocity components, 
P is the of to static pressurej 
f is the is general scalar property, 
St is the it source/sink of f 
ul is the fluctuating value of u, and 
01 is the ;I of f. 
2.8 
2.9 
2.10 
The addiýional terms. ýMaring in equations (2.9-10) i. e. 
(-P ui ui) and (- P are, called the Reynolds stress tensor and 
turbulent flux tensor respectively, while the equations themselves are 
often termed Reynolds equations. The main difficulty in solving these 
equations concerns the determination of the Reynolds tensors. It is 
not possible to compute their values directly as additional transport 
equations for the turbulent fluxes involve further unknown quantities. 
Therefore before any solution can be obtained they must be 
approximated in terms of a known or calculable quantities. These 
approximations are called turbulence models, and are the subject of 
the next section. . 
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2.4 TURBULENCE MODELS 
The Reynolds stress tensor constitutes an unknown term in the 
momentum equation (2.9) which has to be related to other, calculable 
turbulence and/or rean properties of the flow field in order that it 
may be determined. The necessary algebraic or differential equations 
collectively constitute a turbulence closure or model. 
The first turbulence closure was introduced by Boussinesqj who 
suggested that it might be possible to replace the Reynolds shear 
stress by turbulent or 'eddy' viscosity (pt). Since then it has been 
the task of many workers to determine /it, and progress has advanced 
from merely formulating algebraic expressions to the more difficult 
problem of solving partial differential transport' equations 
involving turbulence quantities. 
The basic requirements of a turbulence model are accuracy# wide 
applicability, economy and simplicity. A number of state-of-the-art 
reviews of turbulence modelling have been produced (see, for example, 
38-42). They indicate the wide variety of models that are now 
available,, and which lend themselves to several types of 
classification. Although there is no ideal classification scheme, the 
one suggested by Reynolds (43) and described below provides a 
systematic framework for discussing the various models., 
2.4.1 The Classification of Turbulence Models 
i) zero equation models 
The zero-equation models are those in which no partial 
differential, or transport, equations for turbulence quantities are 
used. They employed an algebraic expression based on empirical data, 
and often need to be varied for each flow situation. The Boussinesq 
eddy visosity formlation is an example of such models, in which the 
turbulent transport is related to the gradient of mean flow 
quantities. For example, in thin shear layers: 
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II 
puu2 Pt 
fI Pt 
pu2+at 
au 2.11 ax 2 
at 
(Tx 
2 2.12 
The mixing length hypothesis relates the turbulent viscosity to the 
local mean velocity gradient: 
12 
au 
Pt -u-x 
where lm is the mixing length, and must be described over the flow 
field empirically. 
ii) one equation models 
Here a differential equation is solved for a suitable velocity 
scale of the turbulent motion, usually as such a scale, 4K is taken, 
where K is the kinetic energy of the turbulent motion. A 
corresponding turbulent length scale distribution must then be 
prescribed algebraically for each flow. The modelling proposal of 
Launder and Spalding (39) and others lead to the following equation 
for K, which is applicable only to flows or flow regions where the 
local turbulence Reynolds number, Re t is sufficiently 
high. 
a8 (f tK) (pK +G2.14 U PC j ax a ax k j ak i 
and 
GI /i 
I au i( au, 
+ 
auj) 
2.15 kýtI 'Xi axi 8xi 
where c is the turbulence energy dissipation ratep 
ak is Prandtl/Schmidt number for K andt 
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Gk is the generation tem. 
In such models, the dissipation rate is usually defined from: 
3 
C' K3A2.16 
I 
where C is an empirical constant, and 1 is the dissipation length 
scale and must be prescribed empirically in a similar to that for lme 
Two principal suggestions have been made to relate the turbulent 
stresses to the kinetic energy K (42). The first suggestion utilises 
eddy viscosity concept, and yields the so-called Kolmogorov-Prandtl 
expression: 
Pt = CD pK2.17 
where CD is an empirical constant. 
The alternative proposal is due to Bradshaw etal (44), in which the 
K-equation is converted into a transport equation for the shear stress 
A 01 A 
(p ui uj) by assuming a direct link between p ui ui and K. They 
further assumed that the diffusion flux of K is proportional to a bulk 
velocity. 
(iii) Two-equation models 
Two equation models commonly solve a transport equation for a 
turbulence length scale parameter in addition to one for K. This 
overcomes the need to specify the length scale empirically, which is 
difficult in complex recirculating flows. In practice it proves to be 
more satisfactory to solve a transport equation for the energy 
dissipation rate (e), rather than the dissipation length scale (1). 
The two variables related (45) by equation (2.16), and therefore 1 can 
be easily recovered if desired. By combining equation (2.16) and 
(2.17) the turbulent viscosity can be linked to K and c. Thus 
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Ij m K2 t CD pT 2.18 
Two-equation models are the simplest available means of 
calculating turbulent stresses in recirculating or separated flows. 
Where it is very difficult to prescribe the length scale distribution 
algebraically (46-48). The popular model which used the turbulence 
energy dissipation rate in place of the length scale equation is known 
as energy-dissipationor K-c model of turbulence, see section 2.4-2. 
iv) Stress equation models 
The models which are based on the eddy viscosity/diffusivitY 
concept are not valid-under all circumstances. The main limitation of 
this approach is that the eddy viscosity and diffusivity are assumed 
to be isotropic; that is the same values are taken for the various 
Pu iuj is and pui+ls. However in complex flows or flows with turbulence 
influenced by strong body forces acting in prefered directions, such 
as buoyancy forces, it is strictly anisotropic. The local state of 
turbulence is also characterized by one velocity scale, "V-K, and 
individual stresses are related to this scale. In reality, each 
stress component may develop in the flow quite differently. 
In order to account for the different development of individual 
stress components, transport equations for all the components of 
_P , and analogous equations for all the scalar fluxes -puj+j are 
necessary. These models are often called multi-equation models or 
second order closure-schemes (43). The differential equations for 
such models are complex, and have the general form: ' 
(p 
U 
production + dissipation and redistriction 2.19 
There are, it should be noted, six such equations in a general three- 
dimensional flow, corresponding to each of the stress components. A 
variety of such models have been proposed by different investigators 
(41,49-50). 
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V) Large-eddy simulations 
In this approach three dimensional time-dependent numerical 
computations are performed for the large-eddy structure while a 
sub-grid effective viscosity is used for the small scale turbulence. 
The program of developing and explorating this approach was started in 
1973 by a group at Stanford University with close co-operation from 
Nasa-Ames Laboratory. Considerable success has been achieved since 
that time, and a more detailed description can be found in (43). 
2.4.2 Selection of Model for The Present Study 
The zero-equation models are applicable to simple, 
two-dimensional thin shear flows (51), where the length scale may be 
easily prescribed empirically and the predominante mean velocity 
gradient does not change sign. The one-equation models solve a 
differential transport equation for K. Thus the effect of upstream 
history and free-stream turbulence may be taken into account. 
However, the problem of specifying the length scale distribution in 
complex flows remains. Such a model was used with considerable 
success by Launder and Ying (52) to predict the fully-developed flow 
in a square duct,, but this is one of the few situations (other than 
two-dimensional thin shear layers) where sufficient knowledge of 
length scale distribution is available. Therefore, zero and one- 
equation models are not suitable for the present work; where the flow 
patterns are complex and a description of mixing length or length 
scale is difficult. 
The multi-equation models appears, from the fundamental point of 
view, to be more accurate and 'universal', but they require much more 
computer time than the two-equation models, since there are more PDE's 
to be solved. Th e validation studies that have compared the 
two-equation models with stress transport models, such as that by Pope 
and Whitelaw (53), have shown that the predictions of the latter 
models display little improvement. 
The two-equation model was therefore adopted for the present 
study principally because it is capable of handling complex 
recirculating flows without the need to prescribe a length scale, and 
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it uses much less computation time than do more complicated models. 
In the present study the FK-cl turbulence model was employed to 
predict two-and three-dimensional flows. An assessment of the model 
will be given later, but the nature of the differential equations used 
in this model will first be described more fully. 
Energy-dissipation turbulence closure 
The K-c model was first put forward by Harlow and Nakayama (54), 
and a full account of the form used in the present work is given by 
Launder and Spalding (45). The fundamental supposition of this model 
is that the turbulence is adequately characterized by two quantities. 
a) the kinetic energy of turbulence, K; and 
b) the dissipation of turbulent kinetic energy, c. 
The transport equation for K is obtained via the equation of turbulent 
velocity fluctuation uj- The latter can be derived with the help of 
equation (2.7) by subtracting the time-average momentum equation (2.9) 
from the time-dependent momentum equation (2.2). The results are: 
9 44 
aui aui a ap 
u (U u Ui u)-- -r + ax ax -- iip xi i Ixi - 
2u 
ax 
2.20 
10 where P represent the fluctuating pressure. By multiplying equation 
(2.20) by Ui, and time averaging it yield the turbulent kinetic energy 
equation (45): 
aK II au ia0# aK ) 
Tx- ui u N7 +uik-vg 
i 
IV 
2.21 
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-2 au 12 
where K- 0.5 U and c-v (-y- x') According 
to Launder and Spalding 
(39) this equation expresses theJ fact that changes of kinetic energy 
will occur over a small element of fluid (I) as a result of an 
imbalance between the generation of K by the interaction of shear 
stresses with mean velocity gradients (II), diffusive transport by 
either pressure fluctuations, velocity fluctuations or molecular 
diffusion (III), and the destruction of K by viscous action (IV). The 
modelled form of the K equation (which has been given in equations 
2.14-15) may be written in a three dimensional cartesian co-ordinate 
as follows (see figure 2.1): 
a( 
pUK) +a( pVK) +2( pWK) ax --Fy az 
aK a /it 
ax + -a-y ax ak ak 
and 
G 
[2 
( (aU)2 + (8V)2 ký ljt YX Wy 
aK a Pt aK 
ay + az (Tk- -5-z) + GK - PC 
2.22 
(aw)2 +( 
au 
+ 
av)2 
gi wy -rx + 
ý 
3u W+(. LV 
+ 
! W) 
5-z + -r az By 
2.23 
An exact equation for c can be derived by a similar procedure to 
that used above (54). The resulting equation is rather long and 
complicated, and-it will suffice for the presence purposes to give the 
modelled form (45). 
8aa. 
-rx (put) + -5y- (PVC) + --rz (PWC) 
/it Pt Pt 
IT ( cr IT) + Fy- (-jr ry-) + -5-z (7r- 
(Cl G 2.24 Kk- 
C2 PC) 
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THREE DIMENSIONAL CARTESIAN COORDINATES (X, Y, z) 
Y 
x 
PRIMARY (MAIN) AXIS 
TWO DIMENSIONAL CARTESIAN COORDINATES (X, Y) 
Figure-2.1 : Coordinate systems 
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where C, and C2 are empirical constants. The values of the turbulence 
model constants employed here are normally those adopted in the two- 
dimensional elliptic finite domain code of Pun and Spalding (34)*; the 
CHAMPICN program. 
c1 c2 CD ak 7c 
1.43 1.92 0.09 1.0 1.3 
2.4.3 Assessment of K-c turbulence model. 
,A 
The K-e turbulence closure has been used to compute numerous free 
and wall-bounded shear layers, and recirculating flows. Many 
investigators have obtained computations that were in good agreement 
with measurements (see,, for example 12-17,45,48,, 55-57). However, 
four special cases have been identified which are not predicted by the 
model without the inclusion of additional terms: 
i) Buoyancy affected flows (58) 
ii) Flows along curved walls (59) 
iii) Flows with swirl (60) 
iv) Axisymetric free-jets (45) 
of these four flows, only the first is directly related to the present 
study. However,, the buoyancy effect has been accounted for by 
introducing additional terms into the momentum, K and e equations (see 
table 2.2). Therefore the K-c model has been adopted for the present 
work. 
*Slightly different values are used in the developing duct-flow 
problem (chapter 6). 
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2.5 BOUNDARY CONDITIONS 
2.5.1 General Remarks 
The elliptic nature of the problem considered in the present 
study implied that the conditionýat any point in the flow can be 
influenced by other points. Therefore it is necessary to supply 
boundary conditions for the variables at all the boundaries of the 
flow domain, these boundaries could be one of the following: 
i) A specified value of the variable or its gradient, 
ii) A specified value of the ilwx of the variable. 
The variables for which boundary conditions must be supplied are the 
velocity components (U, V, W), enthalpy (H) turbulence energy (K), and 
its dissipation (c). The pressure (p) does not have to be prescribed, 
because of its interdependent nature with the velocity field. 
For turbulent flow near an impermable solid boundary there are 
many numerical difficulties in using the simple approach to specify 
the velocity components to be zero at the surfaces as required by the 
Ino slip' condition. These will be discussed in the following 
section, and a practical method of overcoming them will then be 
outlined. However some of the other boundary conditions specified for 
the present study are summarised in table 2.1,, and further details are 
given in subsequent chapters. 
2.5.2 Turbulent Flows Near Walls (Wall Function) 
i) General remarks 
It has already been mentioned that the turbulence model employed 
in this study is only valid for flow region with high turbulence 
Reynolds number (Ret). In the regions very near to a wall, the 
velocities tend to zero, and hence these are zones where the local 
Reynolds number is small and the viscous effects are dominant. If the 
exact ntum equations were to be solved in these regions then a 
large number of grid nodes would be needed. This would substantially 
increase the cost of the computations, due to the increase storage and 
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central processor requirements. Fortunately, very close to the wall, 
one-dimensional 'Couette flow? behaviour is observed. This offers an 
attractive approach of bridging over, the near-wall regions, via the 
introduction of 'wall functions'. These functions are often expressed 
in the form of, algebraic equations. ' It is'therefore possible to use 
these equations to connect the wall flux of momentum and scalar 
properties'(K,, c and H), which are required for numerical computation, 
to the conditions at the outer-edge of the Couette layer. 
ii) Wall function employed 
I The wall function adopted for this work is based on that used by 
pun and Spalding (34) in their elliptic code, and which is described 
in full by Launder and Spalding (45). The form of these wall 
functions for'each of the variables is outlined below: 
a) momentum flux 
The variation of a resultant velocity in the near-wall region 
is assumed to follow a logarithmic law. For a smooth wall this law 
can be expressed in the form: 
ti+ ln 
[E 
n+ uT 
where 
JL 
U UP 
12 
Tw U. 
r -AF -T: 
ý 
2.25 
2.26 
1 2.27 
and n+ 
pnpUr2.28 
/JJ 
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Here U1, U2 are the velocity parallel to the wall at a distance 
np ; 
U'r is the so-called friction velocity; 
TW is the resultant shear stress; 
np is the normal distance between the near-wall grid mode 
(P) and the wall, wherein P is located in the 'fully 
turbulent, region, 
K and E are empirical constants, (E - 9.01 K-0.4) 
b) K and C 
The variation of K and c in the constant stress layer near the 
wall may be deduced from the following assumptions: 
1) The total (viscous plus turbulent) shear stress in this 
region is uniform. 
2) The generation and dissipation of turbulence kinetic energy 
are in balance (local equilibrium). 
3) The length scale varies according to 1- CD Kn p. 
The resulting expressions are: 
1 2.29 'rW mP ý-; D -2 Kp 
The value of Kp is calculated from the transport equation for K, 
equation (2.22), with its diffussion to the wall set equal to zero 
thus: 
8K 
-0.0 2.30 T-n 
The generation and dissipation terms (i. e. Gk and pe) are then 
modified to be consistent with known results lor near-wall flow (34), 
see section (3.7). 
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The length scale near a wall is assumed proportional to the 
distance from the wall as have been mentioned above, thus the 
dissipation rate can be expressed as: 
33 
E- CD 
7Kp 'I 
/npK 
C) Heat flux 
2.31 
The distribution of temperature is assumed to be anologous to 
that for velocity given by equation (2.25). It may be written in the 
form, 
T+- cr (U 
++ Pj) 2.32 
ptp 
where 
e may be written in terms of temperature near the wall (T), 
temperature at the wall (Tw), and local heat flux to the wall (qw) as 
follows: 
is pU -C 
Cp (T 
w- 
T)/ qw 2.33 
P,, in equation (2.32) represents the viscous sublayer 
, resistance', which according to Jayatillaka (61) is given by 
P. 7 - 9.0 
1 cri 
- 1.0 
1/[a1]42.34 
Tt It , 
and cr 1, at being the laminar and turbulent Prandtl number 
respectively. Equation 2.33 is strictly valid for a, ý 0.5. 
2.6 A GENERAL FORK OF THE EQUATIONS TO BE SOLVED. 
The equations to be solved could be expressed in the general 
fom: 
9 
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aa 
POW +(p OV) +p IW) ay az 
Convection tem 
a 2.7 
(r. ýFt) + s. 2.35 ay ay -Tz IF 
DiffUSion tem Source tem 
The expressions for the diffusion coefficient r,,, and the source tem, 
s., corresponding to each variable are given in table 2.2. The 
buoyancy source or production tem in the K and c transport equation 
is given by (12,60,62-64): 
G Og 'Ut 
Be 
Bat Tni 
where 
9 is the excess temperature (T-TR), 
TR is reference temperature, 
is coefficient of thermal expansion and, 
g is the gravitational acceleration. 
The effective viscosity peff is defined by 
2.36 
"ef f+ "t 2.37 
and the corresponding effective exchange coefficient for H is given 
by: 
rh, eff -( 
#1 
+ 
/jt 
2.38 
a, Ot 
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3.0 NUMERICAL SOLUTION PROCEDURE 
3.1 BACKGROUND 
3.1.1 Numerical Techniques 
This chapter describes the basic tool used for the calculations 
presented in this thesis; a numerical integration technique that, 
together with modem high speed computers, enables the differential 
equations described in chapter two to be solved. There are two main 
techniques currently employed : the 'finite-domain method, (FDM) and 
Ifinite. element method'. (FEM). The main differences between these 
methods concerns the manner in which the discretized equations are 
derived. The FEM has the potential advantage of being able to readily 
handle complicated geometries. However a number of technical 
difficulties have been experienced in simulating fluid flow (as 
opposed to solid mechanics) problems, and these are fully discussed by 
Patankar (65). The FDM on the other hand, has been adopted in most of 
the studies in computational fluid dynamics (CFD) under-taken during 
the past few decades. Many of the latter have results from the 
efforts of Professor D. B. Spalding and his co-workers (at both the 
Imperial College and CHAM Limited), who have developed a series of 
finite-domain computer codes. Among these programs, the GENMIX and 
CHAMPICN -codes are concerned with t"imensional parabolic and 
elliptic flow problems respectively. The more recent program suite is 
designed for two- or three- dimensional parabolic, hyperbolic or 
elliptic flow cases, and embodies commericially classified information 
(34). 
In view of its wide acceptance and more advanced. level of 
development for fluid flow problems,, the FDM was adopted for the 
present study. The flow fields considered here are, in any case, all 
rectangulare and are therefore readily handled by the FDM. 
Consequently, -this technique has been incorporated into a computer 
program called the ESCEAT (Elliptic Equation Solver for Convection and 
Heat Transfer) code, produced to handle three-dimensional elliptic 
flow cases. In developing this program the Cranfield team made use of 
their past experience in applying the CHAMPION code to two-dimensional 
mechanical ventilation problems (21,33). The EscEAT code,, in addition 
to its ability to handle more complex geometries, incorporates a 
number of improvement in the numerical solution procedure for the 
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finite-domain equations. Both the CHAMPION and ESCEAT codes have been 
employed in the present study in order to compute two- and three- 
dimensional elliptic flows respectively. 
3.1.2 Outline of the Chapter 
In the following sections, the basic approach, that has been used 
in formulating the finite domain analogues of the differential 
equations is first described. The manner in which the boundary 
conditions for these equations are inserted is then explained. 
rinally, the solution procedure and some related computational aspects 
are described. 
3.2 FINITE-DOMAIN APPROXIMATION 
3.2.1 Introduction 
The starting point for the FDM is to derive finite-domain 
analogues to the governing differential equations. This is 
accomplished by dividing the flow domain into many small control 
volumes, and then integrating the PDE's over these cells to obtain an 
algebraic equation for each variable. Since the resulting 
finite-domain equations (FDE's) are non-linear and strongly 
interlinked it is necessary to employ an iterative procedure to solve 
them. A number of solution-algorithms have been developed for this 
purpose, including MhC (66), SMAC (67), SIMPLE (68), SIMPLER (65,69) 
and SIMPLEC (70). Both the SIMPLE and SIMPLEC algorithms (described 
in section (3.2.6)) have been used in the present study# although the 
latter was normally preferred. The SIMPLE procedure was adopted only 
for the three-dimensional laminar flow test cases (see chapter 5), 
which were carried out only in the development for the ESCEhT code. 
The iterative sequence used with both the CHAMPICN and ESCEAT codes 
employed a line-by-line technique, together with either an overall 
continuity correction' or a 'block-adjustment' procedure used to 
ensure mass conservation (see section- 3.4.3 and 3.4.4). 
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3.2.2 Computational Grid 
The first step in the derivation of the FDE's is to divide the 
calculation domain completely into a set of non-overlapping control 
volumes. This produces a computational (grid that comprising a multi- 
(two or three) dimensional, rectangular, cartesian lattice of grid 
lines. The grid spacing may be non-uniform in some or all directions 
so as to allow the spacing to be made small in regions with steep 
gradients, such as near walls. The intersection of the grid lines 
form the so-called grid nodes, each of which is assured to be enclosed 
in its own control volume. The control volume boundaries were taken 
to be mid-way between the grid nodes in the present work following 
(34). 
Figure (3.1) shows a small portion of the grid, comprising a 
typical node P together with its nearest neighbours, N, Sj E, Wt D and 
U, as well as the relevant control volume (i. e., that volume enclosed 
by the solid lines). The boundaries of the control volume are 
labelled with the lower case version of the label for the neighbouring 
nodes (n, s, e, w, d and W. 
3.2.3 The Staggered Grid 
All scaler dependent variables are stored in the grid node just 
described while the velocity components are stored at staggered 
location coinciding with boundaries of the control volumes for the 
scalar variables. The adoption of a staggered grid ensures that the 
velocities lay between the pressures that induce them, and are 
directly available for calculating the convective fluxes of the scalar 
flow variables. The staggered location and control volume for the 
velocity components are shown in figures (3.2-3). 
3.2.4 Finite-Domain Equations: 
The finite domain equations will be developed below by integrating 
the governing differential equations over a finite control volume. In 
this subsection the general PDE for the transport of the gcneral 
variable, t, is derived by integrating equation (2.35). The control 
volume and the grid nomenclature utilised in deriving these FDE's is 
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Fig. 3.3 : Illustration of arrangement of grid and variables 
locations at external boundaries. 
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given in figures (3.1-4). In the X-Y plane, the adjacent locations 
are described according to a north, south, east, west (N, S, E, W) 
system. In the direction of the main flow the adjacent locations are 
referred to as either upstream or downstream (U or D) subscripts. 
The general differential equation (2.35)may be written in the form 
d (j S 3.1 
where Ji is the total flux in direction J, which defined as 
ii - POU 
at 3.2 i- ro -Fx i 
The integration of equation (3.2) over the control volume gives: 
Je - Jw + Jn - Js +, j d- Ju - So *AX*AY*Az 3.3 
where Jel JwI JnI '7s' Jd and Ju are the integrated total fluxes over 
the control volume faces. The source-term, S., may simply be written 
in quasi-linear form as: 
Of St MSP+Sp0p 
where S and S #4 are determined from a suitable PP 
approximation of S. expression for the particular 
Therefore equation (3.3) becomes: 
3.4 
finite domain 
variable 0. 
Je - Jw + Jn - js + Jd - Ju m (5p, + Sp 0p). Ax. &Y. Az 3.5 
The continuity approximation could be obtained from the general form 
of equation (3.5) as: 
Fe - Fw + Fn +Fd- Fu - 0.0 3.6 
where Fel Fw, Fnj FS# Fd and Fu are the mass flow rate through the 
control volume faces. 
Fe- (pu) 
e 
AY. AZ 
F- (PU)W. AY. AZ 
w 
Fn ý (PV)nOAX*AZ 3.7 
Fs- (pv)s .M Az 
Fd " (PW)d*AX*Ay 
FU " (PW)U. AX. AY 
- 36 - 
k 
N 
6w 6e 
6n 
Ayý 
\ýNxl 
wo- 
-AX 
S 
yt 
x 
Fig. 3.4 : Typical notation for geometrical parameters of grid 
and control volumes. 
- 37 - 
multiplying equation (3.6) by Op and subtracting it from equation 
(3.5) result in: 
(i 
e-Fe 
lp) - (jw - Fw lp) + (jn -Fnf p) - 
(i 
s-Fsfp)+ 
(jd-Fd0 
p) - 
(ju -Fu0 p) - 
(Sp + Sý 0 p) 
AX. AY. AZ. 3.8 
Equation (3.8) is the finite-domain equivalent of equation (2-35) 
According to Patankar (65), the terms (Je - Fe fp)... etc., can be 
replaced by: 
Je - Fe fp m aE (*P - #E) 
JW - FW fp - aw Olw - IP) 
Jn - Fn ep w aN (op - eN) 
19- Fs fp - as (fs - fp) 3.9 
Jd - Fd fp 
W aD (tP- f D) 
iu - Fu "p - au (u - "p) 
The substitution of 
rearranging gives: 
ap Ilp - (I 
EjW, NjSjDpU 
where 
relations (3.9) into equation (3.8) and 
+ 
aE" De B (lPel )e + 11- F eloll 
a. - Dw B (lPel)w + [[ Fw o] I 
aN - Dn B (lPel )n + 11- F nlol 
I 
as=DsB (lPel)s +Fs to]] 
aD - Dd B (lPel )d + 11 -F d1oll 
aU - Du B (IPel)u + [[ Furol) 
a) -'s' äx. &Y. äz 
p EWNOSDpU 
Sp. AX. AY. AZ 
3.10 
3.11 
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The D's are the diffusion terms and they are defined as: 
De=rf, 
e ' 
&Y. AZ/(Sx) 
e 
Dw-r f1w &Y. wz/(&X) w 
Dn-r *in t'X"&Z/(Sy)n 
Ds mr fps &X. AZ/(&Y)S 3.12 
Dd-rf, d AX. AY/(SZ) d 
Du»r feu LX. L%YI(&z) u 
(Pe) 
e, 
(Pe) 
w ... ýetc. are 
-the cell Peclet numbers at the control 
volume boundaries, which may be interpreted as ratio of the strength 
of the convention term. to that of the diffusion tem. These are 
defined by: 
Fe 
(Pe) 
e - Ue 
(Pu 6x/r f, e) 
Fw 
(Pe) 
w -y w 
(PU sx/rt, 
w 
Fn 
(Pe) 
n Un pv 
6y/r 0 n 
Fu 
(Pe) 
u bu- 
(Ow sz/rt,, 
u 
3.13 
The exchange coefficient r0 at the control volume faces may be written 
in the form: 
ro, 
e"(rO, p +r §pE)/2 
3.14 
r 
low 
(r 
tow +r top 
)/2 
with similar expressions for r,,,, r,, no 
[[A, BIJ denotes the greater of A and 
related to the choice of differencing 
derivation. Some alternative schemes 
subsection. 
r O, d and ro U* The operator 
B, and B(lPel) is a function 
scheme to be used iri the 
are discussed in the next 
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Special attention needs to be paid to the momentum equations from 
the general equation (3.10). This is firstly due to the staggered 
storage location of the velocities and associated control volumes, 
whose boundaries are arranged in the manner of figures 3.2-3 , and 
secondly to the pressure gradient terms (see table 2.2). The 
resulting W-momentuml U-momentum and V-momentum. equations have the 
form: 
aW- (EjWjNjSjD Ua W) + bm + Ad (PP - PD) pp 
pUp- 
(EjWjNjS, 
D, UaU) +bm+Ae 
(PP - PE) 3.15 
apV- (E, W, N,, SD, U a V) + bm + An (PP - PN) p 
The pressure gradients, AjA) and A e 
(PP - PE) n 
(PP - PN d (PP - PD) 
are acting in the x-, y" and z- directions respectively, where 
Ad- LX., üy 
Aew AY. AZ 
Aw AX. AZ 
n 
3.16 
The bmFs. plus the pressure gradient terms are now equivalent to the 
b's in equation (3.10). 
3.2.5 The Choice of Differencing Schemes 
There are several differencing schemes available for use in 
deriving the FDE's from their PDE's. In order to illustrate some of 
these schemes and their relative merits, a steady one-dimensional 
situation in which only convection and diffusion terms exist will be 
considered. The governing differential equation (2.3) then reduced 
to: 
d (Pufl- d (r df 3.17 Ux- Ux- 0M 
Similarly the continuity equation becomes: 
d 
T. (PU) - 0.0 3.18 
- 40 - 
The integration of equation 3.17 over the control volume in figure 3.5 
yields 
(put) - (Put)w = (r 
df )- (r dt 
e0 Ux- e 't ux-)w 
3.19 
The manner in which the diffusion and convection terms are formulated 
at the control volume faces identifies the differencing scheme 
employed. Various alternative schemes are discussed below: 
i) Central differencing scheme. 
This scheme presumes a linear variation of 0 between grid nodes, 
and therefore the value of f at an interface is given by: 
fe - 0*5 (OE 'ý' OP) 3.20 
tw-0.5 (fp +4w) 
with diffusion terras in the fom: 
E-P3.21 
Sxe 
df op - 
Ow 
ux-)W,. - rt, w -Tx-w 
The substitution of equations 3.20 - 3.21 into equation 3.19 yields: 
0'5(PU)e (#E +0 P)'- 0'5(pu )w ("P +# W) ý 
3.22 
rf, e 
(fE-fp )/&x 
e- r#, w (p - fw)/, xw 
The finite domain form of equation 3.22 may be obtained by rearranging 
and using equation 3.18 to give: 
ap #P " aE *E + a. 0W3.23 
where 
De-O. SF 
e 
- 41 - 
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Figure 3.5 : one-dimensional grid [after Patankar (65)] 
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aW Dw + O. SFW 
apaE+a. 
According to Patankar (65), Runchal (71) and others, this central 
differencing scheme works well when -2<Pe<2, but outside these limits 
the coefficients a E' aW and ap become negative, and leading to 
physically unrealistic calculations. If an iterative method of 
solution is employed, instability may also occur (65,71-72). 
upwind differencing scheme 
A well known remedy for the difficulties encountered in the 
central differencing scheme is the upwind scheme (65). in this scheme 
the diffusion term on the right of equation 3.19 retains its central 
difference formulation, while the convection term is calculated in 
different manner (65,73). The interface value for 4 is assumed to be 
equal to the value of * at grid point on the upwind side of the face: 
#e-#p if Fe ý 
#e-# if Fe 'ý 
3.24 
with the value of Ow being similarily defined. The replacement of 
equation (3.20) by equation 3.24 gives rise to new coefficients in the 
finite domain equation (3.23), namely 
aE-De + [[- Fero]] 
atW -D+ FW101 I w 
3.25 
The predictions that are obtained with this scheme are stable at all 
Peclet numbers,, in contrast to those of the central differencing 
scheme. It is also more accurate than the central differencing scheme 
when lPel>2,, although it is slightly inferior at smaller values (65). 
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iii)Hybrid scheme 
A hybrid differencing scheme was developed by Spalding (72), which 
employ the central difference formulation when lPel, <, 2, and the upwind 
one when IPe1>2. This implies that the coefficient aE is given by: 
aE w -Fe if Pe <-2 ; 
aE ý De - 0.5Fe if -2<Pe<2 and 3.26 
aE - 0.0 if Pe>2 
In a combined and more compact fom, the coefficients aE and aw can be 
written as: 
aE -t [-F e 
De - 
Fe 
0))3.27 72 
aW -([ Fwf Dw + 
Fw 
8,0), -2 
Although this hybrid scheme is not in complete agreement with the 
exact result obtained by S palding (72) for one dimensional 
convection-diffusion problem (see Figure 3.6), it nonetheless 
incorporates the best feature of the central and upwind schemes 
respectively. 
iv) Power-law scheme 
This scheme has been proposed by Patankar (65) as an improvement 
to the hybrid differencing scheme. He introduced it as "a power-law, 
approximation to the exponential (i. e. exact) differencing scheme of 
Spalding (72). Patankar argued that the departure of the hybrid 
scheme from this exact solution rather large at Pe - ±2 (see Figure 
3.6) and that was unrealistic to set the diffusion effect to zero as 
soon as IPel exceeded 2. The coefficients in this scheme read: 
a-D 
IF 
el )51] + 110# -F3.28 Ee 
1101(1- 0*1 
- ell De 
aW - Dw [[0#(1- 0.1 
lFwl)Sll 
+ «0, + FWIJ 
Dw 
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Figure-3.6 : The function B(IPI) for various schemes 
(after Patankar (65)). 
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which means that; 
aE- -Fe if Pe <-10, 
a-D. (1- 0.11 Fe 5-Fif -10 %<, Pe <0 Ee De 
aE -De (1- 0.11Fel)s !iu; 
E=0.0 if Pe >10 
if 0< Pe < 10, and 3.29 
The power-law scheme therefore extends the range of Peclet number over 
which simulation is reliable from +2 in the case of hybrid scheme to 
±10. Hence, it provides a good approximation to the exact expression 
(as shown in Figure (3.6)), while requiring less computational time 
than that needed for the exponential scheme. 
v) Quadratic scheme 
I 
This scheme was proposed by Leonard (74) as an alternative form of 
discretization for the convective transport terms in the numerical 
simulation of convection-dominated flows. It has been found to reduce 
the numerical or 'false' diffusion (see section 4.3.6) arising from 
the upwind treatment (55,75-76). However, it is less stable than 
either the hybrid or power-law schemes (76-78). The QUICK (Quadratic 
Upstream Interpolation for Convective Kinematics) scheme of Leonard 
employs a three-point upstream-weighted quadratic interpolation in 
which the control-volume surface values are obtained by fitting a 
parobala to the values of 0 at the three consecutive nodal positions. 
These are two nodes located on either side of the surface in question, 
plus the next node on the upstream side. Examples of quadratic 
interpolation expressions for a uniform grid spacing are given below, 
(see Figure 3.5): 
I (o p+f E) 
(fW + fE - 20p) Ue 0 
*e m4 
" (OP + (*P + OEE - 20E) Ue 40 
3.30 
(tp + ýW) - (OW + tj - 20p) uw <0 
ow 
(op + ýW) - (Oww + tp - 2*W) uw >0 
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The above formulation was found to require extra computational time 
per node over the previously mentioned schemes (76-77). However this 
penalty can be worthwhile if numerical accuracy is the most important 
factor, as may be the case in convection dominant recirculating flows 
(76). 
The formulation of the scheme for a non-uniform staggered grid, 
and the way it was implemented for the present work, is detailed in 
Appendix A. 
3.2.6 Assessment of Alternative Differencing Schemes 
The choice of the previously mentioned schemes is essentially 
problem dependent. The factors that could be used in making such a 
choice are accuracy, economy (computational time), and stability. In 
term of accuracy and economy, these schemes may be listed in the 
following order: 
WICK scheme AL 
increasing Power-law scheme increasing 
accuracy Hybrid scheme computational time 
Upwind scheme per node 
However, the QUICK scheme is intrinsically, less stable than the 
others. 
3.2.7 Pressure and velocity Corrections 
The momentum equations (3.15) allow a velocity' field to be 
determined for a given or estimated pressure field, but unless the 
correct pressure field is employed, the resulting velocities will not 
satisfy the continuity equation. A solution based on a gussed 
pressure field P* will therefore produce ? imperfect' velocities W*I 
U*IV*. These 'starred, velocity components will result from the 
solution of the following equations. 
ap Wp a+b+ Ad (P* - lit-IV wP PD 
ap Ujp* -[E, _, U' 
a U*j +b+ Ae (P* - P*) 3.31 PE 
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aaV+b+ An (P* - 
*) 
P VP -41-ru P PN 
The starred pressure P must be improved in such a way that the 
resulting starred velocities will progressivley get closer to those 
velocities that satisfy continuity. Correction quantities PW, U 
VF are now determined whose purpose is to bring continuity and 
momentum into balance, 
pp+p 
Ww+w 
UU+U and 
vv+v 
The substitution of equations 3.32 into equation, ý-., 3i"'and 
from 3.15, gives: 
ap Wp - 4f-lu aW+Ad (P p- PD) 
ap Up - IEF-lu aUI+Ae (PP - PE) 
IIrF 
ap Vp - [JO_JU aVI+ An (Pp - PN) 
3.32 
subtraction 
3.33 
In the popular SIMPLE algorithm of Patankar and Spalding (68), the 
tems Ea W', E, a U' and Ea V1 in the above equation set are 
neglected. However in the more recent SIMPLEC algorithn cf Doormaal 
and Raithby (70) terras of the fom EaW J* IEaU 10 and Ea V" are ppp 
subtracted frm both sides of equation 3.33 to yield: 
[ap - E, _, u 
a] We = (W 
I-WI)+AI-PF 
ppd (PP D) 
[ap - a] up -j_, Ua (u -U)+A3.34 I-ou Pe 
(PP - PE) 
III [ap - E, _, U 
a] V- (V -V)+A ppn 
(PP - P; ) 
where it is the underlined terms that are neglected in this approach. 
Emintion 3.33 and 3.34 then become: a-- 
W 
pdd 
(PP p D) 
u if -. d (p 
If 
peP 
PE) 
III Vd 
pn(pPp N) 
3.35 
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where for the SIMPLE algorith: 
AA d-dde dn An 3.36 d j; e ap ap 
and for its SIMPLEC counterpart: 
dý. 
Ad 
d 
Ae 
dI 
An 
3.37 d ýa-p - J,! I, U em ip- -n ap - JI! j#U 
The substitution of equations 3.35 into equation 3.32 yields: 
11 - 
WmW+d (P*' Up -U+d (P" - P") 3.38 ppdP 
PD 
pePE 
V -V *+d (P" ppnP 
The substitution of equation 3.38 into the continuity equation (3-6), 
and rearranging, then yields- the desired equation for the pressure 
correction, P 
ap Pp - [J, _, Ua 
PI +b3.39 
where 
aEm (p A d)e j 'N - (p A d)w , aN - (p Ad )nl 
as- (p A d)s I aD - (p A d)d and aU - (p A d)u 
Here the densities can be calculated by interpolating between the 
values at the surrounding grid nodes. 
The tem b, in equation-3-39 is defined as; 
b-( pWh) u- 
(PWA)d + (PUA)W - (pUA) e+( pVA) s -- 
(pVA) 
n 
3.40 
and has the significant of a mass balance on the control volume based 
on the preliminary velocity field. The purpose of the pressure 
correction equation (3-39) is to reduce this mass source to zero. 
Since the mass-source and pressure corrections tend to zero as the 
velocities and pressures approach those that satisfy the continuity 
equation, the final solution will be independent of the terms 
neglected from equations (3.33) and (3.34) in the SIMPLE and SIMPLEC 
algorithms respectively (68,70). However, while the SIMPLEC 
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approximation removes the need to under-relax the pressure (see 
section 3.5.2), a practice that improves the convergence rate, it may 
also be regarded as a more consistent approximation (70). This is 
because equation (3.34) becomes exact when the diffusion and 
convection of momentum are small compared with the pressure gradiant 
and source terms. Equation (3.39) is similar form to equation (3.10) 
and may be solved in the same manner. The resulting solution is then 
used to adjust the velocities and pressure via the procedure outline 
above. 
3.3 INCORPOPATION OF BOUNDARY CONDITIONS 
The boundary conditions appropriate to the present set of problems 
were outlined in section (2.5). The incorporation of these conditions 
into the finite-domaine equations will now be discussed. 
3.3.1 Situations Where 0 is Prescribed 
This condition particularly applies to the velocities at inlet 
plane and at the walls, as well to the distribution of scalar 
variables in incoming flow. In this situation no special action is 
required apart from specifying the 4 distribution at all grid nodes in 
the entry plane of the solution domain. 
3.3.2 Situation Where the Flux of # is Prescribed 
This condition applies to all variables at the symmetry plane 
(apart from the normal velocity) and to the enthalpy at adiabatic 
walls; in all cases the convection and diffusion fluxes are both zero. 
These fluxes are represented in finite-domain by the flux coefficients 
defined by equations 
' . 
(3.10). in order to get a particular flux to- 
zero, all that is required is to get the appropriate coefficient equal 
to zero. For example, if the boundary in question coincides with n 
face of the adjoining control volume, the AN coefficient in the FDE 
for that volume is set to zero. 
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3.3.3 Situation Where the Gradient 0 is Prescribed 
This situation applied to all variables at free boundary planes 
and to all variables (apart from the parallel velocities) at outlet 
opening. This is simply done by deducing the value of the variable at 
the outflow plane from the adjacent upstream plane (for example in 
z-direction, fD - fP for an outlet/Free plane). 
3.3.4 Situation Where a Wall-function is Prescribed 
It was explained earlier in section (2.5.2) that for a turbulent 
flow the various flow properties iwediately adjacent to a wall are 
conmonly calculated from a 'wall functions?. The practice adopted for 
the incorporation of the wall function for each variable into the 
FDErs are described below. 
i) Velocity components 
The requirement here is to correct the tangential velocity 
components in question for the wall shear stress, which represents the 
flux of momentum traversing the adjacent momentum control volume 
boundary. When the flow is laminar, the standard EVE performs this 
function, but for turbulent flow it is necessary to calculate the 
shear stress from the 'logarithmic law' equation (2.25). Taking, for 
example, a wall lying in the X-z plane (see Figure (3.7. a)) the 
required shear stresses may be introduced into the EDE by first 
breaking the link between the node on the wall (N) and the adjacent 
grid node (P), (i. e. putting aN - 0.0) and then modifying the source 
terms in the FDE. If the point P is within the turbulent region ('k+ > 
11.5) the latter source term may be obtained by rearranging equation 
(2.2 5) to yield a formula for the resultant shear stress -c , which W 
for the X-Z directions leads to: 
TWO Z-Kp 
Wp K. /Ln 3.41 
Tw, x "Kp 
Up KP/Ln (Ey*) 
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S 
(ci) 
S 
(b) 
Figure 3.7 Boundary control volumes for W and 
FH 
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where 
ii 
CD pKp 6//Jl 3.42 
Howeverl if the point P is within the viscous (strictly 'linear) 
sublayer (i. e. y7ý < 11.5), then the wall shear stress simply be 
evaluated from: 
Ir -p WIZ 
Ir -p WIX 
r-eniations (3.41) and , a-- 
the viscous sublayer. 
this simple approach 
purposes. 
3.43 
(3.43) constitute a simple two-layer model for 
Although more elaborate models are possible, 
will normally yield good results for practical 
Pun and Spalding (34) recommend that the appropriate form of -rw 
obtained from either of these expressions be inserted into the FDE via 
the source terms, for both tangential velocities, as follows 
S#-T9A3.44 
p WIZ hý, 
Wp 
*r *A U W,, X rr/ p 
it should be noted that no special treatment is required for the 
velocity component normal to the wall. 
Turbulence kinetic energy 
In addition to specifying zero normal gradient of K at the wall by 
setting the relevant flux coefficient to zero (i. e. aN - 0.0, Figure 
3.7b), it is also necessary to modify the terms describing the 
generation and dissipation rates to account for their steep near-, wall 
variations. According to Pan and spalding (34) these source terms are 
best expressed using the wall shear stress as follows: 
- 53 - 
sKmGK- PC 
au 22 
LM 
_ 
ýD 
3.45 "W By Pt 
8UR CD P2 K2 BUR 
rw -BY -- rw By 
The integration of SK over the control volume yields 
SK CIV = Sp +SpKp 
with 
U 
Rs 
and 
2KU* 
-'CD Pp RS An/*rw 
where 
/WT 
+ 
-U2 
URS -'ss 
and 
/Twýlz + -e-WIX 
iii) Turbulent dissipation rates 
3.46 
3.47 
3.48 
The practice for this variable is to replace the finite-domain 
equation at the near-wall node by the log law-based relation given by 
equation (2.31), thus: 
ii 
Cp = Cj Kp. Kp IKS 3.49 
Pun & Spalding (34) and Patankar (65) recomend that this value be 
incorporated into the FDE via the source terms in the following 
manner: 
cp 3.50 
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sI - _; 
Where & is a large number (= 10 30) so that the other terms in the 
discretization equation (3.10) becomes negligible, i. e. 
s+s/f-0.0 3.51 ppp 
and s 
op .-4, .I 
Ilp 
Sý & lp, 
iv) Heat flux 
The enthalpy boundary condition can be introduced into the thermal 
energy EDE through a heat flux, qII, from equation (2.33). This can 
also be written in terms of the wall shear stress following the 
practice of Pan & Spalding (34): 
st - 
P(IIE; -ý N)u RP 
I. r I/PU2 
w RP 
at+P 
3.52 
Another variant of this approach was adopted for the two-dimensional 
offset flow following (45) 
St m 
-Iqw KCD Ki 3.53 
p(Hp-%) UIRP at [Ln (Ey7*) + Pll. URp 
The jayatellaka P-function in this case is given by: 
n/4 Cri at 
Pi ý iin(n/4) at 
The FDE coefficient aN is first set to zero (see Figure 3.76), and the 
heat flux is then incorporated into the FDE by way of the source 
terms: 
sp -sp+ Istj Pu RP An HN3.54 
Spmsp- IStl pu IRP 
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3.4 SOLUTION OF FDE's 
3.4.1 The Task 
Section 3.2 illustrates how the partial differential equations, 
which describe a three-dimensional flow field, can be approximated by 
a set of, algebraic equations (i. e. equations 3.10 & 3.15). These 
equations represent sets for the variables W, U, Vj P'l K, Co H and 
any other scalar variables of interest, each comprising as many 
equations as there are grid nodes in the field. Since there are 
simultaneities and non-linearities. both within and between sets, the 
equations have been solved using the SIMPLE iterative procedure of 
Patankar and Spalding (68). The procedure has been adopted in the 
following manner: 
i) For the two-dimensional reattaching jet: a combination of 
"line-by-line, iteration with a' block, adjustment also applied 
in a line-by-line manner; see section 4.3.5 
ii) For the three-dimensional laminar flow test cases: a line-by-line 
iteration; see section 5.2 
iii) For the three-dimensional developing duct flow: a combination of 
line-by-line iteration with an overall continuity correction. 
iv) For three-dimensional ventilated room problem: a combination of 
line-by-line iteration with a Iblockt adjustment applied in a 
plane-by-plane manner. 
Details will be given below, but first the essence of the method 
will be described. 
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The FDE's for nodes lying along a particular grid line can be 
expressed as: 
ti - Ai +i+l +Bi0 i-i (3.55) 
where 
i denote the position along a particular line (i-2, n-1), and 
n is the number of the grid points on the line. 
with regard to the general finite-domain equation (3.10) for a 
particular Y-direction line, the quantities in equation 3.55 become 
41mtP; 
I 
oi+l m- 0N ti-JL " ts 
Ai NBs and ap ap 
aw ow +aE0E+aD0D+ au OU +b 
ap 
3.56 
Ecniations 3.55 for nodes on the line are solved simultaneously by a 
matrix-inversion procedure, to yield hll the Fs along that line. The 
tri-diagonal matrix algorithm- (TDMA) described in the next section# 
which has been adopted by Pun and Spalding (34) in the CHAMPICN code, 
was also used in the present work. The algorithm is based on an 
elimination procedure that employs successive substitution to solve 
the elliptic EDE sets. ' 
3.4.2 The Tri-Diagonal Matrix Algorithm (TDMA) 
The TDMA enables the solution of a set of simultaneous, linear, 
algebraic equations which relate the, -value of 
f at adjacent points 
along a line in the form: ' 
I-I 
Ai #i+., + Bi. 3.57 
which is, a simpler Iom of equation (3.55). The transformed 
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coefficients Ai and Bi are given by the recurrence relations: - 
II Ai n AjAl - Ai_l Bi) 
IIr (c i+ Bi-]L Bi)/(l - Ai-I Bi) 3.58 
Solution is then obtained by successive substitution; starting the 
recurrence with the coefficients having the values 
IF 
0.0 
3.4.3 The Block-adjustment Procedure 
3.59 
The block-adjustment procedure is used in an effort to speed 
convergence by taking better account of plane-to-plane (or for 
two-dimensional case line-by-line) interaction. Here the overall 
requirement for conservation of # is employed to yield adjustments 60 
which are uniform in each plane or line but vary between them. These 
adjustments are applied in such a way that all the adjusted planes or 
lines satisfy the overall conservation requirement. In order to 
achieve thisi equation 3.10 is first rewritten in the form 
p0EwN Aiijk ijk " A7 ijk i+i, jk + Kijk *i-i, jk +K ijk ilj+llk 
sDu A7 10+ i'jk tioj-l, k + Ai-jk tij, k+l + Aijk ij, k-1 
Bijk' 3.60 
Where the i, j, k denote positions in the xly and z directions 
respectively. If the approximate solution produced by TDMA line 
iteration is denoted by 0 ijkl then a uniform increment 60 is added to 
the interior nodes on each plane or line of constant k or i (excluding 
the boundary O's)., This yields the following equations which must be 
satisfied: 
p 
A7 (f at + ijk ijk + k) 
[AEijk 'i+i 
tjk jij 
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wNsD A: ijk "i'l,, jk +A ijk -4 itj+i ok 
+A ijk Oi, j-l, k +A ikj tij, k+l 
uES+N 
+A0+B+EE 
[A 
A+ Ai 60 ijk ij, k-1 ijk] i jk + 
Wijk 
jk Kijkj k ij 
D, -u E Alijk 60 k+jL +EEA: 'Jk 60 k-i iij 3.61 
This producest after-further manipulation, the following equation for 
the SOIS: 
Dk 60 k' Ak 6§k+iL"+ Bk &I k-1 + Ck 
where 
?; B AK Aljk KmEE AUijk 
31j 
mEE 
[ý E+Z- -0 +AN- Ck 
ij ijk 
-'i+l,, 
jk i3k i-iL, jk ijk 
ti, j+l, k 
sDu Al, + Ai A ijk 'i, j-l, k jk lij, k+l + ; jk 
Oij, 
k-1 
+BAP ijk - ijk Oijk 
[AE 
and D10 AS k Apijk - ijk- 13k- 
Jlýk - ijk] ij 
3.62 
Equation (3.62) has the form of-equation (3.55) and so can be solved 
by the TDMh with the increments (SOIS) set to zero at boundaries. 
When the coefficient Cý (the sum of the residuals sources of equations 
(3.62) for a particular plane) is zero, Hk will also be zero. 
MA overall Continuity Correction 
The use of the overall continuity correction with the developing 
duct-flowýproblem was to ensure that, the true mass-flow rates pass 
each section along the duct. This could be achieved (following 
Patankar & Spalding (68), Pratap & Spalding (79) and Pun & Spalding 
(34)), by adjusting the streamwise velocity component to give the 
correct flow-rate, and the field pressure to satisfy the momentum 
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balance. According to Patankar and Spalding (68), a gussed pressure 
gradient# denoted by (Op/Oz)* may be used to obtain the primary 
velocity wl, )* subjected to its boundary conditions. The gussed mass 
flow-rate, is given by: 
Ep Ax. Ay W* 
p 3.63 
which will, in general be different from the true one (M) that can be 
computed directly from the inlet boundary conditions. This difference 
can be used to obtain corrected values for ap/az, 
(22 2 ýz) (ý2 z) + , z) 3.64 az az 
where 
ap is the correction for ()* az 8z 
The correct velocity can then be related to Wp using: 
WA (22) 3.65 p Wp +d az 
The required solution is: 
Ep ax. ay. vp-e mm3.66 p 
and therefore substituting equation (3.65) for W yields: p 
d Ep. Ax. Ay [W +Ad 14 3.67 p 
Further manipulation of equation (3.67) leads to. - 
m-m3.68 fz 
zp'Ax* &YA d 
This will permit both W and 8p/az to be found from equations p 
(3.65) and (3.64). 
The way in which these two alternative adjustrent procedures were 
introduced into the solution procedure is described in section 
(6.3.2). 
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3.5 SOME NUMERICAL ASPECTS 
3.5.1 Assessment of Convergence 
During the computation the numerical process is monitored 
through the assessment of residual terms. A residual of any variable 
# at node P is defined frm equation 3.10, by: 
RO - ap tp - Ejpý., Uao +b 3.69 
For a given grid, the solution that produces sifficiently small 
residuals for all the variable solved everywhere in the field is 
regarded as a converged one. In order to facilitate monitoring, the 
residuals are suitably normalized, so that they are all of comparable 
magnitudes for the different variables considered, i. e. 
E JRj I 
FOR ALL FIELD 
R ýjREF 
3.70 
where X is a convergence criteria, and R +Iref is some reference value 
specified relative to an appropriate property at entrance of the flow. 
The value of X adopted for the present study was typically less than 
0.005. The residual source for pressure correction equation was 
defined as the mass balance on the relevant control volume, i. e. b in 
equation 3.40. 
3.5.2 Numerical Stability 
The non-linear and strong inter-linkage characteristics of the 
PDE'Sj, coupled with the use of an iterative solution procedure, lead 
to the possibility that numerical instability may develop. These 
instabilities usually lead to an imbalance in. the conservation of the 
variable * on a local and overall basis, and hence to the oscillation 
of their calculated values over successive iterations. - 
Such 
oscillations are particularly prevalent in the case of the buoyant 
flow,, and when the QUICK differencing scheme is employed. other 
factors which may also provoke instabilities include poor 
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specification of initial fields, inappropriate choice of 
under-relaxation factors and unsuitably linearisation of the source 
terms. The following measures were adopted in order to suppress such 
instabilities. 
Initialization 
Specifying realistic initial field values for the variables can 
be an important factor in ensuring both fast convergence and 
stability. In the two-dimensional reattaching jet case a free jet 
profile was adjusted so as to provide realistic initial guesses for 
the flow field (see section 4.3.3). The wall-jet profile analysis of 
Hammond (29-30) was used to initialise the field values for the 
variables with the three-dimensional ventilated room problem, prior to 
the first initial run. However, for subsequent runs, the results of 
previous computation were used to initialise the field values for all 
the variables and this procedure reduced the number for iterations 
needed to obtain a converge solution. 
ii) Under-relaxation 
Under relaxation promotes stability by carrying forward from one 
iteration to the next a value § Pnew which 
is a weighted mean of the 
value 0p from the previous iteration. Thus; 
old 
a ý. 2 tmZa4+ b(1 ly»e Pnew E.. lU "e 
Pold 
or 
"new + (1 told 3.71 
where 
0<<1 implies under-relaxation, and 
ao -1 implies no relaxation. 
In this study a0 was assigned values between 0.3 and 1.0 depending on 
the variables in question and the choice of solution algorithm. The 
- 62 - 
values of a adopted for each of the variables are listed in Table 
(3.1). However, in the case of buoyant flow the stability has been 
enhanced through the use of the inertial relaxation method of Ideriah 
(63). This method can be explained by re-writing equation (3.10) in 
an equivalent form (63): 
0m Eg. 
ý. 
Fu 
a,, +b+0p old 
pa+I-3.72 
where 4 stands for the V component of the velocity 
I is the relaxation factor which is given by: 
I- 0ý 9 13 (Tp - T") /Igi-O-TTIL 3.73 
Here L is a geometrical length and ocI is a constant. In the present 
work ocI was given a value of 0.2 following the recomwndation of 
Ideriah (63). 
W U V H K P 
Relaxation factors 
SIMPLE 0.30 0.30 0.30 1.00 0.50 0.50 0.50 0.50 
SIMPLEC 1 0.55 0.55 0.55 1.00 0.50 0.50 1.00 0.50 
Table 3.1 Values of relaxation factors employed 
iii) Linearisation of the source terms 
The source terms of the FDE's may produce divergent solutions if 
they are not properly linearised. in the bucyant flow, for example, 
the temperature gradient in the source terms of K and c equations may 
lead to unrealistic (negative) values for these variables if the 
linearisation is handled improperly. In the present work, therefore, 
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in addition to the use of the linearization practice employed in the 
CHAMPION code by Pun & Spalding (34), an extra measure was introduced 
to help obtain a converge solution. This involved specifying the 
source terms in the following way: 
0.011 - lp 
Shr 0.011 
and SA TERM T -_ 
p 
3.74 
where TMM is the buoyant part of the source tem in K or c equations, 
which can be either positive or negative. 
3.5.3 Accuracy of the Solution 
The following factors may influence the accuracy of the predicted 
results: 
i) The degree to which the solution satisfy the FDE's 
This can be assessed by ensurinj that the residual sources for 
each variable have been reduced to an acceptable level. In this 
study, the iterative procedure was continued until the residual 
sources were less than the limit specified by equation (3.70). 
ii) The degree to which the solution depends on the grid arrangement. 
This results from discretized errors, which are a consequence of 
representing the continuous distribution of 0 in terms of values at 
the discrete grid nodes of the finite-domain mesho and then 
interpolating between them. These errors can be reduced by increasing 
the grid fineness to an acceptable level. it is also desirable to use 
a non-uniform 'grid, with nodes concentrated in regions of high 
property gradients, such as those near walls. Evidence of the 
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existence or otherwise of such errors may be obtained from grid 
refinement tests, in which the number of grid nodes is systematically 
increased until changes in the solution become smaller than an 
acceptable tolerance. Since 0P is calculated as a weighted mean of 
the Vs at adjacent nodes, smearing of the profile may occur in a 
situation where a steep gradient in + occurs, such as in strongly 
recirculating flows. This leads to Ffalse diffusion, (55,56,74, 
75), which can be minimised by keeping the cell Peclet number in these 
regions small. This could be achieved by: 
a) identifying regions with high levels of effective diffusivitY 
induced by false duffusion using an approach such as that suggested by 
mcGurick et al (55) (which will be discussed in section 4.3.6). 
b) refining the grid in these regions and/or 
c) employing a differencing scheme, such as the QUICK scheme, 
which reduces these errors. 
CHAPTER 4 
COMPUTATION OF TWO-DIMENSIONAL JET REATTACHMENT 
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4.0 CX*Un]TATION OF TWO-DIMENSIONAL JET REATTACHMENT 
4.1 INTRODUCTIM 
4.1.1 Background 
The air-conditioning of a room serves several purposes: to 
remove or supply heat in order to maintain a comfortable temperature 
level and to supply the room with a given amount of fresh air. 
However,. in the present economic climate with the relatively high 
price, of land in urban areas, multi-storey buildings are common. In 
such buildings room height is at a premium, and is therefore 
restricted. To provide a controlled air supply to rooms, during winter 
and summer conditions, ceiling air diffuser systems have been used, 
but these leave only a small space between the inlet and the head of 
the occupant. This may lead to velocities in the occupation zone 
exceeding the threshold of 0.127 - 0.254 ms-1 normally required for 
human comfort (3,82). Similarly, a cooled jet stream issuing from 
small-aspect-ratio rectangular grilles mounted at high level in a 
side-wall will tend to arc downwards due to cold 'dumping, effects (2 
- 4). Thus, the jet trajectory may enter the occupation zone, and 
again give rise to an undesirable level of air-movement (3). In order 
to prevent these uncomfortable conditions, the use of continuous 
linear diffusers has been suggested (2,83). one such device 
discharges an air jet adjacent to, but offset from, the ceiling. The 
jet entrains ambient air at its 'free, boundary, while air entrainment 
near the ceiling is restricted by the presence of the ceiling itself. 
This results in a reduction of static pressure in the rigion bounded 
by the jet and the ceiling. Consequently the jet curves towards the 
ceiling, and attaches -to it forming a sub-atmospheric pressure, 
? recirculation bubble' (84-90): see figure (4.1). Downstream of the 
attachment position the flow behaves in a similar manner to that of a 
plane turbulent wall-jet (86-87). 
The phenomenon which causes the attachment has been referred to 
as the Coanda. effect by several workers (84-90). However, Bradshaw 
(91) has noted that this is but one of three physical phenomona. which 
have been associated with Coanda. The other two phenomena are: 
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. r- 
Fig. 4.1 Two-dimensional jet reattaching to an offset solid 
boundary [adopted from Borque and Newman (84)] 
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1) the inviscid flow effects whereby a jet, initially tangential to 
a curved surface, remains attached to the surface; the so-called 
"teapot effect"(91); and 
2) the more complex viscous effect whereby a jet attached to a 
convex surface grows more rapidly than the corresponding wall-jet on a 
flat plate for which Bradshaw (91) has suggested the tem Coanda 
effect should be reserved. 
The phenomenon associated with the attaching jet, considered 
here, will therefore ýbe referred to as the 'Chilowsky effect' 
following Metral and zerner (92) who noted its use by Lafay in 1929, 
Hammond etal (93), and Cmere (94). 
4.1.2 The Aim of the Present Contribution 
Much attention has, been focused on the development of 
theoretical models -to predict the jet characteristics of unbounded 
flows, but the -effect of jet-boundary interaction has received less 
attention (87-88). - The most commonly encountered problems of jet 
boundary interaction could be classified as (87): 
1) wall-jets, where fluid is-, discharged along a solid boundary. 
2) impinging-jets, where the discharge is aimed towards the 
boundary, and 
3) offset jets, where the fluid is discharged parallel but at some 
distance from the boundary, and eventually attached to it. 
Buoyancy effects, orientation of supply terminal and threedimensional 
effects, are additional factors which may further complicate a 
particular jet-boundary interaction problem. 
The present contribution is concerned with the numerical 
simulation of a non-buoyant two-dimensional turbulent jet, discharging 
parallel to and offset from a solid boundary. It's purpose is to 
examine the flow field and heat transfer induced by such phenomenon. 
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4.2 LITERATURE REVIEW 
4.2.1 Introduction 
The behaviour of jets subjected to the Chilowsky effect have 
been investigated by several workers (83-95). These flows are of 
great importance in many practical applications, including air 
movement in rooms (1,3,4,82,94), the design of fluidic 
control elements, combustion and flow control mechanism (95), boundary 
layer-control via blowing (96), fluid amplification devices (97), and 
flow speration in industrial heat transfer apparatus (86). The flow 
field induced by the Chilowsky effect may be divided into three 
regions (87): the reversed flow region, the reattachment regiont and 
the wall-jet region, as shown in figure (4.1). 
The main aim of the present study is to highlight the nature of 
a turbulent jet reattached to an offset parallel wall using 
computational modelling. Nevertheless, this survey will also embrace 
numerical work on other separated and reattaching turbulent flows, 
such as those created by an abrupt pipe expansion and a 
rearward-facing step. These are considered because the two situations 
have much in common from a numerical point of view,, and they also 
represent a good test of the ability, of the K-c turbulence model to 
handle elliptic flow situations. The survey is consequently divided 
into two parts dealing firstly with turbulent offset jets# and 
secondly with numerical studies related to separated and reattaching 
turbulent flows. 
4.2.2 Turbulent Offset Jets 
Studiesýrelated to these flows can be catagorized into two 
groups: those concerned with flow field charactristics and momentum 
transfer, and those on heat/mass transfer. Both categories are 
considered below. 
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(i) Flow field characteristics and momentum transfer 
Borque and Newman (84) were among the first to investigate the 
velocity and pressure field induced by two dimensional reattaching 
jets. They developed a theoretical model in which the problem was 
simplified by assuming that the velocity distribution is not directly 
affected by the presence of the solid boundary. Thus, the velocity 
field is calculated from similarity solution for two dimensional 
turbulent free-jets. This implies a zero pressure gradiant along the 
jet trajectory. The radius of curvature of the jet centre-line and 
the pressure inside the recirculation region were assumed constant. 
This model which is only valid for the pre-attachment or reversed flow 
region, yield reasonable predictions of the reattachment line location 
along the boundary. However, the use of the free-jet profile, 
together with the assumption of constant values for the radius of 
curvature and the base pressure, are not borne-out by Borque and 
Newman's own experimentatal data. Nevertheless, the assumption of a 
constant radius of curvature has been used to develop subsequent 
jet-boundary interaction models. Sawyer (89) employed it with a 
control volume approach, and obtained a solution that gave the 
reattachment line as a function of offset distance. The- solution 
required the adoption of a value for the spread parameter of the 
curved jet that was greater than for a plane free-jet. Sawyer (90) 
later showed, using a first-order mixing length model, that different 
entrainment rates at the two edges of the jet does not substantially 
change the velocity profile shape from that of a free-jet. Despite 
the asymmetry in entrainment at the two edges, the total entrainment 
was found to be independent of curvature. - 
An experimental investigation of- two-dimensional Jet 
reattachment phenmenon carried out by Schwartzbach (97) suggests that 
the curved reattaching jet behaves in similar manner to plane 
free-jets, except that the spread rate and turbulence intensity are 
greatly increased (by about 75% in each case compared to free-jet 
data). Schwartzbach also used a volume flow rate balance in the 
reattachment region in an effort to evaluate the effect of jet 
curvature on entrainment along external and internal boundaries of the 
jet. He concluded that, although curvature may have some influence on 
the entrainment, this influence is not as simple as that suggested by 
Sawyer (90). 
-'70 - 
Hoch and iiji (87) recently developed integral/entrainment 
methods to predict the velocity and pressure field in and around a 
two-dimensional jet discharging parallel to, and offset from, an 
adjacent solid boundaryin the presence of co-flowing free-stream. In 
this model, the pressure and local radius of curvature in the reversed 
flow region were considered as variable to be determined from the 
solution. Agreement between their theoretical predictions and 
experimental data support the assertion that the entrainment mechanism 
in an offset jet is not influenced by the pressure field. However the 
model is restricted to rather limited range of values for the 
dimensionless offset high and free stream velocity (Hr < 12.0 and 
U. < 0.3 respectively). Outside this range the modelling assumptions 
are not valid, and agreement with experimental data is poor. 
(ii) Heat and mass transfer 
Studies of heat/bass transfer-beneath two-dimensional offset 
jets have been undertaken by several investigators (86,88,94). Kumada 
et al (86) carried out experimental measurements using the sublimation 
of nuphthalene to obtain mass transfer data, which may be converted to 
heat transfer rate via one of the heat/mass transfer analogies. They 
concluded that the flow development of an offset jet depends on the 
shape of the recirculation zone or bubble' induced by separation and 
reattachment. They found that 
la 
chafige in the bubble shape occurred 
when the ratio of offset distance to nozzle height exceeded 6.5. 
moreover they suggested that the flow field down-stream of the 
reattachment point behaves like that of a classical plane wall-jet. 
on the basis of these results they developed 
'several 
empirical 
formulaes to enable calculation of the maximum Sherwood number (Shmax) 
in the reattachment region, the mean (surface-averaged) Sherwood 
number in the separationbubble region, and the local Sherwood number 
distribution over the region of reattached wall-jet. Their data 
indicates that, the position of Sh max occurs at a position rather close 
to the nozzle than the point of maximum pressure, normally regarded as 
being the reattachment point. 
Omere (94) carried out an experimental study of the Chilowsky 
effect at Cranfield, for which a cooled offset air jet was ejected 
from a linear slot parallel to an adiabatic flat ceiling plate, 
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subsequently attached to it. The air jet (at a OOC) issued into 
quiescent ambient surroundings, and its temperature field was mapped 
using a 15- am x 19 cm, field- view laser-stimulated Mach-Zchnder 
interferometer. Omere also made measurements of the mean 
(time-averaged) velocity distribution employing pitot-tube traverses. 
He found that the transverse-velocity and temperature profiles were 
near similar in the wall-jet region. 
More recently Hoch and iiji (88) conducted a theoretical and 
experimental study of-the, thermal characteristics of two-dimensional 
heated turbulent jets discharging parallel to, but offset from an 
adiabetic solid boundary. Their theoretical model was based on an 
integral formulation of the basic conservation laws, and utilises 
their -previous flow field solutions (87) for this essentially 
non-buoyant jet. The model provides an analytic solution for the 
temperature distribution on the assumption that, due to efficient 
mixingo the, temperature inside the recirculation region was uniform, 
and that the temperature profile in the reverse region of the jet 
could be represented by a Gaussian function. They concluded that the 
variationAn the offset ratio (in the range 0< Hr < 8.7) has a 
noticeable influence- on the adiabatic surface temperature in the 
recirculation region, but that this, influence diminishes progressively 
downstream. On the basis of comparisons between their theoretical 
analysis and measurements Hoch and iiji (88) argued that, although 
their model is adequate for the, prediction of the thermal field it may 
not satisfactorily describe jet flow characteristics. 
4.2.3 Numerical Investigations of Separated and Reattached Turbulent 
Flows 
Nearly all the recent numerical studies of separated turbulent 
flows using the FM have focused attention on that created by an 
abrupt pipe expansion (48t57,98-102), or that behind a rearward facing 
step (78,102-103). These investigations involved computing the flow 
field pattern and the convective heat transfer, using either 
, standard' or extended version of the K-c turbulence model, together 
with a suitable computer program to solving the elliptic differential 
equations that govern such flows. Chieng and Launder (57) computed 
the flow field and heat transfer beneath the separated region created 
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by an abrupt, pipe expansion. They used the standard K-c turbulence 
closure, -but with a modified wall function for evaluating the mean 
generation and dissipation rate terms in the K-equation. This model 
that was based on the idea that, beyond the viscous sublayer the 
turbulent length scale is universal, increasing linearly with distance 
from the wall, and that the sublayer Reynolds number is universal 
constant (as postulated-by Spalding (104)). Their predicted Nusselt 
number distributions agree well with available experimental data for 
an expansion ratio (D/d) of 1.85, although a systematic difference was 
evident, for ratio of 2.3,, except at high Reynold numbers. They 
attributed this discrepancy to an incorrectly predicted reattachment 
line and to departures from axial-, symmetry in the experimental 
studies. ý They predicted the location of the maximum heat transfer 
rate to occure at about one step height [0.5 (D-d)] upstream of the 
reattachment point, and indicated that none of the various assumptions 
implied by the modified wall functions had any significant effect on 
this location. However, they argued that it is a matter of conjecture 
whether differences arose from near-wall turbulence modelling, or from 
inherent asymmetries or periodicities in the flow. They therefore 
recommended that new experiments be carried out, in which details of 
the flow field and heat transfer are simultaneously recorded. They 
suggested , that these measurements should include turbulence 
correlations as well as mean-flow properties. 
. Johnson and Launder (98) have continued the above research (57) 
and drew attention to a coding error in the computer program used by 
Chieng and Launder. The corrected version gave heat transfer 
distributions which were 20-30% lower than those previously predicted, 
thereby increasing the disagreement with measurements. They concluded 
that their modified wall functions were still unsatisfactory for 
separated flows. In order to remedy this situation they derive a 
formula in which the sublayer Reynold number (Rev) was effectively a 
function of the dimensionless change in total shear stress across the 
viscous layer. This was accomplished by introducing a new parameter 
which was equal to the ratio of the rate of turbulence energy 
diffusion into viscosity affected sublayer to the turbulence energy 
rate in the sublayer. The resulting variation in Rev gave a 
satisfactory agreement with the measured Nusselt number distribution. 
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Amano (48) has extended the model of Chieng and Launder (57) by 
evaluating the corresponding terms in the c-equation from the local 
variations in turbulence quantities with the near-wall region. He 
argued that e near the wall is an order of magnitude larger than in 
the fully-turbulent core and reaches its maximum at the wall. He used 
his modified wall functions together with standard K-c turbulence 
model to study the heat transfer for the abrupt pipe expansion 
geometry (57). A hybrid differencing scheme was employed to solve the 
full Reynold's (or time-averaged Navier-Stokes) equations. Amano's 
predictions show an improvement in the magnitude of the peak Nusselt 
number of about 20% compared to those of Chieng and Launder (57), but 
with little change in the location of this maximum. He noted that the 
location of the' peak displayed good agreement with the experimental 
data for an expansion ratio of 1.85. However, a difference of four 
step heights between the predicted and measured location of the heat 
transfer peak was observed with an expansion ratio of 2.33. 
Amano, etal (99) conducted both experimental and numerical 
studies, of the abrupt pipe expansion, but with expansion ratios of 
1.7,2.56 and 5.13. These investigations laid emphasis on the heat 
transfer in the separation region. The standard K-e turbulence model, 
together with a fourth order differencing scheme, were adopted for the 
numerical study [which is also reported by Amano (100)]. However a 
refinement, to the wall function of Amano, (48) was employed, which 
utilized a three-layer model of the near-wall region. These three 
layers were the viscous sublayer (o<y + <5), a buffer zone (5< <30), 
and the fully turbulent zone (30<y7ý<400). They noticed that the 
predictions given by Amano's two-zone model (48) agreed better with 
the experimental data for lower Reynolds numbers than for higher ones. 
In contrast, the three-zone model yields results which agree 
relatively well with the experimental data over a wide range of 
Reynold's numbers. They concluded that the treatment of the near-wall 
region is not very important for relatively low Reynold's numbers (Re 
<5 X-104 ),, but is significant at higher values. The location of the 
maxim= heat transfer rate was predicted in good agreement with 
experiment by both the two-and three-layer wall functions. Amano et 
al (99) observed that the simple K-e turbulence model gave relatively 
good agreement with experiments provided that improved differencing 
schemes and near-wall modelling were adopted. 
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The flow behind a rearward-facing step at low to moderate 
Reynold's numbers was investigated by Gooray etal (101). They 
calculated the momentum and temperature fields numericlaly using the 
standard K-c turbulence model, but using variable turbulent Prandtl 
number (Pr t) distribution for the near wall region. However, the main 
contribution of their study was an assessment of the influence of the 
prescribed inlet profiles. They concluded that reasonably accurate 
predictions of the heat transfer coefficient for turbulent 
recirculating flows downstream of a step can -be made using the 
standard K-c model provided that the approach profiles are properly 
simulated. 
Gooray et al (78) employed modified numerical procedure which 
utilized the quadratic differencing scheme of Leonard (74) to predict 
the above flow., They also used generalized expression for CD and Prt 
in order to, account for the effects of streamline curvature and the 
wall-damped pressure-strain interaction. Their procedure consists of 
a sequence of two computational passes (or sweeps); in the first one 
the modified K-e turbulence model is used for the-entire flow field, 
while in the second pass this modified model is used up to the 
reattachment line and then a low Reynolds number version is employed 
for the rest of the field. The two pass procedure can only be used 
for cases where a reliable prediction of the attachment can be made 
with the standard K-c model. In spite of this restrictionj Gooray et 
al (78) argued that with the variable turbulent exchange coefficient 
the two-pass procedure can be used for the engineering calculation of 
heat transfer coefficients for the rearward-facing steps and related 
configurations. 
More recently, Hackman etal (103) reported numerical study of 
two-dimensional steady, incompressible flow over rearward-facing 
steps, under both laminar and turbulent conditions. Both hybrid and 
mixed skew/hybrid differencing schemes were employed in this study, 
together with the standard K-c turbulence model, in the turbulent case. 
The problem was -solved using two different co-ordinate systems: - 
cartesian and curvilinear. The author's attention was focused on 
obtaining accurate solutios to the differential equations in order to 
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asses the actual source of discrepancies that have previously occured 
between prediction and observation. These have been attributed in 
earlier studies to inadequacies in the K-c turbulence model. The 
study highlights the importance of accurately specifying the inlet 
profiles and the turbulence energy term near solid boundaries. They 
argued that their results gave significantly better agreement with 
measurement than some previous studies of this geometry using the same 
turbulence model. They concluded that the improved computations were 
mainly due to the better numerical accuracy of the differencing 
schemes. In order to assess the adequency of a turbulence model 
properly, they advocated that extream care must be taken to avoid 
confounding the error in such models with that due to the numerical 
solution error. 
The overall conclusion that may be drawn from the above 
numerical studies is that, the standard K-c turbulence model is 
capable of producing reliable predictions for turbulent recirculating 
flows provided that numerical errors are reduced or eliminated. This 
may be achieved by using differencing schemes that minimise false 
diffusion, and accurate inlet profiles. obviously experimental data 
adapted for validation purposes must be reliable. 
4.2.4 Conclusion 
The theoretical models for two-dimensional offset jets reviewed 
in the previous section, were based on simple mass, momentum and heat 
balances along the curved path of the jet. This approach has been 
employed with extensive' assumptions, about the shape of the mean 
velocity profile, the jet spread rate, the pressure gradient along the 
curved jett its radius of'curvature and entrainment rate. These were 
made in order to make corrections to the flow field characteristics of 
the plane free-jet. However, the validity of most of these 
assumptions is limited to the reverse flow region, and a restricted 
range of offset heights. On the other hand, there appears to be no 
high-level numerical studies of the offset jet geometry reported in 
the literature, and therefore the present investigation was undertaken 
to fill this gap. 
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4.3 SOLUTIM PROCEDURE 
The governing equations for offset jet flows have been solved 
numerically in the present study, employing the CHAMPION finite-domain 
code for two-dimensional elliptic (recirculating) flows. The general, 
three-dimensional formulation of these equations and their 
finite-domain counterparts were described in detail in chapters 2 and 
3 respectively. The major problem-specific changes to the code are 
discussed below. 
4.3.1 Boundary Conditions 
The flow boundaries used for the offset jet geometry illustrated 
in figure (4.2) were as follows (see also sections 2.5 and 3-3). 
i) Flow inlet 
-u component: the presence of a strong pressure gradient over the jet 
inlet induces a non-uniform, profile. This has been simulated using 
the practice adopted by Khan et al (105) who argued that the profile 
must be consistent with a constant total pressure condition. The 
computation was started assuming zero static pressure at the inlet 
region, and the total pressure was then calculated from a constant jet 
velocity (UP 
i U! PtOt -2p4.1 
The static pressure distribution over the inlet region computed at 
each subsequent iterations was then used to calculate the velocity 
profile within the jet region via the following relation: 
2 p tot Pn + P% 
or 'n 
Tp 
(0*5PUJ2: Pn) 4.2 
where Pn and Un are the nodal values of the static pressure and the 
non-unifom velocity within the jet inlet region respectively. The 
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values of Un were corrected at each iteration in order to satisfy the 
original mass flow through the jet inlet using: 
= 
! jAj 
Un 
i__A 
Un 4.3 
1 
APU 
ri n 
Here i represents the present iteration, and Ai and An are the total 
and the nodal area of the jet inlet respectively. 
- Enthalpy (H): a uniform profile was specified by simply assigning a 
fixed value of all grid nodes across the nozzle inlet. 
- Kinetic energy: a uniform profile has been assumed which is given by 
the following equation, 
K U2 in m Ck J 4.4 
where Ck is a constant, which was given the value of 0.00387 (Hammond, 
106). The inlet turbulence intensity was not provided by any of the 
experimental data reviewed in section 4.2.2. 
- Energy dissipation rate: a unifom profile was adopted with a fixed 
value determined from the following fonmla. 
3 
"in K in 
2 A. cc 4.5 
where b is the width -of the inlet nozzle and CC is a constant - 0.03 
(Hammond, 106). The inlet value for c was again not available frM 
previous experimental studies, so the above value was chosen which is 
compati, ble with inlet value for K. 
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ii) walls 
The boundary conditions at the top and left hand walls for all the 
variables have been described in section 3.3. 
iii) Exit and lower free boundarieds 
A zero gradient was assurmd for all the variables, except for V at the 
exit planes and H at the lower free boundaries which were specified as 
follows: 
0.0 
H see section 4.4.2 and table 4.3. 
4.6 
In order to ensure that these assumptions had no significant influence 
on the predictions in the vicinity of the recirculation zone, the 
position of both boundaries was progressively moved downstream and 
downward respectively until this zone became unaffected by the 
boundary locations. These locations were then adopted for further 
computations. 
4.3.2 Computational Grid 
Computations for the offset jet geometry have been performed for 
the following range of offset ratio (Hr): 3-5,4, Hr < 32.5. A typical 
computational grid distribution is shown in Figure 4.3, where the grid 
expansion in both directions is evident. In the X-direction the 
expansion starts from the left hand wall (LHW) and then proceeds 
downstream until the exit plane. In the Y-direction a uniform grid 
distribution was adopted for the jet inlet nozzle. This grid was then 
expanded from the bottom, lip of the nozzle downward towards the lower 
free boundary (LFB). It was also expanded upwards as far as half the 
offset distancet from, where. the grid spacing was decreased up to the 
top wall. This arrangement was employed in order to cluster the grid 
nodes together in regions where the flow properties vary rapidly, such 
as close to the jet taxis, and near the walls. The total number of 
grid lines and their expansion factors in both direction were 
calculated from formulae derived from grid independent tests (details 
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(a) 
(H 
Figure 4.3 : Typical grid distribution for offset jet 
a) Hr=6.5' and b) Hr=20.0 - 
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of which are given in section 4.3.6). These expressions yield a nodal 
network that ensures grid-independent solutions for each offset ratio, 
and they are given below. 
The generation of a nodal network for a given offset ratio 
requires the knowledge of the ceiling plate length (L)p and the length 
of the lower-left-hand wall. In the present contribution L was 
obtained on the basis of experimental recomendation (84,86), L (a 3.8 
Xr ) where Xr is the reattachment length. Kumada et al (86) have 
proposed the following relations for X r: 
-0.36 
xrm3.7 h Hr Hr < 6.5 , and 4.7 
-0.125 
xrý2.3 h Hr Hr > 6.5 
The length of the boundary surface below the nozzle (hl), on the other 
hand, was estimated from: 
hl - 0.27L 4.8 
The value given by this expression was found, by trial-and-errort to 
be sufficient to eliminate the effect of the lower free boundary on 
the final solution. The grid distribution in both directions (Y and 
x) was then obtained as follows: 
i) Y-direction 
- At let inlet nozzle 
A uniform grid distribution was used in this region and was obtained 
f rom: 
b/ Nb 4.9 
where Y9 is the distance between two adjacent grid lines lying in the 
irection and Nb is the total number of grids in this region. Nb 
was given a value of 5 in the present computations. 
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- Below the lower lip of the jet inlet nozzle 
An expansion factor F-1.3 was used to generate an expanding grid in y 
this region. The required number of grid lines in the region was 
estimated using the following expression: 
NY Ln[(Hy (Fi-1.0) + YS)/ YS] Ln(Fy) 
where H Yý represents 
the length of the'surface (h 1 in figure 4.1). 
- Above the Jet inlet nozzle 
The expansion factor used in this region is given by 
4.10 
Fy - 0.809 - 0.258 Ln (Hr) - 5.120 x 10-2 (Ln(Hr))2 + 
3.820 
X 10-3 (Ln (Hr) )3.4.11 
it was previously mentioned that the grid in this region was expanded 
up to half of the offset distance, and then contracted up to the 
ceiling plate. In order to obtain this grid distribution equation 
4.10 was employed, but with the value of Fy given by equation 4.11 and 
Hy set equal to 0.5h. 
The total number of the grid nodes in the Y-direction, was then 
obtained by summing the grid nodes for the three regions: the jet 
inlet region, and those regions above and below the jet inlet nozzle. 
ii) X-direction 
The total number of the grid lines in this direction (N x) was 
calculated from.: 
Nx- ln J(L (F 
x-1.0) +X S)/XS 
I/ln (F 
x)+1.0 
4.12 
where, Fx is the expansionlactor which given by: 
1.132 8.250 x 10-3 Hr - 3.770 x 10-4 Hr2 + 3.442 x 
10-S Hr 3 
x 5.7971-'6 Hr 4 4.13 
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and, X. is the distance between the first and second nodes in the 
region. The latter was used as a base value from which to expand the 
grid, and was given by : 
x-2.450 x 10-3 - 6.680 x 10-2 X, 
Xr+1.917 Xr 
2-1.188 Xr 
3 
s+ 89.519 Xr 4- 314.801 xr54.14 
4.3.3 Initialization of the Dependent Variables. 
Field values for the dependent variables must be assumed in 
orderto start the iterative procedure that is employed to solve the 
governing equations. The impact and importance of these assumptions 
on the, solution were discussed in section 3.5. In the offset jet 
study, the initial distribution of the dependent variables was based 
on plane free-jet data. Experiments suggest (106) for the following 
relations: 
- Centreline velocity decay 
umx 
Ui =1 for B<5.86 
ux -0.5 x 
m-2.42 for'B > 5.86 4.15 Ui 
The velocity profile may be approximated by (107): 
U 
-expl- 
0.693 )21 -t- - 4.16 
mu 
while the jet spread may be obtained from: 
bu x 
F- =0.108. (B),, and 2.4 bu 4.17 
Here u is local mean velocity, bu is the velocity 'half width' 
(defined as the distance- between the 'Jet centreline, and the 'point 
where the local velocity is half the maximum), *and & is half the jet 
thickness. 
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The field values for the V-component was assumed to be a small 
fraction of the value of the corresponding U-component. The 
distribution of both these components were arranged to follow a curved 
jet trajectory up to the reattachment line given by equation (4.7); 
see Figure 4.4. 
- Turbulence quantities 
The initial distribution of the turbulence quantities were found from 
the following equations (106-107). 
K in 2.6 4/ Nf 
-(YVb) 4.18 
/it - 0.037 pUm bu 
4.19 
Cm CD pK2/ Pt 4.20 
These distributions were assumed constant in the cross-stream 
direction. 
The above approach was found to reduce the computational time 
required to obtain a converged solution by a 10% compared with a 
uniform distribution - originally adopted by Pun and Spalding (34) for 
the CHAMPICN code. More importantly, it was found to prevent the 
possibility of divergence, especially for large offset ratios (Hr 
>10.0). 
4.3.4 The Choice of Differencing Scheme 
mmrical diffusion, or false diffusion, is known to accompany 
first-order upwind-differencing schemes that are used to approximate 
the convection terms in the FDE's for turbulent recirculating flows 
(55,75,108-111). These errors arise because the velocity vector is 
significantly skewed to the numerical mesh in recirculation zone 
(65,111). Recentlyt Leonard (74) proposed the QMCK-scheme (see 
section 3.2.5) in an attempt to reduce false diffusion, and several 
workers have been : shown that it produces greater numerical accuracy 
for both laminar and turbulent recirculating flows (75,76#78r8l, 110). 
This scheme has therefore been adopted for the present study in order 
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to reduce the numerical diffusion errors. It should be mentioned that 
the QUICK scheme was only used in the solution of the momentum 
equations, while a power-law scheme was employed in the calculation of 
the thermal energy and turbulence transport equations. This approach 
was first employed by Leschziner and Rodi (110), who concluded that 
the solution of the K and c equations is insentive to the choice of 
differencing scheme. They argued that, in the regions bordering a 
recirculation zone, the source terms will dominate convective 
transport. 
4.3.5 The Solution-Sequence 
The solution procedure adopted here is similar to the SIMPLE 
algorith of Patankar and Spalding (68) [more recently described by 
Patankar (65)) except that: 
i) This algorithm was replaced by SIMPLEC in order to speed-up 
convergence; 
ii) All variables were solved in a line-by-line manner advocated by 
Pun and Spalding (34); and 
iii) A two- dimensional block adjustment procedure also applied in a 
line-by-line manner was employed to ensure continuity. 
The sequence in which the FDE's were solved was as follows: 
a) The variables were initialized 
b) A line was selected. 
C) The convection, diffusion and source terms for a chosen variable 
(4) were evaluated for all nodes on the line. 
d) The EDE's were solved using the TDMA. 
e) The block-adjustment coefficients were calculated. 
f) Steps b-e were repeated for all variables (41s), except PI. 
g) U* and V* (obtained from step d) were then employed to calculate 
the coefficients in the pressure-correction equation. 
h) The pressure corection equation was solved using the TDMh. 
i) The resulting pressure correction was then employed to update 
the pressure and velocity components. 
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J) An adjacent line was selected and the sequence of steps c-i 
was repeated. 
k) The cycle of step b-j represents one iteration at the end of 
each of these iterations the block-adjustment equation was 
solved using TDMA. 
1) The increment 8ý were then added to the corresponding O's on 
each line. 
M) Steps b-1 were finally repeated until a converged solution was 
obtained. 
4.3.6 Grid Independent Solution 
A grid independercetest was performed by refining the nodal 
network in two regions, namely the recirculation and reattached 
regions. The methods used to assess the grid independence of the 
present computations are similar to those developed by McQuirk and 
Rodi (56), and by De Vahl Davis and Mallinson (108). These tests were 
performed over nearly the whole range of offset heights considered in 
the present study (3.0 < Hr < 32.5), although only the results for Hr 
- 6.5 and 32.4 are presented here. The two methods are explained 
below. 
i) McQuirk and Rodils method. 
mcQuirk and Rodi (56) devised a method for identifying those 
flow regions which are likely to contain significant false diffusion 
errors. It enables the magnitude of these errors to be determined# 
and the influence they have on the local flow variables. A detailed 
description of this approach may be found in mcQuirk etal (109), but 
the main step in the method was as follows: 
1) A converged solution of the FDE's for a given grid distribution 
was obtained using the current (. i. e. QUICK) differencing scheme. 
2) The magnitude of the convection, diffusion and source/sink at 
each grid node were then calculated using central differencing 
together with the converged solution values for the relevant variables 
(frs). This gave rise to an out-of-balance residual (Tr ), which 
represented the false or numerical diffusion error. 
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3) Cross-stream profiles for the three transport terms, and the 
out-of-balance residual were then plotted for selected axial stations. 
This enabled the magnitude of Tr to be examined to see whether they 
constituted an important term in the local balance of the relevant 
differential equation. If this residual was large at a particular 
location, then this indicated that the grid spacing needed refinement 
in this locality. 
4) A new solution was then obtained with refined grid, and again a 
check was made for large values of T r* This sequence was repeated 
until a grid with acceptably small values for Tr was obtained. 
This method has been used to guide the selection of a suitable 
grid for the present study. Refined grid solution for two offset 
ratios (Hr of 6.5 and 32.4) are illustrated in figure 4.5-10. In 
these figures the various terms in the U- momentum equation are 
plotted as cross-stream profile at selected axial stations. Each term 
in these figures has been normalized using puý/b- The four profiles 
in each plot reflect the net convection, the net diffusion, the 
source/sink term, and the resulting out-of-balance residuals. The 
locations for these profiles were chosen to represent the 
recirculation region (Figures 4.5,4.8), the reattachment region 
(figures 4.6t4.9), and the wall-jet region (Figures 4.7,4.10). In 
figures 4.5-4.7 (which represent a relatively small offset ratio of 
6.5) a grid of 34 x 36 nodes in X and Y direction has been used. It 
is clear that the vlaue of Tr is small everywhere and is smaller than 
the other terms, except in the near-slot area of the recirculation 
zone (Figure 4.5(a) and (b)). This was anticipated as the velocity 
vector make an angle with computational grid and false diffusion is 
therefore greatest. The out-of-balance residual decreases downstream, 
and falls to negligible values in the wall-jet region. 
Figures 4.8-4.10 show the balance profiles for larger offset 
ratio of 32.4 for which a 39 x 48 nodal network was employed. The 
above remarks about the value of Tr also apply to this geometry. 
The values of Tr within the recirculation regions (station (a) 
and (b) of figures-4.5 and 4.8) for both ratios were found to be large 
relative to other regions and unresponsive to further grid refinement. 
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However their effect on the solution will be discussed in the next 
section. 
The ntum balance obtained above was also useful in gaining 
understanding of the developme nt of the flow. Figures 4.5-4.10 show 
that diffusion and convection terms were dominant along the Jet 
trajectory prior to reattachment. However, in the upper part of 
recircualtion region and in the reattachment region, the pressure 
gradient plays an important part,, together with diffusion terml in 
balancing convection. This relatively large pressure gradient is of 
course responsible for inducing flow reattachement. In the wall-jet 
region the net diffusion becomes a more significant term and is 
balanced by convection, while the pressure gradient progressively 
falls to negligible in this region. 
(ii) Numerical diffusion formula 
False diffusion arises when the flow cuts across a grid at an 
angle, and, whenthere isla non-zero gradient of the dependent variable 
in the direction normal to the flow (65,111). An approximate 
expression for false diffusion in a two-dimensional situation has been 
devised by'de Vahl Davis and Mallinson (108ý: 
pU R Ax AY Sin (2e) 
4.27 
rfalse 
4 (AY., Sin 39+ &X COS3 
where UR is the resultant velocity;, E) is the. angle between velocity 
vector and the X-axis, AX and AY are the cell dimensions. It can be 
readily seen from this expression that no false diffusion present when 
the resultant -velocity, 
is parallel to either of the grid-line 
directions. Conversily, false diffusion reaches a maximum when the 
flow direction makes an angle, 
- 
of 45 degrees with the grid lines (65). 
Nevertheless, Raithby-(112) has argued that it might be possible to 
accept large errors from upwind differencing approximation, provided 
that these errors were sufficiently masked by the real diffusion 
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within the flow. This implies that r false << r, where r is the 
effective viscosity of the fluid. Therefore, the above equation has 
been used to assess the significance of the false diffusion 
coefficient in the offset jet recirculation zone (see Figure 4.5 and 
4.8). The false diffusion coefficient within the recirculation region 
for an offset distance of Hr - 6.5 is plotted in Figure 4.11, where it 
is normalised by the effective viscosity. The maxim= false diffusion 
occured as previously identified in the near-slot area stations a, b, 
and its value decreased as the flow became more parallel to the grid 
lines. However, the values are small over the whole regionj being of 
the order of 10-4. This low level of false diffusion gave confidence 
in the use of the present refined grid. 
The grid network required for a wide range of offset ratios was 
studied (see table 4.1), using the above methodst as was mentioned in 
Section 4.3.2. Computations with 34 x 36 nodal network in which five 
FDE's were solved needed about 550 iterations to obtain a converged 
solution. This required approximately 40 minutes of computing time on 
the DEC VAX 11/782 computer. 
Hr 3.5 5.6 6.0 8.70 10.0 
1 
16.5 20.0 22.0 24.5 
1 
32.4 
Grids 
in 
X 32 29 
I 
30 28 36 30 34 30 30 39 
x&y y 33 35 
1 
35 38 40 43 45 44 46 48 
Table 4.1 Grid nodes in X and Y direction for the geometry 
considered. 
4.4 COMPARISCN WITH EXPERIMENTAL DATA 
The present computations of the two-dimensional turbulent offset 
jet have been compared with the experimental data of Borque and Newman 
(84). Kumada etal (86),, Hoch and iiji (87-88), Sawyer (89), Omere 
(94)t and Shchwartzbach (97). The boundaries of the solution domain 
were therefore, arranged to simulate the test conditions employed by 
these researchers. Comparisons were undertaken for both the flow 
field properties annd surface heat/bass transfer rates, depending on 
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the available experimental data from each study. The dimensions of 
the flow domain and the slot Reynolds number investigated by the 
experiments are detailed in Table 4.2. 
4.4.1 Flow Field 
This section presents some general characteristics of offset jet 
flows in order to provide a clear description of this flow. These 
include computed velocity vectors and profiles,, the streamwise 
velocity decay, surface pressure distribution and the jet trajectory. 
The flow pattern is presented in figure 4.12-17 for different 
offset ratios in tem of velocity vectors and velocity profiles 
(which are proportional to the local resultant and X-direction 
velocity component respectively). These figures illustrate the three 
regions associated with offset jet flows and the shape of the jet 
inlet profile. In particular, the vectors show how the jet curves 
Reference b (mm) Hr Re 
Borque & Newman (84) 1.524 32.4 8.485 10 1 
Kumada etal (86) 4.00 3.5 . 10" 
6.5 
24.5 
Hoch & Jiji (87-88) 6.600 5.7 8.8 x 10 3 
8.7 
Sawyer (89) 4.520 5.62 9.5 x 104 
Omere (94) 4.000 10.0 
20.0 2.7 10 3 
30.0 
Schwartzbach (97) 3.000 6.0 10 4 
22.0 
Table 4.2 The offset jet gecraetries considered and 
their Reynolds number. 
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upwards towards the ceiling plate, due to the creation of the sub- 
atmospheric pressure region, as it moves downstream. It then attaches 
to the ceiling forming a wall-jet flow. It also displays the small 
values of the velocities in the heart of the recirculation zone, as 
well as the region above the B. F. B. 
The distribution of static pressure along the ceiling, plotted 
in terms of the pressure coefficient CPS - 2(Ps P )/p 2, is shown ref 
U; 
in figures 4.18-21 for four offset distances (Hr 3.5,6.5,24.5 and 
32.4). Comparisons are made with the experimental data of Kumada etal 
(86) and Borque and Newman (84). It is clear from these figures that 
the present study computational procedure predicts the static pressure 
profiles in reasonably agreement with experimental data, although the 
location of the reattachment line (roughly the point of maximum 
pressure) was under-predicted. These pressure peaks were under 
predicted by about 0.3 - 0.34 of the offset ratios in the four cases 
examined. 
In figures (4.22-23) the decay of the maximum axial velocity is 
presented and compared with experimental results of Hoch and iiji 
(87) for offset ratios of 5.7 and 8.7 respectively. The two points 
along each curve where the slope changes sign corresponding, 
approximately, to the end of the recirculation and reattachment 
regions. The comparison show a reasonable agreement with the 
experimental data in the wall-jet region, while there is some 
discrepancy evident in the other two regions. The main cause of these 
discrepancies may be attributed to the underprediction of the 
reattachment distance (presumably due to inadequancies in the 
turbulence modelling), and to the uncertainties associated with 
experimental measurements in the two regions. 
emnutations of the maximum axial velocity decay in the wall-jet 
region for Hr - 3.5 and 6.5 are plotted in Figures 4.24-25 along with 
the corresponding experimental data of Kumada etal (86). The two 
Figures show good agreement with the experimental data, except close 
to the reattachment region. A similar comparison is made in figure 
4.26 for the data of Schwartzbach (97) with offset ratios of 6.0 and 
22.0. Again the agreement is seen to be reasonable in this region. 
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The streamwise velocity distribution across the recirculation 
region is shown in Figure 4.27 for an offset distance Hr - 5.62 and a 
downstream distance x/b - 7.33. The computed distribution is compared 
with experimental data of Sawyer (89). The velocity were normalised 
using the jet inlet velocity U0, while the vertical distance was non- 
dimensionalised using the offset height. The comparison shows 
approximately consistent displacement between the two profiles, which 
could again be attributed to those factors which led to the under- 
prediciton of the separation zone. Cross-stream velocity profiles at 
different axial stations in the wall-jet region are represented in 
Figures 4.28-30 for three offset ratio (Hr - 10,20 and 30). Here the 
velocity was normalised using the local maximum value of each station 
and the vertical distance by the velocity half width distance (Yh). 
Comparison is made between the computed profiles, the experimental 
data of Omere (94), and an analytical profile of Hammond (106). The 
predictions show a satisfactory agreement with both the data and the 
analytical solution. 
The measured jet trajectory of Hoch and iiji (87) and Kumada 
etal (86) for the recirculation and wall jet regions is compared with 
the computed results in Figures 4.31-33. The half'width and the axial 
distance were normalised by the jet width in these Figures. Agreement 
between the computation and data in the recirculation zone is 
reasonable (see Figure 4.31), and the observed discrepancies are 
within the uncertainty associated with the measured data. The 
comparison in Figure 4.32-33 show only a small differencies in the 
trends of the computed and measured distributions. These are mainly 
apparent close to the reattachment region, and very good agreement may 
be observed further downstream. 
4.4.2 Thermal Field 
There is few experimental data sets available in the literature 
on the temperature field and surface heat transfer characteristics of 
turbulent, offset jet flows (see section 4.2.2 ). in this section 
the results of the present computational procedure are-compared with 
selected heat/bass transfer data obtained by Hoch and iiji (88), Cmere 
(94) and Kumada etal (86). The thermal boundary condition that have 
been used to simulate the experimental conditions studied by these 
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Experimentors Inlet temp Top-wall temp B. F. B temp L. H. W temp 
(Ref) (Tin) (TTW) 
,, TBFB 
TLHW 
Hoch & Jiji 
324 K 
dT 
= 0.0 By- 293 K 
dT 0.0 UR 
(88) (Hot jet) diabatic 
wal I 
Omer 
274 K 
dT 
= 0.0 ry 291 K 
(94) adiabatic 
wall 
Kumada etal 293 K 284 K 293 K 
(86) (cooled plate) 
Table 4.3 Offset jet thermal boundary conditions used in the 
present computations. 
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researchers are listed in Table 4.3. The predicted temperature 
profile in the wall-jet region at different downstream stations is 
presented in figures 4.34-35 for an offset ratios, Hr of 8.7# 10, and 
20. These are compared with the measurements of Hoch and iiji (88) 
and Omere (94) who, following the experimental practice, normalise the 
local temperature using the maximum value and the vertical distance 
using the thermal half width. The Figures display reasonable good 
agreement with the data for the three offset ratios, given the scatter 
of the data especially near the B. F. B. (see Figure 4.35). 
The computations of the local Sherwood number distribution on 
the top surface are compared in Figure 4.36-37 with the data of Kumada 
etal (86) for two offset ratios (Hr - 6.5 and 24.5). The maximum 
Sherwood number position (roughly corresponding to the reattachment 
line) can be seen to be under predicted and its simply because of the 
dependency of the thermal calculation on those of the flow field. 
Nevertheless the present computation of the Sherwood number peak 
appears reasonable in comparison with those of Amano (48) and Chieng 
and Launder (57) for the turbulent pipe expansion problem; see Figure 
4.58. (Both studies have used the standard k-c model, but with 
modified wall function see section 4.2.3. ). Both these earlier studies 
predicte the peak to occur about four step heights (defined as 
(D-d)/2) upstream of the experimental one. In the present study, 
however, this location is predicted. to be approximately 0.4 - 0.6 
offset distance (Hr) upstream the experimental data. This may be 
attributed to those factors which led to the under prediction of the 
reattachment point, namely inadequencies in the present 
state-of-the-art in turbulence modelling. 
4.4.3 Closure 
The foregoing comparisons demonstrate that the present 
computational procedure yields generally good results for jet 
reattaching flows. The downstream distributions of static pressure# 
peak velocity# and Jet trajectory were reasonably well predicted in 
the wall-jet region, although some discrepancies were apparent in the 
recirculation and reattachment regions. Here the location of, the 
attachment line is-underpredicted. The differences between the 
N 
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present computations and measurement may be attributed to the 
assumptions regarding the approach profiles, the limitations of the 
K-c turbulence model in recirculating flows, and to the usual 
uncertainties associated with experimental data. 
4.5 CONCLUDING REM WS 
A numerical study has been undertaken to investigate the fluid 
flow and heat transfer induced by two-dimensional offset jets over a 
wide range of offset ratios (3.5 - 32.4). Such jets often govern the 
flow and thermal comfort within mechanically-ventilated rooms 
employing 'linear, diffusers. The relevant equations have been solved 
using finite-domain technique with aid of the CHAMPION computer 
program of Pun and Spalding (34) for two-dimensional elliptic flows. 
The standard K-c model of turbulence was employed, together with a 
(QUICK) differencing scheme of Leonard (74) and the SimPLEC algorith 
of Van Dourmaal and Raithby (70). Grid independent tests based on the 
methods developed by McGuirk and Rodi (56) and de Vahl Davis and 
Mallinson (108) were carried out in order to evaluate the grid 
refinement needed in regions of- large false diffusion. A grid 
generation procedure was subsequently developed to provide 
computational meshes that were grid independent for each geometry 
considered. The computed results have been compared with experimental 
data for both the flow and thermal fiilds taken from several sources. 
These display reasonable agreement between computed and measured 
properties. The accuracy of these predictions are dependent on the 
proper specification of the approach (jet inlet) profiles and the 
adequancy of the turbulence model adopted, including the wall 
functions. Nevertheless, the present computations appears reasonable 
in view of the limited accuracy of measurements, and the uncertainties 
inherent in turbulent flow calculations. 
CHAPTER 5 
THREE-DIMENSIONAL FLOW COMPUTATIONAL CASE STUDIES 
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5.0 7BREE-DIMENSICNhL FLOW COMIUTATICNAL CASE STEMIES 
5.1'INTRODUCTICN 
The class of convective flows which are steady, recirculating, 
turbulent and three-dimensional are found in many processes of 
engineering importance. These include combustion processes in 
furnaces and combustors, developing flow in ducts, 
mechanically-ventilated enclosure, and in several other industrial and 
environmental situations. , The analytical solution of such problems 
has been impossible due to their inherent complexity. The 
experimental techniques on the other hand, at either full or reduced 
scale, can be very expensive, particularly if comprehensive data sets 
are required. Recently, the computer had made the mathematical 
modelling of such processes feasible. However, to model these 
processes the basic equations of the flow, heat transfer and chemical 
reaction, as well as their coupling, must be solved for the 
three-dimensional flow domain. 
The purpose of this chapter is twofold; firstly to present the 
solution sequence for the three-dimensional finite-domain computation 
pro, cedure which has been incorporated into the ESCFAT computer, code, 
and secondly to verify its computations for some relatively simple 
three-dimensional test cases. The latter validation was accomplished 
by comparing the ESCFAT code 'predictionst with the measurements and 
predictions of previous workers. 
5.2 SOLUTION OF THE FINITE-DOMMN EQMTIONS 
The finite-domain form, of the equations to be solved has been 
described in Chapter 3. The. SIMPLE procedure (see section 3.2.6) was 
adopted in solving these equation in preference to SIMPLEC for reasons 
given in section 3.2.1. The method employed an alternating direction 
version of the TM'algorithm described ''in section 3.4.2. " This 
algorithm has been usedt following the procedure'adopted by Caretto et 
al (113) and Hjertager and Magnussen (114), successively in each of 
the three-co-ordinate directions. During each sweep the variables 
along a line under consideration are regarded as unknownj while those 
on the surrounding lines are known from the previous iteration or the 
initial guess., This means that each variable at a point has 
- IJL - 
connection with two neighbouring points along the line being 
considered. Each variable (except the pressure correction PI) is 
solved in sequence on this line, before the next line is considered. 
The overall solution cycle commences with a sweep of all lines lying 
in one direction (the, Y-direction say), and then, using this solution 
as the best current estimate, a solution along grid lines in a second 
direction (the X-direction say) is obtained. The final sweep in the 
iteration cycle undertaken is for the lines in third direction with 
the last sweep solution being used as the best current estimate. 
Hence, the triple sweep procedure consists of the three following 
steps: 
ol Ap p-A0+ AS tl + 
[AE + AW OW +A N ýIL s OE D OD 
AU 4u+S, 1) 5.1 
where the expression in the brackets is regarded as known, using the 
currently available values for f El 0 W, 0U and 0D along the 
four 
neighbouring grid lines. The superscript i denotes values obtained 
after the first sweep. 
2) Having solved equation 5.1 using, the TDmA along all Y-direction 
lines, a second sweep is made along all X-direction lines to solve 
equation of the fom: 
Ap f2 - AE f2 + AW fW2 + [, AN fNI -+ AS 41 +, AU fUl + Sf 1 5.2 pEs 
3) The third sweep is carried out along all the lines in 
Z-direction in order to solve an equation of the-form: 
Ap f* - AD fD + AU [AN fN2 + AS f2 + AW 4W2 + AE f2 + Stl 5.3 psE 
one triple sweep is performed for the velocity components and all 
other Vs in a line-by-line manners, subsequently the pressure 
I 
correction (P ) is solved by sweeping the flow domain, also. in a line 
by line manner, for each of the three co-ordinate direction in order 
to adjust the velocities and pressure. 
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The complete solution sequence adopted for the ESCEAT code 
proceeds by the iterative repetition of the following steps: 
a) Variables are initialized. 
b) The finite-domain equation coefficients are evaluated. 
C) The direction of the first sweep is considered. 
d) A line in this direction is then visited. 
e) The FDE's are solved by TDMA (for all the variables except P 
f) Step e is repeated for all the lines (in a plane-by-plane manner) 
over the whole flow field. 
g) Steps c-f are then repeated for the second, and finally the third 
sweep direction. 
h) U*,, V* and W* are used to calculate the coefficients in pressure 
correction equation., 
i) The P equation is solved using1the TDMA. 
J) The resulting pressure correction is used to update the velocity 
components and pressure in the manner indicated by equations 
(3.32). 
k) Steps h-j are repeated in a manner similar, to that of steps g and 
h. 
1) The cycle of steps (b-1) represents one iteration, and this cycle 
is repeated until a converged solution is obtained. 
5.3 THE TEST CASES 
The ESCEAT code currently utilises conventional three-dimensional 
cartesian coordinates, which restrict its - use, to rectangular 
geometries. However, more complicated geometries could be handled if 
a suitable coordinate transformation was to be incorporated. Two 
simple test cases were chosen for the initial validation of the code. 
Both were of the steady laminar flow type; the first case being 
through rectangular sudden expansion, while the other was flow in a 
cavity with moving wall. These were selected in order to enable 
comparisons with the computations of Hjertager and Magnussen (114). 
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5.3.1 Flow Through a sudden Channel Expansion 
This flow consists of a retarding central jet - with adjacent 
regions of recirculating fluid. The flow geometry was studied 
experimentally by Durst et al (115), and is illustrated in figure 5.1. 
it consists of the sudden expansion of the flow f rom a small channel 
into a larger one, both of which have confining side-walls. The 
experimental inlet profile for the streamwise velocity component was 
adopted for the present computations, while the other two components 
were set to zero. The remaining boundary conditions were simulated by 
prescribing zero normal and tangential velocity components at the 
walls and zero velocity gradients at the exit. The implementation of 
such boundary conditions followed the procedure described in section 
(3.3. ), although no wall functions are required for laminar flow 
situation. A hybrid differencing scheme was employed for these 
compution. A nodal network of 9xl3xll grid were used to discretizel 
the space in X-, Y- and Z-direction respectively. This coarse mesh 
was essentially chosen for storage and economic reasons, and in order 
to match the location of the available experimental data sets with the 
grid expansion practice adopted here. 
The streamwise velocity vectors and profiles along the symmetry 
plane of the flow field are shown in figure 5.2. The computed 
cross-stream velocity profiles and the axial velocity decay through 
the sudden expansion are plotted in Figures 5.3 - 5.6.7hese are 
presented for a Reynolds number (based on inlet channel height and 
peak velocity) of 56 along with the corresponding experimental data of 
Durst et al (115) and predictions of Hjertager and Magnussen (114). 
it can be seen that the present computation are in good agreement with 
the experimental data. in general they exhibit rather better 
agreement with this data than do the predictions of Hjertager and 
Magnussen (114), mainly due to the use of a 9xl3xll grid instead of 
the 9x9x9 grid used by the latter researchers. 
5.3.2 Three-dimensional Cavity with Moving Lid 
A constant-property fluid inside a three-dimensional cavity will 
be induced to circulate in laminar motion by the action of a steadily 
moving lid. The flow geometry and the boundary conditions simulated 
in the present study are depicted in figure 5.7. The dimensions of 
- 135 - 
to 
(D 
0 ci, 
r (D 
(D 
rr CD 
91 x 
Ul 0. c 
... 0 :j 
so ILQ 
91 M 
1. -0 
0 51 
QM 
0 cr 
ul 
ý-&4 
0 
0 
M 
ct 
0M 
cr 
(D 
ta 
rr 
Pl 
0 
p1 
- 136 - 
--- .-- -_ -- 
- -a. ---0- 
-. ----- -0 -- 
a- 
__- 
a- ---- -- - 
- .------ 
____F 
Fig. 5.2 : Velocity vectotrs and stream-wise velocity profiles 
for flow through a sudden expansion . 
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W=U=V= 0-0 FOR ALL THE 
WALLS EXCEPT THE LID WHERE 
W= Wwall 
Figure. 5.7 The geometry of the three-dimensional cavity 
flow with a moving lid simulated by Hjertager 
-and Magnussen (114) . 
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the cavity were Cw/Ch - 1.0, CtVCl - 0.2, while Re based on the wall 
velocity and cavity height (Ch) was 100.0. The hybrid differencing 
scheme was again used in the calculation with a 9x9x9 grid of uniform 
distribution. 7his rather coarse mesh was used for economic reasons, 
and also coincide with that adopted by Hjertager and Magnussen (114). 
The velocity vectors and profiles at the Y-Z plane where X1Cw - 
0.5 are presented in Figure 5.8, while the corresponding streamise 
velocity distribution at different longitudnal positions are given in 
Figures 5.9 - 5.12. The distribution of the cross-flow velocity (the 
vertical or V-componet) along the cavity is shown in figures 5.13 - 
5.14 at an X-Z plane close to the lid, where Y/Cl - 0.175. These are 
presented for two X-stations located at, )VCw - 0.5 and 0.07 
respectively. The predictions of Hjertager and Magnussen (114) are 
also shown in these figures (ie 5.9 - 5.14) for comparison purposes. 
it can be seen that the agreement between the two sets of computions 
are good bearing in mind that these were obtained using two different 
codes. 
5.4 CIDSURE 
Two laminar flow casesl namely; flow through sudden rectangular 
expansion and flow in three-dimensional rectangular cavity with moving 
lid, have been simulated using the. ESCFAT computer code. There 
relatively simple geometries were chosen for the purpose of initially 
verifying the code. In the version of the program used here, the 
SIMPLE algorith was employed to solve the FDE'S formulated using the 
hybrid differencing scheme. The computation were compared with 
measurements, and with the prediction of previous workers. These 
comparisons show that the ESCEAT code simulation were in good 
agreement with the earlier results for both test cases. The present 
computations took about from 230-450 seconds on the DEC VAX/782 
computer. This is a rather low cost if the expense of a comparable 
experimental study is taken into account. 
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Fig. 5.8 : Velocity vectors and stream-wise'velocity profiles in rectangular 3-D cavity with moving wall . 
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CHAPTER 6 
COMPUT&TION OF THREE-DDIENSIONAL TURBULENT DEVELOPING SQUARE DUCT FLOW 
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6.0 COMPUTATICIN OF THREE-DIMENSIONAL TURBULENT DEVELOPING SQUARE 
DUCT FLOW 
6.1 INTRODUCTIM 
6.1.1 General Remarks 
Turbulent flow in ducts of non-circular cross-section are often 
encountered in practical applications such as heat exchangers, nuclear 
reactor channels, turbomachinery, ventilation and air conditioning 
systems. A significant feature of the flow is the presence of 
'secondary" motion in planes perpendicular to the streamwise 
directions; the primary motion. These are generated by Reynold stress 
gradients, and are typically about 2 per cent of the mean axial 
velocity (116-123). Although 'this value appears small, it exerts a 
strong influence on both overall and local properties of the flow 
(117-121,123). In a square duct these secondary flow manifests 
itself in the form of two cells, centred about each of the comer 
bisectors (see figure 6.1). These grow laterally as the flow 
developst and their influence is eventually felt across the entire 
duct cross-section (117,124). Thus, with a constant heat flux at the 
wall, these cells may induce hot spots in the corner region due to the 
convection of energy from the main stream and the generation of 
regions of locally low flow velocities (122,124). While the presence 
of the secondary motion can be readily detectedl its accurate 
measurement is difficult (118-120). The problem lies in the fact that 
the secondary velocities are only a few per cent of the primary 
velocity, and therefore any distortion of the flow pattern caused by 
the measuring device can have a significant effect on the data 
obtained. For these reasons, there is an important need to be able to 
simulate the flow and thermal development within non-circular ducts. 
6.1.2 Previous Work 
There exists a considerable number of experimental 
investigations on turbulent flow in straight non-circular ducts. 
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However,, only a few of these investigations are concerned with the 
secondary motion, its origin and its effect on various global and 
local flow properties. The numerical analysis of the secondary 
motion, on the other hand, has been attempted by several workers. 
These attempts show some variation both in the manner in which the 
secondary flow, generated by the Reynolds stress gradients, is 
simulated, and in the way of solving the relevant differential 
equations. The experimental and numerical studies that have been 
concerned with secondary motion in straight square duct-flow are 
discussed below. 
i) Experimental work 
Measurements of developing turbulent flow in square ducts have 
been reported by Brundrett and Baines (116), Melling and Whitelaw 
(117), Launder and Ying (120), Po (121), Gessner and Emery (122) and 
Gessner et al (123). Brundrett and Baines (116) have presented a 
comprehensive description of turbulent flow in a square duct. They 
measured the six Reynolds stress components in the fully developed 
regions, and used these measurements to examine the magnitude of the 
terms in a streamwise vorticity equation. In a steady incompressible 
flow, the equation for the streamwise vorticity, Sý, has the form, 
neglecting gradients with respect to the streamwise direction (see 
Brundrett and Bains (116) and Demuren and Rodi (119)ý- 
A1-A+6.1 
where 
Aj m PV + pu Ty- g-x 
2 
TY-Fx- (pu - pv 
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- 153 - 
92g 32g 
+-1)1 
3X2 
and 2 av au 
I YX Ty 
The tem A, represents the convection of streamwise vorticity by the 
me an 
I 
motion. The terms A2 and express the influence of the 
turbulent stress on the production or destruction of this vorticity, 
and the damping by the action of viscosity. Howevero. in the 
evaluation of these terms Brundrett and Bains found that, of the two 
turbulent stress,. terms, only N was significant and was balanced by 
the convection and viscous damping terms A, arid A4. They concluded 
-that the streamwise vorticity is mainly produced via N and convected 
-via A,, to regions where it is destroyed via N. Demuren and Rodi 
(119) reconsidered experimental work of several authors including that 
of'Brundrett and Bains (116) and reached an alternative conclusion. 
They argued that the two production terms, the firsý (N )- involving 
the difference between the turbulent normal stresses (q2 - vT) and, the 
second (Aý) involving the turbulent shear stress vu, are of the same 
order of magnitude, but of opposite sign. They also suggested that 
these two terms are much larger than all the other terms, and that the 
difference (A, between them is of the same order of magnitude as 
'the convection tem. Demuren and Rodi (119) therefore, concluded that 
it is the difference between the two production terms that derive the 
secondary motion. 
Melling and Whitelaw (117) obtained measurements of the 
developing flow in a square duct at various cross-sections UP to about 
thirty-eight hydraulic diameters (Dh) downstream from the inlet plane, 
at which the flow is nearly fully-developed. The mean velocity and 
turbulent intensity distribution were measured within the developing 
flow region, while the secondary velocity components and five of the 
six corresponding Reynolds stresses were measured at the lastj 
fully-developed flow measurement station. These results confirmed the 
qualitative features of turbulent flow'through a square duct indicated 
by the earlier data of Brundrett and Bains (116). However, it has 
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also indicated some quantitative differences between the two sets of 
data. Melling and Whitelaw (117) argued that the disagreement 
reflected difficulties associated with making measurements in this 
flow configuration. 
Various aspects of, developing square duct-flow have been 
reported by Po (121), Gessner and Emery (122) and Gessner, et al (123), 
all 
-used 
the same experimental facililty at the University of 
Washington. These measurements were conducted at a number of 
cross-sections up to an axial location of about 84 hydraulic diameters 
from the inlet plane. The data indicated that the streamwise velocity 
at the centre-line (relative to the 'bulk', or cross-stream averaged 
velocity) increased monotonically up to about 40 Dh, where it reached 
a maximum. Its, value decreased further downstream until about 70 Dhj 
beyond which it was practically constant. However, the Reynolds 
stresses measurements displayed a fall between the stations at 40 and 
84 Dh of about 10-20%. Such a decrease, in the absence of any other 
measurements between or beyond these stations suggests that, the flow 
may not have been quite fully-developed (119). 
It is clear from the experimental studies discussed above that 
there are considerable difficulties in making measurements of the 
secondary flow properties in a square duct. The experimental 
uncertainty associated with this data is therefore even greater than 
normal. This must be borne in mind when comparisons are make below 
between the ESCEAT code predictions for developing square duct-flow 
and measurememts. The main cause of the generation of secondary 
motion is the Reynolds stress gradients (given by the terms A2 and A3 
in equation 6.1). Consequentlyl both terms must be modelled 
accurately in order to simulate the secondary flow realistically. 
ii) Numerical studies 
Several attempts to analyse the nature of the turbulent flow in 
non-circular duct-flow have been reported. Due to the complex 
' 
nature 
of the secondary motion in these flows, various ways Of modelling the 
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Reynolds stresses have been tested. Some of these studies are 
described below. 
Launder and Ying ( 52) were the first to model the secondary 
flow in straight non-circular duct. They simulated the Reynolds 
stresses (U2 - vI) and 
-vu, by simplifying the transport equations for 
these stresses derived by Hanjalic and Launder (126) for their 
Reynolds stress turbulence model. Algebraic expressions for the 
secondary flow components were obtained from the full Reynolds stress 
transport equations by neglecting the convection and diffusion terms 
(assuming local equilibrium), and all the gradients of the secondary 
velocity components. The primary stress components such as_ý7v and wu 
were obtained using the Prandtl-Kolmogorov eddy viscosity model (39). 
The turbulence quantities were obtained by solving a transport 
equation for turbulent kinetic energy and using a Buleev's algebraic 
formula (127) to determine the distribution of the length scale. The 
model (which will be denoted hereafter as the L-Y model for brevity) 
was then applied to calculate the fully-developed flow in a square 
duct, using the two-dimensional elliptic procedure of Gosman et al 
(36) in order to solve five coupled non-linear equations for the 
variables (W. V, U, K and T). This approach was used to compute the 
secondary flow profiles, their effect on the cross-stream distribution 
of primary velocity (W) and turbulent kinetic energy (K) as well as 
the heat-flux around the perimeter of. the duct. Comparisons were made 
with the data of Brundrett and Baines (116) and Launder and Ying 
( 52). Agreement between the predicted and measured secondary 
velocities for rough and smooth ducts was good except for the position 
nearest to the wall. Launder and Ying ( 52) argued that the 
discrepancy observed at the latter position could be attributed to 
measuring device (probe) interference. Computations of the 
cross-stream primary velocity (W) distribution displayed good 
agreement with measurements, although the cross-stream contours of K 
displayed a lower level than those from the data of Brundrett and 
Baines (116). Launder and Ying ( 52) made a comparison of wall shear 
stresses with and without the secondary flow and from this they 
conclude that the secondary motion is responsible for increasing the 
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friction factor by-about 10 per cent. However, the computed friction 
factors were found to be lower than the measurement# and Launder and 
Ying attributed to the use of the Buleeve's formula in calculating the 
length scale distribution. The prediction of the heat flux around the 
periphery of the duct showed good agreement with the data (116) but 
those of stanton number showed lower levels than measurement and it is 
attributed again to Buleeve's formula. 
Emery et al (124)'and Gessner and Emery (128) have applied a 
modified version of the L-Y model to calculate the developing flow in 
square ducts, with and without heat transfer respectively. The main 
alteration involved the introduction of a three-dimensional algebraic 
length-scale dis tribution. The computations were made using an 
explicit (Dufort-Frankel) differencing scheme for solving the axial 
momentum equation, and a direct matrix solver for the cross-stream 
direction. The computed local wall shear stress profile displayed 
relatively good agreement with the measurement at Reynolds number (Re) 
> 50,000 provided that, one of the empirical constants (the so-called 
anisotropy coefficient (128)) in the model was given a value 
approximately 20 per cent less than its counterpart in the L-Y model. 
However it was found, that such values led to the under-estimate of 
the local wall shear stress in the vicinity of the wall-bisector for 
Re,, <. 50,000. A slight increase in this value led to an agreement, 
, which was comparable to that obtained by Tatchell (129) using the 
Fstandard' K-c model. The accuracy of Gessner and Emery predictions 
of the fully-developed flow values for the friction factor and the 
axial variation of the primary velocity (W) were found to be Reynolds 
number dependent. ' Agreement with the experiment was found to be 
reasonably good at high values of Re (a 250,000), while a discrepancy 
was observed at lower values. This was attributed to the neglect of 
the diffusion and convection transport effects in what is effectively 
an algebraic stress model, and to the length scale formula adopted. 
7he latter was ? fine tuned, using data obtained at high Re conditions. 
Gessner and Emery (128) found that their computed secondary flow 
profiles were sensitive to grid spacing in the cross-flow directions, 
and to the axial step length. The level of agreement of such profiles 
- 157 - 
with measurements in the corner-bisector was found to be comparable to 
predictions with the full Reynold stress model. However, on the 
wall-bisector the computations were well below the measured data, 
especially at axial location of z- 40 Dh, However, because their 
model neglected the near-wall pressure strain effect# the observed 
anisotropy between7 and 
-UT was not well predicted. 
Noat and Rodi (130) developed a turbulence model by simplifying 
the more recent Reynolds stress model of Launder et al (41). This led 
to an algebraic stress model in which only the transport equations for 
K and v are required to be solved. The simplified model was obtained 
by neglecting the diffusion and convection terms in the full Reynolds 
stress equation as in the L-Y model, while the shear stresses W and 
Wa in the longitudinal (z-direction) momentum equation were modelled 
via an eddy viscosity. However, the effect of the secondary velocity 
gradients, which were neglected in the L-Y model, was retained by Noat 
and Rodi via the eddy viscosity part in the algebraic stress 
relations. They found that the neglect of these terms led to 
unbounded growth of the secondary motion, and hence to numerical 
instability. The resulting set of equations were solved using a 
modified version of the three-dimensional parabolic finite-domaine 
procedure of Patankar and Spalding (68). The model (which will be 
denoted hearafter as the N-R model for brevity) was used to calculate 
three-dimensional open and closed channel flow, and three-dimensional 
developed flow in a square duct in the latter case, their 
computation of the primary velocity contours showed good agreement 
with the measurement of Launder and Ying (120), although the bulging 
of these contours 
'toward 
the comer appeared to be rather over- 
predicted. the model was also found to over-predict the secondary 
motion near the comer and to under-predict it near the symmetry 
plane. It was able to simulate the wall shear stress in reasonable 
agreement with experiments. 
Demuren and Rodi (119) have refined the N-R model by calculating 
the Reynolds stresses v, ul and ;M via algebraic expressions, rather 
than using the eddy viscosity approximation originally employed by 
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Noat and Rodi (130). Several variants of the model were examined, 
including an algebraic stress treatment of the primary shear stresses 
W and W, and alternative wall corrections in the pressure-strain 
model. The variants of the model (will be denoted hearafter as the 
D-R model for brevity) together with the N-R model,, were applied to 
developing and fully-developed flow in a square duct at various 
Reynolds numbers. A forward-marching numerical procedure for 
three-dimensional parabolic flows developed by. Patankar and Spalding 
(68) was used to solve the resulting set of equations. The 
computations were compared with several experimental data sets# and 
both models were found to satisfactorily predict the flow development 
of the primary velocity along the duct axis. The Reynolds number 
dependence of the solutions was again mainfested in the streamwise 
shifting of the maximum value of the centreline velocity, in good 
agreement with the experiment. The distributions of the primary 
velocity, (W) along the wall-and corner-bisectors were predicted very 
well by both models, except in the near-wall region where small 
differences were noticed between the computations of the two models. 
The secondary velocities along the wall bisector were under-predicted 
by their model at measurement stations corresponding to z- 40 and 84 
Dh. In contrast, the N-R model over-predicted these velocities at the 
first station, ' but produced about, the right level at the second. - In 
the cornere-bisector, the N-R model over-predicted the secondary 
velocity, while the D-R model under-predicted them. The predictions 
of the turbulence quantities, such as cross-stream kinetic energy and 
shear stress profiles, along the wall-bisector showed good agreement 
with measurements with both turbulence closures. However, some 
discrepancies were observed in the -corner-bisector#', especially near 
the wall region. Nevertheless, Demuren and Rodi (119) have produced 
the correct level for the turbulent kinetic energy in the vicinity of 
the wall (in the fully-developed part of the flow), by employing the 
variant of the model that calculates the primary shear stresses (W 
and 'via algebraic expression rather than' the eddy viscosity 
approximation. They demonstrated that the magnitude of K in the 
vicinity of the wall is thereby improved. In effect this procedure is 
equivalent to altering the value of the eddy viscosity coefficient, 
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%, usually taken as 0.09 in the 'standard' K-c turbulence model. The 
use of the latter value, effectively ignores the damping of the normal 
fluctuations due to the presence of the wall (119). 
Recently, Nakayama et al (131) reported numerical study for 
three-dimensional developing turbulent flow in a square duct. They 
used the standard K-c turbulence model and an extended version of the 
L-Y model. The extension included the retention of the axial 
derivatives for the stress components as sociated with the primary flow 
velocity functions. They solved the resulting set of equations using 
a fully elliptic numerical scheme, based on the pressure correction 
procedure of Patankar and Spalding (68). They compared their 
computations with the experimental data of Melling and Whitelaw (117) 
and concluded that the L-Y model yielded realistic predictions of the 
mean flow development. However, they observed that it fails to 
provide reasonable estimations of the cross-planar stress components 
PV" _J). They also suggested that the value of the anisotropy 
coefficient that was recommended by Launder and Ying (52) would lead 
to an under-estimation of -v-r) by about 10 per cent. 
The above review of numerical studies of developing turbulent 
flow in square ducts'indicated that there are two main approaches to 
the simulation of the secondary motion in such geometries. These are 
full Reynolds stress models, such as those of Launder and Hanjalic 
(126) and Launder et al (41), and algebraic stress models developed 
originally by Launder and Ying (52) and Noat and Rodi (130). The main 
differences between the latter two models are: 
i) The terms involving secondary velocity gradients in the stresses 
v2, 
? and vu were neglected in the L-Y model. In the N-IR model these 
terms were approximated by products of an isotropic eddy viscosity and 
the corresponding secondary velocity gradients. 
ii) The N-R model accounts for the near-wall effects on the 
turbulence quantities by a special wall -proximitY correctionýto the 
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pressure strain correlation. 
model. 
This effect was neglected in the L-Y 
The N-R model, including its variants was found to simulate 
reasonably the difference between the normal stresses i? -v# while 
the L-Y model and its variants produce much smaller values than those 
observed experimentally. Furthermore, the N-R-model was found to 
reproduce reasonably well the correct dependency of the flow on the 
Reynolds number, whereas the anisotroy constant in the L-Y model need 
to be tuned to produce the right behaviour over the full range of 
Reynolds numbers. 
6.1.3 The objectives of the Present Study 
The previous sections, indicated the industrial importance of 
turbulent flow in. a square duct, and the difficulty associated with 
measurement of its secondary flow properties. It was also noted that 
several earlier attempts have been made at the numerical simulation of 
this flow. Nevertheless, it remains a good test case for verifying 
the fully-elliptic three-dimensional calculation procedure described 
in Chapter 5 (the ESCEAT code), which may then be used to compute more 
complex turbulent flows. In any case, the square duct-flow represents 
a flow situation that is commonly found in ventilation and 
air-conditioning plants. The main objectives of the present study 
were therefore: -i 
To select one of the variants of the algebraic stress models in 
order to simulate the secondary motion found in duct-flows# and extend 
it to fully-elliptic form. 
ii) To present some special features of the calculation procedure 
for solving the relevant equations in the duct-flow case. 
iii) To compare the present computations with the avaialble 
experimental data and the results of previous numerical studies. 
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6.2 ALGEBRAIC STRESS TURBULENCE MODEL 
6.2.1 The Choice of the Model 
in the literature review of the previous section it was 
suggested that there are currently two simplified Reynolds stress 
models (usually termed algebraic stress models) that are capable of 
providing a reasonable simulation of the turbulence-induced, secondary 
motion in square ducts; the Launder and Ying (L-Y) and Naot and Rodi 
(N-R) closure approximations. The L-Y, and its variants, was found to 
produce roughly the correct behaviour of the secondary motion. 
However,, Demuren and Rodi (119) noted that this was simply a 
fortuitous occurence, caused by the neglect of the secondary 
gradients. The latter gradients contribute significantly to the 
generation of the secondary shear stress component, W. Furthermore, 
Demuren and Rodi (119) argued that the sink tem, A3, in the vorticity 
equation (6.1) will be reduced significantly due to the neglect of the 
secondary gradients. As the secondary motion is controlled by a 
balance between A3 and % terms, 
-the 
deriving tem A. must be reduced 
to an unrealistically small value. They therefore concluded that the 
L-Y model produces, the correct secondary motionj but for the wrong 
reasonsl 
-The N-R model on the other hand does not suffer from the above 
shortcomings, since it retained the, evaluation of these gradients. 
Howeverl the D-R model which is an extension to the, N-R model was 
treated the, secondary velocity gradients in the same way as the 
primary gradients ones, which lead to more calculations and hence ' 
more 
complicity and computation. Furthermore, the predictions of the two 
models were found to be approximately identical. Therefore the choice 
was directed towards the-N-R model-in the present study. 
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6.2.2 Reynolds Stress Terms 
The terms associated with Reynolds stresses in the momentum and 
enthalpy conservation equations may be written in the following 
manners (131 - 132): 
+ P-la-y(- vu) +p wu) 6.2 su 
fx + Prx (- z 
aX 
(_ VU) + pa _ V2 + P, _ sv. 
y+p Y( aZ(_ WV) 
6.3 
s., Zý) + pga-Y(- 
'wv)+ a (--zi) 6.4 w ez + >kx(- Pýi 
Sh m PI-x + l>PY (- 
7h) + pU-Z(- wh) 6.5 
The streamwise (z-ý-direction) derivatives have been retained for the 
stress components associated with the primary flow velocity 
fluctuations. The inclusion of these terms is possible only when a 
fully elliptic calculation procedure, such as the present oner is 
employed. The algebraic expressions for the stress components that 
appear in equations (6.2 6.4) were employed in reduced, parabolic 
fom by Naot and Rodi (N-R model) and-Demuren and Rodi (119). in the 
present study, these expressions were used in their fully elliptic 
form, given in Appendix B. It was convenient for the purpose of the 
present solution procedure to incorporate the terms that appear in 
equations (6.2 - 6.5) into the relevant transport equations through 
their respective source terms. The associated turbulence quantities 
were calculated via eddy viscosities determined using the 'standard' 
K-c model of turbulence# as was discussed in chapters two and three. 
However, the model constants were given the following values, 
following' the practice of Naot and Rodi (130) a- nd Demuren and Rodi 
(119). 
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c c2 c cK 
1.44 1.93 1.225 1.225 
6.3 THE CALCULATION PROCEDURE 
The equations governing developing square duct-flow in their 
partial differential and finite-domain forms were detailed in chapters 
2 and 3. These relevant to the Reynolds stress components are alpo 
given in section 2 of the present chapter. The resulting set of 
equations for momentum.,, turbulence quantities and enthalpy have been 
solved for a quadrant of the square duct (see figure 6.1) using the 
fully elliptic procedure (the ESCEhT code) discussed in chapter 5. An 
upwind differencing scheme was adopted for the primary velocity 
components M and the other scalar variables, while a power-law one 
has been employed for the cross-stream velocity components in order to 
obtain a better approximation for these small quantities. The main 
task of this section is to present the duct-flow boundary conditionst 
the solution procedure and an assessment of the grid independence of 
the solutions. 
6.3.1 Boundary Conditions 
The boundary conditions adopted for the duct geometry were as 
follows: 
At inlet: A uniform distribution of all the variables was prescribed. 
Here the secondary velocity components (u and V) were set to zero, and 
the turbulence quantities (K and c) were given such small values that 
the eddy viscosity (vt) was about 15 times that of the molecular 
viscosity (. 01). 
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At solid wall: The velocity normal to the wall was set equal to zero 
at the wall; otherwise, the wall function approach (see section 2-5.2) 
was adopted at the node nearest to the wall. The boundary conditions 
for K, c and H were also specified values at this node that are 
compatible with the logarithmic 'law of the wall'. 
At symmetry plane: The velocity components normal to the symetry 
plane was set equal to zero. in the case of all other quantities, 
their gradients normal to this plane were set equal to'zerot while the 
appropriate coeffient (the six Als) were also set to zero in order to 
break the symmetry link. 
At outlet (exist) plane: The variable gradients normal to this plane 
were set equal to zero. 
These boundary conditions are similar to those adopted by Demuren and 
Rodi (119), who employed a three-dimensional parabolic solution 
procedure. Except that, for the present, elliptic procedure, the 
additional boundary condition at the outlet plane was required. 
Implementation of the wall functions was achieved via the 
transport equation source terms for each variable at the node nearest 
to the wall, in a manner similar to that described in section (3.3.4). 
6.3.2 The Solution Procedure 
- The developing duct-flow computations were performed by 
replacing the three, sweep procedure by one involving two sweeps 
applied, together with an overall continuity correction (see section 
3.4.4). This modification was found to be more suitable for the 
present flow configuration, since it automatically ensures that 
continuity isýsatisfied for the stream-wise velocity component at each 
plane. This is applied in addition to the line-by-line continuity 
correction provided by the use of the pressure correction-equation. 
The overall continuity correction was incorporated into the ESCEAT 
code-as an option through the choice of the sweep number, - and 
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therefore it does not alter the solution sequence itself. It was 
implemented in a similar manner to that adopted in the 
two-dimensional, CHAMPICN code of Pun and Spalding (34). When 
employing the procedure, the lines to be solved should be in the 
cross-stream (X, Y) directions. The application of the overall 
continuity correction procedure, to these lines involves the following 
steps: 
After the calculation of the star velocities (U*, see equations J 
3.31), the overall continuity adjustment procedure is employed to 
correct the stream-wise velocity component (W) in the current plane, 
and to update the pressure (p) at all the downstream planes. 
b) Following the solution of the pressure correction equation (pl), 
but prior to the adjustment of the velocity by (p? ), an overall 
continuity adjustment is again used to update the W components at the 
plane upstream from the current one and p for all the planes 
downstream from this plane. 
C) After the adjustment of the star velocity by (p'), the overall 
continuity correction is performed for a third time in the same manner 
as used in step (a). 
6.3.3 Assessment of the Grid Independence of the Solutions 
Cmmitations have been performed with three different 9'- 
non-uniform (expanding) nodal networks consisting of 9x9x3O, 1lx11x30 
and llxllx35 nodes in order to find the optimum computational grid for 
the present flow geometry. The computed development of the axial 
velocity along the duct presented in figure 6.2 for each of the nodal 
networks. It can be seen from these distributions that the effect of 
grid refinement in the cross-stream (x-Y) plane (from W to llxll 
nodes) is quite significant. However, the axial velocity distribution 
can be seen to be less sensitive to grid refinement in the stream-wise 
direction (from 30 to 35 nodes). In view of thist an 11 x 11 x 30 
nodal network was adopted for the remaining computations reported in 
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this chapter. This coarse grid was chosen primarily for reasons of 
economy, but it will be shown below to produce most of the important 
features of developing duct-flow quite satisfactorily. 
The rate of convergence of the solution procedure was found to 
slow with an increase in the number of cross-flow nodes. However, for 
the standard 11x11x30 grid, the time required to obtain a converged 
solution was about 53 minutes on a DEC VAX 11/782 computer, 
corresponding to 125 iterations. 
6.4 COMPARISON OF PREDICTIONS AND EXPERIMENTS 
In order to justify the present computations, comparisons have 
been made wfth several sets of - experimental data and numerical 
predictions at varying Reynolds numbers. These comparisons include 
the axial (or primary) velocity variation along the duct, cross-stream 
profiles of the primary velocity and the turbulence kinetic energy 
distribution along the wall and corner bisectors at different axial 
stations. Computations of the cross flow velocity vectors at 
different axial stations have also been obtained. 
6.4.1 Axial Flow Developwnt 
The computed, development of the centre-line axial velocity 
component is shown in figure 6.3, where it is compared with the 
experimental data of Gessner and Emery (128) and the numerical 
predictions of Naot and Rodi (130) and Demuren and Rodi (119), all 
for a Reynolds number, Re - 250,000. This figure clearly shows a peak 
around z- 40 Dh, which is obviously associated with the merging of 
the developing wall boundary layers at the duct core. The present 
calculations display good agreement with the previous studies, 
particularly the experimental one. A further comparison is shown in 
figure 6.4 with experimental data of Melling and whitelaw (117) for 
Re - 42,000. Also shown in this figure are the numerical predictions 
of Demuren and Rodi (119) and Nakayama et al (131), both for 
Re - 50pOOO. Again the results agree well with the experiments, both 
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in the developing flow region and in the shear layer interaction 
region where local peaking is observed at about z= 25 Dho 
Cross-stream axial velocity profiles computed using the present 
procedure are displayed in figures 6.5 and 6.6 for two axial stations 
(z - 40 Dh and 84 Dh). Here comparisons are shown with the measured 
data of Po (121) and the numerical prediction of Dumeren and Rodi 
(119) across both the wall and corner bisectors. The present 
computations of the wall bisector distribution (figure 6.5) are in 
good agreement with the previous studies, although those along the 
corner bisector (figure 6.6) lie slightly below the latter within the 
boundary layer region at both axial stations. A similar behaviour was 
observed by Gessner and Emery (128) when they compared a predicted 
profile obtained using the L-Y model and a 10 x 10 grid in the 
cross-flow plane. 
6.4.2 The Turbulence Energy Distributions along Wall and Comer 
Bisectors 
The present computations of the cross-stream turbulence kinetic 
energy (K) distributions along the wall and comer bisectors are shown 
in figures 6.7 and 6.8. comparisons are also displayed in these 
figures with the data of Po (121) and numerical predictions of Naot 
and Rodi (130). The wall bisector distributions are in fairly good 
agreement over the centre (or core) region of the duct, but there are 
noticeable discrepancies near the wall. Both the present computations 
and those of Naot and Rodi yield values of K near the wall that are 
rather low. Similar discrepancies were also noted by Demuren and Rodi 
(119). 7hey suggested that the value of the eddy viscosity constant 
0.09 (and is adopted here), which is normally employed with the 
wall function approach might be the main cause of these discrepancies. 
7his implies that no account is taken of the damping of the normal 
fluctuations and the associated reduction in momentum transfer in the 
immediate vicinity of the wall. They showed that the use of an 
algebraic expression to calculate the primary stresses (VV and Va) 
instead of the isotropic eddy viscosity hypothesis gave the correct 
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value for K near the wall. Effectively CD is reduced through the use 
of wall damping functions in these expressions (see the discussion in 
section 6.2.1 (11) above). Nevertheless, in the corner bisector (see 
figure 6.8), the present computation with CD - 0.09 displayed 
reasonable agreement with the experimental data at both stations, 
except in the corner region. In the latter region, the present 
computations and those of Naot and Rodi (130) display a qualitative 
discrepancy with the experimental data. Here K is forced to take a 
value at the node nearest to the wall that is produced by the wall 
function approach, and which is close to the experimental one. The 
subsequent rise in K away from the wall may be attributed to the 
over-estimation of the velocity gradients since these gradients are 
determined as part of the flow field solution. Forcing compatibility 
between the near wall and main flow values results in the peak value 
for K. 
6.4.3 Secondary Velocities 
The computed secondary velocity vectors are presented in figures 
6.9 and 6.10 at four different axial stations along the duct (z - 18, 
32,41 and 82 Dh). It can be seen from these figures, the development 
of the secondary motion as the flow reaches the fully developed region 
at about z- 40 Dh. These figures also reflect the symmetry of the 
flow about the comer bisector. The quantitative comparison of the 
secondary motion was not however included in the present study, 
firstly because there are appreciable differences between the 
experimental work reviewed in section (6.2.1) regarding quantities 
such as the profiles of U and v, and secondly because the present 
coarse-flow grid (llxll) was found to underestimate these quantities. 
The minim: um number of nodes required to successfully reproduce the 
secondary flow profiles appears to be 20 x 20 (according to previous 
workers 119,128,130). However, the differences in the recirculation 
pattern produced by such fine grids do not'seem to produce any 
corresponding changes in the centre-line velocity (124). 
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6.4.4 Duct Perimeter Heat Transfer 
The present computations of the variation in the heat flux 
around the periphery of a square duct is shown in figure 6.11. 
Comparison is made in this figure with the experimental data of 
Brundrett and Baines (116) and the numerical predictions of Launder 
and Ying (52). Reasonable agreement is indicated with the maximum 
heat transfer rate being shown to occur at a value of 2x/Dh of 
approximately 0.5. 
6.5 SUMMARY AND CCNCLUSICNS 
The aim of the material presented in this chapter was to assess 
the accuracy of coarse-grid computations using the ESCEAT computer 
code for developing turbulent flow in straight, square ducts. The 
simulation of the associated secondary motion has been achieved by 
incorporating an elliptic version of the N-R closure approximation. 
The choice of the N-R model was made for several reasons, among them 
its ability to provide a reasonable simulation of the flow over a wide 
range of Reynolds numbers. The relevant transport equations in 
finite-domain form were solved using the SimPLEC algorithm along with 
an overall continuity correction procedure. The latter accelerated 
the convergence, as well as ensuring mass conservation. The 
verification of the present numerical procedure was undertaken by 
making comparisons with experimental data and previous predictions at 
various Reynolds numbers. These comparisons indicated that the 
present procedure is capable of computing the development of the 
streamwise velocity along the duct axis and its dependence on the 
Reynolds number fairly well. The distribution of the primary( or 
axial) velocity along the wall and corner bisectors at two axial 
stations were also well predicted. A reasonable simulation was also 
obtained for the distribution of the turbulent kinetic energy W 
along those sectorst except near the wall and comer regions. 
Howevert similar discrepancies were observed by previous numerical 
modellers in these two regions. Secondary velocity vector plots 
indicated the qualitative nature of this flowt and demonstrated that 
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the present calculation procedure is capable of reproducing the 
symmetry about the corner bisector. A comparison of the computed heat 
flux distribution around the duct perimeter again displayed a 
reasonable agreement with experimental data. on the whole, it appears 
that the present procedure has demonstrated its ability to 
successfully simulate the development of the complex turbulent flow in 
straight square ducts. 
CHAPTER 7 
CALCUL&TION OF FLOWS IN VENTIL&TED R0014S 
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7.0 CALCUUTION OF FLCWS IN VENTILhTED ROOMS 
7.1 INTRODUCTIM 
This chapter discusses the application of the ESCEAT computer 
code to the computation of three-dimensional turbulent flows within 
mechanically-ventilated rooms. Three different ventilation 
arrangements were simulated in the present study: isothermal, 
non-buoyant (constant property) and buoyancy-affected flows. The 
comparative assessment of different methods for calculating air flows 
and convective heat transfer within a warm-air heated room reported by 
Alamdarir Hammond and Mohmmnad (1986; bound paper) also forms an 
integral part of this study. A discussion of the relation between the 
present contribution and that of previous investigations may be found 
in the latter paper. 
7.2 CALCUL&TION PROCEDURE 
7.2.1 General Remarks 
7he dependent variables in the case of the problems considered 
were the three components of velocity (U, V, W), pressure, temperature, 
turbulent kinetic energy and its dissipation rate. All these 
variables, with the exception of pressure, may be assumed to obey the 
general form of the differential equation (2.34). 7he corresponding 
finite-domain equations, which were solved in the present-study, were 
detailed in chapter 3. A power-law differencing scheme (69) was used 
in formulating the relevant finite-domain coefficients for all the 
variables, in an attempt to produce better approximation 
' 
for the 
complex flow situations considered here than would be obtained with 
some of the earlier schemes. The SIMPLEC algorithm (70) was used to 
update the velocity components and pressure in the present study. 
This is a consistent varient of simPLE (68), and consequently induces 
a faster rate of convergence. 
The following subsections present a description of the 
particular ventilation arrangements that were modelled, their 
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associated boundary conditions, problem-specific features of the 
solution procedure, and an assessment of the grid independence of the 
nodal network that was employed for the computations. 
7.2.2 The Geometries Considered and their Associated 
Boundary-conditions 
The geometrical arrangements that have been examined in the 
present study are illustrated in Figure 7.1 (a-c). The air 
distribution depicted in Figure 7.1 (a) is that used by Gosman etal 
(13) for predicting the isothermal flow properties of rooms with small 
ventilation openings. The second geometry (Figure 7.1(b)) was adopted 
by Hjertager and Magnussen (15) in order to model turbulent buoyant 
flow in a ventilated room. Unfortunately, these two geometries are 
rarely found in domestic and commercial office spaces in the U. K. 
Consequently, the warm-air heated room configuration illustrated in 
Figure 7.1(c) was also simulated as it represents a more practical 
configuration. This is a variant of that originally adopted by 
Alamdari and Hammond (25) to demonstrate the capabilities of their 
fintermediate-levell convection model; the ROOM-CHT program [see also 
Alamdari (32) for a few additional results]. A full description of 
this geometry can be found in the bound paper (Alamdari, Hammond and 
Mohammad, 1986). In the present chapter, this geometry was used only 
to simulate a turbulent non-buoyant flow case. This case was studied 
in order to calculate the optimum grid system, and to enable the 
subsequent influence of buoyancy effects to be assessed. The latter 
was achieved by including additional buoyancy source terms in the 
momentumi K and c transport equations. Comparison between buoyant and 
non-buoyant cases may then be made with all other factors, including 
the computational grid, remaining the same. The dimensions of all 
three geometries, whi 
' 
ch will hereafter be referred to as geometries, 
A,, B and C respectively, are given in Table 7.1. 
The boundary conditions needed for the solution were specified 
for the three geometries as follows: 
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Inlet: a unifom profile was prescribed for all the variables at the 
inlet boundary. However, in the isothermal and non-buoyant cases, 
starting profiles were employed over a prescribed inlet cell as 
described in the next section. 
Near-walls: the wall function approach was adopted in the same manner 
to that discussed in chapters 2,3 and 6. 
outlet: The gradients normal to the outlet plane for the related 
variables in geometry A, B and C were assigned equal to zero. However, 
in geometry A, the velocity components normal to this plane was given 
a value based on overall continuity requirements, while parallel ones 
were set equal to zero. Such approach has also been used by Gosman 
etal (13). 
Dimensions in metre (m) 
Geometry 
h b 
A 0.2600 0.0893 0.0893 0.0268 0.0268 
B 
1 
5.6000 
I 
2.9000 2.4000 
I 
0.0350 0.2430 
c 4.3000 
- - 
2.4500 2.4500 0.1200 0.2000 
Table 7.1 Dimensions of geometry AjB and C. 
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The values for the velocity, temperature and turbulent 
quantities at the inlet and all the solid boundaries are given in 
Table 7.2 and the associated notes for each of the three geometries. 
7.2.3 Starting Profile over the Inlet Cell 
A particular numerical difficulty encountered when simulating 
the flow in a large room supplied by a small slot/register (11-13,32) 
is that a large number of grid nodes are required to give a proper 
representation of the flow through and near to the supply opening. An 
early remedy for this difficulty was suggested by Nielsen etal (11), 
who prescribed the values of the dependent variables over an inlet 
cell adjacent to the supply opening. Thus, the area immediately 
surrounding the inlet was excluded from the normal calculationst and 
instead the inlet cell, over which the flow properties were specified 
via wall-jet experimental data, was imposed. The boundary of the 
inlet cell was then used as a starting profile (jet supply condition) 
for the room. This approach was also adopted in subsequent studies by 
Nielsen etal (12) and Gosman etal (13). In the latter work, three- 
dimensional wall-jet empirical data (107) was employed to prescribe 
the flow properties within the inlet cell for a three-dimensional, 
isothermal flow study. More recently, Alamdari etal (21) employed a 
similar approach in order to obviate the need for using a very finely- 
spaced grid in the inlet slot of a two-dimensional room. However, in 
their approach the wall-jet empirical data reviewed by Hammond (29-30) 
and the latter's profile analysis were used to prescribe the starting 
profile. Full details of this approach are given in Alamdari thesis 
(32). 
in the present study, a starting profile similar to that adopted 
by Alamdari (32) was used for both the isothermal and non-buoyant flow 
cases. The additional information required to prescribe the flow 
properties within the inlet cell was based on the three-dimensional 
wall-jet empirical data reviewed by Rajaratnam (107). A schematic 
diagram of the present representation of the inlet cell is shown in 
Figure 7.2.7he precise location of the starting profile in that cell 
(Z 
sp 
) is unimportant (13,32) provided that it is kept small compared 
,p 
was to the length of the room. In the present calculations, Zr 
specified as being located at the nearest grid line to a quarter of 
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Boundary-conditions 
At walls 
Variables Geometry At 
Inlet Floor Far-wall Ceiling Near-wall Left-wall 
A 15.20 0 0 0 0 0 
W B 2.42 
C 1.50 
u&V 
ArB 
&C 0 0 0 0 0 0 
K A,, B 
&C 
K in The gradients normal to the walls 
set equal to zero 
AjB 
&C ýc in 0 0 
0 0 0 
T 
C 11 20 & 37 20 & 37 20 20 20 
(IC B 65 16 16 21 21 21 
Notes 
1. The data for geometries A and B were taken from Gosman etal 
(13) and Hyertager and Magnussen 
3 
(15) respectively. 
2. K 0.00135 W12 Keý / 0.03h. in wn and Cin - CD in 
3. The coupled values that appear for the temperature represent the 
temperature of the partially heated surfaces (see Figure 7.1). 
4. The temperature of the window in geometry C is 6 OC. 
5. The boundary conditions of geometry C represents ther high 
demand condition reported by Alamdari, Hammond and Mohammad (the 
bound paper), 
Table 7.2 Boundary Conditions for geonetries ArB and C., 
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the room length. The width and the height of the inlet cell (X, p and 
Ysp respectively) were estimated from the growth of the jet (Hammond, 
private cocuunication). The relations that were used to describe the 
flow properties ( W, K, c and H) within the cell are given in Appendix C. 
The resulting profiles for these variables at the plane hbcf (see 
Figure 7.2) were used as the jet supply condition in the numerical 
procedure. The gradients of these variables normal to the planes abcd 
and edcf were assigned values equal to zero on the basis that these 
planes behave like outlet boundaries for the flow domain (13,32). 
7.2.4 Solution Procedure 
The procedure presented in chapter 5 was used in the present 
simlation. However, in the case of the computations reported by 
Alamdari, Hammond , and moýammad (bound paper), the third iteration 
sweep was replaced by a plane-by-plane block-correction adjustment 
applied by sweeping the flow domain in the Z-direction. This was 
adopted in order to stabilize the solution and enhance the convergence 
of thi's '"flow case, which was significantly influenced by buoyancy 
effects. The block adjustment was incorporated into the solution 
procedure'using the following sequence: 
a) An x-ýýy plane was considered, 
b) The block-adjustment coefficients (equation 3.62) for each 
were'calculated and 'Summed throughout the line-by-line sequence 
over that plane. 
C) Step b was repeated for all x-y planes in the field, except the 
boundary ones. 
d) At the I end of each iteration, the block-adjustment equations 
(equation 3.65) were solved by the TDmA for each #. 
e) Increaments 0 were then added to the corresponding Vs on each 
x-y plane. 
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7.2.5 Grid Systems 
Two basic criteria were considered in developing the 
finite-domain grid; firstly, that sufficient grid nodes should be 
located near the jet register and, secondly that the total number of 
grid nodes were minimized in order to reduce the computing require- 
ments. A reasonable compromise between these needs was achieved by 
expanding/contracting the grid lines in such a way that the nodes were 
concentrated near to the walls and to the inlet opening. The grid 
systems used for the three flow geometries (A, B and c) are detailed 
below; 
i) Geometry A. 
This geometry was used to perfom computations for the turbulent 
isothermal flow case. The influence of the nodal network on the 
computed results was tested via the use of two alternative grid 
systems; namely 11 x 15 x 11 and 13 x 17 x 15 nodes. The inlet cell 
approach was incorporated into the 11 x 15 x 11 system. The decay of 
the maximum velocity in the symmetry plane (xllw - 0.0), calculated 
using both systems, is presented in Figure 7.3. It is clear from this 
figure that the three profiles are very similar, with a maximum 
discrepancy less than three percent of the peak value. Nielsen etal 
(12) argued that this level of accuracy is likely to be adequate for 
most of practical purposes., Consequently, the 11 x 15 x 11 system 
with the inlet cell approach was adopted for the remaining 
calculations for this geometry. 
ii) Geometry B. 
This geometry was previously studied by Hjertager and Magnussen 
(15) who used it in their computations of turbulent buoyancy-affected 
flow. They adopted a nodal network of 9x9x9 nodes in their 
simulation. in the present study, the same flow problem was modelled 
using a grid (9 x 10 x 9) comparable to that of Hjertager and 
Magnussen (15). 7he main purpose of employing a similar grid form- 
ulation here was to facilitate a direct comparison between the 
performance of the latter calculation procedure and the present one. 
- 190 - 
- 191 - 
iii) Geometry C. 
Geometry C was used to model a turbulent non-buoyant flow case. 
Ivo grid systems: 9x 17 x 15 and 13 x 21 x 19 were employed to test 
the effect of the nodal mesh on the computed results. The simulated 
variation in the decay of the maximum velocity along the symmetry 
plane are preientedirý Figure 7.4 for both nodal networks. Thi s 
displays a discrepancy between the two profiles of about 6% of the 
peak value at maximum. A similar level of precision was also found by 
Gosman etal (13). They argued that this is adequate for ventilation 
design purposes. The other factor which has to be taken into account 
when chosing the grid system is the associated computing requirements 
and cost. The coarse (9 x 17 x 15) mesh required a CPU time that was 
about 60% of that for the finer mesh system. on this basis, it was 
decided to use the coarse mesh for the remaining calculations. 
The effect on the computations of the number of grid nodes in 
the inlet register was also tested using a comparison of results with 
and without. an inlet cell. The distribution of the surface heat 
transfer coefficient over the internal surfaces was used as the test 
criteria. This coefficient has been calculated in a manneý similar to 
that used by Alamdari and Hammond (25), and it can be written as; 
hc 
qw 
7.1 
(TR7Tw) 
where qw and Tw is the surface (or wall) heat flux and temperature 
respectively and TR is the average temperature of the occupation or 
'comfort? zone. The latter was defined; following Nevins and Miller 
(7)j as the space that excludes all the structural surfaces; floor, 
ceiling and walls. The boundaries of this zone were located 0.6 metre 
away frm the walls. The upper and lower 'surfaces' of the zone were 
positioned 1.8m and 0.07m respectively above the floor. The 
planar-average distributions of the convectin coefficient along the 
individual room surfaces (i. e. floor, far-wall and window, ceiling, 
near-wall and left-wall)l calculated using equation 7.1, are presented 
in Figure 7.5. -Both the distributions shown in this figure were 
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obtained using the 9x17x15 grid system, and the differences results 
from the use or not of the inlet cell. It is clear that the two 
distributions are very similar; being close to each other over most of 
the domains. This suggests that it is not necessary to increase the 
number of grid nodes within the inlet opening (2 x2 in the present 
formulation). 
7.3 RESULTS AND DISCUSSIM 
The computed results obtained with the present elliptic code for 
each of the three flow geometries are presented in Figures 7.6-7.11, 
7.12-7.13 and 7.14-7.21 respectively. Comparisons are also shown with 
the available experimental data and previous prediction from various 
sources. 
Figure 7.6 shows a comparison between present calculations of 
the-maximum decay along the symmetry plane of geometry A. These are 
compared with the predictions and experimental data of Gosman etal 
(13). The latter data shows a value of the velocity at the inlet 
opening that is greater than one. This was due to the fact that 
Gosman etal used a relatively long (0.27 metre) square duct in order 
to feed air to the aperature of their small-scale test rige resulting 
in a parabolic inlet velocity profile. Nevertheless, it can be seen 
that the agreement between the present peak velocity variation and the 
experimental one is quite reasonable. The centreline velocity 
distribution is produced fairly well, with no discontinuity observable 
at the station where the starting profile was fitted. moreover, the 
slight discrepancies between the present calculations and these of 
Gosman etal (13) may be attributed to differences in the specification 
of the starting profiles. 
The primary (W) velocity profiles in two planes [VW - 0.5 
(symmetry axis) and X/W - 0.9 (near-wall) respectively) and at 
different longitudinal (or axial) stations are shown in Figures 7.7 - 
7.8. The corresponding predictions and measurements obtained by 
Gosman etal (13) also appear in those Figures. it can be seen that 
the present computation produced reasonable agreement with both sets 
of data at the symmetry plane. However, some discrepancies can be 
observed in the near-wall plane (VW - 0.9) especially in regard to 
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the reverse flow close to the ceiling. Nevertheless, these 
discrepancies are less than 4.0% of the inlet velocity, even at the 
worst position (which is station Z/H - 1.0). A similar level of 
accuracy is also apparent in the predictions of Gosman etal (13). 
The general features of the flow in this geometry are 
highlighted by ther velocity vector plots displayed in Figures 7.9 - 
7.11 for three planes located at )VW = o. 5,0.83, and 0.98 
respectively. The circulation patterns are clearly different in the 
three elevations, with the recirculating core of the flow being 
displaced upstream in near-wall position. This displacement is 
accompanied by a flow reversion near the bottom surface. 
The computations of the flow field in geometry B will now be 
considered. In the published paper of Hjertager and Magnussen (15) 
the amount of the heat supplied [which was divided equally between 
panels in the far-wall and the floor, see Figure 7.1-b] was not given. 
in order to facilitate the simulation of this case for the present 
purposes, an arbitrary, unifom value for the temperature was employed 
for-both the heater panels (see Table 7.2). In view of this, the 
comparisons between the present computations and those of Hjertager 
and magnussen are of only qualitative rather than quantitative value. 
I Figure 7.12 shows the flow patterns in the symmetry plane 
computed using the ESCEAT code, along with its counterpart obtained by 
Hjertager and Magnussen (15). It can be seen that the location of the 
recirculation zones have been well reproduced by the present 
procedure, but the cold jet falls more rapidly toward the floor (a 
phenomenon known as 'dumping, in the heating and ventilating 
literature) than is suggested by Hjertager and Magnussen's 
predictions. This may indicate that the magnitude of the heat input 
assumed was rather higher than it should have been. 
The computed distribution of the secondary velocity components 
are shown in Figure 7.13, where they are compared with the data of 
Hjertager and Magnussen (15). These are presented for six x-y planes, 
corresponding to Z-0.5,1.5,2.5,3.5,4.5 and 5.3 respectively. 
Both sets of computations are displayed as mirror images about the 
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symetry axis. It can be seen from these vector plots that the 
behaviour of the buoyancy-affected flow is reproduced reasonably well 
by the present code, despite the different grid distributions 
(especially in the Y-direction). 
The results for the non-buoyant flow case (geometry C) are 
presented in Figure 7.14-20. In the following section these results 
are compared with the buoyant flow computations of Alamdari, Hammond 
aLnd mohammad (the bound paper) in order to highlight the influence 
of buoyancy effects on the flow and surface heat exchange. 
The flow pattern induced by the non-buoyant jet is presented in 
Figures 7.14-15 as velocity vectors plots, at two cross planar 
locations; X/W - 0.5 and 0.75 respectively. The jet in these Figures 
appears to spread out from the inlet aperture and flow over the 
boundary surfaces, forming a single recirculating core close to the 
far-wall. Thus, there are significant differences between the present 
flow pattern and that generated by the buoyant jet [see Figure 3(b-0 
of the bound paper). The main difference is due to the damping 
(downdraught) effect caused by the cold window. The latter effect led 
to a counteracting dowrrward movement of the air in the region adjacent 
to, the window, and consequently to the generation of two recirculating 
flow zones within the room. 
The surface distirbutions of the convective heat transfer 
coefficient are shown in Figures 7.16-20 for the five room surfaces; 
floor, far-wall and window, ceiling, near-wall and left-wall (when 
viewed from the supply register). The arrows that appears in these 
Figures show the direction of the flow over these surfaces. The 
variation of the convection coefficients in these Figures is caused 
only by the downstream decay of the jet velocities and temperatures, 
as no allowance is made for window downdraught. Nevertheless, it 
still gives a clear illustration of the overall distribution of these 
coefficients for the present non-buoyant flow case. The inclusion of 
buoyancy effects was found to greatly alter the surface heat transfer 
distributions (see Figures 4 (a-d and e) in the bound paper). The 
damping effect of the cold window was again the main factor behind 
these changes, which are particularly evident in regard to the 
far-wall end window# ceiling and left-wall. 
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The local distribution of the convection coefficient cannot be 
used directly in the dynamic building thermal models (see section 
1.2.2 and the bound paper). Those models utilise surface-averaged 
values for each surface element; floor, ceiling, walls and windows 
(21,25). Such surface-averaged values are presented in Table 7.3, 
which also includes the corresponding buoyancy-affected flow values 
and those obtained from the intermediate-level computer code (the 
Room-CHT program) of Alamdari and Hammond (25). It is apparent from 
this table that the non-buoyant flow values are much closer to those 
of the ROOM-CHT Program than to the buoyancy-affected flow ones. This 
is simply because that the ROOM-CHT program also takes no account of 
the effect of buoyancy in its formulation. However, the ROOM-CHT 
program appears to give rather higher values for the convection 
coefficient, over all the room surfaces, than does the non-buoyant 
version of the ESCEAT code. This may be attributed to the neglect of 
flow interactions in the former code and the adoption of purely 
buoyancy-driven convective values if these are higher than the local 
wall-jet values. The ROOM-CHT program and the non-buoyant version of 
the ESCEAT code both predict the maximum surface-averaged value to 
occur over the floor element, while the buoyant version of the latter 
code suggests that it occurs on the ceiling. This is mainly due to the 
generation, in practice, of the counteracting air movement near the 
cold window that forces the hot, buoyant jet to rise upward as it 
emitted form the supply register (see Figure 3 (b-c) in the bound 
paper). This consequently gives rise to a greater heat exchange with 
the ceiling. It is also clear from the Table (7.3) that the 
employment of a non-buoyant calculation procedure to simulate warm-air 
heating has led to relatively low values for the convection 
coefficient over most of the other room surfaces; particularly the 
ceiling, near-wall and left-wall. The national room-averaged 
coefficient given by this non-buoyant procedure was 1.9 VW K- 
which is only about 45% of that obtained from the ROOM-CHT program and 
the buoyant version of the ESCEAT code. The overall conclusion that 
can be drawn from the above discussion is that the neglect of the 
influence of buoyancy in simulating practical air-conditioning 
situations leads to the computation of unrealistically low values for 
convection heat transfer. 
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Surface Elements ESCEAT Code ROOM-CHT 
program 
Buoyent Non-buoyant 
Version Version 
Floor 2.4 4.1 6.4 
Farwall 2.4 2.9 3.5 
Far-window 2.2 2.6 3.5 
Ceiling 6.9 1.0 3.9 
Near-wall 2.2 0.5 2.4 
Left-wall 3.3 1.2 1.8 
Table'7.3 Internal surface-averaged convection coefficients 
(h 
c 
WM -2 r') 
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While undertaking the computations for the above non-buoyant 
flow case, it was found thatthe heat balance on the ventilated room 
gave rise to very high temperature (3411C) in the occupation zone. 
I However, this was reduced to 23.5 IIC by modifying the wall functions 
in a way formerly employed (see Launder and Spalding (45)) for 
backward-facing surfaces in gas film-cooling simulations. Further 
details of this practice are given by Alamdari, Hammond and Mohammad 
"(1986, bound paper), who employed it for the buoyant flow 
computations. 
7.4 SOME COMPUTATICNAL ASPECTS 
The above calculations were performed on a DEC VAX 8650 
computer. The number of iterations required for a converged 
_solution 
were found to be highly dependent on the number of grid nodes in the 
ý-'Solution-docain, and the type of the flow (i. e. isothermal, 
non-buoyant or buoyant) to be simulated. The refinement of the grid, 
'and consequent increase in the number of nodes, leads to a more than 
proportional increase in the computing time required to obtain a 
, convergent solution. The simulation of buoyancy-affected flows was 
also found to require greater CPU time than the non-buoyant ones. 
The latter problem was reduced in the present study by the use of 
''finertia relaxation, method devised by Ideriah (63) (for details- see 
section 3.5.2). The time required to obtain a solution for the flow 
"fields associated with each of the three test geometries are given in 
Table 7.4. 
Geometry Type of flow Grid system No., of-iteration CPU time, 
(min) 
A Isothermal, llxl5xll 110 = 20.0 
B Buoyant 9x1OX9 -208 a 23.0 
C Non-buoyant 9xl7xl5 112. a 35.0 
Table 7.4. The CPU time required for solving the flow 
associated with geometry AjB and C. 
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7.5 CONCLUDING REMARKS 
Several applications of the ESCEAT computer code, to 
three-dimensional turbulent flows within mechanically-ventilated rooms 
have been presented. These included the simulation of three different 
ventilation arrangements involving isothermal, non-buoyant and 
buoyancy"affected flows. The latter flows were simulated by including 
additional buoyancy source terms into the momentum, K and c transport 
equations. A power-law differencing scheme was used in formulating 
the relevant finite-domain coefficients for all the variables. The 
velocity components and pressure were updated using the SIMPLEC 
algorithm (70), which is a consistent varient of SIMPLE (68) that 
induces rather faster rate of convergence. 
Two of the ventilation arrangements that were examined had 
previously been simulated by earlier researchers. An additional 
geometry was examined in order to model a more practical geometry. 
This was a warm-air heated room previously adopted by Alamdari and 
Hammor-d(25). An inlet cell approach was employed to specify the flow 
properties near the supply register in these arrangements. This 
obviated the need for very finely-spaced grid in the inlet, and also 
helped to improve the agreement with the experimental measurements. 
However, -it was not used for the buoyant flow case owing to the lack 
of the data appropriate for prescribing the properties in such a 
complex flow. 
The computations of the field velocity distribution for both 
isothermal and buoyancy-affected flows, were shown to be in good 
agreement with available experimental data and previous numerical 
predictions. The flow pattern predicted by previous investigators 
were reproduced fairly well in the present study. In the case of the 
non-buoyant flow, the computed flow pattern and surface heat transfer 
distribution were compared with those of the buoyancy-affected flow 
reported by Alamdari, Hammond and Mohammad (1986, bound paper). The 
comparison reveals that the non-buoyant flow value of the convective 
coefficient was about 45% of its buoyant counterpart. 
CHAPTER 8- 
CONCLUSIONS AND RECOMHENDATIONS 
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8.0 CONCLUSIONS AND RECOMMENDATIONS 
8.1 CONCLUDING REMARKS 
Several numerical studies have been undertaken't'O investigate the 
fluid flow and heat transfer that was induced by two-a and 
three-dimensional wall-bounded jets. such jets often determine the 
flow and thermal comfort conditions within mechanically-ventilated- 
spaces that employ linear and rectangular 'diffusers'. The present 
studies involved the solution of finite-domain analogues to the 
governing ? elliptic? equations for the turbulent, recirculating flows. 
closure of the time-averaged momentum equations was obtained through 
the use of an isotropic 'eddy' viscosity, or turbulent energy exchange 
coefficient for momentum, calculated via transport equations for -both- 
the turbulent kinetic energy and its dissipation rate. The-, transport, 
of heat was modelled using the effective Prandtl number approach, 
while 'wall functions' were employed to bridge the steep dependent 
variable gradients in near-wall regions. Several alternative 
differencing schemes (including upwind, hybridi power-law and QUICK 
formulations) have been employed in formulating the relevant' 
finite-domain equations. Accuracy and economy were the main- factors 
that determined the, choice of a particular scheme. The" SIMPLEC 
procedure devised by Doormaal and Raithby (70), and which is a rather 
more consistent version of the popular- SIMPLE algorithm of Patankar, 
and Spalding (68)t has been used to solve these equationsi It -, was 
adopted here because it has been shown to offer a rather faster rate 
of-convergence. However, the latter was also enhanced by-the use of 
either block-adjustment or overall continuity correction procedures. 
The initial investigations involved the simulation of flows 
induced by two-dimensional turbulent'off-set jets. A modified version- 
of the CHAMPICN code of Pun and Spalding (34) was used to solve the 
finite-domain equation in this case. The computations covered a wide 
range of offset ratios# and have been compared with several sets- of 
experimental data for both the flow and thermal fields. Reasonable 
agreement was observed between the computed and measured properties 
especially within the so called wall-jet region of the flow 'domain., - 
However, the computed reattachment point was under-predicted and, this 
was attributed to the assumption regarding the approach (inlet) 
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profiles, the limitations of the turbulence model-adopted- (including 
the wall functions), and to the usual uncertainties associated with 
experimental data. 
A fully elliptic computational procedure has been developed to 
carry out theý- three-dimensional part of the present investigations. 
This procedure has been incorporated into a computer program called 
ESCEAT,, which is currently able to handle three-dimensional flows 
within rectangular geometries. The code was also extended to simulate 
buoyancy-affected flows by allowing for the effects of the buoyancy on 
the vertical velocity component and on the turbulence quantities. 
The ESCEAT code was initially employed to simulate two relatively 
simple laminar flow test cases (the flow through a rectangular sudden 
expansion and flow in a cavity with moving lid), and then the more 
complex case of developing turbulent flow in a square duct. The 
latter flow is strictly ! partiallyý-parabolicl, as elliptic, influences 
are limited to the secondary motion. Nevertheless, the simulation of 
all the test cases were basically undertaken in order to -validate and 
assess the capabilities of the computer code. The computed results 
for thew test, cases displayed fairly good agreement with both 
measured data and the predictions of previous numerical modellers. 
The-success of these computations led to the employment of the code to 
simulate the flow and thermal field found within 
mechanically-ventilated rooms. Three , different . -ventilation 
arrangements were examined. in this study. Two, of these geometries 
were previously used by other researchers, and were partly adopted for 
validation purposes. The third geometry studies, warm-air heating of 
domestic rooms, was employed in order to represent a more practical 
flow geometry -frm the point of view of the built environment. 
Isothermal, non-buoyant and buoyancy-affected flows have -been 
considered in these situations. 
The jet supply conditions for both the isothermal and non-buoyant 
flows, were prescribed on the basis of jet development assumptions, 
using available data for three-dimensional wall-jets. This approach# 
which was primarily adopted [following Nielson et al (12)) to reduce 
the need for finely-spaced grid within and near small inlet registors 
of large ventilated rooms, did not cause any systematic deterioration 
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of prediction accuracy. However, it could not be employed for the 
simulation of buoyancy-affected flows, due to the lack of data 
required for prescribing the flow and thermal properties in such a 
complex situation. 
The computations of the three flow geometries were again compared 
with various sets. of experimental data and numerical prediction of 
previous researchers. _The 
comparison of the isothermal flow revealed 
generally good agreement with earlier results. Qualitative agreement 
with previous numerical predictions was also obtained for the 
buoyancyý-affected flow case. The non-buoyant simulation of the 
warm-air heated rooms, on the other hand, indicated that the neglect 
of the influence of buoyancy led to unrealistically low values for the 
convective heat transfer. 
The, ESCEAT code was finally used in a comparative study along 
with the intermediate-level convection model of Alamdari and Hammond 
(25) (see Alamdari, Hammond and Mohammad, bound paper). The latter 
model was designed to generate input convective heat transfer data for 
building thermal models. The warm-air heating case study, chosen for 
, 
validation purposesr involved the simulation of turbulent flow with 
significant buoyancy effects. The computed heat transfer coefficients 
frm both the higher and intermediate-level models was compared. This 
showed the intermediate-level model to be an attractive alternative 
method that can meet the needs of building thermal modellers by 
providing adequate accuracy for only a modest computing cost. 
High-level flow models of the type used in the present study can 
be regarded as an effective alternative to the extensive measurements 
that are required to obtain comprehensivedata on the flow and heat 
transfer within mechanically-ventilated rooms. This assertion is 
supported by the generally good agreement shown between the 
computations and experimental data. 
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8.2, SUGGESTIMS FORTUTURE RESEARCH, 
The, following lines of future research are-suggested to improve 
boththe accuracy and economy of the compýtations presented in,, this 
study. 
Shortcomings were evident in the computed reattachment distance 
wid the flow properties in the recirculation zone of the offset jet 
flows. These two-dimensional computations might be improved by 
accounting for. the effects of wall-damping and streamline curvature in 
the K-r. model of. turbulence. According to recent studies by Gooray et 
al (102),,, modifying the eddy viscosity coeffient (CD) to simulate 
these effects leads to reattachment lengths which are consistent with 
measurements undertaken for flows through pipe expansions and over 
rear-ward facing steps. Attaching jet flows resemble some of the 
features associated with flows through pipe expansions and over 
rear-ward facing steps, and therefore the inclusion of these 
modifications might improve the present computations. 
I improvement in the computation can also be anticipated by 
refinement in the wall functions to account for the low turbulence 
Reynolds number effects in the near-wall region, especially for the 
recirculating flows. The modelled form proposed by Chieng and Launder 
(57) is an example of such refinements. However, the emphasis in the 
research progra currently in progress at Cranfield is to generate 
improved wall functions for surface shear stress and heat transfer by 
employing a turbulent shear layer profile analysis, together with 
other assumptions about the turbulence structure within the diffusive 
sublayer. The first step in this direction is the recently published 
study by Hammond (133,134) of the behaviour of the turbulent Prandtl 
number within the constant stress/heat-flux region of a near-wall 
flow. The research now underway involves extensions to cases with 
variable stress/heat-flux distribution normal to the wall, and with 
surface roughness characteristics typical of the built environment. 
The specification of the inlet (approach) profiles, especially 
for turbulence quantities such as the turbulent kinetic energy and its 
dissipation rate, are critical for computations that simulate 
recirculating flows. An effective way to minimise the sensitivity of 
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the computed results to these profiles is the use of information 
deduced from related experimental measurements. 
An improvement to the rate of convergence when simulating flows 
with significant buoyance effect, might be achieved by retaining the 
use of the three sweep procedure, but with a better choice on the 
value of the constant a, in Ideriah's inertia relaxation method (see 
equation (3.73). 
The employment of a general coordinate system, in which the 
computational grid is matched to any complex-shaped flow field, could 
be obtained via three-dimensional co-ordinate transformation. it is 
desirable to develop such adjusting grids for the ESCEAT code. 
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APPENDIX A 
Formulation and Implementation of the Quick Scheme for a Staggere 
Grid 
The formulation of the Quick scheme for non-uniform grid spacing 
are given by Leonard (74). The aim of this appendix is to illustrate 
this formulation for staggered grid situations. For simplicity, the 
steady one-dimensional flow considered in section (3-2.5) will also be 
used here. 
a) Formulation of the scheme 
rigure A-1 shows the definition of terms associated with the 
rstaggered' non-uniform grid. The velocity components are defined as 
positive to the right (as shown); their actual values either positive 
or negative. In quadratic interpolation the approximation of a curve 
of function + at the control volume face e is achieved by using 
quadratic parabola which passes through the points (p, 4p )I (EF Y1 
(EZ, +E: E). It may 
be written in accurate form (80) as: 
+p + (Xe - Xp) ý (Xp'XE) + (Xe - Xp) (Xe - XE) + (Xp'XE'XEE) + 
(A. 1) 
where the divided differences +(X p jXE) and 
#(X 
pr 
XEIXEE) are 
#(Xp'XE' " [OE - #p"'XE - xpl 
O(xp'XE'XEE) ý lo(XE'XEE) - 0( x p'XE)'/(XEE -x p) 
9e.. 
The substitution of equations (A. 2) into A. 1 and rearranging gives 
(xe - (x e 
Xp)(Xe XE) 
+p ++ (XE - Xýy 
(+E 
-#EE 
+E) (XEE XE)(+E P(XE 
(XEE XE)(XE Xp) 
(A. 3) 
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lk 
0 
Er 
AXW--, +"-AXP '6 XE --Oý mw-ý 
Axww AN AXe AXee-*ý 
Figure A. 1 : Notation employed with the QUICK scheme for a 
staggered grid [adapted from Leonard (74)] 
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if the quadratic parabola passes through the points (W#+w)p 
(Pf+p)l (E'+E ),, then the quadratic interpolation gives: 
+xe 
XE)(+E - +13) 
+xe- 
XE)(Xe -'XP) 
+e +E (XE x p) (XE XW) 
xp - XW)(#E +P) (XE - XP)( 
XE xp) (xp - XW) 
(A. 4) 
The value of +e is determined according to the value of the 
corresponding velocity component at the control volume face Ue (74). 
If U negative is calculated from equation A. 3, otherwise from ee 
equation A. 4. 
The value of at the west control volume face can similarly be 
written as: 
Uw >0 
(xw -x (xw xP )(Xw - xW) 
+ --R- -I 
(+ - +W) + +w p xW P --7-x - XWW) Pp 
+W) (xP - xw)( xWW) (ý +W ýM) 
(xp - XW) PFW - XWW) (A. 5) 
Uw <0 
XW) (xw - xW) (xw - xP) (Xw 
+ #W + (+p +W XW) (XE 
x XW)(+E +p) (XE p)(+P 
(XE x p). 
( xp- XW) 
(A. 6) 
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-epation (A. 3-6) may be written in-the following forms: 
e + 
XCEE(+E - (XPEEN(+ XEE (+ #p)) pP EZ E Ue <0 
+E XCE(#E - #p) --(XWPE(+E - Op) XPEEP(+p - +W)) , Ue >0 
"4W, 
+p XCWK(#p +W) (Xww(+p +W) XKTM( 4w - +W) UW >0 
#W + XCW(#P (XWFM(+E +p XPEK(+p - #W)) UW <0 
(A. 7) 
where 
XCEE - (Xe Xp)/(XE Y 
XPEEN - (Xe - Xp) (XE - xe)/((XEE XP) (XEE XE)) 
1103EE Iý 
(xe - Xp), (XE - xe)/( (XEE - Xp) (XE - xp) )' 
XCE (XE -x e)/(XE - 
xp) 
XWPE (XE Xe) (Xe Xp)/((XE XW) (XE Xp)) 
XPEEP (XE Xe) (Xe'- Xp)/((XE XW) (Xp XW)) 
xCWW (xp - xw)/-(Xp - xW) 
MW (xp - xw) (xw xw)/(-, (Xp - xWW) (xp -, Xw)) 
MIMP - (xP - xw) (xw - xw)/((Xp - xWW) (xW - xWW)) 
xCW - (Xw - XW) (xP ýW) 
XKTM M (xw - XW) (Xp - Xw)/((XE - XW) (XE -x p)) 
XPEW (XV - N) (Xp - Xw)/((XE - XW) (Xp - XW)) 
(A. 8) 
Then the substitution of equation A. 7 into the discretis ed form of 
equation (3.17), 'excluding the diffusion terms for simplici ty gives: 
- XCE(+Eý- +P) - (XWPE( XPEEP-(+ - #W))) I(Feto]'(#E p 
#E 
+ XCEE(# E [, -, Fe 0 
11 lp +p) (XPEEN(#EE'- #E) XEEE(#E #p)))" 
Fw, 0 (+p -ý XCWW(#p - 4ý1) - (MW(#p - #W) - mipwp (#w 
XPEW( -Fw'o + xcw p 
'ýW) - (XWPM(+E +p) lp +W))) I 
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Then using the discretised form of the continuity equation (3.18) and 
rearranging gives: 
([[F 
e,, 
O)I(XWPE + XCE + XPEEP - 1) + 11-F e 10)II(XCEE ++ 
XPEEN) + 
Fwr 0 (X*W + XCWW + XWPWP) + -Fw, 0 (XCW + XPEW + XWFM - 1)) *p 
([[F 
e 10))(XWPE 
+ XCE - 1) + [[-Fev0l](XCEE ++ XPEEN) 
+ II-Fw, 'OmX"'M))+E + 1[1 F W'O"(X" + XCWW + XWýlp) + 
[[-F 
w 101](XCW 
+ XPEW - 1) + (I F etol](XPEEP))#W - 
11-F 
elol 
J(XPEEN) 
EE p 
[[FwpOll(XWPKP)(#W - +P) + Diffusion" 
(A. 10) 
The following coefficients could be obtained from equation A. 10 
, with the recovering of the diffusion terms. 
aE m De + 1[Feg011(XWPE + XCE - 1) + [(-'et011(XCEE + 
XPEEN) 
+ [[-FWIOII(XW M 
Dw + Fwt 0 (XWWW + XCWW + XWM) +I -Fwt 0 11 (XCW + XPEW 
+1 lFelol 1 (XPEEP) 
m -[[-F 011(XPEEN) , %E e 
and ap - &E + gw +a EE + aww 
aWW --II Fwt 0 11 (XWPW) 
b) mentation of the scheme 
* oo 9* 
The guick Scheme is not unconditionally stable, unlike the 
upwindi hybrid and power-law schemes. This has led to a number of 
proposals for stabilizing the scheme and thereby overcoming the 
convergence problem (76,78,81). most of these proposals involve the 
allocation., Of- various terms in equation- (A. 10) to source and 
n _s However, in the present study several other on ource groupings. 
practices have been tested in addition to these early ones. The 
following was found to give the most satisfactory overall convergence 
rate: 
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Equation (3.10) may be written for the one-dimensional flow case 
as follows: 
ap, PL +p, " aE#PL 
#E + aW, PL *41 +b QPL **o* (A. 12) 
where 
b QPL is a source tem that is given by: 
bQPL m (aE#Q - aE, PL) 4E + (aWtQ - aW#PL) *W 
-(a PIQ - ap, PL) *p +a EEjQ +EE + aWW, o #W 
The subscripts 0 and PL indicate that the associated coefficients 
%were calculated via the Quick or power-law scheme (i. e. equation A. 11 
or 3.28). The source term b QPL (which contain the algebraic 
difference between the Quick and power law formulation) has been 
linearised in the following manner: 
b OPL 
im ms1 
m-1 
+ st Im 
vhere m is the iteration count; 
m-1 
ý (aE#Q - 2kE, PL)4E + 
(aý#Q - N*PL)'ý4 
+ aP, PL OP + aEEjQ OEE + aý,,,, 4ý, 
*o9e (A. 14) 
(A. 15) 
and 
St im m- ([-(- ap"Q), 011 
0 (A. 16) 
This practice ensures that the coefficient in equation (A. 12) is 
always positive, and that the finite domain equation matrix is always 
diagonally dominant. 
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7he Quick scheme required a five-point formulation, and therefore 
the above practice was used to perform the calculation for all the 
grid points in the field, except those adjacent to the boundaries. 
Both power-law and hybrid differencing schemes were used to calculate 
these boundary nodes for test purposes. However, the power law scheme 
was preferred for the subsequent calculations, due to its better 
accuracy. 
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APPENDIX B 
Algebraic Stress Model Employed in the Duct-Flow Studies 
Naot and Rodi (130) have simplified the transport equations for 
the Reynolds stress devised by Launder et al (41) by neglecting the 
diffusion and convection terms in the Reynolds stress transport 
equation using the local equilibrium assumption. Demuren and Rodi 
(119) subsequently presented the resulting equations in the general 
elliptic fOm: 
aui au, 
u-ul ß( + , Ul ax -1 x. =iU, 1 
au, c 
uu)- yK(3U' + 
aU j)- 
ic U -u 
11 -5-xi Bxi Tii K1ij 
cc -0-CI) 6ij KI - 0.0 B. 1 
Where ar 0 and C, are fuctions of a dimensionless distance from the 
wall, and y is an empirical constant. These values are given below. 
The stress components were obtained in the present study using 
equation B. 1, but without neglecting the velocity gradients in the 
stream-wise direction. The individual stress components in this 
fully-elliptic fom may be written as: 
W; 
2K aw ov le (CL ++C, wv (1 - a) -a az- m CC, 
(3 
wy 
'W 8U K 
9W 
YX T-z 'FZ 
0 
+ 
2K 2W 
B. rt. Cl 'FZ 
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ax ay v 'NY 
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( ß(wu -ry + wv -35W-x - 
[(l 
- (x) V' -ß 
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+y K] 
Lu av ov 
5y - 
l(l 
- cc) U2 - OV2 +y K] Tx- 
Fu 
YZ 
w au + av )] B. 5 Tz- + IICý- 0) (7'FUXX -Fy 
The stress components, W and W were determined as in the N-R model 
via an isotropic eddy-viscosity hypothesis: 
WV V'( 
aw + av s. 6 t ry - rz 
-aw au« WU m-V t(-FX + -FZ ) B. 7 
Naot and Rodi * 
(130) further simplified the partially parabolic version 
of equations B-3 B. 5 by approximatinq the secondary-vollocitv 
gradient terms in the numerators for v2, uT and vu. They adopted the 
following eddv-viscosity expressions and neglected the 
secondary-velocity gradients in the denominators, making these unity. 
Thus , 
cc) 
ov 
- is 
au 
+yKwV av B. 8 (WU Tx- Ty- Wy t "Fy- 
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The substitution of equations B. 8 - B. 10 into equations B. 3 - B. 5 
gives j 
v2 
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cc, 
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Irwy D 
2v av B. 11 t Ty- 
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Demur n and Rodi (119) noted that the three normal stresses 
j7p 
V 41 
and u) sum-up to twi6e the turbulent kinetic energy (K - 0.5 91-UP. 
They therefore suggested that 
, 
the value of Cw7) can be most T 7, rather than from equation conveniently calculated from K, v and u 
B. 2. This practice was also adopted in the present study. 
The turbulence enthalpy fluxes were approximated following long 
established practice (124-125) using the turbulent Prandtl number 
(Prt) concept as follows: 
UUi aH 
Ujh Pr t 
/Cj B. 14 
where 
uu 
c B. 15 Vt 
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Equation B. 14 can be written for the individual components as follows.. 
wh 
vt BH 
B. 16 V-r 
t 
T-z 
vh 
vt aH 
B. 17 rr 
t 
wy 
vt 3H 
uh yr- 
t 
Tx- B. 18 
The isotropic eddy viscosity appearing in equation B. 6-7, 
B. 11-13 and B. 16-18 was calculated as in the conventional K-c model by 
relating it to the turbulent kinetic energy (K) and its dissipation 
rate (c). The latter quantities ýppear in the above mentioned 
equations, and were calculated via the standard K-c model (see section 
2.4.2)o 
The surface-proximity effect on the turbulent stresses were 
accounted for by Launder et al (41) through the following equations 
[which also found in the papers of Demuren and Rodi (119) and Naot and 
Rodi (13)1: 
cc m 0.7636 - 0.06 f; 
0- -0.1091 + 0.06 f 
1.5 - 0.5 f and 
0.186 
where f is a function of the dimensionless wall distance. Naot and 
Rodi (130) proposed a quadratic relation to calculate the function f: 
fm1B. 20 
<y2 > 
where 1 is the length scale determined from; 
3/ 
CD 
3/4 
K2 
KCB. 
21 
0 
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10 
and <T, > is given in Naot and Rodi (130) for rectangular ducts of 
dimension L and B bY 
1>1L arctg( 
L-x )+ arctg(. ý) +1+1 
Y, n Y2 yY L-X -Yý+. 
Y 
y L-X yx 
+ arctg(L-x) + arctg( 1 )+ + (5-y) B-y B-y L-X + R: y x+ B-y N: Y- L-X N: -y x 
+L arctg(E'-Y) + arctg(, Y) ++ 
x2xx Ly +xY+ 
x B-y XY 
111 
+r tg(B'--Y) + arctg( 
Y)i+ 
L-x xýq, 
arc, 
L-x L-x B-y + 
L-x L-x 
L-X B-y iýx y 
22 
Note that the duct corners are at: 
(x-O, yt-0), (X-Oly-B), (X-Lty-0) and (X-Ly-B) 
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APPENDIX C 
An Alternative Approach to Specifying the Jet Supply Conditions in 
_Rooms 
with Small Inlet Opening 
Computation of fluid flow and heat transfer in large rooms 
ventilated by small supply register/slot, is often accompanied by a 
particular., numerical difficulty (12-13,32). It lies in the 
distribution of grid nodes and particularly the correct representation 
of the flow through and near the supply opening. The task of the 
-present appe, ndix is to present an inlet cell (starting profile) 
approach that could obviate the need of such finely-spaced grid. This 
approach is based on a wall-jet empir ical data reviewed by Rajaratnam 
(107) and the results of Hammond's profile analysis (29-30). The 
profiles that are given below are for the axial component of the 
velocity, the turbulent kinetic energy, the turbulent dissipation rate 
and the temperature. 
a) Velocity profile 
The experimental data reviewed by Rajaratnam (107) suggests that 
the centreline velocity decay in a three dimensional wall-jet may be 
expressed in the form: 
WI-z 
mo m 8.325 ('C. 1 Win 77 
where A9 is the register area, A9 (a H9xW9), see also figure 7.2, and 
Wm Is the m3vilmm velocity in centreline. According to Rajaratnam 
(107). the span-wise jet spread is well described by the equation; 
bx z 
m 0.2(W) - 1.25 c. 2 W9 9 
where bx is the span-wise half-width. 
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inspection of the available data supports a value for the sPan-wise 
width ratio (32) ; 
&X 
m 2.5 Ex- C. 3 
Equation C. 2 breaks down for z< 15 w9 and in this region the spread 
is better represented by (107): 
bx 
ý 0.12 (W-) + 0.2 c. 4 w9 g 
Thus, the span-wise jet spread ax# may be calculated as follows: 
For the far field; 
2.5 Wgx0.20 1.25 c. 5 W9 
For the near field; 
2.5 Wgx [0.12(z )+0.21 C. 6 W9 
The interaction between these two relations actually occurs at 
S- - 18.125 W9 
The spm-wise velocity distribution may be written in the form 
07); 
%t-0.693( x 
o exp - Ex-) c. 7 WMO 
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and the potential core length as: 
zc a 8.235J-Ag c. 8 
Using complete velocity profile formula and associated data 
correlation given by Hammond (29-30). the velocity distribution may be 
written as follows: 
ciCby 
W ln[Remq) (=Xj 
mK ym by 
y 
B+C co(F-) C. 
quartic wake function was adopted: 
n-4 n 
ani-) C. 10 
y 
While the local skin friction coefficient is given by; 
ciy 
ln ( ReM +B+ Cw( M) C. 11 
y 
and the wake function coefficient 
-[! In(2.5 b 
+) + B) C. 12 Ky 
b+0.283 Re C. 13 ym 
where W is the velocity component in z-direction 
B and K are the log-; aw constant (B - 5.2 and K-0.41) 
by and ym are defined in Figure C. 1. 
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Figure C. 1 :A two-dimensional view for the wall-jet 
starting profile . 
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Hammond ( 30') presented approximate values for the coefficient, a nt 
as a power-law function of the local, wall-jet Reynolds number (ReM 
PW YM/P) mo 
al m 0.841 
a2=0.233 
-0.180 
0.030 
Re 
(-0.1040) 
m 
(+0.0917) 
Reý 
( +0.0627 Reý 
(+0.0555 
Reý C. 14 
These approximate relations were used to specify the W-component 
starting profile. It was assumed that the flow was fully developed 
and the velocity components in x and y directions were zero, (i. e. U 
V-0.0). 
b) Enthalpy/Tenqpqrature profile 
. 
In the absence of appropriate experimental data for the 
temperature field, it is assumed the following relation may be applied 
(Hammond private communication, 1985). 
E)mo 
m 9.125 , A7O c. 15 
where 9-T- Ta and Ta is the ambient temperature. The span-wise 
width ratio may be determined by analogy with Hmmoond's 
two-dimensional analysis (30), bx/bxo = 0.85,, and then the temperature 
profile can be given by: 
2 
e. 
m exp[- O. 
b93(1; x- 
TMO 
X0 
16 
in a similar mamer to the corresponding velocity profile. The 
lateral temperature distribution could then be written as follows, 
(Hammond, private communication, 1985): 
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y 
C) Turbulent kinetic energy profile 
Hammond has derived an empirical expression for the turbulence 
kinetic energy profile across a wall-jet, which may be written in the 
form: 
(W klL [ k2 ( 
1-) 2+1.01)2 C. 18 
6y 
where k, amd k2 are 0.175 and 7.10 respectively. 
Energy dissipation profile 
Energy dissipation profile for wall-jet may be obtained via the 
mixing length hypothesis. Hammond has derived a dissipation length 
scale expression for plane wall jets in the form 
24 
Le yy 
0.44 + 0.68(l - 1.12(l - C. 19 
yyy 
where LC is the dissipation length scale. The dissipation rate may 
then be obtained from the definition 
C. 20 
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Computer simulations are reported of the sirflow and convective host 
exchange within a warm-aft heated, rectangular (three-dimensional) 
enclosure for which buoyancy effects are significant. Emphasis to placed 
on meeting the needs of building thermal simulation progrmms for accurate 
input data on convective heat transfer. The computations are performed 
using the 'intermediate-level' convection model of Alamdart and Hammond 
(1982). and a recently developed high-level 'elliptic' finite-domain flow 
model. Comparisons are also made with the design recommendations given 
in some of the established guides. These alternative calculation methods 
are assessed In terms of the balance they provide between accuracy and 
economy. 
INTRODUCTION 
It has been estimated that building services account for about- 40-50 per cent of primary energy 
consumption in industrialised countries (Carroll (0). The need for efficient use of energy in 
buildings is therefore obviously important. particularly when viewed against a background of 
depleting oil and gas reserves. In order to develop realistic methods for the energy-conscious 
design of buildings, it is necessary to simulate the dynamic thermal response of the system 
(Clarke (2), Day (3) and Wiltshire (4))* This requires quite sophisticated computational 
techniques, and has-led to an emphasis being placed on modelling the transient performance of the 
building fabric. In contrast, the air flow and convective heat exchange in and around the 
structure are simulated using only rough approximations* Indeed, a survey of the now generation 
of building thermal models for the International Energy Agency (Irving (5)) concluded that their 
accuracy is presently limited by uncertainties in the input data, particularly for air 
infiltration and convective heat transfer rates. 
In order to obtain improved ways of determining convective heat transfer data appropriate to the 
needs of building thermal simulation programs, a hierarchy of Interacting and interdependent 
calculation methods have been developed by the authors and their co-Vorkers (see. for example, 
Alamdari et al (6)). These were originally developed for mechanically-ventilated enclosures, such 
as warm-air heated rooms or air-cdnditLoned offices', in which the 'forced' convective notion 
induced by the air supply jet predominate's. The calculation methods themselves ranged from 
'lower-level' approaches, including analytical solutions and elaborate data correlations for 
limiting cases, to the development of a 'high-level' flow model that solve& a discretited form of 
the governing partial differential equations for the complex, Jet-induced room airflow, Both the 
higher and lower-leve. 1 models have been used to develop and verify an 'intermediate-level' 
computer code (Alamdari and Hammond (7)), which formed the basis for generating Input convective 
heat transfer date for dynamic building models. This code, known as the ROOM-CRT (Room jonvective 
Heat Transfer) program, appears to offer the best prospect of meeting the needs for building 
"Cherm; l simulation in terms of accuracy, economy and user friendliness (6 and 7), The success of 
this approach led to the development of an analogous intisrmediate-l*vel computer code for 
wind-induced, external convection from buildings (6). 
The Interrelationship between the various calculation methods developed by the authors for 
computing convection data is illustrated by the schematic diagram shown In Figure I* The 
classification scheme adopted for different 'levels' was Intended to reflect the potential 
generality of their range of application, rather than their scientific sophistication (8*0 (6) for 
a fuller explanation of the choice of terms). The Iterative process of developing and verifying 
I nte reed Late-level methods is represented in Figure 1 by the block@ within the dashed line* Both 
experimental data, obtained from full and model-scale tests, and the computed results of a 
higher-level computer code have been used for verification purposes. This was conceived as a 
feedback process from which ad hoe corrections would be made to the Intermodiste-level computer 
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codes where necessary. 
In the present contribution a comparative assessment is reported of alternative methods for 
calculating convective heat exchange within a mechanically-ventilated, rectangular 
(three-dimensional) enclosure for which buoyancy effects are significant. The calculation methods 
employed for this 'mixed' convection problem include both the intermediate and higher-level 
computer codes developed by the authors, together with the design recommendations given in 
established guides (ASHRAE (8) and CIBSE (9 and 10)). Earlier reports by the authors on their 
use of a high-level flow model (Alamdari et &1 (6 and 11)) were limited to cases Involving 
non-buovant flown in 'two-dimensional' enclosure@#, restrictions which greatly simplify the 
computational task. The present evaluation of the various calculation methods is based on the 
requirements of building thermal simulation programs largely in terms of accuracy and economy. 
SPACE-CONDITIONED ENCLOSURE 
The warm-air heated room previously used to demonstrate the capabilities of the three -dimensional 
version of the ROOM-CHT program (7) was adopted for the present study* This represented a corner, 
ground-floor domestic living room (illustrated In Figure 2), having dimensions 4.30 m length, 2.45 
m width and 2.45 m height. Modern practice In the UK would normally utillse warm-air injected 
through a 'low side-wall register' (12). with supply conditions regulated by a modulating control 
system (Pimbert (13)). Such a configuration has many potential advantages for 'low energy 
housing' (7), including good energy efficiency (70-75% over the heating season) and ease of 
control with rapid response to load changes. 
A notional (reference) occupation zone air temperature of 231 0.5 0C was adopted for the simulated 
enclosure, while the surface temperature of the internal walls and coiling were similarly assumed 
to remain constant at 21 0C over the heating seasons The two external walls, incorporating 
single-glazed windows (1.45 mx1.00 m in the far-w&ll and 1.80 mx1,00 U In the side-wall), and 
the floor were given Inside surface temaerstures estimated on the basis of best current British 
practice U-values (14). These temperatures are given In Table I as a function of three 
representative heat loads. The full load condition corresponds to a supply warn-air ventilation 
rate of 3 air-changes per hour (ACH). 
The size of the warm-air supply register was determined by the requirements for full load 
operation, with face velocities and temperatures within the limits recommended in the British 
design manual for gas fired systems (12). This suggested a rectangular grille (200 =x 120 on, 
70% free area) located at the bottom centre of the Interior wall, as shown In Figure 2* Such an 
arrangement gives rise to the formation of a three-dimensional 'wall-jet' (Rajaratnam (15)), which 
initially spreads out from the terminal device across the floor. Three room air extract grilles 
are positioned at high-level above the supply register, and these are also illustrated In Figure 
2* The supply air conditions would be regulate4 by the modulating control system. which adjust$ a 
variable-speed fan. This normally operates continuously to give a constant face velocity, whose 
value depends on the heat load. In contrast, the supply air temperature modulates very slightly 
about Its load-dependent mean value, although this was neglected for the purposes of the present 
computations. The supply conditions that correspond to the three representative heat load@ are 
TABLE I- Demand-dependent Supply Air Conditions and Surface Temperatures 
DEMAND HEAT OUTSIDE 
AIR 
INTERNAL SURFACE 
TEMPERATURES (00 
SUPPLY AIR 
CONDITIONS 
LOAD 
, TE11PERATURE, Exterior Walls Windows Velocity Temperature 
(00 and Floor (m/s) (0C) 
High Full -1 16 6 1.50 65 
Intermediate 652 +7 18 11 1.21 55 
Low 30% +15 20 16 0.93 39 
2 
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again given in Table 1, where the temperatures are those suggested by modern practice (7). 
HIGHER-LEVEL MATHERATICAL MODEL 
Background 
Air flow and convective heat transfer within an enclosure are governed by the principles of 
conservation of mass, momentum and thermal energy (or enthalpy). These 'conservation laws' may 
each be expressed in terms of 'elliptic' partial differential equations, the solution of which 
provides the basis for a high-level flow model. A discretized form of the governing equations may 
be obtained by dividing the flow domain into a finite set of small sub-domains, each surrounding a 
node of the computational grid. The discretized equations are then formulated in such a way that 
integral conservation requirements are satisfied for individual sub-domains or control volumes. 
This approach has been called the 'control-volume method' by Patankar (16), and the discretized 
equations might preferably be distinguished by the prefix 'finite-domain' or finite-volume,, 
rather then the term 'finite-difference' commonly employed. The description 'finite-domain 
equations', suggested by Spalding (17), Is adopted here. They are solved in the present 
higher-level mathematical model by methods similar to those used in the TEACH and CHAMPION family 
of finite-domain programs developed by Gosman and Pun (18) and Pun and Spalding (19) respectively. 
Both these codes employ the SIMPLE ('semi-implicit method for pressure linked equations') 
algorithm of Patankar and Spalding (20), but are restricted to two-dimensional geometries. The 
authors and their co-workers have therefore used their past experience in applying the CHAMPION 
code to mechanical ventilation problems (6 and 11) in order to develop a more general computer 
program capable of simulating three-dimensional flow fields (Alamdari et al (20). This is called 
the ESCEAT (Elliptic Equation Solver for Convection and Heat Transfer) code, and was originally 
employed to compute convective heat transfer in developing, square duct-flow (21). In addition to 
its ability to handle complex geometries, the program incorporates a number of improvements 
(described below) in the numerical solution procedure for the finite-domain equations. 
Several authors have reported high-level flow model computations for three-dimensional 
mechanically-ventilated enclosures with both buoyant and non-buoyant conditions. Hjertager and 
Magnuseen (22) developed a finite-domain computer code based on the SIMPLE algorithm (20) which 
they used to predict the flow and thermal field in a room with a high side-wall register and 
adjacent ceiling extracts. Buoyancy effects were Introduced by way of heated panels in the floor 
and far wall, together with a cooled air supply. Closure of the finite-domain equations for this 
turbulent flow was obtained using the popular 'two-equation', $energy-dissipation' turbulence 
model (Launder and Spalding (23)), an extended form of which has been adopted for the present 
study. The authors' comparisons with experimental data (22) displayed good agreement for the 
Isothermal case, although not for the buoyant one. They appear to have made an allowance for 
buoyancy effects in the mean-flow equations, but not In the turbulence model ones. it is 
therefore not surprising that their computations were less satisfactory for strongly buoyant 
flows. A subsequent study by Sakamoto and Matsuo (24) using an early finite-difference technique 
examined the isothermal flow in a rectangular room with a square, ceiling-mounted supply air 
'diffuser' and a low side-wall extract. They employed two different turbulence closure 
approximations. * the standard energy-dissipation model (23) and a 
'more advanced 'large eddy 
simulation' approach. Comparison with their own experimental mesurements 
(24) displayed fairly 
good agreement for the mean-flow field, although not for some of the turbulence properties. 
Discrepancies were equally apparent with both turbulence closure assumptions, and the authors 
therefore recommended the use of the simpler energy-dissipation model on grounds of computational 
economy. Goaman et al (25) used this model, together with a three-dimensional version of the 
TEACH program, to compute the isothermal flow field in a rectangular enclosure having a square 
high side-wall registex. They report comparisons with mean-flow data that they obtained using 
laser-Doppler anemometry in a small-scale test rig. This facility had an essentially 
'through-flow' geometry with a large low-level slot extract in the for wall. The jet supply 
conditions were specified using wall-jet empirical date 
(15) to prescribe the f low properties 
within an inlet cell. This obviated the need for the very fLnely-spaced grid that would 
have been 
required if computations included the region near the inlet register. The practice also 
helps to 
ensure good agreement with the experimental mean-flow measurements. None of the authors of these 
previous studies (22,24 and 25) utilised their computer codes to calculate surface 
heat exchange, 
as is done in the present one. Each study Involved a rectangular cell with no provision 
for the 
realistic simulation of window effects. The influence of window downdraught on room air 
flow is 
usually very significant, even with forced convective heating or cooling systems. 
Mathematical Framework 
The governing time-averaged, elliptic equations for the turbulent 
flow and thermal field may be 
written in a common form, using tensor notation (25): 
3 
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a (pui 0) - --L ao +...................... "-Xj ax 3 
ax 
il 
op Nv -- 
CONVECTION DIFFUSION SOURCES OR SINKS 
Here Uj 019 U2s UO are the time-averaged (mean) velocity components in the coordinate directions 
x-( xi X2 IPX3 ,: 
see Figure 2) ,0 are any of the dependent variables Juj ,H UCp T), k or EI, ro are 
t9e effective (laminar plus turbulent) diffusion coefficients for these O'B-. SO are the sources 
or sinks for each 0, and P is the fluid density. Closure of the equation set was achieved in 
the present study by using an extended version of the energy-dissipation turbulence model (23) in 
order to compute an isotropic 'eddy' viscosity, or turbulent exchange coefficient for momentum 
( lit ). This requires the simultaneous solution of two additional transport equations for the 
turbulence kinetic energy (k) and its dissipation rate (C ). The extension to the standard k-- c 
model (23) involved the inclusion of buoyancy generation or source terms (G B) in these equations. 
using a modified form to that suggested by Rodi (26). Mathematical expressions for the diffusion 
coefficient and source terms for each variable are given in Table 2 and its accompanying notes. 
The thermal energy equation was modelled using the effective Prandtl number ( Geff ) approach 
(Hammond (27)), and the fluid properties for air were assigned values corresponding. to those at 
the reference temperature. 
In order to bridge the steep dependent variable gradients close to the room surface, the ESCEAT 
code employs so-called 'wall-functional (23). These are simply based on the well-known 
bilogarithmic behaviour of the mean velocity and temperature near solid walls. The resultant 
velocity in planes parallel and close to any surface may therefore be obtained from the following 
expression, which utilises conventional near-wall scaling (23 and 27): 
Ln (E n+) .......................................................................... 
(2) 
where np to the normal distance from the surface to a nearby point, and the log-law constants were 
given values previously adopted by one of the present authors (27) 1. K-0.41 and E-8.4. The 
corresponding expression for the temperature has the form: 
T+ - Cy (v+ .......................................................................... pt 
with Pj - -1.55 for air-flows. The value for the turbulence energy near the wall 
(kp) was 
calculated from the transport equation for k (see Table 2), but with its 
diffusion to the wall set 
equal to zero : ak /an - 0. In addition, the generation and dissipation terms are usually modified 
to be consistent with the known results for near-wall flows (19 and 23): 
VG0 and c 
Cli fc pkp 2 av .......................................... h Ck - Tw an B TW an 
where Tv is the wall shear stress, and f. - 1. However. when computations were undertaken using 
this practices the heat balance on the warm-air heated room resulted 0 
in load-dependent 
temperatures In the occupation zone that were unrealistically high (tR 2 32-34 C). This zone was 
defined in the manner suggested by Nevins and Miller (28), and -its average temperature was adopted 
am the reference value (TR )- In order to reduce this temperature 
It was found necessary to 
met fe = 0-05, followipg the procedure formerly employed 
(23) for backward-facing surfaces In gas 
turbine film-cooling simulations. The authors of the latter study argued that in recirculating 
flows the convected fluid is largely responsible for determining the rate of turbulence energy 
dissipation to the wall; a situation which is also likely to prevail in the present case. The use 
of this practice here resulted in occupation zone temperatures of 
22.5,23.0 and 23.5 0C for the 
lows intermediate and high heat loads respectively. In both sets of computations, the near-well 
value for the energy dissipation rate itself (C P) was 
determined from the usual presumption (19 
and 23), ýhst the turbulence length scale to proportional to the 
distance from the wall; implying 
CPakP 
2/n 
P. 
Numerical Solution Procedure 
The generalised set of differential equations, Equation(l), may 
be formally integrated over each 
cell volume V of the computational grid to yield: 
fAAb P [Pu 
raif so dV -0........................................ 
4 
'[7 
all bIbJ 
dAb - 
VP 
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Table 2- Diffusion Coefficients and Source Terms in the Governing Elliptic Equations 
CONSERVED 
PROPERTY 
r S 
Mass 0 0 
(continuity) 
Direction 
t 
u 'Jef f 
- 
ap a 
Ij Pgise +- ff momen um -; - X. X. xi me 
Thermal energy H 'Jeff 0 
(enthalpy) 
a eff 
Turbulence k Ii 
eff 
GK -g- GB PC 
Kinetic energy o 
Turbulence C "eff C [CI(G K+G B) - C2 PC] 
energy dissipation a k 
I I C 
I 
Notes 
1.11 
eff ++ 
11 
+ 
Pt 
t eff eff 7- 
l, 
tj 
au. aui au 
2. GK lit 11 
-+ 
j]; GB gio Ijt 
ao 
ax. 
lax. 
axj. a ax ijti 
3. eT-T R' where TR 
is the reference temperature 
4. Values for the turbulence model 'constants': 
cv-0.09, C, = 1.43, C201.92, at N 0.85, ak01.00 and oc = 1.30 
where the velocities and coordinate directions are normal to the cell boundary (b) considered, and 
Ab is, the area of this boundary. Here the first term summation Is performed over all six 
boundaries of the cell, while the associated integrals represent the total transport Ob) by 
convection and diffusion across each boundary. These integrals may be written in the following, 
finite-domain form (16): 
bý CbOP + 
ID 
ba Peb 
1) + [09 - Cbjj (op ..................... 
vhere Cb(: -P'bAb) is the convection term, Db (S rbAb/6xn ), is the diffusion term PC /Db) is ý901 b 
the 'cell Peclet number', and ct (I P is a veightinT function, vh1le the sym a, b] denotes 
the greater of a and, b. In the 
%CEAT 
code the weighting function is evaluated using a 
lpover-law' differencing scheme (16)a(lPebl) - 109 (j-0AjPebj)5jo This scheme yields improved 
accuracy over some of the older approaches, such as the upvind (19) or hybrid (18 and 25) 
schemes. The source term integral in Equation (5) is evaluated using a linearised expression (Sp 
+ S, ) in order to enhance numerical stability (16,18 and 19). This is particularly important pop 
when S is a function of the variable 0 Itself, such as in the case of the k and c equations (see 
Table 
h. 
Thus, integration of Equation (5) In the above manner leads to finite-domain equations 
for each of the dependent variables in the form: 
(a 
p- op - 
Zan 
0n+sp 
n 
............................................................. 
where the coefficients an nn 
The velocity components are D a(JPenJ)+10, ±CnI, and 'ýýan a 
calculated in the ESCEAT code at staggered locations mi y between adjacent grid nodes (20)9 
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This practice has the advantage of ensuring that the velocities are directly available for 
calculating the convective fluxes of the scalar variables, as well as lying between the location 
of the static, pressures that drive them. However, it necessitates minor changes to the 
coefficient expressions, as outlined in Mohammad's thesis (29). 
The set of algebraic finite-domain equations represented by Equation (7) are solved in the ESCEAT 
code in an iterative, 'line-by-line' manner (16 and 19), using a tri-diagonal matrix algorithm (19 
and 20). Here the velocities and pressures are calculated via the SIMPLEC algorithm, recently 
proposed by Van Doormaal and Raithby (30). This is a variant of the SIMPLE algorithm (20) which 
is more consistent, and consequently induces a faster rate of convergence. The latter is also 
enhanced by the adoption of a plane-by-plane 'block-correction' procedure applied by sweeping the 
flow domain in the X3- direction (see Figure 2). These block adjustments were based on the 
requirements for overall mass and momentum conservation. The computational grid employed for the 
present simulation of the warm-air heated room utilised a 17xl7xl5, non-uniform nodal network, 
whose fineness can be judged by the velocity vector diagrams presented in Figure 3* In the 
previous two-dimensional high-level flow model computations by the authors (6 and 11) a jet inlet 
cell was utilised, over which the variation of the dependent variables was prescribed. This 
reduced the need for a finely-spaced grid near the supply register. However, It is difficult to 
prescribe the near-register flow and thermal field in a strongly buoyant situation. such as the 
present one. Consequently, a jet inlet cell has not been employed in the current study, for which 
about 700 iterations were required to obtain a converged solution. The latter was assumed to have 
been obtained when the finite-domain equations were satisfied to within 0.5% or less of the inlet 
mass flow, or the heat supplied in the case of the H-equation. Further details of the ESCEAT 
code, including the measures taken to ensure grid-independent solutions in the present case, will 
be reported elsewhere (29). 
INTERMEDIATE-LEVEL HATHE14ATICAL MODEL 
The ROOM-CHT program (7) prescribes the flow and thermal field within mechanically-ventilated 
enclosures using the known characteristics of turbulent wall-jets (15). These jets are the normal 
means of air distribution in buildings with forced convective heating or cooling systems. They 
are assumed to spread out from their supply register and sequentially flow over the room surfaces. 
The code was developed in both two- and three-dimen, sional versions (7), to facilitate the 
simulation of enclosures with supply apertures in the form of either linear slots or rectangular 
grilles. , 
The mean-flow properties for the three-dimensional version used here are calculated from 
wall-jet empirical data (15). These are then employed to determine the corresponding local heat 
transfer distribution over the room surfaces, using the 'optimum log-law' devised by Hammond (31) 
on the basis of wall-jet profile analysis. The convection coefficient h, JB q ATR -T )) may cW locally fall below that for buoyancy-driven motion at the corresponding temperAure difference. 
Under such conditions the latest version of the code uses the improved correlating equations for 
buoyancy-driven convection recently developed by Alamdari and Hammond (32). These are rather 
elaborate, continuous functions that cover the full range of laminar, transitional and turbulent 
airflows. 
The equations which constitute the ROOM-CHT program are generally explicit, algebraic ones, except 
for the heat transfer log-law which Is implicit and is solved using the Newton-Raphson Iterative 
method. Nevertheless, the estimation of initial values for the flow field parameters from 
experimental - 
data (15) enables a convergent solution to be obtained very rapidly; typically in 
about three iterations. The computational grid normally employs around 10 uniformly-spaced 
calculation points per metre length of surface. The surface-averaged heat transfer coefficients 
are obtained, by numerical integration of the local distributions. Fuller details of the 
mathematical content of the ROOM-CHT program are given in the previous papers of the authors 
(6,7,11,31 and 32). 
A limitation of all intermediate-level models (6) is that they have a restricted range of 
application, and. need to be used in conjunction with a broad flow classification scheme (see 
Figure 0. In the present case, the ROOM-CHT program is only valid for air distribution systems 
In which the supply air jet is emitted near, and runs parallel to, one of the room surfaces. 
Nevertheless, this in not a serious weakness as building thermal modellers are well used to 
working with problem-specific Input data. A potentially sore serious restriction for such models 
Is that, because they are 'generalinations' of lower-level ones for simple $hear flows, they 
cannot deal rigorously with the consequences of flow interactionso Wall-jets within 
space-conditioned enclosures, for example, are influenced by jet-impingement against 
backward-facing walls, and by 'secondary flows' or longitudinal vortices along streamwise corners 
(6 and 11). Rather ironically, it has recently been found (11) that in the former situation the 
ROOM-CHT program was better able to compute surface heat exchange than a high-level flow model. 
This was because the ability of models of the latter type to determine surface heat transfer 
is 
hampered by limitations in the present generation of turbulence modelwall functions, despite the 
fact that they can more accurately simulate complex flow paqernso he flow interaction which 
is 
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of central concern to the present study Is that induced by buoyancy effects* These are modelled 
explicitly in the ESCEAT code by incorporating buoyancy source terms in the x27direct'on moMentumO 
k and C transport equations (Equation (1) and Table 2). In contrast, the ROOM-CHT program is 
unable to take account of such effects in any rigorous manner. It is essentially a non-buoyant 
model, which only allows for buoyancy-driven convection when the corresponding heat transfer 
coefficient is greater than the prevailing forced convection value, and then only in an 
approximate way (6 and 7). Consequently, differences between the computed local heat transfer 
distributions reported in the following section are primarily due to this cause. 
COMPUTATIONS 
Flow Field 
Velocity vector diagrams illustrating the flow pattern within the worm-air heated room under full 
heat load conditions are shown in Figure 3. These plots were obtained using the ESCEAT code, and 
display vectors in the X2 - X3 plane at three positions which coincide with those of the air extract 
grilles. Here the tail of each velocity vector indicates the location of a node in the 
finite-domain computational grid. It is therefore evident that these nodes were concentrated 
close. to the room surfaces, as well as to the Jet inlet* This arrangement was adopted in order to 
provide more nodes in those regions where there are steep dependent variable gradients. The 
computed flow pattern can be seen to be strongly influenced by buoyancy effects, due to the high 
temperature of the supply air and the counteracting cold downdraught induced by the windows. In 
particular, the downdraught from the window In the right wall (viewed from the supply register) 
clearly damps the rigorous buoyant flow in the rest of the enclosure. The pattern in the latter 
region Is characterised by two recirculating flow regions: one dominated by the buoyant supply jet 
and the other by the cold downdraught from the window in the far-wall. The ability of high-level 
flow models to simulate complex flows, such as this, are their major achievement in comparison 
with intermediate-level ones. A velocity vector Magram produced by the ROOM-CHT program would 
simply show a wall-jet circulating around the enclosure, with no obvious influence of buoyancy. 
This would not be adequate for determining, for example, the thermal comfort conditions in the 
occupation zone, which would require a high-level simulation. 
Convective Heat Transfer Coefficients 
The local distribution for the convection coefficients corresponding to the above flow pattern are 
displayed as 'carpet' plots in Figure 4. Here the computed variation over each of the room 
surfaces according to both the ESCEAT and ROOM-CHT programs are presented. The almost flat 
distributions given by the intermediate-level code for the near- and side-walls arises because the 
surface coefficient there is computed from elaborate correlating equations for buoyancy-driven 
convection (32). These yield a constant, surf ace-ave raged coefficient whenever the local forced 
convection coefficient would otherwise fall below this value. In contrast, the peculiar peak in 
the distribution predicted by the high-level flow model near the supply register (see Figure 4 
(d)) is simply a consequence of air entrainment into the jet, which causes locally high velocities 
and heat transfer rates around this rectangular aperture. It Is again clear from these carpet 
plots that the ESCEAT code Is better able to simulate the influence of buoyancy, here on heat 
transfer. However, although there are obviously differences emanating from the neglect of 
buoyancy effects in the ROOH-CHT program, these are not significant from the point of view of 
building thermal simulation. 
Dynamic building thermal models normally employ heat transfer coefficients that are 
surf ace-ave raged over each building element (6 and 7): ceilings, floors, roofs, walls and windows. 
Such values are presented for the warm-air heated room and all three representative heat loads in 
Table 3, together with those recommended as 'typicall values in the section of the UK CIBSE Guide 
which deals with the thermal response of buildings (10)- In contrast to the latter 
recommendations, the heat transfer section of the Guide (9) provides an approximate correction 
factor to buoyancy-driven convection data when the air velocity over a particular surface is 
non-zero. This practice is not, in reality, very helpful as the designer generally has no means 
of determining this velocity a priori (7). Nevertheless, the authors in a previous study 
estimated the surf ace-ave raged air velocities for the present enclosure, using the ROOM-CHT 
program in order to determine the convection coefficient in this way. These turned out to be 
significantly lower than those given in Table 3 (see (7)), and only 'slightly above those that 
would apply for purely buoyancy-driven convection (32), The corresponding room-averaged 
coefficient at full heat load was found to be 2.3 W i_2C'. This value may be compared with those 
computed by the ESCEAT code and the ROOM-CHT program, which were found to be some 60% higher and 
are given in Table 4. The ASHRAE Handbook in the USA (8) appears to ignore the possibility of 
forced convective heating or cooling, and employs only buoyancy-driven coefficients to obtain 
fabric IU-values'. These would again fall well below the values given in Tables 3 and 4. It is 
apparent from these tables that the convection data obtained * with 
the high-level and 
Intermediate-level computer codes are in generally good agreement for this particular room/heating 
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TABLE 3- Internal Surface-averaged Convection Coefficients (hc, Wm -2 K-1 
SURFACE HEAT LOAD/ CALCULATION METHOD 
ELEMENT DEMAND 
ESCEAT ROOM-CHT CIBSE (10) 
Full 2.4 6.4 1.5 
FLOOR Intermediate 1.9 6.1 1.5 
Low 1.7 5.1 1.5 
Full 2.4 3.5 3. o 
FAR-WALL Intermediate 2.1 3.2 3. o 
Low 1.6 2.8 3. o 
Full 2.2 3.5 3. o 
FAR-WINDOW Intermediate 2. o 3.1 3. o 
Low 1.5 2.6 3.0 
Full 6.9 3.9 4.3 
CEILING Intermediate 6.9 3.4 4.3 
Low 4.1 2.2 463 
Full 2.2 2.4 3.0 
NEAR-WALL Intermediate 2.3 2.2 3.0 
Low 1.5 1.6 3.0 
Full 3.6 2.5 3. o 
RIGHT-WALL Intermediate 3.4 2.2 3. o 
Low 2.5 1.8 3.0 
Full 2.2 3.5 3. o 
RIGHT-WINDOW Intermediate 2. o 3.1 3. o 
Low 1.5 2.6 3. o 
Full 3.3 1.8 3.0 
LEFT-WALL Intermediate 3.2 1.7 3. o 
Low 2.2 1.5 3. o 
system configuration, except for the ceiling and floor. The latter surfaces are the ones that are 
most directly affected by the upward trajectory of the buoyant jet on leaving the supply register 
(see Figures 3(b), 4(a) and 4(c)). It is rather surprising that the typical values suggested in 
the CIBSE Guide Part AS (10) yields coefficients for this case that are of comparable accuracy to 
those of the ROOM-CHT program. This seems to be merely a fortuitous occurrence, which has &risen 
because these values are, in reality, significantly higher than those that would prevail with the 
buoyancy-driven convection that they purport to represent. They cannot be relied up. on to yield 
accurate data for other mechanically-ventilated enclosures. 
Economy 
The present simulations using the ESCEAT code required about 5 hours of central processor unit 
(CPU) time per' run (heat load) on a DEC VAX 11/785 computers This compares with a CPU time of 
only one minute using the ROOH-CHT program. These dramatic savings in running time achieved by 
the intermediate-level model, are accompanied by a need for only one third of the computer storage 
TABLE 4- NotionalRoom-averaged Convection Coefficients (hc, War 2 K- I) 
HEAT LOAD/ 
DEMAND 
CALCULATION METHOD 
ESCEAT ROOM-CHT CIBSE (10) 
Full 3.7 3.5 3.0 
Intemediate 3.5 3.2 3.0 
LOW 2.4 2.6 3. o 
8 
requirement. Thus, high-level flow models require computational resources that are of the same 
order as building thermal models themselves. It would not therefore be a realistic approach 
to directly couple such computer codes together (6). 
_ 
Any gain in terms of accuracy, over lower- 
and intermediate-level methods. would be far outweighed by the extra resources consumed. 
CONCLUDING REMARKS 
Several lessons may be drawn from the computations of air flow and convective heat transfer within 
a warm-air heated room presented here. It is evident that high-level flow models, such as the 
ESCEAT finite-domain program. are capable of simulating the complex flow patterns generated within 
the enclosure. Accurate prediction of the flow and thermal field would be needed in order to 
determine, for example, the occupation zone thermal comfort conditions. However, the far greater 
computer resources that they require, compared to simpler calculation methods, would prohibit 
their direct use in providing input heat transfer data for building thermal simulation programs* 
In contrast, the authors and their co-workers previously demonstrated (6) that their 
intermediate-level convection models can be fairly readily incorporated Into these programs as 
subroutines. A better use of high-level flow models in the context of heat transfer would 
therefore be for the development and verification of intermediate-level calculation methods. The 
simple guidelines for specifying convection coefficients that are contained in Part A3 of the 
CIBSE Guide (10) were shown to give surprisingly good agreement with the ASCEAT code 
surf ace-averaged values. Nevertheless, it has been argued here that this was only a fortuitous 
occurrence, that does not justify the use of these guidelines for enclosures employing other 
mechanical-ventilation systems. This is particularly so in warm-air heated rooms where the supply 
air is discharged vertically over an adjacent window, giving rise to-high convection rates from 
the latter element. Likewise, air-conditioned offices using linear diffusers would also lead to 
locally high heat transfer rates over the surface near the supply aperture that could not be 
accounted for using the CIBSE guidelines. 'Intermediate-level calculation methods could be readily 
adapted to handle these situations. I 
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SYMBOLS USED 
Ab = area of finite-domain cell boundary [Equation 
a 
Cb ICn 
cp 
C11 ocl IC2 
%, Dn 
E 
fc 
GB 
GK 
gi 
hc 
R 
Jb 
k 
n 
+ 
n 
a coefficients in finite-domain equations [Equation (7)) 
M convection term in finite-domain equations [Equations (6) and (7)) 
a fluid specific heat at constant pressure 0 Kg-'K-1) 
M 'constants' In the k- Cturbulence model (Table 21 
= diffusion term in finite-domain equations (Equations (6) and (7)) 
wall function log-law 'integration' constant [Equation (2)) 
near-wall k-equation dissipation term parameter (Equation (4)) 
buoyancy g; neration term in the k-equation [Table 21 
@hear generation term in the k-equation (Table 21 
gravirational vector (g, - g3 - 0, g2 0 -9*81 a a- 
2) 
convective heat transfer coefficient (W a-2K-') 
= enthalpy (J KS-1) 
total transport by convection and diffusion across finite-dosain cell boundaries 
(Equation (6)) 
turbulence kinetic energy (U29-2) 
a norsal distance from a surface or vall (a) 
wuI n/v 
Peb Pe. - finite-domain cell Peclet number (Equation (6) and (7)) 
pi a Jayatillaka's P-parameter [Equation (3)) 
9 
convective heat flux (W m- 2) 
Sp, SP = coefficients-in linearised finite-domain source expression JEquation (7)) 
So = sources or sinks for the variable 0 (Equation (1)] 
ta temperature (C) 
T= absolute temperature (K) 
T+WP CP uT (T -TW )/qW 
Ui M velocity components in the xi-direction (m 9-1) 
u 'wall shear' velocity (S A-W77P, m a-) T 
v resultant velocity in planes parallel and close to a surface or wall (m 8-1) 
V+ v/u T 
W x, - direction width of the enclosure (a) 
Xi coordinate directions (m) 
Greek Symbols 
a -- coefficient of cubic expansion (2 TR -1 for air. K71) 
r 
ýVff effective 
diffusion coefficients for each variable 0 [Equation (01 
C turbulence energy dissipation rate (m 28 -3) 
T- TR (K) 
K von Kaman's constant (Equation (2)) 
P dynamic viscosity (kg m-s-1) 
V kinematic viscosity (m 28-1) 
P fluid density (Kg m73) 
a Prandtl number 
T shear stress (N i-2) 
any dependent variable [Equation (0) 
Subscripts' 
eff W effective (laminar plus turbulent) 
nM neighbouring node in finite-domain grid 
PW central node in finite-domain grid 
Ra reference (or occupation zone) conditions 
t turbulent 
w wall (or surface) conditions 
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