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1. INTRODUCTION 
The Lagrangian and duality theory in linear and differentiable program- 
ming is often based on solvability theorems related to Farkas’ lemma for 
linear systems (e.g. see [3,6]). Recently, these solvability theorems have 
been generalized to nonlinear systems and successfully employed to study 
nonsmooth optimization problems and homogeneous programming 
problems by Glover [13], Schirotzek [28-291, Jeyakumar [20], and 
Gwinner [15]. In this paper, new versions of the Farkas lemma are 
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presented for general systems of inequalities under relaxed convexity 
assumptions. In particular, a version of the Farkas lemma is obtained 
without any regularity hypothesis by regularization of the systems of 
inequalities. These results lead to a generalization of solvability results of 
Fan [S-lo], Ha [17], Schirotzek [28-291, and Shioji-Takahashi [30]. 
The solvability theorems are then applied to establish optimality condi- 
tions for inequality constrained infinite dimensional optimization problems. 
Moreover, these theorems are also applied to minimax problems. In par- 
ticular, a general criterion is given for the existence of approximate solu- 
tions of a general minimax problem, where the function involved is only 
assumed to be convexlike, and the underlying nonvoid sets are neither 
required to be compact nor to be convex. 
We now sketch an outline of the paper. In Section 2, we introduce our 
notions of convexlikeness for functions and nearly convexity for sets, 
respectively. In Section 3, we derive solvability theorems for convexlike 
inequality systems. Section 4 presents applications of the solvability 
theorems to inequality constrained optimization problems in which the 
number of inequalities is not restricted to be finite. Finally, in Section 5, as 
applications of our solvability theorems, we establish various conditions for 
a-solutions of minimax problems without the usual compactness restric- 
tions on the sets involved. To make the paper self-contained, in the 
appendix we provide some sufficient conditions for the closedness 
hypotheses used in our results. 
2. PRELIMINARIES 
Let us first introduce some notations. For a nonvoid set Q in a topologi- 
cal vector space E, cl Q denotes the closure of Q; 
denotes the dual cone of Q, where E* is the topological dual space of E. 
For some nonvoid set Y, we let R r := n y [w denote the product space 
in the product topology, which is a locally convex Hausdorff topological 
vector space; see, e.g., [23]. Then, the topological dual space of R ’ is the 
generalized finite sequence space consisting of all functions g: Y + Iw with 
finite support. The set R T := n r IR + denotes the convex cone of all 
nonnegative functions on Y. Then the dual cone of rW: is the set 
n = (A = (n,),, y : (3 finite set F_c Y) (Vy E Y\F) I, = 0 
and (V~EF)&>O). 
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We let 
A,= n=&J,,, 
i 
: (3 finite set FG Y) (Vy E Y\,F) A.>, = 0, 
(Vy E F) I, 3 0, and c I, = 1 
I’E Y  I 
. 
Clearly, ([WY)= lJa,Ocl~l. 
A nonvoid set A contained in a linear space is called nearly convex if 
(3a~(O, l))(Vu,b~A)aa+(l-cr)b~A. (2.1) 
Obviously, convex sets and midpoint convex sets are nearly convex. The 
following elementary property of nearly convex sets will be useful in the 
proof of our solvability theorems in the next section. 
PROPOSITION 2.1 [S]. Let A be a subset of a real topological vector 
space. If A is nearly convex, then cl A is convex. 
Proof Let x, y E cl A. We wish to show that ix + (1 - i”) y E cl A for all 
AE [0, 11. Define 
Then, S,, y is a nonempty closed nearly convex subset of [0, 11, since the 
closure of a nearly convex set is nearly convex. Now, it suffices to show 
that (0, 1) c cl S,X, y. Suppose not. Then, there exist i6 (0, 1) and an open 
ball BJi) of t such that B,(t) n S,,, = 0. Define 
and 
tZ=SUp{tESr.,,: t<i}. 
Then t, and t, are real numbers with t, < 1 and tz>O. If t, = t,, then 
there exists to E S,, y with to< i such that t,-6/2< t,. Since t,= 
inf{tES,,,:t>i}, t,+6/2>i and hence, t,>i--6 and to--i<O<& 
Thus, to E S,, .p n B,(i). This is a contradiction. 
Assume that t,#t,, hence t,>t,. Let O<a<l withmax{a,(l-a)}< 
1 -E. Select t;, t; E S,, y suchthatt;3i,t’,gI,and(1-&)lr;--t;l<t,-rf2. 
Define i=&,+(l-a)[;. Then YES,,,, and for i=1,2,]i--tjj< 
(1-&)It;-tt;I<tl-tZ.If2~i,thenZ~t,andso2-t;~f,-t,.Thisisa 
contradiction. Similarly, if i< i then we obtain another contradiction. 
Hence, S,.,. = [0, 11. Q.E.D. 
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By the proof above, we have shown the following result. 
LEMMA 2.2. Let SE (0, 1). Suppose, S’ = S v { 0, 1 } satisfies 
(Ia E (0, 1)) (Vs,, s2 E S’) as,+(l-ct)S,ESI. 
Then cl S = [O, 11. 
Remark 2.3. This result is certainly not new, in particular, with tl = l/p, 
and p > 2 a natural number, it means the representation of the real num- 
bers as p-adic decimal numbers; e.g., [18, p. 461. The proof above uses 
heavily the completeness of R, namely inf R E Iw for any nonvoid bounded 
set R E Iw. Using Lemma 2.2, Paeck [25] also shows that for a nonvoid 
nearly convex set A, 
is dense in [0, 11. 
Let F: Xx Y + R, where X and Y are arbitrary nonempty sets; let 
6, r E (0, 1). The function F is said to be convexlike on X, if 
(3a E (071)) (Vx, 3 x2 E Jf) (3x3 E -u WY E Y) 
J’b, Y) G aJ’(xI, Y) + (1 -a) f’b2, ~1; 
F is said to be concavelike on Y, if 
(2.2) 
(%E(O, 1)) (+I, Y2E Y) W,~ Y) WE-J3 
Ptx, Y,)+(~-B)W> Y~)GF(x, 14. (2.3) 
The function F is said to be a-convexlike, resp. r-concavelike, if (2.2), resp. 
(2.3) holds for a = a, resp. fi = r. We note that the condition (2.2), respec- 
tively (2.3) is a weaker form of the condition of convexlike, resp. 
concavelike introduced by Fan [S-9], which we call here 9-conuexlike, 
resp. 9-concavelike. Thus, F is p-convexlike, resp. g-concavelike, if (2.2), 
resp. (2.3) holds for all a E (0, l), resp. BE (0, 1). 
On the other hand, the following result shows that convexlike means 
“almost” 4convexlike; it belongs to the folklore of minimax theory. But 
since no reference is known to us, we include its short proof. 
PROPOSITION 2.4. Let X# 0, Y # 0; F: Xx Y -+ Iw. 
(i) If F is convexlike on X, then 
S = { 0 E (0,l): F is o-conuexlike on X) 
is dense in [O, 11. 
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(ii) If F is concavelike on Y, then 
T= {z E (0, 1): F is z-concavelike on Y} 
is dense in [0, 11. 
Proof: (i) Using Lemma 2.2 we have to show that (r= agl + 
(1 - a) C* E S’ for any cri, CT* E S’, where s’ = S u (0, 1 }, and a E (0, 1). Let 
xi, x2 E X be arbitrarily fixed. Since CT~E s’, there exist X~)E X (I‘= 1,2) 
such that for all ye Y 
F(x:“, .Y) Q OiF(xl> .Y) + (l- oi) f’(x,t ,Y). 
By convexlikeness, there exists x3 E X such that for all y E X 
f&x3, y) < aF(x$‘), Y) + (1 -Co F(x?), vi 
hence 
FL Y)GoF(x,, y)+(l -c)F(xz, v). 
(ii ) analogous. 
In addition, let X be contained in some linear space. 
Let us introduce the epigraph set of F with respect to x, 
Q.E.D. 
Then if epi, F is nearly convex, then it is straightforward to prove that F 
is convexlike on X. In this case the x3 of (2.2) is explicitly given as 
axI + (1 - a)xz. Thus the notions of nearly convex and convexlike are 
different-several other properties of nearly convex sets and convexlike 
functions are given by Paeck [25]. 
3. INEQUALITY SYSTEMS 
In this section solvability theorems are presented for general convexlike 
inequality systems. The first two theorems are stated under closedness 
assumptions involving the sets Sz and Sz,, defined below. Fairly general suf- 
ficient conditions for the closedness requirements are given in the appendix. 
Moreover, a solvability theorem without any regularity hypothesis is also 
given via regularization. The principal technical tool, used in our proofs, is 
the Hahn-Banach separation theorem. 
Let in addition f: X + R u ( + cc }, f$ + cc be defined. Introduce the 
sets 
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The pair (f, F) is called convexlike on X if 
and 
WY E Y) F(X,> Y)QWX,, y)+(l--a)m,, Y). 
It is easy to verify that 0, and Q are nearly convex if the pair (f, F) is 
convexlike and F is convexlike, respectively. The following result is a non- 
asymptotic Motzkin type result, formulated as a theorem of the alternative. 
This uses a new local regularity condition. 
THEOREM 3.1. Letf:X+Ru{+co},ff+co, andF:XxY-+R. Let 
the pair (f, F) be convexlike on X. Assume that for some neighbourhood U 
of 0 in [WY and a constant y>O, the set Q,nOx(-co,y] is a nonempty 
closed subset of R ’ x 08. Then exactly one of the following systems is solvable: 
(3XEW f(x)<% WY E Y) F(x, y)<O, (3.1) 
(V&>O) (3O#(A, T)EA XR,) (VXEX) 
Mx)+E)+ c n,Ft-(x, y)>O. (3.2) 
YE y 
Proof If both (3.1) and (3.2) are solvable, then a contradiction results. 
Indeed, from (3.1), there exists x0 E X such that f(xO) < 0 and F(x,, y) 6 0 
(Vy E Y). Choose E = -f (x,,). Then, from (3.2), there exist x E /i and z 3 0, 
not both zero, such that 
thus 
~(fbd-fh))+ c ~,Wcl~ Y)‘O, 
YE y 
1 &F(x,, ~1’0. 
yt Y 
On the other hand, since A, 2 0 (Vy E Y) we have C, E y /I,F(x,, y) d 0. 
Assume that (3.1) is not solvable. Then we claim that for any E > 0, 
(0,~-E)$cl52,=cl{(u,r):(3 xEX)f(X)~r,(vyEY)F(x,Y)~u(Y)}. (3.3) 
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Otherwise, there exists a net { (uK, r”)} in Q2, such that uK + 0 and rK + --E. 
Since U is a neighbourhood of 0 and y > 0, we can select a subnet 
{(us, r6)} such that for all 6 
(d, r8) E i-22, n 0 x ( - co, y]. 
By the closedness assumption, 
(0, -c) = lim (ub, r’) l 0, n Ox (- co, y], 
Thus, there exists X,EX such that f(xo) < --E ~0, and F(x,, .Y) 60 
(VIE Y); a contradiction is reached. 
Now, since Q, is nearly convex, by Proposition (2.1) cl 52, is a convex 
set and hence, from the strong separation theorem, there exists 
(A, r) E (R ‘)* x R, not both zero, such that, for each (u, r) E Q,, 
Thus, 
7r + A( 24) > -7.5. 
(Vx E X) zf(x) + 1 Q-(x, y) > -7E. 
,I’ E Y  
Fix x0 E X with j-(x,,) < + co. Let w  E R :. Then, for each 6 > 0, 
(3.4) 
Thus, 
5’ r(f(xo)+E)+ c ~,&&), Y) + c i,.ww>o. 
.“E Y  I .YE Y  
Letting 6 + 00, we obtain EYE ,, A.Vw(y)aO, and so, ~E(R:)*=A. 
Similarly, for each c1> 0, 
7(f(%) + a) + 2 ~,.mJ, Y) > -7X5. 
?‘E Y  
Then, 
t+cr-’ 
II 
zf(xo)+ 1 A,F(x,, y)+ze >o. 
ya Y  I 
Letting o! + co, we obtain 7 20, that is, we have shown that 
0 # (A, 7) E ,4 x R + . Hence (3.2) is solvable, from the inequality (3.4). 
Q.E.D. 
We now obtain a new version of the Farkas lemma for convexlike 
inequality system as a consequence of the preceeding theorem. 
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THEOREM 3.2. Assume that the hypotheses in Theorem 3.1 are satisfied. 
Zf there is x0 E X with (Vy E Y) F(x,, y) < 0, then the following statements 
are equivalent: 
XEX(VYE Y) F(x,y)<O*f(x)20, (3.5) 
(W<O)(~~EA)(VXEX) f(x)+ 1 A,F(x, y)>0. (3.6) 
YE y 
Proof (3S)o (3.1) is not solvable o (3.2) is solvable, by Theorem 3.1. 
Thus, for any 6 < 0, there exists 0 # (7, A) E R + x A such that 
(Vx E X) z(f(x)-@+ 1 J,F(x,y)>O. 
YE y  
Suppose that z = 0, then, A # 0 and, from (3.2), 
(Vx E X) 1 1,F(x, y)>O. 
YE y 
This contradicts the assumption that there exists X,EX such that 
(Vy E Y) F(x,, y) < 0, since (Vy E Y) 1, > 0. So, without loss of generality, 
we can assume that r = 1, and hence (3.6) holds. The equivalence follows, 
since (3.6) => (3.5) is obvious. Q.E.D. 
Remark 3.3. It should be noted that, from the consistency assumption 
that there exists X~E X such that (Vyg Y) F(xO, y) ~0, one can always 
choose the constant 
y 2 inf{ f(x) : x E X (Vy E Y) F(x, y) < 0}, 
such that y > 0 and 8, n 0 x (- co, y] is nonempty. Moreover, the closed- 
ness assumption is satisfied, if a, is closed in [WY x R. This holds, in par- 
ticular, if X is compact and the functions f  and F( ., y), for y E Y, are lower 
semicontinuous on X. Further sufficient conditions for the closedness 
assumption in Theorem 3.1 are given in the appendix. 
We now show that the regularity assumptions, used in our Farkas 
lemma, can be dropped by considering a regularization of the system (3.5). 
For related ideas of regularizations, see [16]. 
THEOREM 3.4. Let f:X+Ru{+co}, f$+m, and F:XxY+[W. 
Let the pair (f, F) be convexlike on X. Zf there is X,,E X with 
(Vy E Y) F(x,, y) < 0, then the following statements are equivalent: 
OER, (0, a)ECl!&*oBo, (3.7) 
(NJ < 0) (3 E A) (Vx E X) f(x)+ 1 ~yf-k Y)>O- (3.8) 
YE y 
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Proof Clearly, (3.7) is (3.3). Therefore, by the proof of Theorem 3.1, 
and the hypothesis, the condition (3.8) follows. Conversely, assume that 
(3.8) holds. Suppose that (3.7) does not hold, and we establish a contra- 
diction. Then, (0, oO) E cl &,, for some o,, < 0. Now, choose 6 = a,/2 < 0. 
Then, from (3.8), there exists ;CE.~ such that, for some finite set Y, of Y. 
A.,=0 for ye Y, and 
(Vx E Xl f(x) + 1 +7x, Y) > fJ,P. (3.9) 
YE y 
From the definition of a,, there exists x E X such that f(x) < r < o,, - a,/4, 
and for each y E Y,, F(x, y) < u(y) < 6, where 6 > 0 is chosen such 
that C yc v0 1,6 d -0,/4. Hence, f(x) +X,,:,. y 1,.F(x, y) < a,/2. This is a 
contradiction. Q.E.D. 
It should be noted that if, in particular, Sz, is closed then the system (3.7) 
is clearly equivalent to the system (3.5). We conclude this section with a 
Gordan type result. 
THEOREM 3.5. Let F: Xx Y + R be convexlike on X. Assume that there 
exists a neighbourhood U of 0 in R ’ such that Q n D is a nonempty closed 
subset of Ry. Then, exactly one of the following systems is solvable: 
(3x E X) (Vy E Y) F(x, Y) d 0, (3.10) 
(3AEA1) (VXEX) 1 I,.F(x, y) > 0. (3.11 ) 
Proof. If both (3.10) and (3.11) are solvable, then a contradiction 
results. Indeed, 
0-c c ~,F(x,Y)~O, 
VE Y 
which follows from the definition of 2 E A,. We shall show that 
not (3.10) =z. (3.11). Let so > 0. Assume that (3.10) is not solvable. Then, the 
system 
PXEX) f(x)<O, WY E Y) F(x, Y) 6 0 
is not solvable, where f(x) = -so, Vx E X. From the assumptions, the set 
non ux (-cc, y] is nonempty and closed for each y > 0, and the 
convexlike hypothesis in Theorem 3.1 is also satisfied. Hence, from 
Theorem 3.1, there exists 0 #L E n such that 
(Vx E X) 1 l,F(x, Y) > 0. 
.“E Y 
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Thus, there exists X E A,, such that 
(Vx E X) 1 &F(x, Y) > 0. 
.“E Y  
Q.E.D. 
We wish to point out that the solvability theorems presented here differ 
from those given in [7, 303, where the sets involved in the systems are 
either compact or cones generated by compact sets. 
Remark 3.6. Theorem 3.5 extends [17, Theorem 2; 21, Theorem 3.11 
(see also [30, Theorem A; 91) since 51 is closed when X is a compact set 
and F( ., y) (y E Y) is lower semicontinuous. It should be noted that if X 
is a closed convex subset of a finite dimensional space and F( ., y) is convex 
and lower semicontinuous on X for ye Y, and if the functions I;( ., y) 
(ye Y) have no common direction of recession which is also a direction of 
recession of X (see [27]) then the standard arguments show that the set 52 
is closed. This geometric idea of the directions of recession will be also 
taken up for the more general infinite dimensional case in the appendix. 
However, the following simple example shows that Theorem 3.5 may hold 
when X is neither convex nor closed; whereas [ 17, Theorem 2] or [27, 
Theorem 21.21 are not applicable. 
EXAMPLE 3.7. Let 
and 
Y= ((Y,, y2bR2: Yl >O? Y2W 
Define F: Xx Y+R by 
F((Xl? X2)? (Yl> Y2)) = Ylxl+ Y2X2. 
Then, F( ., (yr, vz)) is convexlike on X, the set 52 = rW= is closed and (3.10) 
is solvable, and (3.11) does not hold. However, the set X is neither convex 
nor closed in R2. 
It can also be shown by the standard sequence arguments (see [ l-2,26]) 
that B is closed and hence, that the closedness assumption in Theorem 3.2 
is satisfied if X is a closed subset of a reflexive Banach space and for each 
y E Y, F( ., y) is lower semicontinuous on X and if the coercivity assump- 
tion that lim inf llxll + m, xsx F(x, ~~)lll4l > 0, holds for SOme Y, E Y. 
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4. CONSTRAINED OPTIMIZATION 
In this section, we are concerned with the following constrained 
optimization problem 
(P) p := inff(x) subject to x E X, (V’y E Y) F(x, y) 6 O! 
where X and Y are arbitrary nonvoid sets, f: X-r R u ( + co 3 with 
f $ + co, and F: Xx Y + R. As in Section 3 the pair (f; F) is assumed to be 
convexlike on X. The model program (P) includes a large class of 
constrained optimization problems. For example, if XC R” is convex, Y is 
an index set with infinite cardinality, and iff and F( ., y), for each y E Y, are 
convex, then (P) is called a semi-infinite convex program which has been 
extensively studied in the literature (e.g., see [ll, 221). Moreover, the 
model (P) subsumes the standard cone constrained problems (e.g., [6]) 
and the inequality constrained problems studied in [29, 121. 
Here we establish an s-saddle-point theorem, and a duality theorem for 
(P), as applications of the solvability Theorem 3.1. We also point out how 
the regularity conditions in the duality theorems can be dropped using 
regularization of the primal problem. Our results may be applied to those 
nonlinear programming problems, where the standard constraint qualifica- 
tions do not hold. 
For (P), the Lagrangian function is defined by 
W, 4 =f(x) + 1 j+,m Y), 
1’ E Y  
where ;1 E n and x E X. The point (2, X) E Xx n is called an t-saddle point 
for(P)if,forall;iEnandxEX . 
qx, A) - E < L(f, X) < L(x, X) + E. (4.1) 
Note that from the right hand side of (4.1) and from f f + 00, it 
follows that J(Z) < +co. Moreover. the left hand side of (4.1) implies the 
s-approximate complementarity condition 
-E< 1 X,F(X, y)<O. (4.2) 
Ye y 
Indeed from (4.1) one concludes that 2 y E ,, 1, F( X, y ) is bounded above on 
the cone /i, hence bounded above by zero (compare the proof of 
Theorem 3.1). Thus, for each y E Y, F(X, y) d 0, or Z is feasible for (P), and 
the right hand side of (4.2) is immediate. On the other hand, the left hand 
side of (4.2) follows from the left hand side of (4.1) by the simple choice 
A= 0. 
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The program (P) is said to be consistent if there exists a feasible point 
for (P). 
THEOREM 4.1. Let E > 0. Assume that (P) is consistent and p is finite. If 
there exists a neighbourhood U of 0 in tQ ’ and a constant y > 0 such that 
y > ,u and l2, n 0 x ( - 03, y] is closed in R’ ’ x R, then there exist a feasible 
point X E X and X E A such that (X, X) is an E-saddle point for (P), moreover 
,u=f(X) and --E<C~~~&F(X, y)<O. 
Proof: Since ,u is finite and y > ,u, for each 0 < 6 < (y - ,u), 
(0,P++6)~QonW-~,Yl, 
which is closed by hypothesis. Hence, (0, p) = lims,o (0, p + 6) E 52, and 
so, there exists x E X with (Vy E Y) F(X, y) < 0, and f(X) = p < +a. Now, 
since X is an optimum for (P), 
xEX(vyE Y) F(x, y)<O=>f(x)-f(X)20. 
From Theorem 3.2, there exists XE~ such that 
(VXEX) f(x)+ c JJ(x, V)>f(3-& 
YE y 
since the pair (J: Ir) is convexlike, where 3(x) = f(x) - f(X), x E X. Hence, 
-&< c X,F(X,y)<O, 
YE y 
and for each x E X 
& + L(x, X) 2 L(X, 2). 
Let IE~, then since X is feasible withf(x) = CL, 
f(X) + c Aym VI <f(x), 
ye Y  
and so, -E + L(X, A) ,< L(X, A), since -E < z,,E y JyF(X, y). Q.E.D. 
As a consequence of Theorem 4.1, we obtain the following generalized 
duality theorem. 
THEOREM 4.2. Assume that (P) is consistent and p is finite. Zf there exist 
a neighbourhood U of 0 in R y and a constant y > 0 such that y > p and 
Q, n 0 x ( - co, y] is closed, then p is attained for some feasible point X of 
(P) and 
p = f(2) = sup inf L(x, 2). 
?.EA,xeX 
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Proof. From Theorem 4.1 we have the existence of an optimum 55 and 
for any E > 0, there exists X E A such that 
Thus, 
(Vx E X) L(X, 1) > L(x, 2) - E. 
inf L(x, X) > L(X, A) -a. 
X‘FX 
Since --E < C,, Y X,F(X, y), 
inf J~(x, X) >S(X) - 2s. 
XCX 
Letting E + 0, we obtain 
sup inf L(x, i) >f(x). 
LcA,rsX 
The equality follows from the weak duality inequality that for each feasible 
ZEX, 
f(Z) > sup inf L(x, ;I). 
icA,.xsX 
Q.E.D. 
Remark 4.3. It is worth noting that using Theorem 3.5 we can show 
without any regularity hypothesis that the regularized primal value of (P) 
p0 := inf{ fJ ( (0, a) E cl SL,} = sup inf L(x, A), 
i.EA.xeX 
and cl0 d p. Furthermore, if fz, is closed then cl0 = CL. For related regulariza- 
tions for minimax theorems, see [ 161. 
The following simple example illustrates the situation where the classical 
saddle point conditions do not hold; whereas Theorem 4.1 holds. 
EXAMPLE 4.4. Consider the following convex problem 
inf - x subject to max(x*, 0) < 0. 
Then, infimum is attained at X = 0. For each E > 0, X(E) = l/4& > 0 and for 
each XER and A.20 
L(o, 2) - E = 0 - E < 0 < L(o, 1/4E) < L(X, l/4&) + E. 
However, there is no 2 > 0 such that L(0, X) <,5(x, A) for all x E R. Note 
that all hypotheses in Theorem 4.1 are satisfied. 
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The value function V: R’ ’ -+ [ - cc, + cc ] is defined for (P) by 
V(U) = inf{f(x) 1 XEX (V.Y~ Y)F(x, Y)GU(Y)}. 
Note that V(O) = p. It is easy to see that the value function V is convex if 
the pair (f; F) is 9-convexlike on X. 
Let 2 be a locally convex topological vector space, let h: Z--+ 
Ru {+co} be convex with hf +co. Then for any .s>O the 
wubdzjjferential of h at Z~E Z with h(q) < +co, denoted by 8,h(zo), is 
defined by 
B,h(z,)= i&Z* 1 (vzEZ)h(z)>h(zJ+ ([,z-Zo)-E}. 
Thus the set d,h(z,) is a weak * closed convex set in Z*. 
We now show how the s-subdifferential of the value function V is related 
to the multipliers which satisfy c-saddle point conditions for (P). 
THEOREM 4.5. Assume that the hypotheses in Theorem 4.1 are satisfied. 
Then, for every E > 0, a, V(0) is nonempty and 
-aE V(O)c (LEA I SEX, (2, A) is E-saddlepointfor (P)}. (4.3) 
ProojI From Theorem 4.2 there exists A E A and a feasible X E X such 
that 
f(x) = fi = v(o) <ill; L(X, A) + E. 
If F(x, y) < u(y) WY E Y), then 
- 1 &Q, Y) 2 - c +4y>. 
YE y YE Y  
Hence, 
f(X)> v(o)- 2 l,Y(Y)-E, 
Ye y 
and so, for ail u E iw ‘; 
V(u) 2 V(0) - (X, 24) -&; 
thus -1 E a, V(0). 
To show the inclusion, let -A E a, V(0). Then, it can be easily seen that 
jsf, 
[ 
f(x)+ c 1,m, y) 2 V(O)-E=f(X)-&, 
YSY 1 
Hence, (X, II) is s-saddle point for (P). 
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We now show that A E A. Suppose not. Then, by the separation theorem, 
there exists WE RI with (2, w) = -1. So, 
V(2&W)> V(O)- (&2&W)-&= v(O)+&. 
But, since 2&w E Iw:, V(2.s~) d V(0); a contradiction. Therefore, Jti belongs 
to the right hand side of the inclusion (4.3). Q.E.D. 
5. MINIMAX PROBLEMS 
In this section, we consider applications of the solvability theorems of 
Section 3 to the following minimax problem 
v = infsup F(x, y), 
i E x, ” E Y  
(5.1) 
where F: Xx Y + R, X and Y are nonempty sets, which are permitted to be 
noncompact and nonconvex. We assume that v is finite. Let E > 0 be lixed, 
following [24], a pair (X, j) E Xx Y is said to be an E-minimax for F if 
-CC <sup F(X, y) GE + inf F(x, j) < co. 
C’E Y  x E x 
For comparison note that ordinary minimax solutions (e.g., [ 1-2, 51) to 
problem (5.1) are those pairs (ji-, j) E Xx Y, that satisfy 
inf F(x, J) = sup inf F(x, y) = inf sup F(x, y) = sup F(X, y ). 
XEX ye YJCX xtX,yE Y  I’E Y  
For nice properties of a-minimax solutions when F is convex-concave, we 
refer to [24]. 
Here, we establish some properties of &-minimax solutions including the 
existence of such solutions, under new general conditions. A key tool we 
shall use in proving the results is our Theorem 3.5. For that use, with the 
E > 0 being considered we introduce the set 
~~;={uER~I (3x~X)(Vy~Y)F(x,y)<u(y)+v-E}. (5.2) 
THEOREM 5.1. Let F: Xx Y + R be convexlike on A’. Suppose that there 
exists X E X such that supy f y F(X, y) = v. Zf there exists a zero-neighbourhood 
U in Ry such that Sz: n 0 is nonempty and closed, then there exists 1 E A, 
such that 
inf c x,F(x, y) + E > sup F(X, y). 
xGx VEY yt Y  
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Proof Define G: Xx Y + R by 
W, v) = li(x, Y) - (v - ~1. 
Then, clearly G is convexlike on X and the following system 
(3x E X) (Vy E Y) G(x, Y) G 0, 
is inconsistent. Hence, by Theorem 3.5, there exists LIZ A 1 such that 
Thus, 
(VXEX) 1 A,G(x, Y) > 0, 
Ye y 
inf 1 X,F(x,y)av-E, 
xcx yeY 
and the proof is completed. Q.E.D. 
It is worth noting that a,Y is always nonempty if, for some 2 E X, v = 
supy F(X, v) holds; for then u(y) = E (Vr E Y) belongs to 52:. 
In the next proposition, we obtain an inf-sup-inequality under the 
assumption of F-concavelikeness. 
PROPOSITION 5.2. Let F: Xx Y + I$ be F-concavelike on Y. Then, for 
each 3, E A,, there exists j E Y such that 
Moreover, 
sup inf C A,F(x, v) < sup inf F(x, y). 
LEAI xsx YE Y  ysYx0X 
Proof Let ;1 E ,4,; this means that Cys y AyF(x, y) = Cf= I AyiF(x, ui) 
for some finite k E N. Since F(x, .) is R-concavelike on Y, by induction on 
(2.3), there exists jj E Y such that, for each x E X, 
Thus 
inf C A,F(x, y) < 2: F(x, j), 
XSX 
INEQUALITY SYSTEMSAND OPTIMIZATION 67 
leading to 
(VAEA,)inf, 1 AyF(x,y)< supinf F(x,y). 
.“E Y  YEY.YEX 
Taking the supremum with respect to E,, we arrive at 
sup inf 1 1$(x, y) < sup inf F(x, y). Q.E.D. 
LEAI xeX ye y .“E Y  1.6X 
We now derive a result of an a-minimax solution for F by combining 
previous results of this section. 
THEOREM 5.3. Let X and Y be nonempty sets; let E > 0 be given; let the 
function F: Xx Y + R be convexlike on X and @-concavelike on Y. Suppose 
that there exist XE X and a zero-neighbourhood U in [WY such that 
supBe y F(X, y) = v and SzI n 0 is nonempty and closed, then there exists 
j E Y such that the pair (2, j) is an .+minimax for F. 
Proof. Under the convexlike hypothesis and the closedness condition, 
by Theorem 5.1 there exists X E A, such that 
sup F(X Y) G mg, 1 X,F(x, y) + E. 
.“E Y  VE Y  
Proposition 5.2 yields Je Y such that 
inf 
x E x 
1 &F(x, y) 6.2% F(x, j). 
ye Y  
Hence, 
sup F(X, y) Q inf F(x, 7) + E. 
Ye y .xe x 
Q.E.D. 
To conclude this section we provide sufficient conditions for the 
existence of an s-minimax. 
THEOREM 5.4, Let E >O be fixed. Let X be a topological space and 
let R Xx Y -+ R be convexlike on X, 9-concavelike on Y, and lower semi- 
continuous on X. Suppose, v is finite, and there exists y > E and a finite subset 
y of Y such that the set 
is compact. Then there exists an E-minimax (x, j) E XX Y for F. 
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Proof: Define a zero-neighbourhood in [WY by 
U,=(-Y,Y)X ... x(-Y,Y)X n R. 
Y\F 
Then we shall show that Sz, n DO is nonvoid and closed, and there exists 
X E X such that 
sup F(X, y) = v. 
YE y 
First, introducing the constant function 
(VY E Y) U,,,(Y) = E + m 
wehaveuC,,EC2in0,forn>(y--s)-‘.Thenlet {u”] beanetinSZ:nu, 
which converges to u E R’ ‘. Thus 
(VJE P) u”(P) d Y7 
and by the definition of 0: there exists a net (x”} c X such that 
WY E Y) F(xa, y) < uy y) + v - E. 
Hence, 
(VjjE P) F(xa, j)<y+v-E, 
and {x”} is contained in the compact set 2. Therefore, for some subnet 
{xj}, xB converges to 2~ BE X. Moreover by lower semicontinuity of 
FC.3 Y) 
WY E Y) F(f, y)<u(y)+v-E. 
Since in particular (Vjj E P) u(J) d y, we obtain u E Sz: n Do, and L2: n DO is 
closed in [WY. 
Finally we use again that u~,~ ESZ: n 0, for sufficiently large n. The 
closedness of f2: n DO implies that U, = lim u,,, E 52:, where 
WY E Y) U,(Y) = E. 
Therefore. there exists 2 E X such that 
WY E Y) F(X, y)<&+V-&=v, 
and by the definition of v, we arrive at 
sup F(X, y) = v. 
YE* 
Q.E.D. 
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6. CONCLUSION 
It is known that solvability theorems have played a central role in the 
development of modern optimization. Over the years, various generaliza- 
tions of solvability theorems for nonlinear systems have been obtained and 
applied to optimization problems. In this paper, we presented new and 
different versions of solvability theorems for general systems of inequalities 
and noncompact sets. We have also shown how the regularity hypothesis 
in certain solvability results can be dropped using regularization. We 
included applications of the solvability theorems to inequality constrained 
optimization problems and minimax problems. We demonstrated that our 
results may also be applied to derive approximate Lagrangian conditions 
for certain optimization problems without a constraint qualification 
condition. The application of our results to more specially structured 
optimization problems, like fractional programs, semi-infinite programs, 
and continuous time programs, will be given in another subsequent paper. 
APPENDIX: SOME CLOSEDNESS CONDITIONS 
In this appendix we provide some more concrete sufficient conditions for 
the abstract closedness hypotheses used in our theory. First, we shall 
present conditions using inf-compactness conditions. For related results, 
see [22]. 
PROPOSITION A.l. Let X be a topological space, and for every y E Y, let 
F( ., y) : X + R and f: X -+ 53 be lower semicontinuous. Suppose, there exists 
E > 0 and a finite subset FC Y such that the set 
{xCkIf(x)<c, (VIE 8)F(x, j)<~} 
is nonvoid and compact. Then the closedness assumption in Theorem 3.1. 
holds. 
Proof: Define a zero-neighbourhood U, in (WY by 
U,=(-&,&)X ..’ X(-&,&)X n Ft. 
Y\ B 
Then the set d = Sz, n 0, x (- co, E] is nonvoid. Then similarly to the 
proof of Theorem 3.1 one shows that fi is closed in R ’ x R. Q.E.D. 
We now see that instead of the compactness assumption, we can use a 
locally compactness assumption applying a result from [14]; for a refined 
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version of the result, see Borwein [4]. To this end, for a convex closed set 
X, we use the asymptotic cone of X, given for some fixed a E X by 
acX= (-) qx-a). 
2 p 0 
PROPOSITION A.2. Suppose, X is a closed, convex, and locally compact 
subset of a topological vector space. Moreover, for any YE Y, let 
F( ., y) : X + R and f: X-+ R be convex and lower semicontinuous. If for 
some fixed a E X the auxiliary problem 
minimize sup f (a + AZ) 
A>0 
subject to zEacX;(Vy~Y,L>O)F(a+Az, y)<F(a, y) 
admits only the trivial solution z = 0, the set Sz, is closed. 
ProoJ The same method of proof in [24, Proposition 6.31 applies here 
with the lower semicontinuity assumptions off and F( ., y), and so the 
details are left to the reader. 
It is worth pointing out that if a is the unique solution of (P), then z = 0 
is the unique solution of our auxiliary problem. Moreover, the local 
compactness hypothesis is trivially satisfied in finite dimensional spaces. 
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