Abstract. In this work we shall apply the Bochner's theorem to prove certain combinations of Euler's q-exponentials are positive definite functions. Then we apply this positivity to prove curious inequalities for the Jacobi theta function ϑ 4 and q-Gamma function Γq.
Introduction
For any n ∈ N, the matrix (a j,k ) n j,k=1 , a j,k , b j,k ∈ C, it is well-known that their Schur (Hadamard) product A • B = (a j,k b j,k ) n j,k=1 is also positive semidefinite. Furthermore, it satisfies [4, 8] 
det (A • B) ≥ det(A) · det(B).
A continuous function f (x) on R with f (0) = 1 is called positive definite if and only if the matrices (f (x j − x k )) n j,k=1 are positive semidefinite for all n ∈ N and x 1 , . . . , x n ∈ R. The Bochner's theorem states that f (x) is positive definite if and only if there exists a probability measure µ(dx) on R such that [1] f (x) = R e ixy µ (dy) .
The condition f (0) = 1 can be replaced by f (0) > 0, then the total mass of the mea-
are all positive definite functions where a is any nonzero real number. Furthermore, for any m ∈ N if f 1 (x), . . . , f m (x) are positive definite functions, then m n=1 f n (x) and m n=1 a n f n (x) are also positive definite functions where a n ≥ 0, n = 1, . . . , m and m n=1 a n = 1. In [6] we derived numerous Fourier transformations for several q-special functions. In this work we shall apply the Bochner's theorem to prove certain combinations of Euler's q-exponentials are positive definite functions. As a corollary of the positivities we prove some curious inequalities for the Jacobi theta function ϑ 4 , q-Gamma function Γ q and Euler's q-exponentials.
Main Results
is a positive definite function. Furthermore, for all m ∈ N and all x 1 , . . . , x m ∈ R, the matrices
are positive semidefinite. In particular, we have the inequality,
Proof. Since
Then by (5.37) of [6] ,
where |z| < 1, x ∈ R, the inequality
and by the Bochner's theorem we see that the continuous function
is positive semidefinite in variable x ∈ R. Therefore, for all m ∈ N and all distinct x 1 , x 2 , . . . , x m ∈ R, the matrices (2.5)
, q, y ∈ (0, 1) are positive semidefinite. (2.1) and (2.2) are obtained by taking the Schur (Hadamard) product of (2.4) or (2.5) respectively. For all m ∈ N, by (2.2) we get
Then (2.3) is obtained by setting m = 2 in the above inequality.
The q-Gamma function is defined by [6] 
and the Jacobi theta function ϑ 4 is [6]
and (2.8)
Proof. From (2.3) we get (2.9)
and
Multiply (q; q) ∞ to the square of (2.9) to obtain,
Then let q → q 2 , y → q in the above inequality to obtain (2.10)
Remark 3. Given any simplify connected region Ω that is not the entire complex plane, then by Riemann's mapping theorem, [2] , there exists an analytic function f (z) = u(z)+ iv(z) in Ω defines a one-to-one mapping of Ω onto the right half-plane H = {u + iv|u > 0, v ∈ R}. The inequalities (2.6), (2.7) and (2.8) imply that
Then for z ∈ Ω, (2.14)
In particular, since the function
maps unit disk unto the right-half plane. Then for z = x + iy with x 2 + y 2 < 1 we have
is positive definite in x. In particular, for all m ∈ N and distinct x 1 , . . . , x m ∈ R the matrices (2.20)
are positive semidefinite. Furthermore, for x ∈ R we have
Proof. For q ∈ (0, 1), the confluent basic hypergeometric series
we get
Since for q, b, z ∈ (0, 1), a ∈ (−1, 1), α ∈ R we have −bq
Then by Bochner's theorem we know that the continuous function, 
Proof. For 0 < z, b, q < 1, −1 < a < 1 and x ∈ R, let n = 1 in (2.21) we get
In particular,
Then set x = v log q, v ∈ R to get
Then the corollary is obtained by renaming variables. Let q = e 
