Above a critical disorder strength, localization occurs also in systems with interaction. Among the latter, the one-dimensional isolated Heisenberg model with random static magnetic fields has become paradigmatic for the analysis of many-body localization. Here, we study the dynamics of this system for initial states prepared with high energies. Our focus is on the probability for finding the initial state later in time, the so-called survival probability. Two distinct behaviors are identified before the saturation of the relaxation process. At short times, the decay is very fast, as typical of clean systems. It subsequently slows down and develops a powerlaw behavior with an exponent related with the multifractal structure of the eigenstates. The curve of the powerlaw exponent versus the disorder strength exhibits an inflection point that is linked with the metal-insulator transition point.
Introduction.-Studies of the metal-insulator transition has been at the forefront of physics since Anderson's seminal paper [1] . As a result of quantum interference, the wavefunctions of a disordered noninteracting system can become exponentially localized in configuration space. The phenomenon has been experimentally observed in different setups, more recently with Bose-Einstein condensates [2, 3] . Lattice models, such as the Anderson tight-binding model and the powerlaw random banded matrix model [4] , have been extensively employed in the analysis of this transition [5] . At criticality, it was found that the eigenstates exhibit multifractal features [4] .
At the Anderson transition, the probability amplitudes C k α of the eigenstates |ψ α = k C k α |φ k written in the basis vectors |φ k of the configuration space display large fluctuations. In this region, the sums of the moments of the components of the eigenstates,
show anomalous multifractal scaling with respect to the system size [4, [6] [7] [8] [9] [10] ,
where . denotes the average over an ensemble of realizations and eigenstates, N is the dimension of the Hamiltonian matrix, and D q represents the generalized dimension. The presence of multifractality is reflected by the dependence of the generalized dimension on q. In contrast, the general expectation has been that in the metallic phase, D q = d, where d is the system dimension, and in the insulating phase, D q = 0. Experimentally, multifractality has been observed in disordered conductors [11] and in systems with cold atoms [12, 13] . Recently, new studies have led to the conclusion that multifractal correlations are not exclusive to the Anderson-transition critical point. They are present in the ground states of clean systems [14] and away from criticality in disordered systems [15] . In fact, it has been argued that all extended states are multifractal at any finite disorder [16] .
The analysis of the dynamics of noninteracting systems at the metal-insulator transition provides important information about their transport properties. It has been shown, for example, that the Loschmidt echo [17] , the survival probability [18] [19] [20] [21] , and the spreading of wavepackets [20] [21] [22] at the mobility edge exhibit a powerlaw behavior, where the exponent coincides with the generalized dimension with q = 2. The latter is extracted from the scaling analysis of the socalled participation ratio, P 2 [23] . This quantity measures how much delocalized a certain state is in a chosen basis. The smaller P 2 is, the more spread out the state. In dynamics, the interest is on the level of delocalization of the initial state projected on the energy eigenbasis. The generalized dimension in this case is denoted by D 2 , to distinguish from the D 2 for eigenstates, although the relation D 2 = d D 2 has been proposed in [24] .
A natural question following this brief description of the Anderson localization is what happens to the above findings when interaction is included. It had been conjectured already in [1, 25] and then confirmed with perturbative arguments [26, 27] that localization may persist. How about the dynamics? What characterizes the evolution of isolated disordered systems with interaction? To address this question, we study the decay of the survival probability in these systems and its relationship with the onset of multifractal states.
The number of studies about MBL has recently boomed . The interest in the subject is in part motivated by the access to new experimental tools, such as cold atoms in optical lattices, that can be used to corroborate theoretical predictions. Among the latter, we find works about the location of the critical point in spin-1/2 chains with strong random magnetic fields [32] [33] [34] , the analysis of the relation between the distribution of the wavefunction coefficients and the onset of localization [33] , various efforts to identify the quasi-local integrals of motion in the MBL phase [43] [44] [45] [46] , and the description of the evolution of the entanglement entropy [36, 37] , few-body observables [39] , and the Loschmidt echo [40] close to the metal-insulator transition.
Here, we consider a one-dimensional (1D) disordered spin-1/2 system and explore the evolution of the survival probability and of the time-averaged survival probability at different time scales. At short times the decay is very fast and similar to that of clean systems. Afterwards, the decay slows down and shows a powerlaw behavior. Close to the critical point, oscillations precede the algebraic decay of the survival probability. The damping rate of the oscillations is related with D 2 . In the case of the time-averaged survival probability, it is the exponent of the algebraic decay that coincides with the multifractal dimension. The analysis of the curve of the generalized dimension versus the disorder strength reveals an inflection point, which likely signals the MBL transition.
Model.-The model investigated represents a 1D spin-1/2 system with two-body nearest-neighbor interaction, L sites, and periodic boundary conditions. This is a prototypical model of many-body quantum systems. Its Hamiltonian is given by
. The dependence on h of the level spacing distribution (LSD) and of the level of delocalization of the eigenstates for Hamiltonian (3) has been studied in [29] [30] [31] [32] [33] 49] . At h = 0, the system is integrable and the LSD is, in general, Poisson. For small disorder, h < ∆, the system becomes chaotic and the LSD has the Wigner-Dyson form. As h increases towards the critical region, the LSD acquires an intermediate shape between Wigner-Dyson and Poisson. The level of delocalization of the eigenstates shows a non-monotonic behavior. It first increases, as the system moves away from integrability towards chaos and symmetries are broken. Next, it decreases as localization is approached [30, 31, 33] . The critical point for the transition to the MBL phase has been identified as h c ∼ = 3.5 ± 1.0 in [32] and h c ∼ = 2.7 ± 0.3 in [33] . Our analysis of the dynamics focuses on values of h close to h c .
Survival Probability.-The natural basis of the configuration space of system (3) corresponds to the tensor products of spins pointing up or down along the z-axis and is called here sitebasis. A reasonable choice when investigating the evolution of systems that localize in real space is to take as initial state a single site-basis vector, |Ψ(0) = |φ k0 = α C k0 α |ψ α . This is equivalent to an instantaneous quench: the initial Hamiltonian is the Ising part S z k S z k+1 of (3) and it is abruptly changed into the final total Hamiltonian H. To describe the dynamics, we concentrate on the behavior of the survival probability,
where E α are the eigenvalues of H. F (t) measures the probability for finding the initial state later in time. As seen from Eq. (4), it is given by the discrete Fourier transform of the components
2 is referred to as local density of states (LDOS). For strong quenches, the envelope of
. In the absence of disorder, the envelope is particularly well filled for initial states with ε k0 near the center of the spectrum of H [50] [51] [52] . The Gaussian shape reflects the density of states, which in systems with two-body interaction is also Gaussian. It leads to a Gaussian decay of the survival probability,
. This behavior may persist until saturation [51, 52] or be followed by an exponential ( [51] [52] [53] [54] and references therein). In Fig. 1 we analyze the survival probability and the LDOS in the presence of disorder.
The average of F (t) over different disorder realizations and different initial states is denoted by F (t) . For each system size L, we consider as initial states, the 10% site-basis vectors with energy ε k0 closest to the middle of the spectrum of H. In systems with two-body interaction, as a consequence of the Gaussian shape of the density of states, the most delocalized states are in the center of the spectrum. Localization in this region assures localization in other parts of the spectrum. For each L, we deal with an ensemble that contains the same total number of realizations and initial states, namely 10 5 data. Figure 1 (a) displays F (t) for different values of h. The initial decay is very fast until t ∼ 2, where oscillations appear. For very small disorder, the initial evolution is purely Gaussian. As h increases, the interval of the Gaussian decay shrinks until only the quadratic part persists,
2 . This is then followed by a possible exponential behavior, although the time interval is too short to be sure. After the initial fast evolution, the dynamics slows down and the effects of multifractality become relevant. During the oscillations, couplings at higher order in perturbation theory become gradually effective and an algebraic decay eventually initiates. The time interval of the oscillations as well as their amplitudes increase with the disorder strength.
The long-time powerlaw behavior in Fig. 1 (a) , which reflects the onset of multifractal states, occurs even for small h. This is in agreement with Ref. [16] , where extended states were found to be multifractal at any finite disorder. The powerlaw exponent decreases as h increases, since the eigenstates become less extended. For the system sizes considered here, the decay after the oscillations is hardly noticeable for h 4. 
At very long times, saturation eventually takes place. The saturation point,
2 , becomes larger with the disorder strength. Figures 1 (b) , (c), and (d) display representative LDOS for three values of h. The widths of the three distributions are very close, which explains the similar initial decay of all curves in Fig. 1 (a) . At small h [ Fig. 1 (b) ], the Gaussian envelope of the distribution is very well filled. This is independent of the realization, provided the energy of the initial state be near the center of the spectrum. In this case, the coefficients C k0 α are approximately random numbers from a Gaussian distribution, indicating very delocalized eigenstates. As the disorder increases, the multifractal structures of the eigenstates extend to larger scales, the coefficients C k0 α fluctuating strongly. As a result, the LDOS becomes more sparse [ Figs. 1 (c) and (d) ], justifying the oscillations and slow decay in Fig. 1 (a) . This fragmentation into energy bands signals the approach to the MBL phase and must be related with the onset of quasi-integrals of motion [43] [44] [45] [46] . Notice that for larger h the exact positions of the highest peaks change with the realization and selected initial state.
In Fig. 2 , we analyze the survival probability for different system sizes and two values of h. In Fig. 2 (a) , the strength of the disorder is small and in Fig. 2 (b) , h coincides, within errors, with the critical point obtained in [32, 33] . The time interval of the powerlaw behavior increases with L. This suggests that for very large systems the algebraic decay may persist deep into the MBL phase. This is consistent with Ref. [39] , where the evolution of local observables in the MBL phase showed a powerlaw behavior.
For small disorder [ Fig. 2 (a) ] and large L, the exponent of the algebraic decay coincides with the generalized dimension, F (t) ∝ t − D2 . Following Eq. (2), the generalized dimension of the participation ratio is extracted from the best linear fit to . For h 1, the system is still very close to the metallic phase, D 2 ∼ 1. As h increases, D 2 decreases. However, for larger disorder, D 2 also becomes larger than the powerlaw exponent. Close to the critical point [ Fig. 2 (b) ], the two disagree strongly. Instead, the generalized dimension agrees well with the rate of the damping of the oscillations, and this behavior continues for h > h c .
As L increases, the amplitude of the oscillations decreases. It is thus reasonable to expect that for very large system sizes, the long-time behavior of F (t) close to the critical point, and even above it, become similar to that in Fig. 2 (a) . Based on these results, one cannot pinpoint a specific feature that characterizes the critical point.
Time-Averaged Survival Probability.-To further smooth the fluctuations in F (t), we study in Fig. 3 , the time-averaged survival probability,
This temporal auto-correlation function was defined in [18] and since then it has been used in the analysis of the evolution of noninteracting systems at the mobility edge [17, [19] [20] [21] . To reduce also the fluctuations in the values of P When the system is still very close to the metallic phase, as in Fig. 3 (a) , the decay of C(t) is smooth all the way to saturation. The value of D typ 2 , obtained from the scaling analysis of P typ 2 , is in excellent agreement with the powerlaw exponent. As h increases, this agreement holds for a shorter time, while above it a slower behavior develops [55] . For h 2, as in Fig. 3 (b) , an elbow clearly separates two different decays. Given the proximity to the critical point, we speculate that the appearance of this elbow may be associated with the approach to the MBL transition.
The decay after the elbow is of a powerlaw nature with an exponent closely dictated by D typ 2 , especially for L = 16. The time interval covered by this decay coincides with the time range of the oscillations shown in Fig. 1 (a) and Fig. 2 (b) . Beyond this point, the evolution of C(t) for the system sizes available is very slow and no longer of an evident powerlaw nature.
Exponent and System Size.-In Fig. 4 (a) , we study how D 2 and D typ 2 depend on the disorder strength. As h increases, they vary from ∼ 1 to small values. The fitting curve describing the dependence of the generalized dimension on the disorder strength presents an inflection point at h ∼ 1.7 for D 2 and at h ∼ 2.0 for D typ 2 . In systems with a phase transition, the dynamics typically slows down at criticality. It is thus reasonable to regard the inflection point as a signature of the transition to the MBL phase. The two values obtained coincide, within errors, with the critical point suggested in [32] . The scaling analysis needed to obtain the generalized dimensions should of course improve once larger system sizes become available. With larger L's, the fluctuations around the best linear fit to ln P 2 . This implies that the distribution of P k0 2 normalized to its median has a scale invariant shape at criticality [4, 9] .
In Fig. 4 (b) , we show the distribution P[ln(P k0 2 /µ)], where µ is the median of the values of P k0 2 . The distribution broadens considerably from L = 8 to 12, but they are quite similar for L = 14 and 16. In noninteracting disordered systems described by the powerlaw random banded matrix, numerical evidence for the scale invariance of P[ln P k0 2 ] was achieved already for N 300 [9] , which is in contrast with the N 3000 needed here. The existence of more correlations between the matrix elements of our system when compared to those models may explain such large difference.
Conclusion.-We studied the dynamics of an isolated disordered 1D Heisenberg model as it approached the MBL phase. The analysis was based on the evolution of the survival probability F (t), which is one of the simplest quantities that can reveal the multifractality of the eigenstates. The initial states were site-basis vectors with high energies.
The dynamics of clean and disordered interacting systems is comparable at short times. For both, the Gaussian decay rate of F (t) coincides with the width of the LDOS. In the presence of disorder, the LDOS gets fragmented, reflecting the reduced number of states effectively coupled with the initial state and the multifractality of the eigenstates. Such sparsity must be related with the quasi-integrals of motion of the MBL phase. As a result, the behavior of F (t) at longer times becomes powerlaw. The exponent of this decay is associated with the generalized dimension of the participation ratio of the initial state. This finding establishes a parallel with previous works about the dynamics of noninteracting systems at criticality and may help advance our understanding of transport properties in interacting systems.
The inspection of the behavior of F (t) at different time scales and for various disorder strengths uncovered possible signatures of the MBL transition. We conjecture that the elbow that emerges in the decay of the time-averaged survival probability as the disorder increases indicates the approach to the localized phase. Yet more revealing is the byproduct of this analysis. A strong candidate for the critical point is the inflection point of the curve that describes the dependence of the generalized dimension on the disorder strength. Fig.4 (a) of the main text, the inflection point of the curves for the generalized dimensions of the eigenstates versus h can also be used for the extraction of the critical point. Figure 6 is similar to Fig.2 in the main text. It provides two more illustrations for the decay of the survival probability for different system sizes. In Fig. 6 (a) , where h = 1.5, D 2 does not capture the powerlaw decay, as it had for h ∼ 1. It does describe the decay of the oscillations either, as it does for h 2. It is an intermediate case between the two. In Fig. 6 (b), where h = 2.5, the generalized dimension agrees well with the rate of the damping of the oscillations. Figure 7 gives three more examples of the decay of the time-averaged survival probability. Similarly to Fig. 3 (a) of the main text, in Fig. 7 (a) below, C(t) is still in good agreement with t − D typ 2 . A close look at Fig. 7 (b) , where h = 1.7, reveals an elbow in the interval 1 < t < 10. None of the two decays, before or after the elbow, agrees with the D typ 2 curve. In Fig. 7 (c) , where h = 2.0, the two different decays are already evident. The second one appears to be of a powerlaw nature with an exponent very close to D 
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