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The absence of nesting between electron and hole-pockets in LiFeAs with Tc = 18K attracts
great attention, as an important hint to understand the pairing mechanism of Fe-based supercon-
ductors. Here, we study the five-orbital model of LiFeAs based on the recently-developed orbital-
spin fluctuation theories. It is found that the experimentally observed gap structure of LiFeAs,
which is a “fingerprint” of the pairing mechanism, is quantitatively reproduced in terms of the
orbital-fluctuation-mediated s++-wave state. Especially, the largest gap observed on the small two
hole-pockets composed of (dxz, dyz) orbitals can be explained, and this is a hallmark of the orbital-
fluctuation-mediated superconductivity. The s++-wave gap structure becomes more anisotropic in
the presence of weak spin fluctuations. As the spin fluctuations increase, we obtain the “hole-s±-
wave state”, in which only the gap of the large hole-pocket made of dxy-orbital is sign-reversed, due
to the cooperation of orbital and spin fluctuations. This gap structure with “sign-reversal between
hole-pockets” is similar to that recently reported in (Ba,K)Fe2As2.
PACS numbers: 74.70.Xa, 74.20.-z, 74.20.Rp
I. INTRODUCTION
The most remarkable feature of Fe-based superconduc-
tors would be the amazing variety of the normal and su-
perconducting states in various materials. The high-Tc
state with Tc > 30K is realized by electron-doping, hole-
doping, in addition to isovalent-doping, irrespective of
the huge change of the Fermi surfaces (FSs). In Ba122
systems, the superconducting phase is next to the or-
thorhombic (C2) structure phase, accompanied by the
magnetic order. Near the structural and magnetic quan-
tum critical points, strong orbital and spin fluctuations
are observed [1–7], and these fluctuations would be the
origin of superconductivity. In FeSexTe1−x, in contrast,
the optimum Tc is realized near the structural quantum-
critical-point at x ≈ 0.6 [8], whereas magnetic order is ab-
sent for x > 0.4. In heavily H-doped La1111 and (La,P)
co-doped Ca122, high-Tc above 40K is realized near the
isostructural (C4) transition phase.
Also, the shape of the FSs, which is essential for
the electronic properties of each material, is strongly
material-dependent [9]: In La1111, the band structure
is almost two-dimensional and the FSs are mainly com-
posed of the dxz, dyz and dxy orbitals. In Ba122, the
band structure has three-dimensional character, and the
d3z2−r2 orbital also contributes to the FS. In FeSexTe1−x,
the Fermi momentum kF is less than one-fifth of that of
Ba122, and the Fermi energy is just∼ 100K [10]. In heav-
ily H-doped La1111 and (La,P) co-doped Ca122, high-Tc
(& 40K) is realized irrespective that the hole-pockets are
very tiny or absent. These experimental facts strongly
indicate the wide variety of the pairing mechanisms in Fe-
based superconductors, and quantitative analysis based
on the realistic tight-binding model is required for each
compound.
Up to now, the spin-fluctuation-mediated s±-wave
state with sign-reversal between hole- and electron-
pockets had been studied by many authors [11–14].
In La1111 systems, however, the relation between the
strength of spin fluctuations and Tc is less clear. For
example, Tc of 14% F-doped LaFeAsO increases from
23K to 43K by applying the pressure 3GPa, although
the 1/T1 remains small and almost unchanged. Later,
the orbital-fluctuation-mediated s++-wave state without
sign-reversal had been proposed [15, 16]. The robustness
of Tc against the randomness in various Fe-pnictides [17–
19] is consistent with the s++-wave state [20, 21]. Also,
resonance-like peak in the neutron scattering spectrum
is explained in term of the s++-wave state by taking the
realistic inelastic scattering into account [22].
In the study of the pairing mechanism, the detailed
gap structure given by the angle-resolved-photoemission-
spectroscopy (ARPES) offers us very useful information.
For this purpose, LiFeAs (Tc = 18K) is favorable since
very clean single crystals can be synthesized. For this
reason, the intrinsic gap structure free from the impu-
rity effect can be obtained in the case of LiFeAs. The
detailed gap structure of LiFeAs had been obtained by
ARPES [23, 24]. The FSs given in Ref. [23] are shown in
Fig. 1 (a), which are reproduced by the ten-orbital tight-
binding model (two-Fe unit cell). Figure 1 (b) shows the
FSs in the five-orbital model (single Fe unit cell) obtained
by unfolding the original ten-orbital model. Both mod-
els are equivalent mathematically, and the unfolding is
performed by following the procedure in Ref. [25].
The bad nesting in LiFeAs between hole-like FSs (h-
FSs) and electron-like FSs (e-FSs) attracts great atten-
tion, as an important hint to understand the variety and
2commonness of the pairing mechanism in Fe-based super-
conductors. Consistently, the observed spin fluctuations
are moderate according to NMR measurements [26] and
neutron scattering measurements [27–29].
In Ref. [30], the spin fluctuation mediated s±-wave
state had been studied based on the ten-orbital model
for LiFeAs. The obtained gap functions on the tiny hole-
pockets h-FS1 and h-FS2 in Fig. 1 (b) are very small
when the filling of electrons per Fe-site is n = 6.0, al-
though they are the largest in the ARPES measurement
[23, 24] and the Scanning Tunneling Microscopy (STM)
measurement [31]. Thus, it is an important challenge to
verify to what extent the experimental gap structure is
reproduced based on the orbital fluctuation theories.
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FIG. 1: (Color online) The FSs in the kz = pi plane of the
three-dimensional ten-orbital model (a) and five-orbital model
(b) for LiFeAs. The green, red and blue lines correspond to
xz, yz and xy orbitals, respectively. In (b), h-FS1,2,3 are
hole-like, and e-FS1,2 are electron-like. (c) The dispersion of
the band structure of the five-orbital model. (d) The three-
dimensional shape of the FSs of the five-orbital model.
In this paper, we study the five-orbital model of LiFeAs
based on the recently-developed orbital-spin fluctuation
theories [15, 16]. When only the orbital fluctuations
develop, the anisotropic s++-wave state without sign-
reversal is obtained. In this case, experimentally ob-
served gap structure of LiFeAs, especially the largest
gap experimentally observed on h-FS1 and h-FS2, is
quantitatively reproduced. This is a hallmark of the
orbital-fluctuation-mediated superconductivity since the
spin fluctuation scenario predicts the smallest gap on h-
FS1 and h-FS2. When orbital and spin fluctuations coex-
ist, we can obtain the “hole-s±-wave state”, in which the
gap structure with “sign-reversal between hole-pockets”is
realized. This exotic gap structure had been discussed in
(Ba,K)Fe2As2 experimentally, [32, 33] and it might be
realized in other Fe-based superconductors.
We stress that the experimental gap structure is a “fin-
gerprint” of the pairing mechanism. For example, in
Ba122 and Sr122, the “horizontal-node” on the d3z2−r2-
orbital h-FS around the Z point was predicted by spin
fluctuation theories [34, 35], since d3z2−r2-orbital is ab-
sent on the e-FSs. In contrast, the horizontal-node is
absent in the orbital-fluctuation-mediated s-wave state,
due to the strong inter-orbital fluctuations [35]. The lat-
ter is supported by recent ARPES measurements for op-
timal BaFe2(As,P)2 [36, 37] and in-plane field angle de-
pendence of the thermal conductivity [38].
II. FORMALISM
In this paper, we set x and y axes parallel to the nearest
Fe-Fe bonds, and the orbital z2, xz, yz, xy, and x2 − y2
are denoted as 1, 2, 3, 4, and 5 respectively. The three-
dimensional ten-orbital tight-binding model had been ob-
tained in Ref. [30] by fitting the experimentally observed
dispersion reported in Ref. [23], and its FSs are shown
in Fig. 1 (a). In this model, the band renormalization
due to the mass enhancement m∗/mb ∼ 2 is taken into
account. To simplify the numerical calculation, we de-
rive the five-orbital model by unfolding the original ten-
orbital model [25]. The FSs and the band dispersion of
the five-orbital model are shown in Fig. 1 (b) and (c), re-
spectively. The three-dimensional FSs of the five-orbital
model are show in Fig. 1 (d).
The kinetic term of the five-orbital model is given as
Hˆ0 =
∑
ablmσ
tl,m(Ra −Rb)c†lσ(Ra)cmσ(Rb)
=
∑
klmσ
{∑
a
tl,m(Ra)e
ik·Ra
}
c†lσ(k)cmσ(k), (1)
where a, b represent the Fe-sites, l,m = 1 − 5 represent
the d orbital, and σ = ±1 is the spin index. Ra is the
position of Fe-site, c†lσ(Ra) is the creation operator of
the d electron, and tl,m(Ra) is the hopping integral. The
values of tl,ma,b are shown in Appendix B. Figure 2 (a) and
(b) show the inverse of the Fermi velocity on the i-th FS,
1/viF(k), in kz = 0 and kz = π planes, respectively. The
horizontal axis is θ = tan−1(k¯y/k¯x), where (k¯x, k¯y) is the
momentum on the FS with the origin at the center of
each pocket. Figure 2 (c)-(f) show the l-orbital weight
3on the i-th FS, given by |Ul,i(k)|2 = |〈k, l|k, i〉|2 at the
Fermi momentum.
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FIG. 2: (Color online) (a,b) Inverse of the Fermi velocity on
the i-th FS 1/viF(k). The horizontal axis is θ = tan
−1(ky/kx).
(c-f) The weight of each d-orbital on the i-th FS.
Next, we explain the interaction term. We introduce
both the Coulomb interaction (U , U ′, J = (U − U ′)/2)
and quadrupole interaction. The latter are induced by
the electron-phonon (e-ph) interaction due to Fe ion os-
cillations as follows, [15]
Vquad = −g(ωl)
site∑
a
(
Oˆayz · Oˆayz + Oˆaxz · Oˆaxz
)
, (2)
where g(ωl) = g · ω20/(ω2l + ω20), and g = g(0) is the
quadrupole interaction at ωl = 0. ω0 is the cutoff en-
ergy of the quadrupole interaction. OˆaΓ =
∑
l,m o
l,m
Γ mˆ
a
l,m
(mˆal,m =
∑
σ c
†
lσ(Ra)cmσ(Ra)) is the quadrupole opera-
tor at site Ra introduced in Ref. [15]: The non-zero co-
efficients of ol,mΓ = o
m,l
Γ are o
2,5
xz = o
3,4
xz =
√
3o1,2xz = 1, and
−o3,5yz = o2,4yz =
√
3o1,3yz = 1. Thus, Vˆquad has many non-
zero inter-orbital elements. As explained in Ref. [15],
g is induced by in-plane Fe-ion oscillations. Also, the
Aslamazov-Larkin type vertex correction (AL-VC) due to
Coulomb interaction produces large effective quadrupole
interaction g [16]. Thus, the quadrupole interaction in
eq. (2) is derived from both mechanisms.
Now, we perform the RPA for the present model, by
using 64× 64× 16 k meshes. We fix the temperature at
T = 0.01 eV, and set the filling of each Fe-site as n =
6.0. Hereafter, the unit of energy as eV. The irreducible
susceptibility in the five-orbital model is given by
χ
(0)
ll′,mm′ (q) = −
T
N
∑
k
G
(0)
l,m (k + q)G
(0)
m′,l′ (k) , (3)
where q = (q, ωl) and k = (k, ǫn). ǫn = (2n + 1)πT
and ωl = 2lπT are the fermion and boson Matsubara
frequencies. Gˆ(0)(k) = [iǫn + µ − hˆ(0)k ]−1 is the Green
function in the orbital basis, where hˆ
(0)
k is the matrix
representation of Hˆ(0) and µ is the chemical potential. In
the RPA, the susceptibilities for spin and charge sectors
are given by [39]
χˆs (q) =
χˆ(0) (q)
1ˆ− Γˆsχˆ(0) (q) , (4)
χˆc (q) =
χˆ(0) (q)
1ˆ− Γˆcg(ωl)χˆ(0) (q)
, (5)
where
(Γs)l1l2,l3l4 =


U, l1 = l2 = l3 = l4
U ′, l1 = l3 6= l2 = l4
J, l1 = l2 6= l3 = l4
J ′, l1 = l4 6= l2 = l3
0, otherwise
(6)
Γˆcg(ωl) = Γˆ
c − 2Vˆquad(ωl), (7)
(Γˆc)l1l2,l3l4 =


−U, l1 = l2 = l3 = l4
U ′ − 2J, l1 = l3 6= l2 = l4
−2U ′ + J, l1 = l2 6= l3 = l4
−J ′, l1 = l4 6= l2 = l3
0. otherwise
(8)
In the RPA, the enhancement of the spin susceptibility
χˆs is mainly caused by the intra-orbital Coulomb inter-
action U , using the “intra-orbital nesting” of the FSs.
On the other hand, the enhancement of χˆc in the present
model is caused by the quadrupole-quadrupole interac-
tion in eq. (2), utilizing the “inter-orbital nesting” of
the FSs. The magnetic (orbital) order is realized when
the spin (charge) Stoner factor αs (αc), which is the
maximum eigenvalue of Γˆsχˆ(0)(q, 0), (Γˆcg(0)χˆ
(0)(q, 0)), is
4unity. Here, the critical value of U is Ucr = 0.448 eV,
and the critical value of g is gcr = 0.132 eV for U = 0.
(We note again that the band renormalization due to the
mass enhancement m∗/mb ∼ 2 is taken into account in
the present tight-binding model.)
Figure 3 (a) shows the obtained spin susceptibility
χs(q, 0) ≡ ∑l,m χsl,l:m,m(q, 0) in the qz = 0 plane given
by the RPA for U = 0.439 and g = 0. The spin Stoner
factor is αs = 0.98. At T = 0.01, the obtained peak
is incommensurate at (π, δ) with δ ≈ 0.1π, consistently
with the recent neutron scattering experiment [28]. The
relation χs4,4;4,4(q, 0) ≫ χs2,2;2,2(q, 0), χs3,3;3,3(q, 0) holds
in the present model, due to the intra dxy-orbital nesting
between h-FS3 and e-FS. That is, the spin fluctuations
develop mainly on the dxy-orbital.
Figure 3 (b) shows the quadrupole susceptibility
χQΓ (q, 0) =
∑
l,l′,m,m′ o
l,l′
Γ χ
c
l,l′:m,m′(q, 0)o
m′,m
Γ for the
channel Γ = xz in the qz = 0 plane. The charge Stoner
factor is αc = 0.98. In this model, both χ
Q
xz(q, 0) and
χQyz(q, 0) are the most divergent channels. For Γ = xz,
the dominant contribution comes from χc3,4;4,3(q, 0) ≈
χc3,4;3,4(q, 0), due to the inter-orbital nesting (orbital
3 and 4) between h-FS1,2 and e-FS1. The obtained
χQxz(q, 0) shows broad peak around (π, δ) with |δ| . 0.2π.
We note that both χQxz(q, 0) and χ
s(q, 0) are almost
independent of qz. That is, both the orbital and spin
fluctuations are almost two-dimensional.
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FIG. 3: (Color online) (a) Obtained spin susceptibility
χs(q, 0) for U = 0.98Ucr and g = 0. The spin fluctuations
develop mainly on the dxy-orbital. (b) Obtained Oxz-channel
quadrupole susceptibility χQxz(q, 0) for U = 0 and g = 0.98gcr,
developed among the dxz/dyz-orbitals.
Next, we solve the linearized Eliashberg equation based
on the three-dimensional model of LiFeAs. In order to
obtain the fine momentum dependence of the SC gap,
we concentrate on the gap functions only on the FSs as
done in Ref. [40]: We used 80 × 16 k points for each
Fermi surface sheet. Without impurities, the linearized
Eliashberg equation is given as [40]
λE∆
i(k, ǫn) =
πT
(2π)3
∑
ǫm
FS∑
j
∫
FSj
dk′FSj
vj(k′)
×V ij(k,k′, ǫn − ǫm)∆
j(k′, ǫm)
|ǫm| , (9)
where λE is the eigenvalue that reaches unity at T = Tc.
i and j denote the FSs, and ∆i(k, ǫn) is the gap function
on the i-th FS at the Fermi momentum k. The integral
in eq. (9) means the surface integral on the j-th FS. The
paring interaction V in eq. (9) is
V ij(k,k′, ǫn − ǫm) =
∑
li
U∗l1,i(k)Ul4,i(k)
× Vl1l2,l3l4(k − k′, ǫn − ǫm)Ul2,j(k′)U∗l3,j(k′), (10)
Vˆ = Vˆ c + Vˆ s + Vˆ (0), (11)
Vˆ c =
1
2
Γˆcgχˆ
cΓˆcg, Vˆ
s = −3
2
ΓˆsχˆsΓˆs, (12)
Vˆ (0) =
1
2
(Γˆcg − Γˆs), (13)
where Ul,i(k) = 〈k; l|k; i〉 is the transformation unitary
matrix between the band and the orbital representations.
In this calculation, we simplify the energy dependence
of Vˆ . We assume that Vˆ ξ (ξ = c, s) can be separated into
the momentum and orbital dependent part Vˆ ξ(k, ωl = 0)
and energy dependent part gξ(ωl):
Vˆ ξ(k, ωl) = Vˆ
ξ(k, ωl = 0)× gξ(ωl). (14)
We calculated Vˆ ξ(k, ωl = 0) without approximation. On
the other hand, gξ(ωl) is determined as
gξ(ωl) = Re
[
V ξmax(ωl)
V ξmax(ωl = 0)
]
, (15)
where V ξmax(0) is the largest value of V
ξ
l1l2,l3l4
(k, ωl = 0)
for any {li} and k. It is verified that this simplification af-
fects the momentum dependence of the SC gap functions
only quantitatively, although the obtained λE is slightly
underestimated. Thus, this approximation would be ap-
propriate for the present purpose, that is, the analysis of
the anisotropy of the SC gap.
III. SUPERCONDUCTING GAP FUNCTIONS
In this section, we analyze the linearized Eliashberg
equation, eq.(9), and obtain the three-dimensional gap
5function ∆i(θ, kz), defined on the Fermi surface sheet
i. Here, we divide the valiables θ = [0, 2π] and kz =
[−π, π] into 80 and 16 meshes, respectively, and use 512
Matsubara frequencies. The pairing interaction in eq.
(10) is given by the RPA, assuming that J = J ′ and
U = U ′ + 2J , and fix the ratio J/U = 1/6. The used
parameters are T = 0.01 and ω0 = 0.02.
A. Orbital-fluctuation-mediated S++-wave state
We first discuss the s++-wave state realized by orbital
fluctuations: Figure 4 (a) shows the obtained gap func-
tions in the case of g = 0.129 and U = 0 (αc = 0.98) in
the kz = π-plane. As for the hole-pockets, the gap func-
tions on the h-FS1,2 composed of (dxz, dyz)-orbitals are
the largest, while the gap on the h-FS3 composed of dxy-
orbital is the smallest. These results are quantitatively
consistent with the experimental data [23] shown in dot-
ted lines. (We adjust the magnitude of gap functions
since it cannot be determined by solving the linearized
gap equation.)
As for the electron-pockets, the gap function has the lo-
cal maxima at θ = 0, and the minimum point is θ ≈ 0.4π.
This result is also consistent with the experimental data
[23]. In Appendix A, we show the s++-wave gap for
smaller g (αc = 0.90), and find that the gap structure is
essentially independent of the strength of orbital fluctu-
ations. Therefore, overall experimental data are quanti-
tatively reproduced by the orbital fluctuation theory. In
Fig. 4 (b), we show the three-dimensional gap structure.
The gap function on each FS is almost independent of kz.
Note that h-FS1 and h-FS2 appear only for kz ≈ ±π; see
Fig. 1 (d).
In Fig. 4 (c), we discuss the origin of the orbital- and
FS-dependences of the gap functions: The broad peak of
the quadruple susceptibility χQxz(q, 0) at q ≈ (π, δ) with
|δ| . 0.2π in Fig. 3 (b) is mainly given by the inter-
orbital nesting between h-FS1,2 (orbital 2,3) and e-FS1
(orbital 4). For this reason, the maximum gap is realized
on h-FS1 (∆h1), h-FS2 (∆
h
2), and e-FS1 (∆
e
1) at θ = 0.
The gap size of h-FS3 (∆h3) is the smallest, and its max-
imum is located at θ = π/4, Therefore, the experimen-
tally observed gap functions are understood based on the
orbital fluctuation theory very well.
B. Spin-fluctuation-mediated S±-wave state
Next, we discuss the s±-wave state realized by spin
fluctuations: Figure 5 (a) shows the obtained gap struc-
ture in the case of g = 0 and U = 0.439 (αs = 0.98) in the
kz = π-plane. The gap functions are almost independent
of kz, except that h-FS1,2 exist only for kz ∼ π. The
obtained gap structure is essentially independent even if
smaller U is used. Similarly to the previous study in Ref.
[30], the gap functions on the h-FS1,2 are very small.
However, this result is opposite to the experimental data
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FIG. 4: (Color online) (a) Obtained s++-wave gap functions
for U = 0 and g = 0.129 in the kz = pi-plane. The eigenvalue
is λE = 0.64. The dotted lines represent the experimental
data given by the ARPES measurement in Ref. [23]. (b)
kz-dependence of the gap functions. (c) Explanation for the
orbital dependence of the gap functions due to orbital fluctu-
ations.
shown by dotted lines. The kz-dependence of the gap
functions for θ = π/4 are shown in Fig. 5 (b). All gaps
depend on kz only slightly.
In addition, the obtained θ-dependence of the gap on
the e-FS1 is very different from the experimental data.
Both ∆h3 and ∆
e
1 show the maximum values at θ ≈ π/4,
because of the reason that they are connected by the
wavevector of the spin fluctuations Q ≈ (π, 0), (0, π)
shown in Fig. 5 (c). In addition, the gap function of
h-FS3 has eight nodes inconsistently with experiments.
We verified these eight nodes disappear by using larger
value of J/U ∼ 0.4 (U ′ = U −2J ∼ 0.2U) as used in Ref.
[30].
In Appendix A, we show the s±-wave gap for smaller
U (αs = 0.90). In this case, the magnitude of ∆
h
1,2 be-
comes relatively large. On the other hand, the nodal gap
appears on the e-FSs, inconsistently with experiments.
Thus, the overall experimental data is difficult to be ex-
plained by the spin fluctuation theory.
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FIG. 5: (Color online) (a) Obtained s±-wave gap functions
for U = 0.439 and g = 0 in the kz = pi-plane. The eigenvalue
is λE = 0.79. (b) kz-dependence of the gap functions. (c)
Explanation for the orbital dependence of the gap functions
due to spin fluctuations.
C. Coexistence of orbital and spin fluctuations:
s++-wave and hole-s±-wave states
Now, we discuss the superconducting state when
the orbital and spin fluctuations coexist. In the case
of BaFe2(As,P)2, the coexistence of both fluctuations
produces the three-dimensional loop-shape nodes on
electron-like FSs, as discussed in Ref. [35]. In the present
model for LiFeAs, we find that the coexistence of orbital
and spin fluctuations leads to a very exotic s-wave state,
since the band structure of LiFeAs is very different from
that of BaFe2(As,P)2.
Figure 6 (a) shows the obtained gap functions in the
case of g = 0.125 and U = 0.200. The obtained Stoner
factors are αc = 0.98 and αs = 0.45. In this case, the
orbital fluctuations are much larger than the spin fluc-
tuations, and therefore we obtain the s++-wave state.
Except for h-FS3, the obtained gap structures are sim-
ilar to those of the “pure s++-wave state” without U
in Fig. 4. Due to the moderate spin fluctuations on the
dxy-orbital, the anisotropy of ∆
h
3 is enlarged, consistently
with experimental results.
If we increase the value of U further, we obtain a highly
nontrivial gap structure with sign-reversal within the h-
FSs: Figure 6 (b) shows the obtained gap functions in
the case of g = 0.122 and U = 0.380 (αc = 0.98 and
αs = 0.85). Here, only ∆
h
3 is negative. In this “hole-s±-
wave state” with “sign-reversal within hole-pockets”, the
obtained gap structures of ∆h1,2 and ∆
e
1,2 are qualitatively
similar to those in the s++-wave state in Fig. 4. On the
other hand, ∆h3 becomes very anisotropic, similarly to ∆
h
3
in the s±-wave state in Fig. 5.
We discuss the reason why hole-s±-wave is realized
by the coexistence of orbital and spin fluctuations: In
the present hole-s±-wave state, as shown in Fig. 6 (c),
∆h1,2 ·∆e1,2 is positive due to orbital fluctuations, whereas
∆h3 · ∆e1,2 is negative due to spin fluctuations. The
obtained gap structure is qualitatively consistent with
ARPES measurement in Ref. [23], although the gap
structures of the s++-wave state in Fig. 4 are more con-
sistent with experiments. The present mechanism of the
“sign-reversal within hole-pockets” due to orbital+spin
fluctuations would be realized in other Fe-based super-
conductors. In fact, the hole-s±-wave state was first
discussed in Ba1−xKxFe2As2 based on the thermal con-
ductivity and penetration depth measurements [32], in
addition to the recent ARPES study [33].
Finally, we discuss on other theoretical works which
predict the sign-reversal within hole-pockets. The hole-
s±-wave state was first discussed by the authors in Ref.
[41], assuming the repulsive interaction between h-FSs
and e-FSs in addition to the repulsive pairing interaction
within the h-FSs. For LiFeAs, similar scenario was dis-
cussed in Ref. [42], by introducing competing repulsive
interactions, although the repulsive interaction within
the h-FSs is much weaker within the RPA because of the
ill-nesting. Also, the authors in Ref. [43] discussed the
orbital antiphase s+− state, in which the sign-reversal
within hole-pocket is realized due to the strong repulsion
between dxy and dxz,yz orbitals. In this state, the gap
on e-FS is nodal in the unfolding picture, whereas it is
fully-gapped in the present hole-s± state in Fig. 6 (b).
References [41–43] considered the competition between
two kinds of repulsive interactions. In contrast, in the
present paper, the hole-s±-wave state is explained in
terms of the cooperation between the “attractive interac-
tion among (dxz , dyz)- and dxy-orbitals” and “repulsive
interaction on the dxy-orbital”.
IV. SELF-CONSISTENT VC+Σ (SC-VCΣ)
METHOD FOR THE HUBBARD MODEL (g = 0)
In previous sections, we studied the extended Hubbard
model with multiorbital Coulomb interaction (U , U ′, J =
(U−U ′)/2) and quadrupole interaction (g). Here, orbital
(spin) fluctuations are induced by g (U) and inter-orbital
(intra-orbital) nesting of the FSs. Orbital fluctuations
are the driving force of the fully-gapped s++-wave state,
and the coexistence of orbital and spin fluctuations gives
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FIG. 6: (Color online) Obtained gap functions in the case of
U 6= 0 and g 6= 0: (a) The s++-wave state for U = 0.200
and g = 0.125 in the kz = pi-plane. The eigenvalue is λE =
0.47. (b) The hole-s±-wave state for U = 0.380 and g =
0.122 in the kz = pi-plane, in which only the gap function
on the h-FS3 is negative. The eigenvalue is λE = 0.20. (c)
Origin of the hole-s±-wave state due to the coexistence of the
“orbital-fluctuations among (dxz, dyz)- and dxy-orbitals” and
the “spin-fluctuations on the dxy-orbital”.
rise to the hole-s± state with the sign-reversal within the
hole-pockets.
In Ref. [15], we had shown that g is induced by in-
plane Fe-ion oscillations. Consistently, kink structure
in the quasiparticle dispersion due to Fe-ion oscillations
is observed experimentally in LiFeAs [23]. Later, we
found that g is also induced by the Coulomb interac-
tion (without e-ph interaction) beyond the RPA: It was
revealed that the Aslamazov-Larkin type vertex correc-
tion (AL-VC) produce large effective quadrupole interac-
tion g [16]. By solving the model for LaFeAsO using the
self-consistent vertex correction (SC-VC) method, we ob-
tain strong developments of χQx2−y2(q) at q = (0, 0) and
χQxz,yz(q) at q = (0, π), (π, 0) [16]. The former fluctu-
ations explain the orthorhombic structure transition in
mother compounds [44].
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FIG. 7: (Color online) The quadruple susceptibility χQxz(q)
and χQyz(q) obtained by the SC-VCΣ method based on the
Hubbard model. Other quadruple fluctuations are small. The
used parameters are U = 0.96, J/U = 0.13, and g = 0. The
Stoner factors are αc = 0.97 and αs = 0.87.
In this section, we analyze the tight-binding Hubbard
model (g = 0) for LiFeAs using the self-consistent VC+Σ
(SC-VCΣ) method, which was used in Refs. [45, 46]. To
simply the numerical calculation, we study the kz = π-
plane of the present three-dimensional LiFeAs model. In
the SC-VCΣ method, the self-energy matrix Σˆ is given
by the the one-loop approximation:
Σlm(k) = T
∑
q
∑
l′,m′
V Σll′,mm′(q)Gl′m′(k − q), (16)
where G is the full Green function with self-energy
given as {Gˆ(k)}−1 = {Gˆ(0)(k)}−1 − Σˆ(k). Vˆ Σ(q) is
the effective interaction for the self-energy: Vˆ Σ(q) =
3
2
Γˆsχˆs(q)Γˆs +
1
2
Γˆcχˆc(q)Γˆc − 1
4
(Γˆc − Γˆs)χˆ0(q)(Γˆc − Γˆs)−
1
8
(Γˆc+Γˆs)χˆ0(q)(Γˆc+Γˆs). The third and fourth terms of
the right hand side in Vˆ Σ(q) are required to cancel the
double counting in the 2nd order diagrams.
The susceptibility for the charge (spin) sector is
χˆc(s) (q) =
Φˆc(s) (q)
1ˆ− Γˆc(s)Φˆc(s) (q) , (17)
where Φˆc(s)(q) ≡ χˆ(0)Σ (q)+ Xˆc(s)(q) is the irreducible sus-
ceptibility. χˆ
(0)
Σ (q) is given by eq. (3), by replacing Gˆ
(0)
with the full Green function Gˆ. Xˆc(s)(q) is the VC for
the charge (spin) sector. In the SC-VCΣ method, we
calculate the VC up to the second-order terms with re-
spect to the susceptibility χs,c. The second-order term
(=Aslamazov-Larkin term) is always dominant over the
first-order term (=Maki-Thompson term), and the AL-
VC for the charge sector is given as [16]
Xcll′,mm′(q)
8=
T
2
∑
k
∑
a∼h
Λll′,ab,ef (q; k){V cab,cd(k + q)V cef,gh(−k)
+3V sab,cd(k + q)V
s
ef,gh(−k)}Λ′mm′,cd,gh(q; k), (18)
where Vˆ s,c(q) ≡ Γˆs,c+Γˆs,cχˆs,c(q)Γˆs,c, Λˆ(q; k) and Λˆ′(q; k)
are the three-point vertex made of three Green functions
given in Ref. [16]. We include all U2-terms without the
double counting to obtain reliable results. Here, we ne-
glect XˆAL,s because the contribution of XˆAL,s is much
smaller than that of XˆAL,c [16, 47, 48]. Also, we use Gˆ(0)
in calculating Λˆ and Λˆ′ since they are underestimated at
high temperatures (T ≫ 0.01) due to large quasiparticle
damping ImΣ(q,−iδ) ∝ T .
In the SC-VCΣ method, we solve eqs. (16)-(18) self-
consistently. Here, we study the two-dimensional model
given by the kz = π plane of LiFeAs using the SC-VCΣ
method. Figure 7 shows the obtained quadruple sus-
ceptibility χQxz(q) and χ
Q
yz(q). The used parameters are
U = 0.96, J/U = 0.13, g = 0, and T = 0.02. The ob-
tained χQxz,yz(q) shows incommensurate peak structure,
reflecting the bad nesting of the FSs in LiFeAs [49]. In
highly contrast to the case of LaFeAsO [16], χQx2−y2(0)
in the present model is very small, consistently with the
absence of structure transition in LiFeAs. (We verified
that very similar result is obtained by the SC-VC method
(without self-energy correction) by putting J/U . 0.09.)
Thus, the quadrupole interaction in eq. (2) is derived
from the VC due to Coulomb interaction in addition to
the e-ph interaction.
Theoretically, the Oxz/yz type quadrupole fluctuations
are easily realized because of the good inter-orbital nest-
ing of the FSs. They are produced by taking account of
the small quadrupole interaction g and/or the AL term
due to Coulomb interaction. In fact, both AL term and
g contribute to the Oxz/yz-type quadrupole fluctuations
cooperatively [16], indicating that the phenomenological
interaction g can be used as a substitute for the AL term.
In Ref. [46], we solved the gap equation based on
the “two-dimensional” model for LaFeAsO1−xHx using
the SC-VCΣ method, and obtained various types of s-
wave superconducting states, like s++-, s±-, and hole-
s±-wave states, due to the cooperation of orbital and
spin fluctuations. It is our future problem to study the
“three-dimensional” gap structure of LiFeAs based on
the SC-VCΣ method. In LiFeAs, it is naively expected
that strong incommensurate orbital fluctuations shown
in Fig. 7 produces large ∆h1,2 like in Fig. 4 (a), since
h-FS1,2 (made of dxz,yz-orbitals) and e-FS1,2 (made of
dxy-orbial) are connected by these incommensurate or-
bital fluctuations.
V. SUMMARY
In this paper, we studied the three-dimensional five-
orbital model of LiFeAs based on the recently-developed
orbital-spin fluctuation theories [15, 16]. It is found that
the experimentally observed gap structure of LiFeAs in
Ref. [23] is quantitatively reproduced in terms of the
orbital-fluctuation mechanism. Especially, the largest
gap on h-FS1 and h-FS2 in Fig. 1 (b) is naturally repro-
duced by the inter-orbital fluctuations, as demonstrated
in Figs. 4 (a) and 9, whereas it is unable to be explained
by the spin fluctuation scenario. Therefore, the largest
gap on h-FS1,2 is the hallmark of the orbital-fluctuation-
mediated superconductivity in LiFeAs. Also, the orbital-
independent isotropic gap (absence of horizontal node)
on h-FSs in Ba122 [36, 37] and Sr122 indicates the impor-
tant role of orbital fluctuations on the pairing mechanism
[35].
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FIG. 8: (Color online) αc-αs phase diagram of the gap struc-
ture in LiFeAs. The gap structure at each point a∼d is
shown in the figure. Each s±-wave, s++-wave, and hole-s±-
wave state is realized in wide parameter region. In the region
“∆h3 ∼ 0, the gaps on other FSs have the same sign, so nearly
s++-wave state is realized. In the “hole-s
′
±-wave gap” state
at point b, ∆h1 · ∆
h
2 is negative, and both |∆
h
1 | and |∆
h
2 | are
very small.
When orbital and spin fluctuations coexist, the “hole-
s±-wave state” is obtained, in which only the gap of the
largest dxy-orbital hole-pocket is sign-reversed. We ex-
pect that the present mechanism of the “sign-reversal
within hole-pockets” due to orbital+spin fluctuations
would be realized in other Fe-based superconductors, al-
though LiFeAs might not be the case. In fact, the re-
alization of the hole-s±-wave state was first discussed
in Ba1−xKxFe2As2 based on the thermal conductivity
and penetration depth measurements [32]. The hole-s±-
wave is naturally realized under the coexistence of the
“spin-fluctuations on the dxy-orbital” and the “orbital-
fluctuations among the (dxz, dyz)- and dxy-orbitals”.
Figure 8 shows the obtained αc-αs phase diagram of
the gap structure in LiFeAs. As expected, the s±-wave
state (s++-wave state) is realized for wide ragion of αs >
αc (αc > αs). When both αs and αc are close to unity,
we obtain the hole-s±-wave gap in a wide region. The
9gap structure at each point a∼d is shown in the figure.
In the region “∆h3 ∼ 0”, obtained ∆h3(θ) is nodal and
very small in magnitude, and it is close to the s++-wave
state in that other gaps are positive and large. In the
“hole-s′±-state” at point b, ∆
h
1 and ∆
h
2 are opposite in
sign, and both |∆h1 | and |∆h2 | are very small. Therefore,
various types of s-wave gap structure are realized due to
the cooperation of orbital and spin fluctuations.
We also applied the SC-VCΣ method to the Hubbard
model of LiFeAs, and obtained the strong development of
antiferro-orbital fluctuations due to the AL-type VC. In
contrast, the ferro-orbital fluctuations remain small con-
trary to the previous study for La1111 [16], consistently
with the absence of orthorhombic structure transition in
LiFeAs. It is our important future issue to study the
superconducting state of LiFeAs based on the SC-VCΣ
method.
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Appendix A: Gap Structure due to Moderate
Orbital and Spin Fluctuations
In Sec. III, we have shown the gap structures of the
s++-wave and s±-wave states in the presence of very
large orbital and spin fluctuations; αc,s = 0.98. How-
ever, we have very little experimental information on the
strength of fluctuations in LiFeAs. In fact, the spin fluc-
tuations are moderate according to NMR measurement
[26] and neutron scattering measurement [27–29]. In this
Appendix, we analyze the gap equation for smaller or-
bital and spin fluctuations, and show that the obtained
gap structures in Sec. III are essentially unchanged even
when the fluctuations are moderate.
Figure 9 shows the s++-wave gap functions for g =
0.118 and U = 0. In this case, αc = 0.90 and
maxqχ
Q
xz(q, 0) ≈ 38. The obtained gap structure is very
similar to that in Fig. 4 (a) for αc = 0.98. Especially,
experimentally observed local maximum at θ = π/2 on
the e-FS3 is well reproduced in Fig. 9. Thus, the s++-
wave gap structure is essentially unchanged for αc ≥ 0.90,
although the eigenvalue λE increases as αc approaches
unity. The obtained eigenvalue λE = 0.34 is relatively
large, which means that moderate orbital fluctuations
(αc = 0.90) would be enough to induce the superconduc-
tivity.
Figure 10 shows the s±-wave gap functions for U =
0.403 and g = 0. In this case, αs = 0.90 and
maxqχ
s(q, 0) ≈ 35. As for the hole-pockets, the obtained
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FIG. 9: (Color online) Obtained s++-wave gap structure for
U = 0 and g = 0.118 (αc = 0.90) in the kz = pi-plane.
The eigenvalue is λE = 0.34. The dotted lines represent the
experimental data given by the ARPES measurement in Ref.
[23].
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FIG. 10: (Color online) Obtained s±-wave gap structure for
U = 0.403 and g = 0 (αs = 0.90) in the kz = pi-plane. The
eigenvalue is λE = 0.12.
gap functions are essentially similar to those in Fig. 5 for
αs = 0.98, except that ∆
h
1,2 becomes relatively large. As
for the electron-pocket, the nodal gap appears on the e-
FSs, although it is inconsistent with experiments. Thus,
the overall experimental data is difficult to be explained
by the spin fluctuation theory for αs ≥ 0.90.
Appendix B: Five-Orbital Tight-Binding Model for
LiFeAs
Here, we explain the five-orbital tight-binding model
for LiFeAs, which is given in unfolding the ten-orbital
model given in Ref. [30]. The ten-orbital model in Ref.
[30] is obtained by fitting the experimental band struc-
ture of LiFeAs in Ref. [23] near the Fermi level. The
five-orbital model (single Fe unit cell) is obtained by
unfolding the ten-orbital model (two-Fe unit cell), ac-
cording to the procedure in Ref. [25]. The FSs of both
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❍
❍
❍
❍(l,m)
R
[0,0,0] [1,0,0] [1,1,0] [2,0,0] [2,1,0] [2,2,0] [0,0,1] [1,0,1] [2,0,1] σy I σd
(1,1) −0.305 + + +
(1,2) −0.101 − − +(1,3)
(1,3) 0.100 −0.101 + − +(1,2)
(1,4) −0.090 − + +
(1,5) −0.162 + + −
(2,2) −0.008 −0.050 0.152 −0.004 −0.040 −0.005 −0.003 −0.012 + + +(3,3)
(2,3) 0.090 − + +
(2,4) −0.155 −0.064 + − +(3,4)
(2,5) −0.010 − − −(3,5)
(3,3) −0.008 −0.210 0.152 −0.051 0.053 −0.005 −0.003 0.011 + + +(2,2)
(3,4) −0.064 − − +(2,4)
(3,5) 0.193 0.010 + − −(2,5)
(4,4) 0.020 0.019 0.030 −0.010 −0.004 0.011 0.004 + + +
(4,5) − + −
(5,5) −0.261 0.223 0.070 + + +
TABLE I: Hopping integrals for R = (x, y, z) for the present five-orbital model for LiFeAs. Notations are the same as those in-
troduced in Refs. [11, 25]. σy, I , and σd corresponds to t(x,−y, z; l,m), t(−x,−y, z; l,m), and t(y, x, z; l,m), respectively. Here,
‘±’ and ‘±(l′,m′)’ in the row of (l,m) mean that the corresponding hopping is equal to ±t(x, y, z; l,m) and ±t(x, y, z; l′,m′),
respectively. Notice also t(R; l, m) = t(−R;m, l).
models are shown in Fig. 1 (a) and (b), respectively.
Both models are equivalent, and the former model is
more convenient for the numerical study. The FSs and
band structrue are given in Fig. 1. This experimen-
tal FSs of LiFeAs are very different from the FSs given
by the density functional theory (DFT), in which FS1,2
predicted by the DFT are much larger. Better agree-
ment between theory and ARPES is achieved by the
LDA+DMFT study [50], since the FS1,2 shrinks due to
the orbital-dependent self-energy that is absent in the
LDA. As for the de Haas-van Alphen (dHvA) measure-
ments, Ref. [51] showed reasonable agreement with the
DFT for the e-FSs, and Ref. [52] reported the presence of
very small three-dimensional hole-pockets, which would
corresponds to h-FS1,2 in Fig. 1. The hopping parame-
ters of the present model, tl,m(Ra) in eq. (1), are listed
in Table I.
Based on the LDA bandstructure, ∆h1,2 in the spin fluc-
tuation mediated s±-wave state can become as large as
other gaps, as discussed in Refs. [30, 53]. However, ∆h1,2
in the s±-wave state becomes very small based on the
“experimental bandstructure”, as shown in Ref. [30] and
in the present paper.
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