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Relative binning is a new method for fast and accurate evaluation of the likelihood of gravitational
wave strain data. This technique can be used to produce reliable posterior distributions for compact
object mergers with very moderate computational resources. We use a fast likelihood evaluation
code based on this technique to estimate the parameters of the double neutron-star merger event
GW170817 using publicly available LIGO data. We obtain statistically similar posteriors using
either Markov-chain Monte-Carlo or nested sampling. The results do not favor non-zero aligned
spins at a statistically significant level. There is no significant sign of non-zero tidal deformability
(as quantified by the Bayesian evidence), whether or not high-spin or low-spin priors are adopted.
Our posterior samples are publicly available, and we also provide a tutorial Python code to implement
fast likelihood evaluation using the relative binning method.
PACS numbers:
Relative binning is a simple but powerful technique to
speed up likelihood evaluations in gravitational wave pa-
rameter estimation [1]. In this research note, we use the
relative binning method to analyze the binary neutron-
star merger event GW170817 [2] using publicly avail-
able LIGO data [3]. This event lasted for about ∼ 4000
wave cycles (from f = 23 Hz) before it exited the LIGO
band; of all the compact object mergers detected so far,
GW170817 covered the widest range of detectable fre-
quencies and thus requires the finest search in parame-
ter space. It is computationally challenging to perform
parameter estimation for this merger using conventional
methods (in contrast to the binary black hole mergers
detected previously).
We analyze the full 2048 second-long sample of strain
data from each LIGO detector that was released (at
a sampling rate of 4096 Hz). We estimate the power
spectrum density (PSD) from the noise-subtracted data
itself. For a chirp mass Mdet in the detector frame
and a symmetric mass ratio η, the gravitational wave
frequency at the last stable circular orbit is given by
fISCO ≈ 1600 Hz (Mdet/1.1976M)−1 (η/0.25)0.6 as-
suming a non-spinning binary. Since the waveform after
the circular inspiral phase is theoretically uncertain for
neutron-star mergers, we restrict to the frequency range
23 Hz < f < 1500 Hz when computing the likelihood in
the frequency domain.
In order to easily compare our results to those in
Ref. [4], we adopt the phenomenological frequency-
domain waveform model IMRPhenomD NRTidal as imple-
mented in the publicly available LALSuite library. This
model was obtained by augmenting the binary-black-hole
waveform model IMRPhenomD [5, 6] with the numerically
calibrated effects of tidal deformability [7, 8].
We allow six intrinsic parameters for the merger:
detector-frame chirp mass Mdet, symmetric mass ratio
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η, spin components along the direction of orbital angu-
lar momentum χ1z and χ2z, and tidal deformation pa-
rameters Λ1 and Λ2 [9]. We neglect the phasing effects
of in-plane spins. In addition, for each LIGO detector
we consider a set of extrinsic parameters—an effective
distance Deff , a phase constant φc, and an arrival time
tc—a total of six extrinsic parameters. We reduce the ef-
fective dimension of the parameter space by treating the
two sets of extrinsic parameters independently, and sepa-
rately (and analytically) maximizing the likelihood with
respect to the two Deff ’s and the two φc’s. This simplifi-
cation increases the model degrees of freedom by neglect-
ing amplitude, phase and time correlations between the
detectors. The amplitude parameters are poorly deter-
mined in any case, so this should not lead to parameter
biases and should only slightly worsen parameter uncer-
tainties [10].
We adopt the same prior for intrinsic parameters as
that used in Ref.[4]. In this prior, the two component
masses are drawn from flat distributions in the range
[0.5, 7.7]M. We adopt the “high-spin” prior for the
spins, in which the moduli and the directions of the two
(dimensionless) spin vectors, χi, i = 1, 2, are drawn uni-
formly within the range [0, 0.89], and randomly on the
unit sphere, respectively. We generate spin vectors, and
then pass their aligned components χ1z and χ2z to the
waveform generator. Furthermore, we impose flat pri-
ors separately on the two tidal deformation parameters
Λ1, Λ2 ∈ [0, 5000]. For the two arrival times tc,1 and tc,2,
we allow a window [−0.005, 0.005] sec around the most
probable value for either of them.
To utilize relative binning, we first compute summary
data using a fiducial waveform h0 that corresponds to
crudely-estimated parameter values taken from Ref. [4].
We then refine the values of the best-fit parameters by
maximizing the likelihood (computed using the summary
data as in Ref. [1]). We then use these improved parame-
ter values, which are close but not necessarily equal to the
peak of the likelihood, to update the fiducial waveform
and the summary data. In principle, we can iterate this
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2step several times, but in practice, the accuracy of the
likelihood evaluation routine is already sufficiently good
for parameter estimation in the vicinity of the best-fit
solution. With about 60 frequency bins, we find that
the absolute error on the log-likelihood function ∆ lnL is
controlled to be ∆ lnL < 0.01 (lnLmax − lnL) [1].
In order to carry out parameter inference, we couple
our likelihood evaluation routine to the Markov-chain
Monte-Carlo sampler emcee [11, 12]. To speed up con-
vergence, we restrict the search to be within the region
Mdet ∈ [1.1972, 1.1982]M and η ∈ [0.15, 0.25].
We collected a total of ' 3 × 108 parameter samples
(among which ∼ 105–106 are independent) within ' 150
core hours. Figure 1 shows the posterior distributions
using a thinned set of ' 3 × 105 samples. In general,
our results are in good agreement with those of Ref. [4].
Points of agreement include the severe (q, χeff) degener-
acy (where χeff = (m1χ1,z + m2χ2,z)/(m1 + m2) is the
“effective spin parameter”), the skewed distribution for
χeff , and a marginal hint of non-zero tidal deformability.
When including frequencies up to 1500 Hz, we obtain
a bimodal posterior distribution for the reduced tidal de-
formability parameter Λ˜ (c.f. Eq.(5) of Ref.[4]), with a
major peak at Λ˜ ' 200 and a minor peak at Λ˜ ' 500 (see
Figure 1 or Figure 2). This is in good agreement with the
results shown in Ref.[4]. Figure 4 shows, however, that
the posterior distribution for Λ˜ becomes singly peaked at
Λ˜ ' 400 if only frequencies f < 1000 Hz are included in
the analysis.
We expect to see changes to the posteriors for Λ˜ af-
ter including higher frequencies, since the correction to
the binary orbital phase due to tidal deformation rapidly
increases with frequency. However, we should exercise
caution in interpreting any features in the posteriors for
GW170817 due to data above 1000 Hz, since there is neg-
ligible signal-to-noise in this range of frequencies due to
the rapid rise in the detector noise (in terms of the log-
likelihood, ∆ lnL ∼ 0.5). This suggests that the amount
of information is insufficient to distinguish between ran-
dom detector noise and changes to the physical signal
due to tidal deformation; later in this note, we quantify
this by calculating the Bayesian evidence.
A few other notable features of the posterior distribu-
tions are as follows:
1. The well known degeneracy between q and χeff is
actually a tri-variate degeneracy involving the chirp
mass Mdet.
2. The effective spin for the aligned spins is con-
strained to be low (−0.02 < χeff < 0.07 at the
90% level), but the anti-symmetric term, χa =
(χ1,z − χ2,z)/2, is barely constrained by the data.
3. There is a significant degeneracy between Λ˜ and
the common merger times at the two detectors. In
general, parameters that occur with positive pow-
ers of frequency in the post-Newtonian expansion
of the gravitational wave phase can be degenerate
with each other (and similarly for the ones with
negative powers). When frequencies up to 1500 Hz
are included in the analysis, the two peaks of the
posterior distribution of Λ˜ also correspond to two
different values for the common arrival time (as can
be seen from Figure 1 or Figure 2).
4. Finally, the arrival time difference between the two
LIGO sites, ∆tc = tc,2 − tc,1, is statistically in-
dependent of any of the intrinsic parameters (not
perfectly so with Λ˜ though). This is consistent
with the fact that the strain signals at both de-
tectors originated from a common source on the
sky. This also justifies our approximation that the
amplitudes, phases and the arrival times at both
detectors can be treated as independent parame-
ters.
We also checked that the posterior distributions are un-
changed when the number of frequency bins is increased
from ' 60 to ' 100.
As a final check, we also used pyMultiNest [13] to esti-
mate the posterior distributions. The pyMultiNest code
implements the technique of multi-modal nested sam-
pling; as the name suggests, it is especially advantageous
when the posterior distribution has multiple modes. We
obtain ' 106 samples using even less computational re-
sources than in the previous case. Figure 2 shows the
resulting posterior distributions; they are in excellent
agreement with the emcee results.
The most significant benefit of a fast parameter esti-
mation pipeline is the ability to quickly test models using
gravitational wave data. We show a few simple examples
of this. One basic test one might imagine performing is
to compare different waveform models. Figure 3 and Fig-
ure 5 show the posteriors when the likelihood is evaluated
using the TaylorF2 waveform model, for f < 1500 Hz
and f < 1000 Hz, respectively. These two figures are sim-
ilar to Figure 2 and Figure 4 respectively in other aspects.
The analytic model TaylorF2 uses the stationary phase
approximation for the waveform, and uses the 3.5PN ex-
pression for the orbital phase of inspiraling binary black
holes with aligned spins [14–19], along with the tidal ef-
fects on the phase (up to the 6PN level) for compact
stars [20]. The posterior distributions for the TaylorF2
case are largely compatible with, but not identical to
those obtained using the IMRPhenomD NRTidal waveform
model. Although in principle IMRPhenomD NRTidal cap-
tures the later stage of the inspiral better than TaylorF2
does, the differences in the best-fit values of the intrin-
sic parameters are not statistically significant. We note
that in the case with a maximum allowed frequency of
1500 Hz, the secondary bump in the posterior distri-
bution of Λ˜ weakens substantially compared to the re-
sults using IMRPhenomD NRTidal, which was also found
in Ref. [4].
Another test that can be performed is to check whether
a set of physical parameters are needed to fit the
data. We can naturally accomplish this by comparing
3Allowed parameters lnZ
All parameters 554.82± 0.06
Equal masses 554.59± 0.06
No spins 556.41± 0.06
No tides 557.87± 0.05
No spins or tides 557.61± 0.05
Equal masses, no spins or tides 549.12± 0.04
TABLE I: Relative log-Bayesian evidences computed for
restricted IMRPhenomD NRTidal waveform models.
Frequencies 23 Hz < f < 1500 Hz are used. Note that the
zero-point of lnZ is arbitrary.
the Bayesian evidences between models with and with-
out these parameters. Table I shows the relative log-
Bayesian evidences as computed by pyMultiNest using
the IMPhenomD NRTidal waveform, for a few cases in
which some of the intrinsic parameters of the mergers
were held fixed. According to commonly adopted stan-
dards of Bayesian model selection, the changes in the log-
Bayesian evidence between different cases are not large
enough to be considered strongly discriminative. The
somewhat extreme case with mass asymmetry, spins and
tidal deformability all disallowed, however, is clearly dis-
favored. Subject to our prior assumptions, the results
show no significant evidence for non-zero aligned spins of
the binary components. Also, regardless of the assump-
tion of either high or low spin magnitudes, there is no
significant evidence for non-zero tidal deformability.
Other inferences using the data can be easily per-
formed given the full likelihood, which could either be
efficiently re-computed using relative binning, or be ac-
cessed using samples from the posterior distribution
along with a known and sufficiently well-behaved prior.
To this end, we make both our posterior samples, as well
as a sample Python code for implementing fast likelihood
evaluation, publicly available at https://bitbucket.
org/dailiang8/gwbinning/.
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FIG. 1: Posterior distributions obtained using the emcee sampler. Red and blue histograms in the diagonal plots show the
prior and marginalized posterior distributions, respectively. The dashed vertical lines and labels show the 5% and 95%
quantiles for the parameters. Off-diagonal plots show the two-dimensional joint posterior distributions, with contours
corresponding to the 68% and 95% quantiles. The parameters shown are the detector-frame chirp mass Mdet = (1 + z)M
(M), mass ratio q, effective spin parameter χeff = (m1 χ1z +m2 χ2z)/(m1 +m2) and anti-symmetric combination
χa = (χ1z − χ2z)/2 built from the aligned spins, reduced tidal deformability parameter Λ˜, the arrival time at Livingston tc,1,
and the difference in arrival times between Hanford and Livingston ∆tc = tc,2 − tc,1. The zero points for tc,1 and tc,2 are
separately chosen, so their absolute values carry no physical meaning. The IMRPhenomD NRTidal waveform model was used for
evaluating the likelihood.
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FIG. 2: The posterior distributions obtained using the MultiNest sampler. The IMRPhenomD NRTidal waveform model is used
for evaluating the likelihood. Frequencies 23 Hz < f < 1500 Hz are included in the analysis.
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FIG. 3: The posterior distributions obtained using the MultiNest sampler. The analytic TaylorF2 waveform model is used
to evaluate the likelihood. Frequencies 23 Hz < f < 1500 Hz are included in the analysis.
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FIG. 4: The posterior distributions obtained using the MultiNest sampler. The IMRPhenomD NRTidal waveform model is used
to evaluate the likelihood. Unlike Figure 2, frequencies 23 Hz < f < 1000 Hz are included in the analysis.
8det = 1.1976+0.00040.0002
0.4
5
0.6
0
0.7
5
0.9
0
q
q = 0.69+0.230.27
0.0
0
0.0
5
0.1
0
0.1
5
0.2
0
ef
f
eff = 0.02+0.090.02
0.6
0.3
0.0
0.3
0.6
a
a = 0.00+0.260.22
300
600
900
120
0
= 467+383310
0.0
016
0.0
008
0.0
000
0.0
008
0.0
016
t c,
1
tc, 1 = 0.0005+0.00080.0007
1.1
974
1.1
976
1.1
978
1.1
980
1.1
982
det
0.0
004
0.0
002
0.0
000
0.0
002
0.0
004
t c
0.4
5
0.6
0
0.7
5
0.9
0
q
0.0
0
0.0
5
0.1
0
0.1
5
0.2
0
eff
0.6 0.3 0.0 0.3 0.6
a
300 600 900 120
0
0.0
016
0.0
008
0.0
000
0.0
008
0.0
016
tc, 1
0.0
004
0.0
002
0.0
000
0.0
002
0.0
004
tc
tc = 0.0000+0.00020.0002
FIG. 5: The posterior distributions obtained using the MultiNest sampler. The analytic TaylorF2 waveform model is used
to evaluate the likelihood. Unlike Figure 3, frequencies 23 Hz < f < 1000 Hz are included in the analysis.
