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Our work addresses the influence of ICT technologies for campaigning purposes on the evolving 
dynamics of information flows from the eminently social beings that candidates are. Our approach 
combines an analysis of contents to technological and methodological concerns. In particular, this 
paper presents results concerning three of the data collections life cycle phases: collection, cleaning, 
and storage. The result is a data collection ready to be analysed for different purposes. The paper also 
describes our experimental validation for comparing political campaigns behaviour in France and the 
United Kingdom during the European elections in 2014. 
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1 Introduction 
The use of information and communication technologies (ICT) in the political sphere is nowadays 
a key aspect for running electoral campaigns. In our work we focus on studied candidate practices in 
the context of the electoral campaigns, in particular the European elections in 2014 in the UK and in 
France. Our work rested on the premise that political parties indubitably belong to and interact with 
the information and communication society in which they evolve. Thus, our work addresses the 
influence of the growing adoption of ICT for campaigning purposes on the evolving dynamics of 
information flows from the eminently social beings that candidates are. Our approach combines an 
analysis of contents to technological and methodological concerns. The breadth of these objectives as 
well as the amount of data to be considered pointed to a need for collaboration between several 
researchers for sharing out tasks and bringing together expertise from various disciplines. From the 
point of view of British civilisation and political sciences, an interdisciplinary approach was therefore 
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a necessary scientific and technical prerequisite for being able to study practices over the course of 
several elections and combining data collected from heterogeneous sources. This challenge provided a 
contextualised framework guided by genuine application needs in which to develop solutions beyond 
the theoretical stage to Computer sciences and applied mathematics.  
This paper presents results concerning three of the data collections life cycle: collection, cleaning 
and storing. The result is a data collection ready to be analysed for different purposes. In particular, in 
our experimental validation it has been used for comparing political campaigns behaviour in France 
and the UK during the European elections in 2014. Accordingly, the remainder of the paper is 
organized as follows. Section 2 describes related works concerning both projects that use ICT for 
analysing political data for decision making purposes (i.e., determining campaigning strategies) and 
for comparing also campaigning practices. Section 3 describes the overview of our approach including 
architectural hypothesis. Section 4 presents our collection/storage solution for providing continuous 
data processing and curating data collections so that they can go through different analytics processes. 
Section 5 shows preliminary analytics results and conclusions driven from the collected data analytics. 
Finally Section 6 concludes the paper and discusses future work. 
2 Related work 
The use of ICTs for political purposes is a relatively new research field as the first publications 
date from the end of the 1980s [1, 2], following experiments from a few isolated candidates in the 
United States, and then in a variety of other countries [3, 4]. Descriptive analyses of tools and 
practices were completed by reflexions on the impact of such an evolution on the democratic 
processes of those countries [5, 6]. Several campaigns were the object of scrutiny so as to reach a more 
detailed understanding of the topic [7–9]. The continuous evolution of tools has been paralleled by a 
shift in attention from sites to forums [10, 11], blogs [12, 13], or social networks [14, 15]. Most 
analyses have concentrated on top-down communication strategies initiated from party headquarters to 
local campaigning teams or on voters‟ reactions to party initiatives. Conversely, our work chose to 
concentrate on local practices at constituency level from individual candidates in the context of the 
2014 elections to the European parliament both in France and in the UK. 
The following lines compare our work with approaches concerning data collections design and 
preparation to support analytics processes. In the database domain, the problem of integrating 
databases from different sources is not new [16]. Heterogeneous data integration on relational systems 
where heterogeneity was related to both data structure and semantics [17] lead to important results 
addressing schema integration, query rewriting and optimisation [18]. In most of these proposals, data 
providers (heterogeneous or not) are known in advance or discovered [19] and integration is done 
assuming knowledge about the data structure [20], content, semantics [21] and constraints.  
Then, the emergence of new kinds of data providers like services introduced new challenges 
particularly a matching problem [20]. The assumption was that a query represented a data integration 
requirement that could be fulfilled by one or several data services, not known in advance, that should 
be looked up in registries [22]. These kind of approaches assumed, for example, the fact that the 
description of the data and content provided by services was stored as meta data, the fact that services 
exported data in a pivot data model [23].  
Data started to acquire “new” properties (more volume, velocity, variety) and with them emerged 
the need of building huge curated data collections out of data produced by different devices, under 
different conditions and that could be analysed [24, 25]. The challenge is to collect data continuously 
[26] and to ensure that collections can be used to perform analysis [27]: statistical, data mining, 
machine learning, deep learning and so on [28]. Works and tools include collection, cleaning, profiling 
and distributed storage [29]. Languages like, JaQL [30], Pig Latin [31], data cleansing and data mining 
techniques have been applied for this purpose. The objective is to complete data, to detect errors, 
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ensure freshness and also to have views of its content (e.g., data types and value distribution, and 
possible correlations and dependencies among attributes [32]). Resulting data collections are then 
stored according to different “sharding” techniques and sometimes they are correlated with other 
collections [33]. Data scientists can then decide which analytics technics [34] can be applied to extract 
information, infer models and knowledge from data collections. The challenge is to perform a 
continuous process as new data are harvested and as new insights are obtained about analysed data. In 
general, data processing is computationally expensive and it requires storage and memory resources, 
since algorithms are greedy and require data in memory. So, works have emerged trying to study how 
to deploy solutions in architectures and environments that provide such resources. A great deal of 
research and technology has been devoted to parallel programming models, languages and 
environments deployed in architectures like the cloud, the grid or high performance computing centres 
[35]. Our work addresses the construction of data collections giving a comprehensive view of their 
content, for supporting the decision making of data analysts and scientists willing to apply the most 
appropriate techniques that can lead to generate information and then knowledge. We maintain 
(without complete materialization) these views and all the sequence of data transformations done for 
preparing raw data to maintain some provenance properties without necessarily generating more data 
than those strictly required to ensure experiment reproducibility. 
3 Overview of the approach 
Figure 1 shows the overview of our approach consisting of the following data processing steps: 
collection, cleaning and storing. This process is recurrently executed since new data is produced, 
views can change and the organization on persistence support too.  
• This first phase proposes data collection strategies specialized according to the type of data 
provider and they are implemented by services. As shown in figure 1, data collection is done 
according to different modes (push, pull) and at different rates particularly when data are 
produced continuously. Some providers are Web pages and blogs that contain and upload 
information so we crawled the content using Web scrapping and crawling techniques and tools. 
• The second phase corresponds to a data analytics process that identifies, for each attribute of a 
given data structure, the distribution of the values within the collected data. It also identifies 
missing values and infers some proposals based on computed values distributions (e.g., using 
extrapolation), as well as discovering possible relations among data attributes (e.g., equivalence, 
functional dependency, temporal or casual correlations). Inference of types, missing and null 
values and dependencies is done considering a certain level of uncertainty. Inferred values are 
tagged with an estimated precision probability based on the sample used for computing these 
estimations. The second phase generates views that provide an abstract representation of the data 
collection contents.  
• The third phase concerns data curation and includes: cleansing, preparation, storage of data and 
views. Depending on the characteristics of the data, and the cleaning and preparation process, 
views can be materialized and stored together with raw data. In this phase we make decisions on 
the best ways of sharding data across different nodes in a cluster. These decisions consider the 
probability of data to be accessed and processed together based on their possible dependencies. 
Given the volume of the initial collections it can be costly to migrate data from one cluster node 
to another. So, we deal with uncertainty related to attribute dependencies that will determine the 
probability of being accessed together for performing some kind of analytics. The quality of the 
meta-data inferred for computing views is a key aspect that impacts the way data are organized in 
storage support. Data organization can ensure performance and reduction of memory and 
communication resources consumption during the data analytics processes. 




The speed of the network introduces the transfer time cost that is determined by the data size and 
the network's conditions (i.e., (g) latency and (h) throughput). Depending on the type of network, 
it can have a monetary price (e.g., 3G) also determined by data size. Once the method invocation 
arrives to the hosting device, the service provider receives the request and associates a predefined 
method invocation price (d). Afterwards, the method instance processes the request during an 
execution time (i.e., (b) method response time) which is determined by the method throughput (c) 
given by the amount of processed requests in a period of time (e.g., each minute) and the state of 
the device such as memory or CPU usage. The request implies the usage of the network interface, 
service provider and method execution. Those processes spend the battery of the device 
(i.e., battery consumption (f)) entailing a battery cost. Finally, the output (i.e., method response) is 
sent back to consumer through the same network and, as input data aforesaid, output data (a.2) 
contributes to data transfer time and to monetary cost. Both, input and output data define the data 
size measure (a). 
• Stream providers work under a subscription strategy. A continuous data provider exports an 
method subscribe()used by a consumer to start receiving streams at some rate and for a 
given period of time (e.g., by executing an unsubscribe() method, for a predefined period of 
time, until something happens). Figure 2 shows the general process implemented to interact with 
this type of providers. The consumer invokes the continuous method through the network with its 
input data. Then, the method instance starts processing results and it sends the results every period 
of time (the so-called (j) production rate). The production rate can be determined by consumer 
needs. For instance, “give my current position every five minutes” where 'five minutes' is the 
expected production rate. Produced data is then sent to the consumer who processes it 
immediately or after a threshold defined by the number of tuples received, or the elapsed time, or 
a buffer capacity. This threshold is named (k) processing rate. Both production rate and 
processing rate impact the execution time cost, execution price cost, and battery consumption 
cost. 
 
Figure 2 On demand and stream data collection from data providers 
We assumed that providers are autonomous in the sense that they can modify their interfaces, 
authentication protocols and privacy and authorship rules whenever they want and our data collection 
services must deal with these changes. We do not have information about the production rate of the 
streams and changes in Web pages and sites. In a first approach we tuned the collection manually but 
we also collected information about services behaviour to automatize the tuning process and ensure to 
collect fresh non repeated data. We collected 30 Gigabyte of data about the European elections about 
candidates in the UK and in France. Data concern campaigns of 12 parties and 100 candidates, and 
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they concern only online activities reported in Twitter, Facebook and official sites, pages and blogs. 
We used JSON as data model and we then implemented document processing tasks to characterize the 
content of collected data. 
4.2 Building and maintaining data views 
Collected data compose raw data collections that must be analysed to get an abstract overview of 
the content in order to decide which cleaning and analytics techniques apply best to exploit them. The 
idea is not to transform data but to generate an abstract aggregated view and then eventually tag it with 
information that can be used for further data processing tasks that might generate transformed versions 
of these raw data. The view could be seen as a kind of schema in the relational world, but extracted a 
posteriori after having created a database. 
In order to simplify we assume that data are represented as tuples and documents under a JSON 
like structure. Therefore, we define a view as a document that provides a description of every family 
of attributes of a raw document collection. For example, consider a collection of tweets from the 
European political campaign of candidates of the Labour party in the UK. A simplified version of 
these tweets has the following structure: <“user”, “date”, “time”, “location”, 
”content”>,where almost all attributes are of type String and “content” can be of type 
String, Image, Video, Sound. Not all attributes are mandatory in every tweet and they can 
change of type from one tweet to another within the same collection. 
 
 
Figure 3 UML class diagram of the concept of View 
As shown in the UML class diagram in figure 3, a View characterizes the content (document) 
provided by a given dataProvider as a set of attributes. For example, the view of our tweets 
collection consists of five classes of type Attribute, each class characterizing each of the attributes 
of a tweet, namely <“user”, “date”, “time”, “location”, ”content”>. The 
concept Attribute provides a snapshot of a given attribute’s values domain for a given dataset. For 
example, the attribute time in our political data set ranged between the official initial date of 
campaigns for European elections to the date of the official announcement of results. An attribute 
within the dataset has maximum and minimum values, a standard deviation of the values assigned to 
the attribute in the different documents collected in the dataset, and the variation of values across the 
dataset elements represented by a histogram. Within a dataset an attribute can have null and missing 
values that must be inferred in order to characterize its domain type as precisely as possible. Indeed, 
many data collections represent missing values by dummy values and therefore we want to represent 
those cases. For example, in our political tweets collection, the attribute location was not always 
associated with a value. Since such values are inferred out by analysing a dataset such values have 
Comparing electoral campaigns by analysing onlinedata Espinosa-Oviedo et al.
1870
  
associated precision probabilities that can measure uncertainty. In our political tweets, in some cases it 
was Twitter that associated an empty value.  
A value of an attribute of a document in a dataset can have an author and it can be protected by an 
authorship licence, some privacy level and it can belong to a thematic classification. In the case of the 
tweets and particularly photographs they belong to Twitter and to the user. For images this was a huge 
assumption because some candidates use photographs that do not have recognized authors. We 
avoided this problem but this is part of open issues regarding juridical aspects studied in our work. 
Anyway, authorship and privacy level represent the condition in which the value of an attribute is 
produced and can be consumed. Concerning thematic classification, in the case of our political tweets 
we used hashtags within the contents to classify the tweets by topic. The content of a tweet was parsed 
looking for hashtags that could help to group the tweet and then try to compare topics with key words 
of the political proposals or the official speech of the corresponding party. We could also see that 
some trendy topics in Twitter were not that trendy in sites, and blogs. Again tweets classification is 
associated to uncertainty and was associated to probabilistic measures. 
Finally, an attribute can be related to other attributes within a document with different relationship 
types: functional dependency, temporal and causal dependencies. For example, in the case of a tweet, 
the temporal attribute of the tweet has a temporal dependency with the temporal attribute of the replies 
or retweets. Replies and retweets should always be published later as the initial tweet otherwise there 
is an error. Relationships are computed using techniques stemming using numerical measures 
estimated from values. Some are more or less easy to identify for example we use hashtags to 
determine “semantic” similarity that we interpret as tweets using the same hashtags. Network science 
techniques provide a variety of strategies that can be used for providing a comprehensive view of the 
political campaigns done on Twitter and other social networks. Relationships that are deduced are 
tagged with probabilities and with measures that represent the influence of tweets towards others. 
We associate a visual representation of a view that can be presented to a data scientist who can 
validate its contents. Once a data collection has been profiled with a view, the view can be stored, 
completed and modified and used for supporting a decision making process of a data scientist who 
will decide which analytics techniques to apply in order to extract knowledge and drive conclusions 
and models about a given subject. 
5 Analysing and comparing political data 
Based on our approach we built a system to analyse and compare campaigns in UK and France of 
the European elections in 2014. As shown in figure 4 recent advances in the field of social network 
analysis and data visualization could be put to use to chart the nature and direction of information 
flows from the original producer. Sharing of results with candidates in that respect could make access 
to them easier and help set up a mutually beneficial relationship resulting in both scientific advances 
and the eventual development of tools relevant to political activity both in France and in the UK and 
tailored to existing needs rather than imported from other sectors of activity such as the business 
sector which is frequently the case in matters of political communication. 
Such tools could be based on social network analysis to maximize impact of online communication 
beyond “influence marketing‟ targeting allegedly influential individuals to voters. They could be 
contents aggregators or information watch instruments so as to enable a party and a candidate to 
centralise in real-time information from various sources pertaining to a specific topic or person. They 
could also facilitate multi-channel broadcasting of contents (see figure 5).  
 




Figure 4 Profiling a candidate's campaign on social networks 
 
Figure 5 Statistical profile of politician's campaigns on social networks and Internet 
6 Conclusions and future work 
This paper introduced our approach for building and curating political data collections and 
preparing them for participating in analytics processes. We rather propose a workflow that includes 
activities addressing data collection, cleaning and curation based on the notion of views. These 
activities are guided by SLA criteria particularly juridical ones that control the way these processing 
phases are performed according to the type of data, the conditions in which they are produced and 
consumed. The activities consume computing, memory and storage resources at different scales 
depending on the volume of data and the complexity of the algorithms used. So, some of them are 
implemented under the map-reduce programming model and implemented and executed on cluster like 
architectures, using existing tools. Our first contribution in this paper regards the strategies used for 
characterizing and inferring data content through the notion of view combined with SLA constraints 
rather than the performance of these tasks. Some inference had to deal with uncertainty that we 
addressed associating accuracy probabilities to inferences so as to guide the data scientist in her 
further data analytics design. 
The increasing use of ICTs by political candidates generates an unprecedented volume of 
technologically-mediated online information commonly referred to as “Big Data” which presents a 
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number of challenges. The necessity to manage and organise such large quantities of digital contents 
into meaningful items is among them and has become increasingly pressing for social scientists 
desirous to make use of such wealth of data but facing difficulties in matters related to gathering, 
storing and retrieving information on so large a scale. We aim to map out the diversity of uses of the 
internet for political campaigning in a variety of contexts and thus provide a comprehensive overview 
of practices and expectations from candidates in that respect so as to assist with the development of 
technologies based on practical and genuine needs in this area. Identifying potential applications and 
partners for this type of development shall be another objective and the 2017 French presidential 
election can offer an opportunity to help develop those tools. 
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