The observations made by Fabry-Perot interferometers (FPIs), radars, and satellites have indicated that large vertical motion in the polar region is occasionally generated in the thermosphere associated with auroral activities. However, the behavior of the vertical wind is often very complicated, and the cause of the vertical wind has not been explained by auroral heating or by ion-neutral drag alone. It has been pointed out that a background horizontal flow is likely to significantly alter the dynamics of the neutral atmosphere near an auroral arc. Recent observations have also suggested that strong downward motion is generated in the vicinity of an auroral arc. To study the thermospheric dynamics near a local heating region embedded in a large-scale horizontal flow, a twodimensional numerical simulation of the thermospheric dynamics has been performed. It is found that interaction of local heating and strong horizontal flow could play an important role in generating vertical motion near an auroral arc. The simulation results indicate that for a horizontal wind speed larger than about 300 m/s, a steady wave-like structure of the neutral wind is formed within and downstream of the heated region. For a horizontal wind speed less than about 300 m/s, on the other hand, no significant vertical motion is generated outside the heated region. This process might account for at least some of the observed features of vertical motion within and outside an auroral arc.
Introduction
Effects of the auroral activity on thermospheric motions have been studied extensively using optical and radio techniques and theoretical calculations. Theoretical studies as well as observations indicate that global-scale convection in the thermosphere is driven by ion-neutral drag force through collisions between ion and neutral particles McCormac et al., 1985; Rees et al., 1986; Thayer et al., 1987) . Effects of auroral heating on the thermospheric wind system have been studied using numerical simulation of the upper atmosphere (Richmond and Matsushita, 1975; Hajkowicz and Hunsucker, 1987; Maeda et al., 1989; Fujiwara et al., 1996) . The global-scale models, however, do not always provide realistic structures of the polar thermosphere and ionosphere associated with small-scale structures of the auroral arc. In particular, thermospheric motions in the vicinity of small-scale auroral structures are quite sensitive not only to magnitude but also to spatial and temporal variations in the electric field, the plasma density, and the heating rate Walterscheid et al., 1985; Sun et al., 1995) .
Recent observations made by ground-based Fabry-Perot interferometers (FPIs) have shown latitudinal shear of the geomagnetic zonal wind in the premidnight time sector in association with both the equatorward and poleward boundaries of the discrete aurora . These zonal winds are considered to be driven by geomagnetically westward ion convection. Because the direction of the observed westward neutral winds is in opposition to the global-scale pressure gradient caused by solar heating, the momentum transfer from ions to neutrals through collisions prevails the pressure gradients in the conducting ionosphere caused by auroral particle precipitation. Model calculations showed that the ion-drag acceleration of neutral wind could lead to the development of significant horizontal wind shears Parish et al., 2003) .
In addition to horizontal winds, local vertical winds in the auroral region have been observed with FPIs and Dynamics Explorer (DE) spacecraft (Spencer et al., 1981; Rees et al., 1984; Sica et al., 1986; Eastes et al., 1992; Price et al., 1995; Conde and Dyson, 1995; Johnson et al., 1995; Smith and Hernandez, 1995; Smith, 2000; Ishii et al., 2001; Innis and Conde, 2002; Ishii, 2005) .
A number of studies indicated that the vertical neutral motion could cause major changes in neutral composition as well as ion composition in the F-region and upper E-region ionosphere. Changes in the neutral composition affect the ionospheric recombination rate and the lifetime of ionospheric plasma. The heat balance in the neutral atmosphere is also influenced by the neutral composition. Theoretically, Sojka et al. (2001) investigated effects of the upward neutral flow on the ionosphere using a theoretical model, suggest-ing that significant ionospheric displacement could occur associated with the upward motion of the thermosphere.
The behavior of the vertical wind, especially the significant downward wind, has not been explained simply by Joule and particle heating processes, or vertical component of ion drag force, suggesting that complex mechanisms play an important role in the formation of vertical winds in the upper thermosphere. Burnside et al. (1981) suggested that the divergent component of strong variations in the horizontal wind field is connected to the vertical winds. However, specific cause of local variations in the horizontal wind has not been presented specifically. Smith (2000) suggested that a vertical wave-like motion could be generated in the downstream region of the heat source through a local heating within a strong horizontal flow. The observations by DE-2 imply such a mechanism of generation of the vertical wind (Innis and Conde, 2002) . The time-dependent thermospheric response to the energy input over small horizontal scale during high auroral active periods has been simulated with sophisticated two-and threedimensional high-resolution models Walterscheid et al., 1985; Lyons, 1989, 1992; Sun et al., 1995) . However, strong vertical motion, especially downward motion has not been reproduced by those models. Shinagawa et al. (2003) studied the dynamics near a moving auroral arc, using a two-dimensional thermospheric model. They found that wave-like signature tends to be formed in the downstream region of the moving heat source. However, their study showed only a few snapshots of the velocity near an arc, which might not be a typical or steady feature. Therefore, interaction between local dynamics driven by small-scale heat source and horizontal flow needs to be studied in more detail.
In this study, we examine whether or not and how significant vertical oscillation suggested by Smith (2000) and by Shinagawa et al. (2003) is generated as a result of interaction of local heating and background horizontal wind field. To solve the fluid equations for the neutral atmosphere, a relatively new numerical technique, Cubic-Interpolated Pseudo-particle (CIP) method, is appllied, and the basic procedure is briefly described in Appendix.
Simulation Model
In the thermospheric dynamics near an auroral arc, the vertical scale of disturbance becomes comparable to the horizontal scale of disturbance. The typical time scale of variations associated with auroral activities is usually comparable or even less than the Brunt-Väisälä period. In addition, the horizontal wind speed of the thermosphere reaches nearly the supersonic speed during intense storms (e.g., Goncharenko et al., 2003) . Under such conditions, modeling of the neutral atmosphere based on the assumption of the hydrostatic equilibrium is no longer appropriate. Therefore, we employ a two-dimensional nonhydrostatic compressible atmospheric model to study the behavior of vertical winds associated with a local heat source in a background flow. The modeling method is basically the same as previous nonhydrostatic thermospheric models Walterscheid and Lyons, 1992; Sun et al., 1995; Shinagawa et al., 2003) .
In order to treat small-scale convective and wave motion accurately, CIP (Cubic-Interpolated Pseudoparticle) method (cf. Takewaki et al., 1985; ) is adopted for the advection terms in the fluid equations (see Appendix). This numerical scheme is now widely used in various research fields related to fluid dynamics because of its high numerical accuracy in solving advection equations. The domain of the model is 0 (i.e., surface)−700 km in altitude (z axis), and 0-4000 km in horizontal (meridional) direction (y axis), where +y direction is taken to be poleward. In longitudinal direction x, all physical quantities are assumed to be uniform. The vertical grid size is 4 km, and the horizontal grid size is 5 km. The equations for the neutral atmosphere include the continuity, momentum, energy, and equation of state. These equations are for one mean gas fluid. The composition and specific heats are allowed to vary with altitudes as a prescribed function which is taken from the MSISE-90 model (Hedin, 1991) . Input parameters for the neutral atmosphere were taken from MSISE-90 model by setting 69
• N, 19
• E, F10.7=88, Ap=47, 5.5 hours UT, on March 1, 1995. These values are rather arbitrary, and do not significantly affect the results of this study.
The equations are as follows. Continuity equation:
Momentum equations:
Energy equation:
Equation of state:
where t time, y meridional distance, z altitude, ρ mass density, u eastward velocity, v northward velocity, w vertical velocity, p pressure, R gas constant, T temperature, c v specific heat for constant volume, η molecular viscosity, κ thermal conduction coefficient, Q heating rate, φ latitude. In the actual numerical calculation, perturbation quantities (e.g., ρ = ρ − ρ 0 ) are solved including nonlinear terms instead of the quantity itself (e.g., ρ). As mentioned earlier, the background quantities (ρ 0 , T 0 , . . . ) of the neutral atmosphere are taken from the MSISE-90 model. It is assumed in the model that the background atmosphere (ρ 0 , T 0 , . . .) is in equilibrium for all equations above. The altitude profiles of T 0 , and the neutral densities used in this study are shown in Figs. 1 and 2, respectively. The atmosphere is assumed to be at rest initially (u = u = 0, v = v = 0, w = w = 0 at t = 0). The Coriolis forces, molecular and eddy viscosities, ion drag forces, and thermal conduction are included. The effect of convection electric field on ion motion (E×B drift), which could accelerate neutral particles through collision, is not included in this model. Composition equations for neutral species are also not included in this calculation. The heating is introduced in the model as an input to the energy equation. The time step used for the calculation is 0.2 seconds for all calculations.
Boundary conditions are given as follows: (1) For mass density ρ , free boundary conditions at z = 0, and z = top, (2) For vertical velocity w , mirror boundary condition at z = 0; no vertical gradient (∂w/∂z = 0) at z = top, (3) For horizontal velocity u , no vertical gradient (∂v/∂z = 0) at z = 0, and z = top, (4) For temperature T , free at z = 0; no vertical gradient (∂ T /∂z = 0) at z = top, (5) For all variables, no horizontal gradient (∂/∂y = 0) at the left boundary (y = 0) and the right boundary (y = 4000 km).
The altitude profile of the background velocity v h (z) is given as follows.
where z is altitude, z 0 = 120 km, h v = 10 km, v 0 is a given constant for each simulation. An additional term
is added to the meridional momentum equation (3) as an "external forcing" to drive horizontal background flow. v 0 is fixed for one simu- lation, and several cases between v 0 = 0 m/s and v 0 = 600 m/s have been studied. We consider it as a general external force, such as pressure gradient or ion drag force, but the meaning of this term is not very much clear. Although more realistic forcing is desirable to obtain more realistic horizontal velocity, the method of this study is good enough for the purpose of this study. In reality, observations of the thermosphere suggest that the horizontal velocity varies significantly with altitude (e.g., Parish et al., 2003) . Our test calculations indicate that the dynamics of the neutral atmosphere depends on the altitude profile of this artificial horizontal forcing term, although the overall behavior of the vertical velocity is not significantly affected by the horizontal velocity profile. Spatial distribution of the heating rate used in the model calculations is shown in a contour plot in Fig. 3 . The heating rate profile used in this study is assumed to be Joule heating, and the profile is based on conductivities estimated from the EISCAT data (Brekke et al., 1995; Brekke and Kamide, 1996) , and the typical electric field values in the polar region. It is noted that the heating region varies significantly both in time and in space. The heat source is given only in the region between y = 1800 km and 2200 km, and the center of the heat source is located at y = 2000 km. Since the values in the contour plot are indicated in logarithmic scale, width of the main heating region is practically about 200 km. In the model calculations, the dynamics of the thermosphere associated with this local heating in horizontal background flow is investigated. The altitude profile of the electron density is shown in Fig. 4 . The electron density is assumed uniform in horizontal direction. In reality, there is local enhancement in electron density, which might cause local motion in the neutral atmosphere through ion-neutral drag. In this study, however, we did not include the effect of local enhancement of ion-neutral drag, which might also play a significant role in the dynamics. The ionosphere is included only as a drag source through ion-neutral collisions. Fixed ionosphere is given (i.e., ions do not move), with collision frequencies based on Schunk and Nagy (1980) . However, it was found that when the ion density is less than about 5 × 10 5 cm −3 , the ion-neutral drag effect on the dynamics of the thermosphere does not play an important role in the present calculations. Thus, it turned out that the ionospheric density profile adopted in this study does not have so much meaning for present simulations.
Starting from the unperturbed atmosphere, in which no horizontal background velocity is given, a heat source and a horizontal background flow are introduced. The heating rate is fixed throughout the calculations. For all cases, after about one hour, velocities in the simulation domain have almost reached steady-state values.
Results
When the heat source is introduced into the thermosphere, initial perturbation through thermal expansion is driven, and the air in the heated region expands immediately. Consequently, upward motion is driven through thermal expansion. After this initial perturbation, gravity waves are generated and propagate to both horizontal directions. At about an hour, the gravity waves are almost moving out of the simulation domain. Figure 5 (a) shows a contour plot of the calculated vertical velocity at one hour after the heat source is introduced. In the heating region, steady upward motion is generated. The magnitude of the vertical velocity is about 5 m/s in the upper thermosphere in the center of the heated region. The horizontal velocity contour is shown in Fig. 5(b) . In the horizontal direction, the air expands from the center of the heating region to both directions. The horizontal wind speed in the upper thermosphere near the heated region is about 10 m/s. In this calculation, no background flow is included.
To study the effect of large-scale horizontal flow on the dynamics of the thermosphere within and near the heated region, an artificial horizontal forcing term is introduced. For all calculations, nearly steady-state values are shown. At first, to introduce background horizontal flow in the thermosphere, v 0 in Eq. (7) is taken to be 200 m/s so that the horizontal flow reaches approximately 200 m/s at high altitudes. Figures 6(a) and 6(b) illustrate the calculated vertical and horizontal velocities, respectively, at one hour after the horizontal forcing term is introduced. In Fig. 6(a) , posi- tive numbers for contour lines indicate upward velocities. In Fig. 6(b) , negative numbers for contour lines indicate leftward velocities. The horizontal velocity is about 150-200 m/s in the upper thermosphere, and the flow direction is from the right-hand side to the left-hand side. The calculated vertical velocity profile is about 5 m/s in the heat source, which is almost the same as the vertical velocity in Fig. 5 (a). In the upstream region, a weak upward velocity of a few meters per second is formed. A weak downward motion less than 1 m/s is generated in the downstream side of the heated region. The horizontal speed decreases, as the air parcel gets closer to the heating region in the upstream.
The horizontal velocity at y = 1700 km is larger than the velocity at y = 2200 km, indicating some acceleration occurred downstream of the heating region with respect to the upstream region. This is caused by the increased pressure near the heated region. Although the horizontal velocity changes significantly, the momentum ρv is approximately constant horizontally because of the mass density enhancement for low horizontal velocity regions. In the next case, an artificial horizontal flow speed v 0 is set to be 400 m/s. Figures 7(a) and 7(b) illustrate the calculated vertical and horizontal velocities, respectively, at one hour after the forcing term is introduced. The horizontal velocity becomes about 350-400 m/s in the upper thermosphere. It is found that the vertical velocity profile is altered significantly compared with the vertical velocity in the previous case (Fig. 5(a) ). The maximum upward motion reaches 10 m/s, and a downward motion of −10 m/s is formed in the downstream side of the heating region. Then the velocity becomes upward again. An oscillation of the vertical velocity appears in the downward region of the heat source. The horizontal flow decelerates in the upstream region of the heating region, and goes back to the initial velocity in the downstream side (Fig. 7(b) ). At high altitudes, the vertical flow is upward in the upstream region as well as in the heating region. A weak downward flow region appears in the downstream region.
Although this is a snapshot at one hour after introducing the horizontal flow, this structure becomes almost steadystate. The speed of the horizontal background flow is now close to the sonic speed in the lower thermosphere, while the horizontal flow at high altitudes is still smaller than the sonic speed. There is a significant interaction between the background horizontal flow and the local upward flow. The temperature perturbation is shown in Fig. 7(c) . Figure 8 schematically illustrates the dynamics and energetics in the vicinity of the heated region in the horizontal flow. In the upstream region of the heat source, temperature increases because of compression of the horizontal flow (red region). The air in the heating region tends to expand from the heated region, which collides with the background motion. The temperature decreases within and downstream region of the heated region (blue region) partly because the upward motion moves the cooler air of the lower thermosphere, and partly because the atmosphere expands in the downstream region.
In the last case, the horizontal background flow is raised up to about 600 m/s in the upper thermosphere. Vertical and horizontal velocities at one hour are shown in Figs. 9(a) and 9(b), respectively. Upward flow in the heating region is now more than 30 m/s, which is larger than the previous case. A downward flow appears in the region between y = 1600 km and 1900 km. The maximum downward velocity is about −55 m/s. At above 250 km, another upward region appears in the downstream side of the downward region. Strong wave-like structure of the vertical wind appears. As mentioned later, for this case the horizontal wind speed exceeds the sonic speed in the lower thermosphere, and acoustic waves are expected to be generated in addition to gravity waves.
Discussion
Previous observational and theoretical studies have suggested that upward vertical winds in the thermosphere may be generated by Joule or particle heating in the auroral re- gion. But, the region of the upward wind does not always coincide with the most heated region, indicating that the interaction between the local heating and horizontal background plays an important role in the dynamics in the vicinity of an auroral arc. Some observations imply that the upward motion tends to appear in the poleward side of the auroral oval, and that downward motion appears in the equatorward of the auroral oval (Ishii et al., 2001; Ishii, 2005; Oyama et al., , 2005 . Smith (2000) suggested that waves of vertical winds can be generated in the downstream region associated with auroral heating. Shinagawa et al. (2003) studied the dynamics near a moving auroral arc, using a two-dimensional thermospheric model. They found that wave-like signature tends to be formed in the downstream region of the moving heat source. However, their study showed only a few snapshots of the velocity near an arc, which might not be a typical or steady feature. In this study, the interaction between a local heat source and a background horizontal flow was investigated in more detail than Shinagawa et al. (2003) . It is found that for large horizontal flow larger than 300 m/s, this picture agrees qualitatively to the model calculations obtained in this study. For the small horizontal flow less than 300 m/s, this effect is not significant. When the horizontal flow is large (v 0 > 600 m/s), significant wave-like motion of the vertical wind is formed. The calculated vertical velocity at the altitude of 250 km for v 0 = 0, 200, 300, 400, and 600 m/s are shown in Fig. 10 . This result indicates that the magnitude of the vertical velocity near the heat source is not linearly proportional to the background horizontal wind speed.
The dynamics and energetics of gravity waves generated by the neutral flow passing the heating region are extremely complicated especially when the flow speed is near the sonic speed. Acoustic-gravity waves radiated from moving sources were investigated by Kato et al. (1977) and Kato (1980) . They employed a linear analysis to study gravity wave emission from a moving line source as well as a moving point source in the upper atmosphere. Subsonic, transonic, and supersonic cases for the moving sources were studied. It is noted that the studies of Kato et al. (1977) and Kato (1980) are not able to give actual velocity fields because (1) a point source or a line source is assumed, (2) nature of the source is not specified, (3) linearity of the system, i.e., small amplitude is assumed, and (4) the realistic atmosphere is not included. Nonetheless, they successfully showed that when the speed of the source becomes closer to the sonic speed, the physical quantities jump suddenly as the source passes the observation point, indicating strong compression occurs in front of the moving source. When the source moves larger than the sonic speed, i.e., the flow is supersonic, even larger jump is generated, followed by the high-frequency oscillation. The frequency for subsonic case, i.e., slow flow case, is close to ω g , while the period of the oscillation for supersonic case is larger than ω a . That is, the period of the oscillation is shorter than the Brunt-Väisälä period. When Mach number is close to one, i.e., near the singular point, it is hard to understand theoretically how the wave behaves. We plotted the horizontal flow speeds and sonic speed in Fig. 11 . It is seen that for the horizontal velocity of 400 m/s, there is a region where the flow speed becomes very close to the sonic speed. For velocity of 600 m/s, this is a region where the flow speed exceeds the sonic speed. This result indicates that the oscillation is expected for v = 400 m/s case, and strong oscillation is expected for 600 m/s case. Figure 12 shows the dispersion diagram for acousticgravity waves. A linear analysis by Kato et al. (1977) and by Kato (1980) shows that when the source moves at the supersonic speed (line a), acoustic-mode waves are radiated from the source. When the source speed is exactly the same as the sonic speed (line b), the Lamb wave is radiated. When the source speed is subsonic (line c), gravity waves are generated. In the calculation of our study, however, the flow speed and the sonic speed are altitude-dependent. Thus, different region emits a different type of acousticgravity wave. The resultant wave is composition of all possible waves generated at every point, and it is difficult to specify what kinds of waves finally remain at a later time. In particular, the flow velocity for v = 600 m/s case exceeds the sonic speed at some altitudes where acoustic waves (bow waves) are emitted instead of gravity waves, giving a stronger oscillation near the heating region (Kato et al., 1977; Kato, 1980) . Strong and sudden pressure jump occurs in front of the heating region, and sudden decrease behind the heating region, which results in a large upward and downward motion near the arc. In our study, the heat source is not a line source, but has a finite width in y-direction. The horizontal size of the heat source may also affect the behavior of the vertical motion. The moving line source suggests an oscillation with the Brunt-Väisälä frequency for subsonic flow case, and a higher frequency for supersonic flow case. The line source approximation is valid if the horizontal scale of the heat source is much smaller than V 0 /ω g , where V 0 is a flow speed. In the present simulation, for v 0 < 300 m/s case, the line-source approximation is not very good, which might be one of the reasons for small vertical oscillation.
Furthermore, there are other important factors, which control the dynamics of the auroral thermosphere. First, three-dimensional effects need to be included because a heat source usually has a structure in both horizontal directions. Second, strong electric fields exist in the polar ionosphere, which drives large ion motion and accelerates the thermosphere. Third, altitude profile of the heat source is still not fully understood, especially in the lower thermosphere. Finally, more realistic altitude profile of the horizontal flow needs to be included. In the lower thermosphere, a strong shear of the neutral wind is occasionally observed, which may significantly modify the vertical wind profile.
Conclusions
The behavior of the vertical motion near an auroral heating region embedded in the background horizontal flow has been studied in order to examine whether or not wave-like motion in the downward region proposed by Smith (2000) and by Shinagawa et al. (2003) . It was found that significant vertical motion could be generated by a combination of local heating and the horizontal flow if the flow speed is larger than about 300 m/s. Our simulation study suggests that structure of vertical wind becomes oscillatory when both heating region and large horizontal flow exist.
The observed vertical wind sometimes exhibits rather persisting upward or downward motion even when the heating is relatively weak or when horizontal velocity is not very large. Although some feature of the vertical motion is qualitatively reproduced in this study, it is necessary to include various effects such as ion-neutral drag driven by large electric field in the ionosphere, temporal and spatial variations in heat source, three-dimensional patterns of neutral wind system in order to understand quantitatively the observed behavior of the vertical motion.
As we described in Discussion, the most important parameters to understand effects of the auroral heating on the polar thermosphere are time-dependent three-dimensional data of the horizontal neutral wind as well as the heating rate. The most effective way to derive those parameters from observations is to use data obtained by in situ rocket measurements, the IS radar, the VHF radar, all-sky FPIs, all-sky imagers, photometers, etc. In our future studies, we plan to examine our results by comparing our theoretical results with data obtained by the DELTA (Dynamics and Energetics in the Lower Thermosphere in Aurora) campaign (cf., Abe et al., 2006) . We also plan to use a threedimensional model of the thermosphere to reproduce the small-scale dynamics near an auroral arc. (A.8) where X = x − x i . We require that the value f * and the spatial derivative f * should be continuous at the grid points i + 1. As a result, we have
Once a i and b i are given in terms of f * n and f * n , the values of f n+1 and f n+1 are simply obtained by shifting the cubic polynomial as in Eq. (A.7). Thus where ζ = −u t. This expression is derived for u < 0. For u > 0, we obtain a similar expression by simply replacing x by − x and i + 1 by i − 1. These two parts complete one time step of the calculation; then, after replacing f n+1 and f n+1 by f n and f n , we return to the non-advection part again.
