Abstract-A distributed control method is proposed to simultaneously optimize the power sharing among sources of islanded dc microgrids, while regulating the distribution bus voltage. During the optimization process, an economic dispatch problem is solved to minimize the total generation cost by setting the output powers of the dispatchable sources. To this end, the voltage set points of individual dc-dc converters are adjusted using a voltage regulator and an optimizer, which regulates the average voltage of the sources to establish the generation-consumption equality constraint and matches the incremental costs, respectively. Afterward, the proposed optimizer is modified to exclude the sources from the incremental cost consensus protocol upon reaching their generation limits, enforcing inequality constraints. This coregulation and cooptimization paradigm is developed in a fully distributed fashion. The dynamical model of the proposed controller is established. The steady-state analysis verifies the fulfillment of the control objectives, i.e., voltage regulation and cost minimization. Experimental results verify the controller performance and validate its resiliency against cyber and physical faults.
stability, synchrony, and optimality [14] [15] [16] [17] . Such objectives are achieved, respectively, using load sharing [18] , [19] , voltage regulation [2] , [20] , [21] , and minimizing the operating costs or losses [22] [23] [24] . While load sharing and voltage regulation of islanded dc microgrids have been studied in detail (e.g., [25] [26] [27] [28] [29] ), the optimization frameworks, particularly economic dispatch of resources, have not received proper considerations. In addition, optimal operation and voltage regulation/load sharing are conventionally managed at different temporal scales. Finally, such decision-making tasks are handled by a central entity, which exposes a single point of failure and limits expandability. Since islanded dc microgrids are increasingly utilized in resource-constrained safety/mission-critical application domains, e.g., electric ships [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] , electric aircraft [42] [43] [44] [45] [46] , or forward operating bases [47] , optimal utilization of limited resources, while using a resilient distributed decision-making process, is of paramount value [48] [49] [50] [51] [52] [53] .
Although economic dispatch of ac transmission systems is a classic concept [54] , [55] , its extension to dc microgrids is very recent. The load demand must be carefully dispatched among dc sources so as to minimize the total generation cost, all while respecting the generation capacity of dc sources. Quadratic cost functions of converter-augmented (dispatchable) dc sources, with generation-demand equality and generationallimit inequalities, are considered. The renewable resources, e.g., wind and solar, are considered nondispatchable and excluded from the problem formulation as they are desired to produce the maximum power. The optimization problem in dc microgrids has been addressed from different perspectives in the literature. For example, Meng, Dragicevic, Guerrero, and Vasquez [24] have optimized the global efficiency of a dc microgrid by adjusting droop gains. Economic dispatch in [56] dynamically tunes droop coefficients to generate power from less costly sources. In [23] , the total system cost, including initial, operational, and maintenance costs, is optimized. Linear and dynamic programming approaches in [57] [58] [59] schedule microgrid operation at hour (or day-ahead) timescales. The focus of this paper, in contrast, is on real-time voltage control and resource optimization.
Structurally, dc microgrids can be controlled in a centralized [15] , [60] , decentralized [61] , [62] , or distributed fashion [18] , [63] . Centralized controllers expose a single point of failure, are prone to modeling error, suffer from the curse of dimensionality, and lack flexibility and expandability. Decentralized control methods, e.g., droop mechanisms, are more reliable and modular. However, exchange of information, even limited, ensures that converters share a common control objective and adequately adapt to the changes in global information. Therefore, decentralized methods alone cannot guarantee optimal operation of dc microgrids [18] , [64] , [65] . Distributed methods combine the useful features of both centralized and decentralized approaches using asynchronous information exchange via sparse communication with neighbor converters. This improves the reliability and scalability, compared to centralized controllers, and system performance, compared to decentralized controllers [66] , [67] . Although distributed control of dc microgrids has garnered significant attention lately (e.g., [14] , [18] , [63] , [68] , [69] ), distributed optimization paradigms are yet to be explored for dc microgrid applications. An exception is [64] that uses dynamic consensus protocols to propagate the system-wide efficiency information to minimize microgrid losses.
From a temporal perspective, real-time coordination and steady-state optimization problems are usually handled on different timescales. Often slower and iterative optimization process provides the reference point for real-time control [59] , [70] . Such limiting assumptions are recently challenged in inverterbased ac microgrids [71] [72] [73] or bulk ac power systems [74] [75] [76] . However, the temporal gap between the optimality (e.g., economic dispatch of dc resources) and synchrony (e.g., voltage regulation) has not yet been bridged for multiconverter dc microgrids. Accordingly, this paper unifies the voltage regulation and resource optimization frameworks of a dc microgrid, in a fully distributed fashion, such that the voltage set points to regulate dc bus voltages seek the solutions to the economic dispatch of dispatchable dc resources. This is achieved using distributed consensus protocols on incremental costs of dc resources, that are defined as the slope of cost functions [25] , and properly incorporating such incremental costs in voltage controllers embedded in individual converters networked on a communication graph. The salient contributions of this paper are as follows.
1) The voltage control module of each dc-dc converter is augmented with an additional voltage regulator and an optimizer, both running local voting protocols to adjust the corresponding voltage set points. While the optimizer minimizes the total generation cost by having the incremental costs of all the sources reach a consensus, another protocol is run in the voltage regulator to tune the average voltage of the sources to the desired voltage set point. 2) The coordination and optimization process happen simultaneously, which allows for the online optimization if the cost functions or power limits of the sources change. Moreover, the voltage controller simultaneously fulfills the generation-demand equality constraint in the optimization process.
3) The proposed framework is fully distributed; converters share only the voltage and incremental cost information with their neighbors on a sparse communication network. 4) The proposed controller offers resiliency against any failure in sources, converters, or communication links so long as the graph of the remaining communication network features a spanning tree. In addition, there is no need for a priori knowledge (or knowledge update for) the number of sources and their power limits. Therefore, the controller provides a plug-and-play platform for participating sources. The proposed method is leaderless, i.e., it does not rely on a leader node, which could jeopardize a solution's configurability and pose reliability concerns if the leader node is compromised. The rest of this paper is outlined as follows. Section II explicates the graph theory and its applications in distributed control systems. In Section III, the optimization problem is formulated. Section IV unifies the distributed optimization and real-time control paradigms. The system-level model, including the converter models, power distribution network, controller/optimizer, and communication network, is developed in Section V. The steady-state analysis is provided in Section VI. The optimization and coordination paradigms are verified on a dc microgrid prototype in Section VII. Section VIII concludes the paper.
II. COOPERATIVE CONTROL FRAMEWORK: INTERACTION ON GRAPHS
In a distributed control paradigm, the control agents exchange data through a communication network. Graph theory is used for graphical representation of the communication network in multiagent systems [29] , [77] [78] [79] [80] . As shown in Fig. 1 , a graph is composed of a set of nodes, {ν 1 , . . . , ν N }, and a set of edges, which represent control agents and communication links, respectively. An edge connects a node to another node (i.e., its neighbor). The set of all neighbors of the node ν i is represented by N i . In a directed graph, the edge directions indicate the direction of information flow. The information exchange process in a directed graph is not reciprocal, i.e., ν j ∈ N i does not guarantee that ν i ∈ N j . A graph with N nodes can be represented by an adjacency matrix
The adjacency matrix represents the communication structure; a ij > 0, if there is an edge from node ν j to node ν i , and a ij = 0 otherwise. The diagonal in-degree matrix is
where d ii , the in-degree of the node ν i is defined as the row-sum of the ith row of the adjacency matrix
Then, the Laplacian matrix is defined as L = D − A with all row-sums equal to zero
The out-degree of the node ν i is defined as the column-sum of the ith column of the adjacency matrix. If the number of indegrees and out-degrees are equal for each node, the Laplacian matrix has all the row-sums and column-sums equal to zero and is said to be balanced. The Laplacian matrix has a zero eigenvalue, e.g., λ 1 , with the corresponding eigenvector
T . A directed path is defined as a sequence of nodes {ν 1 , . . . , ν r }, where there is a node from ν i to ν i+1 for every i from 1 to r − 1. A graph is said to have a spanning tree if it contains a node, called the root node, which has at least one direct path to all other nodes. If a graph has a spanning tree, λ 1 = 0 is a nonrepeated eigenvalue, rank(L) = N − 1, and the only solution to Lx = 0 is
T , where c is a constant. In the synchronization problem discussed in this paper, the control agents are designed to hold Lx = 0 at the steady state, where
T is a global vector. This forces all the x i s to reach a consensus at the steady state.
III. OPTIMIZATION PROBLEM DEFINITION
Optimizing the microgrid performance is considered from minimizing the generational-cost perspective. Meanwhile, the voltage regulation objectives are also preserved. Converteraugmented sources in a dc microgrid are grouped into two categories: dispatchable sources where their output power can be controlled, and nondispatchable sources where the output powers are set already. Examples of nondispatchable sources include renewable energy resources, where the trivial optimal solution is to set them to generate the maximum power. Such sources are considered to have their own decentralized control systems, which set their output power at the maximum level during the normal operating condition, i.e., when there is demand for their generation. Therefore, they can be modeled as a negative load demand in an economic dispatch problem. The optimization paradigm would then run on controllable sources. Similar to the classic economic dispatch problem formulation in ac systems, one can approximate the cost functions of dispatchable sources with a quadratic function [54] 
where α i , β i , and γ i are the coefficients of the cost functions of source i, and p i is its output power. Then, the economic dispatch problem can be formalized as
where N is the number of dispatchable sources in the micro-
is the vector of output powers, P demand is the total power demand of the microgrid, and P ND is the generated power of nondispatchable sources. The power loss on distribution lines and the power limits of sources can also be formulated into equality and inequality constraints
where P loss is the total distribution power loss, which is a function of the voltages and network resistances. In order to solve the economic dispatch problem, the inequality constraints can be first neglected [81] . Then, the Lagrange multiplier λ and the Lagrange function [55] are defined to be minimized
The solution to the optimization problem is the stationary point, i.e., where all the partial derivatives of the Lagrange function L are zero [55] ⎧
In addition to satisfying the equality constraint, the incremental costs of all the sources must be equal to λ. It should be noted that P demand , P loss , and P ND are assumed constant (or slow varying), as common in the optimization literature [81] , [82] . One can define λ i to be the incremental cost of source i, i.e.,
Accordingly, the first equation in (8) can be written as
It should be noted that the consensus value, λ in (10), is not predefined, but varies with changes in the operating conditions, e.g., load change or adding/removing sources. Therefore, (10) can be written as
which is demonstrated in Fig. 2 . As an intuitive proof, one can consider a case where λ j > λ k . If the generation of source j is decreased by a small value δp, then that of source k must be increased by the same amount to satisfy the generation-consumption equality constraint. Then, the total cost change is
which is negative. Therefore, the assumed operating point could not be the optimum. After finding the point where (8) is satisfied, the inequality constraints in (6) can be taken into account. If one or more sources operate above (below) their limits, their output power must be set at the maximum (minimum) power and excluded from (11) . It should be noted that if the total demand of the microgrid is so low such that all output powers are set to the minimum, the equality constraint in (6) may not be satisfied, as nondispatchable sources are assumed to operate at their maximum power point. In that contingency, the renewable sources shall no longer operate at their maximum power, as this increases the average bus voltage of the microgrid. Accordingly, a mode transition occurs in their control systems, switching from a maximum power generation to voltage-control mode [83] , [84] . Interested readers can refer to different solutions of voltage-mode control of renewable energy systems in the literature, e.g., dc bus signaling [85] , [86] .
IV. UNIFYING OPTIMIZATION AND REAL-TIME CONTROL

A. Without Generation Limits
Without loss of generality, it is first assumed that all sources are operating within their generation limits. The solution to the economic dispatch problem is the point where all incremental costs, λ i s, reach a consensus. Therefore, the controller must solve a synchronization problem among incremental costs of all sources. In order to satisfy the equality constraint, a voltage controller regulates the average of the voltages of all sources at a reference value. This reference could be either the rated voltage of the microgrid, or a set point provided by the tertiary controller. If the average voltage is regulated and the system is stable, the equality constraint is automatically met at the steady state. Otherwise, if the sum of power demand and loss is more (less) than generated power, the source voltages' would increase (decrease).
The proposed control framework for the converter i is shown in Fig. 3 can be generated by the tertiary control system of the microgrid, which can be a distributed controller [14] .
The voltage regulator at converter i, shown in Fig. 3 (b), estimates the average voltage of all the converters in a distributed fashion and generates a voltage correction term to regulate this estimated average on the global set point v ref [18] . A dynamic consensus protocol is used at node i to estimate the average of all the voltages Fig. 3 (c). It uses a local voting protocol to generate a neighborhood error term for the control agent i
The error term e i can be written as
i.e., the incremental cost of agent i, λ i , is compared with a weighted average of its neighbors, a ij λ j /d i , to generate the error term e i . This error term is then processed through a PI controller to generate a voltage correction term, δv 2 i , to regulate converter i. Therefore, if the incremental cost of source i is less (more) than the average of its neighbors, the controller increases (decreases) its voltage correction term which, in turn, increases (reduces) the voltage set point, current, power, and incremental cost of source i. Considering the same process for optimizers of all agents and proper controller design, all error terms, e i s, become zero at the steady state. This results in a consensus of λ i s, as will be shown in Section VI. Considering N agents in the graph, (15) can be also written in a matrix format as
where e and λ are the vectors of all e i s and λ i s, respectively. A, D, and L are the adjacency, in-degree, and Laplacian matrices of the communication graph, respectively. 
B. With Generation Limits
If a source reaches its maximum (minimum) generation limit, it can no longer participate in the voting protocol in (14) . Instead, it keeps its generation at the maximum (minimum) level. As shown in Fig. 4(b) , by modifying the proposed optimizer, instead of sharing only one variable with all the neighbors, agent i sends distinct variables to each neighbor, i.e.,λ j i to agent j, which is referred to as the modified incremental cost of agent i for agent j. In addition, the communication graph is considered to be undirected, and, therefore, agent i receivesλ i j from node j. As seen in Fig. 4(b) , a flag is considered for each node, i.e., f i for node i. This flag is determined by comparing the weighted average of data sent from neighbors to the minimum and maximum incremental cost of each source. Having (9), one can write the minimum and maximum incremental cost of source i as
The flag f i determines the data to be sent to the neighbors using a logical multiplexer
In order to describe the operation of the modified optimizer, two different scenarios are considered in Fig. 5 . In Fig. 5(a) , source i is considered to operate within its limits and f i = 0. Assuming all the neighbors of agent i to have the same operating condition, all neighbors' flags are zero, i.e., f j = 0 for all j ∈ N i . Consequentlyλ
Accordingly, the error term e i can be written as
which is exactly the same local voting protocol in (15) . In this state, if the microgrid load is increased such that the new consensus point λ is more than λ i,max , but less than λ j,max for all j ∈ N i , the weighted average term in (20) becomes more than λ i,max . Consequently, as shown in Fig. 5(b) , two changes occur in the control agent i: 1) the weighted average of the neighbors in (20) is bounded to λ i,max , and the error term becomes equal to
which regulates λ i at λ i,max through the controller G i (s). Accordingly, the output power of source i, p i is regulated on p i,max .
2) The output of the hysteresis comparator in agent i becomes 1, which, consequently, makes f i equal to 1. Therefore, instead of λ i , the second term in (18) is sent to the neighbors. It should be noted that in this case, agent i sends different data to each neighbor. The data sent to neighbor j by agent i are the average of the data received from all neighbors of agent i, except for agent j. Agent i plays the role of a bridge for its neighbors, i.e., neighbors of agent i remain connected and transfer data through node i. This process is explained in detail later in this section.
Once the microgrid load is decreased and the weighted average of neighbors in (20) becomes less than λ i,max again, the output of the hysteresis comparator and f i become zero, and the control strategy returns to the one shown in Fig. 5(a) . The hysteresis comparators are used to avoid chattering. A similar change happens when a source reaches its minimum generation limit.
Agent changes its control strategy upon reaching its generation limit, the operation of other agents can be considered as a cooperative control with the basic strategy shown in Fig. 3(c) and a modified adjacency matrix, whose dimension is one less than the original adjacency matrix. This is demonstrated in Fig. 6 , where agent 3 reaches its generation limit. The communication graph is considered to be undirected and all nonzero communication weights are assumed equal. As seen in Fig. 6(a) , when all the sources are operating within their limits, each agent sends its incremental cost to its neighbors. The adjacency matrix is symmetric, and therefore, the corresponding Laplacian matrix is balanced. Assuming that one of the sources, e.g., Source 3, has reached its maximum/minimum generation limit, its agent send different data to its three neighbors, i.e., average incremental costs of every two neighbors to the third neighbor. Accordingly, the communication among agents can be shown, as in Fig. 6(b) , which has a corresponding adjacency matrix, with the entries of the third column and the third row all equal to zero. As node 3 acts only as a bridge among its neighbors, the new data ex- change pattern among the nodes can be represented with a modified graph with one node less than the original graph. Fig. 6(b) shows this modified communication graph, where node 3 is eliminated, and its corresponding adjacency matrix A , which is still symmetric with a balanced Laplacian matrix.
V. DYNAMIC MODEL DEVELOPMENT
A system-level dynamic model, consisting of the proposed controller/optimizer, communication network, and the physical microgrid (power converters and power distribution network), is developed. Using the resulting model, one can see if the control objectives, i.e., voltage regulation and minimization of total generational costs, are achieved.
A. Dynamic Model of the Distributed Controller
A more general case where one source has reached its maximum generation limit is considered, e.g., source N . Therefore, as shown in Section IV-B, the cooperation among the first N − 1 agents can be considered as a local voting protocol given in (14) with a modified adjacency matrix, whose corresponding balanced Laplacian matrix is represented by L ∈ R (N −1)×(N −1) . This general case can easily be modified for the case where no sources, or more than one source, have reached their generational limits. Similar to (16) , (14) for N − 1 sources can be written in the matrix format as
where
are the vectors of errors and incremental costs for the first N − 1 agents, respectively. Using (21), the corresponding error term for source N , that has reached its maximum generation limit, can be written as
As (22) is a set of N − 1 scalar equations and (23) is a single scalar equation, the combination of two equations can be written as a set of N equations in a matrix format 
One can write (24) as
where L + is defined as
Then, one can write (26) in the frequency domain
where E, Λ, and Λ max = λ max s −1 are the Laplace transforms of e, λ, and λ max , respectively.
Similarly, (10) can be written as
and Γ = diag{γ i } ∈ R N ×N . In the frequency domain
where P and B = βs −1 are the Laplace transforms of p and β, respectively. Using (28) and (30) , the optimizer output can be written as T ∈ R N ×1 and G = diag{G i (s)} ∈ R N ×N is the PI-controller matrix of the optimizer.
On the other hand, as shown in [18] , the average voltage estimation in (13) can be written as
whereV and V are the Laplace transforms ofv
, respectively. I N and H est ∈ R N ×N are the identity matrix and the estimator transfer function, respectively. It is shown in [18] that if L is balanced, then all elements ofv converge to the average of elements of v at the steady state. Then, the voltage controller can be written as
where 
B. Combined Microgrid and Controller Models
The overall system model can be obtained by combining the controller and microgrid transfer functions. The input of the microgrid transfer function is V com and its outputs are V and P. Then, the system-level transfer functions, which are from the system input, V ref , to the desired outputs, i.e., Λ and V, can be found. The voltage-controlled converters in microgrids can be represented as
The admittance matrix of the microgrid, Y, carries the parameters of the distribution grid, and its entries are defined as
where z ij and z ii are the impedance between bus i and bus j and between bus i and ground, respectively. It should be noted that the output node of each source is considered as a bus in the microgrid, and the number of buses is equal to the number of sources. The source currents can be written as
Once the transfer functions from V com to V and I are found, the transfer function from V com to P must be found to complete the system-level modeling using (34) . Since each source output is the product of its voltage and current, the transfer function from V com to the vector of output powers P cannot be found directly. Instead, using small-signal modeling, the perturbation of source power i,p i , can be written as
whereV i andĪ i are the output voltage and current of source i at the operating point, respectively, andṽ i andĩ i are their perturbations, respectively. Since the current perturbation is much larger than that of the voltage, (39) can be written as
The output voltage of source i at the operating point is the rated voltage of the microgrid, V rated . Then, (40) can be written as
Accordingly, (34) can be written as
One can define C 2V rated Γ and write (42) as
Substituting V com and I from (36) and (38) , one can write (43) as
Using (44), the vector of output voltages V can be expressed as (45) where I N ∈ R N ×N is the identity matrix. Accordingly, the vector of incremental costs Λ can be written as
Due to the presence of the terms B and Λ max , (45) and (46) are not in the form of transfer functions from V ref to V and Λ. However, B and Λ max may be considered as step inputs to the system and the transfer functions of the system with three inputs, V ref , B, and Λ max , can be found. One can express (45) and (46) as
where the six transfer functions in (47) are given by
It is noteworthy that when no source has reached its generation limits, the transfer functions can be found by setting L + and D N to L and 0, respectively.
C. Design Guidelines
Without loss of generality, one can set the controller parameters considering that no source has reached its generation limits. Considering the transfer functions in (48), the design parameters are the weights of communication links (equivalently Laplacian matrix L), coupling gain c (equivalently estimator transfer function H est ), and controller transfer function matrices, H and G. After setting the Laplacian matrix L and the coupling gain c, one can design the voltage regulator and optimizer controller matrices, H and G, to provide any desired asymptotically stable dynamic response, where all the poles of (48) lie in the open left hand plane (OLHP). More studies are performed in Section VII on a microgrid prototype to demonstrate the controller design process.
VI. STEADY-STATE ANALYSIS
The steady-state performance of the proposed controller must be analyzed to validate the fulfillment of the control objectives, i.e., voltage regulation and cost minimization. 
One can assume stability of the output voltages. Accordingly, V is a type 1 vector (has one pole at the origin and some other poles in the OLHP). Therefore, the final value theorem can be used to find the steady-state value of the output voltages Since the controller matrices G and H are diagonal PI matrices, they can be written as G = G P + G I s −1 and H = H P + H I s −1 , where G P , G I , H P , and H I are constant diagonal matrices carrying the proportional and integral gains of the controllers G i (s) and H i (s) for all the agents. In addition, the dc gain of the closed-loop transfer functions G i,cl (s) in (35) is one, i.e, G cl = I N . In addition, as shown in [18] , lim s→0 H est = Q N , where Q N ∈ R N ×N is the averaging matrix, whose entries are all 1 / N . Therefore, (50) can be written as
where Y dc is the dc admittance matrix of the microgrid, where all the inductors are shorted and all the capacitors are opened. Defining the diagonal matrix R I = G −1 I H I , one can express (51) as
Then, one can define a modified averaging matrix as
where Q N −1 is the (N − 1) × (N − 1) averaging matrix. Given Q N , D N , and L + , and since L is balanced, one can conclude that Q N L + = 0 and Q N D N = 0. Therefore, by multiplying Q N from the left in the both sides of (52), one can write
In addition, according to definition of the averaging matrix, Q N v ss = 1 v ss , where the scalar v ss is the average of the elements of v ss , i.e., the average of the output voltages at the steady state. Accordingly, (54) can be written as
Since Q N R I 1 is a nonzero vector, one can conclude that v ss = v ref , i.e., the average of the output voltages is equal to the global voltage set point of the microgrid.
On the other hand, (52) can be expressed as
or, equivalently Therefore, the incremental costs are balanced at the steady state for sources that have not reached their limits. For a source N that has reached its limit, the incremental cost (output power) is regulated at its maximum value.
VII. EXPERIMENTAL VERIFICATION
A dc microgrid setup, including four energy sources and four resistive loads as shown in Fig. 7 , is prototyped to study the performance of the proposed controller. Each energy source is implemented using an isolation transformer, an autotransformer, and an ac-dc buck converter. The isolation transformers are used to provide galvanic isolation, while the autotransformers are used to adjust the input voltage of the converters. A dSPACE DS1103 control platform is used to implement the proposed control routines. Fig. 8 shows the schematic of electrical connections of the microgrid and the sparse communication network spanned among the sources. The distribution lines among the sources are represented with π-models. The electrical specifications of the prototyped microgrid are tabulated in the Appendix. The buck converters' parameters and the cost-function coefficients of each source are also provided in the Appendix. The communication links are all bidirectional. The communication weights are a ij = a j i = 1.25 for any pair of connected agents (i, j). Other control parameters can also be found in the Appendix. It should be noted that the proposed distributed control method is replicated in detail with separate modules on a dSPACE control platform. The modular implementation of the distributed system is shown in Fig. 9 , where the control agents and communication channel models are implemented in a fully distributed fashion. Using this method of implementation, the single dSPACE controller behaves as if there are a group of physically separated controllers cooperating through communication links to handle the control objectives. Each module has its own enable/disable control input, which allows us to replicate the failure in different parts of the system. Using this setup, the frequency-domain characteristics are studied. In addition, the prototyped microgrid is simulated in MATLAB/Simulink using PLECS blocksets. Then, the proposed controller performance is verified through different cases studies, including simulation and experimental, in two categories, i.e., normal operating condition and faults.
A. Frequency-Domain Characteristics
To design the control parameters, the frequency response of the transfer functions in (48) can be studied. For brevity, the voltage transfer functions T v v and T v β are studied. Without loss of generality, it is assumed that none of the sources have reached their limits. Since all elements of V ref are considered to be the same, one can write
where element i of T v v is the sum of elements on the ith row of T v v . For a system of four sources, T v v is a 4-by-1 matrix. The Bode diagrams of the four elements of this matrix are shown in Fig. 10 . The closed-loop transfer functions of individual converters G i,cl are first extracted experimentally; then, the transfer functions are obtained using (48) and (59) . As shown, all voltage transfer functions exhibit a similar response to the change of voltage set point. The transfer function T v β is a 4-by-4 matrix and the Bode diagrams of the four elements of its first column are presented in Fig. 11 , which are transfer functions from the incremental cost coefficient B 1 to all output voltages. As seen, at low frequencies, the output voltage V 1 has the largest response to the perturbation of B 1 compared to other three voltages. V 2 have a small amplitude response, but V 3 and V 4 has inverse responses (−180
• phase). It should be noted that since V ref is not changed and the controller maintains the average (sum) of voltages constant, the sum of four responses at low frequencies (steady-state) must be zero, which can be seen in Fig. 11 .
Next, the poles of the first element of T v v are found using an estimation of the transfer function in (48) . It should be noted that since the original transfer function has a high order, a secondorder estimation is obtained for this study. The movement of the two poles of the system is shown in Fig. 12 as the nonzero communication weights of the network change from 1.25 to 2.5 (red asterisks show the poles at a ij = 1.25). As seen, the system has two real poles on the OLHP and they move toward origin as the communication weights increase.
B. Performance Verification Under Normal Operation
The controller performance upon activation is verified in Fig. 13 . First, the proposed control system is disabled, and the rated voltage of the microgrid is assigned as the set points of all converters. Fig. 13(a) shows that all the output voltages are initially regulated at 48 V. At t = 6.2 s, the proposed controller is activated to adjust the output voltages, which accordingly changes the output powers so that all the λ i s reach a consensus at 3.85 ¢/W after a short transient time [see Fig. 13(a)-(c) ]. It can be seen in Fig. 13(d) that the total cost C, which is the sum of four individual costs C i , becomes less upon activating the proposed controller.
Next, the controller efficacy, in a case of a steep load change, is verified. As seen in Fig. 14 , the controller is performing well at the beginning, where a consensus on λ i s is established at 3.85 ¢/W. The load of the second converter, R 2 , is changed from 16 to 5.3 Ω at t = 3.8 s. This increased load requires more generation to maintain the equality constraint in (6) . Accordingly, as seen in Fig. 14(a) , the average output voltage is maintained at the global reference voltage, 48 V. Therefore, the output powers of all of the sources are increased so that the λ i s reach a new consensus at 5.4 ¢/W after a short transient [see Fig. 14(b) and (c) ]. Given the increased total power, the total cost has increased too, but it is still the minimum cost for the new loading configuration [see Fig. 14(d) ]. As shown in Fig. 14(a) , the load R 2 is reduced from 5.3 to 16 Ω at t = 11.4 s, which decreases the total power demand. Accordingly, the voltages go back to their initial values, the output powers are decreased to maintain the equality constraint in (6) , and λ i s reach a consensus at their initial values. The simulation results for the same test are presented in Fig. 15 and show an acceptable match between the simulation and experimental results.
To verify the controller performance in the presence of storage units, the previous simulation setup is modified by adding a battery at Bus 4. The battery is modeled by an internal voltage source of 48 V and an internal resistance of 0.5 Ω. As seen in Fig. 16 , the battery provides (absorbs) energy for (from) the microgrid and decreases (increases) the total generation cost, when the voltage at Bus 4 is less (more) than 48 V. In addition, the incremental cost matching is established during all the times.
Next, the controller performance, when a source reaches its maximum generation limit, is studied. The third converter had reached 240 W in Fig. 14(b) . In the current study, the third converter output is limited to 200 W. Once R 2 is changed from 16 to 5.3 Ω at t = 5.4 s, all the output powers must increase to maintain the equality constraint between the generation and consumption. However, p 3 cannot exceed its maximum limit and is limited to 200 W [see Fig. 17(b) ]. Accordingly, λ 3 cannot join the consensus with the other three λ i s and is regulated at its maximum value, λ 3,max = β 3 + 2γ 3 p 3,max = 4.6 ¢/W, while the other λ i s reach a consensus at 5.8 ¢W. The new consensus value is larger than that of the previous study because the three participating sources must generate more power to compensate for the limitation imposed on the third converter. In addition, Fig. 17(d) shows that the total generation cost is slightly greater than that of the previous study (i.e., 2548 ¢ compared to 2518 ¢). As seen in Fig. 17 , the communication among three participating agents for optimizer can be represented with a modified graph with three nodes. It should be noted that the communication graph used for both optimization and voltage regulation remains the same graph with four nodes. However, since the incremental cost of source 3 is not passed to its neighbors, the communication of the agents for optimization is represented by a graph with three nodes. The load resistance is changed back to 16 Ω at t = 18.1 s, which causes all the states (e.g., voltages, currents, powers) to go back to their initial conditions.
Next study verifies the controller performance in presence of controllable loads. To this end, one of the resistive loads in the system, i.e., R 1 , is replaced with an electronic load set on constant power mode with 200 W. The results are reported in Fig. 18 , where one of the resistive loads, i.e., R 2 is changed from 16 Ω to 5.3 Ω at t = 1 s, while the controller is enabled. As seen in Fig. 18(c) , incremental cost matching among sources, which is established before the load change, is established again after the load change, which accordingly modifies the source voltages. The resistive load is changed back from 5.3 to 16 Ω at t = 7.2 s, which causes the controllers to bring back all the incremental costs to their initial values.
The controller performance, when the cost function is changed, is reported in Fig. 19 . The proposed controller is operating under the default condition, until t = 3.9 s when one of the cost coefficients of source 1, i.e., γ 1 , is changed from 0.017 to 0.011 ¢/W 2 . As the generation cost of source 1 is decreased, its incremental cost λ 1 drops instantly [see Fig. 19(c)] . Therefore, by changing the output voltages, source 1 increases its output, while the other three sources decrease theirs to maintain the generation-consumption balance [see Fig. 19(b) ]. Accordingly, the other three λ i s reach a new consensus with λ 1 at 3.5 ¢/W. As seen in Fig. 19(d) , the total cost is reduced from 1463 to 1396 ¢. As shown in Fig. 19(a) , the cost function coefficient of source 1 is changed back to its initial value at t = 16.7 s, which brings back the system to its initial condition.
Next, the effects of changes in communication links characteristic, i.e., channel bandwidth and delay, on the controller performance are studied. At the beginning of each experiment, the controller in disabled (see shaded parts in Figs. 20 and 21 ) and, then, becomes active. As shown in Fig. 20 , a wide range of communication bandwidths is selected in the experiments, i.e., 100, 10, and 1 kHz, while the delay time is set to 20 ms. Comparing the results of Fig. 20 , no significant difference can be observed. The controller performs well in load sharing for all different bandwidths. Three different delay times, i.e., 0.02, 0.2, and 2 s, are selected to study the delay effect, while the bandwidth is set to 1 kHz (see Fig. 21 ). No significant difference can be observed between performances for delay times of 20 and 200 ms. In both cases, the incremental cost matching is established after short-time dynamics, preceding controller activation. However, in the case of t d = 2 s, the transients take much longer to decay. However, the overshoots/undershoots remain intact and the controller performs well at the steady state. Overall, it can be concluded that the controller performance has immunity to delay times as long as 200 ms and bandwidths as low as 1 kHz. Therefore, common communication protocols, such as WiFi and UWB, are possible choices. Interested readers are encouraged to read more details on communication links characteristics in distributed systems in [79] , [87] , and [88] . 
C. Performance Validation Under Faults
The plug-and-play capability of the proposed controller is verified next when the second converter has failed and recovered. As shown in Fig. 22(a) , the system is operating under normal condition until t = 5.6 s, when the second converter has failed and the communication links of Node 2 are disabled, which modifies the communication graph (see Fig. 22 ). The voltage controller regulates the average voltage of the other three sources at 48 V. The remaining three sources increase their generation to compensate for the failure of Source 2. Accordingly, their incremental costs increase and reach a new consensus at 5 ¢//W. Then, at t = 18.2 s, the failed source is recovered, which establishes its communication links, and reaches a new consensus at the initial value of 3.85 ¢/W by changing the output voltages.
The last study verifies the controller performance when the communication links are compromised. As seen in Fig. 23(a) , the microgrid is operating under normal conditions until t = to 5.3 Ω at t = 9.1 s, the third converter, which is graphically isolated, cannot adapt its voltage for the new loading condition. The other three sources adjust their voltages to increase their generation and meet the additional demand. The three remaining sources bring their incremental costs to a consensus, which is suboptimal as expected when the graphical connectivity is lost. Link 3-4 is retrieved at t = 20.3 s, which establishes the graphical connectivity and leads to global consensus among λ i s. Accordingly, the generation cost in decreased and the optimal operating point is achieved. It can be seen that the proposed cooperative controller performs well so long as the communication graph remains connected. Finally, at t = 29.7 s, R 2 is changed back to 16 Ω and the system returns to its initial condition.
VIII. CONCLUSION
A distributed coordination and optimization paradigm is investigated to coordinate source voltages and optimally share power among sources within a dc microgrid. The proposed method solves an economic dispatch problem to optimize the power sharing among sources by matching the incremental costs of neighbor sources. A voltage regulator takes care of the generation-demand equality constraint by regulating the average voltage of the sources, while an optimizer matches their incremental costs. Both controllers are implemented in a fully distributed fashion, and generate voltage correction terms which are added to the rated voltage and provide the voltage set point of dc-dc converters. The optimizer is modified to take care of generation-limit inequality constraints by excluding the source from the incremental-cost consensus protocol. A dynamic model of the proposed controller is extracted, and the steady-state analysis is performed to validate the desired performance of the proposed controller. The experimental results verify the efficacy of the proposed controller in power sharing and under physical and cyber fault conditions. APPENDIX Electrical specifications of the prototyped microgrid are tabulated in Tables I. In addition, Electrical parameters of the buck converters and the cost function coefficients of the sources are tabulated in Tables II and III, 
