In this paper, we aim to provide elements to contribute to the discussion about the usefulness of deep CNNs with several filters to solve both within-subject and cross-subject classification for single-trial P300 detection. To that end, we present SepConv1D, a simple Convolutional Neural Network architecture consisting of a depthwise separable This is important because simpler, cheaper, faster and, thus, more portable devices can be built.
Introduction
A Brain-Computer Interface (BCI) is a system composed of software and hardware that builds a channel of communication between the subject and the computer, using targeted by the BCI, iii) generate fewer parameters to be optimized by the classifier, and iv) produce faster predictions for a new sample. The feature selection approaches that have been used are the embedded methods (e.g., Stepwise Linear Discriminant Analysis [5] ) and the wrapper methods (e.g., Genetic Algorithms [6] ). On the other hand, the approaches more commonly used for P300 classification are the Linear Discriminant Analysis [7] , Support Vector Machines [8] , Feed Forward Neural Networks [9, 10] , and adaptive classifiers [11, 12] .
However, new methods merge feature extraction, feature selection, and classification methods by using matrix classifiers [13] as well as Deep Learning with Convolutional Neural Networks (CNN). In particular, the latter has gained more interest since it has demonstrated to be very effective in fields such as Computer Vision [14] and Speech Recognition [15] , not only to avoid hand-designed features but also to increase the classification rates. The main characteristics of these methods are their depth, the use of a large number of filters, and their need to train with large amounts of data.
These characteristics may be a disadvantage for P300 detection, mostly due to the limited training data available [16, 4] .
At the moment, there have been some CNN approaches that seem to be effective for P300 detection in BCI [17, 18, 19, 20, 21, 22] . However, the increase in classification rates has not been as impressive as in other areas and does not justify the depth of the architectures and the number of filters used. Nevertheless, one of their advantages is their potential to visualize features (e.g., the EEGNet [19] ), which can be used to analyze the signals in more detail.
In this paper, we aim to provide elements to contribute to the discussion about the usefulness of deep CNNs with several filters to solve the problems already discussed.
To that end, we propose a CNN algorithm that requires significantly fewer parameters than any of the state-of-the-art architectures with at least the same performance, the SepConv1D. Additionally, we describe a simple Fully-Connected Neural Network to show that it is not necessary to have complex architectures to solve the problem under analysis. Furthermore, we compare their performances against the state-of-the-art CNN methods for both within-subject and cross-subject classification for single-trial P300 detection.
The remainder of this paper is organized as follows. In Section 2, we describe the general components of a CNN and review the state-of-the-art methods used for P300 detection. In Section 3, we present the simple Fully-Connected Neural Network and the SepConv1D. In Section 4, we describe the experimentation protocol and data analysis. Section 5, shows the results of the classification performance and the discussion about them. Finally, in Section 6, we provide some concluding remarks.
Convolutional Neural Networks for the P300 detection

Components of Convolutional Neural Networks
A Convolutional Neural Network (CNN) is one of the most popular Deep Neural Network architectures. Goodfellow et al. [23] mentioned that one of the main differences between traditional and convolutional neural networks is that the former use a multiplication matrix while the latter use a convolution operation in at least one of its layers. This section gives a concise presentation of the main CNN's layers to extract and downsample features.
EEG signals
The EEG signals are recorded by C channels and discretized by T number of sam- We apply channel-wise feature scaling to standardize the values of the filtered signal of each channel separately as follows:
where µ and σ are the mean and standard deviation of the channel c, defined by Eq. (2) and Eq.(3) respectively:
Convolutional layers
Most of the architectures under analysis have at least two convolutional layers.
Typically, one of them serves as a spatial filtering layer, which represents a spatial distribution across the scalp [18, 21] . In most cases, the second layer finds temporal patterns in the signal representing the change in amplitude of the spatial maps learned in the first layer [18] ; however, in some cases [20, 19] , the second layer builds feature maps containing different band-pass frequencies.
In general, a convolution layer is represented as follows. Let Y with a bank of 1 . . . f . . . F filters. The convolutional layer applies a convolution operation that can be expressed as:
f, j,t−i + b
where y 
Batch Normalization
Ioffe and Szegedy [24] proposed the Batch Normalization (BN) algorithm to accelerate the training's convergence speed and to reduce the difficulty of parameter initialization by adjusting and scaling the activations.
The Batch Normalization process is described as follows. For a layer with Jdimensional input Z (l) , each dimension is normalized as follows:
where is a small positive number added to the mini-batch variance σ(z j ) 2 for numerical stability [24] . Finally, the normalized vector is scaled and shifted as follows: 
where γ and β will be optimized together with the weights and biases of the network.
Batch Normalization should be performed before applying the activation function to avoid the distribution shift, which leads to saturation and decelerates learning.
Pooling
Most architectures use a pooling function to reduce the dimensionality of the vector or to reduce the sampling rate of the signal. It can be either Average or Max-pooling.
The Pooling process downsamples the input y (l) , reducing the dimensionality of the feature vector. The Max-Pooling function applies a window function u(x, y) to an input patch of the vector's elements, and computes the maximum value. Then, the window is moved P strides and the operation is repeated. Figure 1 shows an example of MaxPooling with a window function of 1 × 2. The Max-Pooling is defined by Scherer et al. [25] as:
The Average-Pooling operation is similar to the Max-Pooling, however, instead of getting the highest value, it computes the average value of the overlapped elements.
Activation Functions
In what follows, we describe the activation functions used by the analyzed models.
• The Linear activation function is a polynomial of one degree, which is limited in its learning power of complex functional mappings. It is defined as
where γ is the slope.
• The Log activation function is a logarithmic function bounded in a range of [1e − 7, 10000].
• The Square activation function does not have a stable range since they explode in magnitude quickly. Since its output is a big value, this function tends to result in bad generalization. Additionally, it takes longer to converge than other activation functions. It is defined as
• The Sigmoid activation function is a sigmoidal function in the range [0, 1]. It usually has a slow convergence given by the fading of the gradient in deep networks. When the network is not very deep, it converges quickly. It is defined as h z
• The Hyperbolic Tangent activation function (tanh) is a sigmoidal function in the range [−1, 1] which is "sometimes preferred, partly because it has a steady-state at 0" [26] . It is defined as
• The Scaled Hyperbolic Tangent activation function (stanh) [27] is a sigmoidal function in the range [−1, 1] whose advantage is that the negative inputs will be mapped strongly negative and the zero inputs will be mapped near zero. It is defined as
• The Softmax activation function [23] turns scores into probabilities that sum to one. It is defined as
• The Rectified Linear Unity (ReLU) alleviates the vanishing and exploding gradient problems that are usually associated with saturated activation functions such as Sigmoid or tanh. The activation function rectifies the net inputs z, by setting the negative values to zero and by keeping the positive values [28] , enabling a faster convergence during the training stage:
• Similarly to ReLU, the Exponential Linear Units (ELU) [29] alleviate the vanishing gradient problem via the identity for positive values. Clevert et al. claimed that ELU leads to faster learning, and to significantly better generalization performance than ReLU on networks with more than five layers. They have negative values allowing them to push mean unit activations closer to zero:
The ELU hyperparameter φ controls the value to which an ELU saturates for negative net inputs.
Dropout
Dropout is a regularization technique to prevent overfitting the neural network during the training stage (see Figure 2) ; it is defined by Srivastava et al. [30] as follows:
* * * where r (l) j is an independent Bernoulli random variable which has a probability p of being 1, and * denotes the Hadamard product between the vector r (l) and the outputs of the layer y (l) , to get the sampled outputs of the layer y (l) .
Fully Connected Block (Dense)
The features-maps of the last convolutional block's output is vectorized. The resulting vector is fed into a fully connected layer. Each layer is defined as:
where W (l) and B (l) are the weights and biases at layer l; and h is an activation function (see Section 2.1).
Optimizer
In order to update the network weights and biases, the architectures applied the Adaptive Moment Estimation (Adam), a stochastic-based gradient optimization with adaptive learning rates [31] . Given all the network's parameters θ, which include all the weights and biases, the update rule at the training step k is given by:
where denotes the element-wise division, α is a very small number to avoid any division between zero, η is the learning rate, andm (k) andv (k) are bias-corrected estimates of the first and second moment of the gradients respectively. These estimates are calculated by using exponentially weighted moving averages as follows:
),
where β 1 and β 2 are exponential decay rates of the first and second moment respectively and g
is the gradient of the loss function with respect to the parameters. Bias correction of the estimates is obtained bŷ
Categorical cross entropy is defined for a set of M predictions y with corresponding true outputs d as
The parameters are updated for each mini-batch of m examples in the training set.
This process is repeated until having traversed the whole training set a predefined number of times (i.e., the number of epochs) or reaching a convergence condition. The hyperparameters are set as follows: α = 0.001, β 1 = 0.9, β 2 = 0.999 and = 10 −8
, which are the values recommended by the authors of [31] .
To initialize the weights of all the network, it is a common practice to use the Xavier Glorot uniform scheme [32] . This scheme draws samples from a uniform distribution in
, where I and O are the input and output units in the weight tensor, respectively. Additionally, biases and first and second moment estimates are initialized with zeros. Deep ConvNet. Schirrmeister et al. [20] proposed a general-purpose architecture consisting of four convolutional blocks followed by a Softmax-dense classification layer.
The first convolutional block is split into two layers: in the first layer, each filter performs a convolution over time, and in the second layer, each filter performs a spatial filtering with weights for all possible pairs of electrodes with filters of the preceding temporal convolution. It is followed by three standard convolutional-max-pooling blocks. The architecture uses ELU as the activation function. Table A.9 shows further details about the architecture.
Shallow ConvNet. Additionally to the Deep ConvNet, Schirrmeister et al. [20] , presented an architecture originally designed to decode band-power features. The first two layers perform a temporal convolution and a spatial filter. They are followed by a squaring nonlinearity, a mean pooling layer, and a logarithmic activation function. The model ends with a Softmax-dense classification layer. See Table A . 10 for more details about the architecture.
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. Liu et al. [21] proposed a six-layer architecture that combines Batch Normalization and Dropout techniques that is less susceptible to overfitting and faster in training than CNN-1. First, it is applied a 1D convolutional layer for spatial feature extraction.
Followed by a 1D convolutional and subsampling layer for temporal feature extraction. Then, the architecture uses two fully-connected layers for better generalization and accumulation of features. The model uses the binary cross-entropy as the loss function and the gradient descent as the optimizer. Table A. 11 depicts details about the architecture.
EEGNet. Lawhern et al. [19] proposed a compact CNN architecture consisting of two convolutional blocks followed by a Softmax classification block. The first convolutional block decomposes the EEG signal at different band-pass frequencies and reduces the number of trainable parameters by a depthwise convolution. The architecture applies batch normalization along with the feature map dimension before applying the ELU nonlinearity. The second convolutional block uses a separable convolution, which is a depthwise convolution followed by some pointwise convolutions, to reduce the number of parameters and to decoupling the relationship of feature maps. See Table   A .12 for more details about the architecture.
OCLNN. Shan et al. [22] , noted that the aforementioned CNNs needed deep and wide network architectures given that they were unable to learn temporal features properly.
They claimed that CNNs' first layer outputs abstract instead of raw temporal signals, losing useful temporal information to detect P300. They proposed a one-convolutionlayer architecture, to reduce the network complexity, and obtained a better performance.
It is the simplest CNN architecture that had been presented so far. It consists of a 1D convolutional block followed by a Softmax classification block. The convolutional block divides the temporal signals from the input channels into 15 parts and performs a convolutional operation on each one for temporal and spatial feature extraction. Then, a Dropout is applied to reduce overfitting. See Table A . 13 for more details about the architecture.
Methods
As previously explained, we would like to provide an alternative to highly complex architectures to detect P300. To that end, we now describe the low-cost CNN-based algorithm we propose, the SepConv1D. Additionally, we describe the 1-layer FullyConnected Neural Network.
SepConv1D
Based on the OCLNN, the proposed architecture is a simple CNN architecture consisting of a depthwise separable 1D convolutional block followed by a Sigmoid classification block (see Figure 3 ). The main difference with the OCLNN is that SepConv1D uses a depthwise convolution to reduce the number of trainable parameters, while OCLNN uses a 1D convolutional block. This kind of convolution has been used successfully before by the EEGNet architecture. We used the hyperbolic tangent sigmoid activation function in the convolutional block. On the other hand, OCLNN connects two neurons to a Softmax function in the dense layer and applies a Dropout; in contrast, SepConv1D connects a single neuron to a Sigmoid function and does not apply a Dropout. In order to decide the number of filters to be used in the convolutional layer, we performed some experiments that will be explained in Section 5.
FCNN
The 1-layer Fully-Connected Neural Network (FCNN) we propose is similar to the one presented by [9] (see Figure 4) . We used the hyperbolic tangent sigmoid Figure 3 : SepConv1D, a CNN architecture consisting of a depthwise separable 1D convolutional block followed by a Sigmoid classification block. Tables 2 and 4 show further detail about the architecture. activation function in the hidden layer and a Sigmoid function in the output layer.
After several experiments, we identified that the FCNN needs only two neurons in the hidden layer to obtain the best results. Thus, the layer's output is as follows:
, where w (1) j1 is the connection weight from neuron j in layer (1) to output 1, and b (1) is the bias. The hidden layer's output is as follows:
, where w (0) i j is the connection weight from input i in layer 0 to intermediate neuron j, x 0 = 1 for all data samples, and x i is an element of the matrix
We modeled the presence of the P300 signal with y = 1 and the absence of the signal with y = 0. See Table 1 
Experimental Design
As we explained earlier, we aim to compare the performance of both within-subject and cross-subject classification of P300 single-trial of the aforementioned state-of-theart CNN methods against a simple FCNN. In what follows, we explain in detail the experimental design.
Dataset
For our experiments, we used the EEG-signal dataset reported in [33] . Such dataset is composed of the EEG signals of 22 healthy students from 21 to 25 years old without known neurological damage.
Data Acquisition and Processing
The EEG-signal dataset was acquired by the use of 10 channels (Fz, C4, Cz, C3, P4, Pz, P3, PO8, Oz, and PO7) following the international 10-20 system, with the right earlobe and the right mastoid serving as reference and ground locations. However, we only used six of them (Fz, Cz, Pz, PO8, Oz, and PO7), since it has been previously reported [34] to be the most relevant to detect the P300 component. The signal was digitized at a rate of 256 Hz and processed online with a notch filter (Chebyshev of order 4), with cutoff frequencies between 58 and 62 Hz, and a bandpass filter (Chebyshev of order 8), with cutoff frequencies between 0.1 and 60 Hz.
Task Description and ERP Signal Extraction
The subjects were visually stimulated with the Donchin speller matrix described in [2] . The speller is a 6 × 6 matrix composed of alphanumeric symbols that allow the subjects to write a word. In order to generate the oddball paradigm, the rows and columns of the matrix flashed randomly 15 times every 125 ms (i.e., trials); each flash lasted 62.5 ms. The subjects were asked to silently count the number of times the target character was intensified. We extracted segments of 800 ms of EEG data after every stimulus. Each segment was filtered offline using a 4th-order Butterworth bandpass filter with bandwidth range from 0.1 to 12 Hz to extract the ERP signals embedded in the EEG. The DC component was removed by subtracting the mean of each electrode from the filtered signal. Finally, the linear trend was removed from each trial.
Evaluation
For the experiments, we set the number of training iterations over the neural networks to 50, because most of the models converged around that iteration. We ran 200 training iterations (epochs) and perform early stopping for all the architectures under analysis. Additionally, we fit the model using Adam optimizer, using default parameters as described in [31] . For the within-subject classification experiments, we performed a five-fold crossvalidation repeated 10 times for every subject's data. Each repetition produced a split consisting of a training set with 80% of the data of a given subject and a validation set with the remaining 20%. On the other hand, for the cross-subject classification experiments, we used data from other subjects to train a subject model. To that end, we performed a leave-two-out cross-validation. Thus, we randomly chose one subject to test, another one to validate, and all remaining subjects for the training set. This process was repeated for each subject, producing 22 folds.
During training, we applied a sample weight when computing the loss function in order to cope with the class imbalance. For each model, we computed the Area Under the Curve (AUC) of the Receiver Operating Characteristic using the balanced validation set.
Finally, we perform statistical testing using a one-way analysis of variance (ANOVA) to determine the differences between classifiers under analysis.
Implementation details
The experiments were performed on a single PC with Linux Ubuntu 16.04, 64
GB in RAM and an NVIDIA GeForce GTX 1080 GPU with 2560 CUDA cores and 10 GB of RAM. P300-CNNT is implemented with the Keras API [35] of Tensorflow 1.8.0 [36] . The code of all the architectures under analysis is available at the following URL: https://github.com/gibranfp/P300-CNNT. Table 2 : SepConv1D architecture for within-subject classification.
Results and Discussion
Within-subject classification
Selection of the number of filters for the SepConv1D
In order to obtain a balance between a low computational cost and the best performance, we carried out a series of experiments varying the number of filters used by the SepConv1D's convolutional layer. To that end, we vary the filters from 1 to 32 in increments of four. Figure 5 shows that the mean value of AUC is very similar in all cases. For this reason, we decided to use only one filter for subsequent experiments to test the within-subject classification. See Table 2 for more details about the resulting architecture. The amount of trainable parameters for this model is 129. In what follows, we will call this architecture SepConv1D-1F. Figure 6 shows the resulting AUCs for the 22-subject dataset by using the SepConv1D-1F for within-subject classification. Comparison with state-of-the-art CNN-based architectures
Given the previous results, we compare the performance of both FCNN and SepConv1D-1F with the CNN-based reference methods. Table 3 presents the mean AUC values of the within-subject five-fold cross-validation results across all methods, which can be seen in Figure 7 .
The ANOVA analysis showed that the means AUCs of CNN3 and UCNN3 are significantly different from the rest of the methods.
The means AUCs of CNN-1 are very similar to those of CNN-R. However, in [18] , the authors claimed that CNN-R performed significantly better that CNN-1.
On the other hand, the mean AUC values of Shallow ConvNet are significantly different from the means of Deep ConvNet but not from other methods. In contrast, in [19] , the authors reported that they did not perform significantly different amongst themselves.
More importantly, the means of FCNN and SepConv1D-1F are not significantly different from other methods. Moreover, they are very similar to them.
Cross-subject classification
Similarly to the previous section, we carried out a series of experiments varying the number of filters used by the SepConv1D's convolutional layer to find a compro- mise between performance and low cost. Figure 8 shows that from eight filters both the mean AUC values and their standard deviations tend to stabilize. For this reason, we decided to use eight filters for subsequent experiments to test cross-subject classification. See Table 4 for more details about the resulting architecture. The amount or trainable parameters for this model is 353. In what follows, we will call this architecture SepConv1D-8F.
To understand the reason that more filters are required for cross-subject than for within-subject classification, we analyzed in detail the subject's AUC means (see Figure 9) . We do not observe significant differences between them, except for subjects DLP and JSC. Given that they require seven more filters, below we present a deeper analysis of the features learned in each filter. Table A. 14. A C 
Comparison with state-of-the-art CNN-based architectures
Given the previous results, we compare the performance of both FCNN and SepConv1D-8F with the CNN-based reference methods. Table 3 present the mean AUC values of the cross-subject classification across all methods, which can be seen in Figure 10 . The ANOVA analysis showed that there is not a statistically significant difference between none of the methods (p > 0.05), indicating that high complexity does not mean greater performance.
Complexity
The number of trainable parameters for each model can be seen in Table 5 . We note that, except for CNN-R, there has been a significant decrease in the number of algorithm parameters since the use of CNNs for P300 detection was first suggested.
Especially since the introduction of EEGNet. The difference in parameters between OCLNN and FCNN is evident. The reduction is achieved because in the FCNN both neurons are connected to all the inputs of the network. In contrast, the convolutional block of the OCLNN selects a subset of feature maps to connect to the dense layer.
On the other hand, the complexity reduction of SepConv1D is notorious and it is attributable to its depthwise convolution block. 
Conclusions
In this paper, we presented SepConv1D, a simple Convolutional Neural Network architecture consisting of a depthwise separable 1D convolutional block followed by a Sigmoid classification block. The proposed architecture can solve a couple of prob-
lems that remain open in the BCI community: it can perform within-subject and crosssubject classification for P300 single-trial with the lowest computational cost compared to the state-of-the-art CNN-based methods.
Additionally, we provided elements to demonstrate that making the neural network 
