Multi-objective Evolutionary Algorithms (MOEA) are used to solve complex multi-objective problems. As the number of objectives increases, Pareto-based MOEAs are unable to reproduce the same effectiveness showed for two or three objectives. Thus, several authors proposed preference-based methods as an alternative. On the other hand, parallelization has shown to be useful in evolutionary optimizations. This paper combines for the first time seven preference-based methods for many objective optimization in a multi-threading parallelization framework. Preference-based methods were used to replace the elitism procedure of the Non-dominated Sorting Genetic Algorithm II. Executions of each alternative were carriedout for the DTLZ-2 problem in a commodity multi-core platform. Obtained solutions were compared by different criteria, providing some insights into the improvements that the proposed combination may offer in many-objective optimization.
Introduction
Multi-objective optimization problems (MOPs) have several, possibly conflicting, objectives to optimize. Conflicts between objectives lead to a set of solutions called the Pareto set, denoted as P , while these solutions mapped to the objective space form the Pareto Front (PF ). In most practical cases, it is difficult to obtain a complete and exact Pareto set of a MOP. Multi-objective Evolutionary Algorithms (MOEAs) have proven to be very effective to provide near optimal approximations in complex multi-objective problems having two or three optimization objectives [2] .
A solution is said to dominate another one if it is not worse in any objective and it is strictly better in at least one objective, thus, Pareto set is formed with solutions that are non-dominated with respect to the whole solution space [4, 2] . As the number of objectives increases, so does the number of solutions that dominance operators classify as equivalent (or non-comparable) leading to a reduction of the search ability of Pareto-based MOEAs [9] .
Improving MOEAs' performance to solve the so-called many-objective problems, i.e. problems having more than 4 objectives, is an important research area and different alternatives were proposed to achieve this improvement [18] . Among these alternatives are comparison relations that use preference information for solutions [9, 8, 9, 14, 7, 11] .
On the other hand, parallel MOEAs (pMOEAs) are able to use larger populations and to reduce the execution time [2] . The literature reports various parallel MOEAs (pMOEAs) that have been used to solve diverse problems [15] . These pMOEAs were mainly developed and tested in distributed memory parallel systems; however, nowadays availability of lower cost shared memory multi-core platform requires a review of the parallelization methods in the new existing environment in order to leverage the computational power that these platforms may offer.
Parallel Pareto-based MOEAs has been extensively studied for a small number of objectives [2] , and some works compare preference relations for many-objective problems [3, 11, 10] ; however, to the best of our knowledge they were not tried in a parallel framework. Therefore, this paper presents for the first time a comparison of two parallelization approaches for the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [5] , using seven ranking methods proposed for many-objective optimization problems [9, 8, 7, 14, 11] . This paper is organized as follows: Section 2 presents the methods and the parallel MOEA framework considered in this work. Section 3 presents the experimental setup and obtained results. Finally, Section 4 presents conclusions and future works.
Methods considered in this work

MOEAs considered for parallelization
Several modifications of the NSGA-II [5] ranking method were proposed to be used in many-objective optimization [18] . Also, in this paper the NSGA-II algorithm is used as test bed. With NSGA-II, the fitness of a solution is based on two values: its non-dominance ranking and its crowding distance. At each generation, an elitist procedure based on these values is used to ensure that the best elements survive from one generation to the next. Details of the NSGA-II can be found in [5] .
In this paper, the following operators and ranking methods are used to modify the fitness assignment procedure of the NSGA-II, for the sake of brevity the details are not explained here but we refer the interested reader to the corresponding references:
1. Favour relation [8] : this relation counts the the number of objectives in which a given solution outperforms another. Given x and x ∈ X f , where X f represents the feasible solution space, it is said that x is favoured than x , denoted as x ≺ f avour x , if and only if
In [8] , the favour relation is proposed to be used with the Satisfiability Class Ordering classification (SCO) procedure [8] to sort solutions.
2. −Preferred Relation [14] : the −Preferred relation compares solutions by counting the number of times a solution exceeds user defined i limits for each dimension and, in case of a tie, it uses the favour relation. Given two solutions x and x ∈ X f , it is said that x is −preferred than x , denoted as x ≺ −pref erred x , iff:
where x ≺ −exceed x implies that:
As in [8] , in [14] the SCO algorithm is used to rank solutions.
3. Preference Ordering based on order of efficiency (P O k ) [7] : a solution x is considered to be efficient of order k if it is Pareto optimal in the m k subspaces of the objective space taking into account only k objectives at a time. The order of efficiency of a solution x, denoted by K(x) is the minimum k value for which x is efficient. Based on the order of efficiency a ranking procedure is proposed in [7] . 4 . Preference Ordering based on efficiency degree (P O k,z ) [7] : this method refines the ranking based on P O k when several solutions share the same best order of efficiency. A solution x is efficient of order k with degree z if F(x) is not dominated by any member of the Pareto Front for exactly z out of the possible m k k-element subsets of the objectives. Details of the ranking method based on efficiency degree are in [7] .
5. − -DOM ranking [11] : the − -DOM distance replaces the NSGA-II crowding distance. The − -DOM distance of a solution x is:
Therefore, given solutions x and x , mepsd reflects the smallest value such that if subtracted from all objectives of F(x ), x dominates x, while the − -DOM rank value is the minimum of such values.
6. Crisp (1 − k)−dominance relation [9] : this relation counts the number of objectives in which a solution is better or equal than another. Let x and x ∈ X f , F(x) = y, F(x ) = y , it is said that x (1 − k)−dominates x iff :
where m is the number of objectives, 0 ≤ k ≤ 1, n b is as in Eq. (2), and n e (F(x),
The (1 − k)−dominance relation serves as a new definition of optima, called k-optimality, as well as the corresponding optimal set of solutions [9] .
: the fuzzy extension of (1 − k)−dominance is defined by determining membership functions µ i b , µ i e and µ i w for each objective function i. There are several membership functions that can be used. In case of a trapezoidal function four parameters (a, b, c, d) are required to represent a meaning of equality and difference.
Parallel Multi-objective Evolutionary Algorithms
This section introduces the island-based parallel framework considered in this paper. The island model is the most popular parallelization paradigm for MOEAs [2] , it consists of a number of subpopulations or islands evolving independently which are provided with a mechanism to interchange individuals exploring for global optima. As the goal here is not to provide a full pMOEAs' survey, readers are kindly referred to [15, 16, 2] for further reading.
There are several alternatives to develop a pMOEA [16] . However, most pMOEAs are based on the parallelization of a current MOEA; particularly, the NSGA-II [5] is a good option for parallelization [17] . Therefore, this work considers NSGA-II as foundation for parallel implementations that differ in at least one of the following features: the way in which the ranking of individuals is produced, i.e. how fitness is assigned; the number of subpopulations and the process used to form subpopulations. Regarding the ranking of solutions, this work uses the original NSGA-II method and the seven alternatives presented in Subsection 2.1. While, considering how pMOEAs divide the main population, this work considers a random distributed population pMOEA (RND) and a K-means based distributed population pMOEA (KM) [13] .
In the RND distribution, the population is randomly divided into a number of equal size partitions. In case of the KM distribution, it is based on the original proposal of Streichert et al. [13] which uses K-means to divide the search space of a given optimization problem in suitable partitions without a priori knowledge of its search space. In [13] , zone constraints are implemented to limit subpopulations to their specific region. In this paper, K-means is used to divide the population; however, zone constraints are not considered.
An evolutionary iteration comprises the procedures of fitness assignment, selection, crossover, mutation and elitism that are carried out by a MOEA to produce a new offspring from the current population. As a mechanism to search for global optima, some methods, as in [12] , combine subpopulation evolutions with iterations where the whole set of solutions is considered to be subject of the evolutionary process. In a parallel
Algorithm 1 Basic framework for parallel implementations used in this work
Read parameters: population size (N), selection, crossover and mutation probability. Set the ranking method RM and its parameters. Set the population partition method PM, the number of islands to be used τ . Read itg, its, itp: the maximum number of iterations, the number of single thread iterations and the number of parallel thread iterations. Set t = 0 Create an initial random global evolutionary population Pt while t < itg do itg is the total number of evolutionary steps performed while (t + 1) mod its = 0 do its: iterations considering the evolutionary population as a whole Evolve Pt in P t+1 using the NSGA-II with a given ranking method t = t + 1 end while Split Pt in P 1 t , . . . , P τ t using a given population partition method PM In τ parallel threads for t = 0 to itp do itp: iterations considering the population as subpopulations in parallel Evolve P Id t+t in P Id t+t +1 using the NSGA-II with a given ranking method t = t + 1 end for End parallel t = t + itp end while Save non-dominated solutions from Pt multicore platform, the aforementioned approach can be efficiently applied to interchange information among subpopulations; therefore, it is considered in this work.
Algorithm 1 presents the basic framework for the parallel implementation of the NSGA-II and its variants used in this work. First, the algorithm reads and set its parameters; besides the ussual MOEA parameters, also, the total number of evolutionary steps (it g ), the number of single thread iterations (it s ), and the number of parallel iterations (it p ) must be given. Then, the global number of iterations t is set to 0, and the global population P t is created at random. Thereafter, it s evolutionary iterations are executed in a single thread considering the evolutionary population as a whole. The next step is to split P (t) into τ subpopulations (P 1 t . . . , P τ t ) using the procedure PM. Once the global population was partitioned, τ threads are created, one for each island. Each thread has an identifier Id, thus at each thread Id, evolution of P Id t occurs during it p iterations. When the execution of the parallel iterations in all the threads ends, the global count of iterations t is updated to t + it p . The procedure continues until t reaches the maximum number of iterations. Finally, the final set of solutions is saved.
Experimental comparison
Experimental setup and metrics
In order to determine if, in a many-objective optimization problem, the original NSGA-II and its seven variants (presented in Subsection 2.1) can improve their results by parallelization, this paper compares the results obtained by their parallel and sequential implementations. The parallel versions are based on the framework presented in Subsection 2.2 using the RND and the KM distributions. The test problem used in this work is the DTLZ-2 with 8 objectives [6] .
Parallel methods were executed using 2 and 4 threads. Thus, a total of 40 different combinations of number of threads, ranking and distribution methods were executed. For each combination, 10 runs were performed using the same set of 10 initial populations. Executions were performed using the following common parameters: population size: 400, stopping criterion 400 iteration, binary coding of 32 bits per variable, one point crossover probability: 0.8, mutation probability: 0.002. For the -Preferred relation, the value is 0.0001; for the (1 − k)−dominance relation, k is 0.5; and, for the (1 − k F )−dominance relation, k is also 0.5 and a fuzzy trapezoidal rule is used (a = −0.001, b = 0, c = 0, d = 0.001). No fine tuning of the above parameters was considered. For parallel methods, subpopulation iteration is set to 5, followed by another 5 iterations of the whole population until the stop criterion is reached.
Sequential and parallel programs were implemented in the C language. Parallel methods were implemented for execution in Sharing Memory Platforms using the OpenMP library [1] . The experimental com-putational platform was a machine provided with two Intel Xeon quad-core Processors E5640 (12M Cache, 2.66 GHz, 5.86 GT/s) and 16 GB of main memory running the GNU/Linux operating system.
To evaluate a given set of non-dominated solutions S t in a population P t , different aspects of it may be measured as the proximity to the true Pareto Front and the distribution or the extend of solutions. Therefore, the following metrics are considered in this work [4]:
1. Number of solutions in PF (N ): this metric counts the obtained solutions that are in the true Pareto set. In DTLZ-2 the Pareto Front is composed by those solutions having m i=1 f 2 i (x) = 1 [6] . The N metric is expected to be maximized.
2. Generational Distance (GD): this metric measures the average distance between obtained solutions in objective space and the true Pareto Front of the problem. Thus, this metric should be minimized. Since GD requires a reference PF to be computed, and equations to produce PF are known, a set of a set of 2000 optimal solutions was determined analytically.
3. Spread (∆): this metric measures the extent of the Pareto Front that the obtained set of solutions covers. The spread metric is expected to be minimized.
4. Spacing (S): this metric measures if the obtained non-dominated solutions are uniformly distributed. The metric is the average distance of each point from its nearest neighbour, thus, if solutions are uniformly distributed the value of this metric approaches zero. Then, the value of this metric is expected to be minimized. Table 1 shows average values and standard deviation of the considered metrics evaluated over the final result of the 10 runs performed for each implemented combination. In this table, each row corresponds to a given ranking method, while columns are for the execution type. Besides the metrics values of the obtained solutions, Table 1 also shows the average and standard deviation of the execution time in seconds of each implementation as an additional metric. The column label Sequential shows the values for sequential executions; the columns 2-RND and 2-KM are for the values for parallel executions using the random and K-means population distribution methods with two threads, respectively. Similarly, 4-RND and 4-KM are for parallel executions using using the random and K-means population distribution methods with threads. 07E-6(1.90E-6) 5.96E-6(1.55E-6) 7.47E-6(1.99E-6) 5.81E-6(5.65E-7) 7.18E-6(1.21E-6) (1 − kF )-dom. 1.39E-3(8.97E-4) 1.10E-3(6.46E-5) 1.09E-3(6.74E-5) 1.12E-3(9.24E-5) 1.12E-3(8.13E-5) Favour 1.14E-5(5.98E-6) 9.49E-6(3.57E-6) 8.52E-6(1.45E-6) 7.58E-6(1.79E-6)
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1.00E+00(1.15E-6) 1.00E+00(9.41E-9) 1.00E+00(2.21E-7) 1.00E+00(4.90E-12) 1.00E+00(1.80E-8) (1 − k)-dom. 1.00E+00(2.84E-11) 1.00E+00(0.00E+00) 1.00E+00(1.61E-13) 1.00E+00(0.00E+00) 1.00E+00(6.49E-13) (1 − kF )-dom. 8. 03E-1(1.23E-1) 7.43E-1(3.78E-2) 7.72E-1(4.02E-2) 7.42E-1(3.00E-2) 7.83E-1(6.25E-2) Favour 1.00E+00(5.52E-11) 1.00E+00(1.62E-13) 1.00E+00(5.16E-11) 1.00E+00(7.28E-14) 1.00E+00(2.12E-9) To analyse the results in Table 1 , for each metric, the best metric value for each row (ranking method) is boldfaced, while, the best value for each column (execution method) is in gray. Thus, a cell that is in boldface and gray is for the solution set with best metric value. In this way, it is easier to note that for most of the considered metrics, at least one parallel implementation obtains a solution set that is better than its corresponding sequential counterparts in convergence or diversity. The result is remarkable since parallel and sequential implementations were executed using the same number of iterations, and, therefore, the same number of objective function evaluations. Moreover, parallel implementations obtain better results with improved execution times.
As it is expected, regarding the metrics related to convergence (GD and N ) executions of the original NSGA-II with the considered parameters obtain worse values than the alternatives that were proposed for many-objective problems. However, considering the Spread of solutions NSGA-II obtains the best values.
The implementations of (1 − k F )-dominance relation obtain the best convergence values, but they cover a small portion of the Pareto Front as their Spread metric indicate. In fact, with the exception of -DOM, the alternatives to the original NSGA-II ranking procedures obtain solutions concentrated into a region with Spread values greater than 0.7. Spacing values shows that in spite that solutions provided by (1 − k)-dominance and Favour concentrates in a small area their solutions are better distributed than in the case of the other alternatives.
Regarding the number of solutions in the Pareto Front, results of the -DOM sequential and parallel implementations ranks 4 or 5 to 8, with an average value of more than 340; while, regarding the Spread metric these implementations receive the second position. Thus, -DOM implementations obtain many solutions covering a larger portion of the Pareto Front than the other alternatives. In spite of an analysis of the -DOM spacing metric results shows that solutions in the covered region are not well distributed, we consider that this method offers the best trade-off between convergence and diversity among the considered ranking methods.
Between the population distribution methods considered in this work, the results show that the best parallelization choice (and the number of subpopulations considered) depends on the ranking method to be used. As an example, for the N metric and the -DOM ranking, the KM with 4 subpopulations obtains the best value; for the -Preferred the best value is for RND using 4 partitions, while, in case of the (1 − k)-dominance the best result also is for the Random partitioning, but with two subpopulations. Other experiments are needed to determine the relation that exist between the metric results and the ranking and partition methods with varying population size and number of subpopulations.
Conclusions and future work
The increasing availability of multi-core platforms made necessary to adapt existing serial and parallel algorithms, as well as to assess them in this new computing platform. Also, development of newer algorithms for many-objective problems is needed. A first step for this development is to analyse the current existing alternatives.
In this work, sequential and parallel versions of the NSGA-II using different ranking methods that have been developed for many objective problems were evaluated over a set of performance metrics. Comparison between the various considered methods was executed using a single parallel framework in order to combine the different methods that have been considered.
The obtained results have shown that in most of the studied cases parallel MOEAs outperform their sequential counterparts. Comparison results have also shown that, for the considered experimental setting and metrics, the best serial ranking method is, in general, the best in parallel executions. Among the considered ranking methods, the -DOM ranking appears to provide the best trade-off between convergence and diversity. The obtained results, also indicates that different methods may be useful at different moments of the search of solutions. Thus, the algorithm choice must consider if the decision maker is interested in obtaining a solution set with a large diversity or if it is interested in emphasizing convergence to a given region.
Future works include, among others: to extend the comparison to other problems; to test the proposed parallel approach with different thread numbers and parameters; to analyse the relations among population sizes, number of subpopulations, and partition and ranking methods; to improve the partition techniques; and, to analyse optimized parallelization schemes. Additionally, the development of new metrics for manyobjective problems is needed to evaluate the convergence and diversity properties of the obtained solution sets.
