Experiments were conducted in which Ss made classification, recognition, and similarity judgments for 34 schematic faces. A multidimensional scaling (MDS) solution for the faces was derived on the basis of the similarity judgments. This MDS solution was then used in conjunction with an exemplar-similarity model to accurately predict Ss' classification and recognition judgments. Evidence was provided that Ss allocated attention to the psychological dimensions differentially for classification and recognition. The distribution of attention came close to the ideal-observer distribution for classification, and some tendencies in that direction were observed for recognition. Evidence was also provided for interactive effects of individual exemplar frequencies and similarities on classification and recognition, in accord with the predictions of the exemplar model. Unexpectedly, however, the frequency effects appeared to be larger for classification than for recognition.
The purpose of this study was to provide tests of a model for relating perceptual classification performance and oldnew recognition memory. The model under investigation is the context theory of classification proposed by Medin and Schaffer (1978) and elaborated by Estes (1986a) and Nosofsky (1984 Nosofsky ( , 1986 . According to the context theory, people represent categories by storing individual exemplars in memory, and make classification decisions on the basis of similarity comparisons with the stored exemplars. This exemplar view of category representation strongly motivates the study of relations between classification and recognition, because if individual exemplars are stored in memory during classification learning, this fact should be corroborated by postacquisition recognition memory tests. Nosofsky (1988a) demonstrated preliminary support for an exemplar-based approach to relating classification and recognition. The approach assumes that classification decisions are based on the similarity of an item to the exemplars of a target category relative to exemplars of contrast categories. Recognition decisions are based on the absolute summed similarity of an item to all exemplars of all categories. This absolute summed similarity gives a measure of overall familiarity, with higher familiarity values leading to higher recognition probabilities. This idea that recognition judgments may be based on a form of summed similarity or a "global match" to information stored in memory serves as a core assumption for a variety of extant theories (e.g., Gillund & Shiffrin, 1984; Hintzman, 1986 Hintzman, , 1988 Metcalfe-Eich, 1982; Murdock, 1982; Ratcliff, 1978) . Unique contributions of the present work are This work was supported by Grant BNS 87-19938 from the National Science Foundation to Indiana University. I thank Stephen K. Reed for generously providing me with information necessary to replicate and extend his 1972 experiment. I also thank Danny Ennis, Doug Hintzman, and Doug Medin for their helpful criticisms of an earlier version of this article.
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to demonstrate support for the summed-similarity rule in situations involving perceptual classification learning, and to demonstrate that fine-grained differences in recognition probabilities can be predicted on the basis of fine-grained differences in similarities among items.
A key assumption in the present theory is that a common representational substrate underlies classification and recognition judgments (namely, memories for individual exemplars), but different decision rules govern performance in the two tasks: the relative-similarity rule for classification and the absolute summed-similarity rule for recognition. The assumption of a common representational substrate allows for theoretical parsimony and a unified framework for understanding classification and recognition. The assumption of different decision rules enables the model to predict dissociations between classification and recognition, and various other phenomena which previous investigators have cited as evidence against exemplar-only memory models. For example, Nosofsky (1988a) demonstrated that the model is capable of predicting low correlations between classification and recognition, lack of positive contingencies between correct classification and "old" recognition responses, faltering old-new discrimination with increases in category size, high false-alarm rates for category prototypes and foils that are low distortions of the prototype, and dissociations between classification and typicality judgments. Each of these phenomena has been interpreted by previous investigators as providing evidence for abstract forms of category representation, or for the idea that separate memory systems underlie classification and recognition performance (e.g., Anderson, Kline, & Beasley, 1979; Metcalfe & Fisher, 1986; Omohundro, 1981) .
Although Nosofsky (1988a) provided quantitative tests of the proposed exemplar framework, a limitation of this earlier work was that fairly gross-level relations between classification and recognition were investigated. For example, Nosofsky (1988a) showed that in the traditional "prototype distortion" paradigms (e.g., Homa, Cross, Corneli, Goldman, & Schwartz, 1973; Posner & Keele, 1970) , the exemplar model roughly predicted levels of classification and recognition performance for the prototypes, old distortions, and low-level and highlevel new distortions.
The present research goes beyond this earlier work by studying detailed quantitative relations between classification and recognition performance for individual items having finegrained differences in similarity to other items in the set. Theoretical analyses are also conducted that investigate whether subjects may modify their attentional weightings of the component dimensions of the stimuli when making classification and recognition decisions. The idea that selective attention modifies similarities between exemplars has served as a cornerstone in allowing the model to characterize relations between identflTcation, which is a choice experiment involving a one-to-one stimulus-response mapping, and class~/ication, which involves a many-to-one stimulus-response mapping (e.g., Nosofsky, 1984 Nosofsky, , 1986 Nosofsky, , 1987 Shepard, Hovland, & Jenkins, 1961) . The present research extends this earlier work by investigating the role of selective attention in shaping the classification-recognition relation. Finally, experiments are conducted in the present research that investigate the role of individual item frequency in classification and recognition (cf. Estes, 1986b : Nosofsky, 1988c ).
Experiment 1A
Experiment 1A was a baseline condition for studying the classification-recognition relation. The stimuli and category. structure that were used were the same as those used in Reed's (1972) seminal study, which was among the first to contrast the quantitative predictions of competing models of classification. I decided to replicate and extend Reed's (1972) experiment, because it is one of few published studies that reports an advantage for the quantitative predictions of a pure prototype model over an exemplar-based model in situations in which categories are learned by way of induction over the exemplars. ~ However, the exemplar model that Reed (1972) tested was an average-distance model, whereas the context model is a summed-similarity model. Because the context model assumes that the relation between similarity and psychological distance is highly nonlinear, its predictions are often dramatically different from those of average-distance and prototype models (e.g., Estes, 1986a : Medin & Schaffer, 1978 Nosofsky, 1984 : Shepard, 1958 . Unfortunately, Reed (1972) reported only the summary fits for the various models he tested; the actual classification data were not reported. Therefore, it was necessary to repeat his experiment to test the quantitative predictions of the context model.
The stimuli used in Reed's (1972) study and the present one were schematic faces varying along four continuous dimensions: eye height, eye separation, nose length, and mouth height. Subjects learned to classify 10 faces into two categories of 5 faces each. The categories of faces are illustrated in Figure  1 . Following a training phase, a transfer phase was conducted in which subjects classified each of the 10 old faces plus 24 additional faces formed by new combinations of the values on the component dimensions. The present experiment extended Reed's (1972) study by also collecting old-new recognition judgments for the 34 faces. A preliminary similarityratings study was conducted to derive a multidimensional scaling (MDS) solution for the 34 faces. This MDS solution was then used in conjunction with the context model to generate quantitative predictions of subjects' classification and recognition judgments.
Method Subjects
Subjects were 138 undergraduates from Indiana University who either participated as part of an introductory psychology course requirement or were paid. There were 80 subjects in the classification experiment and 58 subjects in the similarity-ratings study. The data of 10 subjects in the similarity study were not included in the analyses because they correlated lowly (<.50) with the averaged ratings of the group. All subjects were tested individually and participated in only one condition.
Stirnzdi and Apparatzts
The stimuli were 34 schematic faces va~'ing along four continuous dimensions: eye height, eye separation, nose length, and mouth height. Faces 1-32 were constructed from combinations of three possible values along each of the four dimensions. (Note that these faces form only a subset of the total set of 81 stimuli that could have been generated from the four trinary-valued dimensions. Reed [ 1972] selected the faces, however, such that all possible pairwise combinations of dimension values were represented in the subset.) As explained later, Faces 33 and 34 had intermediate values on each of the four dimensions. The stimuli were generated on an IBM PC and appeared essentially as illustrated in Figure 1 . The physical specifications for the 34 faces are provided in Appendix A. Two pairs of stimuli. Faces 11 and 26 and Faces 18 and 30, were identical in Reed's (1972) study, and the same procedure was followed here. Thus. there were 32 unique faces.
Procedure
In the similarity-ratings study, all 496 unique pairs of faces were presented and subjects rated their similarity on a scale from most dissimilar ( 1 ) to most similar (10) . The order of presentation of the pairs was randomized for each subject, as was the left-right placement of the faces on the screen. There were 30 practice trials preceding the 496 ratings, with the practice pairs selected randomly for each subject. Subjects were urged to use the full range of similarity ratings.
The classification experiment consisted of a training phase followed by a transfer phase. On each trial of the training phase 1 of the l0 assigned exemplars was presented and a subject judged whether it belonged to Category. 1 or 2. Feedback was provided following the response. The training phase was organized into 12 blocks of 10 trials, with each of the 10 faces presented once during each block. Order of presentation of the faces was randomized within each block.
Following the training phase there was a transfer phase in which all 34 faces were presented. The transfer phase was organized into two blocks of 34 trials each. with each face presented once during a block. Order of presentation of the faces was randomized within each block. On each trial, a subject judged whether the face belonged to Category 1 or 2 and then judged whether the face was "~old" or "new." Subjects also gave confidence ratings for their recognition judgments, The term prototype model is used in a specific sense in this article to refer to a model in which the category representation is assumed to be a single point corresponding to the central tendency (i.e., the centroid) of all category exemplars in a multidimensional psychological space. conceptual categorization" by S. K. Reed and M. P. Friedman, 1973, Memory & Cognition, 1, p. 158. Copyright 1973 by the Psychonomic Society. Reprinted by permission.) but these ratings are not analyzed in this article. Subjects were instructed to judge as "old" only those faces that had been presented during the training phase. No feedback was presented during the transfer phase, and subjects did not know prior to the start of transfer that their recognition performance would be tested.
Results and Theoretical Analyses

Multidimensional Scaling Analysis
The averaged similarity ratings were used as input to a standard M D S program (KYST; Kruskal, Young, & Seery, 1973) . Because of the integral nature of the stimulus dimensions (Lockhead, 1970) , a Euclidean metric was specified in the analyses (Garner, 1974; Shepard, 1958 Shepard, , 1987 . A fourdimensional solution yielded a good fit to the similarityratings data (stress = 0.053), accounting for 94.8% of the linearly explained variance. Higher dimensional solutions led to little improvement in fit and I was unable to interpret the additional dimensions. The coordinates for the M D S solution, after rotation to achieve maximal correspondence with the physically manipulated dimensions of eye height, eye separation, nose length, and mouth height, are reported in Appendix A. These M D S coordinates are used in all subsequent theoretical analyses in this article.
The four-dimensional solution is illustrated in Figure 2 . It is evident from inspection that the derived psychological . Circles, triangles, and squares correspond to physical values 1, 2, and 3, respectively, on Dimensions 1 and 3. Open, cross-hatched, and solid shapes correspond to physical values l, 2, and 3, respectively, on Dimensions 2 and 4. It is evident from inspection that the stimuli are located systematically such that the underlying psychological dimensions can be interpreted in terms of the variations on the physically manipulated dimensions.) dimensions are readily interpretable in terms of the physically manipulated dimensions. This result was surprising because I had expected that various configural properties of the faces would be important in influencing subjects' similarity judgments (e.g., Cox & Wallsten, 1987; Pomerantz & Garner, 1973) . One configural property of particular interest is the distance between the level of the eyes and the top of the nose, which serves as a perfectly valid cue for discriminating the categories of faces (see Figure 1 ). Whether this configural property becomes salient in influencing subjects' classification judgments is a question that is addressed in an upcoming section of this article.
The category, structure is shown embedded in the MDS solution in Figure 3 . As can be seen, four faces in each category form a prototypical cluster in the plot of Dimension 1 versus Dimension 2, whereas the fifth face in each category is rather atypical and falls near the category boundary illustrated in Figure 3 . Faces 1-5 correspond to the top five faces in Figure  1 , whereas Faces 6-10 correspond to the bottom five faces. The atypical faces, close to the category boundary, are the second faces in each row of Figure 1 . As illustrated in Figure  3 , the categories are linearly separable (e.g., Medin & Schwanenflugel, 1981; Reed, 1972) , which is a necessary requirement for accurate classification through the use of a prototype strategy. Figure 3 also shows the physical prototypes for each category (Faces 33 and 34), which were formed by averaging the physical dimension values associated with the five faces in each category; the psychological prototypes for each category (PI and P2), defined by averaging the psychological dimension values associated with the five faces in each category; and two control faces (Faces 31 and 32), which are discussed later. The physical prototypes and control faces are actual stimuli that were presented to subjects during the transfer phase, whereas the psychological prototypes are theoretical constructs.
C l a s s ( f i c a t i o n a n d R e c o g n i t i o n
The classification and recognition data obtained during the transfer phase are reported in Table 1. The table shows the probability with which each individual face was classified in Category 1 and the probability with which it was judged as "old." To gain preliminary insight into the classificationrecognition relation, Figure 4 plots the observed recognition probabilities against a classification confidence measure. The classification confidence associated with face i [cc(i)] is defined as co(i) = 2 • I P ( R , l i ) -.51, where P(R~Ii) is the probability with which face i was classified in Category 1. Thus, for faces that are classified with probability near unity into either Category 1 or 2, the confidence measure will be near unity, whereas for faces that are classified with probability close to .5, the confidence measure will be near zero. The motivation behind plotting the recognition probabilities against the classification confidences is the hypothesis that subjects might judge as "old" those faces that they are fairly certain belong in Category 1 or 2 and judge as "new" those faces that are unclear cases (e.g., Anderson et al., 1979; Metcalfe & Fisher, 1986) . As is clear from inspection of the scatterplot, however, there is little correlation between the observed recognition probabilities and the classification confidences (r = .36). Indeed, various examples exist in which classification confidence is low, yet recognition probability is high (Faces 14, 15, 23, 28, and 32) , and in which classification confidence is at least moderate, yet recognition probability is very low (Faces 13, 17, 19, 22, 29, and 31) . The apparent dissociation exhibited in Figure 4 poses an interesting challenge to a model that purports to account quantitatively for Note. Top entries in each tlow are predicted probabilities; bottom entries are observed probabilities.
both the classification and recognition data within a unified framework.
Exemplar-similarity model. The formal approach to predicting the classification and recognition data is similar to one used in previous work (Nosofsky, 1986 (Nosofsky, , 1987 (Nosofsky, , 1988a , with some technical differences to be explained shortly. The probability that face i is classified in Category 1 is predicted as follows. First, the distance between faces i andj is computed using a (weighted) Euclidean distance metric (e.g., Carroll & Wish, 1974) : m; and c is a sensitivity parameter reflecting overall discriminability in the psychological space. The xi,, psychological values are obtained from the MDS solution derived from the similarity-ratings data (see Appendix A). The weights (w,,) are free parameters to be estimated from the data, and are interpreted as reflecting the attention given to each dimension in making classification judgments. 2 The distance between faces i and j is transformed to a similarity measure using an exponential decay function (Shepard, 1958 (Shepard, , 1987 :
The empirical support for an exponential relation between similarity and psychological distance is so pervasive that Shepard (1987) proposed it as a candidate for a universal law of psychological generalization and developed a cognitive process model to account for the law. As explained in previous work, the nonlinear relation between similarity and psychological distance allows the exemplar model to be sensitive to correlational structure in categories, category density effects, and context (Medin& Reynolds, 1985; Medin& Schaffer, 1978; Nosofsky, 1984 Nosofsky, , 1987 Nosofsky, , 1988a . In the present development, it is assumed that the degree to which face i activates exemplar j in memory (a~,) is given by a~, = s~j + ~5,
where the e,s are independent and identically distributed normal random variables with mean zero and variance a2. The evidence for Category l given presentation of face i is found by summing the activations of face i to all exemplars of Category 1,
jE ('I and likewise for the evidence for Category 2.
According to the classification model, a Category 1 response is made if the evidence for Category 1 exceeds the evidence for Category 2 by a criterial amount:
where b is a response-bias parameter. Note that what is important for classification is the relative activations for the respective categories, that is, the magnitude of E~., in relation to E2,i. For recognition, the decision rule is to respond "old" if the summed activation for both categories exceeds a criterion x,:
Note that what is important for recognition is the overall summed activation for the two categories, not their activations in relation to one another.
As explained in Appendix B, the predicted classification and recognition probabilities are derived from the decision rules in Inequalities 5 and 6 by using a numerical approximation to the integrals of appropriate normal density functions. The free parameters in the model are the overall sensitivity parameter (c) and the attention weights (w,,) in the distance function (Equation 1), the error variance (a 2) associated with the random variables e,, the category responsebias parameter (b), and the recognition criterion (x,). In all of the model-fitting analyses, the sensitivity parameter (c) and error variance (a 2) were held constant across classification and recognition; however, in the initial analyses the attention weights (w,,,) were allowed to vary. across classification and recognition, for reasons to be explained shortly. Note that only three of the four attention weights are free parameters, because the weights are constrained to sum to one.
The main (technical) difference between the present formal approach and the previous one adopted by Nosofsky (1986 Nosofsky ( , 1988a is that in the previous work, the category activation functions were deterministically related to the exemplar similarities, and a probabilistic decision rule was used. By contrast, in the present approach the category activation functions are random variables (Equations 3 and 4), and deterministic decision rules are used (Inequalities 5 and 6). I adopted the latter approach in the present work because I considered it to have a more natural process interpretation. In addition, evidence provided by Ashby and Gott (1988) and Ashby and Maddox (1990) indicates that people often adopt deterministic classification decision rules. Although the present approach involves the use of an additional free parameter (namely, the error variance ~2), it appears to be necessary if the context model is to adequately describe performance in situations in which people use deterministic decision rules. There are numerous possible sources of the noise in the 2 In deriving the initial MDS solution from the similarity-ratings data, the weights in the distance function are nonidentifiable with respect to the MDS coordinates. It is assumed implicitly that in making their similarity judgments subjects gave roughly equal attention weight to each of the dimensions, which seems reasonable in a context-free similarity-judgment task. classification and recognition process, including noise in the locations of the exemplars in the multidimensional space (e.g., Ennis, Palen, & Mullen, 1988; Zinnes & MacKay, 1983) , noise in the similarity computations, and noise in the criterion settings (e.g., Wickelgren, 1968) , but the issue of the precise locus of the noise is not pursued in this research.
Quantitative fits. The exemplar model (Equations 1-6)
was fitted simultaneously to the classification and recognition data with maximum likelihood as the criterion of fit. 3 The observed classification and recognition probabilities are plotted against the predicted probabilities in Figure 5 . (The predicted probabilities are also reported in Table 1 .) It is evident from inspection that the model provides good fits to both sets of data, accounting for 95.9% of the variance in the classification probabilities and for 91.9% of the variance in the recognition probabilities. This analysis illustrates the benefits that can accrue from a formal mathematical modeling approach. The initial scatterplot in Figure 4 revealed little relation between classification and recognition performance. At that limited level of analysis, one might have concluded that there was little in common between the fundamental processes of classification and recognition. Under the guidance of the formal model, however, a unified account of these processes is achieved in terms of the assumption that classification and recognition are governed by similarity comparisons to stored exemplars.
To gain insight into the workings of the model, consider again the MDS solution for the exemplars in Figure 3 and the classification-recognition scatterplot in Figure 4 . Faces 13, 19, 22, and 29 are examples of faces that received low recognition probabilities, yet for which there was moderate classification confidence. Inspection of the MDS solution reveals that these faces are located in an isolated region of the psychological space (the upper-right region of the plot of Dimension 1 vs. Dimension 2). Thus, the summed similarity for these faces is low, so the model correctly predicts their low recognition probabilities. In a relative sense, however, these faces are clearly more similar to the exemplars of Category 2 than to the exemplars of Category l, so the model correctly predicts that these faces will be classified into Category 2 with moderately high probability. Conversely, Faces 14, 15, 23, 28, and 32 received high recognition probabilities but had low classification confidence. These faces tended to be centrally located in the MDS solution and so were moderately similar to numerous exemplars. In addition, they were highly proximal to one of the training exemplars (either Face 2 or Face 7). Thus, the overall summed similarity for these faces was high, explaining their high recognition probabilities. Both categories of exemplars exerted competing influence for these faces, however, so there was low classification confidence associated with them. Finally, there were also items such as Faces 3, 4, and 33, which were highly similar to several exemplars in the MDS solution from only the same category. For these faces, both absolute summed similarity and relative target-to-contrast similarity were high, explaining jointly their high recognition probabilities and classification confidences. The examples just discussed provide formal illustrations of conjectures concerning the classification-recognition relation put forth previously by Medin (1986) .
In subsequent sections of this article, it will be useful to consider performance patterns exhibited by learners separately from the grouped-subjects data. The learners are de-3 A computer search was used to find the parameters that maximized the following log-likelihood function: In L = y)=4 In N~! -+ YJ~, ,~-~ fir In PoR, where N~ is the frequency with which stimulus i was presented; fjc is the observed frequency with which stimulus i was classified in category j; fir is the observed frequency with which stimulus i was judged in the recognition task as either "old" (j = 1) or "new" (j = 2); and Poc and P,jR are the corresponding predicted classification and recognition probabilities, respectively. This likelihood function assumes that the classification and recognition probabilities for each stimulus are binomially distributed. Because the likelihood function also assumes that the distributions for each stimulus are independent (an assumption that is probably wrong given that multiple observations are collected from the same subjects), the results of the statistical tests should he interpreted with caution. fined as those subjects whose performance during the second half of the training phase fell above the 50th percentile point, where performance is defined in terms of average percentage correct. (In the present experiment, the learners averaged 95.1% correct during the second half of training, whereas the nonlearners averaged 81.1% correct.) Table 1 reports the classification and recognition data obtained during the transfer phase for the learners only. As was the case for the full set of subjects, there was a low correlation between recognition probability and classification confidence (r = .12), yet the exemplar model accounted for an impressive 98.9% of the variance in the classification data and for 85.1% of the variance in the recognition data. The predicted classification and recognition probabilities for the learners are presented alongside the observed data in Table 1 .
Selective attention in classification and recognition. A cornerstone of the context model is the assumption that similarities between exemplars are modifiable by selective attention processes (Merlin & Schaffer, 1978; Nosofsky, 1986) . Selective attention is modeled by the dimension-weight parameters in the distance function (Equation 1). Previous research has demonstrated systematic shifts in the magnitudes of the attention weights depending on the structure of the categories that are learned. In particular, there is support for the hypothesis that subjects may distribute their attentional resources over the component dimensions of the stimuli to optimize their classification performance (Getty, Swets, Swets, & Green, 1979; Nosofsky, 1984 Nosofsky, , 1986 Nosofsky, , 1987 Nosofsky, , 1989 Reed, 1972; Shepard et al., 1961) .
A question of interest in the present research is whether the attention weights may vary depending on whether subjects are making classification or recognition judgments. It is critical to realize that dimensions that are highly diagnostic for making classification judgments may be useless for distinguishing between old and new items, and vice versa. To take an extreme example, suppose that all exemplars presented during the training phase were colored blue, and all new items presented during transfer were colored red. The color of an item would be useless for purposes of classifying it into Category 1 or 2, and subjects would presumably give it zero weight. However, subjects could use the color dimension to discriminate perfectly between the old and new items and so might focus most of their attention on color for purposes of recognition.
In the present experiment, subjects were trained to classify the stimuli and received explicit classification feedback. Thus, the hypothesis that subjects may have fine-tuned their attentional weightings during training to optimize classification performance is plausible. By contrast, there was obviously no recognition training, and no explicit recognition feedback was provided. Furthermore, the strategies of attention weighting adopted during classification training may constrain what subjects are able to do with regard to recognition. For example, if a dimension is not attended during classification training, impoverished information about the values on that dimension may be stored in memory. And if the information is not stored adequately in memory, subjects clearly would not be able to take full advantage of that dimension when asked later to make recognition judgments. For the aforementioned reasons, it seems implausible that subjects could distribute attention over the psychological dimensions to optimize recognition performance. Nevertheless, it seems reasonable to explore the weaker hypothesis that subjects may modify their attentional weightings to improve recognition performance in relation to what would be accomplished if they used the same weights for recognition as are used for classification.
The maximum likelihood parameters and summary fits for the context model are reported in Table 2 , separately for the all-subjects analyses and the learners-only analyses. Inspection of the parameters suggests that the distributions of attention over the psychological dimensions were indeed different for classification and recognition. To corroborate this observation, a restricted version of the context model was fitted to the data in which the attention weights were constrained to be constant across classification and recognition." The fits for this restricted model, summarized in Table 2 , were noticeably worse than for the full model. For example, for the learners the sum of squared deviations between predicted and observed classification and recognition probabilities increased from .048 and .222, respectively, to. 129 and .367. Likelihood ratio tests indicated that the restricted model fit significantly worse than the full model, x2(3, N = 10,880) = 125.6, p < .001, for the all-subjects analysis, and ×2(3, N = 10,880) = 95.4, p < .001, for the learners-only analysis, so there is statistical support for the hypothesis of varying attention weights.
To investigate whether the different distributions of attention could be interpreted in terms of the attention-optimization hypothesis, a computer search was conducted to find the optimal weights for classification and recognition. For classification, the optimization criterion was defined as the maximum average percentage of correct classifications that could be achieved, whereas for recognition it was defined as the maximum average hit rate minus false-alarm rate. In conducting these searches, all parameters with the exception of the attention weights were held fixed at those values that yielded a maximum likelihood fit to the empirical classification and recognition data.
The performance-optimizing (or ideal-observer) distributions of attention weights are plotted along with the best fitting distributions in Figure 6 for the learners only. With regard to classification, the correspondence between the idealobserver and the best fitting distributions of weights is impressive, with primary weight given to nose length, secondary weight given to eye height, and virtually no weight given to eye separation or mouth height. (Intuitively, the reason it is optimal to attend to eye height and nose length in the present experiment is because the combination of these dimensions yields the largest separation between the two categories of 4 A restricted version of a model arises when some of its parameters are constrained on a priori grounds. Let In L(F) and In L(R) denote the log-likelihoods for a full and restricted model, respectively. Assuming the restricted model is correct, the quantity -2,[ln L(R) -In L(F)] is distributed as a chi-square random variable with degrees of freedom equal to the number of constrained parameters. If this quantity exceeds the critical value of chi-square, then one would conclude that some of the parameters were constrained inappropriately. (See Wickens, 1982, Chapter 5 , for a complete exposition of likelihood-ratio testing.) Note. SSE = sum of squared deviations between predicted and observed probabilities; % Var = percentage of variance accounted for; In L = log-likelihood. Criterion of fit was to minimize -ln L; SSE and % Var are auxiliary measures. a These parameters were held fixed across classification and recognition.
exemplars in the multidimensional space. The interested reader can verify this point by seeing Figure 9B and noting the large separation between Faces 1-5 and Faces 6-10 in the plot of eye height versus nose length.) As might be expected given the absence of explicit training, the correspondence between the ideal-observer and the best fitting distributions of attention weights is not very good for recognition. (Alternative optimization criteria besides maximizing average hit minus false-alarm rate were also considered, but none yielded a close correspondence between the ideal-observer and the best fitting weights.) It is of interest to note, however, that whereas subjects gave little weight to eye separation in making their classification decisions, a good deal of weight was shifted to this dimension for recognition, which is precisely as would be predicted by the attention-optimization hypothesis. Indeed, according to the model subjects would have achieved a hit minus false-alarm rate of only .087 had they used the same weights in the recognition task as they had used in the classification task. By way of comparison, the hit minus false-alarm rate predicted by the model with the best fitting recognition weights is . 192. Thus, subjects improved their recognition performance substantially by shifting some attention to the eye-separation dimension. (With the optimal recognition weights, subjects could have achieved a hit minus false-alarm rate of .338.)
In summary, there is support for the hypothesis that the learners fine-tuned their attention weights to optimize classification performance, and there were tendencies in that direction with regard to recognition. Inspection of the best fitting attention weights for the all-subjects data reveals that they are far from the ideal-observer distribution. One interpretation is that part of the nonlearners' difficulty in solving the classification problem is that they focused attention on nondiagnostic dimensions.
Comparisons with a prototype model. The purpose of this experiment was to investigate the classification-recognition relation within the framework of the exemplar-based context model. The category structure that was tested was not designed to yield qualitative contrasts between the predictions of the context model and those of prototype models. Nevertheless, it is of interest to compare the quantitative predictions of the competing models, particularly because Reed (1988) concluded that the prototype model is superior in situations in which people classify continuous-dimension stimuli such as dot patterns and schematic faces (but see Ashby & Gott, 1988; Busemeyer, Dewey, & Medin, 1984; Hintzman, 1986; Nosofsky, 1986 Nosofsky, , 1987 Nosofsky, , 1988a Nosofsky, , 1988c .
First, note that the physical prototypes (Faces 33 and 34) were classified with extremely high accuracy during transfer. Although consistent with a prototype model, this result is also accurately predicted by the context model (see Table 1 ). The context model makes this prediction because the prototypes are highly similar to the exemplars of their own category and are highly dissimilar to the exemplars of the contrast category.
Other transfer stimuli of interest are what Reed (1972) termed the control faces (Faces 31 and 32) . According to Reed, these faces were equated with the prototypes in terms of their similarity to the exemplars of the alternative categories. Because the prototypes were classified with higher accuracy than the control faces, Reed argued that the results favored the prototype model over exemplar-based models. This conclusion is problematic, however, because as is seen in Table 1 , the exemplar-based context model accurately predicts classification probabilities for the control faces. Indeed, the control face that purportedly belongs to Category 2 (Face 32) is accurately predicted by the context model to be classified with slight tendency in Category 1. Although the control faces may be equated with the prototypes on some type of similarity measure, they are clearly not equated with respect to the predictions of the context model. To summarize, the context model accurately predicts classification performance for the prototypes and control faces used by Reed (1972) .
To make quantitative comparisons, prediction equations analogous to Equations 1-6 were formulated for a prototype model (see Appendix C for details). The free parameters for the prototype model and the context model were identical and functioned analogously. The only difference between the models is that instead of computing summed similarity between a probe and the category exemplars, the prototype model computes the similarity between a probe and the category, central tendency (i.e., the psychological prototypes illustrated in Figure 3 ). The maximum likelihood parameters and summary fits for the prototype model are reported in Table 2 . For the all-subjects analyses, the quantitative predictions of the prototype model are clearly worse than those achieved by the exemplar-based context model for both classification and recognition. For the learners-only analyses, the context model outperforms the prototype model on the classification data, and the fits are essentially the same for the recognition data. These results lead one to strongly question Reed's (1988, p. 172 ) assertion that prototype models are superior to exemplar models in predicting classification in continuous-dimension stimulus domains.
Role Of the con figuralproperty.
In light of the finding that the learners gave primary, weight to the dimensions of eye height and nose length in making their classification judgments, a question that arises is the extent to which they were relying on the configural property of distance between the level of the eyes and the top of the nose. Recall that this configural property is a perfect predictor of category membership (see Figure 1) . Similarity judgments based solely on eye-nose distance look very different from ones based on eye height and nose length treated as separate dimensions. For example, if eye-nose distance were the only relevant dimension, then a face with high eyes and a long nose would be highly similar to one with low eyes and a short nose. By contrast, if eye height and nose length operated as individual psychological dimensions, these same two faces would be highly dissimilar (as was observed in the similarity-ratings data). Thus, there is a clear distinction between an exemplarsimilarity model which assumes that eye-nose distance is the sole underlying psychological dimension and one that treats eye height and nose length as individual dimensions.
Numerous theoretical analyses of the learners' classification and recognition data were conducted to test for the influence of the configural property. In one set of analyses, a fifth psychological dimension was defined by setting xi5 = a * xi~
, where x,, is an item's coordinate on the dimension of eye-nose distance and a and b are scaling parameters. In another set of analyses, the physical distance between level of eyes and top of nose was measured for each face, and the psychological distance was assumed to be linearly related to this physical distance. Regardless of its definition, use of this fifth dimension in addition to the original four dimensions led to no improvement in the quantitative fit that could be achieved, and the weight given by the exemplar model to the fifth dimension was essentially zero. In other analyses, the fifth dimension was used instead of Dimensions 1 and 3 (i.e., the weights for Dimensions ! and 3 were held fixed at zero). In this case the exemplar model yielded a quantitative fit to the learners' classification and recognition data that was worse than the one achieved previously (total -In L = 241.2; classification sum of squared deviations [SSE] = .096, recognition SSE = .349). Although these analyses do not rule out the hypothesis that some subjects may have made extensive use of the configural property, it does not appear to provide the sole or primary account of the present data. Regardless of the extent to which subjects treated eye height and nose length as individual dimensions as opposed to treating them in a configural manner, the exemplar model provides an excellent characterization of the classification and recognition data.
Summary
This experiment provided support for the exemplar-based approach to predicting and relating perceptual classification and recognition. According to the model, classification and recognition decisions are based on similarity comparisons to stored exemplars; but whereas classification judgments involve a relative-similarity rule, recognition judgments involve an absolute summed-similarity rule. In addition to accounting for a low correlation between recognition probabilities and classification confidence, the model proved capable of predicting fine-grained differences in these judgments on the basis of fine-grained differences in similarities among items. Evidence was also provided that the learners fine-tuned their attentional weightings of the component dimensions of the objects to optimize their classification judgments, and some tendencies in that direction were observed for recognition. Finally, the exemplar model accurately predicted prototype phenomena in the classification and recognition data and was superior to a central-tendency prototype model in quantitative accuracy.
Experiment 1 B
One of the fundamental variables affecting learning and memory is frequency or repetition. The purpose of Experiment 1B was to explore the role of individual item frequency in perceptual classification and recognition and to use the frequency manipulations to provide further tests of the exemplar-based approach to modeling performance in these tasks. Estes (1986a Estes ( , 1986b and Nosofsky (1988c) tested a version of the context theory which assumed that repeating an exemplar during classification learning leads to strengthening the representation of that exemplar in memory. In these previous theoretical investigations, the exemplar memory strengths were assumed to be directly proportional to the relative frequencies with which the exemplars were presented during training, as in a pure multiple-trace model of memory (e.g., Hintzman, 1986 Hintzman, , 1988 Hintzman & Block, 1971) . I weaken this assumption in the present work by allowing the memory strength for a high-frequency item to be a free parameter. In the present development, the degree to which item i activates exemplar j in memory is given by au = Mjsu + es,
where ~ is the memory strength associated with exemplar j, so is the similarity between items i and j, and ei is the random variable defined earlier. Thus, the degree to which exemplarj is activated is a joint function of its strength in memory, its similarity to the presented item i, and random noise.
In Experiment 1 B, Face 7 from Category 2 was presented five times as often as any of the other exemplars during the training phase (see Figure 3) . I decided to vary the presentation frequency of an atypical face to avoid potential ceiling effects on the frequency manipulation. The critical predictions stemming from the frequency-sensitive exemplar model are that in relation to the Experiment 1A baseline condition, Category 2 response probabilities and "old" recognition probabilities associated with Face 7, and stimuli that are highly similar to Face 7, will increase. Little effect of the frequency manipulation is predicted for items that are dissimilar to Face 7. That is, the model (Equation 7) predicts an interactive effect of similarity and frequency. A good metaphor is that Face 7 will act as a magnet in the psychological space, drawing nearby stimuli toward it.
In experiments involving the classification of Munsell colors, Nosofsky (1988c) reported previous tests of the frequency-sensitive exemplar model that supported these qualitative predictions. The present experiment extends this earlier work in several respects. First, Nosofsky's (1988c) demonstrations were limited to showing that manipulations of exemplar frequencies and similarities significantly influenced typicality and confidence judgments, whereas the focus in the present experiment is on actual choice probabilities. Second, whereas the previous design included only training items, the present experiment tests how frequency and similarity interact to determine generalization to transfer stimuli. Finally, by also testing in the present experiment how frequency and similarity influence people's recognition judgments, further constraints are placed on the proposed exemplar approach to relating classification and recognition.
Method Subjects
The subjects were 80 undergraduates from Indiana University who either participated for course credit or were paid. All subjects were tested individually.
Stimuli and Apparatus
The stimuli and apparatus were the same as in Experiment IA.
Procedure
The procedure was the same as in Experiment IA, except that Face 7 was presented five times as often as any of the other faces during the training phase. There were 12 blocks of training trials, with 14 trials per block. Face 7 was presented five times in each block, and the remaining nine faces were presented once each. Assignment of faces to trial numbers was randomized within each block.
Results
Effects of Exemplar Frequency
To facilitate discussion, Experiment 1A will be referred to as the equal-frequency condition (EF) and Experiment 1B as the high-frequency-7 condition (HF7). The probability with which each face was classified in Category 1 and was recognized as "old" during the transfer phase of Condition HF7 is reported in Table 1 . For convenience in making comparisons, Figure 7 plots the classification and recognition probabilities observed in Condition HF7 against those observed in Condition EF. In the figure, the solid circles are used to highlight critical stimuli for which the frequency manipulation was expected to have large effects, namely, Faces 7, 14, 15, 21, and 28. Face 7 was the frequency-manipulated stimulus, whereas Faces 14, 15, 21, and 28 were highly similar to Face 7, differing from it on only one (physical) dimension and matching it on the remaining three dimensions (see Figure  3) . If there were no changes in classification or recognition probabilities across Conditions EF and HF7, then all points plotted in Figure 7 would lie on the diagonal. The effect of the frequency manipulation can be viewed by noting the direction and extent to which the points depart from the diagonal.
Regarding the classification results, the Category 1 response probabilities show clear and sizable decrements in Condition HF7 in relation to Condition EF for the critical stimuli highlighted in Figure 7A . Furthermore, as predicted by the exemplar model, the frequency manipulation interacted with similarity in influencing the classification probabilities. It was not simply the case that all classification probabilities in Condition HF7 were lowered substantially in relation to the ones observed in Condition EF; rather, the effect of the frequency manipulation depended on stimulus. To demonstrate this point, a difference score was calculated for each stimulus by subtracting the Category 1 response probability in Condition EF from the one in Condition HF7. For the five critical stimuli the average difference score was -.174, whereas for the remaining 29 noncritical stimuli the average difference score was only -.046, t(32) = -4.42, p < .001. Nevertheless, Figure 7A shows clear effects of the frequency manipulation on stimuli other than the five critical faces. As will be seen in ensuing theoretical analyses, the exemplar model does indeed predict many of these effects. Most norably, large effects were also observed for Faces 11, 26, and 32 (average difference score = -.150), which correspond to the cross-hatched circles in Figure 7A . With the exception of the five critical faces, Faces 11, 26, and 32 were closest in (weighted) distance to Face 7 in the psychological space. (The only sizable misprediction across the 34 faces was for Face 23, which had a larger than predicted difference score.)
Regarding the recognition results, Figure 7B shows a general lowering of the HF7 probabilities in relation to the EF probabilities, an effect that is interpretable in terms of an overall criterion shift. The important question is whether frequency interacted with stimulus similarity in influencing the recognition judgments. A difference score was calculated for each stimulus by subtracting the recognition probability in Condition EF from the one in Condition HF7. For the five critical stimuli the average difference score was -.014, whereas for the remaining 29 stimuli the average difference score was -.057. This result is in the predicted direction but falls short of statistical significance, t(32) = -1.53..05 < p < . 10 (onetailed test).
A potential problem with the preceding analyses is that changes in probability are not equivalent at all regions of the scale. Because the probability measure has a floor and ceiling (at 0.0 and 1.0), a change in probability, say, from .10 to .05 is clearly more significant than a change from .50 to .45. To remove this potential confounding, new analyses were conducted in which the individual probabilities were transformed to z scores. (The z transformation has the effect of stretching the probability scale at its edges.) Then, as in the previous analyses, differences in z scores between Conditions EF and HF7 were computed. For classification, the average z-score difference for the five critical stimuli was -.564 and for the 29 remaining stimuli it was -.192, t(32) = -3.69, p < .01. For recognition, the average z-score difference for the five critical stimuli was -.040 and for the remaining 29 stimuli it was -.191, t(32) = 1.72, p < .05 (one-tailed test). In summary, the difference-score analyses using both the raw probability data and the z-transformed data support the exemplar model's predictions of an interactive effect of frequency and similarity, although the effect on recognition is clearly weaker than the effect on classification. Discussion of possible reasons for the relatively weak effect on recognition is withheld until after the collection of additional data in Experiment 2.
Theoretical Analyses
The frequency-sensitive exemplar model (Equations 1, 2, 4-7) was fitted to the classification and recognition data obtained in Condition HF7 with maximum likelihood as the criterion of fit. The memory strength for Face 7 (347 in Equation 7) was a free parameter, whereas the memory strengths for the remaining nine training faces were set at 1.0. (The strength parameter for Face 7 was held fixed across classification and recognition.) The observed classification and recognition probabilities are plotted against the predicted probabilities in Figure 8 , and the predicted probabilities are also reported in Table 1 . As was the case in Experiment 1A, the exemplar model provides good fits to both sets of data, accounting for 96.5% of the variance in the classification probabilities and for 95.4% of the variance in the recognition probabilities. Once again, these accurate quantitative fits were achieved despite the fact that the correlation between recognition and classification confidence was low, r = .50. The model was also fitted to the learners-only data, that is, the data for those subjects who were the top 40 performers during the second half of the training phase. For these subjects, the exemplar model accounted for 98.3% of the classificationprobabilities variance and for 93.3% of the recognition-probabilities variance.
The maximum likelihood parameters and summary fits for the exemplar model are reported in Table 3 . The patterns of attention weights closely parallel the ones observed in Experiment 1A. Again, for the learners, the best fitting distribution of attention weights comes close to the ideal-observer distribution, and there were tendencies in that direction for recognition.
A frequency-sensitive prototype model was also tested. The prediction equations were the same as in Appendix C, except that in calculating the central tendency for Category 2, a weighted average over the exemplars was used. Specifically, the weight given to Face 7 in calculating the central tendency was allowed to be a free parameter. To the extent that Face 7 is highly weighted, the central tendency shifts in its direction. The maximum likelihood parameters and summary fits for the frequency-sensitive prototype model are reported in Table  3 . Again, this model performed worse than did the exemplar model at predicting the classification and recognition probabilities.
Exemplar strength. The central question of interest in this
experiment concerned the role of frequency in classification and recognition, and the extent to which the frequency effects could be modeled in terms of changing exemplar strength. As reported in Table 3 , the maximum likelihood strength parameter for Face 7 was M7 = 1.464. Use of this free parameter was critical for accurately characterizing the classification and recognition data. A restricted version of the model in which the strength parameter was assumed to be directly proportional to the relative presentation frequency of Face 7 (i.e., M7 ----5.0) performed dramatically worse than the full model, x2(l, N = 10,880) = 516.7, p < .001. The restricted model predicted changes in classification and recognition probabilities for Face 7 and its neighbors that were far too extreme. Thus, there appears to be a negatively accelerated, increasing relation between represented and actual frequency. In other words, once exemplar strength reaches certain levels, additional presentations of an item may lead to diminishing increases in exemplar strength. In part, this negatively accelerated relation may be reflecting a phenomenon in which subjects devote less attention and rehearsal to the highly frequent items that are already well stored in memory.
A frequency-insensitive model with M7 = 1.0 also performed significantly worse than the full model, x2 Note. SSE = sum of squared deviations between predicted and observed probabilities; % Var = percentage of variance accounted for; In L = log-likelihood. a These parameters were held fixed across classification and recognition.
clear interactive effects of frequency and similarity that were observed in the data. When separate exemplar-strength parameters were allowed, the maximum likelihood estimates were M7 ---1.583 for classification and M7 = 1.369 for recognition; however, this model with separate strength parameters did not fit significantly better than the one that assumed constant exemplar strength, ×~(1, N = 10,880) = 0.76, p > .20. Thus, although the qualitative effects of the frequency manipulation were weaker for recognition than for classification, the quantitative modeling suggests caution in overinterpreting the result. To gain additional perspective on the frequency manipulation, theoretical analyses were conducted that directly compared the Conditions EF and HF7 classification and recognition data. First, the exemplar model was fitted simultaneously to the EF and HF7 classification data, with all parameters held constant across conditions except for the exemplarstrength parameter and the category response-bias parameter (b in Inequality 5). As reported in Table 4 , impressive fits to both data sets were achieved, with the maximum likelihood estimate of M7 being 2.028. Thus, the qualitative changes in classification probabilities that resulted from the frequency manipulation are parsimoniously described by an exemplar model with constant sensitivity, attention weight, and variance parameters, with only the exemplar-strength and response-bias parameters varying. When the model was refitted to both sets of classification data with the strength parameter held fixed at 3//7 = 1.0, the quantitative fit was dramatically worse, x:(l, N = 10,880) = 31.59, p < .001. This modelfitting analysis corroborates the previous qualitative observations made with regard to Figure 7 .
The exemplar model was also fitted simultaneously to the EF and HF7 recognition data, with all parameters held constant across conditions except for the exemplar-strength parameter and the recognition criterion (x, in Inequality 6). Again, impressive fits to both data sets were achieved (Table  4) , with the maximum likelihood estimate of M7 being 1.309.
Holding fixed 347 at 1.0 led to a significantly worse fit, x2(1, N = 10,880) = 6.19, p < .05. However, in agreement with the previous qualitative analyses, this quantitative modeling sug- Note. SSE = sum of squared deviations between predicted and observed probabilities: % Var = percentage of variance accounted for; In L = log-likelihood. The value of M7 was held fixed at 1.000 in Condition EF. These parameters were held fixed across Conditions EF and HF7.
gests a weaker interactive effect of frequency and similarity on recognition than on classification.
Discussion
Broadly, the results of Experiment 1B provide additional support for the exemplar approach to relating classification and recognition. Good quantitative fits to both sets of data were achieved, and the fits were superior to those of a centraltendency prototype model. The interactive effect of frequency and similarity on classification and recognition performance was also well captured by the model and was interpretable in terms of changes in exemplar strength resulting from the frequency manipulation. A cause for concern, however, is that the effect of the frequency manipulation was weaker for recognition than for classification, as indicated by both the qualitative and quantitative analyses. Although suggestive, more evidence is needed before considering possible reasons for this unexpected result. The purpose of Experiment 2 was to follow up on the studies of Experiments 1A and IB by using a new category structure and to obtain additional evidence bearing on the main issues that have been studied.
Experiment 2
A new category structure was designed for testing the exemplar model of classification and recognition. The same set of schematic faces from Experiment l was used. The category structure is illustrated in Figure 9 , which shows plots of Dimensions 2 versus 4 and Dimensions 1 versus 3. The training exemplars of Category 1 were Faces 12, 19, 22, 27, and 28 (enclosed by circles), whereas the Category 2 training exemplars were Faces 8, 17, 23, 25, and 32 (enclosed by triangles).
As shown in Figure 9A , the categories of exemplars are well separated in the plot of Dimension 2 (eye separation) versus Dimension 4 (mouth height). Indeed, over a wide range of parameter values, the exemplar model predicts that subjects would optimize their classification performance by attending selectively to these psychological dimensions. Thus, whereas for the category structure that was tested in Experiment 1 the learners focused attention on the dimensions of eye height and nose length, it was expected in the present experiment that they would attend primarily to eye separation and mouth height.
Although eye separation and mouth height are highly diagnostic for classification, it turns out that the other two dimensions are more diagnostic for discriminating old items from new items. This point is illustrated in Figure 9B , which shows that the old training exemplars form a diagonal running from the lower left to the upper right of the eye height-nose length psychological space, with many of the new items lying at the opposite corners of this space. Thus, the combination of values on the eye-height and nose-length dimensions allows for a fairly good separation between the sets of old and new exemplars. Indeed, over a wide range of parameter values, the exemplar model predicts that subjects would optimize their recognition performance by attending selectively to eye height and nose length. The central prediction in this experiment, therefore, is that whereas subjects will focus on eye separation and mouth height for classification purposes, there will be some shifts of attention to eye height and nose length for recognition purposes.
As was the case in Experiment l, two conditions were tested. In Condition EF all training exemplars were presented with equal frequency, whereas in Condition HF19 Face 19 was presented five times as often as the other exemplars. The purpose of the frequency manipulation was to obtain additional evidence bearing on the interactive roles of similarity and frequency in determining classification and recognition.
Method Subjects
The subjects were 160 undergraduates from Indiana University who participated as part of an introductory psychology course requirement. There were 80 subjects each in Conditions EF and HFI9.
Stimuli and Apparatus
The stimuli and apparatus were the same as in Experiment 1.
Procedure
The procedure was the same as in Experiment 1, except that the new category structure illustrated in Figure 9 was tested. In Condition EF all exemplars were presented with equal frequency during training. whereas in Condition HF19 Face 19 was presented five times as often as any of the other exemplars.
Results and Theoretical Analyses
Condition EF
The probability with which each stimulus was classified in Category 1 and was judged as "old" in Condition EF is presented in Table 5 . As was the case in Experiment 1, there was a low correlation between the classification confidence measure and the probability of "old" recognition responses (r = .22). Various examples exist in which classification confidence is low but recognition probability is high (e.g., Faces 16, 24, 25, and 34), and likewise in which classification confidence is high yet recognition probability is low (e.g., Faces 5, 6, and 21).
Despite the low classification-recognition correlation, the exemplar model achieves fairly good quantitative fits to both sets of data, although the fits are not as impressive as those obtained in Experiment 1. The predicted Category 1 and "old" recognition response probabilities are presented along with the observed probabilities in Table 5 , and scatterplots of the observed against predicted classification and recognition probabilities are shown in Figure 10 . The exemplar model accounts for 86.3% of the variance in the classification data and for 81.5% of the variance in the recognition data. By comparison, the prototype model accounted for only 77.2% of the variance in the classification data and 47.3% of the variance in the recognition data. An augmented version of the exemplar model, which yields an appreciably better fit to the classification data than the standard version, is discussed in Appendix D. Because none of the major conclusions are changed and the augmented model involves the addition of some post hoc assumptions, 1 prefer to focus on the standard model in the main text.
The maximum likelihood parameters and summary fits for the exemplar model as well as the prototype model are reported in Table 6 . Again, the best fitting distributions of attention weights differ considerably for classification and recognition. As predicted, for classification subjects attended primarily to eye separation and mouth height. Indeed, they came close to theoretically optimizing their classification performance: With the best fitting weights, the predicted proportion of correct classification responses is .791, which is close to the optimal of .819. The best fitting distribution of classification weights is plotted against the optimal distribution in Figure 11 . As can be seen, the correspondence is quite good.
Also as predicted, subjects increased their attention to the dimensions of eye height and nose length in making their recognition judgments (see Table 6 ). Impressively, whereas subjects devoted nearly half of their attentional resources to mouth height for the classification task, this dimension was given zero weight for recognition. The best fitting distribution of recognition weights is not the theoretically optimal distribution, as can be seen in Figure 11 . Nevertheless, had subjects adopted the same distribution of weights for recognition as they had adopted for classification, the predicted hit minus false-alarm rate would have been only .086. With the distribution of weights that was actually used, the predicted hit minus false-alarm rate was .229. Thus, subjects improved their recognition performance considerably by shifting some attention to the new dimensions. (The theoretically optimal hit minus false-alarm rate was .283.)
Condition HF19
The probability with which each stimulus was classified in Category 1 and was judged as "old" in Condition HF19 is reported in Table 5 . To facilitate comparisons, Figure 12 plots these classification and recognition probabilities against those observed in Condition EF. The figure also highlights with solid circles the critical stimuli for which the exemplar model predicts the largest increases in classification and recognition probabilities. The critical stimuli were selected on the basis of their weighted distance to the high-frequency item (Face 19). The weights used in calculating the distances were the maximum likelihood parameters estimated in Condition EF. For classification, six faces were proximal (weighted distance less than .30) to Face 19 (Faces 11, 16, 19, 25, 26, and 29) , whereas for recognition, five faces were proximal (Faces 13, 19, 22, 25, and 29) .
Difference-score analyses analogous to those already described in Experiment 1 were conducted. For classification the frequency effect was robust: The average difference score for the 6 critical faces was .195, and for the remaining 28 noncritical faces it was -.030, t(32) = 4.81, p < .01. Indeed, the effect of the frequency manipulation extended even to the six faces that were next closest to the high-frequency face, which are represented by the cross-hatched circles in Figure  12A . As can be seen, there is a strong tendency for all of the solid and cross-hatched circles to lie above the diagonal in Figure 12A , whereas the open circles corresponding to nonproximal stimuli lie close to the diagonal or below it.
For recognition the average difference score for the 5 critical faces was .096 and for the remaining 29 noncritical faces it was -.026, t(32) = 3.22, p < .01. This pattern of results is similar to the one observed in Experiment 1. Interactive effects of frequency and similarity were observed for both the clas- Note. Top entries in each row are predicted probabilities; bottom entries are observed probabilities.
sification and recognition data, although the effects were again larger for classification than for recognition. Regarding the recognition data, note that the largest effect occurred for the frequency-manipulated item itself, namely Face 19 (difference score =. 19). The average increase in recognition probability for the four neighbors of Face 19 was .072. By comparison, the average increase in probability with which the five neighbors of Face 19 were classified in Category l was. 196. Further evidence that the frequency manipulation had a differential effect for classification and recognition is provided in the ensuing theoretical analyses. In fitting the frequency-sensitive exemplar model to the Condition HF19 data, it was found necessary to allow the exemplar-strength parameter for Face 19 to vary freely across classification and recognition. The predicted probabilities of Category 1 responses and of"old" recognition judgments are shown with the observed probabilities in Table 5 . Scatterplots of the observed against predicted probabilities are presented in Figure 13 . Although there is room for improvement, the fits are fairly good, with 91.9% and 89.0% of the variance in the classification and recognition data accounted for, respectively.
The maximum likelihood parameters and summary fits for the frequency-sensitive model are reported in Table 6 . The distributions of attention weights for classification and recognition are similar to those derived in Condition EF. The most notable result concerns the estimates for the exemplarstrength parameter (Mi9), For classification, the strengthparameter estimate was M]9 = 2.73, whereas for recognition the M,9 estimate did not depart from its lower bound of 1.0. (Slightly better fits to the recognition data can be achieved by allowing Mi9 to dip below 1.0, but the improvement is not statistically significant.) The parameters and summary fits for a restricted version of the exemplar model in which the M~9 parameter was constrained to be constant across classification and recognition are shown in Table 6 . The decrement in fit for this restricted model in relation to the full model with separate exemplar-strength parameters was statistically significant, x2(l, N = 10,880) = 48.4, p < .01. This result should be interpreted with caution, however, because Table 6 indicates that there was little difference between the full and restricted models when fit is measured in terms of the sum of squared deviations between predicted and observed probabilities.
The exemplar model was also fitted to the Conditions EF and HF19 classification and recognition data simultaneously (see Table 7 ). In fitting the model to the classification data, all parameters were held constant across Conditions EF and HF19 except for the exemplar-strength parameter and the category response-bias parameter. The maximum likelihood estimate of the strength parameter in Condition HFI9 was MI9 = 3.18. The fit for a version of the model in which M~9 Note. SSE = sum of squared deviations between predicted and observed probabilities; % Var = percentage of variance accounted for; In L = log-likelihood. a These parameters were held fixed across classification and recognition. was held fixed at 1.0 was dramatically worse than that of the full model, X2(1, N = 10,880) = 167.1, p < .01. In fitting the model to the recognition data, all parameters were held constant across Conditions EF and HF19 except for the strength parameter and the recognition criterion. The maximum likelihood estimate of M~9 in Condition HF19 was 1.40, which leads to a significantly better fit to the recognition data than if the M19 parameter is held fixed at 1.0, ×2(1, N = 10,880) = 7.12, p < .05. However, the magnitude of the best fitting exemplar-strength parameter for recognition, as well as the magnitude of the improvement in fit, seems small in relation to what was observed for the classification data.
To summarize, the theoretical analyses indicate that the frequency manipulation exerted a major impact on subjects' classification responses, and this impact appears to be interpretable in terms of changes in category response bias and exemplar strength across Conditions EF and HF19. Simple changes in bias and exemplar strength may not tell the whole story, however, because both the qualitative and model-based analyses suggest that the frequency manipulation had a weaker effect on recognition than on classification. This pattern of results is similar to the one observed previously in Experiment 1 and may indicate shortcomings in the present theoretical account of relations between classification and recognition.
General Discussion
The goal of this research was to provide rigorous quantitative tests of an exemplar-similarity model for relating perceptual classification and recognition memory. On the basis of similarity-ratings data, an MDS solution was derived for 34 schematic faces. This MDS solution was then used in conjunction with the exemplar model to predict classification and recognition performance. It was assumed that classification judgments were based on the similarity of a probe to the exemplars of a target category in relation to exemplars of a contrast category, whereas recognition judgments were based on absolute summed similarity to all stored examplars. Because classification and recognition involve different decision rules, performance in the two tasks may often be lowly correlated, as was observed in the present study. Despite the low correlations, fairly good quantitative accounts of the recognition and classification data were achieved in the present research in terms of the unifying assumption that both types of judgments are based on similarity comparisons with stored exemplars. The present demonstrations go beyond earlier ones reported by Nosofsky (1988a) by showing that detailed quantitative predictions of classification and recognition performance for individual items can be achieved within this proposed theoretical framework.
The model-based analyses also pointed toward the importance of selective attention processes in determining the classification-recognition relation. In previous work concerned with relations between identification and classification performance, Nosofsky (1986 Nosofsky ( , 1987 Nosofsky ( , 1989 observed that subjects' attentional weightings of the component dimensions of the stimuli shifted systematically with the structure of the categories to be learned. The present work shows that attentional resources may be allocated differentially for recognition judgments as well. Indeed, evidence was provided in the present study that the distributions of attention over the psychological dimensions differed depending on whether subjects made classification or recognition judgments. The utility of attending to particular dimensions varies with task goals. A dimension that is highly diagnostic for discriminating between categories may be useless for discriminating between old and new items. The present study provided support for the hypothesis that the learners distributed attention over the psychological dimensions to optimize their classification performance (cf. Nosofsky, 1984 Nosofsky, , 1986 Reed, 1972; Shepard et al., 1961) , and some tendencies in that direction were observed for recognition. Note that recognition judgments were not made until after all training exemplars had been presented. Thus, the attention weights must be reflecting, at least in part, processes operating at the time of retrieval and decision making rather than solely at time of storage of the exemplar information. An important issue for future work involves the development of process models that specify The present research also pointed toward the importance of individual item frequency in classification and recognition. Systematic changes in classification and recognition probabilities were observed as a function of a frequency manipulation for an individual item. These changes were welt predicted by a model which assumed that the exemplar memory strength associated with an item increased as its presentation frequency was increased. Because exemplar strength was assumed to combine multiplicatively with interitem similarity, the model predicted an interactive effect of frequency and similarity, and this interactive effect was observed.
Perhaps the major shortcoming of the present theoretical account, however, involves the complex effect that frequency and similarity exerted on recognition performance, and in particular the reason that the frequency effects were weaker for recognition than for classification in both Experiments l and 2. A post hoc explanation is the following. Various researchers have suggested that perceptual differentiation may result from increased experience with objects (e.g., Gibson & Gibson, 1955) . Indeed, in model-based analyses of identification confusion data, Nosofsky (1987) provided evidence of decreases in similarities among objects as a function of learning. To the extent that increased perceptual differentiation occurred in the local region of the psychological space around the high-frequency items, recognition probabilities for highly similar distractor items would tend to be lowered. Thus, with regard to recognition, the frequency manipulation may have exerted competing influences: increased exemplar strength for the high-frequency items but decreasing perceptual similarity between the strengthened items and their neighbors in the Note. SSE = sum of squared deviations between predicted and observed probabilities; % Var ---percentage of variance accounted for; In L = log-likelihood. The value of Mr9 was held fixed at 1.000 in Condition EF. "These parameters were held fixed across Conditions EF and HF19.
psychological space (cf. Nosofsky, 1988b Nosofsky, , 1988c Shiffrin, Ratcliff, & Clark, 1990) . Furthermore, it can be argued that this increasing perceptual differentiation would not weaken the exemplar-strength effect in the classification paradigm, because classification and recognition involve different task goals. In deciding category membership for a novel item that is similar to a strong item, an observer may be able to perceptually discriminate the objects. But from a cognitive, judgmental standpoint, the high similarity of the novel item to the strong training exemplar should still lead the observer to classify it in the strong exemplar's category. In other words, two forms of similarity may be involved: a "perceptual" similarity that places limits on an observer's ability to discriminate items, and a "cognitive" similarity that leads to generalizations in decisions about class membership (cf. Ennis, 1988; Estes, 1986a; Nosofsky, 1987; Shepard, 1986) . Another important question for future research concerns the generality of the summed-similarity rule for recognition. People may avail themselves of a number of alternative strategies in making recognition judgments. Indeed, various researchers have suggested that in addition to basing recognition judgments on a global familiarity index, people may make use of search and retrieval strategies (e.g., Atkinson & Juola, 1974; Mandler, 1980; Tulving & Thomson, 1971) . The global familiarity rule may be prevalent in classification learning situations, where it is presumably difficult to gain unique access to memory representations of similar stimuli. But a complete account of the classification-recognition relation may require recourse to search and retrieval strategies as well, particularly if highly distinctive training items are used. Furthermore, a natural extension of the present investigation, already initiated by Clark (1988) , is to study how people recall individual category exemplars in addition to how they classify and recognize them. And in the act of recall, search strategies are likely to be paramount.
Appendix A
The physical specifications for the 34 schematic faces and the MDS solution for the faces that was derived from the similarity judgment data are provided in Table A 1. With regard to the physical specifications, eye height is measured in millimeters from the top of the outline of the face; eye separation is measured in millimeters between the center of the two eyes; nose length is measured in millimeters; and mouth height is measured in millimeters from the bottom of the outline of the face. In exploratory analyses, it was discovered that a substantially better fit to the Conditions EF and HFI9 classification data could be achieved by incorporating an additional process into the formal modeling. A central theme in previous tests of the exemplar model and of the present work has been that similarities among exemplars are modifiable by selective attention. The attention process has been formalized by using weight parameters in the distance function (Equation 1 ). The geometric interpretation of the weights is one of stretching or shrinking of the psychological space along its coordinate axes. This formalization has assumed that the attention process acts globally on each of the psychological dimensions. However, with regard to modeling classification data, researchers such as Luce, Green, and Weber (1976) , Medin and Edelson (1988) , Nosofsky (1983) , and Nosofsky, Clark, and Shin (1989) have argued for the potential importance of value-specific selective attention. By this 1 mean devoting attention to a particular value or local region of a psychological dimension, as opposed to attending globally to the entire dimension. With reference to Figure 9A , note that the very large values of eye separation and mouth height are sufficient cues for membership in Category 2. It was hypothesized that subjects might have noticed this relation and selectively attended to these values when learning the classification.
To formalize the value-specific selective attention process, it is assumed that there is local stretching of the psychological space in the region of the attended values. Specifically, the eye separation coordinates for all stimuli having the large values of eye separation were incremented by a free parameter v, as were the mouth-height coordinates for all stimuli having the large values of mouth height. The maximum likelihood parameters and summary fits for this augmented version of the exemplar model are reported in Table D1 . Adding the value-specific selective attention parameter dramatically improved the fit of the exemplar model to the classification data of both Conditions EF and HFI9. Scatterplots of the observed against predicted probabilities for the augmented model are shown in Figure  DI . Comparison with Figures 10A and 13A reveals a noticeable improvement. The remaining parameters have values that were similar to ones estimated previously when fitting the standard model, so the earlier conclusions regarding the patterns of global selective attention and the role of frequency remain unchanged. This exploratory analysis should be regarded as only suggestive, and further research is clearly needed to provide systematic evidence for the operation of value-specific selective attention processes. Note. SSE = sum of squared deviations between predicted and observed probabilities; % Var = percentage of variance accounted for; In L = log-likelihood. "These parameters were held fixed across classification and recognition.
