On E-Pólya frequency functions  by Ganzburg, Michael I.
J. Math. Anal. Appl. 346 (2008) 1–8Contents lists available at ScienceDirect
J. Math. Anal. Appl.
www.elsevier.com/locate/jmaa
On E-Pólya frequency functions
Michael I. Ganzburg
Department of Mathematics, Hampton University, Hampton, VA 23668, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 August 2007
Available online 9 May 2008
Submitted by B. Bongiorno
Keywords:
Totally positive functions
Pólya frequency functions
Zero-increasing transformations
Let E be a subset of R. We say that f :R → R is an E-Pólya frequency function if the
kernel f (u − x) is totally positive on E × R and f is integrable on R. In this paper, we
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1. Introduction
In this paper, we introduce E-Pólya frequency functions on the real axis R and study their characterization properties.
Deﬁnition 1.1. A non-negative measurable function f : R → R with 0 < ∫
R
f (y)dy < ∞ is said to be a Pólya frequency (PF)
function if and only if for every n = 1,2, . . . and any sets of increasing numbers u1 < · · · < un , x1 < · · · < xn , the following
inequality holds: det | f (ui − x j)|1i, jn  0.
PF functions or more generally totally positive functions, their generalizations and applications in various areas of math-
ematics have attracted much attention since the late 1940s, see Karlin [3] and more recent surveys in [10] for references
and discussions. In particular, approximation analysts use PF functions f to generate weak Chebyshev systems { f (ui − x)}ni=1
of functions on R (see Karlin and Studden [4] and Zalik [11]).
Schoenberg [9] (see also [3, Theorem 7.3.2]) found a necessary and suﬃcient condition for an integrable function to be a
Pólya frequency function. We present his classical result in the following equivalent form.
Theorem 1.1. An integrable function f : R → R with 0 < ∫
R
f (y)dy < ∞ is a Pólya frequency function if and only if the following
conditions are satisﬁed:
(i) There exist numbers a and b, −∞  a < 0 < b ∞, such that the Laplace transform ∫
R
f (y)e−zy dy exists in the open strip
a < z < b.
(ii) There exist numbers C > 0, γ  0, δ ∈ R, αi ∈ R, i = 1,2, . . . , satisfying the conditions
0 < γ +
∞∑
i=1
α2i < ∞, a = max
i,αi>0
(−1/αi), b = min
i,αi<0
(−1/αi),
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R
f (y)e−zy dy = Ce
γ z2+δz∏∞
i=1(1+ αi z)e−αi z
, a < z < b. (1.1)
In this paper, we strengthen Theorem 1.1 by using weaker deﬁnitions of PF functions (so-called E-PF functions), which
nevertheless allow representations like (1.1) (Theorems 2.1 and 2.2). Section 2 contains the deﬁnition of E-PF functions and
statements of Theorems 2.1 and 2.2. Some properties of E-PF functions are discussed in Section 3. In particular, one more
criterion for an E-PF function to be a Pólya frequency function is given (Theorem 3.1). The proofs of Theorems 2.1, 2.2,
and 3.1 are given in Section 4.
In the sequel, C = R + iR is the complex plane, Z the set of all integers, and [x] denotes the largest integer n such that
n x.
2. E-totally positive functions
Deﬁnition 2.1. Let E ⊆ R be an inﬁnite set. A non-negative measurable function f : R → R with 0 < ∫
R
f (y)dy < ∞ is
said to be an E-Pólya frequency (E-PF) function if and only if for every n = 1,2, . . . and any sets of increasing numbers
u1 < · · · < un , x1 < · · · < xn , such that {ui}ni=1 ⊂ E , {x j}nj=1 ⊂ R, the following inequality holds: det | f (ui − x j)|1i, jn  0.
Deﬁnition 2.1 is a special case of a general deﬁnition of totally positive kernels K (u, x) of two variables deﬁned on
U × X ⊆ R2 [3, p. 46]. Obviously, any R-PF function is a PF function.
We call a set E admissible for f if f is an E-PF function and f does not allow representation (1.1). It turns out that
admissible sets should satisfy fairly strict conditions. In particular, the next theorem shows that an admissible set for rapidly
decreasing functions is an inﬁnite increasing sequence (one-sided or two-sided) · · · < u−2 < u−1 < u1 < u2 < · · · , satisfying
the condition lims→∞ u|s| = ∞.
Let L be the class of all measurable bounded functions on R satisfying the condition | f (x)| = O (exp(−c|x|)) as |x| → ∞,
where c = c( f ) > 0 is a constant. Obviously, any f ∈ L is integrable on R. Schoenberg [9, Lemma 2] (see also [3, Theo-
rem 4.1.11]) showed that a PF function belongs to L.
Theorem 2.1. Let E ⊆ R be a set with an accumulation point. Then every E-PF function f ∈L is a PF function.
Remark 2.1. Note that we use the term “a Pólya frequency function” after Schoenberg [8,9], while Karlin’s deﬁnition of Pólya
frequency functions [3, p. 332] defers from ours in that he does not require that f be integrable.
If E contains a symmetric (about the origin) admissible sequence, then there is a lower restriction on increase of its
elements with positive indices.
Theorem 2.2. Let E contain an increasing sequence {us}∞|s|=1 satisfying the following conditions:
(i) u−s = −us < 0, s = 1,2, . . . .
(ii) lims→∞ us = ∞.
(iii) us = o(√s) as s → ∞.
Then every E-PF function f ∈L is a PF function.
Remark 2.2. It follows from Theorems 1.1, 2.1, and 2.2 that if E satisﬁes conditions of Theorem 2.1 or Theorem 2.2, then
f ∈L with 0 < ∫
R
f (y)dy < ∞ is an E-PF function if and only if f satisﬁes conditions (i) and (ii) of Theorem 1.1.
Remark 2.3. It follows immediately from the basic composition formula [3, p. 17] that for a PF function h and any E-PF
function f ∈L, the convolution g(x) = h ∗ f := ∫
R
h(t) f (x− t)dt is an E-PF function. Similarly, if {h(k)}∞k=−∞ is a two-sided
PF sequence (see [3, p. 419]) with 0 <
∑∞
k=−∞ h(k) < ∞ and if f ∈ L is a Z-PF function, then the discrete convolution
g(x) = h f :=∑∞k=−∞ h(k) f (x− k) is a Z-PF function. Indeed, it suﬃces to apply the basic composition formula [3, p. 17]
with the measure σ supported in Z, σ(k) = 1, k ∈ Z, to g(u − x) =∑∞m=−∞ h(u −m) f (m − x).
The following example shows that Z is admissible for some functions from L.
Example 2.1. Let E = Z and let
fψ(y) :=
{
ψ(y), y ∈ (0,1],
0, otherwise,
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Theorem 1.1, fψ is not a PF function since
∫
R
fψ(y)e−zy dy is an entire function of exponential type but not eδz , δ ∈ R.
However, fψ is a Z-PF function. Indeed, for n = 1,2, . . . , any integers k1 < · · · < kn , and real numbers x1 < · · · < xn , we have
det| f (ki − x j)|1i, jn = 0, excluding possibly the case of ki = [xi]+1, 1 i  n, when det | f (ki − x j)|1i, jn =∏ni=1 ψ([xi]+
1 − xi)  0. Therefore, fψ is a Z-PF function. In addition, note that functions h1 ∗ fψ and h2  fψ belong to L (see [3,
Chapters 7 and 8]) and according to Remark 2.3, they are Z-PF functions. Here, h1 is a PF function and {h2(k)}∞k=−∞ a
two-sided PF sequence.
3. Properties of E-PF functions
To prove the theorems, we shall need some properties of E-PF functions.
Proposition 3.1. Let E ⊆ R be an inﬁnite set. Then the following statements hold:
(a) If f is an E-PF function, then for any set E1 ⊆ E, f is an E1-PF function.
(b) If f is an E-PF function, then for any α ∈ R, f is an (E + α)-PF function.
(c) Let f ∈L be an E-PF function and let h be a locally integrable function on R. If the convolution g(u) = ∫
R
h(x) f (u − x)dx exists
for every u ∈ E, then
S
[
g(u), E
]
 S
[
h(x),R
]
,
where S[ϕ(t), A] denotes a number of sign changes of ϕ(t) on a set A ∈ R (see [3, Section 3] for deﬁnitions).
Statements (a) and (b) of the proposition follow immediately from Deﬁnition 2.1, while statement (c) is a special case of
a more general result [3, Theorem 5.3.1(i)].
Next, we discuss some properties of polynomials and the Laplace transform of an E-PF function f ∈L. We ﬁrst note that
all the moments
μk :=
∫
R
f (y)yk dy, k = 0,1, . . . ,
exist since f ∈ L. In addition, f  0 on R, and we may assume without loss of generality that 0 < μ0 =
∫
R
f (y)dy < ∞.
Then the convolution
gn(u) :=
∫
R
hn(x) f (u − x)dx (3.1)
exists for every polynomial hn of degree n and every u ∈ R.
Further, the Laplace integral
F (z) :=
∫
R
e−zy f (y)dy =
∞∑
k=0
(−1)kμk
k! z
k
converges in some strip {z ∈ C: −∞ az b∞} containing the origin. Since F (0) = μ0 > 0, the reciprocal
Φ(z) := 1
F (z)
=
∞∑
m=0
λm
m! z
m (3.2)
exists in some non-degenerate neighborhood of the origin in C.
Then the following proposition is valid.
Proposition 3.2. Let E ⊆ R be an inﬁnite set. Next, let f ∈ L be an E-PF function and let gn be deﬁned by the transformation (3.1).
Then for n = 1,2, . . . , the following statements hold:
(a) If hn is a real polynomial of exact degree n, then gn is a real polynomial of exact degree n.
(b) For any real polynomial gn of exact degree n, there exists the only real polynomial hn of exact degree n such that (3.1) holds.
(c) The polynomial hn from statement (b) can be found by the formula
hn(x) =
∞∑
k=0
λk
k! (gn)
(k)(x) =
n∑
k=0
λk
k! (gn)
(k)(x), (3.3)
where {λm}∞ is the sequence of coeﬃcients from (3.2).m=0
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(e) Let gn be a real polynomial of exact degree n having n zeros uk ∈ E, 1 k n, where u1 > · · · > un, and let hn be the polynomial
from statement (c). In addition, we assume that either inf E < un or sup E > u1 . Then hn has n real zeros.
Proof. Statements (a) and (b) of the proposition follow from fact that there is the linear non-singular transformation among
the coeﬃcients of hn and gn . Indeed, let
hn(x) =
n∑
k=0
ak
(
n
k
)
xn−k, gn(u) =
n∑
k=0
bk
(
n
k
)
un−k.
Then (see [9, p. 346] or [3, p. 343])
bk =
k∑
s=0
(−1)k−s
(
k
s
)
μk−sas, 0 k n. (3.4)
Since the determinant of the transformation matrix is equal to μn0 > 0, statements (a) and (b) follow. Statement (c) is proved
in [3, p. 353] (see also [3, p. 344]). Statement (d) follows from Proposition 3.1(c).
It remains to prove statement (e). Let gn(u) = b0(u − u1) . . . (u − un), where u1 > · · · > un and uk ∈ E , 1 k  n. With-
out loss of generality we can assume that inf E < un . Then there exists un+1 ∈ E such that un+1 < un . Let us consider a
polynomial gn,s(u) := b0(u − u1,s) . . . (u − un,s), where
u1 > u1,s > u2 > · · · > un−1 > un−1,s > un > un,s > un+1, s = 1,2, . . . ,
and lims→∞ uk,s = uk , 1 k  n. Since sgn(gn,s(uk)) = sgn(−gn,s(uk+1)) 
= 0, 1 k  n, we have S[gn,s, E] = n, s = 1,2, . . . .
Next by statement (b) of this proposition, there exists a sequence of real polynomials hn,s of exact degree n with the leading
coeﬃcient b0/μ0 such that
gn,s(u) :=
∫
R
hn,s(x) f (u − x)dx, s = 1,2, . . . . (3.5)
Moreover by statement (d), all hn,s , s = 1,2, . . . , have only real zeros. Furthermore, it is easy to see that lims→∞ gn,s(u) =
gn(u) uniformly on any compact in R. Hence by linear system (3.4), lims→∞ hn,s(x) = hn(x) uniformly on any compact in R,
where hn is polynomial (3.3). Since the limit polynomial hn has only real zeros, statement (e) follows. 
The following example shows that Proposition 3.2(e) cannot be extended to the case of multiple zeros u1  · · ·  un
belonging to E = Z. Note that in the case of E = R, there is an analogue of Proposition 3.2(e) for multiple zeros (see
[9, Lemma 7] or [3, Theorem 5.4.6]). A more general approach to zero-increasing transformations was discussed by Pinkus
in survey [6], and the latest result about transformation (3.3) was obtained by Carnicer, Peña, and Pinkus [1, Theorem 1].
Example 3.1. Let
f1(y) :=
{
1, y ∈ (0,1],
0, otherwise,
Since f1 is a special case of a function from Example 2.1, f1 is not a PF function but f1 is a Z-PF function. Let n be a
positive integer and let hn be the polynomial of exact degree n such that
un =
∫
R
f (y)hn(u − y)dy. (3.6)
Then we state that for n  3 a number of real zeros of hn counted with their multiplicities is less than n. Indeed, solving
linear system (3.4) for n = 3, we have h3(t) = (1/2)(2t3 + 3t2 + t + 1). It is easy to see that h3 has only one real zero t =
−1.39816 . . . . Next if n > 3, then differentiating both sides of (3.6) n− 3 times and taking account of Proposition 3.2(b), we
arrive at the relation h3(t) = (6/n!)h(n−3)n (t). Hence if we assume that hn has n real zeros counted with their multiplicities,
then by Rolle’s theorem, h3 has three real zeros. This contradiction proves the statement.
The following result shows that Example 3.1 is typical in a sense for symmetric unbounded sets E admissible for f .
Theorem 3.1. A function f is a PF function if and only if the following conditions are satisﬁed:
(i) f ∈L.
(ii) There exists a symmetric increasing sequence E = {us}∞ with lims→∞ us = ∞ such that|s|=1
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(2) for any real polynomial gn of exact degree n having n real zeros on E counted with their multiplicities, the polynomial hn
deﬁned by (3.3) has n real zeros counted with their multiplicities, n = 1,2, . . . .
Remark 3.1. It follows from Theorem 3.1 that if f ∈ L is not a PF function but f is an E-PF function, where E satisﬁes
condition (ii) of Theorem 3.1, then there exist an increasing sequence of natural numbers {nk}∞k=1 and a sequence of polyno-
mials {gnk }∞k=1 of exact degree nk such that gnk has nk real zeros on E counted with their multiplicities while a number of
real zeros of hnk is less than nk , k = 1,2, . . . . Example 3.1 provides construction of these polynomials for E = Z and nk = k,
k = 1,2, . . . .
4. Proofs of Theorems 2.1, 2.2, and 3.1
The proofs of these theorems are based on Schoenberg’s idea [9] of using representations of entire functions which are
limits, uniform in every ﬁnite domain, of real polynomials with only real zeros [2,5,7].
Proof of Theorem 2.1. Let f ∈ L be an E-PF function, where E has an accumulation point μ. Taking account of statements
(a) and (b) of Proposition 3.1, we can assume without loss of generality that μ = 0 and E = {us}∞s=1 is a monotone (say,
decreasing) sequence of real numbers such that lims→∞ us = 0.
Next, we consider the polynomial
gn(u) :=
n∏
s=1
(u − us) =
n∑
l=0
clu
l, cn = 1.
Using statements (c) and (e) of Proposition 3.2, we see that there exists a real polynomial hn of exact degree n having all
real zeros, and its analytic expression is given by the formula
hn(x) =
n∑
k=0
λk
k! (gn)
(k)(x) =
n∑
k=0
λk
k!
(
n∑
l=0
clx
l
)(k)
. (4.1)
We recall that {λm}∞m=1 is a sequence of coeﬃcients in the expansion(∫
R
f (y)e−zy dy
)−1
=
∞∑
m=0
λm
m! z
m, (4.2)
which converges in some neighborhood of the origin in C.
Further, it follows from (4.1) that
hn(x) =
n∑
m=0
(
n−m∑
k=0
λkcm+k
(
m + k
k
))
xm
and setting Qn(x) := xnhn(1/x), we have
Qn(x/n) =
n∑
m=0
n−m
(
m∑
k=0
λkcn−m+k
(
n −m + k
k
))
xm. (4.3)
Next, we shall show that
lim
n→∞ Qn(z/n) =
∞∑
m=0
λm
m! z
m (4.4)
uniformly in some neighborhood V of the origin in C. Indeed, it follows from (4.3) that∣∣∣∣∣
∞∑
m=0
λm
m! z
m − Qn(z/n)
∣∣∣∣∣
n∑
m=0
|λm|
m!
(
1− n!
(n −m)!nm
)
|z|m +
∞∑
m=n+1
|λm|
m! |z|
m
+
n∑
n−m
∣∣∣∣∣
m−1∑
λkcn−m+k
(
n −m + k
k
)∣∣∣∣∣|z|m. (4.5)
m=1 k=0
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∞∑
m=N+1
|λm|
m! |z|
m < ε, z ∈ V . (4.6)
Hence for n > n1(ε) > N ,
n∑
m=0
|λm|
m!
(
1− n!
(n −m)!nm
)
|z|m +
∞∑
m=n+1
|λm|
m! |z|
m 
N∑
m=0
|λm|
m!
(
1− n!
(n −m)!nm
)
|z|m + 3
∞∑
m=N+1
|λm|
m! |z|
m < 4ε, (4.7)
since for a ﬁxed N ,
lim
n→∞
(
1− n!
(n −m)!nm
)
= 0, 0m N.
It remains to estimate
In(z) :=
n∑
m=1
n−m
∣∣∣∣∣
m−1∑
k=0
λkcn−m+k
(
n −m + k
k
)∣∣∣∣∣|z|m. (4.8)
Using elementary relations
|cn−m+k|
(
n∑
s=1
us
)m−k
, 0 km − 1, lim
n→∞n
−1
n∑
s=1
us = 0,
we obtain for n > n2(ε),
In(z)
∞∑
m=1
m−1∑
k=0
|λk|
k!
(∑n
s=1 us
n
)m−k
|z|m <
∞∑
m=1
m−1∑
k=0
|λk|
k! ε
m−k|z|m = ε|z|
∞∑
k=0
|λk|
k!
∞∑
d=k
εd−k|z|d = ε|z|
1− ε|z|
∞∑
k=0
|λk|
k! |z|
k.
Hence we get for small enough ε,
In(z) < Cε, z ∈ V , n > n2(ε), (4.9)
where C is independent of z, n, and ε. Combining (4.5), (4.7), (4.8), and (4.9), we arrive at (4.4).
Thus (4.2) and (4.4) imply the limit relation
Φ(z) :=
(∫
R
f (y)e−zy dy
)−1
= lim
n→∞ Qn(z/n), (4.10)
which holds uniformly in V .
To complete the proof, we recall that hn is a real polynomial of exact degree n having only real zeros. Then Qn(x) =
xnhn(1/x) is a real polynomial having only real zeros (if Qn is not a constant) of degree n−d, where d is a multiplicity of 0
as a zero of hn . Therefore the polynomial Qn(x/n) has only real zeros. Then by (4.10), the function Φ is a limit, uniform in
some neighborhood of the origin in C, of real polynomials with only real zeros. By a classic theorem of Laguerre [5] and
Pólya [7] (see also [2, Chapter IV]), the analytic extension of Φ is an entire function, and integral representation (1.1) holds
with the constants satisfying condition (ii) of Theorem 1.1. Finally, it follows from the suﬃcient part of Theorem 1.1 that
f is a PF function. 
Remark 4.1. Below we outline a slightly different proof of Theorem 2.1. Assuming that E = {us}∞s=1, where us ↓ 0 as s → ∞,
we consider a sequence of polynomials gn,m(u) :=∏ns=1(u − us+m), which converges to un as m → ∞ uniformly in any
compact of R. The corresponding sequence of hn,m , satisfying (3.5), converges to a polynomial hn , which has only real zeros.
Finally, Schoenberg’s argument from [9, p. 353] completes the proof. This proof appears to be shorter, however, the proof of
Theorem 2.1 can be extended to some other situations (see the proofs of Theorems 2.2 and 3.1).
Proof of Theorem 2.2. The proof is similar to that of Theorem 2.1. Let f ∈ L be an E-PF function, where E = {us}∞|s|=1 is a
symmetric increasing sequence with us → ∞ and us = o(√s) as s → ∞. Let us consider the polynomial
g2n(u) :=
n∏(
u2 − u2s
)= 2n∑ clul,s=1 l=0
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by 2n, that is,
Q 2n
(
x/(2n)
)= 2n∑
m=0
(2n)−m
(
m∑
k=0
λkc2n−m+k
(
2n −m + k
k
))
xm. (4.11)
Next, we shall show that
lim
n→∞ Q 2n
(
z
2n
)
=
∞∑
m=0
λm
m! z
m (4.12)
uniformly in some neighborhood V of the origin in C. Indeed, it follows from (4.11) that∣∣∣∣∣
∞∑
m=0
λm
m! z
m − Q 2n
(
z
2n
)∣∣∣∣∣
2n∑
m=0
|λm|
m!
(
1− (2n)!
(2n −m)!(2n)m
)
|z|m +
∞∑
m=2n+1
|λm|
m! |z|
m
+
2n∑
m=1
(2n)−m
∣∣∣∣∣
m−1∑
k=0
λkc2n−m+k
(
2n −m + k
k
)∣∣∣∣∣|z|m. (4.13)
Further, for prescribed ε > 0, we choose N = N(ε) such that (4.6) holds. Hence for n > n1(ε) > N/2, the ﬁrst two sums
in the right-hand side of (4.13) are bounded by 4ε (like in (4.7)). It remains to estimate
I2n(z) :=
2n∑
m=1
(2n)−m
∣∣∣∣∣
m−1∑
k=0
λkc2n−m+k
(
2n −m + k
k
)∣∣∣∣∣|z|m

n∑
d=1
(2n)−2d
∣∣∣∣∣
d−1∑
l=0
λ2lc2n−2d+2l
(
2n − 2d + 2l
2l
)∣∣∣∣∣|z|2d
+
n∑
d=2
(2n)−2d+1
∣∣∣∣∣
d−1∑
l=1
λ2l−1c2n−2d+2l
(
2n − 2d + 2l
2l − 1
)∣∣∣∣∣|z|2d−1. (4.14)
Using relations
|c2n−2d+2l|
(
n∑
s=1
u2s
)d−l
, 0 l d − 1, (4.15)
lim
n→∞n
−2
n∑
s=1
u2s = 0, (4.16)
we obtain from (4.14) for n > n2(ε) and z ∈ V ,
In(z) <
∞∑
d=1
d−1∑
l=0
|λ2l|
(2l)!ε
2d−2l|z|2d +
∞∑
d=2
d−1∑
l=1
|λ2l−1|
(2l − 1)!ε
2d−2l|z|2d−1  ε
2|z|2
1− ε2|z|2
∞∑
m=0
|λm|
m! |z|
m  Cε2,
where C is independent of z,n, and ε. Therefore (4.12) follows.
Next by Proposition 3.2, Q 2n(x/(2n)) has only real zeros, and the limit relation
Φ(z) :=
(∫
R
f (y)e−zy dy
)−1
= lim
n→∞ Qn
(
z/(2n)
)
holds uniformly in some neighborhood of the origin in C. Therefore by the theorem of Laguerre [5] and Pólya [7] (see also
[2, Chapter IV]), the analytic extension of Φ is an entire function and (1.1) holds with the constants satisfying condition (ii)
of Theorem 1.1. Hence f is a PF function. 
Proof of Theorem 3.1. The necessity of the theorem follows immediately from properties of PF functions. Property (i) of PF
functions was proved in [9, Lemma 2], while conditions (ii)(1) and (ii)(2) are satisﬁed for any E satisfying condition (ii).
In particular, an inequality between numbers of zeros of gn and hn (see [9, Lemma 7] or [3, Theorem 5.4.6]) shows that
condition (ii)(2) is satisﬁed.
8 M.I. Ganzburg / J. Math. Anal. Appl. 346 (2008) 1–8Let now conditions (i), (ii)(1), and (ii)(2) be satisﬁed. For any N = 1,2, . . . we consider the polynomial
g2n(u) :=
N∏
s=1
(
u2 − u2s
)ps = 2n∑
l=0
clu
l,
where ps := ([|us|] + 1)3, 1 |s| N , and n :=∑Ns=1 ps .
Then the proof of the fact that f is a PF function is similar to that of Theorem 2.2, if we replace relations (4.15) and
(4.16) with
|c2n−2d+2l|
(
N∑
s=1
psu
2
s
)d−l
, 0 l d − 1,
and
lim
n→∞n
−2
N∑
s=1
psu
2
s  lim
N→∞
∑N
s=1(us + 1)5∑N
s=1 u6s
= 0,
respectively. 
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