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Study  region:  Narew  River  in  Northeastern  Poland.
Study focus:  Three  methods  for frequency  analysis  of  snowmelt  ﬂoods  were  compared.
Two  dimensional  (2D)  normal  distribution  and  copula-based  2D  probability  distributions
were  applied  to statistically  describe  ﬂoods  with  two parameters  (ﬂood  peak  Qmax,f and
ﬂood  volume  Vf). Two  copula  functions  from  different  classes  –  the elliptical  Gaussian  cop-
ula and  Archimedean  1-parameter  Gumbel–Hougaard  copula  – were  evaluated  based  on
measurements.
New hydrological  insights  for  the region:  The  results  indicated  that  the  2D normal  probability
distribution  model  gives  a better  probabilistic  description  of snowmelt  ﬂoods  characterized
by  the 2-dimensional  random  variable  (Qmax,f, Vf)  compared  to the elliptical  Gaussian  copula
and  Archimedean  1-parameter  Gumbel–Hougaard  copula  models,  in particular  from  the
view point  of  probability  of  exceedance  as well  as  complexity  and  time  of  computation.
Nevertheless,  the  copula  approach  offers  a new  perspective  in  estimating  the  2D  probability
distribution  for  multidimensional  random  variables.  Results  showed  that the 2D  model  for
snowmelt  ﬂoods  built  using  the  Gumbel–Hougaard  copula  is much  better  than  the  model
built using  the  Gaussian  copula.
© 2016  The  Authors.  Published  by  Elsevier  B.V.  This  is an  open  access  article  under  the  CC
BY-NC-ND  license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Flood risk mapping and the attendant designation of hazard zones are an important issue facing hydrologists to ensure
the safety of hydrological structures, and to protect lives, property, cultural landmarks, centres of economic activity and
zones of environmental signiﬁcance (Directive 2007/60/EC of the European Parliament). Resolving such questions has been
largely based on an analysis of measured parameters associated with extreme ﬂooding events (e.g. peak ﬂow/discharge and
ﬂood timing on an annual basis). Supported by long-term measurements of these parameters, statistical methods employed
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2214-5818/© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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n ﬂood frequency analysis (FFA) allow engineers to calculate the return period (in years) of a particular maximum ﬂood
ischarge (Qmax,f). This knowledge can then inform the selection of design ﬂoods for water management and, in particular,
ood control structures, as well as aid in the design of ﬂood hazard and risk zones. In turn, this can help various stakeholders
anage water resources in a more effective and sustainable manner (e.g. Halbe et al., 2013; Halbe et al., 2014; Kolinjivadi
t al., 2014; Straith et al., 2014; Inam et al., 2015; Butler and Adamowski, 2015).
Numerous studies have investigated the question of how to select the best probability distribution for a one dimensional
1D) random variable descriptive of peak ﬂow during the most severe ﬂood of a given year (Singh and Wang, 2005; Ferro
nd Porto, 2006; Stedinger and Grifﬁs, 2008; Ciupak, 2013). However, in many engineering applications, the description of
ydrological extreme events through a single parameter remains inadequate. When designing water management structures,
t is imperative to take into account the long-term impact of peak ﬂows on the safety, effectiveness and risk of failure of
ydrological structures. This requires not only historic or predicted Qmax,f values, but also other parameters describing the
ooding event, including the related parameters of ﬂood volume (Vf) and ﬂood duration (Tf). To address more complex ﬂood-
elated water management and water engineering issues requires the analysis of a greater number of ﬂood parameters (Ozga-
ielinska and Brzezin´ski, 1997), which necessitates the use of mathematical methods capable of describing multidimensional
ariables. Developed by a number of investigators (Krstanovic and Singh, 1987; Yue, 1999; Zhang, 2005), the classical
pproach to handling these issues requires the description of various natural phenomena and their extreme events (such as
oods) to employ a multidimensional normal probability distribution.
The current development of state-of-the-art computational facilities (Nourani et al., 2014) allows for the application of
ew approaches, including the use of probability distributions constructed with copula functions (Song and Singh, 2010;
iupak, 2011; Jeong et al., 2013; Bacˇová Mitková and Halmová, 2014; Saad et al., 2014). When several probability distributions
o-occur, it is necessary to develop selection criteria to assess which probability distribution best describes that of the random
ariable being tested.
Since the copula method considers more than one joint distribution function when estimating parameters of a mul-
idimensional probability distribution, selecting the optimal copula function is crucial and requires one or more suitable
lassiﬁcation criteria. These should be oriented towards assessing the goodness-of-ﬁt between theoretical and empirical
istributions in the latter’s tail region, where extreme values of ﬂood characteristics are located, and which represent con-
itions when the largest ﬂooding losses occur. The large number of copula functions currently documented in the literature
Chowdhary et al., 2011; Kuchment and Demidov, 2013; Lee et al., 2013; Li et al., 2014), as well as those currently being gener-
ted, provide a signiﬁcant challenge to the selection of an optimal multidimensional probability distribution by hydrologists
or a given ﬂooding situation.
Copula functions have been widely used in hydrological modelling, in particular in the ﬂood and drought modelling ﬁelds.
ith regards to droughts, most research has focused on the comparison of the performance of different copula families. Sadri
nd Burn (2014) applied three families of Archimedian copulas (the Gumbel, Clayton and Frank copulas) for the analysis of
rought severity and duration, and showed that these copulas perform similarly to bivariate approaches for short return
eriods but outperformed the latter in the case of longer return periods. The most appropriate copula function choice, as
etermined by an analysis of Q–Q plots for each, depends on the exact study site. Conversely, Lee et al. (2013) applied the
umbel, Frank, Clayton and Gaussian copulas to bivariate (severity and duration) drought analyses in two  regions of Canada
nd Iran and found that, while the tail-dependence of the Clayton copula was  insufﬁcient for the data set, the Frank and
umbel copulas performed well.
In terms of ﬂood modelling, recent research has also focused on methods for choosing the most appropriate copula. In
articular, the tail dependence of various copula functions has received attention, as the models used must be well-adapted to
he modelling of tail-end (e.g. extreme event) data. This was  illustrated by Ganguli and Reddy (2013), who used bivariate and
rivariate copulas to analyze ﬂood peak ﬂow, volume and duration, and found that upper tail-dependent copulas performed
est for both bivariate and trivariate analyses due to the importance of extreme events in ﬂood prediction. The objective of
his study is therefore to determine whether copula functions are a more advantageous analytical tool for the probabilistic
escription of a 2D snowmelt ﬂood, and the estimation of the parameters of 2D cumulative functions as compared to the 2D
ormal distribution with parameters estimated by the ML  method.
The Archimedean Gumbel–Hougaard copula, in particular, has performed well in past analyses. Karmakar and Simonovic
2009) report that this copula was the most appropriate for bivariate ﬂood peak ﬂow-volume analysis in the Red River
North Dakota, USA). Meanwhile, Poulin et al. (2007), in their comparison of the application of seven copula families to
ow data of the Loire River (France), showed that copulas with upper tail independence (such as the Clayton and Frank
opulas) dramatically over-estimated return periods of ﬂoods, while the Gumbel and survival Clayton copulas performed
ell. A different approach to determining the optimum choice of copula function was  proposed by Domino et al. (2014),
ho suggested a new methodology for copula analysis in connection with the formalism of Detrended Fluctuations Analysis
DFA) and Anomalous Diffusion (AD) for the prediction of negative and positive auto-correlations. The theory was used for
he statistical analyses of weakly predictable maximum storm tides recorded at ﬁve different harbours in the Baltic Sea. The
uthors detected negative and positive auto-correlations which can be understood as the low or high probability for the
ext extreme storm tide, which follows the previous extreme event.
In a very exhaustive application of various copula options, Sraj et al. (2014) applied Archimedian (Ali–Mikhail–Haq, Clay-
on, Frank, Gumbel–Hougaard, and Joe), elliptical (e.g. Normal and Student-t) and extreme value (e.g. Galambos, Hüsler–Reiss
nd Tawn) copulas to the bivariate analysis of peak discharge-volume, peak discharge-duration, and volume–duration vari-
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able pairs from 58 ﬂood events on the Sava River (Slovenia). They determined that the Gumbel–Hougaard copula was
the most appropriate for peak discharge–volume bivariate analyses. The results of Zhang and Singh (2006) concur, as the
Archimedean copulas (Gumbel–Hougaard, Ali–Mikhail–Haq, Frank, and Cook–Johnson) they applied to bivariate ﬂood peak
ﬂow-volume analysis, and the Gumbel–Hougaard copula in particular, outperformed normal distribution modelling of the
variables.
Conversely, other studies have identiﬁed other copulas as the most appropriate for ﬂood data analysis in their particular
cases. For instance, Renard and Lang (2007) successfully applied the Gaussian copula to ﬂood data for three different regions;
although they caution that the Gaussian copula is unsuitable in cases where tail independence cannot be demonstrated.
Wong et al. (2010) used trivariate Gumbel–Hougaard and t-copulas to analyze ﬂood peak and average intensity as well as
duration, and found that both gave similar results but concluded that, although the Gumbel–Hougaard copula is easier to
ﬁt, it does impose more restrictions on outer correlations than the t-copula. Zhang and Singh (2007), in their application
of four Archimedean copulas (Gumbel–Hougaard, Ali–Mikhail–Haq, Frank, and Cook–Johnson) to rainfall bivariate analysis,
showed that only the Frank copula was suitable for the analysis of both highly negatively and positively correlated variables.
Similarly, Favre et al. (2004) applied the Clayton and Frank copulas to bivariate analysis of ﬂood data in the Rimouski River
(Québec, Canada) and showed slightly better behavior for the Frank copula despite the fact that Chowdhary et al. (2011)
successfully applied the Clayton copula for peak ﬂow and volume bivariate analysis.
In recent years, a rapid increase in copula functions has occurred; a signiﬁcant number of parametric bivariate copulas
now exist. While one could assume that the choice of a particular copula might depend on the nature of the particular data
set, it is also important to consider the results of the application of different copula functions to ﬂood events and the practical
signiﬁcance of differences in the model outputs. Consequently, in an attempt to better describe quantitative characteristics
of extreme snowmelt ﬂoods, this study compared two-dimensional (2D) normal probability distributions to distributions
developed with selected 2D copula functions. This was  done to address the concern of whether the use of the classical
approach in the form of a 2D normal probability distribution – in comparison to the more sophisticated copula methods –
is a sufﬁciently accurate description of (Qmax,f, Vf) from the point of view of engineering applications.
Data preprocessing in this study included the identiﬁcation of snowmelt ﬂoods and an analysis of the homogeneity of data,
leading to a probability analysis of quantitative characteristics of snowmelt ﬂood extremes. The present analysis of snowmelt
ﬂoods compared a 2D normal probability distribution with parameters estimated by a Maximum Likelihood Method to two
statistical models with parameters estimated by different copula methods. The snowmelt ﬂoods were characterized by the
2-dimensional random variable, (Qmax,f, Vf): the maximum ﬂood discharge and total volume. The random variable sample
was constructed on the basis of ﬂoods from 1966 to 2012, with observations from the Wizna hydrological monitoring station
in the Narew River watershed in Poland.
This analysis included: (i) an assessment of marginal probability distributions’ statistical properties, (ii) a selection of the
best ﬁtted marginal probability distributions, (iii) the estimation of density function parameters for the 2-dimensional prob-
ability distribution, (iv) the realization of a 2D random variable, and (v) assessing the goodness-of-ﬁt between the theoretical
and empirical distributions. The hydrological analysis was supported by sophisticated statistical and graphical procedures. A
theoretical description of the density function of a 2D probability distribution, estimated by either the maximum likelihood
method (MLM)  or a selected copula function, is followed by a presentation of the analytical procedures of data processing
as well as the qualitative and quantitative comparison of probability distributions.
2. Theoretical background
The snowmelt ﬂood frequency analysis for the Narew River in northeastern Poland employed historical measurements
of peak discharge [Qmax,f (m3 s−1)] and ﬂood volume [Vf (106 m3)] at the Wizna station (Fig. 1) for the period of 1966–2012.
Over the past few decades, there has been an increase in the nonstationarity of random variables describing extreme
natural phenomena (such as snowmelt ﬂoods) (Belayneh et al., 2014). Such disturbances may  be of natural and anthropogenic
origin. While the ﬁrst type of disturbance is independent of human activity, the anthropogenic factors arise directly from
their operations in the valley of the river and catchment area.
Nonstationarity of the random variable affects deﬁning the return period T and thus the probability exceedance p, i.e.,
for stationary univariate analysis
T = 
1 − F (x) (1)
where: x is the realization of variable X,  > 0 denotes the average inter-arrival time between two realizations of the process,
F(x) = 1-p  indicates the distribution function of X and for nonstationary univariate analysis
T = 1
T
= 1
p¯
= 1
1 − F x
(2)∑
j=1
pj
j ( )
where: pj changes at each time step j along time series.
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Vig. 1. Hydrographic map  of the Upper Narew River watershed, Poland, including the location of the Wizna hydrological station situated at the watershed
utlet.
Hence, it follows that the form of T and thus p depends on the hypothesis regarding the stationarity or nonstationarity
f the univariate random variable analyzed. From this point of view, in this study we used a strong analysis to examine
he homogeneity of random variables described in Section 3.2 and a statistical analysis of the quantitative characteristics of
nowmelt ﬂoods in Section 3.3, especially in the context of their independence and stationarity. In addition, it must be noted
hat the use of T does not result in additional information in comparison to p, therefore in this study we used the concept of
robability exceedance.
The problem becomes more complicated with the transition from univariate analysis to the case of multivariate analysis.
his study refers to the case of 2D analyses. Snowmelt ﬂoods were characterized using 2D variables (Qmax,f, Vf). The use of
opula functions to estimate the parameters of the 2D distribution function made it easier to incorporate different cases
nvolving stationary and/or nonstationary phenomena.
Knowledge regarding the form of the exceedance probability function for the (Qmax,f, Vf) variable is essential in the
nalysis of long-term impact of high water on water safety structures. This is analyzed in the context of snowmelt ﬂood
ccurrence, and water management structure design, as well as the assessment of their effectiveness and risk of their future
ailure. By deﬁnition, a copula is a joint cumulative distribution of many random variables such that each yields a uniform
istribution on the segment [0,1] (Sklar, 1959; Nelsen, 2006). For two  variables, the copula function C adopts the following
eneral formula:
C (v1, v2) = P (V1 ≤ v1, V2 ≤ v2) (3)The functional form of the copula function does not determine the distribution of the marginals and merely determines
he dependence between the two random variables, yet has no inﬂuence on the marginals themselves. The random variables
1 and V2 are cumulative distributions of random variables X1 and X2, i.e V1 = F1(X1), v1 = F1(x1) and V2 = F2(X2), v2 = F2(x2),
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where X1 = Qmax,f and X2 = Vf. In the case of 2D analysis, it is relatively easy to describe the following probabilities via copula
functions (Cherubini et al., 2004; Klein et al., 2011):
P (V1 ≤ v1, V2 > v2) = v1 − C (v1, v2) (4)
P (V1 > v1, V2 ≤ v2) = v2 − C (v1, v2) (5)
P (V1 ≤ v1|V2 ≤ v2) =
C (v1, v2)
v2
(6)
P (V1 ≤ v1|V2 > v2) =
v1 − C (v1, v2)
1 − v2
(7)
P (V1 ≤ v1|V2 = v2) =
∂C (v1, v2)
∂v2
(8)
P (V2 ≤ v2|V1 = v1) =
∂C (v1, v2)
∂v1
(9)
and, exceedance probability exceeding V1 and V2 (called the survival 2-copula of V1 and V2) which can be used to calculate
the joint survival function FV1V2 (v1, v2) as
P (V1 > v1 ∧ V2 > v2) = 1 − v1 − v2 + C (v1, v2) (10)
and exceedance probability exceeding V1 or V2
P (V1 > v1 ∨ V2 > v2) = 1 − C (v1, v2) (11)
Making comparisons between the above described probabilities, which are deﬁned in different domains, and over differ-
ent sets and subsets of data is not exactly correct, because it introduces misconceptions in the interpretation of the results. In
this study, the extreme events associated with the occurrence of snowmelt ﬂoods in their extremely unfavorable conditions
were analyzed; therefore the exceedance probability exceeding Qmax,f and Vf (Eq. (10)) was selected.
Floods were described probabilistically using either a 2D normal probability distribution or 2D distributions built with
one of two copula functions. In the ﬁrst case, the assumption was  made that if the marginal distributions of Qmax,f and Vf
were normal then the probability distribution of the 2-dimensional variable (Qmax,f, Vf) would also be normally distributed
(Kotz et al., 2000; Myung, 2003).
In the second case, two copulas were used: elliptical Gaussian (Genest et al., 2007; Joe, 1997; Renard and Lang, 2007)
and Archimedean 1-parameter Gumbel–Hougaard (Gumbel, 1960; Salvadori and De Michele, 2007). Parameter estimation
occurred in two stages: (i) estimation of marginal probability distribution parameters by the MLM  method, and (ii) estimation
of the correlation coefﬁcient () through Bayesian simulation or Inference Functions for the Margins (IFM) method for
elliptical Gaussian (Danaher and Smith, 2009) and Archimedean 1-parameter Gumbel–Hougaard (McLeish and Small, 1988;
Choros´ et al., 2010) copulas, respectively.
2.1. 2D density function for a normal distribution and estimation of its parameters by MLM
The random variable (X1, X2) was assumed to yield a normal probability distribution. However, separate variables X1 and
X2 can yield various probability distributions. Therefore, in such cases, the variables X1 and X2 require a transformation to
a normal distribution. The formula u = ln(x) was  used as a normalization function. The variables X1 and X2 were denoted as
U1 and U2 respectively after normalization.
The density function of a 2D normal distribution can be formulated as (Rose and Smith, 2002):
f (u1, u2) =
1√
(2)2|˙|
exp
[
−(u − )T˙−1 (u − )
2
]
(12)
where,
u =
[
u1
u2
]
is the matrix of values for two quantitative characteristics of the
ﬂood;
 =
[
1
2
]
is the matrix of mean values of two  quantitative characteristics
of the ﬂood;∑ =
[
21 12
]
is the variance-covariance matrix;
12 22
−1 is the inverse of ;
|| is the determinant of matrix , and
(u-)T is the transpositive matrix.
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The MLM  method was used to estimate 2D normal distribution parameters. The estimator of the mean value ( ˆ) was
alculated as:
ˆ = 1
N
N∑
i=1
ui (13)
here,
N is the size of the measurement series (random variable sample).
The unbiased estimator of the covariance matrix (ˆ) was calculated as:
∑ˆ
= 1
N − 1
N∑
i=1
(
ui − ˆ
)  (
ui − ˆ
)T
(14)
.2. General form of copula function for a 2D distribution
The copula theory can be employed to build a 2-dimensional probability distribution for any marginal distribution (De
ichele and Salvadori, 2003; Salvadori et al., 2007). The random variable (X1, X2) can be described through a 2D Gaussian
istribution, whereas variable X1 may  yield a log-normal marginal distribution while variable X2 yields a Gumbel marginal
istribution. The copula theory allows one to build 2D distributions for any marginal distributions.
Given two random variables X1 and X2 with cumulative distribution functions (CDF) F1(X1), F2(X2) the goal of using copula
heory is to obtain a 2D distribution function in the form of F(X1, X2). Sklar (1959) proved that a C function (copula) exists as
ollows:
F(X1 = x1, X2 = x2) = C[F1(x1), F2(x2)], x1, x2 R (15)
The function C is a CDF joining marginal distributions F1(X1), F2(X2).
For a 2D case, v D [0,1]2, the function C(v) is equal to zero if at least one element of v is equal to zero, e.g. C(v1 = 0,v2) = 0 or
(v1,v2 = 0) = 0. Whereas C(v) = vj for j = 1, 2, if all coordinates of v are equal to 1 except vj . For a 2D case, the above relationship
ccurs when C(v1 = 1,v2) = v2 or C(v1,v2 = 1) = v1. In the terminology of copulas, these properties can be presented as C(F1(x1),
) = F1(x1), C(1, F2(x2)) = F2(x2). This means that for any X1, X2 variables the cumulative distribution function F constructed
sing copula function C will always have desired marginals F1 and F2. Thus, by drawing from the F, the X1, X2 will retain their
istributions. In this study, copulas are used as a testing method for unscaled measures of dependence and to construct a 2D
istribution of the desired properties as well as to simulate the 2D variable. Thus, the role of the joint function C is to model
he relationship between variables X1, X2. In the case of marginal distributions of continuous variables, by differentiating
q. (15), the 2-dimensional density function can be obtained:
f (X1 = x1, X2 = x2) = c[F1(x1), F2(x2)]f1(x1)f2(x2) (16)
here:
c[F1(x1), F2(x2)] is the density of the copula and can be obtained by computing the second partial derivative of the copula
n the two variables (arguments):
c [F1 (x1) , F2 (x2)] =
∂2C
∂v1∂v2
and v1 = F1 (x1) , v2 = F2 (x2) (17)
Eq. (16) illustrates how the density function c takes into account the relationship between variables X1, X2. For example,
f C(v1, v2) = v1v2, then c(v1, v2) = 1. The 2D function c(v1, v2) is now the product of its marginal distributions in such a manner
hat the random variables X1 and X2 are independent. The copula C(v1, v2) = v1v2 is the simplest copula function concerning
ndependent random variables.
.3. Justiﬁcation for the choice of copula functions for 2D probability analysis
The selection process of copula functions in this study was performed intuitively (Chowdhary et al., 2011). This process
esulted from designated acceptable dependence ranges and tail dependence characteristics of the data under considera-
ion. In this study, the classical approach in the form of a 2D normal distribution is compared with an elliptical Gaussian
nd an Archimedean 1 parameter Gumbel–Hougaard copula function. The primary argument for the choice of the Gaussian
opula stems from its construction through a 2D normal distribution over R2 by using the probability integral transforma-
ion, whereas Archimedean copulas are an associative class of copulas and represent very different copula families. The
rchimedean class of copulas is commonly used and includes a whole suite of closed-form copulas that cover a wide range
f dependency structures (i.e. a range of correlation (nonlinear) frequencies observed in hydrology), including comprehen-
ive and non-comprehensive copulas, radial symmetry and asymmetry, and asymptotic tail dependence and independence
Chowdhary et al., 2011). Most common Archimedean copulas offer an explicit formula, which is otherwise not possible with
he Gaussian copula. In practice, Archimedean copulas are popular because they allow modelling dependence in arbitrarily
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high dimensions with only one parameter in governing the strength of dependence. In the case of a Gaussian copula with
increasing dimensions, the number of parameters needed for model calibration increases dramatically (i.e. increasing the
size of the variance–covariance matrix).
Genest and Favre (2007) tested some extreme-value copulas and suggested that copulas such as the Gumbel–Hougaard
are good tools for bivariate modelling of the hydrological pair (Qmax,f, Vf). The Gumbel–Hougaard, as an extreme-value
copula, not only arises naturally in the domain of extreme-value theory but can also be a convenient choice to model general
positive dependence structures. Calculation of the probability of a ﬂood exceeding a certain threshold requires knowledge of
the joint distribution of maxima ﬂows and ﬂood volumes during the forecasting period. This is a typical ﬁeld of application
for extreme-value theory, in our case for the Gumbel–Hougaard copula. In such situations, extreme-value copulas can be
considered to provide appropriate models for the dependence structure between exceptional events.
2.4. Form of elliptical Gaussian copula and Archimedean Gumbel–Hougaard copula for the 2D distribution of a random
variable (Qmax,f, Vf)
The Gaussian copula can be deﬁned as the double integral (Cherubini et al., 2004; Garcia and Genc¸ ay, 2007):
CG (v, z)=˚[˚−1(v), ˚−1(z)] (18)
in which,
˚(˚−1(v), ˚−1(z))=
∫ ˚−1(v)
−∞
∫ ˚−1(z)
−∞
1
2
√
1 − 2
exp
[
2su − s2 − u2
2(1 − 2)
]
dsdu (19)
where, in the present case, v = F1 (Qmax,f) and z = F2(Vf), and the random variables Qmax,f and Vf can yield any probability
distribution.
A major point of difference among possible copula functions is the range of correlation coefﬁcients. The Gaussian copula
has nearly the full (−1, 1) range in pair-wise correlation and is therefore a general and robust copula for most applications.
Furthermore, the Gaussian copula has a desirable property in that, as the number of dimensions (m) increases, the number
of parameters in the multivariate density increases only in the order of m2 (Danaher and Smith, 2009). In the case of high-
dimension distributions, the estimation of parameters using the traditional maximum likelihood method can be infeasible
for the Gaussian copula; therefore, in this study, the MCMC simulation algorithm was  applied (Andrieu et al., 2003).
The Gumbel–Hougaard copula (Gumbel, 1960; Hougaard, 1986, 2000), used for extreme values of a random variable, is
given as:
CGH	 (v, z) = exp
{
−[(− log v)	 + (− log z)	]
1
	
}
(20)
where: 	 ∈ [1; +∞).
A Gumbel–Hougaard copula is considered an extreme value copula since it is a copula C such that C(v, z) =
lim
N→∞
CN
(
v1/N, z1/N
)
. C function implies a copula representing a set of independent and identically distributed random vari-
ables (Qmax,f,i, Vf,i) where i = 1. . .N, and C is the joint distribution of their component-wise maxima Qmax,f(N) and Vf(N)
(Chowdhary et al., 2011). The Gumbel–Hougaard copula is also an Archimedean copula along with being an extreme
value copula, since it can be written in the form of an Archimedean copula with a generator function, i.e. 
 [F (x1, x2)] =


{
C [F1 (x1) , F2 (x2)]
}
= 
 [F1 (x1)] + 
 [F2 (x2)], where 
 is called a generator of copula. Irrespective of the distribution
dimension, the model structure is described by a single parameter 	. This parameter measures the degree of dependence
ranging from independence (	 = 1) to complete dependence (	 = +∞). For the Gumbel–Hougaard copula, extension to negative
dependence is not possible, thus this copula can represent independence and positive dependence only (Genest et al., 2007).
The estimation of this parameter was carried out using the IFM method. This distribution can be generated via mixtures of
certain extreme-value distributions over stable distributions, a representation that yields large possibilities for modelling a
phenomenon with a complex structure (e.g. snowmelt ﬂood).
3. Methodology
To compare the two methods of parameter estimation for 2D probability distributions, the following steps were followed:1. Identiﬁcation of snowmelt ﬂoods (based on Ciupak, 2004; Jeong et al., 2013).
2. Analysis of ﬂood homogeneity Qmax,f and Vf series (based on Ozga-Zielinski, 1999; Ozga-Zielinska et al., 2005).
3. Statistical analysis of random variables Qmax,f and Vf, including (Ciupak, 2004):
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a. normalization and veriﬁcation (Strupczewski, 1967)
b. calculation of statistical parameters of the random variables Qmax,f and Vf (We˛glarczyk, 2010);
c. consideration of mathematical models of probabilistic properties of Qmax,f and Vf (Brzezin´ski, 2010; Jeong et al., 2013),
and
d. estimation of parameters of marginal probability distribution functions.
. Selection of the best ﬁtted marginal distribution function for Qmax,f and Vf (Koziol, 2008; Genest et al., 2009).
. Estimation of parameters of 2D normal distribution function and generation of 2D random variable (qmax,f, vf) (Klonecki,
1999; Kotz et al., 2000).
. Estimation of parameters of the function of the 2D copula and generation of 2D random variable (qmax,f, vf) = (F1(qmax,f),
F2(vf)) including:
a. estimation of elliptical Gaussian copula (Danaher and Smith, 2009), and
b. estimation of Archimedean 1-parameter Gumbel–Hougaard copula (Cherubini et al., 2004).
. Goodness-of-ﬁt measures for 2D probability distributions (Kotz et al., 2001; Genest et al., 2006, 2009; Koziol, 2008).
.1. Identiﬁcation of snowmelt ﬂoods
A total of 44 snowmelt ﬂood events were identiﬁed through a series of river discharge measurements (1966–2012)
btained at the Wiza gauging station on the Narew River in northeastern Poland. A ﬂood was deﬁned as a period
hen discharges equalled or exceeded a threshold determined according to the hydrological criterion of QHthreshold =
1966−2012/Nov−Apr
max = 73.0 m3s−1(Ozga-Zielinska and Brzezin´ski, 1997). To speciﬁcally identify snowmelt ﬂoods, the hydro-
ogical stage of the catchment prior to the occurrence of the ﬂood, as well as the hydro-meteorological factors affecting
oods in September and October every year between 1966 and 2012, were taken into account. In doing so, potential ﬂoods
rom November, December and January arising from non-standard fall and early spring rainfall events were eliminated. This
nalysis was carried out to obtain an a priori genetic homogeneous series of ﬂoods that could serve as the base for statistical
nalysis and the computation of quantitative characteristics for Qmax,f and Vf.
The analysis of genetic (physical) conditions of ﬂood occurrence take into account the meteorological variables of: daily
nd monthly precipitation totals, type of precipitation (rain, snow, and mixed rain and snow fall), snow cover depth, water
quivalent of snow, mean daily air temperature, minimum air temperature on the ground, daily temperature distribution, and
tate of soil (daily mean soil temperature at 5 cm depth). The main sources of meteorological information were measurements
nd observations carried out at meteorological stations in Bialystok, Mikolajki and Suwalki, climatic stations in the Biebrza,
oldap and Bialowieza regions, respectively, and precipitation recording sites in Burzyn, Debowo and Sokolka (Fig. 1).
.2. Homogeneity analysis
The 1D and 2D probability distributions used in this paper can only be employed with homogeneous time series; however,
ydrological data series can include signiﬁcant non-homogeneities due to human interventions, changes in measurement
quipment or methods, and natural changes in the system. We  therefore conducted a homogeneity analysis of the data
ccording to the procedure proposed by Ozga-Zielinski (1999) and Ozga-Zielinska et al. (2005). This includes graphical
nalysis and correction of non-homogeneities due to changes in the basin or measurement instruments (e.g. genetic method)
s well as statistical methods of checking for outliers (e.g. Grubbs–Beck test), independence (e.g. Wald–Wolfowitz test
nd Anderson serial correlation coefﬁcient test) and stationarity of the data (e.g. Kruskal–Wallis test for jump of mean
alue, Spearman rank correlation (SRC) coefﬁcient tests for the trend of mean value, and the SRC for trend of variance).
ntransformed data series were used for the homogeneity analysis, as variable normalization could mask potential non-
omogeneities.
.3. Statistical analysis of ﬂood quantitative characteristics Qmax,f and Vf
Input data were processed separately for the estimation of 2D normal probability distributions of random variables
Qmax,f, Vf) by the MLM  method and for estimation of 2D distributions using copula functions. In the ﬁrst case, the normality
f marginal distributions is required. The veriﬁcation of goodness-of-ﬁt, theoretical and empirical distributions employed
he –Kolmogorov test at a signiﬁcance level of  ˛ = 0.05, with a reduced critical value to account for the fact that parameters
f the normal distribution were estimated rather than being known a priori (We˛glarczyk, 1993). According to We˛glarczyk
1993), the percent of reductions in critical values cr(˛) for generating quantiles for  ˛ = 0.10, 0.05 and 0.01, are 33, 35 and
7% respectively for asymptotic values. For further calculations, the critical value cr(˛) was reduced 35% for a signiﬁcance
evel of  ˛ = 5% (0.05).
The goodness-of-ﬁt analysis was also applied to Normal Probability Plots. When empirical and normal distributions
iverged, a normalization was applied such that u = ln (x − c), where c was  the lower bound of the probability distribution
nd u was the normalized variable. The main reasons for divergences are anthropogenic factors (i.e. factors related to the
irect and indirect human impact on the environment and its inhabiting plants and animals). The Upper Narew watershed
s an example of land use that leads to environmental degradation and unfavorable changes, such as the imbalance of water
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in the soil as a result of dredging the drainage of rivers, or defective melioration. A calculation can be made for c = 0 or
alternatively, the value of the lower bound can be estimated by another method (e.g. empirically) or from a chart of the
normalized variable u by creating a straight line on a normal probability distribution plot.
3.3.1. Determination of statistical characteristics of Qmax,f and Vf series
As the estimation of copula-generated probability distribution parameters requires optimal marginal distributions, the
ﬁrst step is to investigate those probabilistic or randomness properties of Qmax,f and Vf (e.g.: mean value, median, standard
deviation, variance, skewness and kurtosis) that foster selection of theoretical models for a 1D probability distribution. This
analysis is very useful in selecting – on the basis of observed values of the random variables Qmax,f and Vf – both the accurate
probability density functions f(qmax,f) and f(vf), and the accurate cumulative distributions.
3.3.2. Models of probabilistic properties of Qmax,f and Vf
It was assumed that three possible mathematical models were capable of describing the probabilistic properties of the
random variables Qmax,f and Vf, namely: (i) log-normal (LN) (Johnson et al., 1994), gamma  (GA) (Aksoy, 2000), Weibull (WE)
(Sagias and Karagiannidis, 2005), (ii) Inverse Gaussian (IGa) (Barndorff-Nielsen, 2007), and (iii) Generalized Exponential
(GE) (Gupta and Kundu, 1999). In the cases of LN, WE  and GE, distribution quantiles can be easily calculated; however, the
complex forms of the GA and IGa distribution density functions do not allow one to obtain an analytical form of quantiles.
In such cases, theoretical quantiles are obtained by a numerical Newton method that ensures good convergence and short
computation time.
3.3.3. Estimation of parameters of marginal probability distribution functions
For LN, GA, WE,  IGa and GE distributions, the so-called lower (left-side) bound, di, of the random variable is not subject to
estimation with regards to the three parameter density functions. Two remaining parameters (scale and shape) for a preset
value of lower bound were estimated by the MLM  method. Estimators of parameters of GA, WE  and GE distributions were
determined from a set of equations by minimizing the suitable formula using the numerical methods of Brent and Newton
(Chapra and Canale, 2006). It was assumed that for the LN, GA, WE,  IGa and GE distributions, the lower bound di satisﬁes
the condition0 ≤ di < min
(
xj
)
1≤j≤N
, where N is the size of the random variable sample, and di is allowed to adopt values from 0
to the minimum value of the random variable of the sample. The validity of the di value for each distribution was assessed
using the Akaike Information Criterion (AIC) as follows (Akaike, 1974):
AIC = 2K − 2
(
	ˆ
)
(21)
where,

(
	ˆ
)
is the logarithm of the likelihood function for the estimated vector of parameters 	ˆ, and
K is the number of parameters of the density function.
According to AIC, the best model with lower bound di is the one for which the AIC value is lowest.
3.4. Selection of the best ﬁtted marginal probability distribution for random variables Qmax,f and Vf
The selection of the best ﬁtted probability distribution focuses on the tails of tested distributions. Tail regions are very
important from the point of view of the occurrence of extreme values of a random variable (i.e. values with very small
probabilities). Therefore, the assessment of the goodness-of-ﬁt marginal distribution employed a number of statistical tests:
Kolmogorov–Smirnov (K–S) (Genest et al., 2006; Genest et al., 2009), Anderson–Darling (A–D), Liao–Shimokawa (L–S) (Liao
and Shimokawa, 1999) and Kuiper (K) (Koziol, 2008).
The K–S test can be used in verifying large deviations of a theoretical distribution from an empirical one. The A–D test
is sensitive to deviations in the tail region (Abidin et al., 2012), while the L–S test is the best test to verify Gumbel and 2-
parameter Weibull distributions (Liao and Shimokawa, 1999). A K test was employed in order to verify the goodness-of-ﬁt of
marginal distributions in the region of the median as well as in the lower and upper tails of a distribution. Values of calculated
statistics for every tested distribution were compared with critical values computed by a bootstrap method (Amal, 2006).
For further analysis, these distributions were selected when the AIC criterion was  minimal, rendering the null hypothesis
regarding the goodness-of-ﬁt between the theoretical and empirical distributions unable to be rejected (  ˛ = 0.05).
3.5. Estimation of parameters of 2D normal distribution and generating realizations of random variables (qmax,f, vf)
Parameter estimation for the 2D normal distribution followed the MLM  method (Kotz et al., 2000) and yielded bothan estimator of the expected value matrix ˆ =
[
1
2
]
as well as an unbiased estimator of the covariance matrixˆ =[
21 12
12 22
]
.
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The 2-dimensional random variable (Qmax,f, Vf) realization was  generated in three steps: (i) through a Cholesky decompo-
ition of the 2 × 2 dimension  matrix, where C was  the upper triangle 2 × 2 dimension matrix, and CT was the transposition
atrix; a suitable matrix C was built to meet the condition CCT = , (ii) the realization of the 2D random variable of the
tandard normal distribution z = (z1, z2)T with k = 1000 elements was generated using a Box–Muller transformation (Box and
uller, 1958), and (iii) the random variable Z was transformed according to the formula x =  + A z.
.6. Estimation of parameters of a copula functionand generating the random variable (qmax,f, vf) = (F1(qmax,f), F2(vf))
The most difﬁcult problem in implementing copula theory is the estimation of unknown parameters of marginal proba-
ility distributions as well as the copula itself. Parameter estimations occurred in two  stages: (i) estimation of parameters
f the marginal probability distributions by the MLM  method, and (ii) estimation of the correlation coefﬁcient  by Bayesian
imulation for the elliptical Gaussian copula and by the IFM method for the Archimedean 1-parameter Gumbel–Hougaard
opula.
.6.1. Estimation of elliptical Gaussian copula
In the case of the 2D elliptical Gaussian copula, estimation of the single parameter correlation coefﬁcient  was  achieved
hrough a Monte Carlo simulation method (Danaher and Smith, 2009), based on Markov Chain Monte Carlo (MCMC). The
lgorithm was carried out in ﬁve steps. In the ﬁrst step, random variables Qmax,f and Vf were transformed twice according
o equations:
x∗1,i = ˚−1[F1(qmax,i)]fori = 1, ..., N (22)
x∗2,i = ˚−1[F2(vf,i)]fori = 1, ..., N (23)
here,
F1 and F2 are cumulative distribution functions of margins, and
−1 is the reverse function to the cumulative distribution of the normal distribution.
In this manner, the set of realizations of random variablesx∗ =
{
x∗1,i, x
∗
2,i
}
was  obtained for i = 1,. . .,N, generated by the
eans of an elliptical Gaussian copula and transformed to an R2 = R+ × R+ space. The set of observed realizations of random
ariables Qmax and Vf was denoted as x =
{
qmax,i, vf,i
}
for i = 1,. . .,  N where N = 44.
In the second step, the correlation coefﬁcient r, conditioned by sets x∗ and x, was estimated by the Metropolis-Hastings
ethod (Chib and Greenberg, 1995). This involves the generation of a new variable value rnew by means of a normal distri-
ution, where rnew∼N(rold, 0.01) and rold are the values of the correlation coefﬁcient obtained in the previous iteration of
he Marcov chain on the basis of criterion :
 ˛ = min(1, f  (r
new|r, x∗, x)
f (rold|r, x∗, x) ) (24)
This criterion is connected to a conditional a posteriori distribution (Danaher and Smith, 2009). The value of the random
ariable u ∼ U(0,1) from the uniform distribution was compared with criterion . If u ≤  ˛ then r = rnew; otherwise r = rold.
If R is a 2 × 2 dimensional upper triangle matrix with correlation coefﬁcients (r) and estimated by the Metropolis-Hastings
ethod (as its elements are beyond the main diagonal that consists of elements equal to 1), then the Cholesky decomposition
f the 2×2 dimension  matrix follows the equation  ˙ =
(
RTR
)−1
, where RT is the transposition matrix. The 2 × 2 dimension
 = diag(˙)−1/2  ˙ diag(˙)−1/2 matrix is then computed, where diag(˙) becomes the diagonal matrix comprised of the
eading diagonal of .
In the third step, the value of the correlation coefﬁcient  serves as the input to a randomizing realization of variables
rocedure that yields the normal distribution Z ∼ N(0, ). In the fourth step, the realization of the 2D random variable is
enerated by means of a Gaussian copula as V = ((Z1), (Z2)). The ﬁfth and ﬁnal step consists of transforming the random
ariable V to the R2 = R+ × R+ space i.e. X = (F−11 (V1), F−12 (V2)).
During the study, k = 10,000 iterations of the algorithm were run. A set of random variables {(P(1), X*(1), V(1), X(1)), . . .,
P(k), X*(k), V(k), X(k))} was obtained. An estimator ¯, of the correlation coefﬁcient , computed by the algorithm of the
etropolis-Hastings method, was calculated as (Chib and Greenberg, 1995):
¯ = 1
k∑
(i) (25)
k
i=1
The ﬁrst elements of the chain were skipped in the estimation (Eq. (25)) because their probability distribution was  biased
y the inﬂuence of the starting point (0) (Barker and Kelsey, 2012).
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3.6.2. Estimation of Archimedean 1-parameter Gumbel–Hougaard copula
The estimation of the Archimedean 1-parameter Gumbel–Hougaard copula was  carried out in two  steps using the IFM
method (McLeish and Small, 1988; Cherubini et al., 2004). In the ﬁrst step, the parameters 	j of the marginal probability
distribution were estimated as:
	ˆj = argmax	j
N∑
t=1
log fj(xjt; 	j) or j = 1.2 (26)
where:
N is the size of random sample.
On the basis of the estimated parameters 	ˆj , in the second step, the parameters of the copula Ф were estimated as follows:
ˆ˚ = argmax˚
N∑
t=1
log c(F1(x1t , 	ˆ1), F2(x2t , 	ˆ2)) (27)
The realization of the 2D random variable (Qmax,f, Vf) was  generated using a Gumbel–Hougaard copula generator
(Cherubini et al., 2004; Matúsˇ, 2009):

 (u) = (− log u1)	 (28)

−1 (t) = exp(−t1⁄	) (29)

−1(1) (t) = − exp
(
−t1⁄	
)
1
ı
t
1
	
−1 (30)
drawing values of variable v1 and v2 from the range [0,1] with a uniform distribution, and u1 = v1,
c1 = 
 (u1) = (− log u1)ı (31)
c2 = 
 (u1) + 
 (u2) = (−logu1) + (−logu2) (32)
v2 = c2 (u2|v1) i.e., v2 =

−1(1) (c2)

−1(1) (c2)
(33)
thus,
v2 =
− 1
	
exp
(
−
[
(− log u1)	 + (− log u2)	
] 1
	
)[
(− log u1)	 + (− log u2)	
] 1
	
−1
− 1
	
exp
(
−
[
(− log u1)	
] 1
	
)[
(− log u1)	
] 1
	
−1
(34)
3.7. Measures of goodness-of-ﬁt for 2D probability distribution
When estimating parameters of a 2D probability distribution by the copula method, more than one joint function is
generally taken into account, so that the problem of selecting an appropriate copula type is crucial, requiring one or more
classiﬁcation criteria. Five measures were used to verify the goodness-of-ﬁt of the theoretical distribution with the empir-
ical distribution (Table 1): Kolmogorov–Smirnov (K–S) (Genest et al., 2006; Genest et al., 2009), Anderson–Darling (A–D)
(D’Agostino and Stephens, 1986), Integrated Anderson–Darling (IA–D) (Gwinn, 1993; Kotz et al., 2001), Kuiper distance (K)
(Stephens, 1969; Koziol, 2008) and Euclidean distance (L2) (Gower, 1985). The above-mentioned measures were adapted
for the 2-dimensional case. Copula measures of goodness-of-ﬁt were obtained by computing the distance between the
empirical copula Cemp and the parametric copula Cteo ﬁtted to the data (Mendez et al., 2007).For the K–S test, the measure of
goodness-of-ﬁt is the maximal distance between the theoretical and empirical cumulative distribution for various regions of
the probability distribution. Having minimal maximal-distance points between theoretical and empirical data distributions
indicates which theoretical distribution function best ﬁts the empirical data. The K–S test draws attention to deviations in
the central part of the distribution. Consequently, the A–D test was  applied to measure deviations in the tail parts of the
distributions. As the IA–D test is less sensitive to large deviations, its statistic reduces the inﬂuence of the occurrence of
outliers in the sample. The statistics A–D and IA–D emphasize deviations in the tails (i.e. the corners of the unit square) by
applying a weight function (Mendez et al., 2007) w = 1/
√
Cteo(ui, vj)
(
1 − Cteo(ui, vj)
)
to the K–S formula, where: Cteo(ui, vj)is a parametric copula and i, j = 1,. . .,  N is the size of the random sample. The K test checks deviations over the entire range
of the probability distribution, but with special attention to the median region and the tails. An alternative solution to these
tests is the Euclidean distance L2, which measures the distance between two points in geometric space. In this case, there is
no inﬂuence of outliers in the sample on the ultimate result of the veriﬁcation.
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Table  1
Goodness-of-ﬁt tests for 2D probability distributions of random variable (Qmax,f, Vf).
Kołmogorov-Smirnov (K–S) DK−S =
max
1≤i,j≤N
|Cemp
(
ui, vj
)
− Cteo
(
ui, vj
)
|,
where:
N—size of random sample,
Cemp(u,v)—empirical copula
Cteo(u,v)—theoretical copula
Cˆemp (u, v) =
#
{
(xk,yk):Fx(xk)≤u,Fy(yk)≤v
}
N ,
where:
(xk, yk)
N
k=1random sample of size N
#  number of elements in set, Fx(xk) F
and y(yk) marginal empirical
probablistic distribution.
Anderson-Darling (A–D) DA−D =
max
1≤i,j≤N
|Cemp
(
ui, vj
)
− Cteo
(
ui, vj
)
|√
Cteo
(
ui, vj
)(
1 − Cteo
(
ui, vj
))
Integrated Anderson-Darling (IA–D) DIA−D =
N∑
i=1
N∑
j=1
(
Cemp
(
ui, vj
)
− Cteo
(
ui, vj
))2
Cteo
(
ui, vj
)(
1 − Cteo
(
ui, vj
))
Kuiper (K) DK =
max
i,j
(
Cemp
(
ui, vj
)
− Cteo
(
ui, vj
))
+
max
i,j
(
Cteo
(
ui, vj
)
− Cemp
(
ui, vj
))
Euclidean distance (L2) DL2 =√√√√ N∑
i=1
N∑
j=1
(
Cemp
(
ui, vj
)
− Cteo
(
ui, vj
))2
Table 2
Upper and lower indices of probability distribution tails.
Copula Symbol l u Remarks
1-
parameter
cop-
ula
Gaussian Elliptical B0 0 0 C−
=−1, C
⊥
=0, C
+
=1,
where:
C− = min ( + z)—minimum copula
C+ = max ( + z − 1.0)—maximum
copula
C⊥ =  · z—multiplicative copula
1
ı ⊥ +
b
p
t
b
4
4
1
t
R
ﬂ
tGumbel–Hougaard Extreme Values EV B6 0 2 − 2 C
ı=1, Cı→+∞
Upper tail is heavy,
Lower tail is light (normal)
In the methodology for selecting a mathematical model, emphasis was  put on the tail portions of the distributions
ecause it is in these regions that the maximum values of Qmax and Vf occur. The method of parameter estimation for a 2D
robability distribution by means of a copula enables the determination of the degree of ‘heaviness’ of heavy-tails as well as
he relationship between tails of marginal cumulative distributions. The relationship between extreme values was  described
y the lower l and upper u indices of tails of the probability distribution (Table 2).
. Results and discussion
.1. Identiﬁcation of snowmelt ﬂoods for the Upper Narew River at Wizna, Poland
44 snowmelt ﬂoods were identiﬁed among the series of discharge measurements recorded at the Wizna station between
966 and 2012. For all seasonal ﬂood events not classiﬁed as snowmelt ﬂoods (i.e., 1972, 1975, 1981, 1984, 2001 and 2008),
he snow cover was not very deep and developed over a short period of time, mainly in the eastern portion of the Biebrza
iver watershed and in the upper portion of the Narew River watershed. However, in 1986, 2005 and 2011, two snowmelt
oods occurred. For the 44 accepted snowmelt ﬂooding events, the 2D random variable (Qmax,f, Vf) sample was  constructed
aking into consideration peak Qmax,f [m3 s−1] and volume Vf [106 m3] of each ﬂood (Fig. 2).
38 B. Ozga-Zielinski et al. / Journal of Hydrology: Regional Studies 6 (2016) 26–51Fig. 2. Maximum ﬂow and volume of snowmelt ﬂoods for the Upper Narew River at Wizna, Poland (cross-section from the period 1966–2012).
4.2. Homogeneity analysis of Qmax,f and Vf
The homogeneity analysis was carried out in accordance with the procedure presented in Section 3.2. While the
Grubbs–Beck test (Grubbs and Beck, 1972; Bulletin 17B, 1982) used in homogeneity analysis recognized one outlier (e.g.
a high-magnitude ﬂood) in the tested sample of Qmax,f, genetic analysis of this ﬂood showed it to conform to the natural
behavior of ﬂood events and it was therefore not rejected from the sample. No outliers were detected in the Vf sample. As the
data also passed statistical tests for independence (Anderson, 1941; Bulletin 17B, 1982; Pilon et al., 1985) and stationarity
(Dahmen and Hall, 1990; Sneyers, 1990), it was concluded that the homogeneity analysis procedures indicated no reason to
reject the null hypothesis regarding the homogeneity of the tested data.
4.3. Statistical analysis of Qmax,f and Vf
4.3.1. Normalization and veriﬁcation process
Logarithmic transformations with various lower limits c were employed for normalization. The Kolgomorov–Smirnov
test was used to verify the normality marginal distributions of normalized and original values of Qmax,f and Vf. The critical
values of the test were computed using a bootstrap method (Amal, 2006). While the Kolgomorov–Smirnov test rejected
the hypotheses of normality for the original variables Qmax,f and Vf (  ˛ = 0.05), the hypothesis of normality for normalized
variables with various limits c was not rejected, with the lowest test statistics obtained for the normalized variables Qmax,f
[c = 41.94 m3s−1]; (i.e. ln(Qmax,f − 41.94)), and Vf [c = 0 m3]; (i.e. ln(Vf)).
The normal probability plots for ln(Qmax,f − 41.94) and ln(Vf) conﬁrmed the results of the Kolmogorov test. Assessing the
goodness-of-ﬁt hypothesis for tested variables’ distributions with normal distributions requires co-linearity of both theo-
retical and empirical distributions. If the observed values of random variables (abscissa on plots) yield a normal distribution,
then all points should be close to a straight line (Figs. 3 and 4). Parameters of the normal probability distribution for the 2D
random variable
(
ln(Qmax,f − 41.94),  ln(Vf)
)
were estimated by the ML  method.
4.3.2. Characteristics of the probability distribution for Qmax,f and Vf
To compare a 2D normal probability distribution with a 2D copula-based probability distribution, it was  necessary to
determine the best ﬁtted marginal distributions for variables Qmax,f and Vf. For this, the measures of asymmetry, peakedness,
dispersion and position were calculated for variables Qmax,f and Vf as well as their normalized counterparts.
A large positive skewness of Qmax,f indicated that the tail on the right side of the probability density function was  longer
or ‘fatter’ than the one on the left side. In the case of variables ln(Qmax,f − 41.94) andln(Vf), skewness ranged between ±1.5,
indicating that their distributions were symmetrical and close to that of a normal distribution.
The positive kurtosis value for the original variable Qmax,f indicated a heavier tail of its distribution than that of a normal
distribution. However, small positive values of kurtosis (±3.0) for ln(Qmax,f–41.94) and ln(Vf) indicated that their distributions
were close to a normal distribution, but remained slightly more slender. In the case of Vf, the skewness and kurtosis were 1.352
and 1.774 respectively, indicating a close-to-normal distribution; however, a comparison of mean and median contradicted
this result.4.4. Selection of the best ﬁtted function of the marginal distribution for Qmax,f and Vf
Five probability distributions—log-normal (LN), gamma  (GA), Weibull (WE), Inverse Gaussian (IGa) and Generalized
Extreme Value (GE)—were employed to select the best ﬁtted marginal PDF. The best ﬁtted distribution was  selected when
B. Ozga-Zielinski et al. / Journal of Hydrology: Regional Studies 6 (2016) 26–51 39
Fig. 3. Normal Probability Plot for ln(Qmax,f–41.94).
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he AIC criterion was minimal and the A–D, K–S, L–S and K statistical tests (  ˛ = 0.05) did not reject the goodness-of-ﬁt
ypothesis. In close relation to the size of the random sample being based upon the parameters of the estimated PDF, the
igniﬁcance level was also based on the authors’ experiences in testing theoretical and empirical distributions. Generally, the
arger the sample is, the lower the value of the signiﬁcance level that can be adopted. Given a sample size of 44 for the tested
ariables, the acceptable signiﬁcance level would be  ˛ = 0.01; however, to avoid committing a type I error (i.e. rejection of
he tested null hypothesis H0 when it is true),  ˛ = 0.05 was  adopted. Nevertheless, critical values of tests for  ˛ = 0.01 are also
resented in Tables 3 and 4.
For Qmax,f, the tests rejected the GE distribution and for Vf, the tests rejected the LN (K–S test) and the IGa (A–D, K–S,
&S and K tests)(  ˛ = 0.05). Based on the AIC criterion (Tables 3 and 4), the LN (AICLN = 528.24) and WE  (AICWE = 647.34319)
istributions were selected as the best ﬁtted for Qmax,f, and Vf respectively. Since values of AIC accepted by the test distri-
utions differed slightly, it was decided that a graphical comparison of the theoretical and empirical distributions would be
onducted as an additional assessment of goodness-of-ﬁt.
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Table. 3
Results of goodness-of-ﬁt tests for the Qmax,f variable for the Akaike Information Criterion (AIC). Bold features indicate the best ﬁtted theoretical probability
distribution, while underlined features show distributions for which tests rejected the null hypothesis at  ˛ = 0.01 and/or  ˛ = 0.05.
A-D K-S L&S K AIC
LN 0.21768 0.09774 0.58297 0.14509 528.23671
˛cr. = 0,05 0.63806 0.12246 0.90300 0.21111
˛cr. = 0,01 0.86145 0.14291 0.94938 0.24126
GA 0.31316 0.07785 0.70813 0.14020 528.72509
˛cr. = 0,05 0.67617 0.11506 0.94938 0.21179
˛cr. = 0,01 1.00582 0.13930 1.15782 0.24261
WE  0.41509 0.07798 0.80344 0.15263 528.56699
˛cr. = 0,05 0.81890 0.13268 1.04046 0.22419
˛cr. = 0,01 1.09537 0.15665 1.23683 0.25477
IGa  0.26124 0.10214 0.64004 0.15342 528.70531
˛cr. = 0,05 0.65858 0.12570 0.91480 0.21090
˛cr. = 0,01 0.94334 0.14985 1.05684 0.24442
GE 16.18132 0.34217 5.32600 0.36416 567.35627
˛cr. = 0,05 0.80389 0.13701 1.01582 0.22201
˛cr. = 0,01 1.20193 0.16646 1.24568 0.25656
Table 4
Results of goodness-of-ﬁt tests for Vf variable for the Akaike Information Criterion (AIC). Bold features show the best ﬁtted theoretical probability
distribution, while underlined features indicate distributions for which tests rejected the null hypothesis at  ˛ = 0.01 and/or  ˛ = 0.05.
A–D K–S L&S K AIC
LN 0.53710 0.12790 0.80442 0.18860 649.25300
˛cr. = 0,05 0.72067 0.12720 0.93932 0.21393
˛cr. = 0,01 0.93204 0.14998 1.08232 0.24734
GA  0.42637 0.10842 0.76940 0.19467 647.58226
˛cr. = 0,05 0.70727 0.11822 0.98340 0.21361
˛cr. = 0,01 0.99073 0.13809 1.27119 0.24831
WE  0.49901 0.11137 0.84450 0.20571 647.34319
˛cr. = 0,05 0.82052 0.13089 1.03031 0.22181
˛cr. = 0,01 1.08853 0.15512 1.19596 0.24998
IGa  0.79429 0.15360 0.94873 0.21135 650.74591
˛cr. = 0,05 0.75147 0.13437 0.96640 0.21563
˛cr. = 0,01 0.97969 0.16031 1.13220 0.25285
GE  0.39657 0.09879 0.74553 0.18583 647.73770
˛cr. = 0,05 0.93225 0.14807 1.04318 0.22376
˛cr. = 0,01 1.48164 0.18732 1.31003 0.25964
Fig. 5. Quantile theoretical—Quantile empirical (Q–Q) Plot for Qmax,f.
B. Ozga-Zielinski et al. / Journal of Hydrology: Regional Studies 6 (2016) 26–51 41
Fig. 6. Probability Plot for Qmax,f.
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A q–q plot (e.g. empirical quantiles–theoretical quantiles) is presented in Fig. 5, where observed values of Qmax,f versus
xpected values from WE  (e.g. ﬁrst choice Table 3) and LN (e.g. second choice Table 3) distributions were drawn. An ideal ﬁt
f the theoretical distribution to observed values would result in a straight line relationship for the plots. Therefore, based on
 visual assessment of the plots, both WE  and LN distributions were deemed to approximate the empirical distribution well.
he WE  distribution had a lighter tail (e.g. coloured points deviated more from a straight line than did the blank points of the
N distribution, showing the latter to be a better ﬁt). Moreover, the comparison of WE  and LN probability distribution plots
or Qmax,f (Fig. 6), showed the LN distribution to better approximate observations than the WE  distribution, in particular for
he upper region where extreme values of snowmelt ﬂood occur (e.g. Qmax,f = 992.0 m3 s−1 in 1979).A similar graphical analysis was conducted for the Vf variable. For this variable, the minimal values of AIC criterion were
btained for WE  (e.g. ﬁrst choice, Table 4) and GA (e.g. second choice, Table 4) distributions. The probability distribution plots
or both distributions were very similar (Fig. 7). For the upper portion of distributions, the last element of the GA distribution
s slightly closer to a straight line than the last element of the WE distribution. This was conﬁrmed by the smaller value of
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A–D test statistics for the GA vs. WE  distributions (A–DGA = 0.426 vs. A–DWE = 0.499 (Table 4)). However, for the remaining
quantiles, the WE  distribution is closer to a straight line. Because the right tail of the WE distribution is slightly lighter than
for the GA distribution, the selection of the WE  distribution gave a smaller probability of occurrence of extreme Vf values
(Fig. 8). Lastly, on the basis of the entire analytical and graphical assessment of goodness-of-ﬁt, the LN distribution and WE
distributions were chosen for Qmax,f and Vf as the best ﬁtted marginal distributions for 2D probability distribution estimation
via the copula method.
4.5. Comparison of 2D probability distribution functions of normal distribution and Gaussian and Gumbel–Hougaard copulas
for the (Qmax,f, Vf) variables
Prior to comparison of their 2D normal vs. copula-based distributions, the relationship between the original random
variables Qmax,f and Vf was investigated. A linear regression of Qmax,f vs. Vf with
Vf = 2.28Qmax,f + 162.50 (35)
indicates a strong linear correlation p = 0.813 between the two  variables, with some regions of nonlinearity in the plot. In the
case of a monotonic relationship, the nonparametric Spearman correlation can be used. A Spearman correlation coefﬁcient
of s = 0.900 conﬁrmed the high level of co-dependence between the tested variables, conﬁrming the appropriateness of
using a 2D normal probability distribution for the probabilistic description of the (Qmax,f, Vf) variable.
4.5.1. Parameters of 2D normal probability distribution, Gaussian and Gumbel–Hougard copula functions and measures of
goodness-of-ﬁt
An important step in the construction of the 2D model for 2D variables (Qmax,f, Vf) is assessing suitable 2D copula functions
in comparison with their observations. In this study, two  well-known families of copulas were arbitrarily chosen, featuring
a wide range of dependence, and representing elliptical and Archimedean families and a binormal probability distribution
function. In Figs. 9–11 , the level curves of the empirical copula were compared to the theoretical bivariate normal distri-
bution, Gaussian and Gumbel–Hougaard copulas, respectively. They were ﬁtted to the available observations, with those of
the empirical copula constructed using the same data. These above comparisons were carried out for the following quan-
tiles: 0.25, 0.50 and 0.75. The straight lines obtained and jumps observed in the empirical curves are due to the presence
of identical pairs of observed values, as well as the ﬁnite, discrete nature of the sample values. Occurrence of such events
spoils the estimation of chosen probabilities.
The above can be performed as a comparison of the distribution of ranks (i.e. properly normalized into a domain of unity
I) (De Michele et al., 2007; Salvadori et al., 2007). Marginals are not used to construct the empirical copulas and the analyzed
domain is the unit square I2. In this way, we can obtain a non-parametric bivariate distribution. However, in this study it was
decided to use a procedure that allows us to compare the probability curves of theoretical and empirical distributions in the
space ﬁlled with observations (black points) and a cloud of 2D variables generated from the tested bivariate distributions
(gray points) in Figs. 9–11.
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Fig. 9. Comparison between the level curves of the theoretical bivariate normal distribution (solid lines), ﬁtted to the available observation (black circle)
and  those of the empirical distribution (lines with triangles) constructed using the same data.
Fig. 10. Comparison between the level curves of the theoretical bivariate Gaussian copula (solid lines), ﬁtted to the available observation (black circle) and
those  of the empirical copula (lines with triangles) constructed using the same data.
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Fig. 11. Comparison between the level curves of the theoretical bivariate Gumbel–Hougaard copula (solid lines), ﬁtted to the available observation (black
circle)  and those of the empirical copula (lines with triangles) constructed using the same data.
Table 5
Estimators of parameters of 2D probability distributions estimated by MLM, Gaussian and Gumbel–Hougaard copulas, Spearman rank correlation coef-
ﬁcients s as well as results of K–S, A–D, IA–D, K and L2 goodness-of-ﬁt tests for the (Qmax,f, Vf) variables (bold features refer to best ﬁtted distribution
according to the speciﬁc test).
Estimated parameters of 2D distributions s K–S test A–D test IA–D test K test L2 test
2D Normal distribution 0.9809 0.0361 0.4803 119.006 0.2727 4.6749
¯  0,871
Gaussian copula 0.7721 0.1368 2.3854 439.292 0.2384 2.5513
¯  −0,665
Gumbel–Hougaard copula 0.9361 0.0517 0.4031 63.175 0.2296 3.4492
	  1.674
upper 0.487
When the marginal distributions were normal, the Gaussian copula generated evenly distributed points characteristic of
a joint standard normal distribution (Fig. 10). In other cases, points were not evenly distributed. Copula theory and Monte
Carlo simulations were used to determine the level of heaviness of the tails of the multidimensional cumulative distributions
as well as their co-independence. The above analysis showed positive dependence among variables describing the studied
snowmelt ﬂoods as well as some asymmetries in the dependence structure. The above random property is much better
described by the Gumbel–Hougaard copula (Fig. 11) than by the 2D normal distribution (Fig. 9) or Gaussian copula (Fig. 10).
The Gaussian copula is obviously symmetric and hence the lower and upper tail dependence coefﬁcients are the same, i.e.
l = u = 0, which is a drawback in the application of this copula’s function to describe extreme events such as snowmelt
ﬂoods.
The symmetric distribution of correlation on both sides of the median means that the same correlation will concern
the occurrence of extreme high and low values of each marginal variable. This represents a signiﬁcant impediment to using
simulation ﬂoods. Such situations should be taken into account in the descriptions of snowmelt ﬂoods. An important property
of the Gaussian copula is the disappearing correlation at the ends of the density distribution of these functions (Eq. (18)). This
means that during the simulation, the extreme values are independent of each other. In the case of modelling extreme ﬂood
events, such an assumption is incorrect and despite the simplicity the Gaussian copula is not the best tool for simulating
correlation of rare events such as Qmax,f and Vf.
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Table 5 presents the parameters of the 2D normal distribution estimated by the MLM  method, and the 2D probability distri-
utions estimated by the Gaussian and Gumbel–Hougaard copulas, as well as the Spearman rank correlation coefﬁcient s and
ve measures of goodness-of-ﬁt. The coefﬁcient s is equal to 0 for independent variables, and equals 1 or −1, respectively,
or ideal increasing or decreasing relationships. A high Spearman rank correlation coefﬁcient was  obtained for the normal
istribution (s = 0.9809), with slightly lower values for the Gumbel–Hougaard copula (s = 0.9361), and still lower values
or the Gaussian copula (s = 0.7721). It is worth noting that the (Qmax,f, Vf) variable generated by the Gumbel–Hougaard
opula preserved a similar relationship between Qmax,f and Vf variables to that of observed values (s = 0.900). The parameter
 of the Gumbel–Hougaard copula is allowed to differ in range [1,+∞). When 	 = 1, no relationship exists between the tested
ariables, whereas for the obtained value of 	 = 1.674, a stronger relationship is indicated. The upper index of the upper tail
f the Gumbel–Hougaard copula (u = 0.487) indicated that the upper tail was  heavier than for the normal distribution (i.e.
u = 0).
The selection of the theoretical 2D random variables (Qmax,f, Vf) should be carried out with special attention to the tails
f the probability distributions given the importance of the occurrence of extreme events. Consequently, since measures of
oodness-of-ﬁt were adopted that were sensitive to deviations between theoretical and empirical cumulative distributions,
articular attention centered on the outcome of the Anderson–Darling (A–D) and Integrated Anderson–Darling (IA–D) tests.
he lowest values of these statistics (e.g. A–DG–H = 0.4031 and IA–DG–H = 63.175) were obtained for the Gumbel–Hougaard
opula with 3-parameter marginal distributions LN and WE,  respectively. As a second-best choice, these tests pointed to
he 2D normal distributions with parameters estimated by MLM  (e.g. A–DBi–N = 0.4803 and IA–DBi–N = 110.006). In the case
f the K–S test, the lowest values were also obtained for normal distributions (e.g. K–SBi–N = 0.0361, K–SG–H = 0.0517 and
–SGAUSS = 0.1368). In contrast to the A–D and IA–D tests, the K–S test is more sensitive to deviations in the central part of
he distributions. The Kuiper (K) test, sensitive to deviations in tail regions as well as those close to the median, pointed to
he Gumbel–Hougaard copula (e.g. KG–H = 0.2296, KGAUSS = 0.2384 and KBi–N = 0.2727), whereas the Euclidean distance L2 that
easures the distance between two points (excluding values of outliers) pointed to a PDF built upon a Gaussian copula as the
est ﬁtted distribution (e.g. L2GAUSS = 2.5513, L
2
G−H = 3.4492 and L
2
Bi−N = 4.6749). The greatest maximum deviations between
heoretical and empirical distributions were obtained for a probability distribution with parameters estimated through the
se of an elliptical Gaussian copula (e.g. K–SGAUSS = 0.1368, A–DGAUSS = 2.3854, IA–DGAUSS = 439.292). On the basis of the
nalysis of the nonparametric Spearman rank correlation coefﬁcient s, the outcomes of tests and visual assessment of
raphs, it was decided that 2D normal distribution and 2D probability distribution built using an Archimedean 1-parameter
umbel–Hougaard copula with LN and WE  marginal distributions should be further investigated.
.5.2. Joint exceedance probability function for (Qmax,f, Vf) variables
Figs. 12 and 13 show joint exceedance probability functions for the (Qmax,f, Vf) variable for the 2D normal and
umbel–Hougaard copula-based distributions, respectively. These ﬁgures show isolines of joint exceedance probability
(Qmax,f > qmax,f, Vf > vf) = p0, where p0 adopts values from the set {0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95}. Every
oint lying on the curve p = p0 deﬁnes a rectangle (PABC) with sides parallel to the abscissa and ordinate in such a manner
hat the probability of random variable (Qmax,f, Vf) belonging to this rectangle is p0. For the purpose of analysis, the quantile
ith a probability of 0.99 was determined for both random variables Qmax,f and Vf respectively:Q0.99max,f = 852.702 [m
3 s−1]
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and V0.99
f
= 2.057 [109 m3]. The rectangle APBO for p = 0.0038 was deﬁned in Fig. 12, and a 2D normal distribution of the joint
exceedance probability P(Qmax,f > qmax,f, Vf > vf) was  derived from Eq. (2). The values of the random variables Qmax,f and Vf
were 852.702 [m3 s−1] and 2057.105 [106 m3], respectively, such that P(Qmax,f > 852.702, Vf > 2057.105) = 0.0038. In Fig. 12,
the small grey points represent generated realizations of the (Qmax,f, Vf) random variable with normal marginal distributions,
whereas the larger black points represent observed historical realizations of this variable.
The point P lying on the curve for p = 0.0049 (Fig. 13) deﬁnes the rectangle PABC in such a manner that the probability
of random variable (Qmax,f, Vf) belonging to this rectangle (excluding sides AP and PC) is p = 0.0049. In this case, the joint
exceedance probability P(Qmax,f > qmax,f, Vf > vf) for qmax,f = 852.702 [m3 s−1] and vf = 2057.105 [106 m3] was equal to 0.0049.
In this case, the small grey points represented generated realizations of the (Qmax,f, Vf) random variable with log-normal and
Weibull marginal distributions.
The K–S, A–D, IA–D, K and L2 distance tests were employed in the selection of the 2D distribution of the (Qmax,f, Vf)
variables. Assuming an empirical cumulative distribution almost always coincides with a theoretical cumulative distribution,
the minimal distance between both cumulative distributions should indicate the best ﬁt of a theoretical distribution to
observed data. The two statistical tests, A–D and IA–D, which focus on the distributions’ tail regions recognized the 2D
distribution generated by the Gumbel–Hougaard copula as being the best ﬁt for the (Qmax,f, Vf) variables. It should be noted
that the IA–D statistic is particularly vulnerable to the occurrence of outliers in the random sample, a property of the IA–D
test which is important when a statistical model addresses extreme events (Neyman and Scott, 1971).
4.6. Practical comparisons of Gaussian copula, Gumbel–Hougaard copula and normal distribution ﬂood analysis applications
The joint exceedance probability of snowmelt ﬂood occurrence with peak discharge exceeding 852.702 m3 s−1 and a
ﬂood volume exceeding 2057.105 106 × m3 was equal to 0.0038 when the random variables (Qmax,f, Vf) yielded a 2D nor-
mal probability distribution. However, for the 2D probability distribution generated by a Gumbel–Hougaard copula, the
joint exceedance probability was 0.0049. While the difference between these two probabilities is small (0.0011), in the
context of water structure design (i.e. dams, water reservoirs, levees, polders, etc.), the exceedence probability is of partic-
ular importance. This is due to current national regulations in Poland, suggesting that this probability serves as the basis
for the sizing of water control structures (Ozga-Zielinska et al., 2011). For example, if according to a country’s particu-
lar regulations, the exceedance probability for designing a certain class of water control structures is P = 0.0049, the value
qmax,f of the variable Qmax,f and value vf of the variable Vf obtained from a 2D normal distribution for this probability P
will be less than the equivalent values obtained from the 2D probability distribution generated by a Gumbel–Hougaard
copula (Fig. 12). This is illustrated in Fig. 13, where the normally-distributed peak ﬂood discharge qmax,f = 852.702 [m3 s−1]
for an exceedance probability of P = 0.0038 is associated with a ﬂood volume vf, which is less than that obtained from
a Gumbel–Hougaard copula-generated probability distribution for the peak discharge. The same situation occurs for a
normally-distributed vf = 2057.105 [106 × m3] with an exceedance probability P = 0.0038, in the case that the value of peak
discharge qmax,f is less than the value of qmax,f obtained from a Gumbel–Hougaard copula-generated probability distribu-
tion for the ﬂood volume. Conversely, the exceedance probability P obtained for the Gumbel–Hougaard copula-generated
distribution is greater than that obtained from a normal distribution, indicating that a ﬂood with quantitative character-
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Fig. 14. Chart of generalized realization of 3D variable (Qmax,f, Vf , Tf) built on the Gumbel–Hougaard 3D copula.
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cstics of qmax,f = 852.702 [m3 s−1] and vf = 2057.105 [106 × m3] would be observed more frequently according to a statistical
odel estimated by the Gumbel–Hougaard copula method. The consequence of this can be seen when the risk of an event
ccurrence is assessed. Taking into account the classical approach to risk assessment, the risk R can be computed as R = P × L,
here P is the exceedance probability and L is losses (in terms of the number of human lives or economic value). Thus,
ccording to a statistical method estimated by the Gumbel–Hougaard copula method, when it comes to designing hazard
ones on the basis of stable (ﬁxed) losses, the potential risk of such an event is greater than that derived from the model of
 normal distribution (Ozga-Zielinski, 2015).
Based on the results of this study, it should be noted that, in terms of operational hydrology (snowmelt ﬂood condition,
escue operations in operational mode) for instant quantitative assessment of potential hydrological risks (ﬂood hazard),
 sufﬁciently accurate method is to use the bivariate normal distribution. In the case of activities related to mitigating
ood hazard, reducing the effects of ﬂoods, recovering from ﬂood events, protecting property from future damage and
apping ﬂood-prone areas, bivariate distributions with parameters estimated by the Gumbel–Hougaard copula method
hould be used. This should be done with full observance of procedures related to the following activities: preprocessing input
ata (homogeneity and statistical analysis), selecting optimal marginal distributions and choosing methods of estimating
arameters of marginals and copula functions, as well as qualitatively and quantitatively assessing the resulting 2D snowmelt
ood model.
For a more complete quantitative description of snowmelt ﬂoods, a 3D variable that can be supplemented by a snowmelt
ood duration T (e.g. expressed in days) should be applied. In this way, the design hydrograph characteristics of a 3D
henomenon would be composed of maximum peak discharge Qmax,f, ﬂood volume Vf and duration Tf. While the generation
f a 3D variable is not complicated (Fig. 14), the mathematics involved in conducting the probability analysis may  lead to
ifﬁculties. For example, problems may  arise when obtaining the density of a 3D copula that is calculated by its 3rd partial
erivate with respect to 3 variables. Therefore, in practice, a simpliﬁed solution is based on regression analysis, bivariate
onditional distributions, bivariate joint distributions and Kendall distribution functions (De Michele et al., 2007; Evin and
avre, 2008; Gräler et al., 2013).
The most popular solution is a 3D vine copula joining, in our case, the three marginal variables: Qmax,f, Vf and Tf. The
asic idea of a vine copula is to construct high-dimensional copulas based on conditional bivariate copulas (Vernieuwe et al.,
015). Generally, to construct a family of m-variate distributions, two  m-1 dimensional marginals having m-2 variables in
ommon are needed (De Michele et al., 2007). The complete density function c (Qmax,f, Vf, Tf) of a 3D copula is the following:
cQmax,fVfTf
(
qmax,f , vf , tf
)
= cQmax,fTf|Vf
(
FQmax,f|Vf
(
qmax,f|vf
)
, FTf|Vf (tf|vf)
)
(36)c
Qmax,fV f(qmax,f,vf)
.  cvfTf (vf, tf)
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5. Summary and conclusions
With a likely increase in extreme events (e.g. ﬂoods) in certain areas in the future due to climate change (Adamowski
et al., 2009; Adamowski et al., 2010; Nalley et al., 2012; Nalley et al., 2013; Haidary et al., 2013; Pingale et al., 2014;
Araghi et al., 2015), it will become ever more important to protect the public and their property from dangerous natural
extreme hydrological events (e.g. large ﬂoods); to do so, hydrologists must be able to accurately calculate the probability of
occurrence and duration of ﬂoods with peak ﬂows or volumes exceeding a certain threshold. This requires the application of a
mathematical description of ﬂood occurrence through the use of statistical models and probability distributions. Ultimately,
the choice of model must take into consideration the results of the calculated probability P(Qmax,f > qmax,f, Vf > vf) with the
smallest error, suggesting that particular attention be placed on the tails (e.g. extreme events) of the models.
This research compared the use of three different models—a 2D normal probability distribution, the elliptical Gaussian
copula and the Archimedean 1-parameter Gumbel–Hougaard copula—to the bivariate (2D) analysis of spring snowmelt
ﬂood parameters (e.g. peak discharge (Qmax,f) and ﬂood volume (Vf)). A Gaussian copula is not able to accurately model
more complex dependence structures (i.e. snowmelt ﬂood described by the random variables (Qmax,f, Vf)); dependence on
extreme values relies on marginal values. The Gaussian copula is symmetric and the lower and – more importantly – upper
tail dependence coefﬁcients are equal to zero. This property of the Gaussian copula deﬁnitely limits its effective use in
probabilistic descriptions of complex extreme phenomena, but on the other hand, the simplicity of this function encourages
its use. The A–D, IA–D and K tests explicitly pointed to the Gumbel–Hougaard copula-based model as that which best ﬁt the 2D
theoretical model for the random variables (Qmax,f, Vf). As the exceedance probabilities obtained from the Gumbel–Hougaard
copula were shown to be greater than those of the normal distribution, the results indicate an increasing risk of higher losses
in the river basin if the Gumbel–Hougaard copula model is used for designing ﬂood protection infrastructure (Ozga-Zielinski,
2015).
Copula functions have enabled the separate modelling of marginal distributions and joint distributions. The
Gumbel–Hougaard copula allowed for the shortening of the parameter estimation procedure compared to the Gaussian
copula. Copula functions have enabled the free choice of marginal distributions in the 2D model, and the consequent shift
away from dependence normality or ellipticity models compared to the 2D normal distribution model. Copula functions
have also enabled a move away from the linear measure of correlation between studied variables.
The Archimedean copula in the form of Gumbel–Hougaard, coupled with the possibility to choose marginal distributions,
enabled us to address several important issues related to the probabilistic description of snowmelt ﬂoods. An example of
one of these issues is the derogation from the normality related to – among other things – the problem of fat tails, especially
important in probabilistic descriptions of extreme natural phenomena such as snowmelt ﬂoods. The Gumbel–Hougaard
copula made it possible to capture the nonlinear relationship between high values of Qmax,f and relatively lower values of Vf,
as well as the inverse of events (i.e. the ﬂooding of low maximum ﬂow and large volumes of such ﬂoods). The upper tail of
the Gumbel–Hougaard copula is heavy (compared to normal), and the relationship between extreme values is described by
the upper indices u = 0.4870. For the Gaussian copula, u = 0, whereas the lower tails in both cases are light (normal).
Asymmetries and tail dependence can be taken into account to build models of snowmelt ﬂoods, taking advantage of
multivariate copula modelling with the separation of marginal and dependence modelling as well as the ﬂexibility of 2D
copulas, and the Gumbel–Hougaard copula in particular. To summarize, in the case of snowmelt ﬂoods at the Wizna site in
Poland, the accurate probabilistic description of extreme events can be obtained by a 2D normal distribution. The advantage
of this approach compared to the copula solution is the simplicity of its calculation, as well as better results in terms of the
obtained probabilities of exceedance. In light of the research carried out in this study, the recommendation is to use, in the
case of bivariate random variables, the 2D normal distribution model in applications where determining design ﬂoods is
necessary, i.e. designing water management structures like dams, levees, weirs, barriers, barrages, water reservoirs, etc. and
for ﬂood risk assessment and management, in particular for designing ﬂood hazard and ﬂood risk zones.
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