In this work, we present low-complexity variable forgetting factor (VFF) techniques for diffusion recursive least squares (DRLS) algorithms. Particularly, we propose low-complexity VFF-DRLS algorithms for distributed parameter and spectrum estimation in sensor networks. For the proposed algorithms, they can adjust the forgetting factor automatically according to the posteriori error signal. We develop detailed analyses in terms of mean and mean square performance for the proposed algorithms and derive mathematical expressions for the mean square deviation (MSD) and the excess mean square error (EMSE). The simulation results show that the proposed low-complexity VFF-DRLS algorithms achieve superior performance to the existing DRLS algorithm with fixed forgetting factor when applied to scenarios of distributed parameter and spectrum estimation. Besides, the simulation results also demonstrate a good match for our proposed analytical expressions.
Introduction
Distributed estimation is commonly utilized for distributed data processing over sensor networks, which exhibits increased robustness, flexibility, and system efficiency compared to centralized processing. Owing to these merits, distributed estimation has received more and more attention and been widely used in applications ranging from environmental monitoring [1] , medical data collecting for healthcare [2] , animal tracking in agriculture [1] , monitoring physical phenomena [3] , localizing moving mobile terminals [4, 5] to national security. Particularly, distributed estimation technique relies on the cooperation among geographically spread sensor nodes to process locally collected data. With different cooperation strategies employed, distributed estimation algorithms can be classified into the incremental type and the diffusion type. Note that we consider the diffusion cooperation strategy in this paper since the incremental strategy requires the definition of a path through the *Correspondence: ylcai@zju.edu.cn 1 College of Information Science and Electronic Engineering, Zhejiang University, Hangzhou, People's Republic of China Full list of author information is available at the end of the article network and may be not suitable for large networks or dynamic configurations [6, 7] . Many distributed estimation algorithms with the diffusion strategy have been put forward recently, such as diffusion least-mean squares (LMS) [8, 9] , diffusion sparse LMS [10] [11] [12] , variable step size diffusion LMS (VSS-DLMS) [13, 14] , diffusion recursive least squares (RLS) [6, 7] , distributed sparse RLS [15] , distributed sparse total least squares (LS) [16] , diffusion information theoretic learning (ITL) [17] , and the diffusion-based algorithm for distributed censor regression [18] . Among assorted distributed estimation algorithms, the RLS-based algorithms achieve superior performance to the LMS-based ones by inheriting the advantages of fast convergence and low steady-state misadjustment from the RLS technique. Thus, the distributed estimation algorithms based on the diffusion strategy and the RLS adaptive technique are investigated in this paper.
However, the existing RLS-based distributed estimation algorithms provide a fixed forgetting factor, which has some drawbacks. With a fixed forgetting factor, the algorithm fails to keep up with real-time variations in environment, such as variations in sensor network topology. Moreover, it is expected to adjust the forgetting factors automatically according to the estimation errors rather than choose appropriate values for them through simulations. There have been several studies on variable forgetting factor (VFF) methods. Specifically, the classic gradient-based VFF (GVFF) mechanism was proposed in [19] , and most of the existing VFF mechanisms are extensions of this method [20] [21] [22] [23] [24] . Nevertheless, the GVFF mechanism requires a large amount of computation. In order to reduce the computational complexity, the improved low-complexity VFF mechanisms have been reported in [25, 26] . To the best of our knowledge, the existing VFF mechanisms are mostly employed in a centralized context and have not been considered in the field of distributed estimation yet.
In this work, the previously reported VFF mechanisms [25, 26] are employed to the diffusion RLS algorithms for distributed signal processing applications, by simplifying the inverse relation between the forgetting factor and the adaptation component to provide lower computational complexity. The resulting algorithms are referred to as low-complexity time-averaged VFF diffusion RLS (LTVFF-DRLS) algorithm and low-complexity correlated time-averaged VFF diffusion RLS (LCTVFF-DRLS) algorithm, respectively. Compared with the GVFF mechanisms, the proposed LTVFF and LCTVFF mechanisms can reduce the computational complexity significantly [25, 26] . Then, we carry out the analysis for the proposed algorithms in terms of the mean and mean square error performance. Finally, we provide simulation results to verify the effectiveness of the proposed algorithms when applied in distributed parameter estimation and distributed spectrum estimation.
Our main contributions are summarized as follows:
1) We propose the low-complexity VFF-DRLS algorithms for distributed estimation in sensor networks. To the best of our knowledge, the VFF mechanisms have not been considered in the distributed estimation algorithms yet. 2) We study the mean and mean square performance for the proposed algorithms in a general case, and provide the transient analysis for a specialized case. Specifically, for the general case, in terms of the mean performance, we show that the mean value of the weight error vector approaches zero as iteration numbers go to infinity, which implies the asymptotical convergence of the proposed algorithms; from the perspective of mean square performance, we derive the mathematical expressions for the steady-state MSD and EMSE values. In the specialized case, we study the transient analysis by focusing on the learning curve and prove that the proposed algorithms are convergent and the convergence rate is related to the varying forgetting factors.
3) We perform simulations to evaluate the performance of the proposed algorithms when applied to distributed parameter estimation and distributed spectrum estimation tasks. The simulation results indicate that the proposed algorithms exhibit remarkable improvements in convergence and steady-state performance when compared with the DRLS algorithm that has a fixed forgetting factor. Besides, effectiveness of our analytical expressions for calculating the steady-state MSD and EMSE is verified by the simulation results. In addition, we also provided detailed simulation results regarding the choice of the parameters in the proposed algorithms to help with the parameter selection in practice.
This paper is organized as follows. Section 2 provides the system model for the distributed estimation over sensor networks. Besides, the DRLS algorithm with the fixed forgetting factor is described briefly. In Section 3, two low-complexity VFF mechanisms are presented, followed by the analyses for the variable forgetting factor in terms of steady-state statistical properties. Besides, the proposed LTVFF-DRLS algorithm and the LCTVFF-DRLS algorithm are presented. In the last part of this section, the computational complexity of the VFF mechanisms as well as the proposed algorithms is analyzed. In Section 4, detailed analyses based on mean and mean-square performance for the proposed algorithms are carried out and analytical expressions to compute MSD and EMSE are derived. In addition, transient analysis for a specialized case is provided in the last part of Section 4. In Section 5, simulation results are presented for distributed parameter estimation and distributed spectrum estimation. Section 6 draws the conclusions.
Notation: Boldface letters are used for vectors or matrices, while normal font for scalar quantities. Matrices are denoted by capital letters and small letters are used for vectors. We use the operator row{·} to denote a row vector, col{·} to denote a column vector, and diag{·} to denote a diagonal matrix. The operator E[ ·] stands for the expectation of some quantity, and Tr{·} represents the trace of a matrix. We use (·) T and (·) −1 to denote the transpose and inverse operator, respectively, and (·) * for complex conjugate-transposition. We also use the symbol I n to represent an identity matrix of size n and I to denote a vector of appropriate size with all elements equal to one.
System model and diffusion-based DRLS algorithm
In this section, we first illustrate the system model for the distributed estimation over sensor networks. Following this, we review the conventional DRLS algorithm with the fixed forgetting factor briefly.
System model
Let us consider a sensor network consisting of N sensor nodes which are spatially distributed over a geographical area. The set of nodes connected to node k including itself are called the neighbor nodes of node k, denoted by N k . The number of the nodes linked to node k is the degree of k, denoted by n k . The system model for the distributed estimation over sensor networks is presented in Fig. 1 . At each time instant i, each node k has access to complex valued time realizations {d k,i , u k,i }, k = 1, 2, . . . , N, i = 1, 2, . . ., with d k,i a scalar measurement and u k,i a M×1 input vector. The relation between the measurement d k,i and the input vector u k,i can be characterized as
where w o is the unknown optimal weight vector of size M × 1, and v k,i is zero-mean additive white Gaussian noise with variance σ 2 v,k . Particularly, we assume that the noise variance has been determined in advance somehow. We also assume that the noise samples v k,i , k = 1, 2, . . . , N, i = 1, 2, . . ., are independent of each other as well as the input vectors u k,i . We aim to estimate the unknown optimal weight vector w o in a distributed manner. That is, each sensor node k obtains a local estimate w k,i of size M × 1 to approach the optimal weight vector w o as much as possible. To this end, each node k not only uses its local measurement d k,i and input vector u k,i but also cooperates with its closest neighbors for updating its local estimate w k,i . Specifically, by cooperation, each node k has access to its neighbors' data {d l,i , u l,i } and estimates w l,i at each Let us first introduce some vectors and matrices. At each time instant i, by collecting all nodes' measurements into vector y i , noise samples into vector v i (both of length N), and input vectors into the matrix H i of size N × M, we obtain
Following this, we define the covariance matrix of the noise vector v i as
Next, we stack y i , v i and H i from time instant 0 to time instant i into matrices respectively, which are given by
Brief review of diffusion-based DRLS algorithm
In this part, we give a brief introduction to the diffusionbased DRLS algorithm [6, 7] . For the diffusion-based DRLS algorithm, the local optimization problem to estimate the optimal weight vector w o at each node k can be formulated as follows:
Note that the notation a 2 = a * a represents the weighted vector norm of any positive definite Hermitian matrix . Besides, the matrix i is given by i = λ i+1 where 0 λ < 1 representing the forgetting factor and = δ −1 I M with δ > 0. Furthermore, the matrix W k,i can be expressed as
It is worth noting that the main diagonal elements of the matrix C k is composed of the kth column of matrix C. Particularly, the matrix C is the adaptation matrix for the diffusion-based DRLS algorithm and satisfies I T C = I and CI = I [6] . Also, note that the matrix C is a doubly stochastic matrix, that is, both a left stochastic matrix and a right stochastic matrix.
The optimization problem (5) can be rewritten as follows [6] :
where C l,k represents the (l, k)th element of the matrix C. The closed-form solution to (6) is given by [6, 7] 
where P k,i can be expressed as
However, the closed-form solution in (7) is obtained via calculating the inversion of matrices, which requires large computation. Instead, the diffusion-based DRLS algorithm provides a recursive approach to solve (6) , which can be implemented by the following two steps.
Step 1: Let us take the updates at time instant i for example. Note that we denote the iteration number at time instant i as the superscript (·) l with l = 0 representing the initial value. At the very start, we initialize the intermediate local estimate ψ k,i and the inverse matrix P k,i for each node k by utilizing the updated results from time instant
Then, for each node k, its data is updated incrementally among its neighbors, which is given by
where the left arrow denotes the operation of assignment. Finally, each node k obtains its ultimate intermediate local estimate ψ k,i which can be expressed as
Step 2: Each node k combines the ultimate intermediate local estimate of its own, i.e., ψ k,i , obtained in step 1 with that of its neighbors, i.e., ψ l,i , l ∈ N k by performing the following diffusion to obtain the local estimate w k,i :
where A l,k denotes the (l, k)th element of the matrix A. Particularly, the matrix A is the combination matrix for the diffusion-based DRLS algorithm and is chosen such that I T A = I [6] . Note that the steps (9)-(13) constitute the diffusionbased DRLS algorithm [6, 7] .
Low-complexity variable forgetting factor mechanisms
In this section, we introduce the LTVFF mechanism and the LCTVFF mechanism that are employed by our proposed algorithms. Particularly, the analyses for the variable forgetting factor in terms of the steady-state properties of the first-order statistics are presented, and the LTVFF-DRLS algorithm that employs the LTVFF mechanism as well as the LCTVFF-DRLS algorithm that applies the LCTVFF mechanism are proposed. In the last part of this section, we analyze the computational complexity for these two VFF mechanisms as well as the proposed algorithms.
LTVFF mechanism
Motivated by the VSS mechanism [13, 14] for the diffusion LMS algorithm, the low-complexity VFF mechanisms are designed such that smaller forgetting factors are employed when the estimation errors are large in order to obtain a faster convergence speed, whereas the forgetting factor increases when the estimation errors become small so as to yield better steady-state performance. Based on the above idea, an effective rule to adapt the forgetting factor can be formulated as
where the quantity ζ k (i) is related to the estimation errors and varies in an inverse way to the forgetting factor, which is referred to as the adaptation component. The operator
denotes the truncation of the forgetting factor to the limits of the range [ λ + , λ − ].
For the LTVFF mechanism, the adaptation component is given by (15) with parameters 0 < α < 1 and β > 0. Besides, α is chosen close to 1 and β is set to be a small value. The quantity e k (i) denotes the priori estimation error [19] of each node for the DRLS algorithm, which can be expressed as
That is to say, in the LTVFF mechanism, the adaptation component is updated based on the instantaneous estimation error.
The LTVFF mechanism is given by (14) and (15) . The value of the forgetting factor λ k (i) is controlled by the parameters α and β. Particularly, the effects of α and β on the performance of our proposed algorithms are investigated in Section 5. As can be seen from (14) and (15), large estimation errors will cause an increase in the adaptation component ζ k (i), which yields a smaller forgetting factor and provides a faster tracking speed. Conversely, small estimation errors will lead to the decrease of the adaptation component ζ k (i), and thus, the forgetting factor λ k (i) will be increased to yield smaller steady-state misadjustment.
Next, we study the steady-state statistical properties of the adaptation component ζ k (i) and the forgetting factor λ k (i). Based on (15) , it is reasonable to assume that ζ k (i) and ζ k (i − 1) are approximately equivalent when i → ∞. By taking expectations on both sides of (15) and letting i goes to infinity, we can obtain
Then, we compute the quantity of
. Let us define the weight error vector for node k as
According to (16) and (18), we can rewrite
where the term
denotes the excess error.
Since it is sufficiently small when i → ∞ compared with the variance of noise, it can be neglected. As a consequence, the following approximation holds (20) where ε min denotes the minimum mean-square error and can be expressed as
Subsequently, by substituting (20) into (17), we can approximately write
According to (14) , we can deduce
By substituting (22) into (23), we can obtain the firstorder statistics of the forgetting factor for the LTVFF mechanism:
By applying the LTVFF mechanism to the diffusionbased DRLS algorithm, we propose the LTVFF-DRLS algorithm, which is exhibited in the left column of Table 1 .
LCTVFF mechanism
For the LCTVFF mechanism, the forgetting factor can be calculated through (14) while the adaptation component ζ k (i) can be adjusted according to an alternative rule, that is, the time-averaged estimation of the correlation of two consecutive estimation errors is employed to the updating equation of the adaptation component ζ k (i). Therefore, the rule to update the adaptation component can be described as
where 0 < α < 1 and β > 0. Particularly, α is set close to 1 and β is chosen to be slightly larger than 0. The quantity ρ k (i) denotes the time-averaged estimation of the correlation of two consecutive estimation errors, which is defined by
where 0 < γ < 1 and γ is slightly smaller than 1. Note that the LCTVFF mechanism is given by (14), (25), and (26) . Next, we consider the steady-state statistical properties of ρ k (i), ζ k (i), and λ k (i) for the LCTVFF mechanism. As we will see in simulation results, the proposed algorithm converges to the steady-state in numerous iterations, and thus, the values of ρ k (i − 1) and ρ k (i) can be assumed to be approximately equivalent, respectively, when i is large enough. Thus, we can obtain E[ |e
Then, by taking expectations on both sides of (26) and letting i go to infinity, we can obtain the first-order statistical properties of ρ k (i):
To study the second-order statistical properties of ρ k (i), we consider the square of (26), which is given by
Recall that |e k (i−1)| and |e k (i)| can be considered equivalent when i → ∞, and thus, we can rewrite (28) as
Since (1 − γ ) 2 |e k (i)| 4 is sufficiently small when compared with other terms in (29) , it can be neglected. Therefore, we can obtain
According to (16) and (26), the quantities of ρ k (i−1) and |e k (i)| 2 can be considered uncorrelated at steady state, that is to say,
. Note that the detailed derivation is presented in Appendix A.
Table 1 LTVFF-DRLS and LCTVFF-DRLS algorithms LTVFF-DRLS Algorithm
LCTVFF-DRLS Algorithm Then, by taking expectations on both sides of (30), we can obtain the following result:
Substituting (20) and (27) 
To calculate the first-order statistics of the adaptation component ζ k (i), we take expectations on both sides of (25) and let i goes to infinity, as a result, we obtain
Substituting (32) into (33) leads to
Consequently, we have the first-order steady-state statistics of the forgetting factor for the LCTVFF mechanism as follows:
By employing the LCTVFF mechanism to the diffusionbased DRLS algorithm, we propose the LCTVFF-DRLS algorithm, which is presented in the right column of Table 1 .
Computational complexity
In this part, we study the computational complexity of the proposed LTVFF and LCTVFF mechanisms in comparison with the GVFF mechanism. Generally, we evaluate the number of arithmetic operations in terms of complex additions and multiplications for each node at each iteration. The results have been shown in Tables 2 and 3.  From Table 3 , the additional computational complexity of the proposed LTVFF and LCTVFF mechanisms is evaluated by fixed small values for each node at each iteration. However, for the GVFF mechanism, the additional computational complexity increases with the size of the sensor network for each node at each iteration. The result in Table 3 clearly reveals that the proposed LTVFF and LCTVFF mechanisms greatly reduce computational cost when compared to the GVFF mechanism.
Performance analysis
In this section, we carry out the analyses in terms of mean and mean square error performance for the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms. In particular, we derive mathematical expressions to describe the steady-state behavior based on MSD and EMSE. In addition, we also perform transient analysis in a specialized case for the proposed algorithms in the last part of this section. To proceed with the analysis, we first introduce several assumptions, which have been widely adopted in the analysis for the RLS-type algorithms and have been verified by simulations [7, 27] . 
Assumption 1 To facilitate analytical studies, we assume that all the input vectors u k,i , ∀k, i are independent of each other and the correlation matrix of the input vector u k,i is invariant over time, which is defined as
E[ u k,i u * k,i ] R u k .(36)
Assumption 2 For the proposed LTVFF and LCTVFF mechanisms, when i becomes large, we assume that there
For the RLS-type algorithms with the fixed forgetting factor, we have the ergodicity assumption for P k,i [6, 7, 27] , that is, the time average of a sequence of random variables can be replaced by its expected value so as to make the analysis for the performance of these algorithms tractable. Similarly, for the RLS-type algorithms with variable forgetting factors, we still have the ergodicity assumption: 
Assumption 3 We assume that there exists a number
The derivation is presented in Appendix B. Since lim
Moreover, based on the ergodicity assumption, it is also common in the analysis of the performance of the RLS-type algorithms to replace the random matrix P k,i by P k when i is large enough.
Mean performance
In light of (1) and (13), the following relation holds [7] after the incremental update of ψ l,i is complete:
By substituting (1) and (18) into (40), we obtain the following equation:
Next, let us define the intermediate weight error vector ψ k,i for node k as
Substituting (42) into (41) results in the following result:
Then, we construct w k,i from ψ l,i based on (13) and obtain
(44) Note that P k,i can be replaced by P k when i is large enough (cf. Assumption 3), and thus, it is reasonable to assume that P k,i converges as i → ∞. Therefore, we can approximately have
Besides, in view of Assumption 3 and the Eq. (39), we can obtain
By combining (45) and (46), we have the following approximation: 
Then, substituting (47) into (44) yields the following result when i is sufficiently large:
Following this, two global matrices W i and P are built in the following form in order to collect the weight error vectors w k,i , k = 1, · · · , N and matrices P k , k = 1, · · · , N, respectively:
In addition, we introduce a global diagonal matrix D(i) to collect the forgetting factors of all nodes at time instant i, which is given by
Using the vectors in (2), the term
can be rewritten as
To separate the noise vectors, we can rewrite (51) as
where ⊗ denotes the Kronecker product of two matrices [28] . Subsequently, we express (48) in a more compact way, which leads to the following updating equation for the global matrix W i :
In order to simplify the notation i A, we denote it as F(i), and thus, we can rewrite (53) as
In order to facilitate analysis, we assume that W i−1 and F(i) can be considered uncorrelated, that is,
. As we will see in simulation results, this assumption works well for theoretical analysis, which matches numerical results perfectly. By taking expectations on both sides of (54), we obtain the following result:
Recall (52), since the noise samples v i have zero mean, E[ G i ] equals to zero; therefore, we can obtain
Following this, we assume that there exists a number N i > 0 and iterate (56) starting from the time instant i to N i , as a result, we obtain
Recalling that F(i) = i A, with i a diagonal matrix, we have the following relation for each element in F(i):
where the subscript m, n represents the (m, n)-th element in the matrix. Given that the elements of A are all between 0 and 1 and each element in the diagonal matrix i does not exceed the upper bound λ + , which is smaller than unity, we have
Each element in the product 
Mean-square error and deviation performances
In this part, we perform analyses for the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms based on mean square performance and derive expressions for the steadystate MSD and EMSE, which are defined as
We start with (54) and then operate recursively from time instant N i , which yields
F(j). (61)
Then, the kth column of W i is given by
where e k is a column vector of length N with unity for the kth element and zero for the others. Next, we write the Euclidean norm of the weight error vector w k,i , that is, w k,i 2 , or equivalently, Tr{ w k,i w * k,i }. Since the elements of F(i) are all bounded by zero and one, i j=N i +1 F(j) vanishes when i → ∞, which leads to the expectation of the first term becoming zero. Moreover, seeing that the cross terms incorporate the zero-mean vectors v i , their expectations also become zero. As a result, we have the following expression:
which can be rewritten as
For simplicity, we have the following notation:
where J t,l (i) is a matrix of size N×N. By combining (52), (64), and (65), let us first compute (I N ⊗v t )J t,l (i)(I N ⊗v * l ). According to the properties of the Kronecker product, we have the following equality:
Therefore, (I N ⊗v t )J t,l (i) I N ⊗v * l can be expressed as
Note that, in light of (65), the matrix J t (i) and the covariance matrix of noise R v can be considered uncorrelated. Then, by taking expectations on both sides of (67), we have the following results:
where we drop the index and denote J t,t (i) as J t (i). By substituting (68) into (64), we can obtain
Note that P k , k = 1, 2, . . . , N is Hermitian; therefore, we have the following expression:
where G t J t (i)G * t can be represented as a block matrix K t (i), which can be decomposed into N×N blocks of size M×M each. The (m, l)th block is given by
By taking expectations on both sides of (71), we obtain the following equality:
Substituting (65) and (72) into (70) yields the following result:
In view of Assumption 2, we can verify that there exists a number N i > 0, when i > N i , for which F(i) satisfies
(74)
Therefore, we replace E[ F(i)] with E[ F(∞)] when i > N i and then reformulate (73) as
Subsequently, we replace i − t with t in (75) and then let i goes to infinity. As a result, we can obtain the expression of the steady-state MSD for node k:
Next, we calculate the steady-state EMSE for node k. According to (60), the EMSE for node k can be expressed as follows
(77) Note that u k,i is independent of w k,i−1 . By substituting (76) into (77), we can obtain the expression of the steadystate EMSE for node k:
Expressions (76) and (78) describe the steady-state behavior of the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms. By comparing the expressions (76) and (78) with the analytical results in [7] , it is clear that the fixed matrix λ 2 A in the expressions for the conventional DRLS algorithms has been replaced by the matrix F(i) in the expressions (76) and (78), which is weighted by the matrix i . Since i varies from one iteration to the next, F(i) varies for each iteration as well, which improves the tracking performance of the resulting algorithms. Furthermore, since all the elements in F(i) are bounded by zero and unity, the values of the steady-state MSD and EMSE given by (76) and (78) are both very small values when i is large enough. Thus, we can verify that the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms both converge in the mean-square sense.
Transient analysis under spatial invariance assumption
In this subsection, we consider a specialized case that the noise variances and input vector covariance matrices are the same for all the sensor nodes, and provide transient analysis for this specific case. Particularly, we assume spatial invariance:
In addition, to facilitate analysis, we assume that all elements of the adaptation matrix C are equal to 1 N . We study the transient analysis through focusing on the learning curve, which is obtained by depicting the squared priori estimation error, i.e., E |u * k,i (w k,i − w o )| 2 [29, 30] , as a function of the iteration number i. We first rewrite this squared priori estimation error in a more compact form:
where we use the representation t 2 A = t * At in the last equality.
Then, we use the spatial invariance assumption to simply (39) and (48). Particularly, by taking advantage of the assumption that the input vector covariance matrix is the same over all sensor nodes, we can derive the following expression from (39), when i is large enough:
By substituting (82) into (48), we can arrive at
where we use the column vector s i to denote the quantity R −1 u H * i v i in the third equality, and we use the property of the combination matrix, i.e., N l=1 A l,k = 1, ∀k ∈ {1, 2, · · · , N}, to arrive at the fourth equality. Let us definẽ
Note that i = diag{λ i }. Then, we can write the recursive equation of type (83) for all sensor nodes in a more compact form as follows:
where f(i) = I − A T λ i in the second equality. Then, we have the following global squared priori estimation error for all sensor nodes by using the last equality in (85):
where = i AR u A T i , and we use the property of the Kronecker product, i.e., (66), in the fourth and fifth equalities, and the fact that both quantities of f(i) T R u f(i) and s * i s i are scalar and they are independent to arrive at the last equality.
where we use the spatial invariance assumption, i.e.,
, to arrive at the third and fourth equalities, respectively, and the symmetry of the input vector covariance matrix in the last equality. By plugging (87) back into (86), we have
For convenience, we use the notation t 2 vec{A} to denote the weighted norm t 2 A , where the symbol vec{A} represents the vectorization of a matrix. Particularly, by using the equality vec{ABC} = (C T ⊗ A)vec{B}, we can vectorize the matrix = i AR u A T i as follows
where
Ultimately, we have
This recursive equation is stable and convergent if E[ F i ] is stable [31] .
Particularly, the quantity F i has a spectral radius smaller than unity and thus is stable. This can be proved as follows: If we replace each element in i by its upper bound λ + , then we have F i replacced by λ 2 + A ⊗ A. Note that A satisfies I T A = I, and then, we can readily verify that each column of A ⊗ A sums up to unity. Hence, the quantity λ 2 + A⊗A has the spectral radius λ 2 + that is smaller than one. Given that each element in i does not exceed λ + , the spectral radius of F i is smaller than λ 2 + and surely is smaller than unity. Therefore, for this specialized case, it can be verified theoretically that the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms are convergent in terms of the learning curve and the convergence rate is related to the varying forgetting factors.
Also note that, since the convergence performance of the adaptive algorithms does not depend on the outside environment but rely on the network topology and the design of algorithms, the analytical results in this specialized case also apply to the general case.
Simulation results
In this section, we present the simulation results for the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms when applied in two applications, that is, distributed parameter estimation and distributed spectrum estimation over sensor networks.
Distributed parameter estimation
In this part, we evaluate the performance of the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms when applied to distributed parameter estimation in comparison with the DRLS algorithm with the fixed forgetting factor and the GVFF-DRLS algorithm. In addition, we also verify the effectiveness of the proposed analytical expressions in (76) and (78) based on simulations.
We assume that there are 10 nodes in the sensor network and the length of the unknown weight vector is M = that are chosen randomly between 0.1 and 0.2 for each node. We generate the measurements {d k,i } according to (1) . Simulation results are averaged over 100 experiments. The adaptation matrix C is governed by the Metropolis rule, while the choice of the diffusion matrix A follows the relative-degree rule [8] . The network topology used for the simulations is shown in Fig. 2 .
Effects of α, β, and γ
In this subsection, we study the effects of the parameters α, β, and γ on the performance of the proposed LTVFF and LCTVFF mechanisms. For the LTVFF mechanism, we investigate the steady-state MSD values versus α for β = 0.0015, 0.002, 0.0025, 0.005. The simulation results are shown in Fig. 3 . For the LCTVFF mechanism, we first depict the steady-state MSD values versus α for β = 0.0025, 0.005, 0.0075, 0.01 in Fig. 4 . Then, the effects of γ are illustrated in Fig. 5 by investigating the steady-state MSD values against γ for different pairs of α and β.
As can be seen from Figs. 3 and 4 for both the LTVFF and LCTVFF mechanisms, the optimal choice of α and β is not unique. Specifically, different pairs of α and β can yield the same steady-state MSD value. For example, for the LTVFF mechanism, the pairs α = 0.91, β = 0.0015, α = 0.89, β = 0.002, and α = 0.87, β = 0.0025 provide almost the same steady-state MSD performance. For the LCTVFF mechanism, when γ = 0.95, the pairs α = 0.93, β = 0.0025, α = 0.90, β = 0.005, α = 0.85, β = 0.0075, and α = 0.80, β = 0.01 yield almost the same steady-state MSD value. In addition, it can also be observed that with the decreasing of α and β, the steadystate performance degrades. Furthermore, the result in Fig. 5 reveals that the steady-state MSD performance of the LCTVFF mechanism does not change so much as γ varies for different pairs of α and β. However, when we choose appropriate values for α, β, and γ , only considering the effects on the steadystate behaviors is not enough. This is because that the convergence speed is closely connected to the steadystate MSD values. That is to say, when the algorithm assumes a faster convergence speed, the steady-state error floor rises; if the convergence speed is controlled to be slower, the steady-state performance improves. Figures 6 and 7 show the trade-off between convergence speed and steady-state performance by depicting learning curves against different values of α and β for LTVFF-DRLS and LCTVFF-DRLS algorithms, respectively. Therefore, we need to keep a good balance between the steady-state behaviors and the convergence speed in order to ensure good performance. In practical applications, the optimized values of α, β, and γ should be Figures 8 and 9 show the MSD curves against the number of iterations for the LTVFF-DRLS and LCTVFF-DRLS algorithms with different initial values for the forgetting factor in comparison with the conventional DRLS algorithm and the GVFF-DRLS algorithm, respectively. The parameters of the considered algorithms are listed in Table 4 . From the results, the LTVFF-DRLS algorithm converges to almost the same error floor in two scenarios where the variable forgetting factor is initialized to be small or large. This is also true for the LCTVFF-DRLS algorithm, which has lower error floor and faster convergence speed than the LTVFF-DRLS algorithm. However, as shown in Fig. 8 , for the conventional DRLS algorithm, its convergence speed and steady-state error floor both have obvious changes when the fixed forgetting factors increases. Specifically, when the fixed forgetting factor is small, the conventional DRLS algorithm converges faster but has a higher error floor than the LTVFF-DRLS algorithm; however, as the fixed forgetting factors increase, it converges to a lower error floor (not as good as the LTVFF-DRLS algorithm) but has slower convergence speed. Besides, from Fig. 9 , the MSD performance of the proposed LTVFF-DRLS and LCTVF-DRLS algorithms are less sensitive to the initial values for the forgetting factor than that of the GVFF-DRLS algorithm. Therefore, by employing the LTVFF and LCTVFF mechanisms, the proposed algorithms can track the optimal performance regardless of the initial values for the forgetting factor and greatly reduce the difficulty in choosing the appropriate value for the forgetting factor. In Figs. 10, 11, 12, and 13, we evaluate the performance of the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms based on MSD and EMSE behaviors in comparison with that of the conventional DRLS with the fixed forgetting factor and the GVFF-DRLS algorithms. Specifically, the MSD and EMSE curves against the number of iterations for the analyzed algorithms are depicted in Figs. 10 and 11, respectively, while the steady-state MSD and EMSE values for each node are shown in Figs. 12 and 13, respectively. As can be seen from these results, both the LTVFF-DRLS and LCTVFF-DRLS algorithms converge after a number of iterations and achieve lower steady-state MSD and EMSE values compared to the DRLS algorithm with the fixed forgetting factor and the GVFF-DRLS algorithm. Besides, we also depict the analytical results which are calculated through expressions (76) and (78) in Figs 10, 11, 12 , and 13. From these results, it is clear that analytical expressions corroborate the simulated results very well. The parameters of the considered algorithms are shown in Table 5 , which are tuned through experiments by referring to the investigation in Section 5.1.1.
MSD and EMSE performance
In Fig. 14 , we test the performance of different algorithms considered in a non-stationary environment. Specifically, in order to simulate the non-stationary environment, we consider the scenario where the topology of the sensor network varies over time, that is, the total number of sensor nodes is set to 40 at the start, and then, we switch off half of the nodes after 100 iterations and another 10 nodes after 800 iterations. The MSD curves against the number of iterations for the proposed algorithms in comparison with the conventional DRLS algorithm with the fixed forgetting factor and the GVFF-DRLS algorithm in the non-stationary environment are depicted in Fig. 14 . As can be observed, the switching off of some sensor nodes results in the degradation of the performance for all the algorithms. However, the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms still outperform the other two existing algorithms in MSD performance. Besides, they exhibit better tracking properties by showing smaller and smoother variations in the MSD curves at the time of switching sensor nodes. Next, we elaborate the numerical stability of the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms. Through tuning the parameters α, β, γ , λ + , λ + to different values, the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms can have different convergence speed and steady-state performance, but their MSD and EMSE curves always decrease to the steady-state. Indeed, after a number of experiments, we have not encountered the case where they diverge. Hence, the proposed LTVFF and LCTVFF mechanisms do not make the numerical stability of the DRLS algorithm worse. Besides, the simulation results in Fig. 14 show that, after switching some nodes in the network, the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms still achieve superior performance to the conventional DRLS algorithm, and they exhibit smoother MSD curves at the time of switching nodes, especially the LCTVFF-DRLS algorithm. This further verifies that the proposed algorithms improve instead of impair the 
Distributed spectrum estimation
In this part, we extend the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms to the application of distributed spectrum estimation, for which we focus on estimating the parameter w 0 that is relevant to the unknown spectrum of a transmitted signal s. First of all, we characterize the system model of distributed spectrum estimation.
We denote the power spectral density (PSD) of the unknown spectrum of the transmitted signal s by s (f ), which can be well approximated by the following basis expansion model [32] with N b sufficiently large: and then subtracted from (93) [35, 36] . Therefore, we can obtain
By collecting the measurements over N c frequencies into a column vector d k,i , we obtain the following system model of distributed spectrum estimation:
Next, we carry out simulations to show the performance of the proposed algorithms when applied to distributed spectrum estimation. We consider a sensor network composed of N = 20 nodes in order to estimate the unknown expansion parameter w 0 . We use N b = 50 nonoverlapping rectangular basis functions with amplitude equal to one to approximate the PSD of the unknown spectrum. The nodes can scan N c = 100 frequencies over the frequency axis, which is normalized between 0 and 1. In particular, we assume that only 8 entries of w 0 are non-zero, which implies that the unknown spectrum is transmitted over 8 basis functions. Thus, the sparsity ratio equals to 8/50. We set the power transmitted over each basis function to be 0.7 and the variance of the sampling noise to be 0.004.
In Fig. 15 , we compare the performance of different algorithms for the distributed spectrum estimation in terms of MSD. As can be depicted, the proposed LTVFF-DRLS and LCTVFF-DRLS algorithms still outperform the conventional DRLS algorithm in steady-state performance. By tuning parameters, the GVFF-DRLS algorithm can achieve similar performance to the proposed algorithms in the convergence speed and steady-state MSD values but at huge computational cost. We have listed the simulation time of running each algorithm for 600 iterations and 1 Monte Carlo experiment in Table 6 .
As can be observed, the simulation time of running the GVFF-DRLS algorithm is almost 3 times of that for running the other algorithms. In Fig. 16 , we take node 1 as an example to investigate the performance of different algorithms in estimating the true PSD. From the results, although different algorithms obtain similar estimates of the true PSD, the proposed LCTVFF-DRLS algorithm obviously leads to smaller side lobes in the PSD curve than the other three.
Conclusions
In this paper, we have proposed two low-complexity VFF-DRLS algorithms for distributed estimation including the LTVFF-DRLS and LCTVFF-DRLS algorithms. For the LTVFF-DRLS algorithm, the forgetting factor is adjusted by the time-averaged cost function, while for the LCTVFF-DRLS algorithm, the forgetting factor is adjusted by the time-averaged of the correlation of two successive estimation errors. We also have investigated the computational complexity of the low-complexity VFF mechanisms as well as the proposed VFF-DRLS algorithms. In addition, we have carried out the convergence and steady-state analysis for the proposed algorithms. Moreover, we also have derived analytical expressions for the steady-state MSD and EMSE. The simulation results have shown the superiority of the proposed algorithms to the conventional DRLS and GVFF-DRLS algorithms in applications of distributed parameter estimation and distributed spectrum estimation and have verified the effectiveness of our proposed analytical expressions for the steady-state MSD and EMSE. (96)
Recall that the values of e k (i−1) and e k (i) and the values of ρ k (i − 1) and ρ k (i) can be considered approximately equivalent when i → ∞; therefore, we have the following results:
By recalling (27), we can obtain
That is, we can conclude that ρ k (i − 1) and |e k (i)| 2 are uncorrelated in the steady state.
B: Proof of (39)
According to (8) , we can obtain the following equation:
where the matrices H i and W k,i can be expressed as follows
Therefore, (99) can be reformulate as
Substituting (2) 
Recalling Assumption 1, we know that the correlation matrix of the input vector is invariant over time, as a result, the correlation matrix R u l,i can be represented as R u l . Therefore, by taking expectations on both sides of (103), we obtain the following result 
where ξ and χ can be expressed as follows, respectively:
+ . . . + 
where the values of λ k (∞) is given in (24) for the LTVFF mechanism and in (35) for the LCTVFF mechanism, respectively. Hence, we obtain (39). Note that, by setting appropriate truncation bounds for λ k (i), the steady-state forgetting factor value will not be influenced by the truncation. Hence, the result (39) always holds true despite the truncation employed to the VFF mechanisms. Indeed, the truncation mechanism only plays a role during the process of converging. Once the algorithms reach the steady state, the values of the forgetting factor are not affected by the truncation mechanism any longer. 
