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Consider boundary value problems for the equation 
EMy +pLNy +Ly =o (1) 
on the x-interval [0, l] where M, N, and L are linear ordinary differential 
operators having orders m, n, and /, respectively, where m > n > 6’ > 0, and 
B and TV are small positive parameters which simultaneously approach zero in 
an interrelated way. Specifically, let 
My = ytm) + c&) y(“+l) + ..a + a&) Y(~-~), 
NY = P(X) [y(n) + MY + --. + Igj(x)p-j)], 
and 
LY = y(x) [Y@’ + Y,(X) Y’c-l’ + *** -Jr Y&l(X) Y’ + YtyG(X) yl, 
where y(x) # 0. Further, let us consider (1) subject to the boundary condi- 
tions 
y’“i’(0) = ti ) i = 1, 2,..., Y 
Y”“(l) = &.+i ) i = 1, 2 ,..., m - r, (2) 
where 
and 
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Note that the full differential equation (1) is of higher order than the 
reduced equation obtained by setting the parameters e and ,u equal to zero. 
Obvious questions therefore arise. Does the original boundary value problem 
have a limiting solution as E and TV approach zero ? If so, (a) does the limiting 
solution satisfy the reduced equation, and (b) which, if any, of the boundary 
conditions (2) will be satisfied by the limiting solution I Indeed, when the 
limiting solution exists and solves the reduced equation, we expect the solution 
of the original problem to converge nonuniformly, in general, near the 
boundary due to the loss of boundary conditions required. Such regions of 
nonuniform convergence are known as boundary layers in reference to 
Prandtl’s boundary layer theory for viscous flows. Moreover, since the 
limiting solution fails, in general, to be valid near the boundary, any straight- 
forward (or regular) perturbation procedure fails. Thus, we are faced with a 
singular perturbation problem. 
Several authors, including Wasow [l], Latta [2], and Vi&k and 
Lyusternik [3], have considered the limiting behavior as E + 0 of the solu- 
tions y. to boundary value problems for equations of the form 
EMy+Ny=o, 
where M and N are ordinary differential operators with m, the order of M, 
greater than n, that of N. For a survey of most results, see [4]. Physical 
problems, however, frequently involve several small, positive, interrelated 
parameters, e.g., E, E, E log2 l , l 1/2, or even a more arbitraryf(r) which is 
o(l) as E + 0. Thus, we are naturally led to consider boundary value problems 
for equations like (1) which involve two small parameters where the limiting 
solution, if it exists, will not be attained uniformly. Such problems as well 
as analogous problems for partial differential equations were considered in [5]. 
In [6], attention was primarily restricted to boundary value problems for the 
second order equation 
in the two cases, (e/p2) -+ 0 as /.L + 0 and (p2/e) + 0 as E -+ 0, and proofs of 
asymptotic convergence were given. 
For the three different cases, 
c = O(pw)l(n-d) )T p(m-W(+~) r +), and d = p-d)/(d) 
we shall establish sufficient conditions for convergence of the solution of 
the boundary value problem (l), (2) to a solution of the reduced equation 
Ly = 0 which satisfies e of .the boundary cbnditions (2). In each case, a 
cancellation law stating which boundary conditions are omitted is given and 
a formula for the asymptotic solution of the boundary value problem is 
obtained. The most general case where, simply, p-+ 0 as E + 0 will not be 
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otherwise discussed. The principal results are contained in the statements 
of Theorems 1-3. 
The solution of the boundary value problem (l), (2), if it exists, can be 
written in the form 
Y(X) = f GYrW, 
k=l 
where Y, , Y, ,..., Y, is any set of linearly independent solutions of (1) 
and the Cj’s are independent of X. Thus, also, 
n, 
1 CiYjyO) = ti ) i = 1, 2,..., I 
j=l 
and 
zl cjyP)(l) =tT+k, k = 1, 2 ,..., m _ r, 
where the Cj’s may be obtained (by Cramer’s rule, for example) if and only if 
the determinant of coefficients in (3) is nonzero. 
Thus our procedure is to construct asymptotic expansions for a fundamental 
set of solutions Yr , Ya ,... , Y,,, , then to show (under appropriate conditions) 
that the corresponding coefficients C, , C, ,..., C,,, are obtainable (most 
simply, by elimination), and thereby to obtain an asymptotic expansion of 
the desired solution y. 
In the following, the coefficients in the expressions defining M, N, and L 
are assumed to be “sufficiently differentiable.” Less differentiability, in 
general, implies that the asymptotic expansions obtained must be terminated 
after a limited number of terms. 
As usual, we associate with the differential equation (1) its auxiliary 
equation 
+ y(x) [D + il A4 q = 0 (4) 
and use its singular (as l , p -+ 0) roots to obtain m - e asymptotic solutions 
of (1). Further, we call Eq. (1) exceptional if this set of (m - !) singular 
roots of (4) contains members with purely imaginary singular parts in [0, I]. 
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Equation (1) is called nonexceptional when m - G = p + q, where p is 
the number of singular roots whose real parts have negative limiting values 
and q is the number of singular roots whose real parts have positive limiting 
values. 
A remaining set of e linearly independent asymptotic solutions of (1) can 
be obtained as regular perturbations of any set z, , z, ,..., zc of linearly 
independent solutions of the reduced equation Lz = 0, i.e., we set 
~+-c+~ - f yi&) P+@, i = 1, Z..., 4 
C.8=0 
where yioo = Xi , and further terms are determined successively from the 
differential equation 
Lrirs = - M~i,r.s--1 - NYU-1,s 
obtained by substituting the expansion for y,d+i into the Eq. (1) and formally 
equating coefficients. (This nonhomogeneous equation can be solved by 
variation of parameters since the r.h.s. is known at each step.) 
Since the limiting behavior of the roots of (4) and of the asymptotic solu- 
tions obtained from them are considerably different in the three cases to 
be studied, these cases will be studied separately in the three sections which 
follow. 
Case 1 
E 
p(m-6m-6) -0 as p + 0. 
Introduce two new parameters a = $l(+d) and v = (~/p)ll(+n), so that 
V E llbn-n) 
-= 
CT ( pL(m-6)/w) ) 
+O as p + 0. 
Further, let P(X) # 0 # y( x ) f or x E [0, I]. For Case 1, then, (n -6’) singular 
solutions of (4) are of the form 
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whereg(x) is positive, I is an integer, and wr is a complex number of modulus 
one such that 
- Y(X) 
bJlw>>“-f = p(x) 
and each of the (n - d) determinations d(x, 0, (V/U)“-“) can be expanded as a 
double power series in u and (V/U)“-” with variable coefficients which may be 
successively determined by substitution into (4). [For details, see [5], Appen- 
dix A.] Let p, be the number of these roots whose real parts approach - 00 
as TV -+ 0 and let q1 be the number of these roots whose real parts approach 
+ cc as p + 0. Further, m - 12 singular roots of (4) are of the form 
D (x, Y, (t)“-/) = 
d (x, y, (‘)“-“) 
v u 
=- ; [@c(x) + Y fy 7 >‘“‘) 
Y n-l y(x) (w;c(x))l-‘“-e)~ +(d ( (m-n)j3(x) ~+-*I~ @) 
where c(x) is positive, s is an integer, and ws is a complex number of modulus 
one such that 
(W2pC(X))“-n = - /3(x), 
and each d(x, Y, (~/a)~-~) has a double series expansion in u and (V/U)+” whose 
terms can be obtained successively. Define pa to be the number of these roots 
whose real parts approach - 00 as p -+ 0 and q2 to be the number whose 
real parts approach + 00. 
Corresponding to each of these wz -G solutions of (4), it is frequently 
convenient to associate its singular part. That is, suppose there exist (least) 
positive integers Kl and K, such that 
1 v Klh-n) -- 
( ) u u 
= o( 1) = $ (y- (7) 
as p -+ 0. (Hereafter, we refer to these conditions as hypothesis (7).) Then, 
to d(x, u, (V/U)“-“) and d(x, Y, (~/a)+~) with expansions 
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respectively, we introduce the corresponding finite sums 
LB (x, u, (;)-) = &j(x) + d,,,(x) u + y f&(x) (y-“’ 
s-1 
and 
To each of the 7t - /complex roots (5), we let correspond a formal complex 
solution of (l), namely, 
A (” u’ (‘)m-n) exp [: 1: d (s, o, ($y-“) d.r] , Y - (&))h+d-lm (8) 
and to the m - n roots (6), the formal solutions 
B ix3 vs (37 
y - (C(X))(m+n-11/2 exp y t 
[ l I2 d (s, y, (.gy &] . (9) 
Moreover, when hypothesis (7) holds, we replace d(s, u, (v/u)‘+“) and 
d(s, V, (v/u)+~) by the related finite sums 9(s, u, (v/u)“-“) and 9(s, V, (~/a)+~). 
In both cases, t is either 0 or 1, and A and B are double power series in u 
and (V/U)*-n, and v and (v/u)“-4 respectively, both with constant leading term 
and such that the variable higher order terms may be successively determined 
by equation (1) to within additive constants as the solution of first order 
linear differential equations (see [5], Appendix B). 
Since the roots of (4) occur in conjugate complex pairs, it is more natural 
to associate two real formal solutions of the real equation (1) with each conju- 
gate pair, e.g., to each pair of roots (5), we determine formal solutions 
’ ix’ u’ i’r-n) exp [+ 1: Re (d (0, a, ($)m-“)) dE] 
y - (g(~))cn+c-1)/2 
and 
“‘“.“~i~‘~-n’exp[~,:Re(~(r,u,(~~-”,)~] 
y - (,(,))(n+G-lV2 
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where C and D have real power series expansions. To simplify presentation 
and writing, however, we shall use the formal complex solutions (8) and (9). 
Becoming more explicit, we define q1 linearly independent solutions 
y1 , ya ,..., y,,, of Eq. (1) of the form (8) with t = 1 corresponding to the q1 
roots (5) whose real part approaches + 00 as p -+ 0, and to the pr roots 
whose real part approaches - co, we define linearly independent solutions 
y+t+,+i ,..., y,,-l of the form (8), all with t = 0. Likewise, to the q2 roots (6) 
whose real part approaches + co as ~1 ---f 0, we define linearly independent 
solutions yn-d+l , x-t+2 ,..., ~+d+~ of the form (9), all with t = 1, and to the 
p2 roots whose real part approa&es - co, we define linearly independent 
solutions ym-d-D2+l , .. . , ym-c, all with t - 0. Clearly, y1 , y2 ,..., ya, and 
h-6+1 3 Yn-t+2 9.*-t Yn-c+pz and their derivatives are all exponentially small 
away from x = 1, while yn-d-p,+l ,..., y,,-{ and ymPt+,+i ,..., y,,-d exhibit 
this boundary layer behavior near x = 0. Note, too, that if in the expressions 
for these asymptotic solutions yB , d(x, u, (v/u)*-“) or d(x, v, (~/a)"-~) is 
represented by any finite sum d of its double series expansion, the resulting 
error in ylc has the same order as the difference d - d. 
In the exceptional case (where p + q < m - / for p = p, + p, and 
q = q1 + q2), we complete our set of “boundary layer type” solutions as 
follows: 
If pi + q1 = n - r! - 2, introduce two additional linearly independent 
solutions ye,+i and ye,+2 of the form (8) corresponding to mlr = f i, and 
if p, + q2 = m - n - 2, introduce two additional linearly independent solu- 
tions Yn-{+a,+1 and Y,+{+~~+~ of the form (9) corresponding to wzS = & i. 
Note that these solutions are oscillatory and, although bounded, do not 
decay exponentially away from x = t. Note further that ViSik and 
Lyusternik [3] would not classify these solutions as being of the boundary 
layer type, since (in their discussion of one-parameter problems) they define 
“regular degeneration” in a manner which excludes consideration of the 
exceptional case. 
In the nonexceptional case, p1 + q1 = n - e and p, + qa = m - n. In the 
exceptional case, however, either 
(a) p,+q,=n--L-2 and p2+qa=m-- 
or 
p,+q,=n---e and p,+q,=m-n-2 
or 
(b) P, + q1 = n - G - 2 and p2 + q2 = m - n - 2. 
Thus, we state: 
CANCBLLATION LAW. (1) Cancel p, + p, boundary conditions at x = 0 
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and ql + q2 boundary conditions at x = 1 starting from those involving the 
highest derivatives. 
(2) In the exceptional case, akio cancel the two boundary conditions of 
highest order of dt~erentiation from the remaining ones, requiring that they 
belong to the same endpoint, say t, , and that t, be uniquely determined. 
(3) In the .exceptional case (b), cancel two more boundary conditions of 
highest order of differentiation from the remaining ones, requiring again that 
these two boundary conditions be uniquely determined and that they belong to 
the same endpoint, say t, . 
If p, + q1 = n - / - 2, set t = t, in the definitions of the asymptotic 
solutions Y~,+~ and ya,+s constructed above if(b) holds and t = t, if (a) holds. 
Likewise if pa + q2 = m - n - 2, set t = t, in the definitions of ~,+t+~,+r 
and ~~-t+~*+s . Further, let Pl be the number of fundamental solutions of the 
form (8) with t = 0; Qr , the number with t = 1; Pz , the number of funda- 
mental solutions of the form (9) with t = 0; and Qs , the number with t = 1. 
Thus, P = Pl + Pz is the total number of boundary conditions cancelled 
at x=0 and Q=Q1+Q2 is the total at x = 1 and P + Q = m -e. 
Thus, we obtain: 
THEOREM 1. Consider the d$ferential equation 
l My +pNy +Ly =O 
on the x-interval [0, l] subject o the boundary conditions 
ycAi)(0) = t, , i = 1, 2,..., I 
y(Ti)(l) = zfT+i , i = 1, 2 ,..., m - r, 
where 
and 
B(x) z 0 f Y(X), m>n>f?>O, 
and 
m >A, >A, > *.* >A, 20 
m > r1 > r2 > **a > 7,+. 3 0. 
Further, let 
f 
plm-dvh-C) -0 as r--+0, 
and let x(x) satisfy the reduced boundary value problem 
Lz=O 
z’yo) = t$ ) i = P + 1, P + 2,..., r 
z+)(l) = e,,, , i = Q + 1, Q + 2 ,..., m - r. 
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Suppose 
(1) the cancellation law is meaningful, 
(2) the reduced problem has a unique solution, 
(3) (4 4 ,A, ,..., b2 are distinct module m - n, 
(b) &+I , b,+z >...I X, are distinct modulo n - f, 
(4 r1 , r2 ,..., 7o, are distinct modulo m - n, and 
(4 TQ,+1 , TQ1+2 ,..., rQ are distinct modulo n - L 
(4) As additional hypotheses in the exceptional case 
Cal IfPl>pl~h~>TQ 
(b) If J’z > P, 3 
( 1 
v +t uAp - 
.u 
TQP 
= o(1) 
dQ 
(;f Q2 = 0, replace TQ, by TQ) 
(C) IfQ,>!h,To>bad 
(4 YQz>qz, 
V 
( 1 
70, - $Q 
u 
AP* $p = O(l) 
(if P2 = 0, replace Ar, by hp). 
Then y(x) has a well-defined limiting behavior on the interval 0 < x < 1 
as p -+ 0 given by 
y(x) - (g(x))lL~~~” [w~(d uk(x.u~~)+wdd~Uk+Q~(X4-‘r~)] _ 
+ w4(/d k$ %-t+Qn+k (XAJ] ++J,~)~ (10) 
where u(x, o, (v/u)) is a regular perturbation of z(x) in powers of u and v/o, and 
k = 1, 2,..., n -L’ 
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and 
.,(x,u,~)=B,(x,u,~)exp[~J~d(s,“,(~~-C)ds]. 
K=n--e+1,...,m-e 
with the determinations of t and d (or 9) the same as that used in the expres- 
sion for the corresponding yk , and Ask and 8, double power series in tr and 
v/a with constant leading term and higher order terms determined uniquely 
from the dQ@z&zl equation and the boundary conditions. 
For these hypotheses, et 
and 
W,(P) = JQ, w,(p) = uap, 
v TQ2 f%(p) = JQ -&- ( ) , 
w4(p) = uap + 
( 1 
“Pa . 
In particular, then, 
Y(X) - 44 on O<x<l. 
NOTE. (1) That the hypotheses 1, 2, and 3 are essentially necessary is 
seen by considering a series of constant coefficient boundary value problems 
whose solutions, in general, diverge as Q, p -+ 0. See [5] for a list of examples. 
(2) Sufficient and essentially necessary conditions weaker than 4. can 
be determined for different weight functionb wi . Since many subcases have 
to be studied separately, the reader is referred to [5], Appendix C, for further 
discussion. A simple example is furnished by the case when 
9, +ql =n-e-2, P, + q2 = m - n, ad Pl =p1 -I- 2. 
Then one can select wl(p) = oM1, w,(p) = &, W&J) = u~~(v/u)~Q~, and 
w&) = &‘(v/u)“~~ where M1 = min (TQ , hp) provided that M1 > rQ+1 
(whenever TQ+1 is defined) and Ml is positive (to prevent oscillatory limiting 
behavior of y). 
(3) In the exceptional case, higher derivatives of the limiting solution will 
have unbounded oscillatory behavior within (0, 1) as f + 0. 
PROOF. First, note that the methods of Turrittin [7], as outlined in 
Wasow [4], can be used to show the existence of m linearly independent 
solutions Y1 , Y2 ,..., Y,,, , having as asymptotic expansions wfil , w,y2 ,..., 
w~Q, 9 W2YQ,+l >.-s w2Yn-t > w2h-C+l Y-.-Y W2%-t+Q2, w4%a-&Q,.+l ,---Y w4Ym-t~ 
ynr-c+1 ,..., ymel , and y,,, , respectively, when 
E 
-$G=d)l(n-C) --+O. as p + 0. 
Furthermore, these expansions may be termwise differentiated m times. 
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Moreover, for y of the form (8), corresponding to d of the form (4), with 
A having a constant, nonzero leading term 
y(“) kwn+C-1)‘2 
44 0, 0) - -& [dK + o(l)] exp ($1: d (s, 0, ($)m-n) h) 
- $ [(wlTg(x))” + o(l)] exp (+ 1: d (s, u, (c)men) ds) . 
(*I 
Likewise, for y of the form (8) 
y(“’ (C(X))(“+n-l)‘2 
B(t, 090) 
- -$ [d” + o(l)] exp [+ 1: d (s, Y, ($)“-“) A] 
- $ [(wz”c(x>Y + 4>1 exp [+ 1: d (x, Y, cc,“-“, u’s] . 
(**) 
Lastly, for the ~+.d+~ , i = 1, 2 ,..., l, 
ym-t+i - .i(.). (I) (***I 
These expansions together with hypotheses (2)-(4) imply that the linear 
system (3) may be solved for the coefficients Cj . 
Specifically, consider those equations of (3) for i = P + 1, P + 2,..., Y 
and k =Q + l,Q + 2,..., m - r. The coefficients C,,-,+, , C,,,-[+, ,..., C, 
may be determined as linear functions of lP+r ,...,t,. , e,+o+, ...,e,,, and 
c, , c, ,-.., C, . This holds since the determinant of coefficients (by (*), (**), 
and (** *)) is asymptotically equal to the determinant 
z !Ai) 
( 1 
j = 1,2 ,...) e, 
i,, ZjT” 
i = P + 1, P + 2 ,..., I, and 
k =Q + l,Q + 2 ,..., m -Y, 
and this determinant is nonzero since hypothesis (2) requires that the reduced 
problem have a unique solution z. 
Further, the Qr equations 
gl cd~“-‘QYj’“‘(l>) = ~~-~t,.+s , k = Q2 + 1, Q2 + 2,..., Q 
can be used to eliminate the coefficients C, , C, ,..., Co1 since the determinant 
of these coefficients is nonzero. This is true since (by ((*), (**), and (***)) 
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the determinant is asymptotically equal, up to a nonxero factor, to the deter- 
minant 
(4% 
j = 1, 2,..., Q1 
k = Qa + 1, Qz + 2,-v Q, 
where dj is the expression used in (8) to define the corresponding yj . More- 
over this determinant is asymptotically equal to the Vandermonde determi- 
nant 
i = 1, Z..., Q1 , 
k = Qa + L..., Q, 
which is nonzero since the rj’s are distinct and determined such that 
- Y(X) 
bJ&w”-G = jqx) for g(X) positive 
and hypotheses (3d), (4a), and (4b) hold. Likewise, hypotheses (3b), (4c), and 
(4d) imply that the coefficients Co,+I , Co,+s ,..., C,-, may also be eliminated. 
Lastly, considering the Qs equations 
k = 1,2,..., Qs , 
the coefficients C,,-~tI , C,+t+a ,..., Cn+.oa may also be eliminated since the 
determinant of their coefficients is asymptotically a nonxero multiple of the 
Vandermonde determinant 
((4’4Wk), j, k = 1, L., Qz 
(where S, is used in (6) to define Y+/+~). This determinant is nonzero since 
the S, are distinct and are determined such that (w~c(x))+~ = - B(X) for 
c(x) positive, and hypotheses (3c), (4a), and (4b) hold. Using hypotheses 
(3a), (4c), and (4d), then, Eqs. (3) for i = 1, 2,..., Pz allow the calculation of 
bounded coefficients Cn-d+o,+l ,..., C,,,-t for p sufficiently small. This, in 
turn, implies that the coefficients Cn-d+l ,..., C,,-{+o, Co,, ,..., C,,a , 
C 1 ,***, co,, Ga-d+1 ,**-3 C,,,-, , and C, are all bounded. Furthermore, each 
Cj has an asymptotic expansion in powers of the two small parameters u 
and V/U which may be determined by simply equating coefficients in the 
expressions obtained. Note, in particular, that 
Y” i cm-t+iYm--C+i N i G-l+iz* - z 
i-1 
(by hypotheses (4)) in 0 < x < 1. 
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Note also that multiplying the expansions Cj and yj , an expansion for y 
of the form (10) results. Proceeding directly, then, it is more efficient to 
omit the intermediate calculation of the Cj’s, and instead to calculate the 
undetermined constants in the terms of each uj expansion directly. Q.E.D. 
Further results are reported in [5] where a detailed determination of an 
asymptotic solution for the illustrative problem 
$y”’ + p/3(x) y(5) + y(x) y’2’ = 0 
with 8(4 < 0 < Y(X) on [O, 11, and 
Y’“‘(O), Y’3’(o), Y’*‘(o), Y’(O)? Y(O), y’*‘(l), and 
Y’(l) prescribed 
is also given. 
Case 2. 
p(m-G’/M’ 
-+O as E-+0 
c 
In this case, we introduce K = •l/(~-~) > 0 (so that p/(K”-‘) is also a small 
parameter) and find m - L singular roots of the auxiliary equation (4) of the 
form 
where h(x) is positive, i is an integer, and w is a complex number of modulus 
one such that 
(w%(x))“-J = - y(x), 
and d(x, K, p/(~“-{)) can be expanded as a double power series in K and 
,U/(K”-‘) sue t a each coefficient may be uniquely determined successively h h t 
from Eq. (4). Further, to each of these m - / singular roots, we associate 
formal solutions of (l), namely, 
E ( x, K, +) 
y - (jq4)brL+C-lH2 exp [~~~d(s,K,--$-)d~], 
where E is a double power series in K and P/(K”-{) with constant leading term 
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and higher-order terms obtainable successively from the differential equa- 
tion (1) up to additive constants. 
As usual, we define the reduced boundary value problem to consist of the 
reduced equation Lz = 0 plus G of the boundary conditions satisfied by y. 
We state which boundary conditions are omitted in the following cancellation 
law. 
CANCELLATION LAW. (1) Letp be the number of roots (II) whose realpart 
approaches - CO as p --t 0 (throughout [0, I]) and let q be the number whose 
real part approaches + 00. Then cancel p boundary conditions at x = 0 and q 
boundary conditions at x = 1, start&g from those containing the highest deriva- 
tives. 
(2) In the exceptional case when p + q = m - / - 2, also cancel the two 
boundary conditions of highest order of d@kntiation from the remaining ones, 
requiring that these boundary conditions be uniquely determined and, in addition, 
that they belong to the same endpoint-that endpoint being denoted by f. 
All together, let P be the number of boundary conditions cancelled at 
x = 0 and let Q be the number cancelled at x = 1. Then we have: 
THEOREM 2. Consider the da&rential equation 
eMy + pNy +Ly = 0 
on the x-interval [0, l] subject o the boundary conditions 
y(“*‘(O) = 4, ) i = 1, 2,..., r 
where 
and 
y(-)(l) = e,,, , i = 1, 2,..., m - Y 
Y(X) + 0, m>n>cf>O, 
and 
Further, let 
and let ~(3) solve the reduced boundary value problem 
Lz = 0 
zyo) =e, , i = P + I,..., r 
,+‘)(l) = e,,, , i = Q + l,..., m 
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Suppose 
(1) the cancellation law is meaningfiil; 
(2) the reduced problem has a unique solution; 
(3) (4 4 ,A, ,..., b are distinct modulo m - I!, (b) TV , r2 ,..., TQ are 
distinct modulo m - t; 
and 
(4) as additional hypotheses in the exceptional case, 
(a) If i = 0, xP > 0 and M > TQ+1 (whenever TQ+1 is deJined) 
(b) If f = 1, TQ > 0 and M > hp+l (whenever hp+I is de$ned) where 
hf = min(TQ , Tp). 
Then y(x) has a well-defined limiting behavior as F + 0 given by 
dx) - (/.+))~:+W2 
where 11(X, K, p/(K”-‘)) is a regular perturbation of z(x), and the linearly 
independent functions 
k = 1, 2,..., m - e 
are determined formally, in the usual manner, where 
t = 1 and Re dk has positive lintiting values for k = 1, 2,..., q, while 
t = 0 and Re d, has negative limiting value fw k = m - e--p,+ l,..., 
m - e and 
t=~andRedk=Ofork=q+1andq+2wheneverp+q<m-c? 
&foreovu, the functions WI(K) and W*(K) are defined by 
W1 = K- and W2 = KAp 
in the nonexceptional case, and in the exceptional case 
w1 = KM and w2 = & when i=o 
and by 
W1 = K’Q and w2 = KM when i= 1. 
NOTE. (1) For case 2, the condition /3(x) # 0 on [0, l] is not, in general, 
required. 
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(2) In the special (one-parameter) case where p = 0, the hypotheses and 
results differ somewhat from those of [l] in the exceptional case. Then, 
Wasow asks that / > 0 and sets wi = KTQ and eo, = KAp in all cases ([I], 
p. 182). In the example, 
cy” - y’ =o 
with y”‘(O), y”(O), y’(O), y”‘(l), and y(1) prescribed, 
however, wi = IF = I&. That e > 0 is not necessary is shown by the 
example 
cy3/‘“-y =o 
y”(O), Y”(O), Y’(O), and y(1) prescribed, 
which features well-defined limiting behavior as E -+ 0. The hypothesis that 
t > 0 is, however, sufficient. 
Case 3. 
Introducing u = p 1l(n-G), then, m - / singular roots of the auxiliary 
polynomial (4) are of the form 
where d solves the polynomial equation 
dm-[ + /3(x) d”--/ + y(x) = 0. (13) 
Note that each root d is nonzero throughout [0, l] since y(x) is nonzero there. 
Unlike the situation when Case 1 or Case 2 holds, however, explicit determina- 
tion of these roots is, in general, not possible. 
Corresponding to each of these singular roots, we attempt to determine 
an asymptotic solution of (1) of the form 
y - A@, 0) exp [+ jl d(s) ds] , 
where A is a power series in u with variable coefficients and t is a constant. 
Substituting into (l), the coefficients for the expansion A may be successively 
determined uniquely up to the selection of their initial conditions provided 
that 
mdm-1 + r@(x) dn-l + /y(x) d/-l # 0, 
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i.e., that (4) has no repeated singular roots. Moreover, a necessary and suf- 
ficient condition for these roots to be distinct is that 
Proceeding as usual, we obtain 
THEOREM 3. Consider the differential equation 
u”-~M~ + o”-~NY + Ly = 0 
on the x interval [0, l] subject o the boundary conditions 
y(h’(O) E ti ) i-l,2 )..., r 
ytTO( 1) = ey+i 9 i = 1, 2,..., m - r 
where y(x)#O, m>n>e>O, m>h,>h,>*~~>h,.>,O and 
m >rl >r2 > .** >7,+.),0. 
Suppose 
(1) the roots dI , d, ,..., d,,,-d of the polynomial 
d”-d + /3(x) d”-d + y(x) = 0 
are distinct throughout [0, I], and that dI , d2 ,..., d, have positive real parts 
throughout [0, l] while d,,, ,... , d,-f have negative real parts there and that 
p+q=m---C, 
(2) P < r, 4 < m - r, and the reduced boundary value problem 
Lz = 0 
29(O) = ei , i =p + 1,p + 2 ,..., r, 
zy 1) = tr+i , i = q + 1, q + 2,..., m - r 
has a unique solution, and 
(3) (a) the p x p determinant D, with kjth element d$ik is nonsingular 
throughout [0, I]. 
(b) the q x q determinant D, with kjth element Gj is nonsingukzr 
throughout [0, 11. 
Then y(x) has a well-defined limiting behavior as u -+ 0 of the form 
y(x) - ur,J i 4(x, 4 exp [+ ,: 44s) ds] 
P=l 
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where the Ak and u are power series in u with variable coejkknts, and u b a 
regular perturbation of 8. 
NOTE. (1) Extension to the exceptional case where a pair of roots of (13) 
are purely imaginary follows as for Case 2. 
(2) Hypothesis 3 in the above theorem is the analogue of the corre- 
sponding hypotheses in Theorems 1 and 2. In those cases, however, a more 
explicit statement was possible since the determinants involved were of the 
Vandermonde type (cf. proof of Theorem 1.) 
(3) Asymptotic solutions of (1) for Case 3 corresponding to repeated 
roots of (13) can most likely be obtained, under appropriate restrictions, by 
the method of shearing transformations, as presented in [7J 
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