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Abstract
Van Glabbeek presented the linear time–branching time spectrum of behavioral semantics. He studied these semantics
in the setting of the basic process algebra BCCSP, and gave ﬁnite, sound and ground-complete, axiomatizations for most
of these semantics. Groote proved for some of van Glabbeek’s axiomatizations that they are ω-complete, meaning that an
equation can be derived if (and only if) all of its closed instantiations can be derived. In this paper, we settle the remaining
open questions for all the semantics in the linear time–branching time spectrum, either positively by giving a ﬁnite sound
and ground-complete axiomatization that is ω-complete, or negatively by proving that such a ﬁnite basis for the equational
theory does not exist. We prove that in case of a ﬁnite alphabet with at least two actions, failure semantics affords a ﬁnite
basis, while for ready simulation, completed simulation, simulation, possible worlds, ready trace, failure trace and ready
semantics, such a ﬁnite basis does not exist. Completed simulation semantics also lacks a ﬁnite basis in case of an inﬁnite
alphabet of actions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Labeled transition systems constitute a fundamental model of concurrent computation which is widely used
in light of its ﬂexibility and applicability. They model processes by explicitly describing their states and their
transitions from state to state, together with the actions that produce them. Several notions of behavioral
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Fig. 1. The linear time–branching time spectrum.
semantics have been proposed, with the aim to identify those states of labeled transition systems that afford the
same observations. The lack of consensus on what constitutes an appropriate notion of observable behavior for
reactive systems has led to a large number of proposals for behavioral semantics for concurrent processes.
Van Glabbeek [11, 12] presented the linear time–branching time spectrum of behavioral semantics for ﬁnitely
branching, concrete, sequential processes. These semantics are based on simulation notions or on decorated
traces. Fig. 1 depicts the linear time–branching time spectrum, where an arrow from one semantics to another
means that the source of the arrow is ﬁner than the target.
To give further insight into the identiﬁcationsmade by the respective behavioral equivalences in his spectrum,
van Glabbeek [11, 12] studied them in the setting of the process algebra BCCSP, which contains only the basic
process algebraic operators from CCS and CSP, but is sufﬁciently powerful to express all ﬁnite synchronization
trees. In particular, he associated with every behavioral equivalence in his spectrum a sound equational axiom-
atization, a collection of equations of behaviorally equivalent BCCSP terms. Most of the axiomatizations were
also shown to be complete in the sense that whenever two closed BCCSP terms are behaviorally equivalent, then
the axiomatization admits a derivation in equational logic of the corresponding equation.
In this paper, we shall consider a more general form of completeness. We call an axiomatization complete
if any two behaviorally equivalent BCCSP terms (not just the closed ones) can be equated; completeness for
closed terms onlywe shall henceforth refer to as ground-completeness. A complete axiomatization of a behavioral
semantics yields a purely syntactic characterization, independent of the underlying labeled transition system and
of the actual details of the deﬁnition of the behavioral semantics. Such a bridge between syntax and semantics
plays an important role in both the theory and practice of process algebras. From the point of view of theory, it
gives insight in the semantic relationships between the syntactic constructions. From the point of viewof practice,
a complete axiomatization can be used to perform system veriﬁcations in a purely syntactic way using general
purpose theorem provers or proof checkers, and form the foundation of purpose-built axiomatic veriﬁcation
tools like, e.g., PAM [17].
A complete axiomatization enjoys the property that whenever all closed instances of an equation can be
derived from it, then the equation itself can also be derived from it; this property is generally referred to as ω-
completeness. For theorem proving applications, it is particularly convenient if an axiomatization isω-complete,
because it means that proofs by (structural) induction can be avoided in favor of purely equational reasoning;
see [18]. In [15], it was argued that ω-completeness is desirable for the partial evaluation of programs. Notable
examples of ω-incomplete axiomatizations in the literature are the K-calculus (see [28]) and the equational
theory of CCS [25]. Therefore, laws such as commutativity of parallelism, which are valid in the initial model but
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which cannot be derived, are often added to the latter equational theory. For such extended equational theories,
ω-completeness results were presented in the setting of CCS [24,4] and ACP [8].
In universal algebra, a complete axiomatization is referred to as a basis for the equational theory of the algebra
it axiomatizes. The existence of a ﬁnite basis for an equational theory is a classic topic of study in universal
algebra (see, e.g., [21]), dating back to Lyndon [19]. Murskii˘ [27] proved that “almost all” ﬁnite algebras (namely
all quasi-primal ones) are ﬁnitely based, while in [26] he presented an example of a three-element algebra that has
no ﬁnite basis. Henkin [16] showed that the algebra of naturals with addition andmultiplication is ﬁnitely based,
while Gurevic˘ [14] showed that after adding exponentiation the algebra is no longer ﬁnitely based. McKenzie
[20] settled Tarski’s ﬁnite basis problem in the negative, by showing that the general question whether a ﬁnite
algebra is ﬁnitely based is undecidable.
Given a ﬁnite ground-complete axiomatization, to prove that it is a ﬁnite basis, it sufﬁces to establish that it is
ω-complete. Groote [13] proposed a general technique to prove that an axiomatization isω-complete. He applied
his technique to establish ω-completeness of several of van Glabbeek’s ground-complete axiomatizations. In
practice, Groote’s technique only works in case of an inﬁnite alphabet of actions.2 On the other hand, in case of
a singleton alphabet, most of the semantics in the linear time–branching time spectrum collapse to either trace
or completed trace semantics, in which case the equational theory of BCCSP is known to have a ﬁnite basis.
However, in case of a ﬁnite alphabet with at least two actions, for most semantics in the linear time–branching
time spectrum it remained unknown whether the equational theory of BCCSP has a ﬁnite basis. In this paper,
we settle all remaining open questions.
We give a summary of what was known up to now, and which open questions remained. Moller [24] proved
that the soundandground-complete axiomatization forBCCSPmodulobisimulation equivalence isω-complete,
independent of the cardinality of the alphabet A. Groote [13] presented ω-completeness proofs for completed
trace equivalence (again independent of the cardinality of A), for trace equivalence (if |A| > 1), and for ready
and failure equivalence (if |A| = ∞). Van Glabbeek [12, p. 78] noted (without proof) that Groote’s technique of
inverted substitutions can also be used to prove that the ground-complete axiomatizations for BCCSP modulo
simulation, ready simulation and failure trace equivalence are ω-complete if |A| = ∞. The same observation
can be made regarding possible worlds semantics. Blom et al. [5] proved that BCCSP modulo ready trace
equivalence does not have a ﬁnite sound and ground-complete axiomatization if |A| = ∞. Aceto et al. [1] proved
such a negative result for two-nested simulation and possible futures equivalence, for any A. If |A| = 1, then
all semantics from completed traces up to ready simulation coincide with completed trace semantics, while
simulation coincides with trace semantics. And there exists a ﬁnite basis for the equational theories of BCCSP
modulo completed trace and trace equivalence if |A| = 1.
In this paper, we prove that there is a ﬁnite basis for the equational theory ofBCCSPmodulo failure semantics,
in case 1 < |A| < ∞. For all the other question marks in Table 1 we prove that such a ﬁnite basis does not exist.
This paper combines results that were presented in [6,7,9,10]. Only the negative result on failure traces, in Section
4, was not published before.
The semantics considered in this paper have a natural formulation as a preorder relation , where p  q if
p is in some way simulated by q, or if the decorated traces of p are included in those of q. The corresponding
equivalence relation  is deﬁned as: p  q if and only if both p  q and q  p . Recently, Aceto et al. [2]
gave an algorithm that, given a sound and ground-complete axiomatization for BCCSP modulo a preorder no
ﬁner than ready simulation, produces a sound and ground-complete axiomatization for BCCSP modulo the
corresponding equivalence. Moreover, if the original axiomatization for the preorder is ω-complete, then so
is the resulting axiomatization for the equivalence. So for the positive result regarding failure semantics, the
stronger result is obtained by considering failure preorder. On the other hand, the negative results become more
general if they are proved for the equivalence relations.
This paper is set up as follows. Section 2 presents basic deﬁnitions regarding the linear time–branching
time spectrum, the process algebra BCCSP and equational logic. Section 3 contains a positive result for failure
preorder. The remainder of the paper presents negative results: Section 4 for failure trace equivalence, Section
5 for any equivalence from possible worlds up to ready pairs, Section 6 for simulation equivalence, Section 7
2 In case of an inﬁnite alphabet, occurrences of actionnames in axioms are interpreted as variables, as otherwisemost of the axiomatizations
mentioned in this introduction would be inﬁnite.
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for completed simulation equivalence and Section 8 for ready simulation equivalence. We conclude in Section
9 with an overview of the positive and negative results pertaining to the existence of ﬁnite bases for BCCSP
modulo the equivalences in the linear time–branching time spectrum.
2. Preliminaries
2.1. The linear time–branching time spectrum
VanGlabbeek presented in [11, 12] the linear time–branching time spectrumof behavioral semantics for ﬁnitely
branching, concrete processes. In this section, we deﬁne the preorder and equivalence relations in this spectrum
(except for two-nested simulation and possible futures, which will not play a role in our paper).
A labeled transition system consists of a set of states S , with typical element s, and a transition relation
→ ⊆ S × L× S , where L is a set of labels ranged over by a. We write s a−→ s′ if the triple (s, a, s′) is an element of
→. The set I(s) consists of those labels a for which there exists s′ such that s a−→ s′. Let a1 · · · ak be a sequence
of labels; we write s a1···ak−−−−→ s′ if there are states s0, . . . , sk such that s = s0 a1−→ · · · ak−−→ sk = s′.
First we deﬁne six semantics based on decorated versions of execution traces.
Deﬁnition 1 (Decorated traces). Assume a labeled transition system.
• A sequence a1 · · · ak , with k ≥ 0, is a trace of a state s if there is a state s′ such that s a1···ak−−−−→ s′ . It is a completed
trace of s if moreover I(s′) = ∅.
• A pair (a1 · · · ak ,B), with k ≥ 0 and B ⊆ A, is a ready pair of a state s0 if there is a sequence of transitions
s0
a1−→ · · · ak−−→ sk with I(sk) = B. It is a failure pair of s0 if there is such a sequence with I(sk) ∩ B = ∅.
• sequence B0a1B1 . . . akBk , with k ≥ 0 and B0, . . . ,Bk ⊆ A, is a ready trace of a state s0 if there is a sequence
of transitions s0
a1−→ · · · ak−−→ sk with I(si) = Bi for i = 0, . . . , k . It is a failure trace of s0 if there is such a
sequence with I(si) ∩ Bi = ∅ for i = 0, . . . , k .
We write s s′ with ∈ {T,CT,R, F,RT, FT} if the traces, completed traces, ready pairs, failure pairs, ready
traces, or failure traces, respectively, of s are included in those of s′. We write s  s′ if both s s′ and s′  s.
Next we deﬁne ﬁve semantics based on simulation.
Deﬁnition 2 (Simulations). Assume a labeled transition system.
• A binary relation R on states is a simulation if s0 R s1 and s0 a−→ s′0 imply s1 a−→ s′1 for some state s′1 with
s′0 R s′1.• A simulation R is a completed simulation if s0 R s1 and I(s0) = ∅ imply I(s1) = ∅.
• A simulation R is a ready simulation if s0 R s1 and a ∈ I(s0) imply a ∈ I(s1).
• The set D of deterministic states is the largest set such that for each s ∈ D and a ∈ I(s) there is exactly one
state s′ such that s a−→ s′, and always s′ ∈ D. A state s0 is a possible world of a state s1 if s0 is deterministic
and s0 R s1 for some ready simulation R.
• A bisimulation is a symmetric simulation.
We write s s′ with ∈ {S, CS,RS} if there exists a simulation, completed simulation, or ready simulation R,
respectively, with s R s′, and we write s PW s′ if the possible worlds of s are included in those of s′. We write
s  s′ if both s s′ and s′  s.
2.2. BCCSP
BCCSP is a basic process algebra for expressing ﬁnite process behavior. Its signature consists of the constant
0, the binary operator _ + _, and unary preﬁx operators a_, where a ranges over a nonempty set A of actions,
called the alphabet, with typical elements a, b, c. Intuitively, closed BCCSP terms, denoted by p , q, r, represent
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ﬁnite process behaviors, where 0 does not exhibit any behavior, p + q offers a choice between the behaviors of
p and q, and ap executes action a to transform into p . This intuition is captured by the transition rules below,
in which a ranges over A. They give rise to A-labeled transitions between BCCSP terms.
ax
a−→ x
x
a−→ x′
x + y a−→ x′
y
a−→ y ′
x + y a−→ y ′ .
We also assume a countably inﬁnite set V of variables; x, y , z denote elements of V , and X , Y ,Z denote ﬁnite
subsets of V . Open BCCSP terms, which may contain variables from V , are denoted by t, u, v,w. A term t is
called a preﬁx if t = at′ for some a ∈ A and for some term t′.
The preorders  in the linear time–branching time spectrum are all precongruences with respect to BCCSP,
meaning that p1  q1 and p2  q2 imply p1 + p2  q1 + q2 and ap1  aq1 for a ∈ A. Likewise, the equivalences
in the spectrum are all congruences with respect to BCCSP.
A (closed) substitution, denoted by , , , maps variables in V to (closed) BCCSP terms. For open BCCSP
terms t and u, and a preorder  (or equivalence ) on closed BCCSP terms, we deﬁne t  u (or t  u) if
(t) (u) (respectively, (t)  (u)) for all closed substitutions .
It is technically convenient to extend the operational semantics to open BCCSP terms. We do not include
additional rules for variables, which effectively means that they do not exhibit any behavior. The depth of a
BCCSP term t, denoted by depth(t), is the length of the longest trace that t can exhibit, i.e.,
depth(t) = max{k | ∃a1 · · · ak , t′.t a1···ak−−−−→ t′}.
Let k ≥ 0. If t a1···ak−−−−→ t′ for some sequence of actions a1 · · · ak , and t′ has the variable x as a summand, then
we say that x occurs in t at depth k . The set of variables with an occurrence in t at depth k will be denoted by
vark(t); the set of all variables with an occurrence in t will be denoted by var(t). Similarly, if t
a1···ak−−−−→ t′ for some
sequence of actions a1 · · · ak , and the action a is an element of I(t′), then we say that a occurs in t at depth k . The
set of actions with an occurrence in t at depth k will be denoted by actk(t).
We provide some basic facts.
Lemma 3
1. If t T u, then depth(t) ≤ depth(u).
2. If t T u, then actk(t) ⊆ actk(u) for all k ≥ 0.Moreover, if t F u, then also act0(u) ⊆ act0(t), so I(t) = I(u).
3. Suppose |A| > 1. If t T u, then, for all variables x, t a1···ak−−−−→ x + t′ for some term t′ implies u a1···ak−−−−→ x + u′ for
some term u′. Hence vark(t) ⊆ vark(u) for all k ≥ 0.
Proof
1. If depth(t) = k , then there exists a sequence of actions a1 · · · ak and a term t′ such that t a1···ak−−−−→ t′. Let  be the
closed substitution deﬁned by (x) = 0 for all x ∈ V . Then a1 · · · ak is a trace of (t) and hence, since t T u,
of (u). From the deﬁnition of  it is then clear that there exists a term u′ such that u a1···ak−−−−→ u′. It follows
that depth(t) = k ≤ depth(u).
2. First suppose t T u and let a ∈ actk(t) for some k ≥ 0. Then there exists a sequence of actions a1 · · · ak and
a term t′ such that t a1···ak−−−−→ t′ and a ∈ I(t′). Now, let  be the closed substitution deﬁned by (x) = 0 for all
x ∈ V . Then a1 · · · aka is a trace of (t) and hence, since t T u, of (u). From the deﬁnition of  it is then
clear that there exists a term u′ such that u a1···ak−−−−→ u′ with a ∈ I(u′), so a ∈ actk(u).
Next, suppose t F u and let  be the closed substitution deﬁned by (x) = 0 for all x ∈ V . Then (,A \ I(t))
(with  denoting the empty sequence) is a failure pair of (t), and hence of (u), so I(u) ∩ (A \ I(t)) = ∅;
it follows that act0(u) ⊆ act0(t). Since t F u implies t T u, and hence act0(t) ⊆ act0(u), it immediately
follows that I(t) = act0(t) = act0(u) = I(u).
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3. Let x be a variable and suppose t a1···ak−−−−→ x + t′ for some term t′. Let m ≥ depth(u), let a and b be two distinct
elements of A, and let  be the closed substitution deﬁned by (x) = amb0 and (y) = 0 for any variable y /= x.
Then (t)
a1···ak+mb−−−−−−→ 0 (with ak+1 · · · ak+m = am). Since (t)T (u), a1 · · · ak+mb is also a trace of (u). Since
m ≥ depth(u), clearly u a1···ai−−−−→ z + u′ for some i < m, where (z) ai+1···ak+mb−−−−−−−→ p . By the deﬁnition of , z = x
and i = k , so u a1···ak−−−−→ x + u′ for some term u′. Clearly it follows that x ∈ vark(t) implies x ∈ vark(u) for all
variables x, so vark(t) ⊆ vark(u). 
Note that Lemma 3(3) fails in case |A| = 1, for if A = {a}, then x T ax. In the remainder of this paper we will
assume that |A| > 1.
An equational axiomatization is a collection of equations t ≈ u, and an inequational axiomatization is a
collection of inequations t  u. The (in)equations in an axiomatization E are referred to as axioms. If E is an
equational axiomatization, we write E  t ≈ u if the equation t ≈ u is derivable from the axioms in E using the
rules of equational logic (reﬂexivity, symmetry, transitivity, substitution and closure under BCCSP contexts):
t ≈ t
t ≈ u
u ≈ t
t ≈ uu ≈ v
t ≈ v
t ≈ u
(t) ≈ (u)
t ≈ u
at ≈ au
t1 ≈ u1t2 ≈ u2
t1 + t2 ≈ u1 + u2 .
For the derivation of an inequation t  u from an inequational axiomatization E of inequations, denoted by
E  t  u, the second rule, for symmetry, is omitted.
It is well known that whenever there exists a derivation of the equation t ≈ u from an equational axiomati-
zation E, then there exists a derivation in which
• every application of the symmetry rule has an axiom as its premise; and
• every application of the substitution rule has either an axiom or the conclusion of an application of the
symmetry rule as its premise.
This fact can be used to simplify proofs by induction on equational derivations. Let E′ be the collection of
equations that consists of all substitution instances of the axioms in E and their symmetric variants, i.e.,
E′ = {(t) ≈ (u) | (t ≈ u) ∈ E or (u ≈ t) ∈ E,  a substitution}.
By a normalized derivation of an equation t ≈ u from E we shall henceforth mean a derivation of the equation
t ≈ u from E′ by means of the rules of equational logic but not using the symmetry and substitution rules. Now
if E  t ≈ u, then there exists a normalized derivation of t ≈ u from E.
An axiomatizationE is soundmodulo (or) if for any openBCCSP terms t, u, fromE  t u (orE  t ≈ u)
it follows that (t)  (u) (or (t)  (u)) for all closed substitutions . E is ground-complete modulo  (or
) if p  q (or p  q) implies E  p  q (or E  p ≈ q), for all closed BCCSP terms p and q; it is complete
modulo  (or ) IF p  q (or p  q) implies E  p  q (or E  p ≈ q) for all BCCSP terms p and q. Finally,
E is ω-complete if for any open BCCSP terms t and u with E  (t)  (u) (or E  (t) ≈ (u)) for all closed
substitutions , we have E  t  u (or E  t ≈ u). A preorder or an equivalence  is said to be ﬁnitely based
if there exists a ﬁnite axiomatization E that is sound and complete modulo or .
The core axioms A1-4 [23] for BCCSP below are ω-complete, and sound and ground-complete modulo
bisimulation equivalence. Since every equivalence in the linear time–branching time spectrum (seeFig. 1) includes
bisimulation equivalence, it follows that the axioms A1-4 are sound modulo every equivalence in the spectrum.
Furthermore, each of the axioms A1-4 induces two inequations, obtained by replacing ≈ by  or , that are
both sound modulo every preorder in the linear time–branching time spectrum.
A1 x + y ≈ y + x,
A2 (x + y)+ z ≈ x + (y + z),
A3 x + x ≈ x,
A4 x + 0 ≈ x.
We write t = u if terms t and u are equal modulo associativity, commutativity and idempotence of +,
and modulo absorption of 0 summands. For every preorder and equivalence  in the linear time–branching
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time spectrum, soundness of the axiomsA1-4 ensures thatwheneverwewrite t = u, then also t u and t  u. Fur-
thermore, we will (tacitly) assume that the axioms A1-4 above are included in every axiomatization E considered
below, so that from t = u we may always conclude t  u and t ≈ u.
Let {t1, . . . , tn} be a ﬁnite set of terms; we use summation ∑{t1, . . . , tn} to denote t1 + · · · + tn, adopting the
convention that the summation of the empty set denotes 0. Furthermore, wewrite ant to denote the termobtained
from t by preﬁxing it n times with a, i.e., a0t = t and an+1t = a(ant). When writing terms, we adopt as binding
convention that _ + _ and summation bind weaker than a_. With abuse of notation, we often let a ﬁnite set X
denote the term
∑
x∈X x.
Note that, with the above notational conventions, for every term t there always exist a ﬁnite family of actions
{ai | i ∈ I}, a ﬁnite family of terms {ti | i ∈ I}, and a ﬁnite set of variables X ⊆ V such that
t =
∑
i∈I
aiti + X.
A term t is called a summand of u (notation: t  u) if it is a variable or a preﬁx and u = u+ t.
2.3. Two proof techniques
We give a short introduction to two proof techniques that will be exploited in the remainder of this paper.
The ﬁrst technique is especially designed for BCCSP, while the second technique is more generally applicative.
2.3.1. Cover equations
This technique, which was introduced in [9], aims to obtain an explicit description of the equational theory
of BCCSP modulo some equivalence.
The central idea is that if an equation t ≈ u is sound for BCCSP modulo some equivalence in the linear
time–branching time spectrum, then u+ t ≈ t and t + u ≈ u are sound as well; and from the last two equations
one can derive t ≈ u. Therefore, to extend an axiomatization consisting of A1-4 to a complete axiomatization
of some equivalence in the linear time–branching time spectrum, it sufﬁces to add sound equations of the form
x + u ≈ u and at + u ≈ u; such equations are called cover equations.
In order to further limit the form of the cover equations that need to be considered, one usually tries to
establish the following properties for the equivalence  at hand:
1. If at + u+ bv  u+ bv with a /= b, then at + u  u.
2. If t  u, then t and u contain the same variables, at the same depths.
3. If t + x  u+ x, and x is not a summand of t + u,3 then t  u.
If the properties above hold, then it sufﬁces to only consider cover equations of the form at + au1 + · · · + aun ≈
au1 + · · · + aun.
By Lemma 3(3), the second property holds for all equivalences ﬁner than or as ﬁne as trace equivalence, in
case |A| > 1. The ﬁrst and third properties have to be proved for each equivalence separately. Proving the ﬁrst
property is generally easy, but proving the third property can be a challenge.
When the cover equations have been classiﬁed, one can proceed in twoways. Either one can determine a ﬁnite
basis among the cover equations, or one can determine an inﬁnite family of cover equations that obstructs a
ﬁnite basis. We will follow the latter approach in Section 5, considering only equations of depth at most one, for
congruences that are ﬁner than or as ﬁne as ready equivalence and coarser than or as coarse as possible worlds
equivalence. Moreover, the cover equations technique turned out to be helpful in ﬁnding the inﬁnite families of
equations that obstruct a ﬁnite basis in Sections 4, 6, 7 and 8.
3 To see that this side condition is needed, note that, in general, x + x  0+ x but x  0.
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2.3.2. Proof-theoretic technique
To prove that no ﬁnite basis exists for an equivalence  it sufﬁces to provide an inﬁnite family of equations
tn ≈ un (n = 1, 2, 3, . . .) that are all sound modulo , and to associate with every ﬁnite set of sound equations E
a property PE that holds for all equations derivable from E, but does not hold for at least one of the equations
tn ≈ un. It then follows that for every ﬁnite set of sound equations E there exists a sound equation tn ≈ un that
is not derivable from E. It follows that every ﬁnite set of sound equations is necessarily incomplete, and hence
 is not ﬁnitely based.
We shall apply this proof-theoretic technique in Section 4 and in Sections 6–8, and in each case we proceed
in three steps:
1. We provide an inﬁnite family of sound equations tn ≈ un (n = 1, 2, 3, . . .) and a suitable family of properties
Pn (n = 1, 2, 3, . . .) such that the property Pn fails for all the equations ti ≈ ui with i ≥ n.
2. We establish that the property Pn holds for every substitution instance of any sound equation t ≈ u with
depth(t), depth(u) ≤ n.
3. We prove that Pn holds for every equation derivable from a collection E of sound equations t ≈ u with
depth(t), depth(u) ≤ n; the latter proof is by induction on normalized derivations, using (2) for the base case.
3. Failures
In this section, we consider the failures preorder F. Van Glabbeek [12] presented a sound and ground-
complete axiomatization of the failures preorder consisting of the axioms A1-4, the axiom
F1 a(x + y)  ax + a(y + z)
and the axiom ax ax + az. Note that the latter axiom is actually superﬂuous, since it can be obtained from F1
by substituting 0 for y and applying A3.
Below, we provide a basis for the equational theory of BCCSP modulo F. We shall prove that A1-4+F1 is
a basis if |A| = ∞ (see Corollary 9). To get a basis for the case that 1 < |A| < ∞, it will be necessary to add the
following axiom:
F2A
∑
a∈A axa 
∑
a∈A axa + y ,
where {xa | a ∈ A} is a family of distinct variables and y ∈ {xa | a ∈ A}. To see that F2A is soundmoduloF, let 
be an arbitrary closed substitution and consider a failure pair (a1 · · · ak ,B) of 
(∑
a∈A axa
)
. If k > 0, then clearly
(a2 · · · ak ,B) is a failure pair of (xa1), so (a1 · · · ak ,B) is a failure pair of 
(∑
a∈A axa + y
)
. On the other hand, if
k = 0, then note that I ( (∑a∈A axa)) = A, soB = ∅, and hence (a1 · · · ak ,B) is a failure pair of  (∑a∈A axa + y).
To see that F2A′ is not sound moduloF if A′ is a proper subset of A, let  be the closed substitution such that
(y) = b0 for some b ∈ A′; then I ( (∑a∈A′ axa)) = A′ /= A′ ∪ {b} = I ( (∑a∈A′ axa + y)). Since A1-4+F1 are
sound moduloF independent of the alphabet, it also follows that F2A cannot be derived from A1-4+F1.
Axiom F2A expresses that additional variable summands may be added to a term t whenever I(t) = A. The
following lemma conﬁrms that the proviso I(t) = A is necessary.
Lemma 4. If t F u, then var0(t) ⊆ var0(u), and if moreover I(t) /= A, then var0(t) = var0(u).
Proof. Suppose t F u.
That var0(t) ⊆ var0(u) follows immediately from Lemma 3(3).
To prove that I(t) /= A implies var0(t) = var0(u), suppose, towards a contradiction, that a ∈ I(t) for some
a ∈ A and that x ∈ var0(u) \ var0(t) for some x ∈ V . Deﬁne a closed substitution  by (x) = a0 and (y) = 0 for
y /= x. Since a ∈ I(t) and x ∈ var0(t), (, {a}) (with  the empty trace) is a failure pair of (t). Since x ∈ var0(u),
(, {a}) is not a failure pair of (u+ Y). This contradicts the assumption that t F u. We conclude that I(t) /= A
implies var0(t) = var0(u). 
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According to Lemma 4, all the variable summands of t are also summands of u. Moreover, if u has a variable
summand x that t does not have, then I(t) = A, so we can derive t  t + x with an application of F2A. We
proceed to establish, for all a ∈ A, a relation between a preﬁx summand at′ of t and the sum of all similar preﬁx
summands au′ of u. To conveniently express this relation, we ﬁrst introduce some further notation.
Let t be a term, and let A′ ⊆ A; we deﬁne the restriction tA′ of t to A′ by
tA′ =
∑
{at′ | a ∈ A′ & at′  t}.
Recall that t F u if, for all closed substitutions , the failure pairs of (t) are included in (u). The preorder
F fails to have certain structural properties with respect to the operations of BCCSP; in particular, we cannot
in general conclude from at F au that t F u. It will therefore be technically convenient to also have notation
for a preorder that is slightly coarser than F. We deﬁne the length of a failure pair (a1 · · · ak ,B) as the length
of the sequence a1 · · · ak , and we write t 1F u if, for all closed substitutions , the failure pairs of length ≥ 1
of (t) are included in those of (u). We leave it to the reader to verify that t F u if and only if t 
1
F u and
I(u) ⊆ I(t), and that at 1F au implies t 1F u.
Lemma 5. If t 1
F
u, then, for every summand at′ of t, at′ F u{a}.
Proof. Suppose t 1F u. Let at′ be a summand of t and let  be a closed substitution.
We ﬁrst prove that the failure pairs of length ≥ 1 of (at′) are included in those of (u{a}), and then we will
conclude that also the failure pairs of length 0 of (at′) are included in those of (u{a}).
Consider a failure pair (a1 · · · ak ,B) of (at′) with k ≥ 1. Then (a1 · · · ak ,B) is a failure pair of (t). By our
assumption that t Fprecplusu, it follows that (a1 · · · ak ,B) is a failure pair of (u). From this we cannot directly
conclude that u has a summand au′ such that (a1 · · · ak ,B) is a failure pair of (au′), as u may have a variable
summand x such that (a1 · · · ak ,B) is a failure pair of (x). To ascertain that u nevertheless also has the desired
summand au′, we deﬁne a modiﬁcation ′ of  such that for all 	 < k and for all terms v, (v) and ′(v) have the
same failure pairs (b1 · · · b	,B), while (a1 · · · ak ,B) is not a failure pair of ′(x) for all x ∈ V .
We obtain ′(x) from (x) by replacing subterms ap at depth k − 1 by 0 if a ∈ B and by aa0 if a ∈ B. That is
′(x) = chopk−1((x))
with chopm for all m ≥ 0 inductively deﬁned by
chopm(0) = 0,
chopm(p + q) = chopm(p)+ chopm(q),
chop0(ap) =
{
0 if a ∈ B
aa0 if a ∈ B,
chopm+1(ap) = a chopm(p).
We ﬁrst prove two properties concerning the failure pairs of chopm(p), for m ≥ 0 and closed terms p .
I. For all 	 ≤ m, the closed terms p and chopm(p) have the same failure pairs (b1 · · · b	,B).
We apply induction on m.
Base case: Since the summandsof chop0(p)areaa0 for alla ∈ I(p) ∩ B,I(p) ∩ B = ∅ if andonly ifI(chop0(p)) ∩
B = ∅.
Inductive case: Let 	 ≤ m+ 1; we distinguish cases according to whether 	 = 0 or 	 > 0. If 	 = 0, then, since
I(p) = I(chopm+1(p)), it follows that I(p) ∩ B = ∅ if and only if I(chopm+1(p)) ∩ B = ∅, so (b1 · · · b	,B) is
a failure pair of p if and only if it is a failure pair of chopm+1(p). If 	 > 0, then, since p b1−→ p ′ if and only
if chopm+1(p) b1−→ chopm(p ′) and, by the induction hypothesis, p ′ and chopm(p ′) have the same failure pairs
(b2 · · · b	,B), (b1 · · · b	,B) is a failure pair of p if and only if it is a failure pair of chopm+1(p).
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II. chopm(p) does not have any failure pair (b1 · · · bm+1,B).
We apply induction on m.
Base case: Since the summands of chop0(p) are aa0 with a ∈ I(p) ∩ B, chop0(p) does not have a failure pair
(b1,B).
Inductive case: By induction, for closed terms q, chopm(q) does not have failure pairs (b2 · · · bm+2,B). Since
the transitions of chopm+1(p) are chopm+1(p) b1−→ chopm(p ′) for p b1−→ p ′, it follows that chopm+1(p) does not
have failure pairs (b1 · · · bm+2,B).
We proceed to prove that ′ has the desired properties mentioned above.
A. For all 	 < k and for all terms v, (v) and ′(v) have the same failure pairs (b1 · · · b	,B),
We apply induction on 	.
Base case: From the deﬁnition of chopk−1 it follows that I(′(x)) ∩ B = I((x)) ∩ B for all x ∈ V . Hence,
I((v)) ∩ B = ∅ if and only if I(′(v)) ∩ B = ∅.
Inductive case: Let 	+ 1 < k . We prove for each summand of v that applying  or ′ gives rise to the same
failure pairs (b1 · · · b	+1,B). By property (I), (x) and ′(x) = chopk−1((x)) have the same failure pairs
(b1 · · · b	+1,B). Furthermore, by induction, for each summand b1v′ of v, (v′) and ′(v′) have the same
failure pairs (b2 · · · b	+1,B); so (b1v′) and ′(b1v′) have the same failure pairs (b1 · · · b	+1,B).
B. (a1 · · · ak ,B) is not a failure pair of ′(x) for all x ∈ V .
This is immediate from property (II).
Now, since (a1 · · · ak ,B) is a failure pair of (at′), (a2 · · · ak ,B) is a failure pair of (t′), and hence, by property
(A), of ′(t′). It follows that (a1 · · · ak ,B) is a failure pair of ′(t), and hence, by our assumption that t 1F u, of
′(u). Since, according to property (B), u does not have a variable summand x such that (a1 · · · ak ,B) is a failure
pair of ′(x), and since a1 = a, umust have a summand au′ such that (a1 · · · ak ,B) is a failure pair of ′(au′) of u.
Then, again by property (A), (a1 · · · ak ,B) is a failure pair of (au′) and hence of (u{a}).
We have now established that the failure pairs of length ≥ 1 of (at′) are included in those of (u{a}). In
particular, since (at′) has the failure pair (a,∅), so does (u{a}), and hence I((at′)) = {a} = I((u{a})). As an
immediate consequence we get that also the failure pairs of length 0 of (at′) are included in those of (u{a}).
We conclude that at′ F u{a}. 
We now proceed to establish that if the inequation at′∑j∈J auj is soundmodulo the failures preorder, then
it can be derived from A1-4+F1+F2A. For the case that I(t) /= A, we need the following lemma.
Lemma 6. If at F
∑
j∈J auj and I(t) /= A, then there exists j ∈ J such that I(uj) ⊆ I(t) and var0(uj) ⊆ var0(t).
Proof. Suppose at F
∑
j∈J uj and I(t) /= A. Let b ∈ A \ I(t) and deﬁne the closed substitution  by (x) = 0 if
x ∈ var0(t) and (x) = b0 if x ∈ var0(t). Then (a,A \ I(t)) is a failure pair of (at), so there exists j ∈ J such that
(a,A \ I(t)) is a failure pair of auj . From (A \ I(t)) ∩ I((uj)) = ∅ it follows that I(uj) ⊆ I(t) and var0(uj) ⊆
var0(t). 
The following lemma constitutes the crucial step in our completeness proof.
Lemma 7. If at F
∑
j∈J auj , then A1-4+F1+F2A  at 
∑
j∈J auj.
Proof. We apply induction on the depth of t.
Note that from at F
∑
j∈J auj it follows that t 1F
∑
j∈J uj . Let tI(t) =
∑
i∈I biti . Then, for all i ∈ I , by
Lemma 5 biti F
∑
j∈J uj{bi}, and hence by the induction hypothesis A1-4+F1+F2A  biti 
∑
j∈J uj{bi}. It
follows that
A1-4+F1+F2A  tI(t) =
∑
i∈I
biti 
∑
i∈I
∑
j∈J
uj{bi} =
∑
j∈J
ujI(t). (1)
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We distinguish two cases.
Case 1: I(t) /= A.
According to Lemma 6 that there exists j0 ∈ J such that I(uj0) ⊆ I(t) and var0(uj0) ⊆ var0(t), and hence
uj0I(t) + var0(t) = uj0 + var0(t). (2)
We get the following derivation:
at = a (tI(t) + var0(t))
a
⎛
⎝∑
j∈J
ujI(t) + var0(t)
⎞
⎠ (by (1))
= a
⎛
⎝uj0 +∑
j∈J
ujI(t) + var0(t)
⎞
⎠ (by (2))
auj0 + a
⎛
⎝∑
j∈J
uj + var0(t)
⎞
⎠ (by F1)
= auj0 + a
∑
j∈J
uj (by Lemma 3(3))
auj0 +
∑
j∈J
auj (by F1)
=
∑
j∈J
auj.
Case 2: I(t) = A.
If I(t) = A, then, since var0(t) ⊆ ⋃j∈J var0(uj) by Lemma 3(3), with an application of F2A
t = tI(t) + var0(t)tI(t) +
⋃
j∈J
var0(uj). (3)
We now get the following derivation:
at = a(tI(t) + var0(t))
a(tI(t) +
⋃
j∈J
var0(uj)) (by (3))
a
⎛
⎝∑
j∈J
ujI(t) +
⋃
j∈J
var0(uj)
⎞
⎠ (by (1))
= a
∑
j∈J
uj (since I(t) = A)

∑
j∈J
auj (by F1)
Concluding, we have proved that A1-4+F1+F2A  at  ∑j∈J auj . 
We are now in a position to establish that A1-4+F1+F2A constitutes a complete axiomatization of the failures
preorder.
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Theorem 8. If 0 < |A| < ∞, then A1-4+F1+F2A is a complete axiomatization of BCCSPmodulo failures preorder,
i.e., for all terms t and u, if t F u, then A1-4+F1+F2A  t  u.
Proof. Suppose t F u, and suppose t =
∑
i∈I aiti + var0(t). Then, for all i ∈ I , by Lemma 5 aiti F u{ai}, so
by Lemma 7, A1-4+F1+F2A  aiti  {ai}u. Clearly, since I(t) = I(u) by Lemma 3(3), it follows that
A1-4+F1+F2A  tI(t)  uI(u).
There are now two cases:
Case 1: I(t) /= A.
Then var0(t) = var0(u) by Lemma 4, so clearly
A1-4+F1+F2A  t = tI(t) + var0(t)  uI(u) + var0(u) = u.
Case 2: I(t) = A.
Then var0(t) ⊆ var0(u) by Lemma 4, so t = tI(t) + var0(t) tI(t) + var0(u) by F2A, and hence
A1-4+F1+F2A  t = tI(t) + var0(t)  uI(u) + var0(u) = u.
The proof is now complete. 
Groote [13] proved that in case |A| = ∞, BCCSP modulo failures equivalence has a ﬁnite basis. Here, we can
obtain the same result for failure preorder, by copying the proofs of Lemma 7 and Theorem 8, but omitting in
both proofs “Case 2”, which is only relevant for ﬁnite alphabets.
Corollary 9. If |A| = ∞, then A1-4+F1 is a complete axiomatization of BCCSP modulo failures preorder.
4. Failure traces
In this section, we consider failure trace equivalence FT. Blom et al. [5] gave a ﬁnite axiomatization that is
sound and ground-complete for BCCSP modulo FT. It consists of axioms A1-4 together with
FT ax + ay ≈ ax + ay + a(x + y)
RS a(bx + by + z) ≈ a(bx + by + z)+ a(bx + z),
where a, b range over A. Groote [13] applied his technique of inverted substitutions to prove that this axiomati-
zation is ω-complete in case A is inﬁnite.
In this section, we consider the case 1 < |A| < ∞. We prove that then there does not exist a ﬁnite sound and
ground-complete axiomatization for BCCSPmodulo FT that is ω-complete as well, and therefore failure trace
equivalence is not ﬁnitely based over BCCSP. The corner stone for this negative result is the following inﬁnite
family of equations en (n ≥ 1):
an+1x + a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x) ≈ a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x).
These equations are sound modulo FT. The idea is that, given a closed substitution , either I((x)) ⊆ {a}, in
which case the failure traces of (an+1x) are included in those of (a(anx + x)). Or c ∈ I((x)) for some c /= a,
in which case the failure traces of (an+1x) are included in those of (a
∑
b∈A\{a} an(b0 + x)).
We shall use the proof-theoretic technique to show that FT is not ﬁnitely based. The intuition behind our
proof is that if the axioms in E have depth at most n, then the summand an+1x at the left-hand side of en cannot
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be eliminated by means of a derivation from E. There is, however, one complication: the summand an+1x may
be “glued together” with other summands. For example, using the axioms FT and RS we can derive for n ≥ 1:
an+1x + a
∑
b∈A\{a}
an(b0 + x) ≈ a
⎛
⎝anx + ∑
b∈A\{a}
an(b0 + x)
⎞
⎠.
The right-hand side of the equation above does not have a summand an+1x, so the property of having a summand
an+1x is not preserved.Note that the right-hand side still does have a summandof the form av such that anx FT v(
take v =
(
anx +∑b∈A\{a} an(b0 + x)
))
. We shall be able to show that if the equation t ≈ u is derivable from a
collection of sound equations of terms with a depth ≤ n, then it satisﬁes the following property P FTn :
If t, u FT a(anx + x)+ a
∑
b∈A\{a} an(b0 + x), then t has a summand at′ such that anx FT t′, then
u has a summand au′ such that anx FT u′.
In Lemma 10, we shall ﬁrst establish that a substitution instance of a sound equation of terms with a depth
≤ n satisﬁes PFTn . Then, in Proposition 11, we prove that PFTn is preserved in derivations from a collection of
sound equations of depth ≤ n. Finally, we shall conclude that the family of equations en (n ≥ 1) obstructs a ﬁnite
basis, because the left-hand side has the summand an+1x, while the right-hand side does not have a summand
au′ with an+1x FT au′.
Lemma 10. Suppose that t FT u, let n ≥ 1 be a natural number greater than or equal to the depth of t and u, and
suppose
(t), (u) FT a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x). (4)
Then (t) has a summand av such that anx FT v if and only if (u) has a summand aw such that anx FT w.
Proof. Clearly, by symmetry, it sufﬁces to only consider the implication from left to right. So suppose that (t)
has a summand av such that anx FT v; then there are two cases:
Case 1: t has a variable summand z and (z) has av as a summand.
Since t FT u, by Lemma 3(3), u also has z as summand. Therefore, since (z) has av as a summand, so does
(u).
Case 2: t has a summand at′ such that anx FT (t′).
First, we establish that
(t′) a
n−−→ x and varm((t′)) = ∅ for all 0 ≤ m < n. (5)
From the assumption 4 we conclude using Lemmas 3(3, 3) that I((t)) = {a}, var0((t′)), varn((t′)) ⊆ {x}
and varm((t′)) = ∅ for all 0 < m < n. It follows that a(t′) FT (t), and hence
a(t′) FT a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x). (6)
Now, let 1 be a closed substitution with 1(x) = 0. Since an0 FT 1((t′)), we have 1((t′)) a
n−−→ 0. Since
varn((t′)) ⊆ {x}, it follows that either (t′) a
n−−→ x or (t′) an−−→ 0.
Note that, to establish 5, it remains to prove (t′) a
n
 0 and x ∈ var0((t′)). For this we consider (t′) under
another closed substitution 2 that satisﬁes 2(x) = c0 with c an action distinct from a. Then, according to 6,
a2((t
′)) FT a(anc0 + c0)+ a
∑
b∈A\{a} an(b0 + c0), and since the closed term at the right-hand side does
not exhibit the failure trace
∅ a · · · ∅ a︸ ︷︷ ︸
n+1 times
A,
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we have 2((t′))
an
 0, so (t′) a
n
 0. Furthermore, since anx FT (t′), we have anc0 FT 2((t′)). So c ∈
I(2((t′))), and hence x ∈ var0((t′)). This completes the proof of (5).
We proceed to prove that u has a summand au′ such that
(u′) a
n−−→ x and var0((u′)) = ∅. (7)
From (5) and the assumption that depth((t)) ≤ n it follows that there exist 	 < n, a variable y and a term t′′
such that t′ a
	−−→ y + t′′ and (y) an−	−−−→ x.
Deﬁne Z as the set of variables z such that (z) has x as a summand, i.e.,
Z = {z ∈ V | x ∈ var0((z))}.
Since y has an occurrence in t′ at depth 	 < n, it follows from (5) that x ∈ var0((y)), so y ∈ Z . Therefore, we
can deﬁne a closed substitution 3 by
3(z) =
⎧⎨
⎩
an+10 if z = y
c0 if z ∈ Z
0 otherwise.
where c is again an action distinct from a.
Since t a−→ t′ a	−−→ y + t′′, 3(y) a
n+1−−−→ 0, c ∈ I(t′), and x ∈ var0((t′)) implies var0(t′) ∩ Z = ∅, 3(t) admits
the failure trace
∅ a {c} a∅ · · · a∅︸ ︷︷ ︸
	+n times
a {a},
which by the assumption t FT u is then also a failure trace of 3(u). Since depth(u′) < n, and in view of the
deﬁnition of 3, this clearly means that u has a summand au′ such that c ∈ I(3(u′)) and u′ a
	−−→ y + u′′ for
some term u′′. Since (y) a
n−	−−−→ x, it follows that (u′) an−−→ x. Moreover, from c ∈ I(3(u′)) it follows that
var0(u′) ∩ Z = ∅, and hence x ∈ var0((u′)). So we have now established (7).
From the assumption (4) we conclude, by Lemmas 3(3, 3), that actm((u′)) ⊆ {a} for all 0 ≤ m < n and that
varm((u′)) = ∅ for all 0 < m < n, and (7) adds that (u′) a
n−−→ x, and var0((u′)) = ∅. These facts together
easily imply anx FT (u′). 
We shall now prove that the property PFTn holds for every equation derivable from a collection of equations
between terms of depth less than or equal to n. By the preceding lemma, it sufﬁces to prove that the transitivity
and congruence rules preserve PFTn .
Proposition 11. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo FT, let n ≥ 1 be a natural
number greater than or equal to the depth of any term in E, and suppose E  t ≈ u and
t, u FT a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x).
Then t has a summand at′ such that anx FT t′ if and only if u has a summand au′ such that anxFTu′.
Proof. We prove the proposition by induction on the depth of a normalized derivation of the equation t ≈ u
from E.
To establish the base case, note that if the derivation of t ≈ u consists of an application of the reﬂexivity rule,
then the proposition is immediate, and if there exist terms v and w and a substitution  such that (v) = t and
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(w) = u and (v ≈ w) ∈ E or (w ≈ v) ∈ E, then v FT w by the soundness of E, so the proposition follows by
Lemma 10.
For the inductive step we distinguish cases according to the last rule applied.
Case 1: the last rule applied is the transitivity rule.
Then there exist a term v and normalized derivations of t ≈ v and v ≈ u. By the soundness of E, v FT
uFT a(anx + x)+ a
∑
b∈A\{a} an(b0 + x). Hence, by the induction hypothesis, v has a summand av′ such that
anx FT v′, and therefore, again by induction, u has a summand au′ such that anxFTu′.
Case 2: the last rule applied is the congruence rule for a.
Then t = at′ and u = au′ for some terms t′ and u′, and there exists a normal derivation of t′ ≈ u′. Since t
consists of a single summand at′, anx FT t′. So by the soundness of E, anx FT u′.
Case 3: the last rule applied is the congruence rule for +.
Then t = t1 + t2 and u = u1 + u2 for some terms t1, t2, u1 and u2, and there exist normal derivations of t1 ≈ u1
and t2 ≈ u2. Since t has a summand at′ with anx FT t′, so does either t1 or t2. Assume, without loss of
generality, that t1 has a summand at′ such that anx FT t′. Since I(u) = {a}, clearly u1 FT u FT a(anx +
x)+ a∑b∈A\{a} an(b0 + x). So by the induction hypothesis u1, and hence u, has a summand au′ with anxFT u′.

Now we are in a position to prove the main theorem of this section.
Theorem 12. Let 1 < |A| < ∞. Then the equational theory of BCCSP modulo FT is not ﬁnitely based.
Proof. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo FT. Let n ≥ 1 be greater than or
equal to the depth of any term in E.
Note that a(anx + x)+ a∑b∈A\{a} an(b0 + x) does not contain a summand au′ such that anx FT u′. So
according to Proposition 11, the equation
an+1x + a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x) ≈ a(anx + x)+ a
∑
b∈A\{a}
an(b0 + x),
which is sound modulo FT, cannot be derived from E. It follows that every ﬁnite collection of equations that
are sound modulo FT is necessarily incomplete, and hence the equational theory of BCCSP modulo FT is
not ﬁnitely based. 
5. From ready pairs to possible worlds
In this section, we consider all congruences  that ﬁner than or as ﬁne as ready equivalence and coarser than
or coarse as possible worlds equivalence (i.e., PW ⊆  ⊆ R). We prove that if 1 < |A| < ∞, then no ﬁnite
sound and ground-complete axiomatization for BCCSP modulo  is ω-complete.
In [11, 12], van Glabbeek gave a ﬁnite axiomatization that is sound and ground-complete for BCCSP modulo
R. It consists of axioms A1-4 together with
R a(bx + z1)+ a(by + z2) ≈ a(bx + by + z1)+ a(by + z2),
where a, b range over A. In case A is inﬁnite, Groote [13] proved with his technique of inverted substitutions that
this axiomatization is ω-complete. So in that case, ready equivalence is ﬁnitely based over BCCSP.
Note that PW ⊆ RT ⊆ R. Blom et al. [5] proved that if |A| = ∞, then no ﬁnite axiomatization is sound
and ground-complete for BCCSP modulo RT. They also proved that if |A| < ∞, then a ﬁnite sound and
ground-complete axiomatization for BCCSP modulo RT is obtained by extending axioms A1-4 with
RT a
(∑|A|
i=1(bixi + biyi)+ z
)
≈ a
(∑|A|
i=1 bixi + z
)
+ a
(∑|A|
i=1 biyi + z
)
where a, b1, . . . , b|A| range over A.
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In [11, 12], van Glabbeek gave a ﬁnite axiomatization that is sound and ground-complete for BCCSP modulo
PW. It consists of axioms A1-4 together with
PW a(bx + by + z) ≈ a(bx + z)+ a(by + z),
where a, b range over A. If A is inﬁnite, then Groote’s technique of inverted substitutions can be applied in
a straightforward fashion to prove that this axiomatization is ω-complete. So in that case, possible worlds
equivalence is ﬁnitely based over BCCSP.
To prove the result mentioned above, originally we started out with the following inﬁnite family of equations
en for n > |A|:
a(x1 + · · · + xn)+
n∑
i=1
a(x1 + · · · + xi−1 + xi+1 + · · · + xn) ≈
n∑
i=1
a(x1 + · · · + xi−1 + xi+1 + · · · + xn).
These equations are sound modulo PW. Namely, it is not hard to see that for each closed substitution , the
possible worlds of the summand (a(x1 + · · · + xn)) at the left-hand side of (en) are included in the possible
worlds of the right-hand side of (en).
However, our expectation that the equations en for n > |A|would obstruct a ﬁniteω-complete axiomatization
turned out to be false. Namely, en can be obtained by (1) applying to en−1 a substitution with (xi) = xi + xn for
i = 1, . . . , n− 1, and (2) adding the summand a(x1 + · · · + xn−1) at the left- and right-hand side of the resulting
equation. Hence, from e|A|+1 (together with A1-3) we can derive the en for n > |A|.
Therefore, we then moved to a more complicated family of equations (see Deﬁnition 19), similar in spirit to
the equations en. However, while cancellation of the summand a(x1 + · · · + xn−1) from en for n > |A| + 1 leads to
an equation that is again soundmodulo PW, such a cancellation is not possible for the new family of equations
(see Lemma 21). We prove that they do obstruct a ﬁnite ω-complete axiomatization (see Theorem 24).
5.1. Cover equations
We introduce a class of cover equations (cf. Section 2.3), and show that they are soundmoduloPW.We prove
that each equation that involves terms of depth ≤ 1 and that is sound modulo R can be derived from the cover
equations. Moreover, if such an equation contains no more than k summands at its left- and right-hand side,
then it can be derived from cover equations containing no more than k summands at their left- and right-hand
sides (see Proposition 18).
Deﬁnition 13. A term
∑
i∈I aYi is a cover of a term aX if:
1. ∀Z ⊆ X with |Z | ≤ |A| − 1, ∃i∈I(Z ⊆ Yi ⊆ X); and
2. ∀Z ⊆ X with |Z | = |A|, ∃i∈I(Z ⊆ Yi).
This is denoted by
∑
i∈I aYiaX . We say that aX +
∑
i∈I aYi ≈
∑
i∈I aYi is a cover equation.
Example.
∑n
i=1 a(x1 + · · · + xi−1 + xi+1 + · · · + xn) a(x1 + · · · + xn) for n > |A|. Hence the equations that were
given at the start of this section are cover equations.
If |X | ≤ |A| − 1, then by Deﬁnition 13(1), t  aX implies that aX is a summand of t. So the only interesting cover
equations are the ones where |X | ≥ |A| (cf. Deﬁnition 19).
We proceed to prove that the cover equations are sound modulo PW.
Lemma 14. If
∑
i∈I aYi  aX , then aX +
∑
i∈I aYi PW
∑
i∈I aYi.
Proof. Let  be an arbitrary closed substitution. It sufﬁces to show that the possible worlds of (aX) are also
possible worlds of (
∑
i∈I aYi). Let ap be a possible world of (aX). Then p is a possible world of (X). By
508 T. Chen et al. / Information and Computation 206 (2008) 492–519
the deﬁnition of possible worlds equivalence, p has exactly |I((X))| summands, one summand bpb for each
b ∈ I((X)); and for each b ∈ I((X)) there is an xb ∈ X such that (xb) b−→ qb and pb is a possible world
of qb. Let Z = {xb | b ∈ I((X))}. Then I((Z)) = I((X)). Clearly, p is a possible world of (Z). Note that
|Z | ≤ |I((X))|. We distinguish two cases.
Case 1: |I((X))| ≤ |A| − 1.
By Deﬁnition 13(1), Z ⊆ Yi0 ⊆ X for some i0 ∈ I . Then clearly p is a possible world of (Yi0). Thus ap is a
possible world of 
(∑
i∈I aYi
)
.
Case 2: |I((X))| = |A|.
ByDeﬁnition 13(2), Z ⊆ Yi0 for some i0 ∈ I . Then I((Z)) ⊆ I((Yi0)), and hence, since I((Z)) = A, it follows
that I((Yi0)) = I((Z)). From Z ⊆ Yi0 and I((Yi0)) = I((Z)) we conclude that every possible world of Z
is a possible word of Yi0 . Since p is a possible world of (Z), it follows that p is a possible world of (Yi0).
Thus ap is a possible world of 
(∑
i∈I aYi
)
. 
We proceed to prove that each sound equation t ≈ u modulo R where t and u have depth 1 and contain no
more than k summands, can be derived from the cover equations with |I | ≤ k (see Proposition 18). First we
present some notations.
Deﬁnition 15. Ck = {aX +∑i∈I aYi ≈ ∑i∈I aYi | ∑i∈I aYiaX ∧ |I | ≤ k} for k ≥ 0.
Deﬁnition 16. R1 denotes the set of equations t ≈ u with depth(t) = depth(u) ≤ 1 that are sound modulo R.
Let S(t) denote the number of distinct summands (modulo A1-4) unequal to 0 of term t. For k ≥ 0,
Rk1 = {t ≈ u ∈ R1 | S(t) ≤ k ∧ S(u) ≤ k}.
In the remainder of this section we assume that A = {a1, . . . , a|A|}.
We present part of the proof of Proposition 18 as a separate lemma, as this lemma will be reused in the proof
of Lemma 22.
Lemma 17. If t ≈ u ∈ R1, then t and u contain exactly the same summands aX with |X | ≤ |A| − 1.
Proof. Let aX be a summand of t where X = {x1, . . . , xk} with k ≤ |A| − 1. We deﬁne (xi) = ai0 for i = 1, . . . , k
and (y) = ak+10 for y ∈ X . Then (a, {a1, . . . , ak}) is a ready pair of (t), so it must be a ready pair of (u). Since
depth (u) ≤ 1, this implies that aX is a summand of u.
By symmetry, each summand aX with |X | ≤ |A| − 1 of u is also a summand of t. 
Proposition 18. Ck  Rk1 for k ≥ 0.
Proof. Let t ≈ u ∈ Rk1 . Consider a summand aX of t with |X | ≥ |A|. We prove that a subset of the summands of
u form a cover of aX .
Case 1: Z = {z1, . . . , zk} ⊆ X with k ≤ |A| − 1.
We deﬁne (zi) = ai0 for i = 1, . . . , k , (x) = 0 for x ∈ X \ Z , and (y) = a|A|0 for y ∈ X . The ready pair
(a, {a1, . . . , ak}) of (aX) must also be a ready pair of (u). Since depth (u) ≤ 1, this implies that there is a
summand aY of u with Z ⊆ Y ⊆ X .
Case 2: Z = {z1, . . . , z|A|} ⊆ X .
We deﬁne (zi) = ai0 for i = 1, . . . , |A| and (y) = 0 for y ∈ Z . The ready pair (a,A) of (aX) must also be a
ready pair of (u). Since depth(u) ≤ 1, this implies that there is a summand aY of u with Z ⊆ Y .
Concluding, in view of Deﬁnition 13, u = u1 + u2 with u1  aX . Since S(u1) ≤ S(u) ≤ k , we have aX + u1 ≈ u1 ∈
Ck . So Ck  aX + u ≈ u.
By Lemmas 3(3) and 17, each summand x ∈ V and aX with |X | ≤ |A| − 1 of t is a summand of u. Moreover,
Ck  aX + u ≈ u for each summand aX of t with |X | ≥ |A|. Hence, Ck  t + u ≈ u.
By symmetry, also Ck  t + u ≈ t. So Ck  t ≈ t + u ≈ u. 
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5.2. Cover equations a1Xn +
n ≈ 
n for n ≥ |A|
Wenow turn our attention to a special kind of cover equation a1Xn +
n ≈ 
n for n ≥ |A|, where
n contains
n+ 1 summands (seeDeﬁnition 19 and Lemma 20). If a term u is obtained by eliminating one ormore summands
from
n, then a1Xn + u R u (seeLemma21);moreover, if a summandof a term u is not a summandof a1Xn +
n,
then
n R u (see Lemma 22). These two facts together imply that a1Xn +
n ≈ 
n cannot be derived from Cn
(see Proposition 23). Propositions 18 and 23 form the corner stones of the proof of Theorem 24, which contains
the main result of this section.
Deﬁnition 19. Let n ≥ |A|. Let x1, . . . , xn, xˆ|A|, . . . , xˆn be distinct variables. Let X|A|−1 and Xn denote {x1, . . . , x|A|−1}
and {x1, . . . , xn}, respectively. We deﬁne that 
n denotes the term
a1X|A|−1 +
|A|−1∑
i=1
a1(Xn \ {xi})+
n∑
i=|A|
a1(X|A|−1 ∪ {xi , xˆi}).
Lemma 20. 
n  a1Xn for n ≥ |A|.
Proof. Let Z ⊆ Xn with |Z | ≤ |A| − 1. We need to ﬁnd a summand a1Y of 
n with Z ⊆ Y ⊆ Xn. We distinguish
two cases. On the one hand, if Z ⊆ X|A|−1, then Z ⊆ X|A|−1 ⊆ Xn. On the other hand, if Z ⊆ X|A|−1, then Z ⊆
Xn \ {xi} ⊆ Xn for some 1 ≤ i ≤ |A| − 1.
Let Z ⊆ Xn with |Z | = |A|. We need to ﬁnd a summand a1Y of
n with Z ⊆ Y . Again there are two cases. On
the one hand, if X|A|−1 ⊂ Z , then Z ⊆ X|A|−1 ∪ {xi , xˆi} for some |A| ≤ i ≤ n. On the other hand, if X|A|−1 ⊂ Z , then
then Z ⊆ Xn \ {xi} for some 1 ≤ i ≤ |A| − 1. 
Lemma 21. Let n ≥ |A|. If the summands of u are a proper subset of the summands of 
n, then a1Xn + u R u.
Proof.Suppose that all summands of u are summands of
n, but that some summand a1Y of
n is not a summand
of u. We consider the three possible forms of Y , and for each case give a closed substitution  such that some
ready pair of (a1Xn) is not a ready pair of (u).
Case 1: Y = X|A|−1.
We deﬁne (xi) = ai0 for i = 1, . . . , |A| − 1, (xi) = 0 for i = |A|, . . . , n, and (y) = a|A|0 for y ∈ Xn. Then the
ready pair (a1, {a1, . . . , a|A|−1}) of (a1Xn) is not a ready pair of (u).
Case 2: Y = Xn \ {xi0} for some 1 ≤ i0 ≤ |A| − 1.
We deﬁne (xi) = ai0 for i = 1, . . . , i0 − 1, i0 + 1, . . . , |A|, (xi) = 0 for i = i0 and i = |A| + 1, . . . , n, and (y) =
ai00 for y ∈ Xn. Then the ready pair (a1, {a1, . . . , ai0−1, ai0+1, . . . , a|A|}) of (a1Xn) is not a ready pair of (u).
Case 3: Y = X|A|−1 ∪ {xi0 , xˆi0} for some |A| ≤ i0 ≤ n.
We deﬁne (xi) = ai0 for i = 1, . . . , |A| − 1, (xi0) = a|A|0, and (y) = 0 for y ∈ X|A|−1 ∪ {xi0}. Then the ready
pair (a1, {a1, . . . , a|A|}) of (a1Xn) is not a ready pair of (u). 
Lemma 22. Let n ≥ |A|. If 
n R u, then each summand of u is a summand of a1Xn +
n.
Proof.Let
n R u. By Lemma 3(3), depth (u) = 1. By Lemma 3(3), u does not have summands x ∈ V , so clearly
each summand of u is of the form a1Y . If |Y | ≤ |A| − 1, then by Lemma 17, a1Y is a summand of
n. Let |Y | ≥ |A|;
we prove that a1Y is a summand of a1Xn +
n.
By Lemma 3(3), Y ⊆ Xn ∪ {xˆi | i=|A|, . . . , n}. We distinguish two cases.
Case 1: xˆi ∈ Y for some |A| ≤ i ≤ n.
Suppose, towards a contradiction, that there is a y ∈ Y \ (X|A|−1∪{xi , xˆi}). We deﬁne (y) = a10, (xˆi) = a20,
and (z) = 0 for z ∈ {y , xˆi}. The ready pair (a1, {a1, a2}) of (a1Y) is not a ready pair of (
n), contradicting

n R u.
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Suppose, towards a contradiction, that there is an x ∈ (X|A|−1∪{xi , xˆi}) \ Y . Note that xˆi ∈ Y implies x /= xˆi .
We deﬁne (x) = a10, (xˆi) = a20 and (z) = 0 for z ∈ {x, xˆi}. The ready pair (a1, {a2}) of (a1Y) is not a ready
pair of (
n), contradicting 
n R u.
Hence, Y = X|A|−1 ∪ {xi , xˆi}.
Case 2: Y ⊆ Xn.
Since |Y | ≥ |A|, there is a Z = {z1, . . . , z|A|−1} ⊆ Y with Z ⊆ X|A|−1. We deﬁne (zi) = ai0 for i = 1, . . . , |A| − 1,
(y) = 0 for y ∈ Y \ Z , and (z) = a|A|0 for z ∈ Y . The ready pair (a1, {a1, . . . , a|A|−1}) of (a1Y) must be a
ready pair of (
n), which implies that there is a summand a1Y ′ of 
n with Z ⊆ Y ′ ⊆ Y . Since Z ⊆ X|A|−1
and Y ⊆ Xn, it follows that Y ′ = Xn \ {xi0} for some 1 ≤ i0 ≤ |A| − 1. Hence, either Y = Xn or Y = Xn \ {xi0}.
Concluding, each summand of u is a summand of a1Xn +
n. 
The following example shows that Lemma 22 would fail if |A| = 1.
Example. Let |A| = 1 and n = 1. Note that 
1 = a10 + a1(x1 + xˆ1) and a1X1 = a1x1. Since |A| = 1, a10 + a1(x1 +
xˆ1) R a1xˆ1 + a10 + a1(x1 + xˆ1). However, a1xˆ1 is not a summand of a1x1 + a10 + a1(x1 + xˆ1).
Proposition 23. Cna1Xn +
n ≈ 
n for n ≥ |A|.
Proof. Suppose, towards a contradiction, that there is a derivation of a1Xn +
n ≈ 
n using only equations
in Cn: a1Xn +
n = u0 ≈ u1 ≈ · · · ≈ uj = 
n for some j ≥ 1. By Lemma 3(3), u1, . . . , uj have depth 1. Since
u0 = a1Xn +
n, uj = 
n, and the equations in Cn are of the form aY + v ≈ v, there must be a 1 ≤ i ≤ j such
that ui−1 = a1Xn + ui and a1Xn is not a summand of ui . Since 
n R ui , Lemma 22 implies that all summands
of ui are summands of 
n. Since a1Xn + ui R ui , Lemma 21 implies that ui = 
n. Hence, a1Xn +
n ≈ 
n can
be derived using a single application of an equation a1Y + v ≈ v ∈ Cn. Then (Y) = Xn and (v)+ w = 
n for
some substitution and termw. Since a1Xn + (v) R (v) and(v)+ w = 
n, Lemma21 implies that(v) = 
n.
However, a1Y + v ≈ v ∈ Cn implies S(v) ≤ n, and v does not contain summands from V , so clearly S((v)) ≤ n.
This contradicts the fact that S((v)) = S(
n) = n+ 1. Concluding, Cna1Xn +
n ≈ 
n. 
Theorem 24. Let 1 < |A| < ∞. Let  be a congruence that is included in ready equivalence and includes possible
worlds equivalence. Then the equational theory of BCCSP modulo  is not ﬁnitely based.
Proof. Let E be a ﬁnite axiomatization that is sound and ground-complete for BCCSP modulo a congruence 
that is included in ready equivalence and includes possibleworlds equivalence. Suppose, towards a contradiction,
that E is ω-complete. By Lemmas 20 and 14, a1Xn +
n ≈ 
n for n ≥ |A| is sound modulo PW, so also modulo
. Then these equations can be derived from E. Let E1 denote the equations in E of depth ≤ 1. By Lemma 3(3),
E1  a1Xn +
n ≈ 
n for n ≥ |A|.
Choose an n ≥ |A| such that S(t) ≤ n and S(u) ≤ n for each t ≈ u ∈ E1. Since E1 is sound modulo , so also
modulo R, it follows that E1 ⊆ Rn1 . By Proposition 18, Cn  E1. This implies that Cn  a1Xn +
n ≈ 
n, which
contradicts Proposition 23.
Concluding, E is not ω-complete. 
6. Simulation
In this section, we consider simulation equivalence S. In [11, 12], van Glabbeek gave a ﬁnite axiomatization
that is sound and ground-complete for BCCSP modulo S. It consists of axioms A1-4 together with
S a(x + y) ≈ a(x + y)+ ax,
where a ranges over A. In case A is inﬁnite, Groote’s technique of inverted substitutions from [13] can be applied
in a straightforward fashion to prove that van Glabbeek’s axiomatization is ω-complete; see [6].
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An inﬁnite supply of actions is crucial in this particular application of the inverted substitutions technique, for
we shall prove below that the equational theory of BCCSPmoduloS does not have a ﬁnite basis if 1 < |A| < ∞.
The corner stone for this negative result is the following inﬁnite family of equations:
a(x +n)+
∑
∈An
a
(
x +n
)
+ an ≈
∑
∈An
a
(
x +n
)
+ an (n ≥ 0).
Here, the n are deﬁned inductively as follows:{
0 = 0
n+1 = ∑b∈A bn.
Moreover, the n and n are deﬁned by:
n = ∑b1···bn∈An b1 · · · bn0
n =
∑
b1···bn∈An\{} b1 · · · bn0 for  ∈ An.
For any closed term p with depth(p) ≤ n, clearly p S n. So in particular, n S n.
It is not hard to see that the equations above are soundmoduloS. The idea is that, given a closed substitution
, either depth((x)) < n, in which case a((x)+n) is simulated by an. Or some b1 · · · bn ∈ An is a trace of
(x), in which case a((x)+n) is simulated by a((x)+b1···bnn ).
We shall prove below that S is not ﬁnitely based, using the proof-theoretic technique, by showing that
whenever an equation t ≈ u is derivable from a set of sound axioms of depth ≤ n, then it satisﬁes the following
property P Sn :
if t, u S
∑
∈An a
(
x +n
)+ an, then t has a summand similar to a(x +n) if and only if u has a
summand similar to a(x +n).
We shall ﬁrst establish in Lemma 26 that an equation satisﬁes P Sn if it is a substitution instance of a sound
equation of terms with a depth ≤ n. Then, in Proposition 27, we prove, using Lemma 26, that P Sn holds for every
equation derivable from a collection of sound equations E, provided that the depth of the terms in E does not
exceed n. From the proposition we can directly infer that the inﬁnite family of equations above obstructs a ﬁnite
basis, because the left-hand side contains a summand similar to a(x +n), while the right-hand side does not.
The following lemma constitutes an important step in the proof thatP Sn is preserved by substitution instances
of sound equations of terms with a depth ≤ n.
Lemma 25. If a(x +n) S at S
∑
∈An a
(
x +n
)+ an, then at S a(x +n).
Proof. Since x +n S t, by Lemma 3(3), x is a summand of t. Clearly, there exists a term t′ that does not have
x as a summand such that t = x + t′ (modulo A3). Since a(x + t′) S
∑
∈An a(x +n)+ an, by Lemma 3(3),
t′ is a closed term.
Weprove that t′Sn. Consider a closed substitutionwith(x)=an+10. Sincea((x)+t′)S
∑
∈An a((x)+
n)+ an and clearly (x)+ t′ S n, it follows that (x)+ t′ S (x)+n for some  ∈ An. Hence t′ S
an+10 +n. Since at S
∑
∈An a
(
x +n
)+ an, by Lemma 3(3), depth(t′) ≤ depth (t) ≤ n. So t′ S an0 +
n S n.
Then at = a(x + t′)S a(x +n), and, by assumption, a(x +n)S at, so at S a (x +n). 
We shall now establish that substitution instances of sound equations of depth ≤ n satisfy P Sn .
Lemma 26. Suppose t S u, let n > 1 be a natural number greater than or equal to the depth of t and u, and suppose
(t), (u) S
∑
∈An a(x +n)+ an. Then (t) has a summand similar to a(x +n) if and only if (u) has a
summand similar to a(x +n).
Proof. Clearly, by symmetry, it sufﬁces to only consider the implication from left to right. So suppose that (t)
has a summand similar to a(x +n); then there are two cases:
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Case 1: t has a variable summand z and (z) has a summand similar to a(x +n).
Since t S u, by Lemma 3(3), u also has z as summand. Since (z) has a summand similar to a(x +n), the same
holds for (u).
Case 2: t has a summand at′ and (at′) S a(x +n).
Note that from (t′) S x +n it follows by Lemma 3(3) that x is a summand of (t′), and this means that t′
has a variable summand y with x a summand of (y).
The following claim constitutes a crucial step in the remainder of the proof for this case.
Claim. The term u has a summand au′ such that, for every m ≥ 0 and for every variable z, if t′ a1···am−−−−→ z + v for
some term v, then u′ a1···am−−−−→ z + w for some term w.
Proof (Proof of Claim).We consider the terms t and u under a special closed substitution , that we now proceed
to deﬁne. Let a and bbe distinct actions, and let .	 : V → >0 be an injection (which exists since V is countable);
then  is deﬁned by
(z) = az	·nb0 for all z ∈ V .
From the assumption that t S u, it follows that (t) S (u).
Since (t) a−→ (t′), there exists a closed term p such that (u) a−→ p and (t′) S p .
To establish that u has a summand au′ such that (t′) S (u′), we argue that u cannot have a variable
summand z such that (z) a−→ p . Recall that t′ has a variable summand y; since (y) = ay	·nb0 and (t′) S p ,
it follows that b has an occurrence at depth y	 · n in p . Now assume towards a contradiction that z is a variable
summand of u such that (z) a−→ p . Then p = az	·n−1b0, which, since clearly y	 · n /= z	 · n− 1, contradicts
that b occurs in p at depth y	 · n in p . So u has a summand au′ such that (t′) S (u′).
Now suppose that t′ a1···am−−−−→ z + v for some term v. Then, since (t′) S (u′), there exists a closed term q
such that (u′) a1···am−−−−→ q and (z + v) S q.
We shall now ﬁrst prove that there exists u′′ such that u′ a1···am−−−−→ u′′ and (u′′) = q. Assume towards a con-
tradiction that there is no such u′′. Then clearly there exist 	 < m, a variable z′, and a term u′′′ such that
u′ a1···a	−−−−→ z′ + u′′′ and (z′) a	+1···am−−−−−−→ q. Since (z′) = az′	·nb0, it follows that q = az′	·n−(m−	)b0, and hence the
single occurrence of b in p is at depth z′	 · n− (m− 	). Since 0 < m− 	 < n, it follows that b does not occur at
depth z	 · n in q; this contradicts (z + v) S q.
So there exists u′′ such that u a1···am−−−−→ u′′ and (u′′) = q. Since (z + v) S q = (u′′) and (z) = az	·nb0,
(u′′) a
z	·n−−−→ b0. Hence, since depth(u′′) < n and z	 > 0, there exists a variable z′, a term w, and 	 < n such
that u′′ a
	−−→ z′ + w and (z′) az	·n−	−−−−−→ b0. From the deﬁnition of  it is clear that z	 · n− 	 = z′	 · n. Since
	 ≤ depth(u′′) < n, it follows that 	 = 0, so z′	 = z	, and hence, since .	 is an injection, z′ = z. We have
established that u′′ = z + w, and thereby the proof of the claim is complete. 
Now consider any a1 · · · an ∈ An. Since n S (t′) and depth(t′) < n, there exist 0 ≤ m < n, a variable z and a
term v such that t′ a1···am−−−−→ z + v and am+1 · · · an a trace of (z). By our claim above, u′ a1···am−−−−→ z + w for some
termw. Since am+1 · · · an is a trace of (z), it follows that a1 · · · an is a trace of (u′). This holds for all a1 · · · an ∈ An,
so n S (u′).
Furthermore, recall that y is a summand of t′, and that x is a summand of (y). Since t′ −→ t′ (with  the
empty sequence of actions), by our claim it follows that u′ −→ u+ w for some term w. So y is a summand of u′,
and hence x is a summand of (u′).
We conclude that x +n S (u′), and hence a(x +n) S a(u′). From the assumption of the lemma that
(u) S
∑
∈An a(x +n)+ an it follows that a(u′) S
∑
∈An a(x +n)+ an. So, by Lemma 25, a(u′) S
a(x +n). 
We shall now prove thatP Sn holds for every equation derivable from a collection of equations between terms
of depth less than or equal to n. By the preceding lemma, it only remains to prove that the transitivity and
congruence rules preserve P Sn .
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Proposition 27. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo S, let n be a natural number
greater than the depth of any term in E, and suppose E  t ≈ u and t, u S
∑
∈An a(x +n)+ an. Then t has a
summand similar to a(x +n) if and only if u has a summand similar to a(x +n).
Proof. We prove the proposition by induction on the depth of a normalized derivation of the equation t ≈ u
from E.
To establish the base case, note that if the derivation of t ≈ u consists of an application of the reﬂexivity
rule, then the proposition is immediate, and if there exist terms v and w and a substitution  such that (v) = t,
(w) = u, and (v ≈ w) ∈ E or (w ≈ v) ∈ E, then v S w by the soundness of E, so the proposition follows from
Lemma 26.
For the inductive step we distinguish cases according to the last rule applied.
Case 1: the last rule applied is the transitivity rule.
Then there exist a term v and normalized derivations of t ≈ v and v ≈ u. By the soundness of E, v S u S∑
∈An a
(
x +n
)+ an. So, by the induction hypothesis, v has a summand similar to a(x +n), and hence,
again by the induction hypothesis, u has a summand similar to a(x +n).
Case 2: the last rule applied is the congruence rule for a.
Then t = at′ and u = au′ for some terms t′ and u′, and there exists a normal derivation of t′ ≈ u′. Since t
consists of a single summand, at′ S a(x +n). So, by the soundness of E, u = au′ S a(x +n).
Case 3: the last rule applied is the congruence rule for +.
Then t = t1 + t2 and u = u1 + u2 for some terms t1, t2, u1 and u2, and there exist normal derivations of t1 ≈
u1 and t2 ≈ u2. Since t has a summand similar to a(x +n), so does either t1 or t2. Assume, without loss
of generality, that t1 has a summand completed similar to a(x +n). Then clearly I(t1) = I(u1) = {a}, so
t1, u1 S t, u S
∑
∈An a(x +n)+ an. By the induction hypothesis, it follows that u1, and hence u, has a
summand similar to a(x +n). 
Now we are in a position to prove the main theorem of this section.
Theorem 28. Let 1 < |A| < ∞. Then the equational theory of BCCSP modulo S is not ﬁnitely based.
Proof. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo S. Let n > 1 be greater than or equal
to the depth of any term in E.
Note that
∑
∈An a
(
x +n
)+ an does not contain a summand similar to a(x +n). So according to Propo-
sition 27, the equation
a(x +n)+
∑
∈An
a
(
x +n
)
+ an ≈
∑
∈An
a(x +n)+ an ,
which is sound modulo S, cannot be derived from E. It follows that every ﬁnite collection of equations that
are sound modulo S is necessarily incomplete, and hence the equational theory of BCCSP modulo S is not
ﬁnitely based. 
7. Completed simulation
In this section, we consider completed simulation equivalence CS. In [11, 12], van Glabbeek gave a ﬁnite
axiomatization that is sound and ground-complete for BCCSPmodulo CS. It consists of axioms A1-4 together
with
CS a(bx + y + z) ≈ a(bx + y + z)+ a(bx + z),
where a, b range over A. We prove that the equational theory of BCCSP modulo CS does not have a ﬁnite
basis if |A| > 1. (Note that our proof in this section also works in case |A| = ∞, whereas all the other proofs
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of negative results assume |A| < ∞.) The corner stone for this negative result is the following inﬁnite family of
equations:
anx + an0 + an(x + y) ≈ an0 + an(x + y) (n ≥ 1).
It is not hard to see that these equations are sound modulo CS. The idea is that, given a closed substitution
, either (x) cannot perform any action, in which case (anx) is completed simulated by an0, or x can perform
some action, in which case (anx) is completed simulated by (an(x + y)).
We shall prove that there cannot be a ﬁnite sound axiomatization E for BCCSP modulo CS from which
the equations above can all be derived. We apply the proof-theoretic technique, showing that if the axioms in
E have depth smaller than n and the equation t ≈ u is derivable from E, then it satisﬁes the following property
P CSn :
if t, u CS an0 + an(x + y), then t has a summand completed similar to anx if and only if u has a
summand completed similar to anx.
The crucial step is to prove that PCSn holds for all substitution instances of sound equations of depth ≤ n (see
Lemma 29). The proof that the transitivity and congruence rules preserve PCSn , in Proposition 31, will then be
analogous to our proof in the previous section that they preserve P Sn .We infer that the inﬁnite family of equations
above obstructs a ﬁnite basis, by noting that the left-hand sides of the equations have a summand anx, while the
right-hand sides do not.
The following lemma constitutes an crucial step in the proof that substitution instance of sound equations
of depth ≤ n satisfy PCSn .
Lemma 29. If at CS an0 + an(x + y) and at a
n−−→ t′ with t′ = x, then at = anx.
Proof. We ﬁrst prove by induction on n that if at CS an0 + an(x + y), then at = an0 or at = anx or at = any or
at = an(x + y).
Suppose n = 1. Then I(t) = ∅ by Lemma 3(3) and var0(t) ⊆ {x, y} by Lemma 3(3), so t = 0 or t = x or t = y
or t = x + y .
Suppose n > 1. Then by Lemma 3(3) I(t) = {a} and by Lemma 3(3) var0(t) = ∅, so t = ∑i∈I ati with I /= ∅.
Clearly, ati CS an−10 + an−1(x + y), so by the induction hypothesis ati = an−10 or ati = an−1x or ati = an−1y or
ati = an−1(x + y), for all i ∈ I .
It remains to establish that ati = atj for all i, j ∈ I . Suppose, towards a contradiction, that ati /= atj for
some i, j ∈ I . Then clearly there exist t′i and t′j such that ati a
n−1−−−→ t′i , atj a
n−1−−−→ t′j and t′i /= t′j . Modulo symme-
try we can distinguish six cases, and in each of them it sufﬁces to provide a closed substitution  such that
(at) /CS(an0 + an(x + y)).
Cases 1,2,3: t′i = 0 and t′j = x or t′j = y or t′j = x + y .
Deﬁne  such that / (x) CS 0 and (y) CS 0. Then (t) /CSan−10 (because (t) a
n−1−−−→ (t′j) CS 0), and
(t) /CSan−1(x + y) (because (t) a
n−1−−−→ (ti) CS 0 whereas (x + y) CS 0). So (at) /CS(an0 + an(x +
y)).
Cases 4,5: t′i = x and t′j = y or t′j = x + y .
Deﬁne  such that (x) = 0 and (y) CS 0. Then (t) /CS an−10 (because (t) a
n−1−−−→ (t′j) CS 0) and
(t) /CSan−1(x + y) (because (t) a
n−1−−−→ (t′i ) CS 0 and (x + y) CS 0). So (at) /CS(an0 + an(x + y)).
Case 6: t′i = y and t′j = x + y .
Deﬁne  such that (x) CS 0 and (y) = 0. Then (t) /CS an−10 (because (t) a
n−1−−−→ (t′j) CS 0) and
(t) /CSan−1(x + y) (because (t) a
n−1−−−→ (t′i ) CS 0 and (x + y) CS 0). So (at) /CS (an0 + an(x + y)).
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We have established that ati = atj for all i, j ∈ I , so we may conclude that if at CS an0 + an(x + y), then
at = an0 or at = anx or at = any or at = an(x + y). If, moreover, at an−−→ t′ with t′ = x, then it is easy to de-
ﬁne closed substitutions showing that at /= an0, at /= any and at /= an(x + y), so the proof of the lemma is
complete. 
In the following lemma we establish that substitution instances of sound equations of depth< n satisfy PCSn .
Lemma 30. Suppose t CS u, let n ≥ 1 be a natural number greater than the depth of t and u, and suppose
(t), (u)CSan0 + an(x + y). Then (t) has a summand anx if and only if (u) has a summand anx.
Proof.Clearly, by symmetry, it sufﬁces to establish the direction from left to right. So suppose(t)has a summand
anx; then there are two cases:
Case 1: t has a variable summand z and (z) has a summand anx.
Then, since t CS u, by Lemma 3(3) u also has z as a summand, so clearly (u) also has a summand anx.
Case 2: t has a summand at′ and (at′) = anx.
Then, since depth(at′) < n, from (at′) = anx it follows that there exist a variable z and a term t′′ such
that at′ a
m−−→ z + t′′ and (z) = an−mx for some 1 ≤ m < n. Since t CS u, by Lemma 3(3), u has a summand
au′ such that au′ a
m−−→ z + u′′ for some term u′′, and consequently a(u′) an−−→ u′′′ with u′′′ = x. Since also
a(u′) CS (u) CS an0 + an(x + y), it follows by Lemma 29 that a(u′) = anx. So (u) has a summand
anx. 
We shall now prove that if an equation derivable from a collection of equations of depth< n, then it satisﬁes
PCSn .
Proposition 31. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo CS, let n be a natural number
greater than the depth of any term in E, and suppose E  t ≈ u and t, uCSan0 + an(x + y). Then t has a summand
completed similar to anx if and only if u has a summand completed similar to anx.
Proof. A straightforward adaptation of the proof of Proposition 27, using Lemma 30 instead of Lemma 26,
replacingS byCS,S byCS, “similar” by “completed similar” and
∑
∈An a(x +n)+ an by an0 + an(x +
y). 
Now we are in a position to prove the main theorem of this section.
Theorem 32. Let |A| > 1. Then the equational theory of BCCSP modulo CS is not ﬁnitely based.
Proof. Let E be any ﬁnite axiomatization over BCCSP that is sound modulo CS and let n ≥ 1 greater than the
depth of any term in E. Since an0 + an(x + y) does not have a summand completed similar to anx, by Proposition
31 the equation
anx + an0 + an(x + y) ≈ an0 + an(x + y),
which is sound modulo CS, cannot be derived from E. It follows that every ﬁnite collection of equations that
are sound modulo CS is necessarily incomplete, and hence the equational theory of BCCSP modulo CS is
not ﬁnitely based. 
8. Ready Simulation
In this section, we consider ready simulation equivalence RS. Blom et al. [5] gave a ﬁnite axiomatization
that is sound and ground-complete for BCCSPmodulo RS. It consists of axioms A1-4 together with the axiom
RS presented at the start of Section 4.
Note that the equations in the inﬁnite family presented in the previous section to show that CS is not ﬁnitely
based if |A| > 1, are not sound modulo RS. To see this, let a and b be distinct actions, and let  be a closed
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substitution such that (x) = a0 and (y) = b0. Then (anx) is not ready simulated by (an0) because I((x)) =
{a} /= ∅ = I(0), and (anx) is not ready simulated by (an(x + y), because I((x)) = {a} /= {a, b} = (x + y).
To obtain a negative result for RS, we proceed to consider below the following adaptation of the inﬁnite
family of equations of the previous section:
anx + an0 +
∑
b∈A
an(x + b0) ≈ an0 +
∑
b∈A
an(x + b0) (n ≥ 1).
These equations are soundmoduloRS. The idea is that, given a closed substitution, either(x) cannot perform
any action, in which case (anx) is ready simulated by (an0), or (x) can perform some action b, in which case
(anx) is ready simulated by (an(x + b0)). Note, however, that the summations in the above equations only
abbreviate BCCSP terms if |A| < ∞. So we assume 1 < |A| < ∞ in the remainder of this section.
The condition |A| < ∞ is, in fact, necessary for the negative result that we are about to prove, for if A = ∞,
then Groote’s technique of inverted substitutions from [13] can be applied in a straightforward fashion to prove
that the axiomatization of Blom et al. [5] is ω-complete; see [7].
The proof that there cannot be a ﬁnite sound axiomatization E for BCCSP modulo RS from which the
equations above can all be derived, is again with an application of the proof-theoretic technique. Let P RSn be
the property
if t, u RS an0 +
∑
b∈A an(x + b0), then t has a summand ready similar to anx if and only if u has a
summand ready similar to anx.
Note that this is essentially the same property as PCSn of the previous section. Also the proof that P
RS
n is satisﬁed
by every equation t ≈ u derivable from a collection of sound equations of depth < n is analogous to the proof
in the previous section. We only need to reconsider Lemma 29 in the light of the new family of equations.
Lemma 33. If atRSan0 +
∑
b∈A an(x + b0) and at a
n−−→ t′ with t′ = x, then at = anx.
Proof. We ﬁrst prove by induction on n that if atCSan0 +
∑
b∈A an(x + b0), then at = an0 or at = anx or
at = an(x + b0) for some b ∈ A.
Suppose n = 1. Note that var0(t) ⊆ {x} by Lemma 3(3). Next, we establish that I(t) ⊆ {b} for some b ∈ A.
To this end, let  be a closed substitution such that (x) = 0. Then I((t)) = I((0)) = ∅ or I((t)) = I((x +
b0)) = {b} for some b ∈ A, and hence I ⊆ {b} for some b ∈ A. Now it has been shown that t = 0 or t = x or
t = b0 or t = x + b0. To exclude the case that t = b0, suppose that I(t) = {b}, and consider a substitution  such
that (x) = c0 for some c /= b. Since I((t)) /= I((0)) and I((t)) /= I((x + b′0)) for b′ /= b, it follows that
I((t)) = I((x + b0)) = {b, c}. So x ∈ var0(t), and hence t = x + b0.
Suppose n > 1. Then I(t) = {a} by Lemma 3(3) and var0(t) = ∅ by Lemma 3(3), so t = ∑i∈I ati with I /= ∅.
Clearly, ati RS an−10 +
∑
b∈A an−1(x + b0), so by the induction hypothesis, for all i ∈ I , ati = an−10 or ati =
an−1x or ati = an−1(x + bi0) for some bi ∈ A.
It remains to establish that ati = atj for all i, j ∈ I . Suppose, towards a contradiction, that ati /= atj for
some i, j ∈ I . Then clearly there exist t′i and t′j such that ati a
n−1−−−→ t′i , atj a
n−1−−−→ t′j and t′i /= t′j . Modulo symmetry
we can distinguish four cases, and in each of them it sufﬁces to provide a closed substitution  such that
(at) /RS(an0 +
∑
b∈A an(x + b0)).
Cases 1,2: t′i = 0 and t′j = x or t′j = x + bj0.
Deﬁne  such that (x) RS 0. Then (t) /RSan−10 (because (t) a
n−1−−−→ (t′j) RS 0) and (t) /RSan−1(x +
bj0) (because (t)
an−1−−−→ (t′i ) RS 0).
Case 3: t′i = x and t′j = x + bj0.
Deﬁne  such that (x) = 0. Then (t) /RSan−10 (because (t) a
n−1−−−→ (t′j) RS 0) and (t) /RSan−1(x + bj0)
(because (t) a
n−1−−−→ (t′i ) = 0).
Case 4: t′i = x + bi0 and t′j = x + bj0 for some bi , bj ∈ A with bi /= bj .
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Table 1
The existence of ﬁnite bases for BCCSP in the linear time–branching time spectrum
|A| = 1 1 < |A| < ∞ |A| = ∞
Bisimulation + + +
Two-nested simulation − − −
Possible futures − − −
Ready simulation + − +
Completed simulation + − −
Simulation + − +
Possible worlds + − +
Ready traces + − −
Failure traces + − +
Readies + − +
Failures + + +
Completed traces + + +
Traces + + +
Deﬁne  such that (x) = 0. Then (t) /RSan−10 (because (t) a
n−1−−−→ (t′i ) RS 0) and (t) /RSan−1(x + b0)
for all b ∈ A (because b /= bk for k = i or k = j, so that (t) a
n−1−−−→ (t′k) RS bk0 and (x + b0) RS bk0).
We have established that ati = atj for all i, j ∈ I , so we may conclude that if atRSan0 +
∑
b∈A an(x + b0),
then at = an0 or at = anx or at = an(x + b0) for some b ∈ A. If, moreover, at an−−→ t′ with t′ = x, then it is easy
to deﬁne closed substitutions showing that at /= an0 and at /= an(x + b0), so the proof of the lemma is complete.

The following lemma corresponds to Lemma 30 of the previous section.
Lemma 34. Suppose t RS u, let n ≥ 1 be a natural number greater than the depth of t and u, and suppose
(t), (u)RSan0 +
∑
b∈A an(x + b). Then (t) has a summand anx if and only if (u) has a summand anx.
Proof.A straightforward adaptation of the proof of Lemma 30, using Lemma 33 instead of Lemma 29, replacing
CS by RS,CS byRS, and an0 + an(x + y) by an0 +
∑
b∈A an(x + b0) 
The following proposition corresponds to Proposition 31 from the previous section.
Proposition 35. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo RS, let n be a natural number
greater than the depth of any term in E, and suppose E  t ≈ u and t, uRS an0 +
∑
b∈A an(x + b0). Then t has a
summand ready similar to anx if and only if u has a summand ready similar to anx.
Proof. A straightforward adaptation of the proof of Proposition 27, using Lemma 34 instead of Lemma 26, re-
placingS byRS,S byRS, “similar” by “ready similar” and
∑
∈An a
(
x +n
)+ an by an0 +∑b∈A an(x +
b0). 
Now we are in a position to prove the main theorem of this section.
Theorem 36. Let 1 < |A| < ∞. Then the equational theory of BCCSP modulo RS is not ﬁnitely based.
Proof. Let E be a ﬁnite axiomatization over BCCSP that is sound modulo RS. Let n be greater than the depth
of any term in E.
Note that an0 +∑b∈A an(x + b0) does not contain a summand ready similar to anx. So according to Propo-
sition 35, the equation
anx + an0 +
∑
b∈A
an(x + b0) ≈ an0 +
∑
b∈A
an(x + b0),
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which is sound modulo RS, cannot be derived from E. It follows that every ﬁnite collection of equations that
are sound modulo RS is necessarily incomplete, and hence the equational theory of BCCSP modulo RS is
not ﬁnitely based. 
9. Conclusions
For every equivalence in van Glabbeek’s linear time–branching time spectrum it has now been determined
whether it is ﬁnitely based or not. Table 1 presents an overview, with a + indicating that a ﬁnite basis exists and
a − indicating that a ﬁnite basis does not exist. We distinguish three categories, according to the cardinality of
the alphabet A: singleton, ﬁnite with at least two actions, and inﬁnite.
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