Abstract. Nonsymmetric algebraic Riccati equations for which the four coefficient matrices form an irreducible M -matrix M are considered. The emphasis is on the case where M is an irreducible singular M -matrix, which arises in the study of Markov models. The doubling algorithm is considered for finding the minimal nonnegative solution, the one of practical interest. The algorithm has been recently studied by others for the case where M is a nonsingular M -matrix. A shift technique is proposed to transform the original Riccati equation into a new Riccati equation for which the four coefficient matrices form a nonsingular matrix. The convergence of the doubling algorithm is accelerated when it is applied to the shifted Riccati equation.
Introduction. We consider the nonsymmetric algebraic Riccati equation (or NARE)
XCX − XD − AX + B = 0, (1.1) where A, B, C, D are real matrices of sizes m × m, m × n, n × m, n × n, respectively, and we assume throughout that
is a nonsingular M -matrix or an irreducible singular M -matrix. As usual in algebraic Riccati equations theory one associates with the equation (1.1) the matrix
Some relevant definitions are given below. For any matrices A, B ∈ R m×n , we write A ≥ B(A > B) if a ij ≥ b ij (a ij > b ij ) for all i, j. A real square matrix A is called a Z-matrix if all its off-diagonal elements are nonpositive. Any Z-matrix A can be written as sI − B with B ≥ 0. A Z-matrix A is called an M -matrix if s ≥ ρ(B), where ρ(·) is the spectral radius; it is called a singular M -matrix if s = ρ(B) and a nonsingular M -matrix if s > ρ(B). Given a square matrix A, we will denote by σ(A) the set of the eigenvalues of A.
The NARE (1.1) has applications in transport theory and Markov models [17, 22, 23] . The solution of practical interest is the minimal nonnegative solution. The equation has attracted much attention recently [2, 4, 5, 7, 8, 10, 12, 13, 14, 18, 19, 21] .
Some properties of the NARE (1.1) are summarized below. See [7] and [8] for more details. A number of numerical methods have been studied for finding the minimal solution X. Recently, a doubling algorithm is studied in [14] and is shown to be efficient. The doubling algorithm itself is not new; it was studied in [1] , for example. However, the presentation in [14] provides some new information about the algorithm, which makes its analysis easier for the NARE (1.1).
In [14] , the discussion is limited to the case where M is a nonsingular M -matrix. In the application of the NARE in Markov chains, however, the most important case is the one where M is an irreducible singular M -matrix with zero row sums. So in this paper, we will assume that M is an irreducible (singular or nonsingular) M -matrix, with the emphasis on the singular case.
We show the applicability and convergence properties of the structure preserving doubling algorithm of [14] when M is singular. In particular we show that the algorithm has quadratic convergence when 0 is a simple eigenvalue of H. From the numerical experiments performed so far, the doubling algorithm shows a linear convergence of rate 1/2 if 0 has algebraic multiplicity equal to 2.
We introduce an alternative approach to treat the singular case based on a shift technique. The shift consists in performing a rank-one correction of the matrix H which moves one zero eigenvalue to a suitable nonzero real number. We construct a new Riccati equation associated with the shifted H, which has the same solution X of the original one, while the coefficients of the new Riccati equation form a nonsingular matrix if 0 is a simple eigenvalue of H.
We analyze the structure preserving doubling algorithm for the new Riccati equation and show that its convergence is faster (when no breakdown is encountered) than the convergence of the same algorithm applied to the original equation. In particular, when 0 is a double eigenvalue of H, the doubling algorithm applied to the new equation is shown to have quadratic convergence.
Numerical results show the effectiveness of the shift technique. The paper is organized as follows. In Section 2 we recall some properties of the Riccati equations and nonnegative matrices. In Sections 3 and 4 we show that the structure preserving doubling algorithm of [14] can be applied also to the case where M is irreducible singular and show convergence results. In Section 5 we present the shift technique. In Section 6 we analyze the doubling algorithm applied to the new Riccati equation. In Section 7 we show some numerical experiments.
Preliminaries.
When M is an irreducible singular M -matrix, by the PerronFrobenius theory 0 is a simple eigenvalue and there are positive vectors u and v such that
and the vectors u and v are each unique up to a scalar multiple. For any solution S of the Riccati equation (1.1), the matrix H of (1.3) satisfies
where R = D − CS. The eigenvalues of the matrix R are a subset of the eigenvalues of H.
Since H = JM , where J = I n 0 0 −I m , then H has a one dimensional kernel and u T J and v are the left and right eigenvectors corresponding to the eigenvalue 0.
The number µ determines some properties of the equation. Depending on the sign of µ and following a Markov chain terminology, one can classify the Riccati equations associated with an irreducible singular M -matrix in three categories: a Riccati equation will be called
The close to null recurrent case, i.e. the case µ ≈ 0, deserves a particular attention, since it corresponds to an ill-conditioned zero eigenvalue for the matrix H, in fact if u and v are normalized such that u 2 = v 2 = 1, then 1/|µ| is the condition number of the zero eigenvalue for the matrix H (see [6] ).
In fluid queues problems, the vector v is known being the vector of ones, which will be denoted by e. In general v and u can be computed by performing a LU factorization of the matrix M and solving two triangular linear systems.
The next results concern µ, and are proved or follow easily from results shown in [7, 8, 11] .
Theorem 2.1. Let M be an irreducible singular M -matrix, and let X and Y be the minimal nonnegative solutions of (1.1) and (1.4), respectively. Then the following properties hold:
Let M be an irreducible M -matrix, and let λ 1 , . . . , λ m+n be the eigenvalues of H = diag(I n , −I m )M ordered by nonincreasing real part. Then λ n and λ n+1 are real and
The minimal nonnegative solution X of the equation If µ > 0 then λ n = 0, λ n+1 < 0; if µ = 0 then λ n = λ n+1 = 0 and there exists only one linearly independent eigenvector for the eigenvalue 0; if µ < 0 then λ n > 0, λ n+1 = 0.
In the sequel, we will need some basic results about M -matrices. The first result can be found in [3] , for example. Most of the statements in the following result are also well known. [20] , where the irreducibility of the Schur complement is proved for any irreducible singular M -matrix of the form I − P with P stochastic. For a general irreducible M -matrix M , we have M = s(I − B) for some scalar s > 0 and some irreducible B ≥ 0 with ρ(B) ≤ 1. Note that if we replace B with a stochastic matrix with the same nonzero pattern, there will be no change of the nonzero pattern in the Schur complement. In other words, the irreducibility will not change.
3. The doubling algorithm. In this section we review the structure preserving doubling algorithm (SDA) for the NARE (1.1) and show that the algorithm is welldefined when M is an irreducible singular M -matrix. When M is a nonsingular M -matrix, the algorithm has already been shown to be well defined in [14] , although the selection of a parameter in the algorithm is slightly more restrictive in [14] .
For the minimal nonnegative solution X of the NARE (1.1), we have
where H is defined in (1.3) and R = D − CX.
Using the Cayley transform
with a scalar γ > 0, we can transform (3.1) into
where
Note that R + γI is nonsingular since R is an M -matrix by Theorem 1.1. For any γ > 0, the matrix M γ = M + γI is a nonsingular M -matrix. So
be the Schur complements of D γ and A γ , respectively, in M γ . They are both nonsingular M -matrices by Lemma 2.5. It is shown in [14] that (3.3) can be reduced to
by premultiplying both sides of (3.3) with a proper nonsingular matrix, where
Similarly, for the minimal nonnegative solution Y of the NARE (1.4), we have
and then
where S γ = (S + γI) −1 (S − γI) with S = A − BY being an M -matrix. The doubling algorithm presented in [14] is the following, where the sequences {H k } and {G k } are going to approximate X and Y , respectively. Algorithm 3.1.
In this section we show that the algorithm is well-defined. The convergence behavior of the algorithm will be studied in the next section.
Theorem 3.2. Let M be an irreducible M -matrix and
where a ii and d ii are the diagonal elements of A and D, respectively. Then
We have
Since V γ is the Schur complement of A γ in the irreducible nonsingular M -matrix M γ , it is also an irreducible nonsingular M -matrix by Lemma 2.
is irreducible, it has no zero columns. It then follows that E γ < 0.
Since R = D − CX is an irreducible M -matrix by Theorem 1.1, R + γI is an irreducible nonsingular M -matrix and (R + γI)
Since R − γI is irreducible and thus has no zero columns, it follows that R γ = (R + γI) −1 (R − γI) < 0. Similarly, using γ ≥ max 1≤i≤m a ii , we can prove that
Proof. For any nonnegative matrices U, V, W such that U V W is defined, if U, W > 0 and V = 0 then U V W > 0. Since E 0 , F 0 < 0 and I −G 0 H 0 , I −H 0 G 0 are nonsingular M -matrices, we have
For the doubling algorithm, it is shown in [14] that
Thus, H 1 < X and G 1 < Y . Then, as in the proof of Theorem 3.2, I − G 1 H 1 and I − H 1 G 1 are nonsingular M -matrices. The statements in the theorem are now easily proved by induction.
Convergence of the doubling algorithm.
For the doubling algorithm, we have (see [14] )
When M is an irreducible nonsingular M -matrix, we have ρ(R γ ) < 1 and ρ(S γ ) < 1. It follows that {H k } converges to X, {G k } converges to Y , {E k } and {F k } converge to 0, all quadratically. This result is shown in [14] under the assumption that γ > max{max a ii , max d ii }, but without the irreducibility assumption. Here we would like to allow γ = max{max a ii , max d ii }, since this γ will be shown to be optimal in some sense. From (4.2) and (4.3), we also have lim sup
{F k } converges to 0 quadratically with lim sup
and
and {F k } is bounded. (c) If µ = 0, then {H k } converges to X, {G k } converges to Y and {E k }, {F k } are bounded. Proof. When µ > 0, ρ(S γ ) < 1 and ρ(R γ ) = 1. Moreover, −1 is a simple eigenvalue of R γ and there are no other eigenvalues on the unit circle. When µ < 0, ρ(R γ ) < 1 and ρ(S γ ) = 1. Moreover, −1 is a simple eigenvalue of S γ and there are no other eigenvalues on the unit circle. The statements in (a) and (b) are then valid in view of (4.1), (4.2) and (4.3).
When µ = 0, ρ(R γ ) = 1, −1 is a simple eigenvalue of R γ and there are no other eigenvalues on the unit circle. Also, ρ(S γ ) = 1, −1 is a simple eigenvalue of S γ and there are no other eigenvalues on the unit circle. The boundedness of {E k } and {F k } then follows immediately. However, from (4.2) and (4.3), we cannot see the convergence of {H k } and {G k } to X and Y , respectively. So we will take a different approach.
For the minimal solution X of (1.1), we have from (3.5)
Since 0 ≤ G γ X < Y X, I −G γ X is a nonsingular M -matrix as in the proof of Theorem 3.2. Eliminating R γ in (4.6) gives
We now consider the basic fixed-point iteration for (4.7):
It is easily proved by induction that I − G γ X k is a nonsingular M -matrix and X k ≤ X k+1 ≤ X for all k ≥ 0. Therefore, lim X k = X with 0 ≤ X ≤ X. Since I − G γ X is a nonsingular M -matrix, so is I − G γ X. Thus we have
We are going to show X = X.
So instead of (3.5) we have
which can be transformed back to
It follows from the Perron-Frobenius theory that
. Thus ρ( R γ ) < ρ(R γ ) = 1 and again I − R γ is nonsingular. Now (4.11) can be rewritten as
Thus X is also a nonnegative solution of (1.1). Since X is minimal we have X = X and so lim X k = X. Now, the sequence {H k } produced by the doubling algorithm is such that H k = X 2 k (see [1] ). Therefore, lim H k = X, as required. The proof of lim G k = Y is similar. Remark 4.2. When µ = 0, the convergence of the doubling algorithm is not quadratic in general since the convergence of {X k } in (4.8) is sublinear in general. But the relation H k = X 2 k itself says that the convergence of the doubling algorithm is much faster than the basic fixed point iteration. The convergence in this case has been observed to be linear with rate 1/2.
In the doubling algorithm, we have the freedom to choose the parameter γ. In view of (4.4) and (4.5), the next result says γ = max{max a ii , max d ii } is optimal, in some sense, for the doubling algorithm. Theorem 4.3. For γ ≥ max{max a ii , max d ii }, ρ(R γ ) and ρ(S γ ) are nondecreasing functions of γ.
Proof. Since R = D − CX is an irreducible M -matrix, it can be written in the form sI − N , where N ≥ 0 is irreducible. It follows from the Perron-Frobenius theorem that there is a positive vector v such that Rv = λ n v. Now
Since −R γ > 0, it follows from the Perron-Frobenius theory that ρ(R γ ) = ρ(−R γ ) = (γ + λ n ) −1 (γ − λ n ), which is a nondecreasing function of γ. Similarly, ρ(S γ ) is a nondecreasing function of γ.
A shift technique.
In this section we assume that M is an irreducible singular M -matrix. The vectors u and v are as in (2.1), and we have three cases: µ > 0, µ = 0 and µ < 0. The next result shows that the case µ < 0 is easily reduced to the case µ > 0.
Lemma 5.1. The matrix X is the minimal nonnegative solution of (1.1) if and only if Z = X T is the minmal nonnegative solution of the equation
The equation ( 
the second statement follows readily. Remark 5.2. When µ ≤ 0, from the above proof and Theorem 2.1 we know that the minimal nonnegative solution X of (1.1) is such that X T u 2 = u 1 , or in other words, u
From now on, we assume that µ ≥ 0. Our shift technique will be based on the following result (see also [16] ). Lemma 5.3. Let T be a singular matrix and T w = 0 for a nonzero vector w. Assume that r is a vector with r T w = 1 and η is a scalar. Then the eigenvalues of the matrix T = T + ηwr T are those of T except that one zero eigenvalue of T is replaced by η.
Proof. We may easily verify that T −λI = (T −λI)(I −λ −1 ηwr T ) for any complex number λ different from zero. Taking determinants one has that, for any λ = 0,
By using a continuity argument, since λ = 0 is a zero of det(T − λI), the above equation holds for any λ. This completes the proof. We now construct a rank-one modification of the matrix H in (1.3):
where η > 0 is a scalar and p ≥ 0 is a vector with p T v = 1. Since H is a singular matrix with Hv = 0, we know from Lemma 5.3 that the eigenvalues of H are those of H except that one zero eigenvalue of H is replaced by η.
We write
Corresponding to M we define the new NARE
We have the following important property about the NARE (5.3). Proof. Observe that
Since X is a solution of (1.1) and Xv 1 = v 2 by Theorem 2.1, X is also a solution of the shifted equation (5.3). We have In what follows we will show that the dual equation of (5.3) has a solution Y such that the eigenvalues of −( A − B Y ) are the remaining eigenvalues of H: λ n+1 , . . . , λ n+m .
Lemma 5.5. The eigenvalues of the matrix
are η, λ n+1 , . . . , λ n+m .
Proof. We have
, where
The eigenvalues of W 0 are 0, λ n+1 , . . . , λ n+m by Theorem 2.2. Since
the eigenvalues of W are η, λ n+1 , . . . , λ n+m by Lemma 5.3. Lemma 5.6. If µ > 0, then there is a positive vector f such that (1, f T ) is a left eigenvector of W corresponding to the eigenvalue η.
Proof. 
T is a solution of the dual equation of (5.3).
Proof
A straightforward computation shows
Also, we have
where we have used the fact that
Thus, to show R( Y ) = 0, we only need to check
which is true by the choice of f in Lemma 5.6. We now show that the solution Y has the desired spectral property. Proof. Notice that
For the matrix W = W1,1 W1,2 W2,1 W2,2 in Lemma 5.5, we have
where we have used Lemma 5.6. Therefore, the eigenvalues of A − B Y are −λ n+1 , . . ., −λ n+m by Lemma 5.5. The case µ = 0 has to be treated separately since Y v 2 = v 1 in this case and thus the matrix W in Lemma 5.5 does not have a left eigenvector of the form (1, f T ) corresponding to the eigenvalue η. In this case, we need to assume p 1 > 0. Actually, it is advisable in general to use a vector p with p 1 > 0 also in the case µ > 0, since this choice of p guarantees that the matrix Y is bounded independent of the nearness to null recurrence (as can be seen in the proof of the following theorem). In the next section, however, we will use a vector p without this assumption for a special class of the NARE (1.1) . There, the boundedness of Y independent of the nearness to null recurrence will be guaranteed in another way.
Theorem 5.9. If µ = 0 and p 1 > 0, then the dual equation of (5.3) has a solution
Proof. We use a continuity argument similar to the one used in [9] when a shift technique in [15] is used for null recurrent quasi-birth-death problems. We introduce the irreducible singular M -matrix
. The left and right eigenvectors of M (k) corresponding to the zero eigenvalue are given by
Thus, the NARE corresponding to M (k)
Let Y (k) be the minimal nonnegative solution of the dual equation of (5.4). Then Y (k)v 2 < v 1 and in particular the sequence {Y (k)} is bounded. When M is replaced by M (k), we have a matrix W (k) corresponding to the matrix W in Lemma 5.5. Let (1, f (k) T ) be the left eigenvector of W (k) corresponding to the eigenvalue η. Now,
T is a solution of the dual equation of 
and thus When µ = 0, the matrix H has two zero eigenvalues. The above shift technique moves one zero eigenvalue to a positive number. We may use a double-shift to move the other zero eigenvalue to a negative number. Recall that Hv = 0, where
and w T H = 0, where w = u 1 −u 2 . We define the matrix
where η > 0, ξ < 0, p and q are such that p T v = q T w = 1. Since v and w are orthogonal vectors, the double-shift moves one zero eigenvalue to η and the other to ξ. Indeed, the eigenvalues of H = H + ξqw T are those of H T = H T + ξwq T , which are the eigenvalues of H except that one zero eigenvalue is replaced by ξ, by Lemma 5.3. Also, the eigenvalues of H = H + ηvp T are the eigenvalues of H except that the remaining zero eigenvalue is replaced by η, by Lemma 5.3 again.
From H we may define a new Riccati equation
As before, the minimal nonnegative solution X of (1.1) is a solution of (5.6) such that σ(D − CX) = {η, λ 1 , . . . , λ n−1 }. However, it seems very difficult to determine the existence of a solution Y of the dual equation of (5.6) such that σ(A − B Y ) = {−ξ, −λ n+2 , . . . , −λ n+m }. We will not investigate the double-shift any further in this paper.
6. The doubling algorithm applied to the shifted equation. In this section we assume µ ≥ 0. We will show that the doubling algorithm applied to (5.3) converges faster (if no breakdown occurs) than the doubling algorithm applied to (1.1). The applicability of the SDA algorithm to the shifted equation for a general NARE is still work in progress, but we will prove that no breakdown occurs under suitable assumptions on the matrix M . 6.1. Convergence properties. By Theorems 5.4, 5.8 and 5.9, the matrices X and Y are such that
Recall that we need to assume p 1 > 0 for the vector p used in the shift technique when µ = 0, to get the second equation in (6.1). We apply the Cayley transform with γ > 0 to each of the equations in (6.1), thus obtaining
We then proceed as in Section 3, with the equations (3.3) and (3.7) replaced by the equations in (6.2) , and obtain a sequence of matrices { H k } by the doubling algorithm (assuming that no breakdown occurs). The sequence { H k } is going to approximate X, the minimal nonnegative solution of (1.1).
As in Section 4, we can prove that lim sup
For easy comparison, we recall that the sequence {H k } generated in Section 3 is such that lim sup
Note that
By Theorem 2.2 and the property of the Cayley transform, we have ρ(
Therefore the convergence of the doubling algorithm applied to the shifted equation is faster than the convergence of the same algorithm applied to the original equation. As we will show in the numerical experiments, the number of steps necessary for convergence can decrease dramatically by using the shift technique. In particular, when µ = 0, the SDA algorithm applied to the shifted equation still has quadratic convergence. According to the results in [11] , the shift equation is also better conditioned than the original equation. At this point it must be specified which is the best choice for the parameter η in terms of the speed of convergence. In fact, the fastest convergence is expected when ρ(C γ ( D − CX)) is minimal, i.e., when |C γ (η)| ≤ max{|C γ (λ i )|, i = 1, . . . , n − 1}. This happens, for instance, if η = γ (i.e. C γ (η) = 0). 6.2. Applicability for a special class of NARE. We can prove the applicability of the SDA algorithm to the shifted equation for a special class of the NARE (1.1) and for proper choices of η, p and γ.
The special class consists of equations for which (a) either C has at least one positive column or D has at least one column with no zero entries. (b) either A is irreducible or B has a nonzero row. For ease of notation, we assume without loss of generality [11] that v = e, the vector of ones. We define r 1 ∈ R n and r 2 ∈ R m by (r 1 ) j = min . We have r = 0 for each equation in the special class, and we use the shift (5.2) with η = r T e and p = r/r T e.
We are going to show that the matrix M is such that B ≥ 0, C ≥ 0, I ⊗ A + D T ⊗ I is a nonsingular M -matrix, (6.3)
We generate 5 different matrices M in this way, each with µ > 0. In Table 7 .1 we report the number of iterations and the relative residual, defined as res = XCX − XD − AX + B 1 XCX 1 + XD 1 + AX 1 + B 1 .
As one can see, the number of steps applied to the shifted equation is smaller, while the residual error remains roughly the same (u ≈ 2.2 × 10 −16 is the unit roundoff). , where E m,n is the m × n matrix having all entries equal to 1.
In this case the SDA algorithm shows linear convergence while the SDA applied to the shifted equation has quadratic convergence. Indeed, as reported in Table 7 .1 the number of steps decreases dramatically. Since the solution is explicitly known, we have compared the absolute error, defined as the 1-norm of the difference between the exact and the computed solution, obtained with both methods. Observe that the solution computed without performing the shift is much less accurate than the one obtained by applying the shift. This phenomenon is to be expected in view of the theoretical results in [11] . Table 7 .1, the reduction of the number of iterations for the shifted equation is significant.
