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Abstract
The study of advanced control systems in the context of aerospace engineer-
ing applications is a challenging task and an evolving research field. Among
the wide set of available control techniques, Non Linear Dynamic Inversion
(NLDI) plays a role of primary importance. The work described in this
dissertation takes place in such a context. In particular, it is focused on
the definition of both architecture and control laws for an advanced control
system, based on feedback-linearization theory, and able to maintain a prede-
fined geometry for a formation of unmanned aerial vehicles. In the first part
of this thesis, after a brief introduction to formation flying, we will briefly
recall the theory of feedback linearization. Then, an application to a case
study will be described. The most innovative aspect of such an application is
that the designed control law allows one to obtain a fully three-dimensional
control of the formation. This is in contrast to the previous approach avail-
able in the literature, in which the use of NLDI technique was applied to two
dimensional problems only. The last part of this thesis contains the simu-
lation results, obtained in a Simulinkr environment, that demonstrate the
effectiveness of the proposed methodology.
Sommario
Lo studio di sistemi di controllo avanzati nell’ambito di applicazioni aerospa-
ziali rappresenta un argomento stimolante ed un campo di ricerca in continua
evoluzione. Tra le molte tecniche di controllo esistenti, quella dell’inversione
dinamica gioca un ruolo di primaria importanza. E’ in questo contesto che si
posiziona il lavoro sviluppato nella presente tesi. In particolare, l’attenzione
e` stata focalizzata sulla definizione dell’architettura (e delle leggi di controllo)
di un sistema di controllo avanzato (basato sulla teoria dell’inversione dinam-
ica) capace di garantire il mantenimento di una prefissata geometria da parte
di una formazione di velivoli non abitati.
Nella prima parte di questa tesi, dopo una breve introduzione al volo in for-
mazione, verra` fornita una dettagliata spiegazione della teoria dell’inversione
dinamica. Sara` quindi descritta l’applicazione di questa teoria ad un caso
pratico.
L’aspetto maggiormente innovativo di questo studio sta nel fatto che la
legge di controllo progettata garantisce il controllo tridimensionale della for-
mazione. Questa caratteristica emerge se si paragona il presente lavoro a
quelli precedentementi realizzati e disponibili in letteratura, nei quali la teo-
ria dell’inversione dinamica e` stata applicata solamente a problemi bidimen-
sionali. L’ultima parte di questa tesi contiene i risultati delle simulazioni
numeriche realizzate in ambiente Simulinkr, che dimostrano l’efficacia della
metodologia proposta.
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Part I
State of Art
Chapter 1
Formation Flight
In this chapter we give an introduction to UAVs formation flight, emphasizing
qualities and drawbacks of the most used geometrical solutions.
1.1 Introduction
The term formation flying means basically a situation in which two or more
aircraft intentionally fly within a mutual visual range. They can take-off
and land at the same airport, or join somewhere along the way for a jointed
landing, or take-off and then break formation to land at different airports,
the essential feature being that the aircraft, fly together like a single entity
for a variable range of time.
1.2 Formation Flight Outlines
For thousands of years flocks of migratory birds have got the formation flight
benefits in terms of improved aerodynamic efficiency, resulting from the up-
wash vortex generated by the wings of the neighboring birds. In a similar way,
shoals of fishes deal with the oceanic currents. The aeronautic community,
drawing inspiration from these natural behaviors, focused their interest on
the formation flight concept, with the goal of translating the drag drop into
a substantial fuel consumption reduction, an essential feature especially for
long range missions. The main attraction of formation flight lies not only in
the possibility of saving fuel, but also in the number of applications that are
made possible through its characteristic of reconfigurability and its capability
of performing the full coverage of a wide area.
A further advantage could result from unmanned aircraft utilization, re-
moving any risk of life losses. Unmanned aircraft formations will certainly
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play a fundamental role in future aerospace scenarios for both civil and mili-
tary purposes. In the civil field such a solution could be helpful for purposes
of region surveillance, rescue in hostile climatic and logistic conditions (as
earthquake-damaged buildings or flooded land), geological survey, or exami-
nation of hazardous waste into chemical-spill sites (also for failure detection
in gas pipeline). A large variety of military missions are also possible as
weapon detection, boundary surveillance, location of terrorists or recovery
of prisoners. Therefore it is not surprising that the interest about Forma-
tion Flight pushed forward multidisciplinary researches, particularly in the
aerodynamic and control systems fields. Regarding the aerodynamic stud-
ies, the earliest ones about the evaluation of the aerodynamic benefits of
formation flight were presented by Wieselsberger,[1] who suggested that in a
vee-formation shape the drag benefits among all birds in a formation, results
equally distributed. The reasons of the benefits of such a solution are due
to the wing-tip vortices presence, these vortices being generally undesirable
as they create a downwash that increases the induced drag on a wing in
flight. However, this downwash is also accompanied by an upwash that can
be advantageous for a second wing flying behind and slightly above the first
one. A bird flying in one of these upwash regions essentially gains free lift so
that it can fly at a lower angle of attack. As the angle of attack is reduced,
the induced drag is also lowered so that the bird does not need to flap its
wings so hard or so often to generate the thrust needed for forward flight.
Flapping the wings less, often means that the bird’s muscles do not work so
hard and its heart rate drops. As a result, the bird does not tire so quickly
and is able to fly farther. Researchers explored this theory by monitoring
pelican heartbeats during flight and found that the energy expenditure of
eight trained pelicans flying in formation was reduced by nearly 14.5% when
flying in formation.[2]
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Figure 1.1: Wing trailing-vortex
The analytical study of Lissaman and Shollenberger[3] showed that a for-
mation of 25 birds, flying with zero lateral spacing between wing tips, would
1.2 Formation Flight Outlines 6
have a 70% increase in range when compared to a bird alone. Similar benefits
have been shown by other researchers, including Hummel and Hainsworth[4]
who also studied the best vee-formation configuration obtainable in terms of
whole drag reduction with respect to wing-tip spacing.
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Figure 1.2: Mean heart rate and mean wingbeat frequency for pelicans flying
alone or in formation
In parallel to works on formation flight of birds, many studies about air-
craft formation have been carried out. The advantages and issues related to
aircraft formation flight have been studied both analytically[5]–[9] and through
wind tunnel experiments,[10]–[13] and with flight tests[14]–[16] . Iglesias and Ma-
son[7] use a constrained-minimization approach with Lagrange multipliers to
determine the optimum lift distribution that results in minimum induced drag
for the entire formation while satisfying the constraints that the lift on each
aircraft equals the weight and the individual rolling moments are all zero. In
a similar context the work of Frazier and Gopalarathnam is inserted. They[8]
have found the optimum lift distribution by first determining the optimum
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downwash in the Trefftz-plane using a discrete vortex lattice method. In a
following work Gopalarathnam and King[9] studied the problem of optimum
downwash in the case of elliptically loaded planar wings, developing a method
applicable to cases with or without lateral overlap of wings. They found that
for any formation of planar wings the optimum lateral separation between
adjacent wings corresponds to a lateral overlap of approximately 10% of the
wing span. Using this optimum lateral separation, the favorable interference
between adjacent wings is maximized, as we can see in Fig.1.3, where Y is
the centerline-to-centerline lateral separation between adjacent wings and b
is the wing span of a single aircraft.
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Figure 1.3: Effect of lateral separation on drag ratio for 25-wing formations
with insets showing the plan views of formation geometries at
arbitrary streamwise spacings.
The results of analytical aerodynamic study have been tested through
wind tunnel experiments. Gingras and Blake[10]–[12] first performed specific
tests to establish experimental techniques for investigating multi-vehicle aero-
dynamic interaction and collected data for use in a six-degree-of-freedom sim-
ulation to model and study the effects of a lead vehicle on a trail aircraft.
Then, Bangash and his coworker[13] conducted wind tunnel tests to evaluate
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the aerodynamic characteristics of aircraft in formation by investigating the
effect of spatial offset (both horizontal and vertical) between the leading and
trailing wings for echelon, chevron and in-line formations.
Further validations of aerodynamics results have been obtained through
flight tests. Wagner[14] performed tests with aircraft flown manually in close
formation for various lateral spacing. In particular, they obtained a fuel
saving of 8.8% ± 5.0% with 80% confidence for the wingman of a two-ship
formation in the predicted optimal position, that is the one with an 86%
wingspan lateral spacing. Ray, Vachon and others[15], [16] executed tests with
two specially instrumented semi-automatic F/A-18 that were flown through
patterns of varying lateral, longitudinal, and vertical offset positions to obtain
detailed maps of the performance benefits. They found a good agreement
with published theory.
All these studies showed the geometry maintenance importance: accord-
ingly, a significant amount of work has been dedicated to designing control
systems for aircraft in formation. In particular, Pachter and D’Azzo per-
formed a number of works[17]–[21] concerning the control of close formations
(that is, formation in which the lateral separation between aircraft is less
than a wingspan). In the first papers the interest was focused in developing
two-dimensional control systems for a two-aircraft formation, based on linear,
first order autopilots. Then, they implemented more complex control systems
able to maintain a three-dimensional formation geometry even if they never
considered the vertical dynamics, assuming that the two aircraft have the
same one. Succeeding studies were aimed at modeling the aerodynamic cou-
pling effects on the wing aircraft caused by the leader’s wing vortex. Pachter
and D’Azzo proved that a formation control system obtained without the
due consideration of the aerodynamic coupling effect (and where only the
kinematic coupling effects were accounted for) was able to handle also the
neglected aerodynamic coupling effects. Boskovic and others[22], [23] developed
adaptive control algorithms for two-dimensional formation aircraft. Recently,
Napolitano and Campa accomplished interesting studies on formation flight
control problem[24]–[29] realizing a cluster of YF-22 model unmanned aircraft.
They obtained the identification of a Nonlinear Model for the West Virginia
University YF-22 Aircraft and developed a Nonlinear Dynamics Inversion
based control system, using a two-dimensional formation dynamics. The
present work aims to proceed further, by extending the studies to the three-
dimensional case. In the next paragraph we will provide a short introduction
to the various kinds of aircraft formation types realized until now.
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Figure 1.4: West Virginia University YF-22 Aircraft Cluster
1.3 Classes of Aircraft Formations
Aircraft in a formation can be placed in a variety of ways, but the most
common structures in the literature[19], [21], [30]–[32]are the following three:
• Leader-Wingman
• Virtual Leader
• Behavioral
In the Leader-Wingman structure, the first aircraft in the formation is re-
ferred to as the Leader, with the rest of aircraft (Wingman) treated as follow-
ers. While the Leader aircraft maintains a prescribed trajectory, the followers
refer their position to another aircraft of the formation or to the Leader. In
the first case the Follower tracks a fixed relative distance from the neighbor-
ing aircraft forming a chain, the advantage being that any risk of collision is
prevented, but the drawback is the error propagation. In the second situa-
tion, instead, the Follower, maintains a given distance only from the Leader,
thus avoiding the problem of error propagation, even if some collisions could
occur. Despite the above problems, the Leader-Wingman structure, for its
simplicity, is widely employed in control and management of multiple vehicle
formations[17], [19], [21] and will be also used for the case study of this thesis.
For the sake of completeness, a few words explaining the main characteristics
of the other two kinds of formation are now given. In the Virtual-Leader
configuration, each aircraft knows and tracks the trajectory of the Virtual
Leader. The latter can be either a real aircraft of the formation or an ideal
point. Such a structure has some evident qualities, that is 1) The behavior of
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the whole formation is fixed simply from the behavior of the Virtual Leader;
2) The error propagation problem is prevented since each aircraft refers its
position directly to the Virtual Leader; 3) The fact that the Leader is Virtual
removes any risk of mission failure caused from the loss of the Leader aircraft.
The disadvantage lies into the lack of any explicit feedback to the formation,
meaning that each aircraft has no information about its distance from the
neighboring, and so it may not be able to avoid collisions. The Behavioral
structure results from a quite different approach. In the context of aircraft
formation control this idea has been first introduced by Anderson and Rob-
bins[31] who, taking inspiration from the cooperative game rules, thought to
coordinate the strategies of each aircraft to achieve the formation common
goal. Afterwards, Giulietti et al.,[33] introduced an useful concept (into the
behavioral formation study): the Formation Geometry Center (FGC), that is
an imaginary point, used by each aircraft to refer its own position. Since the
FGC is the formation barycenter, each aircraft is capable of sensing sense the
other vehicles movements, in such a way that the collisions can be avoided.
The main problem of this formation structure is the need of many information
exchanges and the computational growth.
Chapter 2
The Non Linear Dynamic Inversion Theory
2.1 Introduction
The aim of this work is the realization of a formation hold control system
based on NonLinear Dynamic Inversion (NLDI). In such a perspective it is
useful to summarize some fundamental results concerning NLDI theory.
2.2 Nonlinear Control Systems
Physical systems are inherently nonlinear. Thus, all control systems are non-
linear to some extent. Since it is often difficult to handle the nonlinearities,
usually the nonlinear systems are linearized around an equilibrium point and
the control systems are designed on the linearized plant. This approach works
reasonably well as long as the requirements on the system performance are
not excessively demanding or when the dynamical operational range is small
enough. Unfortunately in many modern dynamic systems, as for example
flight controls, the inborn nonlinearities are so sizeable and the performance
requirements are so strict that the linear analysis results do not fulfill the
needs. In such cases it is therefore necessary to include the nonlinear dynam-
ics into the design process. One of the possible approaches useful for taking
into account the nonlinearities is the feedback linearization technique (or
NonLinear Dynamic Inversion). The basic idea behind this method consists
in algebraically transforming nonlinear dynamic systems into linear ones, in
such a way that linear control techniques may be employed.
There has been a great deal of progress in recent years in applying the NLDI
methodology to the linearization and control of aircraft; from the pioneering
works of Brockett and Jakubczyk[34], [35] to now, a lot of work has been done.
Some of most famous papers include those by Cicolani and Meyer[36] and
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by Lane and Stengel,[37] who used NLDI technique to invert the given sys-
tem so that the resulting system is decoupled and the different outputs can
be individually controlled. Devasia, Paden and Chen[38]–[40] realized various
studies using NLDI as a tool to obtain output tracking. Finally, Thomson
and Bradley[41] provided a detailed re´sume´ of NLDI applied to the aeronautic
field.
The theoretical aspects of dynamic inversion have been educationally treated
in many books, the most famous being those of Isidori,[42] Slotine[43] and
Lin.[44] Making use of those theoretical supports, in the next section we will
go through a brief summary of NLDI theory starting from the Single Input
Single Output (SISO) case up to the more complex Multiple Inputs Multiple
Outputs (MIMO) configuration.
2.3 NonLinear Dynamic Inversion Theory
2.3.1 SISO Feedback Linearization
In this section we discuss the feedback linearization (or Input-Output lin-
earization or Non Linear Dynamic Inversion) for a nonlinear SISO system.
Intuitively, performing an Input-Output linearization consists in finding a
linear relationship between the system output and a new control input. In
case such a relation does not exist, the output expression is derived with
respect to the time until the input explicitly appears. Once this relationship
is found, it is possible to design a linear controller, with classical methods.
Before going into the formalism of what described above, it is necessary to
introduce an useful mathematical tool, that is, the Lie derivative.
Lie Derivative
Given a scalar function h(x) and a vector field f(x), we define a new scalar
function Lfh, called the Lie derivative of h with respect to f , as follows.
Definition 2.1 Let h : Rn → R be a smooth scalar function, and f : Rn → Rn
be a smooth vector field on Rn, then the Lie derivative of h with respect to f
is defined by:
Lfh , ∇h · f
Since:
∇h ,
[
∂h
∂x1
, ...,
∂h
∂xn
]
,
f = [f1(x), ..., fn(x)]
T
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Then
Lfh =
n∑
i=1
∂h
∂xi
fi(x)
In other words the Lie derivative is the directional derivative of h along
the direction of the vector field f .
Repeated Lie derivatives are defined recursively:
L0fh , h
Lfh , ∇h · f...
Lkfh , Lf (Lk−1f h) = ∇(Lk−1f h) · f
If one introduces another vector field g, it is possible to define the following
scalar function:
LgLfh , ∇(Lfh) · g
Feedback Linearization Theory
Consider the following n-dimensional SISO nonlinear system:
x˙(t) = f(x(t)) + g(x(t))u(t) (2.1)
y(t) = h(x(t))
Where u is the one-dimensional input, y is the one-dimensional output, f
and g are Rn → Rn vector fields and h is a Rn → R smooth scalar function.
This system can be schematically represented with the following block dia-
gram:
g(x)u h(x)
f(x)
1
s
 
+
+
 
x
 
dx/dt
x
x
y
u
Figure 2.1: Nonlinear Dynamic System
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Differentiating y(t), w.r.t. time yields:
y˙(t) = ∇h · x˙(t)
= ∇h · [f(x(t)) + g(x(t))u(t)] (2.2)
= Lfh(x(t)) + Lgh(x(t))u(t)
if Lgh(x(t)) 6= 0, then the input transformation:
u(t) =
ν(t)− Lfh(x(t))
Lgh(x(t))
(2.3)
satisfies the following linear differential relation between y(t) and ν(t):
y˙(t) = ν(t)
where ν(t) is the new input of our system. If Lgh(x(t)) = 0, then Eq. (2.2)
can be written as:
y˙(t) = Lfh(x(t)) (2.4)
and (2.4) may be differentiated again to give:
y¨(t) = ∇(Lfh(x(t)))x˙(t)
= ∇(Lfh(x(t))) · [f(x(t)) + g(x(t))u(t)] (2.5)
= L2fh(x(t)) + LgLfh(x(t))u(t)
If LgLfh(x(t)) is again zero, the above procedure must be repeated until an
integer ρ is found such that:
LgL
(ρ−1)
f h(x(t)) 6= 0
If such an integer exists, the system has a relative degree ρ and the transfor-
mation:
u(t) =
ν(t)− L(ρ)f h(x(t))
LgL
(ρ−1)
f h(x(t))
(2.6)
produces the linear relationship:
y(ρ)(t) = ν(t) (2.7)
An example may be useful to understand how NLDI works in practice.
Consider the following nonlinear dynamic system:
x˙ =
[
x1x2
x2
]
+
[
0
1
]
u
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y = sinx1 + 5x22
Using the notation of (2.1):
f(x) =
[
x1x2
x2
]
g(x) =
[
0
1
]
h(x) = sinx1 + 5x22
To obtain the linearized transformation we need to evaluate Lfh(x) and
Lgh(x):
Lfh(x) = x1x2 cosx1 + 10x22
Lgh(x) = 10x2
Then, from (2.2):
y˙ = x1x2 cosx1 + 10x22 + 10x2 u (2.8)
Therefore, from (2.3):
u =
1
10x2
[ν − (x1x2 cosx1 + 10x22)] (2.9)
Substituting (2.8) in (2.9), we obtain:
y˙ = ν
that is the desired linear relationship. Note that in this case, the procedure
is applicable only provided that x2 6= 0.
2.3.2 Control of NLDI Linearized Systems for Asymptotic Track-
ing Purposes
The linear system (2.7) can be controlled using classical tools. In this kind
of problems a pole placement based controller is a typical choice (of course
a suitable choice of the auxiliary input ν is necessary). Consider now an
asymptotical tracking problem. In this case we want that the output y(t) is
able to track asymptotically a given trajectory r(t). To obtain this goal, it
is required that both the error e(t) and its derivatives satisfy the following
equation1:
e(ρ)(t) + α(ρ−1)e(ρ−1)(t) + ...+ α1e(1)(t) + α0e(t) = 0 (2.10)
1Here we use the command generator tracker technique.
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The equation (2.10) can be written as:
0 = α0(y(t)− r(t)) + α1(y(1)(t)− r(1)(t)) + ... (2.11)
...+ α(ρ−1)(y(ρ−1)(t)− r(ρ−1)(t)) + ν(t)− r(ρ)(t)
By solving such an equation for ν(t), we obtain:
ν(t) = r(ρ)(t)− {α0(y(t)− r(t)) + ...+ α(ρ−1)(y(ρ−1)(t)− r(ρ−1)(t))}
= r(ρ)(t)− {α0e(t) + ...+ α(ρ−1)e(ρ−1)(t)} (2.12)
= r(ρ)(t)−
ρ−1∑
k=0
αk e
(k)(t)
From equations (2.6) and (2.12) it is possible to get the control law that
performs the asymptotic tracking as:
u(t) =
r(ρ)(t)−∑ρ−1k=0 αk e(k)(t)− L(ρ)f h(x(t))
LgL
(ρ−1)
f h(x(t))
(2.13)
The obtained control system shows a typical structure with two loops: the
inner one realizes the linearization, while the outer one includes the control
law (see Fig. 2.2).
Linear 
controller
Nonlinear 
inversion
Nonlinear 
plant
r,…, r(ρ)
INNER LOOP
Input-Output Linearization
OUTER LOOP
y,…,yρ)ν u
Figure 2.2: NLDI -based control system
Assume that in the following dynamic system x1 and x2 indicate the
position of a body mass along two coordinate directions:
x˙ =
[
x1x
2
2
x2
]
+
[
0
3
]
u
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We want to find a control system such that the body mass, along the x2
direction, is forced to return into the origin of the axes and maintain that
position. To this end we define our output as y = x2, while our desired
output is yd = 0. Using the previous notation:
f(x) =
[
x1x
2
2
x2
]
g(x) =
[
0
3
]
(2.14)
h(x) = x2
The first degree Lie derivatives are:
Lfh(x) =
[
0
1
]
· [ x1x22 x2 ] = x2
Lgh(x) =
[
0
1
]
· [ 0 3 ] = 3
Since Lgh(x) 6= 0, we can operate the linearization and design the tracking
trajectory control law using (2.13):
u =
y˙d − α0 e− Lfh(x)
Lgh(x)
=
0− α0(0− y)− x2
3
=
x2(α0 − 1)
3
Setting α0 < 0, we obtain the desired task as we can see from Fig. 2.3,
that represents the output trajectory tracking resulting from the Simulinkr
simulation of the control law. In particular, in our simulation x1(0) = x2(0) =
1 and α0 = −5 have been assumed.
Unfortunately, in dynamic systems, in most cases it happens that Lgh(x)
is zero, and it is then necessary to make successive differentiations. For
example, if we consider the system of the previous example, and we would
like to control the position along the x1 direction, our output would be y = x1.
Assume that in this case we wish to force our output to be always equal to 1,
in other words yd ≡ 1. The only difference with respect to dynamic system
(2.14) is that h(x) = x1. Then, going through the whole procedure:
Lfh(x) =
[
1
0
]
· [ x1x22 x2 ] = x1x22
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Figure 2.3: Tracking trajectory
Lgh(x) =
[
1
0
]
· [ 0 3 ] = 0
Because Lgh(x) = 0, the input does not appear into the expression of the
first derivative of the output:
y˙ = Lfh(x) = x1x22
It is therefore necessary to make an ulterior differentiation of y˙ with respect
to the time according to (2.5):
y¨ = L2fh(x) + LgLfh(x)u
To calculate L2fh(x) and LgLfh(x), the knowledge of ∇(Lfh(x)) is neces-
sary:
∇(Lfh(x)) =
[
x22
2x1x2
]
Then:
L2fh(x) =
[
x22
2x1x2
]
· [ x1x22 x2 ] = x1x42 + 2x1x22
LgLfh(x) =
[
x22
2x1x2
]
· [ 0 3 ] = 6x1x2
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For x1, x2 6= 0 it is possible to realize the dynamic inversion and the tracking
control law. Using (2.13):
u =
y¨d − [α0 e+ α1 e˙]− L2fh(x)
LgLfh(x)
=
0− [α0 (1− y) + α1 (0− y˙)]− (x1x42 + 2x1x22)
6x1x2
=
0− [α0 (1− x1) + α1 (0− x1x22)]− (x1x42 + 2x1x22)
6x1x2
=
α0(x1 − 1) + α1 x1x22 − (x1x42 + 2x1x22)
6x1x2
A simple implementation in Simulinkr shows the effectiveness of the ob-
tained control law.
Suppose that x1(0) = x2(0) = 0.1 and choose α0 = α1 = −10. Figure 2.4
represents the time dynamics of y.
Figure 2.4: Tracking trajectory
2.3.3 MIMO Feedback Linearization
In this section the concept introduced for SISO plants will be extended to
MIMO systems. A MIMO nonlinear system can be written as:
x˙(t) = f(x(t)) +G(x(t))u(t) (2.15)
y(t) = h(x(t)) (2.16)
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where u is an m-dimensional vector of scalar inputs (uj(t)), y is an m-
dimensional vector of scalar outputs (yi(t)), f is a Rn → Rn vector field, G
is a matrix of Rn → Rm vector fields (gi) and h is a m-dimensional vector
of Rn → R smooth scalar functions (hi).
Similar to the SISO case, to obtain the linearization between inputs and out-
puts the differentiation of the outputs yj is repeated until the inputs appear
explicitly. For the sake of simplicity, in the rest of this section, the time
dependence will be omitted. Accordingly, differentiating the j-th output:
y˙j = Lfhj +
m∑
i=1
(Lgihj)ui (2.17)
If Lgihj(x) = 0 for all i, the input does not appear and it is necessary to
differentiate once again. Suppose that the output yj must be differentiated
rj times before at least one of the inputs appears, that is:
y
(rj)
j = L
rj
f hj +
m∑
i=1
(LgiL
rj−1
f hj)ui (2.18)
where (LgiL
rj−1
f hj) 6= 0 at least for one i.
Repeating the above procedure for each yj , we obtain the following m equa-
tions: y
(r1)
1
...
y
(rm)
m
 =
 L
r1
f h1(x)
...
Lrmf hm(x)
+
 Lg1L
r1−1
f h1 . . . LgmL
r1−1
f h1
...
...
...
Lg1L
rm−1
f hm . . . LgmL
rm−1
f hm

 u1...
um

Define matrices D(x) and E(x) and the array Y ρ as follow:
D(x) ,
 L
r1
f h1(x)
...
Lrmf hm(x)
 (2.19)
E(x) ,
 Lg1L
r1−1
f h1 . . . LgmL
r1−1
f h1
...
...
...
Lg1L
rm−1
f hm . . . LgmL
rm−1
f hm
 (2.20)
Y ρ ,
 y
(r1)
1
...
y
(rm)
m
 (2.21)
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Then:
Y ρ =D(x) +E(x)u (2.22)
If the matrix E(x) is nonsingular, we can perform the following algebraic
transformation:
u = E(x)−1D(x) +E(x)−1ν (2.23)
And the linearized and decoupled system is found as y
(r1)
1
...
y
(rm)
m
 =
 ν1...
νm
 (2.24)
Since the system (2.24) is decoupled, it is possible to control each channel
using the SISO analysis approach.
Part II
Case Study
Chapter 3
3D Tracking Trajectory
3.1 Introduction
This chapter contains the main contributions of this work, as it deals with the
application of NLDI theory to solve a three-dimensional trajectory tracking
problem.
The work is organized as follows: first we introduce the case study, describ-
ing the problem in terms of mission tasks, aircraft characteristics and control
requirements. Then we discuss the mathematical model used in our study.
In the third section we apply the feedback linearization theory to the above
model. In the fourth part we describe the linear control laws for the NLDI
linearized system, used to achieve the trajectory tracking. Finally the soft-
ware implementation of our mathematical model is described and the results
of the simulations are illustrated and exhaustively commented upon.
3.2 Case Study Presentation
As previously mentioned, in the case study of this work we focus our attention
on the trajectory tracking problem for a follower aircraft, running after the
leader of a formation. We assume that our aircraft cluster flies according to
a leader-follower formation geometry. Although our attention is focused on a
formation consisting of two aircraft only, the results could be easily extended
to more complex formations.
By assumption the leader trajectory is known in terms of position, velocity
and acceleration. In other terms the desired trajectory for the follower is
known and the two aircraft are required to fly maintaining a prefixed, well
known geometry. The aim of the formation flight control system is to guar-
antee the trajectory tracking capability in a wide range of conditions, i.e., for
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several different initial conditions as well as for different flying paths and ma-
neuvers of the leader. We also wish that, once the given geometry is reached,
the two aircraft can maintain the relative position until the end of the flight.
We assume that the aircraft are controlled through the deflection of con-
trol surfaces and the engine thrust. We estimate the command history that
guarantees the trajectory tracking using the NonLinear Dynamic Inversion
Theory. Actually, our work is substantially more complex than a mere appli-
cation of such a theoretical tool, because it is not possible to obtain directly
the model inversion from the outputs to the deflections of control surfaces.
Accordingly, the whole process is split in two separate steps as illustrated in
the block diagram of Fig. 3.1:
1. The NLDI is realized between the outputs (measured state) and some
fictitious intermediate inputs (red loop)
2. The tracking of fictitious commands is guaranteed through the deflec-
tion of the command surfaces (blue loop).
Command 
Generator
(inner loop)
Auxiliary
Input υ 
NONLINEAR
PLANT
x
, ,d d dy y y& && ν uAlgebraic
Transformation
δ
(measured
 state)
Figure 3.1: System Block Diagram
We will discuss the procedure details in section 3.4, but we can already note
an important feature of the system: the two loops have two different dynam-
ics. The inner one is faster, since it has to guarantee that the instantaneous
commands u, coming out from the outer loop (the one performing the NLDI),
will be attained as soon as possible (necessarily, before that the new flight
conditions require new values for the fictitious commands).
3.3 Aircraft Mathematical Model
The aircraft model used in this work has been developed at the West Virginia
University (WVU) of Morgantown, USA.
Researchers from WVU physically built a cluster of small YF-22. These
UAVs present the geometrical and inertial data summarized in Table 3.1.
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wing mean aerodynamic chord c¯ = 0.7649 m
wing span b = 1.9622 m
wing area S = 1.3682 m2
moment of inertia about x body axes Ixx = 1.6073 Kgm2
moment of inertia about y body axes Iyy = 7.5085 Kgm2
moment of inertia about z body axes Izz = 7.1865 Kgm2
cross product of inertia Ixy = 0
cross product of inertia Ixz = −0.5961 Kgm2
cross product of inertia Iyz = 0
mass m = 20.6384 Kg
Table 3.1: Aircraft geometric and inertial data
3.3.1 Aerodynamic Forces Mathematical Model
The MAE (Mechanical and Aerospace Engineering Department) team of the
West Virginia University performed a series of flight tests to entirely de-
fine the aerodynamic characteristics of the small YF-22. Using identification
system tools they determined the aerodynamic derivatives of their aircraft
model. The resulting values are summarized in Tables 3.2 and 3.3:
CD0 = 0.08
CDα = 0.508 rad−1
CDq = 0
CDδe = −0.0339 rad−1
CL0 = −0.049
CLα = 3.258 rad−1
CLq = 0
CLδe = 0.189 rad
−1
Cm0 = 0.0226
Cmα = −0.4738 rad−1
Cmq = −3.449 rad−1
Cmδe = −0.3644 rad−1
Table 3.2: Longitudinal aerodynamic derivatives
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CY0 = 0
CYβ = 0.2725 rad
−1
CYp = 1.2151 rad−1
CYr = −1.1618 rad−1
CYδa = 0.1836 rad
−1
CYδr = −0.4592 rad−1
Cl0 = 0
Clβ = −0.0380 rad−1
Clp = −0.2134 rad−1
Clr = 0.1147 rad
−1
Clδa = −0.0559 rad−1
Clδr = 0.0141 rad
−1
Cn0 = 0
Cnβ = 0.0361 rad
−1
Cnp = −0.1513 rad−1
Cnr = −0.1958 rad−1
Cnδa = −0.0358 rad−1
Cnδr = −0.0555 rad−1
Table 3.3: Lateral-directional aerodynamic derivatives
The aerodynamic forces are defined, as usual, in a body axes reference
frame as a function of the aerodynamic coefficients:
drag, D = q¯ S CD
lift, L = q¯ S CL
sideforce, Y = q¯ S CY (3.1)
rolling moment, L¯ = q¯ S bCl
pitching moment M = q¯ S c¯ CM
yawing moment, N = q¯ S bCN
where q¯ is the dynamic pressure and the aerodynamics coefficient can be
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calculated, at any time step, using the following expressions:
CD = CD0 + CDαα+ CDq
c¯ q
V
+ CDδeδe (3.2)
CL = CL0 + CLαα+ CLq
c¯ q
V
+ CLδeδe (3.3)
CY = CY0 + CYββ + CYp
p b
2V
+ CYr
r b
2V
+ CYδrδr + CYδaδa (3.4)
Cl = Cl0 + Clββ + Clp
p b
2V
+ Clr
r b
2V
+ Clδrδr + Clδaδa (3.5)
Cm = Cm0 + Cmαα+ Cmq
c¯ q
V
+ Cmδeδe (3.6)
Cn = Cn0 + Cnββ + Cnp
p b
2V
+ Cnr
r b
2V
+ Cnδrδr + Cnδaδa (3.7)
3.3.2 Engine Mathematical Model
Since this is primarily a theoretical study, we are not going through detailed
physical definition and dynamical modeling of the various systems that com-
pose the aircraft.
Following this idea, in this phase we have ignored the internal engine dynam-
ics and we have modeled the engine contribution as a simple thrust along the
the body axes x:
FE =
 T0
0

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3.3.3 Aircraft Dynamics Mathematical Model
Inside the outer loop, a nonlinear model of aircraft dynamics is used to obtain
the feedback linearization. The nonlinear aircraft dynamic model consists of
the following 12 differential equations. This is the set of equations commonly
used to describe the motion of a rigid aircraft flying in a stationary atmo-
sphere over a non-rotating Earth.[45]
Force Equations:
V˙ =
1
m
(Fx cosα cosβ + Fy sinβ + Fz sinα sinβ)
α˙ =
1
mV cosβ
(−Fx sinα+ Fz cosα) + q+ (3.8)
− (p cosα+ r sinα) tanβ
β˙ =(−Fx cosα sinβ + Fy cosβ − Fz sinα sinβ)/(mV )
+ p sinα− r cosα
Position Equations:
x˙ =V [sinβ(sinφ sin θ cosψ − cosφ sinψ)
+ cosβ sinα(cosφ sin θ cosψ + sinφ sinψ)
+ cosβ cosα cos θ cosψ]
y˙ =V [sinβ(sinφ sin θ sinψ + cosφ cosψ) (3.9)
+ cosβ sinα(cosφ sin θ sinψ − sinφ cosψ)
+ cosβ cosα cos θ sinψ]
h˙ =V (cosβ cosα sin θ − sinβ sinφ cos θ+
− cosβ sinα cosφ cos θ)
Kinematic Equations:
θ˙ =q cosφ− r sinφ
ψ˙ =q sinφ sec θ + r cosφ sec θ (3.10)
φ˙ =p+ q sinφ tan θ + r cosφ tan θ
Moment Equations:
p˙ =(c1r + c2p)q + c3L+ c4N
q˙ =c5pr − c6(p2 − r2) + c7M (3.11)
r˙ =(c8p− c2r)q + c4L+ c9N
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where Fx, Fy and Fz are the forces expressed in body axes, defined by the
following equations:
Fx = T −D cosα+ L sinα−mg sin θ
Fy = Y +mg cos θ sinφ (3.12)
Fz =−D sinα− L cosα+mg cos θ cosφ
For the sake of convenience we also introduce the quantity F ?x as:
F ?x , Fx − T
The ci coefficients appearing in the Moment Equations, are defined as follows:
c1 =[(Jx − Jz)Jz − J2xz]/Γ
c2 =[(Jx − Jy + Jz)Jxz]/Γ
c3 =Jz/Γ
c4 =Jxz/Γ
c5 =(Jz − Jx)/Jy
c6 =Jxz/Jy
c7 =1/Jy
c8 =[Jx(Jx − Jy) + J2xz]/Γ
c9 =Jx/Γ
where:
Γ , JxJy − J2xz
3.4 Control System Outer Loop
The outer loop is the part where the feedback linearization is realized. In
order to apply the Non Linear Dynamic Inversion theory to our case study,
it is necessary to express the aircraft dynamic model in the same form as
the one given for the system (2.15). To obtain this, the inputs, the outputs
and the states of our system must be defined. Since we are interested in
controlling the position of our aircraft, the outputs that fit this goal are the
positions along the coordinated axes, i.e. (x, y, z).
For an aircraft, usually, the inputs consist in the displacement of control
surfaces. However, as previously mentioned, it is not possible to realize the
linearization between the above outputs and the displacement of command
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surfaces using the NLDI. This is the reason why we need a two time scale
model. In fact, to get over this issue, we introduce a sort of intermediate
input (vector u of figure 3.1) and the NLDI theory is used to find the proper
form for these inputs to guarantee the trajectory tracking.
The intermediate inputs u have been chosen both on mathematical and phys-
ical basis, as they must guarantee that NLDI is mathematically feasible and,
at the same time, they must be physically consistent. The chosen variables
are: the engine thrust T , the time derivative of the pitch angle θ˙ and the
time derivative of the roll angle φ˙.
To sum up, the input and output vectors are, respectively:
u =
 Tφ˙
θ˙
 (3.13)
y =
 xy
h
 (3.14)
The last thing that is to be defined, so that our system could be totally
identified, is the state vector x. Our system is a twelve state system and we
assume that the state vector is completely measurable:
x =

V
α
β
p
q
r
ψ
θ
φ
x
y
h

(3.15)
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Having defined the dynamic system to which the NLDI theory will be
applied, we can go through a detailed description of the two blocks that
constitute the outer loop, as we can see from figure 3.1:
• NLDI Algebraic Transformation block
• Auxiliary input ν block
3.4.1 NLDI Algebraic Transformation Block
In this block the NLDI inversion is applied to the system. As explained in
chapter 2, the feedback linearization consists of an algebraic transformation
that allows us to obtain a linear system. However, the heart of the procedure
consists in finding a direct relationship between inputs and outputs (or their
derivatives with respect to the time).
We start by considering the expression of the output (3.14) and noting that
the input does not appear in it. Therefore, as suggested by NLDI theory, we
consider the first time derivative of the vector y:
x˙ =V [sinβ(sinφ sin θ cosψ − cosφ sinψ)
+ cosβ sinα(cosφ sin θ cosψ + sinφ sinψ)
+ cosβ cosα cos θ cosψ]
y˙ =V [sinβ(sinφ sin θ sinψ + cosφ cosψ)
+ cosβ sinα(cosφ sin θ sinψ − sinφ cosψ)
+ cosβ cosα cos θ sinψ]
h˙ =V (cosβ cosα sin θ − sinβ sinφ cos θ+
− cosβ sinα cosφ cos θ)
The expressions of the first time derivative of the outputs do not contain the
inputs in explicit form. The next step consists in deriving again the above
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expressions w.r.t. the time. The result is:
x¨ = V˙ (cosβ cosα cos θ cosψ + sinβ (sinφ sin (θ) cosψ − cos (φ) sinψ))+
V˙ (cosβ sinα (cosφ sin θ cosψ + sin (φ) sinψ))+
V
(
− sinββ˙ cosα cos θ cosψ − cosβ sinαα˙ cos θ cosψ
)
+
V
(
− cosβ cosα sin θθ˙ cosψ − cosβ cosα cos θ sinψψ˙
)
+
V
(
cosββ˙ (sinφ sin θ cosψ − cosφ sinψ)
)
+ (3.16)
V
(
sinβ
(
cosφφ˙ sin θ cosψ + sinφ cos θθ˙ cosψ
))
+
V
(
sinβ
(
− sinφ sin θ sinψψ˙ + sinφφ˙ sinψ − cosφ cosψψ˙
))
+
V
(
− sinββ˙ sinα (cosφ sin θ cosψ + sinφ sinψ)
)
+
V (cosβ cosαα˙ (cosφ sin θ cosψ + sinφ sinψ))+
V
(
cosβ sinα
(
− sinφφ˙ sin θ cosψ + cosφ cos θθ˙ cosψ
))
+
V
(
cosβ sinα
(
− cosφ sin θ sinψψ˙ + cosφφ˙ sinψ + sinφ cosψψ˙
))
y¨ = V˙ (cosβ cosα cos θψ + sinβ (sinφ sin θψ + cosφ cosψ))+
V˙ (cosβ sinα (cosφ sin θ sinψ − sinφ cosψ))+
V
(
− sinβ β˙ cosα cos θψ − cosβ sinα α˙ cos θψ − cosβ cosα sin θ θ˙ ψ
)
+
V
(
cosβ cosα cos θ cosψ ψ˙ + cosβ β˙ (sinφ sin θψ + cosφ cosψ)
)
+
V
(
sinβ
(
cosφ φ˙ sin θψ + sinφ cos θ θ˙ ψ + sinφ sin θ cosψ ψ˙
))
+
V
(
sinβ
(
− sinφ φ˙ cosψ − cosφψ ψ˙
))
+ (3.17)
V
(
− sinβ β˙ sinα (cosφ sin θψ − sinφ cosψ)
)
+
V (cosβ cosα α˙ (cosφ sin θψ − sinφ cosψ))+
V
(
cosβ sinα
(
− sinφ φ˙ sin θψ + cosφ cos θ θ˙ ψ + cosφ sin θ cosψ ψ˙
))
+
V
(
cosβ sinα
(
− cosφ φ˙ cosψ + sinφψ ψ˙
))
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h¨ = V˙ (cosβ cosα sin θ − sinβ sinφ cos θ − cosβ sinα cosφ cos θ)+
V
(
− sinββ˙ cosα sin θ − cosβ sinαα˙ sin θ + cosβ cosα cos θθ˙
)
+
V
(
− cosββ˙ sinφ cos θ − sinβ cosφφ˙ cos θ + sinβ sinφ sin θθ˙
)
+
V
(
sinββ˙ sinα cosφ cos θ − cosβ cosαα˙ cosφ cos θ
)
+ (3.18)
V
(
cosβ sinα sinφφ˙ cos θ + cosβ sinα cosφ sin θθ˙
)
Substituting the expressions of α˙, β˙, V˙ , and ψ˙ obtainable from equations
(3.8) and (3.10), and collecting the terms containing the fictitious inputs,
yields:
x¨ =
[
F ?x cos θ cosψ + Fy( sinφ sin θ cosψ − cosφ sinψ) + Fz sinφ sinψ
m
+
+Fz cosφ sin θ cosψ cos θ
m
+
+cosβ sinαV sinφ cosψr cosφ
cos θ
+
+V cosβ sinα cosψq − V cosβ sinα cosψq cos2 φ
cos θ
+
−V sinβ sin θ sinψq + V sinβ sin θ sinψq cos2 φ
cos θ
+
−V sinβ sinφ sin θ sinψr cosφ− V sinβ cosφ cosψq sinφ
cos θ
+
−V sinβ cos2 φ cosψr − V cosβ sinα cosφ sin θ sinψq sinφ
cos θ
+
−V cosβ sinα cos2 φ sin θ sinψr − V sinα cos2 θ cosψq cosβ
cos θ
+
+ cosαqV cosβ cosφ sin θ cosψ + cosβp sinαV sinφ sin θ cosψ+
− cosβp sinαV cosφ sinψ − cosβr cosαV sinφ sin θ cosψ+
+ V cosψ sinβ(r cos θ − p cosφ sin θ)− V sinβ p sinφ sinψ]+
+
cos θ cosψ
m
T + sinβV (cosφ sin θ cosψ + sinφ sinψ) φ˙+
+ cosβ sinαV (cosφ sinψ − sinφ sin θ cosψ)φ˙+
+ V cosψ(cos θ(cosβ sinα cosφ cosψ + sinβ sinφ)− cosβ cosα sin θ)θ˙
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y¨ =
[
F ?x cos θ sinψ + Fy( cosφ cosψ + sinφ sin θ sinψ)
m
+
+
Fz(cosφ sin θ sinψ − sinφ cosψ)
m
+
+
V sinβ sin θ cosψq − V sinβ sin θ cosψq cos2 φ
cos θ
+
+
V cosβ sinα sinψq − V cosβ sinα sinψq cos2 φ
cos θ
+
+
V cos θ sinψ sinβr + V cosαq cosβ cosφ sin θ sinψ
cos θ
+
+
V cosβ sinα cos2 φ sin θ cosψr − sinβV cos2 φ sinψr
cos θ
+
+
V cosβ sinα sinφ sinψr cosφ+ V sinβ sinφ sin θ cosψr cosφ
cos θ
+
+ V sinβp sinφ cosψ − V sinβp cosφ sin θ sinψ+
+ V cosβp sinα cosφ cosψ − V cosβr cosα sinφ sin θ sinψ+
− V sinβ cosφ sinψq sinφ+ V cosβ sinα cosφ sin θ cosψq sinφ+
+ V cosβp sinα sinφ sin θ sinψ − V sinα (cos θ) sinψq cosβ
]
+
+
cos θ sinψ
m
T + V sinβ(cosφ sin θ sinψ − sinφ cosψ)φ˙+
− V cosβ sinα(sinφ sin θ sinψ + cosφ cosψ)φ˙+
+ V sinψ(sinβ sinφ cos θ + cosβ sinα cosφ cos θ − cosβ cosα sin θ)θ˙
h¨ =
[
F ?x sin θ − Fy sinφ cos θ − Fz cosφ cos θ
m
+
− V sinα sin θq cosβ − V cosβ sinφ cos θp sinα+
+ V sin θ sinβr + V sinβ cosφ cos θp+
+ V cosβ sinφ cos θr cosα− V cosα cosφ cos θ q cosβ
]
+
+
sin θ
m
T + V cos θ(cosβ sinα sinφ − sinβ cosφ )φ˙+
+ V sin θ(cosβ sinα cosφ+ sinβ sinφ)θ˙+
+ V cos θ cosβ cosα θ˙
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Even if the above expressions are complicated, it is possible to note that there
is a direct relationship between the second derivatives of the outputs and the
inputs. In fact, these equation can be formally expressed in the form:
y¨i = ci1(x) + ci2(x)T + ci3(x)φ˙+ ci4(x)θ˙
with the aim of highlighting the separation between the part of the expression
independent on the vector (c1) and those that, instead, depend on the input
(c2, c2 and c4).
It is therefore possible to collect these relationships in a more compact form
with the aid of equation (2.22) and obtain:
y¨ = D(x) + E(x)u (3.19)
From (3.19) we are able to perform the algebraic transformation (2.23):
u = −E(x)−1D(x) + E(x)−1ν (3.20)
to get the following linearized system:
y(2) = ν (3.21)
For an explicit expression of matrices E(x) and E−1(x), and of the vector
D(x), the reader is referred to Appendices A and B.
The input vector ν is the auxiliary variable introduced in the algebraic trans-
formation, that allows one to linearize the system.
Looking at the denominator of matrix E−1(x) entries, it is clear that
there are suitable values of α, β and φ so that those components are zero.
The most general term is
V cosα cosβ (sinβ sinφ+ cosφ cosβ sinα)
This term is zero for one of the following combinations: α = β = 0, or
α = φ = 0, or α = β = φ = 0. The other conditions that vanish this
denominator have been omitted as they have no physical meaning. At a first
look the occurrence of any of the three conditions above is critical, because
the matrix E(x) is not invertible. However, it should be noted that in all the
three cases the aircraft dynamics changes totally and, as such, the invertibility
problem does not exist. Therefore, in those cases the approach consists in
repeating the whole NLDI procedure for each critical case and verify, in each
case, the invertibility of matrix E(x). Indeed the NLDI has been applied
to the above three dynamic systems and the three E(x) resulting matrices
3.4 Control System Outer Loop 36
may be verified to be invertible. We have so found four different expressions
for the intermediate commands, one for each possible situation. In order
to manage the 4 different situations, we realized a switch the aim of which
is to link the right expression to the proper solution. The switch has been
implemented in a State Flow environment, since it can be easily interfaced
with Simulinkr. The four possible conditions are translated in the State
flow block described in 3.2 where
[beta<lim&beta>-lim&alpha<lim&alpha1-lim&phi<lim&phi>-lim]{exit=4;}
1
[alpha<lim&alpha>-lim&phi<lim&phi>-lim]{exit=3;}2
{exit=1;}
3
[alpha<lim&alpha>-lim&beta<lim&beta>-lim]{exit=2;}
1
2
Figure 3.2: Stateflow block diagram
the value lim = 0.02 is used to check whether a variable is close to zero.
In each case a different value is assigned to the variable exit. A succeeding
switch block selects the right command depending on the exit value.
Another issue arises when we are interested not only in linearizing the
system, but also in tracking a trajectory. In this case, as we can see from
equation (2.12), the algebraic transformation must contain the control law
too.
The important result is that the obtained system (3.21), being linear and
decoupled, can be controlled using classical tools. Such a procedure will be
explained in the next Section.
3.4.2 Auxiliary Input ν Determination
As previously said, in order to obtain the trajectory tracking, it is necessary
to design the vector ν, such that it contains a control law able to guarantee
the goal.
Since the linearized system (3.21) is decoupled, we will design the control law
independently for each channel. As the channels are independent, we will use
the same approach for each one. For the sake of simplicity, in the case study
we do not use formally the Lie derivatives. However, the logic behind this
procedure is still the one described in chapter two. We can determine ν by
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solving a pole placement problem as suggested in section 2.3.2. Starting with
the x-channel one has:
x¨(t) = ν1(t) (3.22)
To ensure the trajectory tracking, the error (and its time derivatives) between
the actual and the desired x position must satisfy the following equation:
e¨(t) + αx1e˙(t) + αx0e(t) = 0 (3.23)
where
e(t) = x(t)− xd(t) (3.24)
Therefore:
0 = e¨(t) + αx1e˙(t) + αx0e(t)
= x¨(t)− x¨d(t) + αx1 [x˙(t)− x˙d(t)] + αx0[x(t)− xd(t)]
Substituting equation (3.22), yields:
0 = ν1(t)− x¨d(t) + αx1 [x˙(t)− x˙d(t)] + αx0[x(t)− xd(t)]
from which:
ν1(t) = x¨d(t)− αx1 [x˙(t)− x˙d(t)]− αx0[x(t)− xd(t)] (3.25)
A choice of αxi < 0 guarantees the stability of the system, but the coefficients
have to be tuned more accurately to obtain the trajectory tracking. The re-
sults of our studies have provided the following values for the αxi coefficients:
αx1 =− 0.01
αx0 =− 0.1
The same procedure has been utilized to find the values of the coefficients for
the other two channel. For the position along the y axis, the αyi coefficients
are the same as the one of the x channel:
αy1 =− 0.01
αy0 =− 0.1
As long as the h direction is concerned, the values of the coefficients that
best fit the tracking goal are slightly different:
αh1 =− 0.05
αh0 =− 0.1
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All the above values are the results of a trial and error tuning process.
We are now in a position to define the u vector, that is, the input of the
inner loop:
u =− E−1D + E−1
 x¨d(t) + 0.01 [x˙(t)− x˙d(t)] + 0.1[x(t)− xd(t)]y¨d(t) + 0.01 [y˙(t)− y˙d(t)] + 0.1[y(t)− yd(t)]
h¨d(t) + 0.05
[
h˙(t)− h˙d(t)
]
+ 0.1[h(t)− hd(t)]

Note that this input can be considered as a sort of desired value of the
fictitious input, as such, we will indicate this quantity with subscript d. In
other words, the values of Td, φ˙d and θ˙d, are the ones that the system have
to reach in order to obtain the trajectory tracking. This is the goal of the
inner loop.
3.5 Control System Inner Loop
In this section we study the design of the linear controllers that permit the
tracking of the desired fictitious commands. Usually the principal means of
controlling an aircraft are:
• The engine Thrust control T
• The Elevators deflection δe
• The Ailerons deflection δa
• The Rudder deflection δR
The control surface displacement, generating aerodynamic forces, permits
to manoeuvre the aircraft (in addition to thrust control).
Recall that the elevator is a trailing-edge movable surface installed on the
horizontal tail the main purpose of which is to produce pitching moment.
Then, along with the thrust command, the elevator deflection controls the
longitudinal motion, acting on the velocity vector and on the flight path an-
gle.
Conversely, δa and δR commands work on the lateral-directional motion.
Ailerons are trailing-edge flaps and traditionally are located near the wing
tips in order to gain maximum rolling moment with minimum surface deflec-
tion. The ailerons move differentially to produce a difference in lift on the
two half-wings and thus a rolling movement.
The rudder, instead, is a mobile surface mounted on the aircraft vertical fin.
The main purpose of the rudder is to produce a controlled rolling moment,
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but it produces also roll moment and a side force.
The next table summarizes the sign conventions and the effect of each surface
rotation:[45]
Deflection Sense Effect
Elevator Trailing edge down Positive Negative
pitching moment
Ailerons Right-wing Positive Negative
trailing edge down rolling moment
Rudder Trailing edge left Positive Negative
yawing moment,
positive
rolling moment
Taking into account the discussion above, we use the longitudinal control
to guarantee the tracking of T and θ˙, whereas the ailerons are used to track
φ˙. The rudder does not contribute to the tracking, but, for this command, we
will design an augmentation stability system in improving the aircraft perfor-
mance. The displacement of control surfaces resulting at the end of the whole
procedure is able to guarantee the maintenance of the formation geometry.
To obtain this result we use a command inversion technique together with a
linear controller for each command u.
Since it is simpler to measure p and q (rather than φ˙ and θ˙), it is con-
venient to introduce the angular velocities with the aid of the following rela-
tionships:
pd =φ˙d − sin θ ψ˙ (3.26)
qd =cosφ θ˙d + ψ˙ cos θ sinφ (3.27)
The problem then is to find a control law between p and δa, and between
q and δe.
To design these laws it is first necessary to linearize the system. We have
obtained this through the dedicated Simulinkr toolbox. Using the canonical
representation of linear dynamic systems:
x˙ =Ax + B u
y =C x+Du
our linearized system can be described through the matrices below:
3.5 Control System Inner Loop 40
A =

−0.096 −27.13 1.836 0.097 0 −0.093 0 −9.788 0.475 0 0 0
−0.009 −5.593 0.073 −0.048 1 −0.002 0 0.003 0.005 0 0 0
0.001 −0.038 0.512 0.088 0 −1.045 0 0.011 0.231 0 0 0
−0.1753 0 −77.52 −8.786 −0.014 5.73 0 0 0 0 0 0
0.027 −72.48 0 −0.089 −4.757 −0.031 0 0 0 0 0 0
0.055 0 21.23 −0.706 0.045 −2.332 0 0 0 0 0 0
0 0 0 0 −0.023 1 0 −0.003 −0.002 0 0 0
0 0 0 0 1 0.023 0 0 0.106 0 0 0
0 0 0 1 −0.001 0.027 0 −0.106 0 0 0 0
0.988 −0.619 −6.464 0 0 0 −6.476 0.471 0.228 0 0 0
0.153 0.907 41.91 0 0 0 41.92 0.049 −1.625 0 0 0
−0.011 −42.36 0.992 0 0 0 0 42.37 −2.058 0 0 0

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B =

2.465 0.6365 −1.592
−0.3259 0 0
−0.002771 0.3146 −0.7867
0 −100.2 35.38
−55.74 0 0
0 −6.387 −25.69
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

C =
 0 0 0 1 0 0 0 0 0 0 0 00 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0

D = 0
The resulting linear relationships have shown a good agreement with aircraft
dynamics literature. In the next section we will analyze in detail the transfer func-
tions that are more interesting for our purposes, that is, those between the command
surfaces deflections and p, q and r.
3.5.1 Control Law for Td Tracking
As long as the thrust command is concerned, because we have omitted the engine
mathematical model, the value resulting from the outer loop is directly used as an
input to the nonlinear plant of the aircraft. Therefore:
Tcmd = Td
3.5.2 Control Law for qd Tracking
The linearized system produces the following transfer function between the pitch
rate q and the elevator deflection δe:
q
δe
=
−0.97289(s+ 5.212)(s2 − 0.05073s+ 0.01914)
(s2 + 0.05618s+ 0.08828)(s2 + 10.35s+ 98.77)
(3.28)
We can observe that this transfer function shows the typical structure of a longitu-
dinal dynamic variable. In fact, there are two couples of complex conjugate poles,
one of high frequency and the other of much lower frequency (short period and long
period, respectively).
As the inner loop of our system has to track the commands quickly, we are inter-
ested mainly in the short period dynamics. Accordingly we will consider the high
frequency approximation, or[
q
δe
]
HF
=
−0.97289(s+ 5.212)
(s2 + 10.35s+ 98.77)
(3.29)
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To obtain a control law able to guarantee the qd tracking, we use an autopilot con-
troller. The latter has been designed using a root locus method. After realizing the
control in closed loop, we open the loop just before the command, as schematically
shown in Fig. 3.3. The resulting control law is:
q
eδ
d
q q+
−
( 10.87)
0.15
s
s
+
eδ
Figure 3.3: Control Law Design Block for Pitch rate command
δe =
0.15(s+ 10.87)
s
(q − qd) (3.30)
3.5.3 Control Law for pd Tracking
The linearized system is characterized by the following equation between the roll
rate p and the aileron deflection δa:
p
δa
=
−1.7482(s+ 0.0111)(s2 + 2.433s+ 26.17)
(s+ 8.577)(s+ 0.08331)(s2 + 1.987s+ 30.37)
(3.31)
Again, the obtained transfer function is consistent with the classical results of flight
dynamics. As we are interested in the fast dynamics, we consider once again the
high frequency approximation:[
p
δa
]
HF
=
−1.7482(s2 + 2.433s+ 26.17)
(s+ 8.577)(s2 + 1.987s+ 30.37)
(3.32)
The closed loop analysis demonstrates that a simple PI regulator is able to perform
the pitch rate tracking, without any appreciable degradation in stability. Again, we
open the loop to find the aileron deflection command, see Fig. 3.4.
p
aδ
d
p p+
−
0.55
s
aδ0
a
δ
+
+
Figure 3.4: Control Law Design Block for Roll rate command
The result is
δa = δa0 +
0.55
s
(p− pd) (3.33)
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3.5.4 Stability Augmentation System of the Rudder Channel
The control laws designed above are able to guarantee the desired trajectory track-
ing. Then the rudder channel could not need any control system. Actually, since
the lateral dynamics is lightly damped (from the transfer function between the yaw
rate and the rudder deflection (3.34), it can be verified that the dutch-roll damping
is ζ = 0.018) we introduce a stability augmentation system, to improve the dynamic
performance. The typical regulator used in this case is the yaw damper. The char-
acteristic architecture of such a stability augmentation system is shown in Fig. 3.5:
R
r
δ
r
− k
R
δ
+
+0
R
δ
Figure 3.5: Yaw Damper
r
δR
=
−0.44832(s+ 9.311)(s2 + 0.59s+ 1.209)
(s+ 8.577)(s+ 0.08331)(s2 + 1.987s+ 30.37)
(3.34)
Because δR = δR0 − kr, the effect of the yaw damper is primarily that of modi-
fying the aerodynamics derivatives in r; N ′r, L
′
r and Yr. The variation of N
′
r affects
the dutch-roll dynamics, in such a way that a decrease of N ′r increases the dutch-roll
damping. As usual, we also introduce a wash-out filter.
The wash-out filter has the goal of cutting the low frequencies. The need of such a
filter arises from the fact that the yaw damper acts against any change of r. The
wash out filter makes the control insensitive to slow changes in r, in particular those
resulting from a manoeuver. Therefore, the overall effect of the control is that the
perturbations are hindered and, at the same time, the desired variations in yaw rate
are allowed. The filter transfer function is:
Gwash−out(s) =
s
(s+ pw)
where pw is the wash-out pole.
At the end of the whole procedure of design, the rudder deflection law is:
δR =
0.13 s
(s+ 1.8)
r (3.35)
The term δR0 does not appear because in our case it is equal to zero. Figure 3.6
shows the block diagram of the rudder channel control.
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R
r
δ
r
− 0.13−
R
δ
Wash-Out
Filter
1.8
s
s +
Figure 3.6: Rudder Channel Control
3.5.5 Actuator Dynamics Model
To make the model closer to the real behavior we also inserted an actuator dynamics
model. We assume that for all channels, the actuator dynamics is modeled through
a first order system whose transfer function is:
Ga(s) =
1
1 + 0.05s
(3.36)
3.5.6 Summarization of the Control System
For the sake of clearness we can now summarize the control system procedure in the
block diagram of figure 3.7 and its enlargements 3.8 and 3.9.
The rationale is explained in these consecutive steps:
• Assume a perfect knowledge of the follower aircraft state vector, actual posi-
tion and desired position;
• Calculate the first and second derivatives of the actual position (block Deriva-
tives calculation);
• Define the auxiliary vector ν that contains the control law of the system (block
Auxiliary input). Such a control law can be obtained, for example, through a
pole assignment technique;
• Define D(x) and E(x) matrices;
• Perform the algebraic transformation that linearizes the system (block Alge-
braic Transformation). This step generates the value of the command vector
u, whose tracking guarantees the trajectory pursuit;
• Design the linear control laws that supplies the needed command surface de-
flection. For the pδa and
q
δe
channels two autopilots are used, while a yaw
damper is designed to improve the system performance on the rudder channel
(3.9);
• The surface displacement and the thrust command are the input to the non-
linear aircraft model that produce the position and the state vector after a
step time.
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Figure 3.7: Summarizing Block Diagram
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Figure 3.8: NLDI Block Diagram
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Figure 3.9: Command Generator Block Diagram
Chapter 4
Implementation and Simulation Results
In the previous section the application of the NLDI technique to a practical case
study has been described from a theoretical point of view. The mathematical com-
plexity of the problem could hinder from appreciating its value. So the best way to
show the real power of the designed control system is to perform some numerical
simulations. The main objective of the simulations is to test the formation controller
with the leader aircraft being remotely piloted and the wingman aircraft capable of
following the leader at selected distances during the flight. This objective has been
shifted to a desired trajectory tracking for the follower aircraft. The whole system
has been implemented in Simulink and several simulations have been performed in
order to demonstrate the effectiveness of the control system.
In Appendix C the main Simulink diagrams of the implemented model are shown. In
the next sections the graphical results of four significative, simulations are presented.
These simulations can be grouped two by two taking into account the shape of the
trajectory. In fact, in the first two simulations the follower aircraft tries to track a
spiralling trajectory, while in the second group of simulations, the trajectory to be
tracked is complex and non-periodic. Inside each group, the simulations differ from
each other only for the initial conditions. That is, in the first simulation of each
group the aircraft starts from a position that coincides with the desired one, while
in the second simulation, the follower has to recover an initial error in positioning.
In all the simulations we suppose that the aircraft are flying free when, at a cer-
tain time instant, the automatic control starts working for the follower aircraft. For
each simulation the most significant results will be shown by means of graphics. In
particular, the three-dimensional path and the time progress of the positions along
the coordinate axes will be shown. In all of these graphics the real position is com-
pared with the desired one, in order to appreciate the tracking accuracy. Together
with the position, graphics showing command histories will be presented as well.
We judge convenient to plot the simulation results, for two different time intervals,
and more precisely after 100 seconds and after 300 seconds. The reason of this choice
is that the graphics showing the situation after a short simulation time are useful
to highlight the control quickness. The graphics relative to longer simulation times,
are instead helpful to show that the effectiveness of the designed control does not
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deteriorate going on with the simulation.
The end of this chapter contains a section about the robusteness study accomplished
on the model. The efficacy of the control system realized has been demonstarted
in case of uncertainties about the aerodynamic model, by a campaign of simula-
tions. The simulations have been performed by varying the values of the aerodinamic
derivatives in accordance with a Monte Carlo method.
4.1 Simulation 1
The first simulation shows the path of the controlled follower aircraft when the
trajectory to be tracked is a spiral. The initial position, with respect to the leader,
is coincident with the desired one. The initial conditions are given in table 4.1:
As previously said, the following figures show the results of the simulation at
x = -131.1790 m
y = 141.7927 m
h = 127.4178 m
V = 42.4188 m/s
α = 0.04 deg
β = 0.05 deg
Table 4.1: Initial Conditions
different time instants in order to appreciate both the precision of the tracking and
the fact that the obtained results do not deteriorate for longer simulation times.
The first 4 images concern the situation after 100 seconds of simulation:
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Figure 4.1: Simulation 1:Three Dimensional Trajectory Tracking after 100
seconds of simulation
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Figure 4.2: Simulation 1: x tracking after 100 seconds of simulation
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Figure 4.3: Simulation 1: y tracking after 100 seconds of simulation
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Figure 4.4: Simulation 1: h tracking after 100 seconds of simulation
As we can see from the graphics, the trajectory tracking is almost perfect just in
the first simulation instants. We go now to show in the next images what happens
after 300 seconds of simulation.
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Figure 4.5: Simulation 1: Three Dimensional Trajectory Tracking after 300
seconds of simulation
The graphics of the command history show that each command, after the first
instants characterized by big oscillations, is settled on a fixed value.
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Figure 4.6: Simulation 1: x tracking after 264 seconds of simulation
When this simulation is propagated for longer times, a perfect trajectory tracking
is obtained.
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Figure 4.7: Simulation 1: y tracking after 300 seconds of simulation
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Figure 4.8: Simulation 1: h tracking after 300 seconds of simulation
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Figure 4.9: Simulation 1: Thrust command after 300 seconds of simulation
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Figure 4.10: Simulation 1: δe command after 300 seconds of simulation
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Figure 4.11: Simulation 1: δa command after 300 seconds of simulation
4.2 Simulation 2 57
4.2 Simulation 2
This section shows the results of a simulation characterized by a spiral trajectory to
be tracked, but with initial conditions different from the desired ones.
Upon comparing tables 4.5 and 4.6, we can see that the control system have to
x = −399.7731 m
y = 0 m
h = 242.5726 m
V = 42.4188 m/s
α = 0.0573 deg
β = 0 deg
Table 4.2: Initial Conditions
x = 68.8210 m
y = 341.7927 m
h = 327.4178 m
Table 4.3: Desired Initial Conditions
recover 468.594 m along x direction, 341.7927 m along y and 84.8452 m along the
vertical direction. Again we show the results at two time instants of the simulation,
that is after 100 and after 300 seconds.
The results after 100 seconds of simulation are illustrated in figures 4.12, 4.13, 4.14,
4.15.
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Figure 4.12: Simulation 2: Three Dimensional Trajectory Tracking after 100
seconds of simulation
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Figure 4.13: Simulation 2: x tracking after 100 seconds of simulation
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Figure 4.14: Simulation 2: y tracking after 100 seconds of simulation
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Figure 4.15: Simulation 2: h tracking after 100 seconds of simulation
The plots of the first 100 seconds of simulation show that the control system is
very fast in recovering the distance error.
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The next figures show the results after 300 seconds of simulation:
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Figure 4.16: Simulation 2: Three Dimensional Trajectory Tracking after 300
seconds of simulation
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Figure 4.17: Simulation 2: x tracking after 300 seconds of simulation
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Figure 4.18: Simulation 2: y tracking after 300 seconds of simulation
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Figure 4.19: Simulation 2: h tracking after 300 seconds of simulation
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Figure 4.20: Simulation 2: Thrust command after 300 seconds of simulation
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Figure 4.21: Simulation 2: δe command after 300 seconds of simulation
0 50 100 150 200 250 300 350
-15
-10
-5
0
5
10
15
time [s]
δ a
 [d
eg
]
Figure 4.22: Simulation 2: δa command after 300 seconds of simulation
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The above graphics show the control system effectiveness not only as long as
the error recovering capability is concerned, but also in guaranteeing the trajectory
tracking when the simulation is propagated for longer time.
Since the trajectory is periodic, the commands, after the first instants of assessment,
reach and maintain constant values.
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4.3 Simulation 3
In this section we analyze the results of an aperiodic trajectory tracking. We assume
that the initial conditions are coincident with the desired ones.
x = −131.1790 m
y = 141.7927 m
h = 127.4178 m
V = 42.4188 m/s
α = 0.0398 deg
β = 0.0477 deg
Table 4.4: Initial Conditions
We first observe the position along the coordinated axes and the situation from
a three-dimensional point of view, after 100 seconds of simulation:
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Figure 4.23: Simulation 3: Three Dimensional Trajectory Tracking after 100
seconds of simulation
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Figure 4.24: Simulation 3: x tracking after 100 seconds of simulation
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Figure 4.25: Simulation 3: y tracking after 100 seconds of simulation
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Figure 4.26: Simulation 3: h tracking after 100 seconds of simulation
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Observing the images after the first 100 seconds of simulation, we can see that
the tracking is perfect along the 3 coordinated axes x. We go then to show the
results after a longer simulation time and more precisely after 300 seconds. At
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Figure 4.27: Simulation 3: Three Dimensional Trajectory Tracking after 300
seconds of simulation
the end of the simulation we note that the results are still good, at demonstration
of the fact that the control system do not worse for longer simulation times.
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Figure 4.28: Simulation 3: x tracking after 300 seconds of simulation
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Figure 4.29: Simulation 3: y tracking after 300 seconds of simulation
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Figure 4.30: Simulation 3: h tracking after 300 seconds of simulation
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Figure 4.31: Simulation 3: Thrust command after 300 seconds of simulation
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Figure 4.32: Simulation 3: δe command after 300 seconds of simulation
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Figure 4.33: Simulation 3: δa command after 300 seconds of simulation
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4.4 Simulation 4
We go now through the last illustrative example. We want to track the same kind
of trajectory of the previous case, but starting from initial conditions different from
the desired ones.
x = −399.7731 m
y = 0 m
h = 242.5726 m
V = 42.4188 m/s
α = 0.0573 deg
β = 0 deg
Table 4.5: Initial Conditions
x = −131.1790 m
y = 141.7927 m
h = 127.4178 m
Table 4.6: Desired Initial Conditions
We can then observe that at the beginning of the simulation the system presents
the following position absolute errors along the coordinated axes:
ex =268.5941 m
ey =141.7927 m
eh =115.1548 m
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Figure 4.34: Simulation 4: Three Dimensional Trajectory Tracking after 100
seconds of simulation
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Figure 4.35: Simulation 4: x tracking after 100 seconds of simulation
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Figure 4.36: Simulation 4: y tracking after 100 seconds of simulation
4.4 Simulation 4 76
0 10 20 30 40 50 60 70 80 90 100
100
200
300
400
500
600
700
800
900
1000
1100
time [s]
h[
m
]
 
 
Desired Position
Simulated Follower
Figure 4.37: Simulation 4: h tracking after 100 seconds of simulation
The first 100 seconds of simulation show that the control system is working very
well along the x and y directions, while it is not able to recover the error along the
h direction in such a time interval. Anyway, the next figures show what happens
when the simulation time is increased until 300 seconds.
The above figures show that the control system, for longer simulation time, is
able to recover also the error along the h axis.
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Figure 4.38: Simulation 4: Three Dimensional Trajectory Tracking after 300
seconds of simulation
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Figure 4.39: Simulation 4: x tracking after 300 seconds of simulation
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Figure 4.40: Simulation 4: y tracking after 300 seconds of simulation
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Figure 4.41: Simulation 4: h tracking after 300 seconds of simulation
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Figure 4.42: Simulation 4: Thrust command after 300 seconds of simulation
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Figure 4.43: Simulation 4: δe command after 300 seconds of simulation
0 50 100 150 200 250 300 350
-3
-2
-1
0
1
2
3
4
time [s]
δ a
 [d
eg
]
Figure 4.44: Simulation 4: δa command after 300 seconds of simulation
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4.5 Robustness w.r.t. Model Uncertainties
The previous simulations have shown the validity of the designed control system
under nominal conditions. However, it is now necessary to test its effectiveness also
under conditions different from the nominal ones.
We limit our robustness investigation to consider the model uncertainties in terms of
the aerodynamic derivatives inaccuracy. We performed several numerical simulations
by varying the aerodynamic derivatives values. The logic behind these simulation is
the one suggested by the Monte Carlo Algorithm.
Monte Carlo method is often used when simulating physical and mathematical sys-
tems. The method consists in performing several simulations to evaluate a criti-
cal variable randomly varying the uncertain parameters. The values of parameters
change within a gaussian probabilistic distribution around the nominal value. The
results obtained by these simulations are representatives of a realistic system.
As suggested by the Monte Carlo method, in our simulation campaign, we randomly
varied the aerodynamic derivatives and evaluated the effects of such a variations on
the positioning error.
The obtained results allows us to conclude that our control system is sufficiently
robust as regard to the aerodynamic derivatives uncertainties.
By way of an example, we show the control system behavior, in terms of position
tracking, when 15 aerodynamic derivatives are changed of about the 10 per cent with
respect to the nominal values. Tables 4.7 and 4.8 contain the aerodynamic derivative
nominal values, while in table 4.9 and 4.10 show the ones used in the simulation.
CD0 = 0.08
CDα = 0.56 rad−1
CDq = 0
CDδe = −0.04 rad−1
CL0 = −0.049
CLα = 3.258 rad−1
CLq = 0
CLδe = 0.16 rad
−1
Cm0 = 0.03
Cmα = −0.43 rad−1
Cmq = −3.8 rad−1
Cmδe = −0.4 rad−1
Table 4.7: Longitudinal aerodynamic derivatives nominal values
The results after 200 seconds of simulation are shown in the next figures.
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CY0 = 0
CYβ = 0.2725 rad
−1
CYp = 1.2151 rad−1
CYr = −1.1618 rad−1
CYδa = 0.2 rad
−1
CYδr = −0.505 rad−1
Cl0 = 0
Clβ = −0.04 rad−1
Clp = −0.19 rad−1
Clr = 0.1147 rad
−1
Clδa = −0.06 rad−1
Clδr = 0.0141 rad
−1
Cn0 = 0
Cnβ = 0.0361 rad
−1
Cnp = −0.167 rad−1
Cnr = −0.1958 rad−1
Cnδa = −0.0358 rad−1
Cnδr = −0.061 rad−1
Table 4.8: Lateral-directional aerodynamic derivatives nominal values
CD0 = 0.08
CDα = 0.508 rad−1
CDq = 0
CDδe = −0.0339 rad−1
CL0 = −0.049
CLα = 3.258 rad−1
CLq = 0
CLδe = 0.189 rad
−1
Cm0 = 0.0226
Cmα = −0.4738 rad−1
Cmq = −3.449 rad−1
Cmδe = −0.3644 rad−1
Table 4.9: Longitudinal aerodynamic derivatives modified values
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CY0 = 0
CYβ = 0.2725 rad
−1
CYp = 0.88 rad−1
CYr = −1.1618 rad−1
CYδa = 0.1836 rad
−1
CYδr = −0.4592 rad−1
Cl0 = 0
Clβ = −0.0380 rad−1
Clp = −0.2134 rad−1
Clr = 0.1147 rad
−1
Clδa = −0.0559 rad−1
Clδr = 0.0141 rad
−1
Cn0 = 0
Cnβ = 0.0361 rad
−1
Cnp = −0.1513 rad−1
Cnr = −0.1958 rad−1
Cnδa = −0.0358 rad−1
Cnδr = −0.0555 rad−1
Table 4.10: Lateral-directional aerodynamic derivatives modified values
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Figure 4.45: Robustness check: Three Dimensional Trajectory Tracking after
200 seconds of simulation
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Figure 4.46: Robustness check: x tracking after 200 seconds of simulation
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Figure 4.47: Robustness check: y tracking after 200 seconds of simulation
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Figure 4.48: Robustness check: h tracking after 200 seconds of simulation
Chapter 5
Conclusions and Future Perspectives
In the present work a control system able to maintain the right geometry in a clus-
ter of unmanned aircraft has been developed. This problem has been specified for
a leader-follower formation geometry. The geometry keeping is guaranteed by the
tracking of a specified trajectory from the follower aircraft. After an introduction
about the formation flight state of art, the attention has been focused on the choice
of the most satisfactory control system, between the ones present in the technical
literature. Among all the existent advanced control tools, a control system based on
the Non Linear Dynamic Inversion Theory (NLDI) is chosen. The NLDI technique
consists in the linearization of a system through an algebraic transformation of the
output. The output of this linearization process can be then controlled by using
classical control tools. The system to which this technique has been applied is an
unmanned aircraft, modeled as a mass point and the flight of which is governed by
the classical flight dynamics equations. In our case study the Non Linear Dynamic
Inversion Theory has been in some extent customized, since the linearization has not
been directly realized between the system output (x, y, and h) and the command
surfaces deflections. In fact, some intermediate inputs have been introduced. These
intermediate inputs are: the engine thrust T , the time derivative of the pitch angle
θ˙ and the time derivative of the roll angle φ˙. The linearization has then been per-
formed between the above inputs and the outputs and the linearized system has been
controlled with a pole placement method. At the end of the whole procedure the
values of the intermediate inputs that guarantee the trajectory tracking have been
obtained. The issue is therefore translated into the generation of the commands
that allow the tracking of these signals. This goal has been achieved with classical
autopilots. The full system, at the end of the design, shows a typical double loop
structure. The outer one contains the NLDI technique and it gives as outputs the
values of T , θ˙ and φ˙ that must be tracked in order to guarantee the trajectory track-
ing. These outputs are the inputs of the inner loop, that generates the commands.
The inner loop, obviously, has to be faster than the outer one.
The whole system has been tested with a large number of simulations. The geomet-
rical data used in the simulations have been taken from the database available at the
West Virginia University. The results of the simulations have highlighted the quality
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of what realized, both in terms of quickness in the right geometry achievement and
in terms of capability to maintain the selected geometry for long simulation times.
A further important study has been realized to test the goodness of the implemented
control system, that is an evaluation of the robustness with respect to model uncer-
tainties. We limited the model uncertainties only to uncertainties in the aerodynamic
derivatives. To make this check, a number of numerical simulations have been per-
formed by varying the values of the aerodynamic derivatives according to the Monte
Carlo algorithm. Since these simulations have provided good results in every case,
we can assert that our control system is robust.
The realized work represents an upgrade in the application of the NLDI to the
aircraft formation control. In fact this system guarantees a three-dimensional geom-
etry maintenance, whereas the previous works were applied only to bi-dimensional
geometries. Therefore, this study represents a good starting point for further devel-
opments.
For example it could be interesting to use neural networks instead of the classical
methods for the command generation.(The system can also be made more realistic
by including accurate mathematical models of both sensors and engine model). It
will be then important to extend the model designed to a formation of more than
two aircraft. This is a challenging task both for the control system design and for
the sensors and navigation equipment. In fact, when we consider a bigger number
of aircraft, one of the most critical problem is the collisions avoidance. A control
system that protects from the collisions risk, needs the knowledge of the reciprocal
position with respect the other member of the formation. This obviously causes a
growth in complexity both in the control and navigation system.
All these upgrades are necessary in the perspective of realizing practically a cluster
of NLDI controlled UAV.
Appendix
Appendix A
Definition of the matrix E(x) and E−1(x)
The entries of matrix E(x) describe the dependance of the output second time
derivatives on the three fictitious input. In section 3.4.1 the importance of the
matrices E(x) and E−1(x) has been shown. In fact, the possibility of applying the
NLDI technique depends on the invertibility of the matrix E(x). It is then obviously
important to know the form of the two above matrices. Recall that:
E(x) =
 x¨T (x) x¨φ˙(x) x¨θ˙(x)y¨T (x) y¨φ˙(x) y¨θ˙(x)
h¨T (x) h¨φ˙(x) h¨θ˙(x)

where:
x¨T (x) =
cos θ cosψ
m
x¨θ˙(x) =V cosψ(cos θ(cosβ sinα cosφ cosψ + sinβ sinφ)− cosβ cosα sin θ)
x¨φ˙(x) = sinβV (cosφ sin θ cosψ + sinφ sinψ)+
+ cosβ sinαV (cosφ sinψ − sinφ sin θ cosψ)
y¨T (x) =
cos θ sinψ
m
y¨φ˙(x) =V sinβ(cosφ sin θ sinψ − sinφ cosψ)+
− V cosβ sinα(sinφ sin θ sinψ + cosφ cosψ)
y¨θ˙(x) =V sinψ(sinβ sinφ cos θ + cosβ sinα cosφ cos θ − cosβ cosα sin θ)
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h¨T (x) =
sin θ
m
h¨φ˙(x) =V cos θ(cosβ sinα sinφ − sinβ cosφ )
h¨θ˙(x) =V sin θ(cosβ sinα cosφ+ sinβ sinφ)+
+ V cos θ cosβ cosα
For the sake of simplicity we assume:
E−1(x) = R(x) =
 r11 r12 r13r21 r22 r23
r31 r32 r33

Then:
r11 =
sinβ cosφ sinψ − sin θ sinβ sinφ cosψ
V cosα cosβ (sinβ sinφ+ cosφ cosβ sinα)
+
− cosβ sinα sinφ sinψ − sin θ cosβ sinα cosφ cosψ
V cosα cosβ (sinβ sinφ+ cosφ cosβ sinα)
r12 =− sinβ cosφ cosψ + sin θ sinβ sinφ sinψ
V cosα cosβ (sinβ sinφ+ cosφ cosβ sinα)
+
− − cosβ sinα sinφ cosψ + sin θ cosβ sinα cosφ sinψ
V cosα cosβ (sinβ sinφ+ cosφ cosβ sinα)
r13 =
cos θ
cosβ cosαV
r21 =
sinψ
(sinβ sinφ+ cosφ cosβ sinα)V
r22 =− cosψ(sinβ sinφ+ cosφ cosβ sinα)V
r23 =0
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r31 =
m (− sinβ cosφ sinψ + sin θ sinβ sinφ cosψ + cosβ sinα sinφ sinψ)
cosβ cosα
+
m (sin θ cosβ sinα cosφ cosψ + cosβ cosψ cosα cos θ)
cosβ cosα
r32 =
m (sinβ cosφ cosψ + sin θ sinβ sinφ sinψ − cosβ sinα sinφ cosψ)
cosβ cosα
+
m (sin θ cosβ sinα cosφ sinψ + cosβ cosα cos θ sinψ)
cosβ cosα
r33 =
m (cosβ cosα sin θ − sinβ sinφ cos θ − cosβ sinα cosφ cos θ)
cosβ cosα
Appendix B
Definition of the vector D(x)
In this appendix the vector D(x) is explicitly shown. The vector D(x) contains the
terms of the second time derivatives output, that are not dependent on the fictitious
input T , φ˙ and θ˙.
D(x) =
 D(x)1D(x)2
D(x)3

Where:
D(x)1 =
F ?x cos θ cosψ + Fy( sinφ sin θ cosψ − cosφ sinψ) + Fz sinφ sinψ
m
+
+Fz cosφ sin θ cosψ cos θ
m
+
+cosβ sinαV sinφ cosψr cosφ
cos θ
+
+V cosβ sinα cosψq − V cosβ sinα cosψq cos2 φ
cos θ
+
−V sinβ sin θ sinψq + V sinβ sin θ sinψq cos2 φ
cos θ
+
−V sinβ sinφ sin θ sinψr cosφ− V sinβ cosφ cosψq sinφ
cos θ
+
−V sinβ cos2 φ cosψr − V cosβ sinα cosφ sin θ sinψq sinφ
cos θ
+
−V cosβ sinα cos2 φ sin θ sinψr − V sinα cos2 θ cosψq cosβ
cos θ
+
+cosαqV cosβ cosφ sin θ cosψ + cosβp sinαV sinφ sin θ cosψ+
− cosβp sinαV cosφ sinψ − cosβr cosαV sinφ sin θ cosψ+
+ V cosψ sinβ(r cos θ − p cosφ sin θ)−V sinβ p sinφ sinψ
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D(x)2 =
F ?x cos θ sinψ + Fy( cosφ cosψ + sinφ sin θ sinψ)
m
+
+
Fz(cosφ sin θ sinψ − sinφ cosψ)
m
+
+
V sinβ sin θ cosψq − V sinβ sin θ cosψq cos2 φ
cos θ
+
+
V cosβ sinα sinψq − V cosβ sinα sinψq cos2 φ
cos θ
+
+
V cos θ sinψ sinβr + V cosαq cosβ cosφ sin θ sinψ
cos θ
+
+
V cosβ sinα cos2 φ sin θ cosψr − sinβV cos2 φ sinψr
cos θ
+
+
V cosβ sinα sinφ sinψr cosφ+ V sinβ sinφ sin θ cosψr cosφ
cos θ
+
+ V sinβp sinφ cosψ − V sinβp cosφ sin θ sinψ+
+ V cosβp sinα cosφ cosψ − V cosβr cosα sinφ sin θ sinψ+
− V sinβ cosφ sinψq sinφ+ V cosβ sinα cosφ sin θ cosψq sinφ+
+ V cosβp sinα sinφ sin θ sinψ − V sinα (cos θ) sinψq cosβ+
D(x)3 =
F ?x sin θ − Fy sinφ cos θ − Fz cosφ cos θ
m
+
− V sinα sin θq cosβ − V cosβ sinφ cos θp sinα+
+ V sin θ sinβr + V sinβ cosφ cos θp+
+ V cosβ sinφ cos θr cosα− V cosα cosφ cos θ q cosβ+
Appendix C
Simulink Diagrams
The control model extensively explained in the thesis has been implemented in
Simulinkr in order to perform the numerical simulations. The Simulinkr lan-
guage is the best one when we have to implement a control system, since the block
diagrams usually used in the control theory can be easily realized in the Simulinkr
environment. In the next figures the Simulinkr realization of the block diagram of
figure are shown.
The Simulinkr block in figure C.2 contains both the outer control loop and
the inner one. The input of this block are the state vector and the desired follower
position, together with its time derivatives. The output are the ideal value of the
command surfaces displacements.
The block in figure C.3 contains the nonlinear dynamic model of the aircraft.
The input of this subsystem are the deflections of command surfaces and the thrust
command. The output are the actual state vector and the first and second time
derivatives of the position along the coordinated axes.
96
Fs
en
za
pr
op
de
riv
at
es
ec
on
de
de dR
Th
ru
st
x do
t x
de
fle
ct
io
ns
Th
ru
st
da
-K
-
ra
d2
de
g1
-K
-
ra
d2
de
g
1
si
m
ou
t2
To
 W
or
ks
pa
ce
1
t
U
U
(E
)
S
el
ec
to
r
[d
2_
bi
s.
tim
e 
d2
_b
is
.s
ig
na
ls
.v
al
ue
s]
Fr
om
W
or
ks
pa
ce
2
[d
es
1_
bi
s.
tim
e 
de
s1
_b
is
.s
ig
na
ls
.v
al
ue
s]
Fr
om
W
or
ks
pa
ce
1
Lo
ad
D
at
a
fo
llo
w
er
 s
im
 d
eg
fo
llo
w
er
 d
es
Fs
en
za
pr
op
fo
llo
w
er
 d
es
1
de
 d
a 
dR
 T
hr
us
t
C
on
tro
lle
r2
G
en
er
al
A
irc
ra
ft
M
od
el
A
irf
ra
m
e
In
1
In
2
In
3
O
ut
1
O
ut
2
O
ut
3
A
ct
ua
to
r
B G R C M
3D
 V
is
ua
liz
at
io
n1
S
im
ul
at
ed
 F
ol
lo
w
er
Figure C.1: Main Simulinkr Block
97
ni
F
Th
ru
st
de da dR
u
1 de da dR
Th
ru
st
In
1
m
ea
su
re
d_
ra
d
de
g2
ra
d
S
W
IT
C
H
U
U
(E
)
U
U
(E
)
A
ux
ili
ar
y 
in
pu
t
N
LD
I 
A
lg
eb
ra
ic
 
Tr
an
sf
or
m
at
io
n
C
om
m
an
d 
G
en
er
at
or
(In
ne
r l
oo
p)
4
fo
llo
w
er
 d
es
1
3
Fs
en
za
pr
op
2
fo
llo
w
er
 d
es
1
fo
llo
w
er
 s
im
 d
eg
Figure C.2: Simulinkr Controller Subsystem
98
x 
xd
ot
 
4
se
co
nd
 d
er
iv
at
iv
es
3
Fw
ith
ou
tp
ro
p
2 xd
ot1 x
st
at
es
c
in
er
tia
l c
oe
ffi
ci
en
ts
In
1
In
2
O
ut
1
S
ub
sy
st
em
1 s
In
te
gr
at
or
st
at
es
Fo
rc
es
  
c M
om
en
ts
st
at
es
 D
O
T
se
co
nd
 d
er
iv
at
iv
es
D
yn
am
ic
s 
eq
ua
tio
ns
st
at
es
Fo
rc
es
 a
er
o 
T1
Fo
rc
es
 to
t
B
od
y 
ax
es
 fo
rc
es
st
at
es
de
fle
ct
io
ns
Fo
rc
es
 a
er
o
M
om
en
ts
 a
er
o
A
er
od
yn
am
ic
s
gr
ou
p
K
K
2
Th
ru
st
1
de
fle
ct
Figure C.3: General Aircraft Model Subsystem
Bibliography
[1] Wieselsberger, C., “Beitrag zur Erkla¨rung des Winkelfluges einiger Zugvo¨gel,”
Zeitschrift fu¨r Flugtechnik und Motorluftschiffahrt , Vol. 5, 1914, pp. 225–229.
[2] Weimerskirch, H. and Others, “Energy Saving in Flight Formation,” Nature,
Vol. 413, No. 6857, 2001, pp. 697–698.
[3] Lissaman, P. B. S. and Shollenberger, C. A., “Formation Flight of Birds,” Sci-
ence, Vol. 168, No. 3934, 1970, pp. 1003–1005.
[4] Hainsworth, F. R., “Precision and Dynamics of Positioning by Canada Geese
Flying in Formation,” Journal of Experimental Biology , Vol. 128, No. 1, 1987,
pp. 445–462.
[5] Hummel, D., “The Use of Aircraft Wakes to Achieve Power Reductions in For-
mation Flight,”Proceedings of the Fluid Dynamics Panel Symposium, AGARD,
Trondheim, Norway , May 1996, pp. 1777–1794.
[6] Beukenberg, M., H. D., “Aerodynamics, Performance and Control of Airplanes
in Formation Flight,” 17th International Council of the Aeronautical Sciences,
ICAS, Stackholm, Sweden, Semptember 1990.
[7] Iglesias, S. and Mason, W. H., “Optimum Spanloads in Formation Flight,” 40th
AIAA Aerospace Sciences Meeting and Exibit, Reno, NV , Vol. AIAA-2002-258,
January 14-17 2002.
[8] Frazier, J. W. and Gopalarathnam, A., “Optimum Downwash Behind Wings in
Formation Flight,” Journal of Aircraft , Vol. 40, No. 4, 2003, pp. 799–803.
[9] King, R. M. and Gopalarathnam, A., “Ideal Aerodynamics of Ground Effect
and Formation Flight,” Journal of Aircraft , Vol. 42, No. 5, September-October
2005, pp. 1188–1199.
[10] Gingras, D., “Experimental Investigation of a Multi-Aircraft Formation,” 17th
Applied Aerodynamics Conference, Norfolk, VA, edited by A. 99-3143, June
1999, pp. 1777–1794.
[11] Blake, W. B. and Gingras, D. R., “Comparison of Predicted and Measured
Formation Flight Interference Effects,”Journal of Aircraft , Vol. 41, No. 2, 2004,
pp. 201–207.
BIBLIOGRAPHY 100
[12] Blake, W. B., “An Aerodynamic Model for Simulation of Close Formation
Flight,”AIAA Modeling and Simulation Technologies conference & exhibit , au-
gust 14-17 2000.
[13] Bangash Z. A., Sanchez R. P., A. A., “Aerodynamics of Formation Flight,”
42nd AIAA Aerospace Sciences Meeting and Exhibit, Reno, Nevada, January
5-8 2004.
[14] Wagner G., Jacques D., B. W. and M., P., “Flight Test Results of Close Forma-
tion Flight for Fuel Savings,”AIAA Atmospheric Flight Mechanics Conference
and Exhibit, Monterey, CA, edited by A. P. 2002-4490, August 5-8 2002.
[15] Ray R. J., Cobleigh B. R., V. M. J. and S., J. C.,“Flight Test Techniques Used to
Evaluate Performance Benefits During Formation Flight,” AIAA Atmospheric
Flight Mechanics Conference and Exhibit, Monterey, CA, edited by A. P. 2002-
4492, August 5-8 2002.
[16] M. Vachon, R. Ray, K. W. and Ennix, K., “F/A-18 Aircraft Performance Bene-
fits Measured During the Autonomous Formation Flight Project,”AIAA Atmo-
spheric Flight Mechanics Conference and Exhibit, Monterey, California, August
5-8 2002.
[17] Buzogany, L. E., P. M. D. J. J., “Automated Control of Aircraft in Formation
Flight,” AIAA Guidance, Navigation and Control Conference, Monterey, CA,
August 1993, pp. 1349–1370.
[18] Pachter, M., D’Azzo, J. J., and Dargan, J., “Automatic Formation Flight Con-
trol,” Journal of Guidance, Control and Dynamics, Vol. 17, No. 6, November-
December 1994, pp. 1380–1383.
[19] Proud A. W., P. M. and D’Azzo, J. J., “Close Formation Flight Control,”AIAA
Guidance, Navigation and Control Conference, AIAA Paper 99-4207, Portland,
OR, August 1999.
[20] Singh, S. N., Chandler, P., Schumacher, C., Banda, S., and Pachter, M., “Non-
linear Adaptive Close Formation Control of Unmanned Aerial Vehicles,” Dy-
namics and Control , Vol. 10, No. 2, April 2000, pp. 179–194.
[21] Pachter, M., D’Azzo, J. J., and Proud, A. W.,“Tight Formation Flight Control,”
Journal of Guidance, Control and Dynamics, Vol. 24, No. 2, March-April 2001,
pp. 246–254.
[22] Sai-Ming Li, Boskovic, J. and Mehra, R.,“Globally Stable Automatic Formation
Flight Control in Two-Dimensions,” AIAA Guidance, Navigation and Control
Conference and Exhibit, Montreal, Canada, Vol. AIAA 2001-4046, August 6-9
2001.
[23] Boskovic, J.D., S.-M. L. and Mehra, R., “Formation Flight Control Design in
the Presence of Unknown Leader Commands,” American Control Conference
Anchorage, AK , May 8-10 2002.
[24] S. Wan, G. Campa, M. N. B. S. and Gu, Y., “Design of Formation Control
Laws for Research Aircraft Models,”AIAA Guidance, Navigation, and Control
Conference and Exhibit, Austin, Texas, August 11-14 2003.
BIBLIOGRAPHY 101
[25] Campa, G.; Napolitano, M. S. B. P. M., “Design of control laws for maneuvered
formation flight,”American Control Conference, Boston, Massachusetts, 2004.
[26] B. Seanor, G. Campa, Y. G. M. N. L. R. and Perhinschi, M., “Formation Flight
Test Results for UAV Research Aircraft Models,”AIAA 1st Intelligent Systems
Technical Conference, Chicago, Illinois, September, 20-22 2004.
[27] Campa, G.; Seanor, B. Y. G. N. M., “NLDI guidance control laws for close
formation flight,”American Control Conference Portland, OR, USA, 2005.
[28] Gu, Y. Seanor, B. C. G. N. M. R. L. G. S. W. S., “Design and Flight Testing
Evaluation of Formation Control Laws,” IEEE Transactions on Control Systems
Technology , Vol. 14, November 2006, pp. 1105–1112.
[29] Seanor, B.; Gu, Y. N. M. C. G. G. S. R. L., “3-Aircraft Formation Flight Ex-
periment,” 14th Mediterranean Conference on Control and Automation, 2006.
[30] Pollini, L. and Innocenti, M., “A Synthetic Environment For Dynamic Systems
Control Distributed Simulation,” IEEE control systems magazine, Vol. Vol. 20,
No. No. 2, pp. pp. 34–44.
[31] Anderson, M. R. and Robbins, A. C., “Formation Flight as a Cooperative
Game,”AIAA Guidance, Navigation and Control Conference, AIAA Paper 98-
4124, Philadelphia, PA, August 1998.
[32] Mengali, G. and Giulietti, F., “Dynamics and Control of Different Aircraft
Formation Structures,” The Aeronautical Journal , Vol. 108, No. 1081, March
2004.
[33] Giulietti, F., Pollini, L., and Innocenti, M., “Autonomous Formation Flight,”
IEEE Control Systems Magazine, Vol. 20, No. 6, December 2000, pp. 34–44.
[34] Brockett, R. W., “Feedback Invariants for Nonlinear Systems,” Proceedings of
the 1978 IFAC Congress, Helsinki, Finland, Pergamon Press, Oxford , 1978, pp.
1115–1120.
[35] Jacubczyk, B. and Respondek, W., “On Linearization of Control Systems,”
BULLETIN DE L’ACADEMIE POLONAISE DES SCIENCES - Se´rie des sci-
ences mathe´matiques, Vol. XXVIII, 1980, pp. 517–522.
[36] Meyer, C. and Cicolani, L., “Application of Nonlinear Systems Inverses to Auto-
matic Flight Control Design-System Concepts and Flight Evaluations,”Agardo-
graph ( Advanced Guidance for Alliance Research and Development publication)
on Theory and Applications of Optimal Control in Aerospace Systems, 1980.
[37] Lane, S. H. and Stengel, R. F., “Flight control design using non-linear inverse
dynamics,”Automatica (Journal of IFAC), Vol. 24, 1988, pp. 471 – 483.
[38] Devasia, S. and Paden, B., “Exact Output Tracking for Nonlinear Time-Varying
Systems,” Proceedings of the 33rd IEEE Conference on Decision and Control ,
1994.
[39] Chen, D. and Paden, B., “Stable inversion of nonlinear non-minimum phase
systems,” International Journal of Control , Vol. 64, 1996, pp. 81–97.
BIBLIOGRAPHY 102
[40] Devasia, S. Chen, D. and Paden, B., “Nonlinear inversion-based output track-
ing,” IEEE Transactions on Automatic Control , Vol. 41, 1996, pp. 930–942.
[41] Thomson, D. and Bradley, R., “Inverse simulation as a tool for flight dynamics
research: Principles and applications,”Progress in Aerospace Sciences, Vol. 42,
May 2006, pp. 174–210.
[42] Isidori, A., Nonlinear control systems: an introduction, 1989.
[43] Slotine, J. J. and Li, W., Applied Nonlinear Control , chap. 6, Prentice-Hall,
1991, pp. 265–270.
[44] Lin, C.-F., Advanced Control Systems Design, Prentice Hall, 1993.
[45] Stevens, B. L. and Lewis, F. L., Aircraft Control and Simulation, John Wiley
& Sons, New York, 1992.
List of Figures
1.1 Wing trailing-vortex . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Mean heart rate and mean wingbeat frequency for pelicans flying
alone or in formation . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Effect of lateral separation on drag ratio for 25-wing formations with
insets showing the plan views of formation geometries at arbitrary
streamwise spacings. . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 West Virginia University YF-22 Aircraft Cluster . . . . . . . . . . . 9
2.1 Nonlinear Dynamic System . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 NLDI -based control system . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Tracking trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Tracking trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 System Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Stateflow block diagram . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Control Law Design Block for Pitch rate command . . . . . . . . . . 42
3.4 Control Law Design Block for Roll rate command . . . . . . . . . . . 42
3.5 Yaw Damper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6 Rudder Channel Control . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Summarizing Block Diagram . . . . . . . . . . . . . . . . . . . . . . 45
3.8 NLDI Block Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.9 Command Generator Block Diagram . . . . . . . . . . . . . . . . . . 46
4.1 Simulation 1:Three Dimensional Trajectory Tracking after 100 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Simulation 1: x tracking after 100 seconds of simulation . . . . . . . 50
4.3 Simulation 1: y tracking after 100 seconds of simulation . . . . . . . 50
4.4 Simulation 1: h tracking after 100 seconds of simulation . . . . . . . 51
4.5 Simulation 1: Three Dimensional Trajectory Tracking after 300 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 Simulation 1: x tracking after 264 seconds of simulation . . . . . . . 53
4.7 Simulation 1: y tracking after 300 seconds of simulation . . . . . . . 54
4.8 Simulation 1: h tracking after 300 seconds of simulation . . . . . . . 54
LIST OF FIGURES 104
4.9 Simulation 1: Thrust command after 300 seconds of simulation . . . 55
4.10 Simulation 1: δe command after 300 seconds of simulation . . . . . . 55
4.11 Simulation 1: δa command after 300 seconds of simulation . . . . . . 56
4.12 Simulation 2: Three Dimensional Trajectory Tracking after 100 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.13 Simulation 2: x tracking after 100 seconds of simulation . . . . . . . 59
4.14 Simulation 2: y tracking after 100 seconds of simulation . . . . . . . 59
4.15 Simulation 2: h tracking after 100 seconds of simulation . . . . . . . 60
4.16 Simulation 2: Three Dimensional Trajectory Tracking after 300 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.17 Simulation 2: x tracking after 300 seconds of simulation . . . . . . . 62
4.18 Simulation 2: y tracking after 300 seconds of simulation . . . . . . . 62
4.19 Simulation 2: h tracking after 300 seconds of simulation . . . . . . . 63
4.20 Simulation 2: Thrust command after 300 seconds of simulation . . . 63
4.21 Simulation 2: δe command after 300 seconds of simulation . . . . . . 64
4.22 Simulation 2: δa command after 300 seconds of simulation . . . . . . 64
4.23 Simulation 3: Three Dimensional Trajectory Tracking after 100 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.24 Simulation 3: x tracking after 100 seconds of simulation . . . . . . . 67
4.25 Simulation 3: y tracking after 100 seconds of simulation . . . . . . . 67
4.26 Simulation 3: h tracking after 100 seconds of simulation . . . . . . . 68
4.27 Simulation 3: Three Dimensional Trajectory Tracking after 300 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.28 Simulation 3: x tracking after 300 seconds of simulation . . . . . . . 70
4.29 Simulation 3: y tracking after 300 seconds of simulation . . . . . . . 70
4.30 Simulation 3: h tracking after 300 seconds of simulation . . . . . . . 71
4.31 Simulation 3: Thrust command after 300 seconds of simulation . . . 71
4.32 Simulation 3: δe command after 300 seconds of simulation . . . . . . 72
4.33 Simulation 3: δa command after 300 seconds of simulation . . . . . . 72
4.34 Simulation 4: Three Dimensional Trajectory Tracking after 100 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.35 Simulation 4: x tracking after 100 seconds of simulation . . . . . . . 75
4.36 Simulation 4: y tracking after 100 seconds of simulation . . . . . . . 75
4.37 Simulation 4: h tracking after 100 seconds of simulation . . . . . . . 76
4.38 Simulation 4: Three Dimensional Trajectory Tracking after 300 sec-
onds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.39 Simulation 4: x tracking after 300 seconds of simulation . . . . . . . 78
4.40 Simulation 4: y tracking after 300 seconds of simulation . . . . . . . 78
4.41 Simulation 4: h tracking after 300 seconds of simulation . . . . . . . 79
4.42 Simulation 4: Thrust command after 300 seconds of simulation . . . 79
4.43 Simulation 4: δe command after 300 seconds of simulation . . . . . . 80
4.44 Simulation 4: δa command after 300 seconds of simulation . . . . . . 80
4.45 Robustness check: Three Dimensional Trajectory Tracking after 200
seconds of simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.46 Robustness check: x tracking after 200 seconds of simulation . . . . 85
4.47 Robustness check: y tracking after 200 seconds of simulation . . . . 85
4.48 Robustness check: h tracking after 200 seconds of simulation . . . . 86
LIST OF FIGURES 105
C.1 Main Simulinkr Block . . . . . . . . . . . . . . . . . . . . . . . . . 96
C.2 Simulinkr Controller Subsystem . . . . . . . . . . . . . . . . . . . . 97
C.3 General Aircraft Model Subsystem . . . . . . . . . . . . . . . . . . . 98
List of Tables
3.1 Aircraft geometric and inertial data . . . . . . . . . . . . . . . . . . 25
3.2 Longitudinal aerodynamic derivatives . . . . . . . . . . . . . . . . . 25
3.3 Lateral-directional aerodynamic derivatives . . . . . . . . . . . . . . 26
4.1 Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 Desired Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4 Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6 Desired Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . 73
4.7 Longitudinal aerodynamic derivatives nominal values . . . . . . . . . 81
4.8 Lateral-directional aerodynamic derivatives nominal values . . . . . 82
4.9 Longitudinal aerodynamic derivatives modified values . . . . . . . . 82
4.10 Lateral-directional aerodynamic derivatives modified values . . . . . 83
List of Acronyms
UAV Unmanned Air Vehicle
NLDI NonLinear Dynamic Inversion
SISO Single-Input Single-Output
MIMO Multiple-Input Multiple-Output
