We design a transcoding system that can provide dynamic transcoding services for various types of video conferencing clients. It can be deployed to many kinds of cloud computing platform and the scheduler can change the setting of any transcoding task to achieve adaptive transcoding requirement form mobile clients. In this paper, we first analyzed the difference between video conference transcoding and on-demand video. We determined that transcoding service for video conference must be real-time and existing scheduling algorithms are not suitable for video conference transcoding. Therefore, we propose a prediction model that can predict how much computing resources that a transcoding task may require. This prediction model is based on the parameters from source video or the transcoding task. Based on the information from resource monitor and prediction model, the scheduling algorithm can make a more appropriate scheduling decision and keep the load of each virtual machine in transcoding system in a good balance.
Introduction
With the development of mobile networks and smart devices, mobile clients have become a kind of popular terminal in video conference. But due to the high demands of video quality and low latency in high-definition video conference, to get a better meeting experience, transcoding for mobile devices has become an inevitable solution [1] . Considering about the differences of transcoding between video conference and video on-demand [2] , there are three things that we need to notice.
1. Sensitive to latency. Different from video on-demand, high latency in video or voice interaction will lead to communication problem even misunderstood. But for video on demand, they will process the video after it is uploaded instead of a realtime transcoding when the user is viewing. 2. Storage and deliver. In video conference, the multimedia data come from the network and after transcoding the data must be sent to client immediately [3] . 3. Dynamic transcoding. In video conference, we also need to implement other transcoding service such as ROI extraction, scale of resolution. On the other hand, adaptive transcoding is an important feature for the mobile client, and therefore, the transcoding service must be able to be changed during its life cycle [4] . These three differences mean that technology for video on-demand transcoding could not apply to video conference transcoding simply. Therefore we present a transcoding system for mobile clients in video conference which can be deployed in a private cloud computing platform in this paper. Figure 1 demonstrates the architecture of out transcoding system. Resource Monitor can collect the usage of the virtual machine's computing resource periodically and send it to Load Balance Scheduler which will use this information to schedule the transcoding tasks. Load Balance Scheduler can receive transcoding requests from mobile clients and assign transcoding task to transcoder by sending schedule commands. After the transcoder gets ready for working, the Input Dispatcher will forward the multimedia data which comes from network to the transcoder. And the Output Dispatcher will send the data after transcoding to mobile clients.
System Overview
The transcoder process will register itself to scheduler first and periodically send a message to show that it is running normally. We have implemented several kinds of transcoding filters as it shown in 
Figure.1. Architecture of Transcoding System
By resetting the parameters of each transcoding filter in transcoder dynamically, we can implement an adaptive transcoder.
Prediction-based Load Balancing
In this section we design a prediction-based load balancing model which can improve the efficiency of the cloud computing platform which our transcoding system will be deployed on and ensure a low latency.
Prediction Model of Load Balancing
Prediction model could predict the resource usage that a new transcoding task may consume. The CPU usage percent is the most important computing resource to judge whether a new transcoding task can be add to a virtual machine. Table 2 defines all the parameters used to predict the CPU usage. In our video conference system, the video resolution criteria which are usually used are 1920x1080, 1280x720, 640x480, 320x240 and 176x144, the frame rate are 30fps, 25fps, 20fps, 15fps and 10fps. Firstly we collect the average CPU usage percent of each kind transcoder and the parameters that listed in table 2, and then we build a linear prediction formula for this transcoder by linear regression [6] . For the decoder and encoder of H.264, the CPU usage is primarily affected by the size of input stream [5] . The input of decoder transcoder is compressed video data and scheduler can get the streamsize from the video sender before prediction. In Figure 2 (a), the x-axis is the streamsize of which the unit is kilobytes per second and y-axis is the CPU usage percent. As it is shown in Figure 2 (a), the CPU usage percent value varies linearly with the streamsize, and in different resolution, the line has different slope, while when the resolution is smaller than 640x480, the prediction result can be consider as a constant value. So we can define the prediction formula of decoder as below:
Based on data from Resource Monitor, We can get the value of a and b through a linear regression and the result is shown in table 3.We can see that the R value of linear regression of decoder is as high as 0.99, therefore we have obtained a good linear model to describe the relationship between the CPU usage percent and input bitrate. If the resolution of the input video is below 640x480, such as 320x240 and 176 x144, the CPU usage average will too small to be predicted. The experiment data show that the average of the CPU will not exceed 0.5%.
The CPU usage of encoder is mostly decided by the framesize and fps of the input video as it is shown in Figure 2 (b), the x-axis is the input streamsize which equal with fps*framesize, its units is also KB/S, the y-axis is the CPU usage percent. Similar to decoder, we can use linear regression to construct a linear prediction formula for encoder and the linear regression result is listed in table 4. The same as decoder, the CPU usage percent of encoder can be regarded as a constant. Therefore the prediction formula will be:
The prediction of the scale transcoding is more complicated than decoder and encoder. There are three factors that can impact the CPU usage of the scale transcoder which are input framesize, output framesize and fps. Figure 2 (c) shows the relationship of CPU usage and fps in different scale resolution pair, in which "1080to720" means the scale pair is a 1920x1080 video frame to a 1280x720 one, x-axis is the fps and y-axis is the CPU usage percent. Figure 2(d) shows the increase trend of CPU usage percent with the output framesize, the x-axis is the bytes in output frame of which the unit is KB/S. Now we can define a prediction formula for scale as below:
0.5 P encoder = a 1 * fps * framesize +b width>320&&height >240
(2) 0.5 P scale = a 1 * input framesize + a 2 * fps + a 3 * output framesize +b
The linear regression result is in table 4, the R value is 0.9654 and that means this formula is still accurate enough. We do not use streamsize to predict because that the R value is only 0.72. In the prediction of ROI transcoder, the input video framesize has little impact on the CPU usage. Figure 2 (e) and Figure 2 (f) illustrate the influence of fps and output framesize on the CPU usage. The linear regression result is listed in table 6. We can see that the R value is more than 0.98 and that means we have an accurate result.
P ROI = a 1 * fps + a 2 * framesize + b (4) 0.5 The I/O threads of the transcoding process will also consume some CPU resource. Figure 3 shows the relationship between CPU usage and the I/O stream size, the xaxis is the input or output stream size and the unit is KB/S, the y-axis is the CPU usage. And table 7 is the linear regression result for I/O threads. With the prediction formula of each kind of transcoder, we can predict the CPU consume of a new transcoding task by formula. And the total CPU usage of the transcoding process will be predicted by formula. Based on the prediction formula above, we can predict the total transcoding process with a linear equation as formula (6) .
Figure.2. CPU usage of each kind of transcoder and its prediction parameters
CPU 0 is current CPU usage percent of transcoding service, and P(i) is the prediction CPU usage of the transcoding operation in new transcoding task.
Load balancing algorithm can predict the CPU usage of a new transcoding task, and with the resource state data from resource monitor, the algorithm can know whether a virtual machine has enough CPU resource to hold the transcoding task.
In the experimental section of this paper, we will evaluate the prediction model.
Design of the Load Balance Algorithm
Similar to knapsack algorithm, our load balancing algorithm will select a virtual machine which has the most computing resource and make sure no virtual machine will have too heavy load. The load balancing algorithm is described as follows:
Figure.3. the CPU usage of I/O threads
Step 1: When there is a transcoding request from mobile client, firstly, search in existing transcoding tasks and check that whether there is a transcoding task for the same video has a similar output and if it is, there is no need to add new task.
Step 2: If the transcoding request is a parameter update for an existing transcoding task, prediction model will predict the computing resource usage after the update. If the resource usage is too much, scheduler will move this task to a new virtual machine which has enough resource to hold it.
Step 3: If load balancing have to select a virtual machine for current transcoding request, scheduler will sort virtual machine list according to the descending order by available computing resources. Then the prediction model will predict resource usage after the new transcoding task is added on the first machine. If it has enough resource, the scheduling is over.
Step 4: If there is no fit virtual machine, the scheduler will migrate part of the tasks on the currently best fit machine to other machines until there has enough resource for the new task.
Step 5: there is a threshold that when the difference of CPU usage between the virtual machine which has the heaviest load and the virtual machine that has the lightest load exceeds the threshold, the scheduler will also migrate part of the tasks of the heaviest virtual machine to others.
The experiment and analysis section will show the effect of this load balance algorithm.
Experiment and Evaluation
This section is experiments and evaluation, and we will describe the settings of the cloud computing platform.
Experimental Settings
We build a small private cloud computing platform by Microsoft Hyper-V [7] , and the physical machine' CPU is Intel(R) Core(TM) i5-750 @2.67GHz. The operating system on physical machine is windows 2008R2, the operating system of the virtual machine is windows 2003R2 and the virtual CPU is the same with the physical CPU. All the video streams before transcoding are recorded in real video conferences with MVision system which is developed by our laboratory.
Evaluation of Prediction Model
Limited by the length of this paper, we only use several transcoding tasks to verify the accuracy of prediction model. Table 9 lists the parameters of each transcoding tasks with their description. Firstly, we only run one task each time and get the real CPU usage of the task from resource monitor. Table 10 is the comparison of the prediction CPU usage of the task and real one. From Table 10 we can see that the prediction model can see that the prediction model can accurately predict the CPU usage of each transcoding task, and the maximum error does not exceed 0.5%. We will add these five transcoding tasks to the same virtual machine one by one to verify the prediction formula (6) . Figure 4(a) is the experiment result, the red line is the prediction result and the blue line is real CPU usage percent, and the x-axis is the count of tasks on the virtual machine, the y-axis is the CPU usage percent. We can see that these two lines are almost coincident, and actually the red line is a (1) prediction and actual CPU usage (b) the scheduler result
Figure.4. Experiment Result
little higher than the blue one, that means the prediction result is always higher than the real one, but it won't too high to cause waste of the resources.
Evaluation of Load Balancing
The experiments above have demonstrated the validity of the prediction model, and then we will evaluate the effect of the load balancing algorithm. In this experiment, dozens of transcoding tasks are scheduled on four virtual machines and the threshold value is 20. Figure 4(b) show the scheduling results, the x-axis is the task count and y-axis is the CPU usage percent of virtual machine. We can see that the load of each virtual machine increases evenly and we notice that when there are 20 tasks, the CPU usage of machine 3 is 64% at first which is 21 higher than machine 4 who's CPU usage is only 43%. Then the scheduler migrate a transcoding task on machine 3 which consumes about 13% CPU resource to machine 4 to make the load balance.
Conclusions
In this study, we implement a dynamic transcoding system which has a predictionbased load balancing scheduler. This transcoding system can provide real-time transcoding services for mobile clients in video conference, and the predictionbased algorithm can effectively take advantage of the computing resource in cloud computing platform, and ensure that the transcoding load of each virtual machine grows balanced.
