Let O be a closed Poisson conjugacy class of the complex algebraic Poisson group GL(n) relative to the Drinfeld-Jimbo factorizable classical r-matrix. Denote by T the maximal torus of diagonal matrices in GL(n). With every a ∈ O ∩ T we associate a highest weight module M a over the quantum group U q gl(n) and an equivariant quantization C 
Introduction
Let G denote the complex general linear algebraic group GL(n) and let g be its Lie algebra gl(n). Regard G as a Poisson group relative to the standard classical r-matrix and let U (g) be the corresponding quantum group. Consider a semisimple conjugacy class O ⊂ G, which is an affine subvariety of G. An equivariant quantization of O is a C[[ ]]-free deformation of the polynomial ring C[O] along with the U(g)-action to an associative algebra C [O] and an action of U (g). The indeterminate is the deformation parameter and C [[ ] ] is the ring of formal power series in with complex coefficients. The algebra C [O] was constructed in [DM] and incorporated in the general scheme in [M1] . In this paper, we present a family of exact representations of C [O] on U (g)-modules of highest weight. This family is parameterized by diagonal matrices from O. Equivalently, with every diagonal matrix we associate a highest weight module and an equivariant quantization of the conjugacy class of this matrix, through an operator realization on that module. The quantized affine ring depends on O and not on a particular point in it. However, the modules are not isomorphic thus yielding non-equivalent exact representations of the same quantum conjugacy class.
Although the isotropy subgroups of all points in O are isomorphic, not all are strictly compatible with the standard triangular polarization of g. We call such a stabilizer a Levi subgroup if simple roots of its Lie algebra l are simple roots of g, i.e. Π + l ⊂ Π + g . By this definition, l being a Levi subalgebra depends on a polarization of g relative to a Cartan subalgebra, which is fixed once and for all. The quantization theory of the corresponding conjugacy class is standard: it can be realized by operators on a parabolic Verma module M λ relative to U q (l) ⊂ U q (g). General diagonal matrices in O are uniquely parameterized by Weyl group elements σ satisfying σ(R + l ) ⊂ R + g , where R + is the set of positive roots.
For such σ we construct a highest weight module M σ.λ and realize the algebra C [O] in End(M σ.λ ). Of course, M σ.λ is a parabolic Verma module if σ(Π + l ) ⊂ Π + g . A conjugacy class is simultaneously an adjoint orbit in End(C n ) = g, and all the orbits in g are isomorphic to conjugacy classes. They are also equipped with the canonical U(g)-invariant Kirillov bracket restricted from g. The theory of quantum orbits in g and their representations is parallel to the theory of quantum conjugacy classes. It can be worked out by a straightforward rephrasing of the key steps of this exposition. Another way to quantize semisimple orbits in g = gl(n) is through a two parameter quantization, which can be obtained from quantum conjugacy classes by a formal shift trick and includes the quantization of Kirillov bracket as a limit case, [DM] . In order to reduce the volume, we do not focus on this case giving only the resulting formulas at the end of the paper. An interesting feature of the non-parabolic quantization via M σ.λ is a lack of natural candidate for the quantum isotropy subgroup. This is true even in the case of Kirillov bracket on O. In this respect, this quantization may help to understand the properties of quantum conjugacy classes which are essentially non-Levi, that is, their isotropy subgroups are not isomorphic to Levi subgroups, [M2, M3, M4] . Such classes are not present in GL(n) but form a large family in symplectic and orthogonal groups.
The paper is organized as follows. After the next preparatory section we look at representations of the quantum upper and lower triangular unipotent groups. This is used for description of singular vectors in the Verma modules and their tensor product with the natural representation of U q (g). We find the eigenvalues of a "quantum coordinate" matrix acting on the U q (g)-module C n ⊗ M σ.λ and check that they are independent of σ. This enables us to construct the representation of
Preliminaries
It is an elementary fact from linear algebra that two semisimple matrices are related by a conjugation if and only if they have the same eigenvalues. So a conjugacy class O is determined by the spectrum of a matrix A ∈ O. This spectrum can be described by the complex-valued vector x = (x 1 , . . . , x k ) of pairwise distinct eigenvalues and the integervalued vector of multiplicities n = (n 1 , . . . , n k ). All x i are invertible, while n i sum up to the dimension n = n 1 + . . . + n k . The integer k is assumed to be from the interval [2, n], as the case k = 1 is trivial. The correspondence (x, n) → O goes through the choice of the initial
Note that the parametrization (x, n) → O is not one-to-one, as a simultaneous permutation of x i and n i gives the same conjugacy class albeit a different initial point.
Restriction of O to the maximal torus T of diagonal matrices is an orbit of the Weyl group, which is the symmetric group S n in the case of study. It acts on diagonal matrices by permutation of entries, (σo) ii = o jj , j = σ −1 (i), where σ ∈ S n . The isotropy subgroup of
The affine ring C[O] is the quotient of the ring C[End(C n )] by the ideal of relations
where A = n i,j=1 e ij ⊗ A ji is the matrix of coordinate functions A ji . Here e ij ∈ End(C n ) are the standard matrix units, e ij e lm = δ jl e im . The left equality determines the vector x while the values of Tr(A m ) fix the vector n, up to a simultaneous permutation of their components.
The quantum conjugacy class C [O] is described as follows. Let S ∈ End(C n ) ⊗ End(C n ) be the Hecke braid matrix associated with U q (g), whose explicit form can be extracted from [Ji] . The quantized polynomial ring C [End(C n )] is generated over C [[ ]] by the matrix entries (K ij ) n i,j=1 subject to the relations
with the q-trace of a matrix X defined as Tr
Here and further on,
q−q −1 for any z ∈ C. Let R be the root system of gl(n), R + the subset of positive roots and
a basis of simple roots. Further we deal with the root systems of reductive subalgebras l ⊂ g. We label them with the subscript l reserving by default the notation R = R g etc. We use the standard relization of R in a complex Euclidean vector space C n with the inner product (., .), where the simple positive roots are expressed in an orthogonal basis
by α i = ε i − ε i+1 , i = 1, . . . , n − 1. This embedding identifies C n with the dual vector space to the Cartan subalgebra h ⊂ g. We denote by h µ the image of µ under the isomorphism h * → h implemented by the inner product: ν(h µ ) = (ν, µ).
-algebra generated by h and e α , f α , α ∈ Π + , subject to the relations, [D] ,
The Hopf algebra structure on U (g) is defined through the comultiplication
The natural representation π :
We also work with the quantum group U q (g) as a C-algebra assuming that q is not a root of unit. It is generated by {q
and {f α , e α } α∈Π + . One can also consider U q (g) over the ring C[q, q −1 ] and its localizations. Further extension over
an embedding U q (g) U (g), for which we use the same notation. Until Proposition 6.8, U q (g) is understood as a C-algebra.
The quantum matrix space
The action is defined on the generators by (id
, of the coordinate ring of the group G. The algebra
3 Natural representation of U q (n ± ).
Consider the polarization g = n − ⊕ h ⊕ n + , where n ± are the nilpotent Lie subalgebras of positive and negative root subspaces. Let b ± = h ⊕ n ± be the Borel subalgebras in g. Denote by U q (n ± ) the subalgebras in U q (g) generated by {e α } α∈Π + and, respectively, {f α } α∈Π + . The quantum Borel subgroups U q (b ± ) are generated by U q (n ± ) over U q (h); they are Hopf subalgebras in U q (g). The algebras U q (n ± ) and U q (b ± ) are deformations of the corresponding classical universal enveloping algebras. We consider a grading in U q (b ± ) with degf α = 1, degq
Further we collect a few facts about the natural representation of U q (g) on C n and its
⊂ C n be the standard basis of columns with the only non-zero entry 1 at the i-position from the top. The vector w i carries the weight ε i . The natural representation of U q (g) is determined by its restriction to the subalgebras U q (n ± ), which is encoded in the diagrams
It follows from the diagrams that for every pair of integers i, j ∈ [1, n] such that i < j there is a unique Chevalley monomial
The algebras U q (n ± ) are isomorphic via the Chevalley involution f α → e α . We call contragredient the representation of U q (n ± ) on C n given by e k w i = δ k,i w i+1 and f k w i = −δ k,n−i+1 w i−1 . It factors through the automorphisms e i → e n−i , f i → f n−i , (inversion of Dynkin diagram) and the natural representation of U q (b ± ). Alternatively, it is a composition of the Chevalley involution f α ↔ e α and natural representation. For any finite dimensional U q (g)-module W define the (right) dual representation on W * as w, x ⊲ u = γ −1 (x) ⊲ w, u , where w ∈ W , u ∈ W * , and x ∈ U q (g). Although U q (n ± )
are not Hopf algebras, their dual representations are still defined through the embedding U q (n ± ) ⊂ U q (g). Consider another copy of vector space C n as dual to initial C n , with the basis {v i }, and the right conatural representation of U q (n + ) on it. Since γ −1 (e α ) = −e α q −hα , one has
where π(e α ), α ∈ Π + , are the matrices of the natural n + -action on C n .
Consider the left ideal J ⊂ U q (n − ) generated by f
for invertible a i ∈ C leaves J invariant and gives rise to an automorphism of N.
Proof. This is a standard fact about finite-dimensional irreducible quotients of Verma U q (g)-modules, [Ja] . The special case of C n can be checked directly by constructing the obvious epimorphism N → C n , 1 → w 1 , and its section
Corollary 3.2. The (right or left) conatural and contragredient representations of the algebras
Proof. Indeed, in the case of U q (n + ), they are cyclic representations generated by the vector w 1 satisfying e 2 α 1 w 1 = e α i w 1 = 0, i > 2. Hence they are quotients of N by some submodules. Since their dimension is n, those submodules are zero, and the quotients are isomorphic to N. The case of U q (n − ) is checked similarly.
Proof. Since the module C n is cyclic, every homomorphism from Hom Uq(n + ) (C n , V ) is determined by the assignment 1 → v, where the vector v annihilates the ideal J.
Singular vectors.
Denote by l = gl(n 1 ) ⊕ . . . ⊕ gl(n k ) ⊂ gl(n) the stabilizer Lie algebra of the point o ∈ O. Put p ± = l + n ± to be the parabolic subalgebras relative to l. The universal enveloping algebras U(l) and U(p ± ) are quantized as Hopf subalgebras in U q (g). So U q (l) is generated
Let c l ⊂ h be the center of l and c * l ⊂ h * be the subset orthogonal to Π
For such λ, the U q (b + )-module C λ extends to a U q (p + )-representation, andM λ admits a projection onto the parabolic Verma module
, where m i = n 1 + . . .
Recall that a non-zero vector v in a U q (g)-module is called singular if it generates the trivial U q (n + )-submodule, i.e. e α v = 0, for all α ∈ Π + .
Lemma 4.1. Let W be a finite dimensional U q (g)-module and W * its right dual module.
Proof. Choose a weight basis
where ν i is the weight of w i . So e α u = 0 is equivalent to e α y i = −q
supports the right dual representation of U q (n + ), provided y i are linear independent. In general, it is a quotient of the right dual representation.
In particular, singular vectors in Y ≃ C ⊗ Y generate trivial U q (n + )-modules, which recovers their definition.
Further we describe singular vectors of certain weights inM λ and C n ⊗M λ . We need a few technical facts aboutM λ . We define "dynamical root vectors"
Note that q h β is well defined as an element of U q (h) for β ∈ ZΠ + . The Cartan coefficients inf β commute with f α i and can be gathered on the right. Byf α (λ) we understand an element from U q (n − ) obtained through specialization of the coefficients at weight λ. Clearly
Let g ln ⊂ g denote the subalgebra gl(n − l + 1) with the root system {α l , . . . , α n−1 }, l = 1, . . . , n − 1. The vectorsf α are generators of the Mickelsson algebras associated with filtration g nn ⊂ . . . ⊂ g 1n = g, [Zh] . Their basic property is the equality
(4.4)
for any Verma moduleM λ and any m ∈ N, see e.g. [M5] . It is convenient to extend (4.3) byf α = 1 for α = 0 andf α = 0 for α ∈ −R + . Then (4.4) is valid for all α > 0.
The following fact aboutf α v λ holds true. Its proof can be found e.g. in [M5] . Further we apply Lemma 4.1 to W = C n and Y =M λ .
Lemma 4.3. For all l = 1, . . . , n, there is a unique
Proof. Proposition 4.2 implies thatf ε 1 −ε l v λ is a unique, up to a factor, U q (g 2n )-singular vector of this weight. It automatically satisfies the equation e 2 α 1f ε 1 −ε l v λ = 0 and generates a unique U q (b + )-submodule, which is a quotient of conatural, by Corollary 3.3.
Put λ i = (λ, ε i ) ∈ 1 C, i = 1, . . . , n, and present the singular vectors in C n ⊗M λ explicitly.
Corollary 4.4. Up to a scalar factor, the singular vector in
Proof. In accordance with Lemma 4.3, put y 1 =f ε 1 −ε l v λ inû l = n i=1 w i ⊗ y i and apply formula (4.4), m = 1, to y i+1 = −qe α i y i for i > 1 taking into accountf ε i −ε l = 0, i > l.
The
We assume that λ is an arbitrary weight from 1 h * ⊕ h * unless specified otherwise. Definê
. It is also a U q (g)-submodule, and the sequenceV 
Next we explain a diagram technique we use to study C n ⊗M λ . We call . . .
In particular, v 
. . .
By construction, w m l depends on s, which dependence is suppressed in order to shorten the notation. The horizontal arrows designate the action of the corresponding operator on the tensor factorM λ while the vertical on the tensor factor C n . If the operators assigned to horizontal and vertical arrows applied to a node are distinct, the horizontal arrow amounts to the action on the entire tensor product C n ⊗M λ . In all cases, the comultiplied operator associated with the horizontal arrow maps Cw
(a direct consequence of the coproduct formula). This immediately implies the following. is the same and equal to f α l . Applying ∆(f α l ) to w
which belongs toV λ j−1 . This directly implies the first statement. Suppose that s = id. Let l be the rightmost integer l ∈ [i, j) displaced by s, so that ψ The initial point o ∈ O determines a partition of the integer interval [1, n] into the disjoint union of k subsets: i, j are in the same subset if and only if x i = x j . This partition determines a partial ordering on [1, n]: we write i ≺ j iff i, j are from the same subset and i < j. We call a permutation σ ∈ S n admissible if it respects the ordering, i.e. σ(i) < σ(j) once i ≺ j.
Lemma 5.3. For every point a ∈ O ∩ T there is a unique admissible permutation σ ∈ S n such that a = σo.
Proof. Indeed, if i ≺ j and σ(i) > σ(j), the sign of inequality can be changed by combining σ with the flip (i, j) ∈ S n . This way, every permutation σ such that a = σo can be adjusted so as to satisfy the required condition. Uniqueness is obvious. Lemma 5.3 defines an embedding S n /S n ⊂ S n as a subset of admissible permutations. In terms of root systems, σ is admissible if and only if σ(R
Although the stabilizer of the point σ(o) is isomorphic to l, we call it a Levi subalgebra only if σ(Π
Let c * l,reg denote the subset in c * l such that for λ ∈ 1 c * l,reg the complex numbers q 2(λ,εm i ) , i = 1, . . . , k, are pairwise distinct.
Proof. For any λ ∈ 1 c * l,reg , the equality σ(λ), µ = 0 implies λ, σ −1 (µ) = 0 = λ, σ −1 (ν) .
Therefore σ −1 (µ) and σ −1 (ν) belong to R l and specifically to R + l since σ is admissible. This contradicts the assumption that α is a simple root. 
This is the case for all α ∈ Π + l since α = ε i − ε i+1 for i ≺ i + 1 and (ρ, α) = 1.
Introduce the subset
and its complementĪ l in [1, n] . Elements of I l enumerate the highest weights of the irreducible l-submodules in C n . For a permutation σ ∈ S n /S n put I 
Proof. For each m ∈Ī 
). This proves the first and second statements.
Suppose that σ(l) is a Levi subalgebra, i.e. σ(Π
This ideal is independent of λ, hence M σ·λ are isomorphic for all λ. With this isomorphism, the representation of . For all σ ∈ S n , the action σ : λ → σ · λ gives rise to the permutationx i →x σ −1 (i) . The contribution of principal monomials to the dynamical root vector giveš
where non-principal terms are omitted. Applying Proposition 5.2 we find thatû l is equal to (−1)
Proof. For l = 2, we havê
For l 2 we find
Suppose that the lemma is proved forĈ l−1 . Then we can write
We applied the induction assumption to the expression in brackets in the top line. The factor in the brackets is equal to [λ 1 − λ l + l − 1] q , so the statement is proved.
Up to a non-zero factor,Ĉ l = l−1 j=1 (x j −x l ), wherex i are the eigenvalues of Q on C n ⊗M λ .
Lemma 6.2. For i < j, the submoduleM Proof. "Only if" is obvious. Suppose thatx i =x j . Then the coefficientĈ l turns zero andû l ∈ V λ l−1 . First suppose that allx l are pairwise distinct for l < j. ThenV
This equality is true for generic λ subject tox i =x j , hence for all such λ. Proof. Let us prove thatû j ∈ C n ⊗M λ−α ⊂ C n ⊗M λ . This is so if i = 1 sinceû j = w 1 ⊗f α v λ .
If i > 1, the definition (4.3) impliesf ε i−1 −ε j v λ = [(λ + ρ, α)] q f α i−1f α v λ ∈M λ−α . Proceeding by descending induction on l one can check thatf ε l −ε j v λ ∈M λ−α for all l i. Indeed, all monomials constitutingf ε l −ε j contain either the factor f α i−1 f α or f α f α i−1 , by (4.3) These formulas can be obtained from a two parameter quantization at the limit → 0. The two parameter quantization can be formally obtained by a shift of the matrix K and its eigenvalues, see [DM] for details.
Theorem 6.11. For all σ ∈ S n /S n and λ ∈ 1 t c * l,reg such that x i = 2t(λ i −m i +1), i = 1, . . . , k, the homomorphism of U(g t ) → End(M + σ·λ ) factors through an exact representation of the algebra C t [O] .
