Abstract-In the past few years, control of Linear Parameter Varying Systems (LPV) has been the object of considerable attention, as a way of formalizing the intuitively appealing idea of gain scheduling control for nonlinear systems. However, currently available LPV techniques are both computationally demanding and (potentially) very conservative. In this paper we propose to address these difficulties by combining Receding Horizon and risk-adjusted techniques. The resulting controllers are guaranteed to stabilize the plant and have computational complexity that increases polynomially, rather than exponentially, with the prediction horizon.
I. INTRODUCTION
A widely used practice to handle nonlinear dynamics is to linearize the plant around several operating points and then use gain-scheduled linear controllers. However, while intuitively appealing, this idea has several pitfalls [17] . Motivated by these shortcomings, during the past few years considerably attention has been devoted to the problem of synthesizing controllers for Linear Parameter Varying Systems, where the state-space matrices of the plant depend on time-varying parameters whose values are not known a priori, but can be measured by the controller. This research has resulted in controller synthesis methods guaranteeing worst case performance bounds (for instance in an H 2 or H ∞ sense, see e.g. [1] and references therein).
While successful in many situations, these techniques are potentially very conservative in others, since they are based on sufficient conditions,. In addition, these methods are computationally very demanding, requiring the solution of a set of functional matrix inequalities. Obtaining computationally tractable problems requires using both finite expansion approximations as well as a gridding of the parameter space, leading to further conservatism.
The present paper seeks to reduce both the computational complexity and conservatism entailed in currently available LPV synthesis methods by combining risk-adjusted (see eg. [4] , [5] , [14] ) and Receding Horizon (see [13] and references therein) ideas. Our main result shows that, by searching over a set of closed-loop strategies the problem can be reduced to finding a solution to a finite set of Linear Matrix Inequalities (LMIs). Finding the exact solution to this problem has computational complexity that grows exponentially with the horizon length. To circumvent this difficulty, we propose to use a stochastic approximation algorithm that is guaranteed to converge to the solution with probability one, and whose computational complexity grows only polynomially with the horizon.
The paper draws inspiration, in addition to [19] , [21] and [9] , from [15] , [7] and [3] . The main difference with [15] and [7] is the use of Receding Horizon techniques. Compared with [3] , we consider the case of case of LPV dynamics and we obtain a controller that minimizes the worst case performance over all trajectories compatible with the current parameter value. Finally, the use of closedloop strategies, based on the solution of a set of LMIs, results in substantial reduction of computational complexity. In this sense the work presented here is related to the earlier work in [22] advocating the use of Riccati based receding horizon controllers for H ∞ control of Linear Time Varying systems, and to the work in [12] , proposing an LMI-based optimization of closed-loop control strategies.
II. PRELIMINARIES

A. The LPV Receding Horizon H 2 Control Problem
In this paper we consider discrete time LPV systems of the form:
where x ∈ R n x , u ∈ S u ⊆ R n u , z ∈ R n z , y ∈ R n y and w ∈ R n w represent the state, control, regulated variables, measurements available to the controller and a white Gaussian exogenous disturbance, respectively, S u is a convex set containing the origin in its interior, ρ denotes a vector of time-varying parameters that can be measured in real time, and where all matrices involved are continuous functions of ρ. Further, we will assume that the set of parameter trajectories is of the form:
where P ⊂ R n ρ is a compact set and Θ : P → P is a given set valued map. Our goal is to, given the present value ρ(k) of the parameter vector, find an output feedback control law:
that minimizes, in some sense, the effect of the disturbance w on the performance output z. In the case of LTI systems, this leads to the well known H 2 control problem. In the case of Linear Time Varying systems, one could proceed as in [6] by considering the performance index
where E {·} denotes expected value. Note however, that such a performance index takes into account only the steady state behavior of the closed-loop system. Moreover, since the present value of the time-varying parameter typically does not provide information on the value of the parameter as t → ∞ (assuming that all of the parameter set P is reachable from any starting value), robustly optimizing an index of the form (3) entails considering a potentially very conservative double worst-case scenario: worst case trajectory and worse case initial condition in P . Improving both the transient and steady-state behavior while minimizing conservatism suggests the use of a performance index of the form:
where the horizon N is a design parameter. In turn, this leads naturally to the following Receding Horizon formulation: Problem 1: Given an LPV system of the form (1), find an output feedback control law:
that (i) renders the origin an exponentially stable equilibrium point of the closed loop system, and (ii) at each time k it minimizes the following performance index:
Remark 1: The horizon N is a parameter than can be use to tune transient versus steady-state behavior. A reasonable value for N is the minimum amount of time needed for the parameter trajectories ρ(.) to transition between any 2 arbitrary points in P , since the parameter value at time t carries no information about its value beyond t + N. Hence beyond this horizon the problem reverts to a robust optimization over all possible parameter values.
In the sequel, for simplicity, we make the following standard assumptions:
, and E(w k w T k ) = I. In addition, the explicit dependence of matrices on ρ will be omitted, when it is clear from the context.
B. Preliminary Results
In this section we introduce some definitions and preliminary results that will be used to reduce the minimization of (4) to a tractable finite dimensional optimization. For ease of reading, all proofs in this section are relegated to the Appendix.
Definition 1: A set S x . = {x ∈ R n x : F(x) ≤ 1} is said to be mean controlled invariant for the system (1) if, given an initial condition x o ∈ S x there exist a sequence of admissible control actions {u i }, u i ∈ S u such that the corresponding trajectory satisfies E{F[x(k)]} ≤ 1, for all k > 0, where the expectation is taken with respect to the input sequence w(.).
Lemma 1:
Consider an exponentially stable Linear Time Varying (LTV) system of the form:
with a Gaussian distributed initial condition x o with covariance E(x o x T o ) = X o . Then, for any X(t) ≥ 0 satisfying the affine matrix inequality
with initial condition X(0) ≥ X o the following bound holds:
Similarly, if Y (t) ≥ 0 satisfies:
Next, we show that the H 2 cost can be partitioned into a portion related to a state-feedback problem for an auxiliary plant, plus an "observation" cost. These results can be though of as an extension to the LPV case of some general orthogonality results originally introduced in [16] for the LTI case.
Theorem 1: Consider an LPV system of the form (1) and define the following auxiliary state-feedback plant:
and where Z(.) > 0 satisfies the following affine matrix inequality:
for all ρ ∈ P and θ ∈ Θ(ρ). Finally, let K[ρ] be such that
is exponentially stable for all admissible parameter trajectories and consider the following output feedback controller:
and denote by G cl and z cl the system obtained by closing the loop around (1) using the controller (13) , and its corresponding output, respectively. Then (i) G cl is exponentially stable and, (ii) The corresponding closed loop trajectories satisfy
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III. RISK ADJUSTED RECEDING HORIZON CONTROL: THE UNCONSTRAINED CONTROL CASE
A. Motivation:
In this section we introduce a conceptual receding horizon control law for unconstrained LPV systems that provides the motivation for the risk-adjusted approach pursued latter in the paper. In principle, one could synthesize a receding horizon control law by exploiting Theorem 1 to reduce the problem to an equivalent state feedback one, which in turn can be reduced, via Lemma 1 to a (functional) convex optimization over the set of matrix functions of ρ. However, solving this problem is far from trivial, even when making several approximations such as assuming memoryless, arbitrarily fast time-varying parameters 1 , typically requiring both gridding of the parameter set P and approximating Y (.) by a finite expansion in order to get a tractable, finite dimensional problem [1] . To avoid this difficulty, motivated by the work in [22] , [21] , in the sequel we will search over closed-loop strategies, rather than control actions. To this effect, denote by X N+1 : Θ × {−1, 0, 1,...,N − 1} → P and V N+1 : Θ × {−1, 0, 1,...,N − 1} → P the set of all bounded matrix functions that map N +1-length admissible parameter trajectories to P, the class of all symmetric positive definite matrices and V , the class of all n u × n x matrices respectively, and consider the following receding horizon type control law:
Algorithm 1:
, and n = 1. 1.-Let ρ(n) denote the measured value of the parameter at time n and solve the following LMI optimization
subject to:
1 In this case the problem becomes essentially equivalent to synthesizing a controller for a system subject to parametric uncertainty, and it is well known that these problems are generically NP hard.
where:
with boundary conditions X(−1) =X(n − 1) and W (−1) =W (n − 1), where, with a slight notational abuse, we denote
3.-Use as control action at time n
Set n = n + 1 and go to step 1. Theorem 2: The control law u RH renders the origin an asymptotically stable equilibrium point of (1). Moreover the corresponding closed loop trajectory satisfies:
Proof: Let G s f ,cl denote the closed loop system obtained by closing the loop around G s f using the full state feedback control law u =ṼX −1 x. A Schur complement argument shows that the inequality (17) implies: 
where we made use of the fact C 1 D T 12 = 0. Hence, the inequality (16) implies that, for all parameter trajectories compatible with the present value of the parameter we have:
B. Reducing the computational complexity
As shown in Theorem 2, the receding horizon control law (20) is guaranteed to stabilize the system while minimizing a performance index that takes into account both the transient and steady state behavior. However, in principle it has a high computational complexity, since it requires finding feasible solutions to the set of LMIs (16)- (18) . To avoid this difficulty, in the sequel we propose to pursue a a stochastic approximation approach, whose complexity grows polynomially (rather than exponentially) with the horizon N. To this effect, assume thatρ = [ρ(n + 1)ρ(n + 2) ···ρ(n + N)] has a non-zero probability density for all ρ ∈ F θ . Next, note that to compute u(n), one only needs X(0), W (0) and V (0). This observation allows for reformulating the optimization problem (15) to eliminate the need to explicitly compute X(i), W (i) and V (i), i = 1,...,N − 1 as follows: Given a fixed instant n, ρ(n) andρ ∈ F θ , define
In terms of M, the constraints (16)- (18) can be expressed as:
Thus, in this context, one does not need to compute the explicit value of X(i), W (i) and V (i), i = 1,...,N −1, as long as the minimum above can be computed. Note in passing, that this reformulation preserves convexity, since the function λ(·) is a convex function of its arguments. To complete the approximation of the original optimization problem by a stochastic one, given ζ > 0, definẽ
and collect all the optimization variables (e.g., the entries of Γ 0 ,...,Γ N−1 , X(0), W (0) and V (0)) in a vector x n . Define the following functions
Consider now the following convex problem
where Eρ[·] denotes the expected value with respect to the random variableρ. It can be easily shown that the solution to this problem tends to the solution of the problem (15) as ζ → ∞ and ε → 0. We are now ready to provide the main result of this section: an algorithm for solving problem (24) in polynomial time. For technical reasons, in the sequel we will assume that the solution to this problem is known to belong to a given compact convex set X (where the matrices Γ 0 ,...,Γ n−1 , X(0), W (0) and V (0) have bounded entries and X(0) and W (0) are positive definite).
Let π(·) denote the projection onto X ; i.e.,
and consider the following algorithm: Algorithm 2:
1.-Initialization: Determine x 0 n , y 0 i ; i = 0, 1 and z 0 1 . Let
..,k + 1 stop. Otherwise, let k = k + 1 and go to step 3. and 2β − α − 2γ > 1 the sequence x k n converges with probability one to the solution of the problem (24) .
Proof: Direct application of Theorem 1 in [8] .
TuA12.1 C. Adding Control Constraints
In this section we briefly indicate how to modify the algorithm presented above to handle constraints in the control action. In the case of deterministic systems this can be accomplished by suitably scaling the control action using state dependent weights [20] , [21] . However, this approach cannot be directly applied here, since the stochastic nature of system (1) prevents predicting the future values of these scalings, or, equivalently rendering suitable sets controlledinvariant. To circumvent this difficulty, in this paper we propose to replace the constraints u(n + i) ∈ S u ∀i = 0, 1,...N − 1 in the optimization of (4) by the relaxed set u(n) ∈ S u , E[u(n + i)] ∈ S u , i = 1,...,N − 1. That is, at each given time n, the present value of the control action is subject to the hard constraint u(n) ∈ S u , while only the expected value of predicted future control actions u(n + 1),...,u(n + N − 1) is required to satisfy the constraints.
Specifically, assume that the control constraint set is of the form S u {u : u ∞ ≤ 1}. When using a control law of the form (20) , this constraint is equivalent to
where v j denotes the j th row of the matrix V . This can be relaxed to:
where c > 0 is an arbitrary constant. We propose to further relax this constraint for u(n + i) to:
Assume next that X is chosen so that the closed-loop system satisfies (6) with X(0) ≥ X o . Then the corresponding closed loop trajectories satisfy X(n + i) ≥ E{x(n + i)x T (n + i)}. Hence
It follows that the ellipsoid x(n + i) T X −1 (n + i)x(n + i) ≤ n x is mean controlled invariant and thus the control constraints (26) can be enforced by simply enforcing the constraint
. These observations lead to the following Receding Horizon algorithm:
Algorithm 3: 
subject to (16) , (17), (18) and
Set n = n + 1 and go to step 1. Theorem 4: Assume that the origin is an exponentially stable equilibrium point of A[ρ(.)] for all ρ ∈ F Θ Then, the control law (31) (i) is admissible, in the sense that it satisfies the control constraints u(k) ∈ S u , ∀k, and (ii) it renders the origin a globally exponentially stable point of the closed loop system for all admissible parameter trajectories.
Proof: From Theorem 1 it follows that we only need to consider the state feedback case. The proof of stability in this case is similar to the proof of Theorem 2, provided that the additional constraints (30) are feasible. Feasibility of these constraints follows from the fact that exponential stability of A(.) always allows for scaling the matrices V and X so that the constraints hold. Finally, the fact that the control law (31) satisfies the constraints |u i (.)| ≤ 1 follows immediately from (30) and (25).
Remark 2:
If the open loop system is not exponentially stable the algorithm above will (under mild controllability and observability hypothesis) locally stabilize the system in some neighborhood of the origin, which can be estimated by computing the sets where the constraints (17) and (30) are feasible.
Remark 3: As before, the computational complexity of the optimization problem above grows exponentially with the horizon, even when approximating X,V and W by finite expansions. However, the stochastic approach used in Algorithm 2 can also be used here, with minimal modifications, to obtain polynomial growth approximations.
IV. ILLUSTRATIVE EXAMPLE Consider the discrete time LPV system that has the following system matrices:
with admissible parameter set
(32) It can be verified that the matrix function: 
for all ρ ∈ P and θ ∈ Θ(ρ). Hence the state feedback gain
for the pair (A, B 2 ) (see [1] , [21] for details). In addition:
with Z 0 = 7.5801 −3.9968 −3.9968 3.3243
satisfies (12) . Thus a parameter dependent controller of the form (13) exponentially stabilizes the system and gives a bound on the performance index. Next, we compare the performance achieved by this controller, which is essentially the discrete time counterpart of the conventional LPV controllers proposed in [1] , against the proposed risk adjusted receding horizon controller. Experiments were run with different parameter trajectories. The following values were used for the risk adjusted RH controller: N = 10, ζ = 30, α = 0.6, α 0 = 1, β = 1, β 0 = 10 −2 , γ = 0.15 and γ 0 = 10 −6 . At each time instant, at most 100 iterations of Algorithm 2 were used to obtain an approximate solution to (15) . Table I compares the performance of the receding horizon and conventional controllers. Here, for comparison purposes we used the cost function
t=0 z T (t)z(t). As shown there, the risk adjusted controller yields roughly a 40% performance improvement on average. 
V. CONCLUSIONS
Practical tools for synthesizing controllers for LPV systems have emerged relatively recently and are still far from complete. Among others, issues not completely solved yet include non-conservative handling of performance specifications and overall computational complexity.
In this paper we take some steps towards removing these limitations by combining Receding Horizon and riskadjusted control ideas. Motivated by some earlier results on stabilization of LTV and LPV systems [22] , [19] the main idea of the paper is to recast the problem into an equivalent (functional) convex optimization by searching over a suitable set of closed-loop strategies. This leads to a globally stabilizing control law that is less conservative than techniques currently used to deal with LPV systems. However, in principle this is achieved at the expense of computational complexity, since this law requires the on-line solution of a set of functional LMIs. We propose to address this difficulty by using a risk-adjusted approach, where in exchange for a slight probability of constraint violation, one obtains a substantial reduction in computational complexity. Moreover, this approach scales polynomially, rather than exponentially, with system size [11] , [23] .
These results were illustrated with a simple example where a risk-adjusted receding horizon controller was used to control a second order LPV plant. As shown there the proposed risk-adjusted receding horizon controller improves performance vis-a-vis a conventional LPV controller, while substantially reducing the computational effort required by a comparable Receding Horizon controller.
Research is currently under way seeking to extend these results to address the issue of model uncertainty, both parametric and dynamic.
APPENDIX PROOFS OF THE RESULTS IN SECTION II-B
A. Proof of Lemma 1
Proof of (7) follows immediately by noting that
satisfies the equality in (6) and that
Finally, note that for anyX satisfying (6), one hasX(k) − X(k) ≥ 0, ∀k ≥ 0, from where the bound (7) follows. To prove (9) , let φ(t, i) denote the transition matrix of (5). Then its convolution kernel is given by 
Straightforward computations show that Y (k) ≥ 0 satisfies the equality in (8) . As before, given any other solutionỸ (k) to the inequality (8) , from the exponential stability of A(k) it follows thatỸ (k) − Y (k) ≥ 0 from where the bound (9) follows.
B. Proof of Theorem 1
In order to prove this Theorem, we need the following preliminary result establishing a general orthogonality property, valid for any stabilizing controller.
Lemma 2: Consider an LPV system of the form (1) and define the following (disturbance feedforward) auxiliary plant G DF :
where L and R c are defined in (11) . Then for any strictly proper LPV controller K of the form:
the following properties holds:
• (i) K internally internally stabilizes G if and only if it internally stabilizes G DF • (ii) The corresponding closed loop trajectories satisfy 21 ,
For each fixed parameter trajectory, let X DF [ρ(t)] ≥ 0 denote the solution to the equation:
where Z[ρ] > 0 satisfies (12) . Straightforward algebraic manipulations using (11) yield:
where
and where we have defined Y . = Z −1 and made use of the explicit expressions (40). A Schur complement argument shows that (12) is equivalent to
and application of the Matrix Inversion Lemma yields:
where we have defined A L = A + LC 2 . Substitution of (11) and the second inequality in (45) in (43) yields:
Since D cl = 0, from Lemma 1 it follows that, for every admissible parameter trajectory we have:
Next, we extend to the LPV case the well known equivalence (see for instance [24] , [18] ) between Disturbance Feedforward and State Feedback Problems. Lemma 3: Given an LPV system of the form (36), with initial condition x(0) = 0, consider the auxiliary statefeedback plant G s f defined in (10) Straightforward computations show that the closed loop system admits the following state space realization: Since A + LC is exponentially stable, it follows that e(.) is bounded and e(t) → 0 as t → ∞. Since all the matrices involved are continuous functions of ρ and P is compact, from exponential stability of A + B 2 K it follows that the system:
is input to state stable ( [10] , Page 217). Thus, boundedness of e(.) implies that that x(.) is bounded, and the fact that e(t) → 0 implies that x(t) → 0 ( [10] , Lemma 5.6). Moreover, the rate of convergence does not depend on the initial time, since all matrices involved depend on time only through ρ(.). Hence ξ = 0 is a uniformly asymptotically stable equilibrium point of the closed loop system. Exponential stability follows from the equivalence of uniform asymptotic and exponential stability for linear time varying systems ( [10] , Theorem 3.9). To prove (48) note that e(k) is decoupled from the disturbance input w. Hence, since e(0) = 0, e(t) ≡ 0 which implies that x s f (t) = x(t).
Proof of Theorem 1
Property (i) follows now the facts that the strictly proper controller (13) stabilizes G DF (Lemma 3) and hence it stabilizes G (Lemma 2). Property (ii) follows from properties (ii) in Lemmas 3 and 2.
