We introduce novel computational models for modeling semantic bleaching, a widespread category of change in which words become more abstract or lose elements of meaning, like the development of arrive from its earlier meaning 'become at shore.' We validate our methods on a widespread case of bleaching in English: de-adjectival adverbs that originate as manner adverbs (as in awfully behaved) and later become intensifying adverbs (as in awfully nice). Our methods formally quantify three reflexes of bleaching: decreasing similarity to the source meaning (e.g., awful), increasing similarity to a fully bleached prototype (e.g., very), and increasing productivity (e.g., the breadth of adjectives that an adverb modifies). We also test a new causal model and find evidence that bleaching is initially triggered in contexts such as conspicuously evident and insanely jealous, where an adverb premodifies a semantically similar adjective. These contexts provide a form of "bridging context" (Evans and Wilkins, 2000) that allow a manner adverb to be reinterpreted as an intensifying adverb similar to very.
Introduction
Developments in computational semantics and availability of large diachronic corpora have renewed interest in studying historical semantic change. Recent work has moved away from documenting and qualitatively categorizing types of changes (Bréal, 1964; Stern, 1931) to focus on detecting semantic shifts (Gulordava and Baroni, 2011; Rosenfeld and Erk, 2018; Frermann and Lapata, 2016; Mitra et al., 2014; Kulkarni et al., 2015) , distinguishing gradual linguistic drifts from cultural ones (Hamilton et al., 2016a) and assessing laws of change (Hamilton et al., 2016b; Dubossarsky et al., 2017; Xu and Kemp, 2015; Ramiro et al., 2018; Luo and Xu, 2018) .
Building off prior work, we propose the first computational study of semantic bleaching, one of the most widespread changes in word meaning. Work in historical linguistics characterizes bleaching as an abstraction or loss of some initial elements of meaning, such as in the example arrive, which has broadened from 'become at shore', or amazing, which has undergone a change from 'stupefying' to 'great'. However, we know very little about how this change happens as a quantifiable and continuous process. Answering these questions requires a way to model the nuances of semantic bleaching separately from general semantic shifts. Thus, our work asks the following:
Q1: Can we build computational models of the bleaching process that match known semantic reflexes of bleaching?
To answer this question, we develop methods for quantifying three known reflexes of bleaching from the theoretical literature on semantic change: loss of original lexical meaning, gain of bleached target meaning, and increasing productivity. We focus on the case of English de-adjectival adverbs (awfully nice, insanely delicious), which originally have a manner meaning derived from the semantics of their root adjective and later bleach into intensifying adverbs (or intensifiers) (Tab. 1). We choose this case of bleaching as it represents an open class of semantically diverse adverbs that experience exceptionally rapid change and speaker innovation (Bolinger, 1972; Peters, 1994) . 1 .
Original usage
Bleached usage awfully behaved awfully nice wildly flailing wildly easy insanely muttering insanely delicious abundantly endow abundantly at ease singing terribly terribly sorry aggressively demanded aggressively sunny Table 1 . Examples of the bleaching phenomenon: deadjectival adverbs in their original, manner usage and in their bleached, intensifier usage.
Next, we apply our methodology for modeling bleaching to answer open questions concerning how bleaching happens over time:
Q2: Can bleaching be explained in terms of reanalysis, by which certain contextual factors lead to one interpretation being favored over another?
Q3: If bleaching is a form of reanalysis, what are the contexts that trigger this re-interpretation?
We use the same semantically diverse set of bleaching de-adjectival adverbs to formulate and test hypotheses pertaining to these questions (Study 2, Sec. 4), building on previous diachronic work on intensifiers that have focused on a single word (Lorenz (2002) , Macaulay (2006) , Beltrama and Bochnak (2015) , Tagliamonte (2008) ). In particular, we hypothesize that a high semantic similarity between an adverb and the adjectives that it initially modifies is a crucial contextual factor that triggers the reanalysis of manner adverbs into intensifiers. This criterion (exemplified by collocations such as conspicuously evident, terribly gruesome) is what allows a manner adverb to be interpreted as an intensifier in the first place.
Methods for modeling bleaching
We translate three known reflexes of semantic bleaching from the literature-loss of lexical meaning; gain of intensifier meaning; increased productivity-into relationships between word embeddings and n-gram parse context. For our n-gram data, we use the English fiction portion of the Google Books English n-grams corpus (Lin et al., 2012) and for the historical word embeddings, we use the HistWords dataset trained on the same portion of the n-gram dataset (Hamilton et al., 2016b) . The full corpus spans the years a picture of fevered invention and competition it would be hard to come by elsewhere [...] They are the chief means of emphasis for speakers for whom all means of emphasis quickly become stale and need to be replaced." 1800 to 1999 but we restrict our temporal range to 1850 to 1999, inclusive, due to data sparsity. We test two different sets of HistWords embeddings: Word2Vec (W2V) representations and SVD representations. All data are aggregated to the granularity of decades, yielding 15 decades total.
Similarity of adverbs to very (SIMVERY)
As a manner adverb bleaches into an intensifying adverb, we expect the meaning of the adverb to grow more similar to the meaning of very, the prototypical example of a completely bleached intensifier (Peters, 1994) . We measure this similarity via the cosine similarity between the HistWords embedding for an adverb and the embedding for very, both retrieved for a given decade. The bleached status of very is empirically verified in the embedding space: the selfsimilarity between consecutive decades is comparable to words expected to change extremely little over time, such as determiners, numerals, and pronouns (the, two, three, four, them, they, us, etc.) (Pagel et al., 2007) .
Similarity of adverb to original lexical meaning (SIMLEX)
As a manner adverb like awfully bleaches into an intensifier, its meaning diverges from its root adjective's lexical meaning of "awfulness." We formalize this intuition of a bleaching adverb's divergence from its lexical meaning as the average cosine similarity of an adverb to a set of lemmas (L) related to its lexical meaning (eq. 1). We constructed these lemma sets by retrieving WordNet (Miller, 1998) 
where L is a lemma set of lexical meanings and sim t (adv, l k ) is the cosine similarity at time t between an adverb and a lemma l k in L. 2
Productivity of adverb (BREADTH)
As an adverb bleaches, we expect to see greater productivity, i.e., an increase in the variety of the adjectives that it modifies. For example, we expect to see terribly modifying a greater range of sentiment adjectives over time. We suggest two distinct ways to quantify this semantic breadth. The first is type diversity (TYPEDIV)-the number of types modified-which is shown in Bybee (1995) to be important in determining productivity. The second is BREADTH, which we measure as negative cosine similarity of the adjectives, to capture how semantically similar the set of modified adjectives is. The more similar the adjectives modified by an adverb are to each other, the less semantically broad they are. This more general approach is useful since an adverb might modify a larger number of distinct adjectives while becoming more restricted in the meanings of adjectives that it modifies. We extract all adjectives modified by an adverb for a given decade from the Google Syntactic ngrams corpus (Goldberg and Orwant, 2013) . To calculate a single value for similarity among many adjectives, we subset the top 50 adjectives ranked by log odds, then take the grand average of all the pairwise similarities between each distinct adjective type (eq. 2). We also weight each pairwise similarity by each adjective's odds of being modified. The BREADTH B of an intensifier I at time t can be expressed as:
(2) where A I,t is the set of all adjectives modified by an intensifier I at time t, sim(·, ·) is the cosine similarity between two words, and o(·) is the odds of an adjective being modified by an adverb.
3 Study 1: Do our methods capture bleaching?
We hypothesize that our methods can be used to distinguish adverbs undergoing bleaching into intensifying adverbs from non-bleaching control adverbs. In particular, we expect to see significant correlations among the set of intensifiers between each metric and time in the following directions (Tab. 3) after fitting linear regressions on {y t , t} 2000 t=1850 , where y t represents a bleaching metric evaluated at decade t.: metric sign of slope over time SIMVERY + SIMLEX − BREADTH + Table 3 . Predicted correlations between each bleaching metric over time (as the dependent variable) and time (as the independent variable) for bleaching adverbs.
To test these predictions, we introduce a set of bleaching intensifiers and a frequency-matched control set of non-bleaching adverbs. We expect to see significantly increasing similarity to very (SIMVERY), decreasing similarity to original meaning (SIMLEX), and increasing productivity (BREADTH) over time for intensifiers, and we expect that the slopes over time of these metrics are significantly greater for intensifiers than for the control adverbs.
Datasets
For both the intensifier and control sets, we restrict to de-adjectival adverbs (also known as ly type adverbs). 3 We sample these de-adjectival adverbs from lexical classes of adjective roots identified by Bolinger (1972) and supplement these with synonyms from WordNet (Miller, 1998) . The result is a set of 250 intensifiers, shown partially in Table 4 . (See Appendix A for the full set.)
Our control set consists of 178 frequencymatched adverbs sampled from the British National Corpus (BNC) (shown partially in Tab. 5, see Appendix B for the full set). 4 We obtained Table 4 . Examples of intensifiers, categorized by root adjective type according to Bolinger (1972) .
average (relative) frequency estimates from the Google Books corpus over the period and we selected the control adverbs from semantic categories such as time adverbs (firstly, formerly, finally, temporarily, eventually) and speed adverbs (rapidly, quickly, slowly, promptly), avoiding semantic categories of intensifiers that have been identified in the literature (Bolinger, 1972; Morzycki, 2008; Nouwen, 2011; Paradis, 1997) .
abruptly accordingly frankly ironically locally loudly nationally newly officially privately quietly simultaneously happily neatly originally Table 5 . Examples of control adverbs.
Comparison of BREADTH to TYPEDIV
To determine whether or not BREADTH is independent from TYPEDIV (the number of adjective types modified by an adverb), we compute Spearman correlation coefficients between the metrics for individual adverbs as well as a single correlation between BREADTH and TYPEDIV averaged across all adverbs. We find that there are no significant correlations between average TYPEDIV and average BREADTH, nor do we find significant correlations between the two metrics within individual adverbs, indicating that our weighted BREADTH measure captures differences in productivity independent from the number of types that an adverb modifies. In fact, 200 of the 250 intensifiers in our dataset show a decrease in the number of types they modify within the last 5 decades of our data, but an increase in BREADTH.
Study 1 Results
We computed the 4 metrics (SIMVERY, SIMLEX, BREADTH, and TYPEDIV) on the intensifier and control adverbs described in Section 3.1 over the 14 decades from 1850 to 1990. As a reminder, SIMVERY measures an adverb's average semantic similarity to very and SIMLEX measures an adverb's average semantic similarity to its root adjective meaning (e.g., completely to {full, entire, whole, ...}). Both BREADTH and TYPEDIV measure the collocational freedom of an adverb, with the latter taking into account only the type diversity of adjectives that the adverb modifies and the former also incorporating the semantic similarity of those modified adjectives to each other. We then fit linear regressions with each bleaching metric as the dependent variable and time as the independent variable. 5 We take the natural log of BREADTH so that values are linear after weighting by adjective frequencies. We also compute each bleaching metric separately with Word2Vec (W2V) and SVD embeddings, expecting the strength and direction of the correlations to be unaffected by the choice of embedding. The 10 most and least bleached intensifiers by each metric using W2V embeddings for 1990 are shown in Tab. 7; examples showing increasing BREADTH over the period are shown in Tab. 6. A visual of increasing BREADTH is shown in Fig. 1 .
The results of our regressions somewhat support our predicted temporal correlations (Fig. 2) . As a caveat, we note that the increasing size of the syntactic n-grams corpus over time likely biases BREADTH, since a larger corpus has more contexts for each word, thus potentially inflating the strength of the correlation with time. While weighting BREADTH by each adjective's likelihood of being modified may mitigate this bias to an extent (since each likelihood is expected to decrease as corpus size increases), we recognize that future work should seek more robust forms of nor- malization. The signs of the slopes match our predictions for all metrics and across embedding types for the intensifier set. Moreover, the strength of the correlation is significant for SIMVERY (p<1e-01) as well as for BREADTH (p<1e-4) when computed using both W2V and SVD embeddings. For SIM-LEX, the strength of this correlation is also significant (p<1e-05), but only when computed using W2V embeddings.
For the control set, we find that there are no significant correlations for SIMLEX computed using either embedding type (p>0.50), which matches our predictions. Nor do we find significant correlations for SIMVERY when computed using SVD embeddings. However, we do find a significant positive slope (p<1e-06) for SIMVERY+W2V, indicating that the control adverbs in our dataset are also becoming more similar to very over time. Nevertheless, the slope over time is still significantly greater for intensifiers than control adverbs (t = 3.1, p<1e-02).
Finally, the correlation for BREADTH is significant for both intensifiers and control when computed using W2V embeddings as well as using SVD embeddings (p<1e-63, p<1e-05), suggesting that our current metric for change in productivity might be heavily dependent on corpus size. While we did not find any correlations between BREADTH and TYPEDIV, we find that the latter measure of productivity also shows significant trends of increase for both intensifiers and control (again, likely due to increasing corpus size). However, we find that the size of the slope for TYPEDIV is significantly greater for intensifiers than control (t = 4.28, p<1e-04), indicating that this metric can identify a bleaching adverb given a control set of non-bleaching adverbs.
Discussion
We find that the combinations SIMVERY+SVD and SIMLEX+W2V successfully distinguish between bleaching and non-bleaching adverbs, yielding significant slopes over time for the former and no significant slopes for the latter. Surprisingly, SIMVERY+W2V shows a significant increase over time for both intensifiers and control, despite the fact that the principal meaning difference between the two sets is the new meaning of intensification that only the bleaching adverbs acquire. However, we note that this metric is still useful for identifying bleaching adverbs when a control set of non-bleaching adverbs is defined, since the size of the slope is significantly larger for the former. We find that BREADTH does not work in distinguishing bleaching from non-bleaching adverbs, most likely due to its dependence on corpus size, though possibly also because it captures changes that are not due strictly to bleaching (such as metaphorical extension, though we do not investigate this suspicion here). However, we find that TYPEDIV (just as SIMVERY+W2V) does work in the setting of a control set being available, as the size of the slope is significantly greater for intensifiers compared to control adverbs.
It is also possible that SIMLEX may show some bias toward adverbs that are less morphologically transparent with respect to their root-for example, we see that sorely, especially, and decidedly are among the 10 most bleached intensifiers identified by SIMLEX in Tab. 7. We hope to explore refinements to SIMVERY 6 and our two productivity measures (BREADTH and TYPEDIV) in future work that may better distinguish between bleaching and non-bleaching adverbs even without a control set readily available.
Study 2: Testing a causal theory
Ultimately, we are interested in modeling bleaching in order to test hypotheses concerning how a change like awfully behaved to awfully nice took 6 We perform the same analyses with a modified version of SIMVERY that measures the average cosine similarity of an adverb to {very, really} but find that the results are slightly poorer in distinguishing bleaching from non-bleaching.
place. In particular, we hypothesize a reanalysisdriven account of this change:
H1: When an adverb begins to modify adjectives that are semantically similar to itself, the adverb begins to be re-interpreted as an intensifier.
We now turn to the logic behind our hypothesis and the predictions made by our theory.
A theory of reanalysis-driven bleaching
For our causal theory, we adopt the framework of reanalysis as in work by Bybee et al. (1994) , Hopper and Traugott (2003) , and Evans and Wilkins (2000) . In these works, interpretations that initially arise out of pragmatic enrichment become conventionalized over time due to regularly occurring contexts that provide support for the enriched interpretation. Following Evans and Wilkins (2000) , we refer to these supporting contexts as "bridging contexts."
In the case of the reanalysis of a manner adverb into an intensifier, we hypothesize that the bridging context crucially involves the premodification of an adjective, A, that denotes a semantically similar property. To develop an intuition for how this criterion can give rise to the contextual ambiguity very A, we refer to examples (1-3) below from The Corpus of Historical American English (COHA) (Davies, 2010-) . In (1-3)(b), the adverb and modified adjective denote independent properties: abnormalness is independent from being developed, awfulness is independent from being behaved, etc. However, in (1-3)(a), both adverb and adjective are associated with a shared semantic property such that the adverb reiterates the modified adjective in a way that is analogous to intensification.
(1) a. There is an abnormally disproportionate lack of demand. b.
The most abnormally developed organs [...] (2) a.
[...] but it has left these rooms awfully dirty. b. [...] most awfully behaved girl she had ever met. (3) a.
The scenery on the river was beautifully picturesque [...] b. The country is beautifully broken, highly fertile, and cultivated like a garden.
Our theory hypothesizes that only for the (a) contexts involving an adverb and adjective pair both related to a single property p does their combination yield a synergy such that language users can infer the meaning 'very p.' As these bridging contexts increase in number, there is eventually enough evidence for users to infer the adverbial meaning 'very' even in the absence of the initial bridging context. In this way, the adverb becomes increasingly free to modify new adjectives without injecting its literal meaning as in (1-3b) , effectively becoming bleached. Thus, the prediction we will test in order to evaluate our theory is as follows:
• P1. Rate of bleaching (for an adverb, over a given decade) is positively correlated with the similarity between an adverb and the adjectives modified by the adverb (henceforth SIMADJMOD).
Setup
We calculate rates of bleaching by taking the first derivative of extent of bleaching with respect to time, according to eq. 3:
where B(K, t) is rate of bleaching for an adverb K at time t according to one of the three bleaching metrics (SIMVERY, SIMLEX, BREADTH), giving us three different time series for rates of bleaching per adverb.
Since we are interested in examining how rate of bleaching over a given decade correlates with SIMADJMOD, the semantic relatedness between an adverb and the adjectives it modifies, we compute this variable (for a given adverb and decade) according to eq. 4:
where A K,t is the set of all adjectives modified by an adverb K at time t. Essentially, we take the average cosine similarity between an adverb and the adjectives it modifies, weighted by the odds of each adjective being modified (for a given decade).
Results
We present results using rates of bleaching computed from SVD embeddings (see Appendix C for results based on W2V embeddings). We find that our prediction is borne out: across all adverbs (both intensifiers and control), rate of bleaching over a given decade D = [t 0 , t 1 ) is positively correlated with SIMADJMOD at t 0 (the semantic relatedness between an adverb and adjectives modified at t 0 ), implying that at a given time, adverbs that modify semantically similar adjectives will bleach faster into intensifiers over the following decade. Lines of best fit from ordinary least squares regressions are shown in Fig. 3 .
Moreover, what distinguishes intensifiers from non-bleaching control adverbs in our data is the variable SIMADJMOD: averaged across 1850-1990, SIMADJMOD is higher among the set of intensifiers compared to the set of control adverbs (Fig. 4) . We further performed paired t-tests and found that SIMADJMOD is significantly higher for intensifiers than for the control adverbs (t = 7.3e+1, p<1e-20). 7 Figure 3 . The more semantically similar an adverb is to the adjectives that it premodifies (the greater SIMAD-JMOD), the greater its rate of bleaching according to SIMVERY (a), SIMLEX (b) and BREADTH (c). Rates are computed using SVD embeddings and data are for all adverbs (intensifiers and control) at all years. Shaded areas show 95% confidence intervals. 
Discussion
In this work, we show how word embeddings and n-gram parse context can be used to model the semantic bleaching of manner adverbs into intensifiers. In particular, we empirically show that the bleaching of adverbs is associated with intuitive changes that have not previously been evaluated on large scale data: loss of root meaning, gain of target meaning, and increasing productivity. While our diachronic metrics may be biased by increasing corpus size over the years in our study, we find that the metrics SIMVERY, SIM-LEX, and TYPEDIV still show significantly larger increases for the intensifiers compared to the control set. Thus, even though increasing corpus size presumably affects both wordsets equally, we have evidence to suggest that there are significant additional increases for intensifiers that may capture the fact that they are bleaching. We recommend that future researchers apply these metrics in conjunction with a control set (matched in frequency) when using other corpora subject to changes in size over time so that they may test for these significant relative differences between the bleaching and control words.
We also find that these two classes of adverbs can be distinguished in the absence of a control set when modeled using SIMLEX, an adverb's similarity to its root adjectival meaning. This metric also has the benefit over BREADTH of operationalizing a fundamental feature of bleaching that is not shared by other kinds of semantic change (e.g., metaphorical extension), as well as being generalizable (unlike SIMVERY) to cases of bleaching beyond manner adverbs becoming intensifiers. Thus, we recommend this metric to researchers interested in modeling bleaching more generally.
We also show the utility of our methodology in evaluating explanatory hypotheses regarding how bleaching into intensifiers happens. We found that there is empirical evidence to support a reanalysis story: an adverb's tendency to modify adjectives that are semantically similar to itself is positively correlated with its subsequent rate of bleaching. This pathway of change is intuitive, as it is collocations such as awfully disgusting and clearly obvious that invite the re-interpretation of an adverb as a marker of emphasis, similar in function to an intensifier.
In future work, we are interested in refining BREADTH by normalizing for increasing corpus size as well as trying different weightings to capture the landscape of adjectives that an adverb modifies. It also remains an open question how generalizable our findings concerning bleaching of manner adverbs into intensifiers are. It would be interesting to see if other examples of adverb bleaching, such as the development of "moderators" (slightly, hardly, etc.) can be modeled as reanalysis. Another under-explored example of adverb bleaching concerns the development of maximizing adverbs into reinforcing adverbs. Beltrama and Staum Casasanto (2017) study the change undergone by totally, but the larger tendency remains unexplored.
Furthermore, among English adverbs, there are many other semantic factors that have potential effects on bleaching. For example, Sweetser (1989) suggests that words which explicitly highlight semantic facets of the source domain that cannot be mapped onto the target domain are unlikely candidates for grammaticalization as they require "active suppression" of the foregrounded meanings. 8 It would be interesting to study the bleaching of intensifiers with this question in mind-for example, the adverb vanishingly occurs in contexts like vanishingly small and vanishingly rare which are well-suited for reanalysis, but for vanishingly to be understood as a generic intensifier would also require suppression of its meaning of smallness. C Diachronic correlations for W2V embeddings-based rates of bleaching Figure 5 . The more semantically similar an adverb is to the adjectives that it premodifies, the greater its rate of bleaching by all three metrics. Rates are computed using HistWords W2V embeddings and data are for all adverbs (intensifiers and control) at all years.
