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Liouville theorems for F -harmonic maps and their
applications
Yuxin Dong∗, Hezi Lin and Guilin Yang
We prove several Liouville theorems for F -harmonic maps from some com-
plete Riemannian manifolds by assuming some conditions on the Hessian of the
distance function, the degrees of F (t) and the asymptotic behavior of the map
at infinity. In particular, the results can be applied to F -harmonic maps from
some pinched manifolds, and can deduce a Bernstein type result for an entire
minimal graph.
1 Introduction
In [Ar], M. Ara introduced the F -harmonic map and its associated stress-energy
tensor. The concept of F -harmonic maps unifies the concepts of harmonic maps, p-
harmonic maps, minimal hypersurfaces, maximal spacelike hypersurfaces and steady
compressible flows, etc. It is known that the stress-energy tensor is a useful tool for
studying the energy behavior and vanishing results of related functional (cf. [DW]).
Liouville type theorems for harmonic maps, p-harmonic maps and F -harmonic
maps were investigated by several authors (cf. [GRSB], [Ch], [Hi], [SY], [Se], [Ji], [DW]
and the references therein). Up to now, most Liouville results have been established
by assuming either the finiteness of the energy of the map or the smallness of the
whole image of the domain manifold under the map. In [Ji], Z.R. Jin proved several
interesting Liouville theorems for harmonic maps from complete manifolds, whose
assumptions concern the asymptotic behavior of the maps at infinity. One special case
of his results is that if u : (Rm, g0)→ (Nn, h) is a harmonic map, and u(x)→ p0 ∈ Nn
as |x| → ∞, then u is a constant map.
In this paper, we generalize Jin’s method and results to F -harmonic maps. The
procedure consists of two steps. The first step is to use the F -stress energy tensor, by
choosing a suitable vector field, to deduce the lower energy rates of the F -harmonic
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maps. The second step is to use the asymptotic assumption of the maps at infinity
to obtain the upper energy growth rates of the F -harmonic maps. Under suitable
conditions on F and the Hessian of the distance functions of the domain manifolds, one
may show that these two growth rates are contradictory unless the F -harmonic maps
are constant maps. In this way, we establish some Liouville results for F -harmonic
maps with the asymptotic property at infinity from some complete manifolds (cf. §5
for detailed statements). Finally, in §6, we show that the asymptotic conditions on
F -harmonic maps for Liouville theorems can be relaxed if the target manifold is more
special. These Liouville theorems enable us to give an interesting application for a
global minimal graphic hypersurface (x, u(x)) in Rm+1 as follows: If there exists a
constant c and lim
R→∞
max
|x|=R
{ (u−c)2√
1+|du|2} = 0, then the graph is a horizontal hyperplane.
This paper is organized as follows. In §2, we present some basic notions, some
examples of F -harmonic maps and a useful integral formula associated with the F -
stress energy tensor. In §3 and §4, under suitable conditions on the domain manifolds
and the asymptotic condition on the maps, we derive the lower energy growth rates
and the upper energy growth rates for F -harmonic maps respectively. In §5 and §6,
we establish the main Liouville results and give some applications.
2 Preliminaries
Let F : [0, α) → [0,∞) be a C2 function with F (0) = 0 such that F ′ > 0 on
(0, α) for some α > 0. For a smooth map u : (M, g) → (N, h) between Riemannian
manifolds (M, g) and (N, h), we define the F -energy EF (u) by
EF (u) =
∫
M
F (
|du|2
2
)dvg =
∫
M
F (
1
2
hαβ
∂uα
∂xi
∂uβ
∂xj
gij)dvg. (2.1)
The map u is called F -harmonic if it is a critical point of the functional EF (u), that
is,
d
dt
EF (ut) = 0 (2.2)
for any compactly supported variation ut : M → N (−ǫ < t < ǫ) with u0 = u. the
F -tension field τF (u) of u is defined by
τF (u) = F
′(
|du|2
2
)τ(u) + u∗(grad(F ′(
|du|2
2
))). (2.3)
From [Ar], we know that u is F -harmonic if and only if τF (u) = 0.
Example 2.1. (cf. [Ar], [DW]) When F (t) = 2t, 1
p
(2t)p/2, (1 + 2t)α (α > 1,
dimM=2), and e2t, the F -harmonic map becomes a harmonic map, a p-harmonic
map, an α-harmonic map, and an exponentially harmonic map respectively.
2
Example 2.2. (cf. [Ya], [DW]) Let Mm = (x, u(x))) →֒ Rm+1 be a graph defined
on Rm, where u : Rm → R be a smooth function. Then M is a minimal graph if and
only if u : Rm → R is a F -harmonic map with F (t) = √1 + 2t− 1.
Example 2.3. (cf. [Ot1,2]) Set F (t) =
∫ 2t
0 ρ(s)ds with ρ : R
+ ∪ {0} → R+.
Under suitable conditions on ρ, the F -harmonic maps have a physical analogy as
steady compressible flows on a Riemannian manifold.
From now on, we will assume that F is defined on [0,∞), that is, α =∞. Similar
to [Ka] and [DW], we may define the upper degree dF and the lower degree lF of F
as follows:
dF = sup
t≥0
tF ′(t)
F (t)
and
lF = inf
t≥0
tF ′(t)
F (t)
.
For example, if F (t) = 1
p
(2t)p/2, then dF = lF = p/2; if F (t) =
√
1 + 2t − 1, then
dF = 1 and dl =
1
2
. In general, we have lF ≤ dF . From now on, we always assume
that dF < +∞ and m > max{2, 2dF}. The stress-energy tensor associated with the
functional EF (u) is defined by ([Ar])
SF (u) = F (
|du|2
2
)g − F ′( |du|
2
2
)u∗(h). (2.4)
From [Ar], we know that if u is F -harmonic, then divSF (u) = 0. Recall that for a
two tensor field T ∈ Γ(T ∗M ⊗ T ∗M), it is divergence divT ∈ Γ(T ∗M) is defined by
(divT )(X) =
∑
i
(∇eiT )(ei, X)
where {ei} is an orthonormal basis of TM . For a vector field X on M , its dual one
form θX is given by
θX(Y ) = g(X, Y ).
The covariant derivative of θX gives a 2-tensor field ∇θX :
(∇θX)(Y, Z) = (∇ZθX)(Y ) = g(∇ZX, Y ), ∀ Y, Z ∈ TM. (2.5)
If X = ∇ψ is the gradient of some smooth function ψ on M , then θX = dψ and
∇θX = Hess(ψ).
Lemma 2.1. ([Ba],[DW]) Let T be a symmetric (0,2)-type tensor field and let X be
a vector field, then
div(iXT ) = (divT )(X) + 〈T,∇θX〉
= (divT )(X) +
1
2
〈T, LXg〉.
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Proof. Let {ei} be a local orthonormal frame field around a point p such that (∇ei)p =
0. Then
div(iXT ) =
m∑
i=1
(∇ei(iXT ))(ei)
=
m∑
i=1
(∇ei(T (X, ei))− T (X,∇eiei))
= (divT )(X) +
m∑
i,j=1
T (ei, ej)〈∇eiX, ej〉
= (divT )(X) + 〈T,∇θX〉. (2.6)
We also have
〈LXg, T 〉 =
∑
i,j
(LXg)(ei, ej)T (ei, ej)
=
∑
i,j
{Xg(ei, ej)− g([X, ei], ej)− g(ei, [X, ej ])}T (ei, ej)
=
∑
i,j
2g(∇eiX, ej)T (ei, ej)
= 2〈T,∇θX〉. (2.7)
Therefore (2.6) and (2.7) yield this lemma.
Let D be any bounded domain of M with C1 boundary. By applying Lemma 2.1
to SF and using the divergence theorem, we immediately have the following integral
formula (see [Xi], [DW]):∫
∂D
SF (u)(X, ν)dsg =
∫
D
[〈SF (u), 1
2
LXg〉+ (divSF (u))(X)]dvg (2.8)
where ν is the unit outward normal vector field along ∂D. In particular, if u is a
F -harmonic map, then by divSF (u) = 0, we have∫
∂D
SF (u)(X, ν)dsg =
∫
D
〈SF (u), 1
2
LXg〉dvg. (2.9)
3 Lower energy growth rates for F -harmonic maps
Let (Mm, g0) be a complete Riemannian manifold with a pole x0. Denote by
r(x) the g0-distance function relative to the pole x0, that is, r(x) = distg0(x, x0).
Set B(r) = {x ∈ Mm : r(x) ≤ r}. It is known that ∂
∂r
is always an eigenvector of
Hessg0(r
2) associated to eigenvalue 2. Denote by λmax (resp. λmin) the maximum
(resp. minimal ) eigenvalues of Hessg0(r
2)− 2dr ⊗ dr at each point of M \ {x0}.
From now on, we consider an F -harmonic map u : (Mm, g) → (N, h), where
g = f 2g0, 0 < f ∈ C∞(M). Clearly the vector field
ν = f−1
∂
∂r
4
is an outer unit normal vector field along ∂B(r) ⊂ (M, g).
Henceforth we will assume that f satisfies either ∂log f
∂r
≥ 0 or ∂log f
∂r
≤ 0 onM\{x0}.
The further conditions for f are as follows:
(f1) if
∂log f
∂r
≥ 0 (resp. ∂log f
∂r
≤ 0), there is a constant σ > 0 such that
(m− 2dF )r∂log f
∂r
+
(m− 1)
2
λmin + 1− dF max{2, λmax} ≥ σ
(resp.(m− 2lF )r∂log f
∂r
+
(m− 1)
2
λmin + 1− dF max{2, λmax} ≥ σ).
(f2) there are constants C > 0, R0 > 0 such that
(
∫ ∞
R
dr∫
∂B(r)
fm−2(x)dsg0
)−1 ≤ CRσ for R > R0,
where σ is the constant in (f1).
(f3) there are constants C > 0, R0 > 0, such that∫
∂B(R)
fm−2(x)dsg0 ≤ CR logR for R > R0.
Now we take X = r ∂
∂r
= 1
2
∇0r2 in (2.9), where ∇0 denotes the covariant derivative
determined by the metric g0. By a direct computation, we have
1
2
LXg =
1
2
Lr ∂
∂r
f 2g0
= rf
∂f
∂r
g0 + f
2{1
2
LXg0}
= r
∂log f
∂r
g +
1
2
f 2LXg0, (3.1)
and thus
g(SF (u),
1
2
LXg) = g(SF (u), r
∂log f
∂r
g +
1
2
f 2LXg0)
= r
∂log f
∂r
g(SF (u), g) +
1
2
f 2g(SF (u), Hessg0(r
2)). (3.2)
Using (2.4), we have
(m− 2lF )F ( |du|
2
2
) ≥ g(SF (u), g) ≥ (m− 2dF )F ( |du|
2
2
). (3.3)
Let {ei}mi=1 be an orthonormal basis with respect to g0 and em = ∂∂r . We may assume
that Hessg0(r
2) becomes a diagonal matrix w.r.t.{ei}. Then {e˜i = f−1ei}mi=1 is an
orthonormal basis with respect to g.
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f 2g(SF (u), Hessg0(r
2)) = f 2
m∑
i,j=1
SF (u)(e˜i, e˜j)Hessg0(r
2)(e˜i, e˜j)
= f 2{
m∑
i=1
F (
|du|2
2
)Hessg0(r
2)(e˜i, e˜i)
−
m∑
i,j=1
F ′(
|du|2
2
)〈du(e˜i), du(e˜j)〉Hessg0(r2)(e˜i, e˜j)}
= F (
|du|2
2
)△g0r2 (3.4)
−F ′( |du|
2
2
)
m∑
i=1
〈du(e˜i), du(e˜i)〉Hessg0(r2)(ei, ei)
Using the definition of the upper degree, we have
f 2g(SF (u), Hessg0(r
2)) ≥ [(m− 1)λmin + 2]F ( |du|
2
2
)
−max{2, λmax}F ′( |du|
2
2
)
m∑
i=1
〈du(e˜i), du(e˜i)〉
≥ [(m− 1)λmin + 2− 2dF max{2, λmax}]F ( |du|
2
2
).(3.5)
In following we only consider the case ∂log f
∂r
≥ 0, because the argument for the
other case ∂log f
∂r
≤ 0 is similar.
Combining (3.2), (3.3) and (3.5), we have
g(SF (u),
1
2
LXg) ≥ [(m− 2dF )r∂log f
∂r
+
(m− 1)
2
λmin + 1
−dF max{2, λmax}]F ( |du|
2
2
). (3.6)
By the coarea formula and |∇r| = f−1, we deduce that∫
∂B(r)
SF (u)(X, ν)dsg ≤
∫
∂B(r)
F (
|du|2
2
)g(r
∂
∂r
, ν)dsg
= r
∫
∂B(r)
F (
|du|2
2
)fdsg
= r
d
dr
∫ r
0
{
∫
∂B(t) F (
|du|2
2
)dsg
|∇r| }dt
= r
d
dr
∫
B(r)
F (
|du|2
2
)dvg. (3.7)
Hence, by (2.9), (3.6) and (3.7), we have
r
d
dr
∫
B(r)
F (
|du|2
2
)dvg ≥
∫
B(r)
[(m− 2dF )r∂log f
∂r
+
(m− 1)
2
λmin + 1
−dF max{2, λmax}]F ( |du|
2
2
)dvg. (3.8)
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By (f1), there is a constants σ > 0 such that
(m− 2dF )r∂log f
∂r
+
(m− 1)
2
λmin + 1− dF max{2, λmax} ≥ σ, (3.9)
thus
r
d
dr
∫
B(r)
F (
|du|2
2
)dvg ≥ σ
∫
B(r)
F (
|du|2
2
)dvg (3.10)
i.e.,
d
dr
∫
B(r) F (
|du|2
2
)dvg
rσ
≥ 0. (3.11)
Therefore ∫
B(ρ1)
F ( |du|
2
2
)dvg
ρσ1
≤
∫
B(ρ2)
F ( |du|
2
2
)dvg
ρσ2
(3.12)
for 0 < ρ1 ≤ ρ2.
From the above discussion, we can get the following theorem.
Proposition 3.1. Let u : (Mm, f 2g0) → (N, h) be a C2 F -harmonic map. Suppose
f satisfies (f1). If u is not a constant map, then we have the following estimate∫
B(R)
F (
|du|2
2
)dvg ≥ c(u)Rσ as R→∞
where c(u) > 0 is a constant only depending on u.
Next, we show that if the F -harmonic has the unique continuation property(e.g.,
F (t) = t,
√
1 + 2t − 1 in examples 2.2, etc.), the condition (f1) in Proposition 3.1
may be replaced by:
(f˜1) The left hand sides of the inequalities in (f1) are nonnegative on the whole
Mm and there exists an R0 > 0 such that (f1) holds for r(x) ≥ R0.
Assuming (f˜1), taking X = r
∂
∂r
and applying Lemma 2.1 to div(iXSF (u)) on
B(R) \B(R0), we get∫
∂(R)
SF (u)(X, ν)dsg −
∫
∂(R0)
SF (u)(X, ν)dsg
=
∫
B(R)\B(R0)
g(SF (u),
1
2
LXg)dvg
≥
∫
B(R)\B(R0)
[(m− 2dF )r∂log f
∂r
+
(m− 1)
2
λmin + 1
−dF max{2, λmax}]F ( |du|
2
2
)dvg. (3.13)
Set H(R0) =
∫
∂(R0)
SF (u)(X, ν)dsg, then by (3.7) and (3.13), we have
R
d
dR
∫
B(R)
F (
|du|2
2
)dsg −H(R0) ≥ σ
∫
B(R)\B(R0)
F (
|du|2
2
)dvg,
7
and thus
R
d
dR
{
∫
B(R)\B(R0)
F (
|du|2
2
)dvg +
H(R0)
σ
} ≥ σ{
∫
B(R)\B(R0)
F (
|du|2
2
)dvg +
H(R0)
σ
}.
(3.14)
To get the lower estimate of F -energy, we need the following lemma.
Lemma 3.1. Let u: (Mm, f 2g0) → (Nn, h) be a C2 F -harmonic map with unique
continuation property. Suppose f satisfies (f˜1). If u is not a constant map, then the
F -energy EF (u) must be infinite.
Proof. Using coarea formula, we have
∫
M
F (
|du|2
2
)dvg =
∫ +∞
0
dr
r
r
∫
∂B(r)
F (
|du|2
2
)
1
|∇r|dsg
=
∫ +∞
0
dr
r
r
∫
∂B(r)
F (
|du|2
2
)fdsg (3.15)
where B(r) is the geodesic ball centered at x0 with radius r.
If u has finite F -energy, i.e.
∫
M F (
|du|2
2
)dvg < +∞, then by (3.15), we have a
sequence {ri} such that
lim
ri→+∞
ri
∫
∂B(ri)
F (
|du|2
2
)fdsg = 0. (3.16)
By (f˜1), the inequality (3.9) holds for r(x) ≥ R0. Using (3.8), we have
r
d
dr
∫
B(r)
F (
|du|2
2
)dvg ≥ σ
∫
B(r)\B(R0)
F (
|du|2
2
)dvg.
Let r = ri tend to infinity in the above inequality, using (3.16), we have |du|2 = 0
on Mm \ B(R0), that is, u is constant on Mm \ B(R0). By the unique continuation
property, we deduce that u is constant on Mm. This contradiction shows that the
F -energy EF (u) must be infinite.
By the above Lemma 3.1, we have
lim
R→∞
∫
B(R)\B(R0)
F (
|du|2
2
)dvg = +∞,
and thus ∫
B(R)\B(R0)
F (
|du|2
2
)dvg +
H(R0)
σ
> 0
for sufficiently large R. Using (3.14), it follows that
d
dR
{
∫
B(R)\B(R0) F (
|du|2
2
)dvg +
H(R0)
σ
Rσ
} > 0
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which implies that ∫
B(R)
F (
|du|2
2
)dvg +
H(R0)
σ
≥ c(u)Rσ
for sufficiently large R, where c(u) > 0 is a constant only depending on u. Therefore
we have the following proposition:
Proposition 3.2. Let u : (Mm, f 2g0)→ (N, h) be a C2 F -harmonic map with unique
continuation property. Suppose f satisfies (f˜1). If u is not a constant map, then we
have the following estimate
∫
B(R)
F (
|du|2
2
)dvg ≥ c(u)Rσ as R→∞
where c(u) > 0 is a constant only depending on u.
4 Upper energy growth rates for F -harmonic maps
In order to get the Liouville type property of F -harmonic maps, we need to esti-
mate the upper F -energy of the F -harmonic maps.
Set
ERF (u) =
∫
B(R)
F (
|du|2
2
)dvg.
Using a method similar to [Ji], we can derive the following theorem of an upper bound
for the growth rate of ERF (u) as R→∞.
Proposition 4.1. Let u: (Mm, f 2g0)→ (Nn, h) be a C2 F -harmonic map. Suppose
that f satisfies (f1) and (f2), and the F -lower degree lF > 0 and F
′( |du|
2
2
) < +∞.
If u(x) → po ∈ Nn as r(x) → ∞, then u must be a constant map, or there exists
constants R0, c(u), and η(R)→ 0 as R→∞, such that
ERF (u) ≤ C(
η(R)
2lF
+
c(u)
Rσ
)Rσ for R ≥ R0.
Proof. Suppose the F -harmonic map is not constant, then by Proposition 3.1, the
F -energy of u must be infinite. That is, ERF (u)→∞ as R→∞.
Choose a local coordinate neighbourhood (U, ϕ) of p0 in N
n, such that ϕ(p0) = 0,
it is clear that we can choose the U in such a way that
h = hαβ(y)dy
α ⊗ dyβ, y ∈ U
satisfies
(
∂hαβ(y)
∂yγ
yγ + 2hαβ(y)) ≥ (hαβ(y)) on U
9
in the matrices sense (that is, for two n× n matrices A, B, by A ≥ B, we mean that
A− B is a positive semi-definite matrix).
Now the assumption that u(x)→ 0 as r(x)→∞ implies that there is an R1 such
that for r(x) > R1, u(x) ∈ U , and
(
∂hαβ(u)
∂uγ
yγ + 2hαβ(u)) ≥ (hαβ(u)) for r(x) > R1. (4.1)
For w ∈ C20(Mm \ B(R1), ϕ(U)), we consider the variation u + tw : Mm → Nn
defined as follows:
(u+ tw)(q) =
u(q) if q ∈ B(R1),ϕ−1[(ϕ(u) + tw)(q)] if q ∈Mm \B(R1)
for sufficient small t. By the definition of F -harmonic maps, we have
d
dt
|t=0EF (u+ tw) = 0
that is,
∫
Mm\B(R1)
gij0 F
′(
|du|2
2
)[2hαβ(u)
∂uα
∂xi
∂wβ
∂xj
+
∂hαβ(u)
∂yγ
wγ
∂uα
∂xi
∂uβ
∂xj
]fm−2(x)dvg0 = 0. (4.2)
Choose w(x) = φ(r(x))u(x) in (4.2) for φ(t) ∈ C∞0 (R1,∞), we have∫
Mm\B(R1)
gij0 F
′(
|du|2
2
)[2hαβ(u) +
∂hαβ(u)
∂yγ
uγ]
∂uα
∂xi
∂uβ
∂xj
φ(r(x))fm−2(x)dvg0
= −2
∫
Mm\B(R1)
gij0 F
′(
|du|2
2
)hαβ(u)
∂uα
∂xi
uβ
∂φ(r(x))
∂xj
fm−2(x)dvg0 . (4.3)
By a standard approximation argument, (4.3) holds for Lipschitz function φ with
compact support.
For 0 < ǫ ≤ 1, define
ϕǫ(t) =

1 t ≤ 1;
1 + 1−t
ǫ
1 < t < 1 + ǫ;
0 t ≥ 1 + ǫ.
In (4.3), choose the Lipschitz function φ(r(x)) to be
φ(r(x)) = ϕǫ(
r(x)
R
)(1− ϕ1(r(x)
R1
)), R > 2R1.
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Set νi = gij0
∂r
∂xj
, and thus ν = νi ∂
∂xi
is the outer normal vector field along ∂B(R).
Let ǫ→ 0, notice
∂ϕǫ(
r(x)
R
)
∂xi
= − 1
Rǫ
∂r(x)
∂xi
for R < r(x) < R(1 + ǫ)
and
lim
ǫ→0
1
Rǫ
∫
B(R(1+ǫ))\B(R)
F ′(
|du|2
2
)hαβ(u)
∂uα
∂xi
νiuβfm−2(x)dvg0
=
∫
∂B(R)
F ′(
|du|2
2
)hαβ(u)
∂uα
∂xi
νiuβfm−2(x)dsg0 ,
we get (R2 = 2R1)∫
B(R)\B(R2)
gij0 F
′(
|du|2
2
)[2hαβ(u) +
∂hαβ(u)
∂yγ
uγ]
∂uα
∂xi
∂uβ
∂xj
fm−2(x)dvg0 +D(R1)
= 2
∫
∂B(R)
F ′(
|du|2
2
)hαβ(u)
∂uα
∂xi
νiuβfm−2(x)dsg0 (4.4)
where
D(R1) =
∫
B(R2)\B(R1)
gij0 F
′(
|du|2
2
){[(2hαβ(u) + ∂hαβ(u)
∂yγ
uγ)
∂uα
∂xi
∂uβ
∂xj
(1− ϕ1(r(x)
R1
))]
−2hαβ(u)∂u
α
∂xi
uβ
∂ϕ1(
r(x)
R1
)
∂xj
}fm−2(x)dvg0 .
Set
Z(R) =
∫
B(R)\B(R2)
gij0 F
′(
|du|2
2
)hαβ(u)
∂uα
∂xi
∂uβ
∂xj
fm−2(x)dvg0 +D(R1) for R > R2
then
Z ′(R) =
∫
∂B(R)
gij0 F
′(
|du|2
2
)hαβ(u)
∂uα
∂xi
∂uβ
∂xj
fm−2(x)dsg0 .
Notice that
hαβ(u)
∂uα
∂xi
νiuβ = 〈∂u
α
∂xi
dxi ⊗ ∂
∂yα
,
∂r
∂xj
uβdxj ⊗ ∂
∂yβ
〉g0⊗h,
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and therefore ∫
∂B(R)
F
′
(
|du|2
2
)hαβ(u)
∂uα
∂xi
νiuβfm−2dsg0
=
∫
∂B(R)
〈∂u
α
∂xi
dxi ⊗ ∂
∂yα
,
∂r
∂xj
uβdxj ⊗ ∂
∂yβ
〉g0⊗hF
′
(
|du|2
2
)fm−2dsg0
≤
∫
∂B(R)
|∂u
α
∂xi
dxi ⊗ ∂
∂yα
|| ∂r
∂xj
uβdxj ⊗ ∂
∂yβ
|F ′( |du|
2
2
)fm−2dsg0
≤
√∫
∂B(R)
|∂u
α
∂xi
dxi ⊗ ∂
∂yα
|2g0⊗h|F ′(
|du|2
2
)fm−2dsg0
×
Ã∫
∂B(R)
| ∂r
∂xj
uβdxj ⊗ ∂
∂yβ
|2g0⊗h|F ′(
|du|2
2
)fm−2dsg0
=
Ã∫
∂B(R)
gij0 hαβ(u)
∂uα
∂xi
∂uβ
∂xj
F ′(
|du|2
2
)fm−2dsg0
×
Ã∫
∂B(R)
gij0 hαβ(u)
∂r
∂xi
∂r
∂xj
uαuβF ′(
|du|2
2
)fm−2dsg0
=
Ã∫
∂B(R)
gij0 hαβ(u)
∂uα
∂xi
∂uβ
∂xj
F ′(
|du|2
2
)fm−2dsg0
×
√∫
∂B(R)
hαβ(u)uαuβF
′(
|du|2
2
)fm−2dsg0, (4.5)
where the last equality is because of
gij0
∂r
∂xi
∂r
∂xj
= 〈∇0r,∇0r〉g0 = 1.
By the definition of lF , we have∫
B(R)\B(R2)
gij0 F
′(
|du|2
2
)hαβ(u)
∂uα
∂xi
∂uβ
∂xj
fm−2(x)dvg0 ≥ 2lF
∫
B(R)\B(R2)
F (
|du|2
2
)dvg. (4.6)
Since lF > 0 and E
R
F → ∞ as R →∞, there is an R3 ≥ R2, such that Z(R) > 0 for
R ≥ R3. Thus (4.1), (4.4) and (4.5) imply
Z(R)2 ≤ CZ ′(R)(
∫
∂B(R)
F ′(
|du|2
2
)hαβ(u)u
αuβfm−2(x)dsg0) for R > R3.
If we denote
M(R) =
∫
∂B(R)
F ′(
|du|2
2
)hαβ(u)u
αuβfm−2(x)dsg0, (4.7)
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then for R4 ≥ R ≥ R3, it follows that∫ R4
R
(
−1
Z(r)
)′dr ≥ C
∫ R4
R
1
M(r)
dr.
Let R4 →∞ and notice that Z(R) > 0, we have
1
Z(R)
≥ C
∫ ∞
R
1
M(r)
dr.
Thus
Z(R) ≤ C 1∫∞
R
1
M(r)
dr
for R > R3.
By F ′( |du|
2
2
) < +∞ and the fact that u(x)→ 0 as r(x)→∞, we get
M(R) ≤ Cη(R)
∫
∂B(R)
fm−2(x)dsg0,
where η(R) is chosen in such a way that
(i) η(R) is nonincreasing on (R3,∞) and η(R)→ 0 as R→∞;
(ii) η(R) ≥ max
r(x)=R
{hαβ(u)uαuβ}.
Then by (f2), we derive∫ ∞
R
1
M(r)
dr ≥ C
η(R)
∫ ∞
R
1∫
∂B(r)
fm−2(x)dsg0
dr ≥ C
η(R)
R−σ.
Thus
Z(R) ≤ Cη(R)Rσ for R ≥ R3.
Therefore, using (4.6), we obtain
ERF (u) ≤ C(
η(R)
2lF
+
c(u)
Rσ
)Rσ.
Remark 4.1. When the F -harmonic map u has the unique continuation property,
then by Lemma 3.1, the conclusion of Proposition 4.1 also holds for u with the con-
dition (f1) replaced by (f˜1).
5 The main results and their proof
Combining Proposition 3.1 and Proposition 4.1, we have the following Liouville
type theorem.
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Theorem 5.1. Let u: (Mm, f 2g0)→ (Nn, h) be a C2 F -harmonic map. Suppose that
f satisfies (f1) and (f2), and that the F -lower degree lF > 0 and F
′( |du|
2
2
) < +∞. If
u(x)→ po ∈ Nn as r(x)→∞, then u is a constant map.
Remark 5.1. Assuming either sup
t≥0
F
′
(t) < +∞ or sup
M
|du|2 < +∞, we may deduce
that F
′
( |du|
2
2
) < C.
By Proposition 3.2 and Remark 4.1, we have the following theorem for F -harmonic
map with the unique continuation property, which includes the case of harmonic maps
in Jin’s paper ([Ji]).
Theorem 5.2. Let u: (Mm, f 2g0) → (Nn, h) be a C2 F -harmonic map with the
unique continuation property. Suppose that f satisfies (f˜1) and (f2), and that the
F -lower degree lF > 0 and F
′( |du|
2
2
) < +∞. If u(x)→ po ∈ Nn as r(x)→∞, then u
is a constant map.
Corollary 5.1. Let u: (Mm, g0) → (Nn, h) be a C2 F -harmonic map. There are
positive constants C, σ and R0 such that
(m− 1)
2
λmin + 1− dF max{2, λmax} ≥ σ, (5.1)
(
∫ ∞
R
dr
vol(∂B(r))
)−1 ≤ CRσ for R > R0. (5.2)
The lower degree lF > 0 and F
′( |du|
2
2
) < +∞. If u(x)→ po ∈ Nn as r(x)→∞, then
u is a constant map.
When applied the above results to some concrete pinched manifolds, we need the
following lemmas.
Lemma 5.1. Let (M, g0) be an m-dimensional complete Riemannian manifold with
a pole x0 and let r(x) be the distance function relative to x0. Assume that there exist
two positive functions h1(r) and h2(r) such that
h1(r)[g0 − dr ⊗ dr] ≤ Hess(r) ≤ h2(r)[g0 − dr ⊗ dr]
in the sense of quadratic forms, then
(m− 1)
2
λmin + 1− dF max{2, λmax} ≥ (m− 1)h1(r)r + 1− 2dF max{1, h2(r)r}.
Proof. Applying the Hessian operator to the composed function r2, we have
Hess(r2) = 2rHess(r) + 2dr ⊗ dr
which immediately yields the result.
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Lemma 5.2. (cf. [GW], [DW], [PRS]) Let (M, g0) be a complete Riemannian mani-
fold with a pole x0 and let r be the distance function relative to x0. Denote by Kr the
radial curvature of M .
(i) If −α2 ≤ Kr ≤ −β2 with α > 0, β > 0, then
β coth(βr)[g − dr ⊗ dr] ≤ Hess(r) ≤ α coth(αr)[g − dr ⊗ dr].
(ii) If − A
(1+r2)1+ǫ
≤ Kr ≤ B(1+r2)1+ǫ with ǫ > 0, A ≥ 0, 0 ≤ B < 2ǫ, then
1− B
2ǫ
r
[g − dr ⊗ dr] ≤ Hess(r) ≤ e
A
2ǫ
r
[g − dr ⊗ dr].
(iii) If − a2
1+r2
≤ Kr ≤ b21+r2 with a ≥ 0, b2 ∈ [0, 1/4], then
1 +
√
1− 4b2
2r
[g − dr ⊗ dr] ≤ Hess(r) ≤ 1 +
√
1 + 4a2
2r
[g − dr ⊗ dr].
By Theorem 5.1, Lemma 5.1 and Lemma 5.2, we can get the following theorem.
Theorem 5.3. Let u: (Mm, f 2g0) → (Nn, h) be a C2 F -harmonic map. Suppose f
satisfies ∂ log f
∂r
≥ 0 and there exist a constant σ > 0 such that the inequality in (f2)
holds. The F -lower degree lF > 0 and F
′( |du|
2
2
) < +∞. Suppose Mm is a complete
Riemannian manifold with a pole and its radial curvature satisfies one of the following
three conditions:
(i) −α2 ≤ Kr ≤ −β2 with α > 0, β > 0 and r ∂ log f∂r (m − 2dF ) + 1 + (m −
1)βr coth(βr)− 2dFαr coth(αr) ≥ σ;
(ii) − A
(1+r2)1+ǫ
≤ Kr ≤ B(1+r2)1+ǫ with ǫ > 0, A ≥ 0, 0 ≤ B < 2ǫ and r ∂ log f∂r (m −
2dF ) + 1 + (m− 1)(1− B2ǫ)− 2dFe
A
2ǫ ≥ σ;
(iii) − a2
1+r2
≤ Kr ≤ b21+r2 with a ≥ 0, b2 ∈ [0, 1/4] and r ∂ log f∂r (m− 2dF ) + 1+ (m−
1)1+
√
1−4b2
2
− dF (1 +
√
1 + 4a2) ≥ σ.
If u(x)→ po ∈ Nn as r(x)→∞, then u is a constant map.
Remark 5.2. (i) If (m− 1)β − 2dFα ≥ 0, then we have
(m− 1)βr coth(βr)− 2dFαr coth(αr) ≥ βr coth(βr)[(m− 1)− 2dF αr coth(αr)
βr coth(βr)
]
≥ (m− 1)− 2dF α
β
since βr coth(βr) > 1 for r > 0, and αr coth(αr)
βr coth(βr)
< 1 for 0 < β < α, and coth is a
decreasing function. Thus the conclusion of the first case in Theorem 5.3 still holds
if r ∂ log f
∂r
(m− 2dF ) +m− 2dF αβ ≥ σ.
(ii) If f satisfies ∂ log f
∂r
≤ 0 and the condition (f2), then the conclusion in Theorem
5.3 still holds provided that one replaces m− 2dF by m− 2lF in (i) (ii) (iii).
(iii) M. Kassi ([Ka]) proved a Liouville theorem for F -harmonic maps from vari-
ous pinched manifolds, which has finite F -energy and some restrictions on dF .
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Taking f = 1, we have the following corollary.
Corollary 5.2. Let u: (Mm, g0) → (Nn, h) be a C2 F -harmonic map. The F -lower
degree lF > 0 and F
′( |du|
2
2
) < +∞. Suppose Mm is a complete Riemannian manifold
with a pole and its radial curvature satisfies one of the following two conditions:
(i) − A
(1+r2)1+ǫ
≤ Kr ≤ B(1+r2)1+ǫ with ǫ > 0, A ≥ 0, 0 ≤ B < 2ǫ and 1+(m−1)(1−
B
2ǫ
)− 2dF e A2ǫ ≥ m− 2;
(ii) − a2
1+r2
≤ Kr ≤ b21+r2 with a ≥ 0, b2 ∈ [0, 1/4] and 1+(m−1)1+
√
1−4b2
2
−dF (1+√
1 + 4a2) ≥ (m− 1)A′ − 1, where A′ = 1+
√
1+4a2
2
.
If u(x)→ po ∈ Nn as r(x)→∞, then u is a constant map.
Proof. For the first case (i), it follows that
Ricg0(x) ≥ −
(m− 1)A
(1 + r2(x))1+ǫ
∀ x ∈Mm.
By direct calculation ∫ ∞
0
Ar
(1 + r2)1+ǫ
dr =
A
2ǫ
,
Thus using the volume comparison theorem (cf. [PRS]), we have
volg0(∂B(R)) ≤ ωme
(m−1)A
2ǫ Rm−1
where ωm is the (m− 1)-volume of the unit sphere in Rm, and thus
(
∫ ∞
R
dr
volg0(∂B(r))
)−1 ≤ (m− 2)ωme
(m−1)A
2ǫ Rm−2 for R > R0.
For the second case (ii), it follows that
Ricg0(x) ≥ −
(m− 1)a2
1 + r2(x)
∀ x ∈Mm.
Then the volume comparison theorem yields (cf. [PRS])
volg0(∂B(R)) ≤ CR(m−1)A
′
where A
′
= 1+
√
1+4a2
2
. Thus
(
∫ ∞
R
dr
volg0(∂B(r))
)−1 ≤ CR(m−1)A′−1 for R > R0.
Therefore, using Corollary 5.1, the conclusion of this corollary is immediately proved.
Remark 5.3. If −α2 ≤ Kr ≤ −β2 with α > 0, β > 0, then the volume of ∂B(R) has
exponential growth, thus the condition (5.2) doesn’t hold for any σ > 0, so we needn’t
consider the case (i) in Theorem 5.3.
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Corollary 5.3. Let u : (Rm, g0) → (Nn, h) be a C2 F -harmonic map. Suppose the
F -lower degree lF > 0 and F
′( |du|
2
2
) < +∞. If dF ≤ 1 and u(x) → p0 ∈ Nn as
|x| → ∞, then u is a constant map.
Proof. Consider the case A = B = 0 in Corollary 5.2 (i). If dF ≤ 1, then the
conditions in that corollary are satisfied by choosing σ = m − 2, and the conclusion
of this corollary follows immediately.
Remark 5.4. For the harmonic map u, it is an F -harmonic map with F = 2t,
dF = lF = 1, F
′
(t) = 2. Thus Theorem A of [Ji] stated in the introduction can be
regarded as one version of this corollary in the case of harmonic maps.
Theorem 5.4. Suppose f satisfies (f1) and (f3) and the F -lower degree lF > 0. Then
for any p ∈ Nn, there is an (nonempty) open neighbourhood Up ⊂ Nn, such that the
family of open sets {Up | p ∈ Nn} has following property:
If u : (Mm, f 2g0) → (Nn, h) is a C2 harmonic map, F ′( |du|22 ) < +∞, and for
some p ∈ Nn, u(x) ∈ Up as r(x)→∞, then u is a constant map.
Proof. The proof of Theorem 5.4 is a modification of the proof of Theorem 5.1.
Choose a family of coordinate neighbourhoods {Up | p ∈ Nn} as follows: let (Up, ϕ)
be a coordinate system centered at p such that
(
∂hαβ(y)
∂yγ
yγ + 2hαβ(y)) ≥ (hαβ(y)) on Up
and
hαβ(y)y
αyβ ≤ Cp
where Cp is an arbitrary constant which may depend on p. Then we claim that this
family {Up | p ∈ Nn} is what we want.
In fact, if u : (Mm, f 2g0) → (Nn, h) is a non-constant C2 harmonic map, and
for some p ∈ Nn, u(x) ∈ Up as r(x) → ∞, then we may assume that for some R0,
u(x) ∈ Up for r(x) > R0. Proceeding as in the proof of Theorem 5.1, we get
1
Z(R)
≥ C
∫ ∞
R
1
M(r)
dr, for R > R3. (5.3)
But in this case
M(R) ≤ CCp
∫
∂B(R)
fm−2(x)dsg0 ≤ CCpR logR.
Therefore ∫ ∞
R
1
M(r)
dr ≥ 1
CCp
∫ ∞
R
1
r logR
dr =∞.
Now we have a contradiction to (5.3), since if u is not a constant map, Z(R) > 0 for
R large.
It is interesting to note that different F (t) may have the same upper degree or the
lower degree. Therefore the results in this section may be applied simultaneously to
different F -harmonic maps.
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6 A further theorem and its application
In this section, we show that the asymptotic condition on F -harmonic maps for
Liouville theorems can be relaxed if the target manifold is more special. Let (Rn, h0)
be the standard Euclidean space, where h0 =
n∑
α=1
(dyα)
2. Denote by ρ(y) = disth0(y, o)
the standard Euclidean distance relative to the origin. If we choose a function λ(ρ) =
k1ρ
k−1, where k1 > 0 and k ≥ 1, then it is easy to verify that the metric h(y) =
λ2(ρ(y))h0(y) satisfies
(
∂hαβ(y)
∂yγ
yγ + 2hαβ(y)) ≥ (hαβ(y)).
Let u : (Mm, g)→ (Rn, h) be a F -harmonic map. Notice that the whole image of u is
contained in a global coordinate of Rn. So one may construct the variation u+ tw as
in §4. Therefore all integral formulae and inequalities in §4 still hold just by taking
R1 = 0.
Set
K(R) = max
r(x)=R
{F ′( |du|
2
2
)hαβ(u)u
αuβ}.
By using a small modified method of Theorem 5.1, we can get the following theorem.
Theorem 6.1. Let u: (Mm, f 2g0)→ (Rn, h) be a C2 F -harmonic map. Suppose that
f satisfies (f1) and (f2) and the F -lower degree lF > 0. If limR→∞K(R) = 0, then u
is a constant map.
Proof. By (4.7), we have
M(R) ≤ K(R)
∫
∂B(R)
fm−2(x)dsg0.
Since K(R) is continuous and limR→∞K(R) = 0, we can choose a function K(R)
such that
(i) K(R) ≥ K(R);
(ii) K(R) is nonincreasing on (R3,∞) and K(R) → 0 as R→∞, where R3 is the
constant in §4.
Thus the remaining part of the proof is similar to that of Theorem 5.1. We omit the
details.
It follows immediately that
Corollary 6.1. Let u: (Mm, f 2g0)→ R be a C2 F -harmonic function. Suppose that
f satisfies (f1) and (f2), and the F -lower degree lF > 0. If
lim
R→∞
max
r(x)=R
{F ′( |du|
2
2
)|u|2} = 0,
then u is a constant map.
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Corollary 6.2. Let xm+1 = u(x1, · · · , xm) be an entire minimal graph on Rm (m >
2), where x = (x1, · · · , xm) ∈ Rm is the standard Euclidean coordinate. If
lim
R→∞
max
|x|=R
{ (u− c)
2»
1 + |du|2} = 0,
then the graph is a horizontal hyperplane.
Proof. From Example 2.2, we know that u : (Rm, g0)→ R is a F -harmonic map with
F (t) =
√
1 + 2t− 1.
By a direct calculation, we have lF =
1
2
, dF = 1, F
′
( |du|
2
2
) = 1√
1+|du|2 < +∞, and
λmin = λmax = 2. Thus
(m− 1)
2
λmin + 1− dF max{2, λmax} = m− 2
and
(
∫ ∞
R
dr
vol(∂B(r))
)−1 = m(m− 2)ωmRm−2
where ωm is the volume of the unit sphere in R
m. Clearly the minimality of the
graph is invariant under the upward or downward movement in xm+1-axis direction.
Thus the conditions of Corollary 6.1 are satisfied if we choose C = m(m− 2)ωm and
σ = m− 2, therefore u is constant and the graph is a horizontal hyperplane.
Remark 6.1. (i) When m ≤ 7, it is well known that the entire graph xm+1 =
u(x1, · · · , xm) over Rm is a hyperplane in Rm+1(cf. [Si]). We know that 1√
1+|du|2 =
cos(θ), where θ is the angle function between the normal vector field of the graph and
the xm+1-axis. Actually we may state Corollary 6.2 in a more geometric way: Let
P be an m-dimensional hyperplane in Rm+1. Suppose Mm is a complete minimal
hypersurface in Rm+1 which is a graph over the plane P . Denote by θ the angle
function between the normal vector field of M and the normal vector of P . For
q ∈ M , let d(q, P ) be the Euclidean distance from q to P . If
lim
q→∞d
2(q, P ) cos θ(q) = 0,
then M is a hyperplane parallel to P .
(ii) From Corollary 6.2, we may deduce the following result: If there exists a
constant c such that lim
|x|→∞
u(x) = c, then u = c. Note that the later result is also a
consequence of Simon’s result (cf. Lemma 1.1 in [Sim]).
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