The segmentation of pixels belonging to different moving elements within a cinematographic image sequence underpins a range of post-production special effects. In this work, the separation of foreground elements, such as actors, from arbitrary backgrounds rather than from a blue screen is accomplished by accurately estimating the visual motion induced by a moving camera. The optical-flow field of the background is recovered using a parametric motion model (motivated by the three-dimensional pan-and-zoom motion of a camera) embedded in a spatiotemporal least-squares minimisation framework. A maximum a posteriori probability (MAP) approach is used to assign pixel membership (background, uncovered, covered and foreground) defined relative to the background element. The standard approach, based on class-conditional a priori distributions of displaced-frame differences, is augmented by information capturing the expected temporal transitions of pixel labels.
Introduction
Visual motion promises to provide a powerful cue to image segmentation. Yet, despite considerable research effort, the generation and segmentation of motion fields remains a largely unsolved problem. The work presented below is motivated by the need to separate moving foreground elements, such as actors, from rigid backgrounds in cinematographic imagery. Even in these relatively constrained circumstances, a number of important issues arise, including the choice of an appropriate motion estimation procedure; the definition of the motion model; and the method of classifying pixels as belonging to the background or to foreground elements.
The commonest approaches to generating dense optical-flow fields use the constant brightness constraint but employ different sources of additional information to constrain fully the 2D visual motion at each pixel. These include regularisation using local smoothness constraints [3] and neighbourhood-based parametric motion models [1] . In common with many other examples of the parametric type, the proposed algorithm uses motion models [2, 4, 5, 10] but differs in both the formulation of the motion estimation problem and the choice of motion model. In section 2, a global motion model is derived that describes in uncalibrated pixel coordinates the motion of a rigid distant background. The model is embedded in a three-frame least-squares estimator that not only employs the enormous amount of constraint available using three consecutive images, but also automatically generates two registered displaced-frame difference images (our backward and forward error maps) measuring the greylevel difference between the current frame and the motion-compensated previous and next images respectively.
Having computed the global motion of the image, each pixel may then be classified into one of four classes: background pixels that belong to the global motion; uncovered background pixels that were occluded by the foreground in the previous frame; covered pixels that were previously projections of the background and are now occluded by the foreground; and foreground pixels that belong to some object occluding the background. Applications of such a classification process include frame interpolation [13] in videocoding [12] and, in our case, the creation of special effects in the post-production industry [8] . Typically, pixels are classified using change detection performed on the previous, current and next frames [11, 13] , ie, if the greylevel of a 2D projected world event does not change significantly between between frames then the pixel is assumed to belong to the motion field. Pixels are thus classified as follows:
background: No significant greylevel change between the previous and current frames or between the current and next. The pixel belongs to the background in both intervals. covered: No significant change between the previous and current frames means that the pixel initially belongs to the background. Significant change between the current and next indicates occlusion, ie, covering of the background. uncovered: Significant change between the previous and current frames, indicating previous occlusion, while subsequent lack of change between the current and next frames indicates that the pixel now belongs to the background motion field. foreground: Greylevels change significantly both between the previous and current frames and between the current and next frames.
Significant changes are recovered by pixel differencing with two important modifications. First, frames are motion-compensated prior to differencing to ensure that equivalent world events are compared. Second, because of noise, changed and unchanged greylevel differences belong to two overlapping distributions requiring probabilistic interpretation. In section 3, a maximum a posteriori estimation framework is introduced to classify pixels based on the forward and backward error maps. Since noise can have a significant effect on this per-frame classification approach, a temporal dimension is introduced into the process by including knowledge about the previous classification of a pixel into the calculation of a posteriori probabilities.
Global motion estimation
Many commonly used motion models, such as the 2-parameter uniform translation, the 4-parameter 2D rotation and translation and the 6-parameter affine, are not motivated by three-dimensional concerns but are nonetheless applied to moving three-dimensional scenes because of their computational simplicity. The accuracy of the motion field is however extremely important when segmenting motion fields: misalignment leads to poor localisation of object boundaries. Consequently, we have derived a linear motion model capable of modelling the visual motion of the rigid background of an image sequence. This depth-independent parametric model, defined in equation 5, assumes that the camera motion is composed only of small rotational, translational and zoom velocities. Translational components should ideally be zero, as these are responsible for parallax distortions. Moreover, no camera calibration is required (assuming no significant spherical aberration).
Global motion model
The global motion model is formulated by examining the three-dimensional motion of a point in the view volume. The point ´ µ Ì (measured in a camera coordinate system where the -axis is aligned along the optical axis) projects onto the 2D pixel position Ü Ǘ Ýµ Ì under a perspective transformation, given the current focal length .
is the intersection point of the optical axis with the image plane and « and ¬ are the pixel dimensions, then Ü is related to the 3D position as follows:
Under a small rotational and translational motion over a small time interval ¡Ø, the point in the view volume moves to the new position
where ª ´ Ü Ý Þ µ Ì and Ì ´Ì Ü Ì Ý Ì Þ µ Ì are the rotational and translational velocities respectively. This generates the following expressions for each component in terms of the original position and the motion parameters:
Under the perspective transformation, the 2D pixel location of the point ¼ is
where is the zoom velocity.
We may assume, since the object distance is much greater than the translation, that 
The above can be simplified further using the fact that since Ü , Ý , Þ and are small, their products are negligible. By combining this assumption with the perspective expressions of equation 1, the above equation may be rearranged to create an 8-parameter linear visual displacement model in terms of the uncalibrated pixel coordinates Ü and Ý:
which may be expressed in the alternative vector matrix formulation ¡Ü´Ü ¡Øµ ¡Ü´Ü Ýµ ¡Ý´Ü Ýµ ¡ Ø ´Üµ (6) where
Generating an optical-flow estimator
The classical optical-flow approach generates motion fields between successive images. A more generalised spatiotemporal approach was introduced in [9] that computes the displacement field ¡Ü defining the change in position of a pixel, ie, the position Ü ¼ of a pixel at time Ø · ¡ Ø is given by Ü · ¡ Ü´Ü Ø ¡Øµ, which from equation 6 gives Ü ¼ Ü · ¡ Ø ´Üµ Ø
where Ø are the motion model parameters at time Ø. Assuming constant intensity over short sequences of images, the estimated displacement field should warp a pixel of a particular greylevel to one of the same greylevel in another image. The accuracy of this motion can be measured by an error term ´Üµ that compares the greylevel Á Ø´Ü µ at a point Ü in the image at time Ø with the greylevel of the image at time Ø · ¡ Ø at the displaced pixel location, defined as
An iterative estimator uses a previous estimate of the motion to refine final motion parameters. To generate this estimator, the error function of equation 8 is linearised around the current Ø motion estimate Ø :
where ¡ Ø Ø ·½ Ø is the update to the current motion parameters, and Á Ø·¡Ø´Ü · ¡Ø ´Üµ Ø µ is the motion-compensated frame. The displaced-frame difference ¡Á Ø´Ü Ø ¡Øµ is given by ¡Á Ø´Ü Ø ¡Øµ Á Ø´Ü µ Á Ø·¡Ø´Ü · ¡ Ü´Ü Ø ¡Øµµ (10) where ¡Ü´Ü Ø ¡Øµ, given by equation 6, is the displacement generated by Ø .
Any errors in the motion-compensated frame are compounded when computing its spatial derivatives and hence we use the spatial derivatives ÖÁ Ø´Ü µ as a good approximation to ÖÁ Ø·¡Ø´Ü · ¡ Ø ´Üµ Ø µ. The error term may then be rewritten to relate the next estimate of the motion parameters Ø ·½ to the current estimate of the displacement field ¡Ü´Ü Ø ¡Øµ:
´Üµ ¡Á Ø´Ü Ø ¡Øµ Ö Á Ø´Ü µ Ì ¡Ø ´Üµ Ø ·½ ¡Ü´Ü Ø ¡Øµ (11) Such a formulation, which relates motion parameters to the displacement field, enables accurate motion estimation even in the presence of large velocities, given an accurate initial estimate of the displacement field ¡Ü Ø ¼´Ü µ, generated using an alternative technique, eg, block matching.
Deriving the three-frame optical-flow estimator
Considerable constraint on the global motion of pixels in a frame is available by assuming that motion is constant over the two-frame time interval centred on the current frame Á Ø .
We can construct two error maps, the forward error map Ø´Ü µ between frames Á Ø´Ü µ and Á Ø·½´Ü µ; and the backward error map Ø´Ü µ between frames Á Ø´Ü µ and Á Ø ½´Ü µ, derived from equation 11 using ¡Ø ½ and ¡Ø ½ respectively as follows: A least-squares problem may be formulated to locate the appropriate motion parameters that minimise the set of error terms generated by the background pixels Ø in the frame Á Ø´Ü µ. One problem with the above estimator is that the set of pixels Ø to which the motion model is fitted must belong to the same moving region, ie, the background. The inclusion in the estimation process of any foreground pixels will significantly corrupt the motion model. While redefining a robust-statistical version of the estimator given in equation 14 is straightforward [4, 10] , empirical evidence suggests that robust-statistical estimators do not automatically provide robust solutions. For M-estimators, this is due partly to the high breakdown value for an 8-parameter motion model. The main reason is that not all outliers necessarily generate high greylevel differences.
In the motion segmentation stage described in the next section, pixels are classified as background, uncovered, covered or foreground. The set Ø is defined as those pixels in the current frame Á Ø whose motion-compensated pixel position in the previous frame Á Ø ½ has been classified as background or uncovered. Currently, the initial set ¼ for the first frame in a sequence is the whole image; in post-production applications, which motivate this work, an initial crudely drawn mask or matte could be supplied by the special-effects operator to indicate roughly the background region. Figure 1 shows three quarter-PAL-size frames from the Kathy sequence in which a foreground figure moves rapidly against a rigid distant slow-moving background. The corresponding forward and backward error maps, ´Ü Ø µ and ´Ü Ø µ, recovered from the minimisation process, are shown in figure 1(d) and (e) respectively. As is typical of most image sequences, the foreground figure consists of a substantial minority of pixels with low greylevel error. 
Segmenting motion fields
Once the global motion of the image has been computed, each pixel may be classified from the class set £ Í representing the following classes respectively: background, where neither forward and backward error values and change significantly; uncovered pixels, where only the forward error changes at the onset of occlusion; covered pixels, where a previous high error due to occlusion subsequently becomes low; and finally foreground, where both forward and backward errors remain high. Let ¼ and ½ represent the unchanged and changed classes respectively, and Ô´ ¼ µ and Ô´ ½ µ their a priori probability density functions. Typical probability density functions are shown in figure 2. Since and are assumed to be independent, the a priori probabilities are:
The a posteriori probability maps for the background, uncovered, covered and foreground classes given for the error maps in figure 1 are shown in figure 3 . For clarity, high probability values are shown as darker shades. Note that the foreground element is moving relative to the moving background from bottom left to top right at an average velocity of 2 pixels per frame.
Temporal probabilistic updating
The classification generated by the above procedure is unsatisfactory: the classification image is speckled with incorrect labels due to noise, and, more significantly, foreground pixels in areas of low greylevel variation tend to exhibit low greylevel differences and hence become misclassified. We therefore introduce a temporal labelling to exploit the temporal continuity of pixel labels. We wish to compute the multiple-label a posteriori probability Ô´ Ø Ø ½ ¡ ¡ ¡ Ø Ø ½ ¡ ¡ ¡ µ.
Assuming that the label Ø in current frame depends only on the current error Ø and the label Ø ½ in the previous frame, and that current and previous error estimates are independent, Ô´ Ø Ø ½ ¡ ¡ ¡ Ø Ø ½ ¡ ¡ ¡ µ may be rewritten as
This temporally recursive expression suggests the following decision rule for determining the current label Ø of a pixel from the class conditional probabilities computed in the previous frame: Figure 4 compares this rule and the non-temporal rule in equation 15, applying each to the Kathy sequence. In the temporal classification, note the greater density of foregroundlabelled pixels, reduced speckle and, most importantly, the correct labelling of covered/uncovered pixels at the edges of the actress element showing the direction of motion. Holes remain however in the foreground at low greylevel gradients.
The a priori class probabilities Ô´ µ and temporal class association probabilities Ô´ Ü Ý µ are user-initialised by estimating the fraction of pixels in each class in a sequence. For this 30-frame Kathy sequence, these values were selected empirically:
Conclusions
Motion segmentation is a complex problem in which motion estimation and pixel classification are intimately related. We have developed a highly accurate global motion estimator that makes use of a spatiotemporal framework to estimate an optical-flow field incorporating a motion model motivated by three-dimensional camera motion. Once motion has been computed, pixels are classified as background, uncovered, covered or foreground on the basis of interframe greylevel differences. The fact that these differences may be legitimately low in foreground elements, coupled with noise, can result in poor segmentation of foreground from background. Consequently, a temporal dimension is introduced that encodes information about the allowed (or expected) sequential classifications of a motion-compensated pixel over time. This temporal integration results in a significant improvement in classification and a denser, more noise-resistant segmentation.
A final demonstration of the use of our segmentation for a cinematographic special effect is shown in figure 5 . Background motion is calculated for each image in a 160-frame sequence of a rally. The inevitably incomplete background mattes are filled by a operator to remove the car feature entirely. The global motion estimates are then used to merge the background mattes into a panoramic mosaic [6, 7, 8] . 
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