Abstract. Imbalanced credit data sets refer to databases in which the class of defaulters is heavily under-represented in comparison to the class of non-defaulters. This is a very common situation in real-life credit scoring applications, but it has still received little attention. This paper investigates whether data resampling can be used to improve the performance of learners built from imbalanced credit data sets, and whether the effectiveness of resampling is related to the type of classifier. Experimental results demonstrate that learning with the resampled sets consistently outperforms the use of the original imbalanced credit data, independently of the classifier used.
Introduction
Credit scoring constitutes a major instrument for financial institutions to evaluate credit risk, improve cash flow, reduce possible risks and make managerial decisions [1] . In practice, credit scoring refers to a classification problem where a new credit applicant must be categorized into one of the predefined classes (typically, "good" and "bad" applicants, depending on how likely they are to default with their repayments) based on a number of observed variables or attributes that describe socio-demographic characteristics and economic conditions of the applicant. The most classical approaches to credit scoring are based on parametric statistical models (e.g., linear regression, discriminant analysis, logistic regression and multivariate adaptive regression splines). However, modern credit scoring has been addressed to implement non-parametric methods and artificial intelligence techniques (decision trees, linear programming, artificial neural networks, support vector machines, evolutionary algorithms, rule learners, etc.). In contrast with parametric statistical methods, these alternative models do not assume any specific prior knowledge, but automatically extract knowledge from training observations.
From the many comparative studies carried out, it is not possible to claim the superiority of a method over other competing algorithms regardless of data characteristics (noise, missing values, skewed class distribution, attribute relevance, etc.), which may significantly affect the success of most classification techniques. Whilst some data complexities have been widely studied, the low-default portfolio problem (also known as the class imbalance problem) has received relatively little attention so far. Nevertheless, imbalanced class distribution naturally happens in credit scoring where in general, the class of creditworthy applicants vastly outnumbers the class of defaulters [2, 3] . For example, it is common to find that defaulters constitute less than 10% of the whole database. This phenomenon of class imbalance may have most influence on the performance of conventional classification techniques because they assume a relatively wellbalanced class distribution and equal misclassification costs [4] . During the last decade, the low-default portfolio problem has attracted growing attention, both to detect fraudulent financial activities and to predict creditworthiness of new credit applicants. In the credit scoring domain, research has mainly focused on analyzing the behavior of conventional prediction models, showing that the performance on the minority class drops down significantly as the imbalance ratio increases [5, 6] . However, only a few works have been addressed to design solutions for imbalanced credit data sets. For example, Vinciotti and Hand [7] introduced a modification to logistic regression by taking into account the misclassification costs when the probability estimates are made. Huang et al. [8] proposed two strategies for classification and cleaning of skewed credit data. One method involves randomly selecting instances to balance the proportion of examples in each class, whereas the second consists of combining the ID3 decision tree with a filter.
Yao [9] carried out a systematic comparative study on three weighted classifiers: C4.5 decision tree, support vector machine and rough sets. The experiments over two credit data sets showed that the weighted models outperform the standard classifiers in terms of type-I error. Within the PAKDD'2009 data mining competition, Xie et al. [10] proposed an ensemble of logistic regression and AdaBoost with the aim of optimizing the area under the ROC curve (AUC) for a highly imbalanced credit data set. FlorezLopez [11] employed several cooperative strategies (simple and weighted voting) based on statistical models and artificial intelligence techniques in combination with bootstrapping to handle the low-default portfolio problem. Kennedy et al. [5] explored the suitability and performance of one-class classifiers for several imbalanced credit scoring problems with varying levels of imbalance. The experimental results suggest that the one-class classifiers perform especially well when the minority class constitutes 2% or less of the data, whereas the two-class classifiers are preferred when the minority class represents at least 15% of the data. Tian et al. [12] proposed a new method based on the support vector domain description model, showing that this can be effective in ranking and classifying imbalanced credit data. An exhaustive comparative study of various classification techniques when applied to skewed credit data sets was carried out by Brown and Mues [6] . They progressively increased the levels of class imbalance in each of five real-world data sets by randomly under-sampling the minority class of defaulters, so as to identify to what extent the predictive power of each technique was adversely affected. The results show that traditional models, such as logistic regression and linear discriminant analysis, are fairly robust to imbalanced class sizes.
This paper presents a comprehensive suite of experiments over real-life credit data sets, which have artificially been modified to derive different imbalance ratios (proportion of defaulters and non-defaulters examples), using eight resampling methods and
