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Introduction
obviously also remove its interactions but, conversely, the co-occurrence of potentially interact when they do co-occur (see Box 1 for an example). Nearly all network studies will uncertainty.
48
In this study, we formalise the description of interactions between species as 49 probabilities and develop analytical tools to capture the uncertainty in the estimation of 50 these interactions. We focus on binary interactions as a first step, but the framework could 51 be expanded to deal with interaction frequencies and strength. To define the problem, we 52 first identify the different contributions to the uncertainty of an interaction and discuss the 53 implications of each source of uncertainty for the properties of ecological networks. Next,
54
we develop an analytical framework to quantify the uncertainty around interactions in an 55 empirical web. We illustrate this framework using the most extensively sampled network to 56 date (Box 1). Finally, we offer tangible recommendations for improved descriptors of 57 ecological interactions. Through these efforts, we demonstrate both the utility of our 58 approach and the importance of acknowledging the uncertainty inherent in network studies.
59
Why do some interactions not occur?
60
To define the problems associated with quantifying ecological interaction networks, we will 61 start from the perspective of an empirical community ecologist faced with the task of 62 describing a previously unknown interaction network. This ecologist will be interested in 63 generating a description of the species/nodes present and the links between 64 them (Roslin & Majaneva, 2016) . Importantly, the information sought is conveyed by both examples of some of these difficulties and partial solutions to them). Some sources of 109 detection error can be minimised with appropriate sampling effort (δ will converge to one 110 with increasing number of samples), but other sources are often difficult to reduce (e.g. the 111 occurrence of cryptic species might require molecular analysis for appropriate taxonomic 112 identification as in Wirta et al. 2014; Frost et al. 2016) .
113
Estimating detection and process uncertainty 114 Together, the combination of these three sources of uncertainty -interaction uncertainty, of a true absence, our quantity of interest, corresponds to the joint event 125 L = 0 ∪ X = 1 ∪ D = 1 but in reality an empirical ecologist will measure the marginal 126 probability P (L) = k/n where k is again the number of observed interactions and n the 127 number of observed co-occurrences.
128
The considerations above raise a major challenge: when faced with empirical data, how 129 may we infer whether unobserved interactions went undetected due to sampling or whether 130 they truly do not occur? How then may we refine our sampling approaches to reduce 131 uncertainties, and do we gain insights into the impact of multiple processes on field 132 observations? Importantly, some sources of uncertainty can be minimised with appropriate 133 sampling design and efforts while other sources are difficult or impossible to reduce since 134 they are generated by chance variation created by the very process in which we are 135 interested. Given this multifaceted problem of uncertainty, what can we do to separate the 136 different types of variation and reduce those that can be reduced?
137
The obvious rule of thumb is to "sample more" (see Fig. 2 for a demonstration of the 138 power of increasing sample size). Sampling more will clearly reduce uncertainty regarding 139 the upper bound of the probability of interaction and it will also increase the probability of 140 detecting unlikely interactions (e.g.,. interactions where L=1 but process uncertainty is 141 high). Despite these benefits, we note that there are limits to the utility of increased 142 sampling. Since the probability of observing the co-occurrence of two species will always be 143 higher than the probability of observing their interaction (since the probability of 144 interaction is conditional on both interaction partners being present; see Fig. 1E-F) , we 145 will accumulate observations of co-occurrences faster than we will accumulate observations 146 of interactions. Thus, the more we sample, the more zeros will appear in our interaction 147 matrix.
148
In one endeavour to determine whether unobserved interactions were undetected due to 149 sampling, or whether they truly do not occur, Weinstein & Graham (2017) 
164
An added complication is that not all sources of uncertainty are proportional to sample 165 size. To record an interaction between A and B, we need to identify both partners correctly 166 (a non-trivial problem in many food webs; e.g. Kaartinen & Roslin, 2011; 167 Roslin & Majaneva, 2016) and be able to resolve all interactions with a similar likelihood.
168
For both molecular and rearing techniques, certain types of interactions may go unnoticed 169 due to technical challenges (Wirta et al., 2014) . This can bias the set of recorded 170 interactions. The bottom line is that separating different sources of uncertainty is difficult 171 indeed. As an alternative to abandoning empirical networks or continuing to ignore the 172 uncertainty inherent in undetected observations, we propose that some insight regarding 173 the detectability of interactions between species not found co-occurring in a focal system 174 may be gained from data on other species pairs in the same or a similar system.
175

A naive quantification of uncertainty
176
To progressively dissect the different contributions to uncertainty, we will start by 177 considering how we could naively quantify interaction probability and its associated 178 uncertainty for an interaction that has not yet been observed. We consider the case where a 179 pair of species have been observed co-occurring n times, of which they have been observed 180 to interact in k = 0 cases. We now aim to evaluate the uncertainty of this interaction. We 181 consider the occurrence of an interaction as a Bernoulli trial. Consequently, the number of 182 successes k over n trials will follow a binomial distribution:
The parameter λ, the probability of observing an interaction over an infinite time interval 184 and area, is the quantity we want to estimate from empirical data. The maximal likelihood 185 estimate (MLE) of λ is straightforward to find given k and n:
The variance of a Bernoulli experiment is nλ(1-λ details, see [Brown et al., 2001] Posterior distribution of the interaction probability
212
Here we adopt a Bayesian approach to estimate the posterior distribution of the parameter 213 λ :
According to the above description, the likelihood is simply the binomial distribution
215
(Eq. 2). Since λ is a probability, it is bounded between 0 and 1 and the most appropriate 216 prior distribution is the beta:
which has two shape parameters, α and β.
218
The beta-binomial distribution is a conjugate distribution of the binomial distribution.
219
This allows us to analytically compute the posterior distribution of a binomial model with 220 a beta prior distribution. We can re-write the posterior distribution of λ as:
where the function B is the beta function. The posterior distribution of λ therefore follows 222 the beta distribution with new parameters α ′ = α + k and β ′ = β + n − k. The weight of 223 the prior on the posterior distribution can be understood from these parameter definitions:
224 the difference between the posterior and the prior will increase with k and n − k. In other 225 words, the distribution of λ for better-sampled pairs of species will rely less on the 226 information used to build the prior distribution and depend more on the observed data.
227
When plotted, we find the shape of the distribution gets narrower with k and n (Fig. 3) .
228
Moments and other properties
229
It is common to preform analyses that require calculating higher-order network properties 230 in interaction networks. The fact that the posterior distribution of λ follows a beta 231 distribution makes it straightforward to compute moments and other properties needed for 232 this.
233
The average of λ is:
and its variance is:
The mode of the distribution is:
Parameters α and β determine the shape of the prior distribution, which follows a beta 238 distribution. These are called hyper parameters. Below we identify four ways to formulate 239 the prior distribution of λ.
240
Uninformative prior
241
In the absence of any external information, an uninformative prior is the most conservative 242 hypothesis for the distribution of λ. The beta distribution is in this case a uniform 243 distribution, specified with hyper parameters α = 1 and β = 1.
244
Distribution of connectance
245
The ecological network literature boasts a collection of networks for which connectance has 246 been calculated and for which we can thus define the connectance distribution.
247
Connectance is measured as C = L/S 2 , where L is the number of interactions and S is the 248 number of species. It measures the filling of an interaction matrix and thereby expresses 249 the average probability that any two species interact with each other. If we know only the 250 mean C and the variance σ 2 C of the distribution of C, then the beta parameters could be 251 computed as follows using the method of moments:
Degree distribution or interaction probabilities
253
The degree of a node in a network is defined as its number of connections to other nodes.
254
The degree distribution of a network is then the probability distribution of these degrees 255 over the whole network and the standardised degree could therefore be interpreted as an approach allows researchers to apply information from known, abundant species to the 261 rarest species for which interactions are less frequently documented.
262
If our focal network describes a system similar to that in a known network, we can use 263 the distribution of interaction probabilities in that network to inform our prior. The 264 probability of any interaction L ij depends on the degrees of species i and j. Using 265 normalised degrees ∆ i and ∆ j (i.e., degrees divided by the number of species in the 266 network), we can obtain the probability of interaction L ij =∆ i × ∆ j . Similar to the 267 procedure for degree distribution, the distribution of these interaction probabilities can be 268 used to establish a prior distribution before any data from the focal network are collected.
269
For distributions of either degrees or interaction probabilities, the procedure for the 270 estimation of the hyper parameters follows the same approach as described above for 
Trait-matching function
As a fourth and final approach, it may be possible to obtain the prior distribution of λ 275 using the outcome of a trait-matching model, provided such a model has been 276 parameterised using external data and relevant traits are available. In such a case, the 277 prior distribution would follow the function P (λ|T) = f (T) based on a set of traits for 278 both species T. There are several techniques available to perform this inference of 279 interaction probability, some of which are Bayesian, and we refer to Bartomeus et al. 280 (2016) and Weinstein & Graham (2017) for recent reviews about this topic. Note that in 281 this case the prior might not be beta-distributed and numerical methods might be required 282 to compute the posterior distribution.
283
A quantitative example
284
The Bayesian framework can be illustrated with a simple quantitative example. Suppose 285 we have n = 10 observations of co-occurrence between species i and species j in a given 286 time interval and area, and k = 3 observations of interactions. The maximum likelihood 287 estimate of the interaction probability is simply λ M LE = 3/10 = 0.3.
288
Now consider we know that species i is known to interact with 10 species (other than 289 species j), which have the following degrees: 14, 4, 2, 3, 17, 6, 2, 15, 1, 1) .
291
If the network has 20 species total, this gives the normalised degrees:
292 norm degree=c (0.65, 0.20, 0.10, 0.15, 0.85, 0.30, 0.10, 0.75, 0.05, 0.05) .
293
Species i has a normalised degree of 0.55 (it interacts with species j and 10 other 294 species). We can combine the normalised degree of i with the normalised degrees of its 295 interaction partners to obtain the following set of interaction probabilities for species i and 296 each of its interaction partners: c(0.358, 0.110, 0.055, 0.082, 0.468, 0.165, 0.055, 0.412, 0.028, 0.028) .
298
The mean of these interaction probabilities is 0.176, approximately two-thirds the λ M LE 299 obtained from the observed data. We can use the distribution of these interaction 300 probabilities as our prior distribution and estimate the uncertainty surrounding our λ M LE .
301
With some simple R code (function "calculate parameters", Appendix S1 ), we obtain prior 302 parameters α=0.998 and β=4.63. Using these priors in equations 7 and 8 above (or in the 303 R function "calculate distribution" in Appendix S1 ), we find a priorλ=0.177 and is closer to the observed data and that the additional data about interactions between 308 species i and j has reduced the variance. We may also wish to calculate a credible interval 309 (analogous to the frequentist confidence interval). This is also quite straightforward in R
310
(see function "credible interval" in Appendix S1 ). In this case, a 95% credible interval forλ 311 is (0.080, 0.491).
312
Now, consider the case where the two species have never been observed interacting 313 across n trials, i-e. k = 0. The question is then "what is the probability that these two 314 species do not interact"? Since it is not possible to prove that the two species could never 315 interact (strictly speaking, in a Bayesian approach λ = 0 is impossible), we must fix a 316 threshold below which we consider that there is no interaction (λ ∼ 0). We call this 317 threshold probability λ * . We then use the cumulative distribution function to estimate 318 P (λ < λ * |L = 0, n) for different n. The function "samples for threshold" in Appendix S1
319 calculates distribution function for λ * with an increasing number of trials. This yields a 320 surprising result: it requires >24 observations of no interactions to be 95% sure that the 321 interaction probability is smaller than λ * =0.1 (recall Fig. 2 , Box 2). Note the special case
322
where there is no observation of the two species co-occurring, n = 0. In this situation, the 323 posterior distribution converges to the prior distribution since the data include no 324 information on the probability with which species might interact should they co-occur.
325
Scaling up to networks -an empirical example
326
In the following section, we will provide an empirical example based on the well-sampled appropriate study system when constructing a prior (Appendix S4 ).
364
For a pair of species with some observed co-occurrences (n > 0), we can update the 365 prior distribution with these data. If we consider only pairs of species which were observed 366 to co-occur but not to interact, k ij is always 0 and only n ij will vary between species pairs, 367 giving α ′ =α and β ′ =β + n ij . As the most extreme case, consider a pair of species which 368 co-occurred at all 374 sites and was never observed to interact. Using the priors described unlikely to interact at sites or times not included in our sample.
374
For most pairs of species i and j, however, n ij was much less than 374 and our posterior 375 mean and variance therefore retain more of the influence of the prior. We can see this in 376 the increasing means and variances as we decrease n ij (Fig. 3) Rather than calculating credible intervals for a posterior distribution after collecting data,
389
we may wish to know how many data points are necessary to obtain a given level of 390 confidence that two co-occurring species do not interact. The number of samples needed 391 will depend on both our desired level of confidence and the threshold below which we 392 assume that two species are unlikely to ever interact ( Fig. 4 ; see function 393 samples for threshold in Appendix S1 ). In our dataset, the entire 95% credible interval was 394 (0.013, 0.049). We may therefore be 95% confident that the interaction probability for
395
Salix and galler species that have not been observed co-occurring is below 0.05. As the 396 peak of the prior distribution for the probability of interaction between Salix and galler 397 probabilities is around 0.02 (Fig. 3) , to be 95% confident that the interaction probability 398 for these species is below 0.01 would require 1029 observed co-occurrences with no 399 interaction -far more than the number of sites in the (Kopelke et al., 2017) dataset.
400
The number of samples required to be 95% confident that the interaction probability 401 between galler and natural enemy species is below a threshold also increases quickly as the 402 threshold decreases. The 95% credible interval is (<0.001, 0.303) for the probability of 403 interaction between two species observed to co-occur but never interact. To be 95%
404
confident that the probability of interaction is below 0. sampled with a detection filter of 50% had non-zero nestedness (Fig. 5G ). This last result 454 highlights the potential for the possibility for network structure to vary when considering 455 the possibility that unobserved species pairs may interact.
456
Considering the galler-natural enemy networks, the connectance, mean links per galler, 
Conclusions/recommendations
Real interaction networks vary over several dimensions (Kitching & Kitching, 1987; Novak & Tinker, 2015) and to capture this variation we must turn from static descriptions Re-sampling networks based on a probabilistic understanding of networks is 485 straightforward and gives distributions for network properties rather than point estimates.
486
This not only acknowledges the fact that interactions vary over time and space but will 487 also facilitate comparisons between networks. With confidence intervals around network 488 metrics, we can not only say that one network is more connected than another but also 489 whether the networks are more different than we would expect based on imperfect 490 sampling of interactions. To facilitate these recommendations, we provide all code used in 491 this paper in the supplementary material.
492
Boxes and figures
Box 1: Salix -galler-natural enemy dataset. As a case study, we use an extensively sampled Salix -galler-natural enemy metanetwork. This dataset consists of a single community type sampled across Europe: willow (Salix ) species, willow-galling sawflies, and their natural enemies. The data were collected over 29 years at 374 unique locations across Europe with a total of 641 site visits. Each site visit or each unique site can be considered as a network in its own right or as an independent sample from which to build the meta-network. Here we take the more conservative approach and pool visits to the same site for a sample size of 374 sub-networks. The meta-network consists of 1,173 different interactions between 52 Salix nodes, 92 herbivore nodes, and 126 natural enemy nodes. The high spatiotemporal resolution of this network and the unusually high sampling effort implemented at the site level makes this dataset particularly well suited for illustrating the difficulties in completely sampling a network and testing Bayesian approaches to overcome these difficulties.
We may begin by comparing the frequency of co-occurrences for pairs of species in each part of the network to reveal the challenge of having sufficient sampling to be confident that an interaction does not occur. Most pairs of species (3,986/4,992 Salix -galler pairs and 9,794/12,096 galler-natural enemy pairs) are never found co-occurring and, for species that did occur together, the total number of co-occurrences was generally low (mean=4.24, variance=36.3 for Salix -galler pairs; mean=3.87, variance=28.8 for gallernatural enemy pairs; Fig. 1A-B) . The bulk of these co-occurring species pairs were never observed to interact: only 2.82% of Salix -galler pairs and 7.76% of galler-natural enemy pairs were observed interacting at one or more sites. Of those pairs that did interact, the incidence of interaction was also low (mean=12.0, variance=155 for Salix -galler pairs; mean=4.04, variance=29.3 for galler-natural enemy pairs; Fig. 1C-D) . Thus, even in the most extensive data set that we could find, there was very little empirical data for each species pair. This suggests that limited sampling is a major source of uncertainty in all empirical networks. This dataset also illustrates the potential for increased sampling to not necessarily reveal more interactions as a pair of species that is able to interact may not be observed interacting in all samples where the pair co-occurs (Fig. 1E-F ).
Box 2: Calculating the credible interval around a probability estimate
Here we describe the derivation of the Clopper-Pearson credible interval for the estimated probability of interaction λ of a pair of species observed co-occurring n times and interacting k times. As we are most interested in the probability of interaction between species pairs that have never been observed co-occurring, we consider only the case where k = 0 over a variety of n. This is straightforward to do in R (see the function "credible interval" in Appendix S1 ).
First, we must obtain the α and β parameters for the prior distribution. In this study we obtained these parameters using the R (R Core Team, 2016) function fitdist from the package fitdistrplus (Delignette-Muller & Dutang, 2015) . Once α and β are known, we can update them using our observed data. Specifically, we are interested in α ′ = α+k and β ′ = β +n−k. These parameters can then be used to calculate a credible interval using the R (R Core Team, 2016) function qbeta. In the table below, we present the 95% credible intervals for Salix -galler and galler-natural enemy pairs with different numbers of observed co-occurrences (n) and no observed interactions (k = 0), calculated using prior information derived from the Zillis sub-network (Kopelke et al., 2017) . Table 1 : Here we give the lower and upper bounds of 95% credible intervals for the probability of interaction λ between Salix -galler or galler-natural enemy pairs that have been observed co-occurring n times but have never been observed interacting. 
0.008
Figure 1: A-B) Most pairs of Salix and gallers or gallers and natural enemies were never observed co-occurring despite the high levels of replication in our example dataset. For those pairs that were observed together at least once (n ij > 0), the number of observed co-occurrences was generally small (<10). Here we show a histogram of the number of pairs of species observed co-occurring at least once. 3986 Salix -galler and 9794 galler-enemy pairs were never observed co-occurring: these pairs are omitted from the histogram. C-D) Most pairs of species that were observed at the same site were never observed interacting. Here we show a histogram of the number of observed interactions within pairs of co-occurring species. Species which co-occurred but never interacted are included in these histograms. E-F) Here we show, for each species pair, the number of observed interactions plotted against the number of observed co-occurrences. Salix -galler pairs either are never observed interacting or interact almost every time they co-occur, while galler-enemy pairs had more variable frequencies of interaction. In panels E and F the red, dashed line indicates a 1:1 relationship between interactions and co-occurrences. Assume that we want to infer the probability of an interaction between two species, i and j. Now assume that in reality, interaction between i and j is completely impossible (i.e. the true λ = 0) but the observer does not know this and seeks to estimate this interaction probability (λ). The number of observed interactions will follow a binomial distribution with number of interactions k and number of observations n. Using this distribution, we can compute the credible interval of the estimated probability λ. Even assuming no added detection error in observing the incidence of the interaction, a single observation of species co-occurrence reveals very little regarding the probability of the interaction as the credible interval for a pair of species with one observation essentially spans from 0 to 1. Only with 35 observations will the upper limit of the credible interval be lowered to 0.1. Thus, adding more observations is certainly useful in controlling uncertainty, but the number of observations added needs to be very high. Here we show the upper bound (solid black line) of a 95% Clopper-Pearson true credible interval for λ when k = 0 (i and j have not been observed interacting) for a variety of n (observed co-occurrences of i and j). Using a Bayesian approach with an informative prior can reduce the confidence interval about λ for a given sample size. A threshold interaction probability of 0.1 is indicated by the dashed red line. Upper bound of 95% confidence interval Figure 3 : Using prior distributions based on the Salix -galler and galler-natural enemy networks sampled at a single site in Kopelke et al. (2017) , we can calculate posterior distributions for the probability of interaction (λ) between two species that have not yet been observed interacting. Here we show posterior distributions for λ in each network component ranging from the prior distribution (n = 0 observed co-occurrence) to the distribution obtained when the pair of species has been observed co-occurring 100 times. The distribution narrows and approaches zero as the sample size increases. Likewise, the maximum likelihood estimator for the mean probability of interaction (diamonds at top of each panel) approaches zero and the 95% credible interval (lines at top of each panel) narrows as sample size increases. A) The posterior distributions for λ in the Salix -galler component are narrower at low n but shrink less with increased sampling than those for B) the distributions of λ in the galler-natural enemy component. The number of samples required to achieve a given level of confidence that an interaction probability λ ij is below a given threshold varies with both parameters. With a low threshold, our confidence that λ ij is below the threshold increases rapidly with repeated observation of co-occurrence without interaction. Here we show the cumulative density functions for threshold probabilities of 0.5 (solid line), 0.25 (dashed line), 0.1 (dash-dot line), and 0.05 (dotted line) as well as the points at which the cdf reaches 0.90 (orange square), 0.95 (red circle), and 0.975 (blue diamond) for each threshold value. The large ticks along the x-axis indicate the number of samples associated with each of these points. A) In the Salix -galler network component, the 95% credible interval for λ ij when n=0 was (0.013, 0.049). We can therefore be at least 95% confident that λ ij is below thresholds of 0.1 or 0.05 without any observed co-occurrence of species i and j. To be confident that λ ij is less than 0.01, however, would require more observed co-occurrences than there are sites in our dataset. B) In the galler-parasitoid network component, the 95% credible interval for λ ij was substantially broader and many observed co-occurrences (≈ 15-35) are required to be 95% confident that λ ij is below thresholds of 0.1 or 0.05. Here we show the mean connectance, links per resource (Salix in the Salixgaller networks and gallers in the galler-natural enemy networks), links per consumer, and nestedness (NODF) for networks assembled using posterior distributions based on a single sub-network in the Kopelke et al. (2017) dataset (Zillis). We created 100 "posteriorsampling" networks and then, for each of these, created 100 "detection-filter" networks by randomly sampling 50%-99% of the interactions included in the posterior-sampling network. This simulates imperfect detection of interactions in the field. Each point represents the mean network property (e.g., connectance) obtained from a set of 100 detection-filter networks, plotted against the value of the network property in the posterior-sampling network used to create the detection-filter networks. For each property and both network types, the posterior-sampling networks cover a relatively small range of network properties than the range covered by networks with varying detection probabilities. The value of each property decreases with the proportion of links included in the detection-filter networks.
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