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This thesis contains the research study of a multi-product lot-sizing and sequencing problem 
for an imperfect production line. Two types of uncertainties were taken into account: the random yield 
(because of defective items) and random lead time (due to machine breakdowns). The sequence 
dependent set-up time between different products was also taken into account.  
This problem came from the electronics industry, more precisely from the automated 
manufacturing of several types of Printed Circuit Board. Since the plant was completely automated, 
the considered production line (like the rest of the plant) worked most of the day without any other 
staff but maintenance one, so it was necessary to consider a production schedule for the next 24 hours. 
This schedule was repeated every day. The problem was to define the optimal quantities of products 
to be manufactured (lot sizes) and the sequence of these lots to optimize a given factor. The problem 
addressed belongs to three research domains: 1) optimal lot-sizing for the imperfect production 
systems (or lot-sizing under uncertainty), 2) deterministic lot-sizing and scheduling, 3) scheduling 
with set-up times or (and) costs. In the literature we can find many examples of problems belonging to 
one or the intersection of two of these areas. But we did not find any work that deals with similar 
problem to ours. 
Since the problem is too complicated as it is, we looked for ways of modeling it, which would 
have allowed us to solve it. We found three cases where the original problem could be decomposed 
into several parts, each of which could be converted to a known problem of Operations Research. 
Then we worked on the lot-sizing part of the decomposed problem. Meanwhile, we showed how other 
parties could be resolved. 
These kinds of problems are very important for a supply chain optimizing. Their solutions 
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Résumé : 
Les travaux de recherche effectués dans le cadre de cette thèse concernent un problème de 
lotissement et de séquencement pour une ligne de production imparfaite. Deux types d'aléas sont pris 
en compte : le rendement aléatoire (à cause des rebuts) et le temps d'exécution aléatoire (à cause des 
pannes machines). Les temps de changement de série dépendant de la séquence des produits sont 
également pris en compte. 
Le problème est issu de d'une fabrication automatisée (usine-automate) des circuits imprimés 
et il a été posé  lors de la conception du système de gestion de production de l'atelier fabriquant les 
partons conducteurs de plusieurs types. Étant donné que l'usine était complètement automatisée, 
l'atelier (comme le reste de l'usine) travaillait la plupart de la journée sans personnel autre que celui de 
maintenance, alors il fallait construire un planning de production pour les 24 heures suivantes. Ce 
planning devait être répété chaque jour. Le problème consistait à définir les quantités optimales de 
produits à traiter (tailles de lots) et l'ordre de passage des lots dans une ligne de production afin 
d'optimiser un critère.  
Le problème traité appartient à trois domaines de recherche: 1) lotissement optimale  pour les 
systèmes de production imparfaits (ou lotissement sous incertitudes); 2) ordonnancement et 
lotissement déterministe; 3) ordonnancement avec des temps ou (et) coût de changement de série (set-
up). Dans la littérature scientifique nous trouvons beaucoup d’exemples de problèmes appartenant au 
un ou à l’intersection de deux de ces domaines. Par contre, nous n’avons pas trouvé les travaux qui 
traites de problèmes identiques au notre.   
Etant donné que le problème est trop compliqué tel qu’il est, nous avons cherché des façons 
de son modélisation qui nous permettrons le résoudre. Nous avons trouvé trois cas où le problème 
initial peut être décomposé en plusieurs parties, chacune entre lesquelles peut être transformé dans un 
problème connu de la Recherche Opérationnelle.  Ensuite nous avons travaillé que sur la partie 
lotissement du problème décomposé tout en montrant comment les autres partis peuvent être résolus. 
Les problèmes de ce type sont très importants pour l’optimisation d’une chaine logistique. 
Ces résolutions aident d’organiser la production à la manière efficace, que permet aux entreprises de 
faire des gains financiers importants. 
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Alors que l’e´conomie de marche´ est aujourd’hui plus que jamais la proie de la concurrence,
chaque entreprise se doit de trouver un moyen de produire des biens d’une qualite´ de´finie,
tout en restant a` un prix qui soit le plus attractif possible. Dans cette de´marche, toute
entreprise est soumise a` certaines contraintes. Si l’on conside`re que la demande fait l’offre,
il peut alors s’agir de satisfaire cette dernie`re, mais aussi de contraintes le´gales, de moyens,
ou encore lie´es au marche´. L’optimisation est au coeur de toutes ces de´marches et celle qui
nous inte´resse tout particulie`rement aujourd’hui est lie´e aux proble`mes de planification d’une
chaine d’approvisionnement.
Il existe plusieurs de´finitions d’une Chaˆıne Logistique (Supply Chain) dans la litte´rature
- voir, par exemple, Lee et Billington (1993) et Pochet et Wolsey (2006). Trois fonctions
diffe´rentes peuvent eˆtres incorpore´es dans la de´finition de la chaˆıne. L’approvisionnement de
matie`res premie`res, la fabrication et la distribution des produits finis. Il s’agit en de´finitif
d’une chaine d’entreprises inter-connecte´es ayant pour but de transformer des matie`res pre-
mie`res en produits qui pourront eˆtre consomme´s par les utilisateurs finaux. Une chaˆıne
logistique se compose donc de fournisseurs, de fabricants, de clients et d’autres personnes
qui leur sont associe´s (voir figure 1).
Figure 1 – Chaˆıne logistique
La gestion d’une telle chaine ou Supply Chain Management (SCM), est la pratique consis-
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tant a` optimiser tous les composants de la chaine logistique dans un seul but, celui de livrer
aux clients, en temps et en heure, des produits d’une qualite´ donne´e au meilleur prix. Pour
plus d’informations, voir Giard (2003) et Axsa¨ter (2006).
Les diverses de´cisions concernant l’optimisation de la Chaine Logistique peuvent eˆtre
classe´es en plusieurs niveaux : strate´gique, tactique, et ope´rationnel.
Les de´cisions strate´giques sont des de´cisions a` long terme, elles concernent particulie`rement
l’implantation, la localisation des entrepoˆts, la recherche de fournisseurs, ou encore les
strate´gies de production.
Les conside´rations tactiques ont quant a` elles une porte´e a` moyen terme, et se reportent
plus particulie`rement a` la planification de production, de distribution et de transport afin
de re´duire le couˆt final.
Et enfin le niveau ope´rationnel qui prend en compte les de´cisions strate´giques et tactiques,
permet de s’adapter aux diffe´rents impre´vus. Il s’agit ici d’ordres d’approvisionnement, d’or-
donnancement, etc.
Ce me´moire est consacre´ a` l’e´tude des proble`mes survenant aux niveaux tactique et
ope´rationnel, plus pre´cise´ment aux proble`mes de lotissement et d’ordonnancement, lorsque
l’on de´finit les volumes de lots a` fabriquer et leur ordre de fabrication.
Cette the`se est organise´ en 5 chapitres.
Dans le chapitre 1, nous pre´sentons la proble´matique ge´ne´rale de gestion des syste`mes de
production en de´crivant brie`vement les principales e´tapes du processus de production. Nous
nous inte´ressons particulie`rement aux proble`mes de planification de la production, notam-
ment aux proble`mes de lotissement et d’ordonnancement. Ce chapitre contient e´galement un
e´tat de l’art sur les travaux qui traitent de proble`mes de lotissement et d’ordonnancement.
Nous pre´sentons les mode`les connus en les classant en fonction du nombre de produits a`
fabriquer, de la structure de la ligne de production, et de divers facteurs ale´atoires a` prendre
en compte.
Le chapitre 2 formule les principales hypothe`ses du proble`me de lotissement et de se´quencement
sous ale´as que nous allons e´tudier par la suite. A l’aide d’une simulation nous montrons les
gains possibles en temps et en niveau de service lorsqu’une optimisation est faite.
Les trois chapitres suivants traitent d’un proble`me de lotissement et de se´quencement en
utilisant des hypothe`ses diffe´rentes et s’appuyant sur des approches diffe´rentes, notamment
quant a` la manie`re d’appre´hender les ale´as.
Le chapitre 3 e´tudie un proble`me de se´quencement et de dimensionnement de lots dans
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le cas ou` la ligne de production est compose´e d’une seule machine. Deux types d’ale´as sont
pris en compte : le rendement ale´atoire et le temps d’exe´cution ale´atoire. Les temps de
changement de se´rie de´pendant de la se´quence sont e´galement pris en compte. Nous e´tudions
le proble`me avec deux fonctions objectifs : le 1er objectif est de minimiser le temps total
de fabrication, a` condition que toutes les demandes soient satisfaites (proble`me P-Temps) ;
le second, est de minimiser le couˆt total line´aire d’insatisfaction de la demande, sous la
condition que l’horizon de planification soit limite´ (proble`me P-Couˆt). Nous montrons que
les de´cisions de se´quencement et de lotissement peuvent eˆtre prises se´pare´ment dans les deux
cas. Nous fournissons une de´monstration de NP-difficulte´ de ces deux options du proble`me,
quand la quantite´ de pie`ces de´fectueuses est ale´atoire. Si le rendement et le temps total de
re´paration sont des fonctions connues de la quantite´ de pie`ces lance´es en fabrication, nous
montrons que le proble`me P-Temps peut eˆtre re´solu en temps polynoˆmial, alors que le
proble`me P-Couˆt reste NP-difficile. Nous pre´sentons une approche FPTAS pour re´soudre
un cas particulier du proble`me P-Couˆt.
Dans le chapitre 4 nous reprenons le cas particulier du proble`me P-Couˆt conside´re´ dans
le chapitre pre´ce´dent et pre´sentons deux mode`les de programmation line´aire en variables
mixtes. Les re´sultats d’expe´rimentations nume´riques et une comparaison des me´thodes (avec
l’approche FPTAS e´galement) sont fournis. Ensuite nous montrons que FPTAS ainsi qu’un
des mode`les line´aires peuvent eˆtre ge´ne´ralise´s pour un cas de proble`me P-Couˆt plus ge´ne´ral.
Le chapitre 5 s’inte´resse au meˆme type de proble`me de planification, mais dans le cas
ou` les variables ale´atoires sont donne´es par leurs lois de distribution (proble`me P-Prob).
L’objectif est de trouver la se´quence et les tailles de lot dans le but de maximiser le niveau
de service pour un horizon de planification donne´. Pour re´soudre ce proble`me NP-difficile,
nous utilisons une de´composition le ramenant a` trois sous-proble`mes : une e´nume´ration, un
proble`me de voyageur du commerce et le proble`me de sac a` dos. Nous nous inte´ressons a` la
re´solution de la partie lotissement (proble`me P-Prob-P2(i)), c’est-a`-dire du proble`me de
sac a` dos correspondant. Pour le re´soudre nous proposons deux me´thodes approche´es : une
Recherche Locale et un Algorithme Ge´ne´tique. Une comparaison de ces me´thodes, ainsi que
leurs comparaisons avec une me´thode exacte est pre´sente´e a` la fin de ce chapitre.





Travaux ante´rieurs et objectifs de
l’e´tude
Dans ce chapitre nous pre´sentons un e´tat de l’art concernant les proble`mes
de lotissement et d’ordonnancement. Nous allons commencer par expliquer
le fonctionnement d’un syste`me de gestion de production en faisant un focus
sur le proble`me de planification de production. Nous donnons un exemple de
classification selon diffe´rents parame`tres qui peut eˆtre applique´ aux proble`mes
de ce type. Ensuite nous pre´sentons des mode`les classiques et puis citons les
publications en les classant en fonction des hypothe`ses utilise´es. Ce cha-
pitre est organise´ en trois parties : dans la premie`re, nous pre´sentons des
proble`mes de lotissement, dans la deuxie`me partie des proble`mes d’ordonnan-
cement sont analyse´s, la troisie`me partie est consacre´e aux travaux ou` les
de´cisions de lotissement et d’ordonnancement doivent eˆtre prises ensemble.
1.1 Gestion de Production
La proble´matique de la gestion des syste`mes de production suscite de nombreux travaux
de recherche. Les chercheurs essayent de trouver des formulations pour des proble`mes indus-
triels afin de proposer des solutions nouvelles et efficaces, lesquelles arriveront par la suite
jusqu’aux entreprises pour contribuer a` l’ame´lioration de leurs performances.
Globalement, un syste`me de gestion de la production est organise´ de la fac¸on suivante
(voir Figure 1.1). L’e´tape de description comprend la de´finition de la structure physique
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Figure 1.1 – Gestion de la production
du syste`me de production, c.-a`-d. la configuration de la ligne de production, le nombre de
produits, les ressources utilise´es, etc. Par description des produits, nous entendons les infor-
mations sur les gammes ope´ratoires de divers produits, c.-a`-d. des se´quences d’ope´rations, la
dure´e de traitement de produit de chaque type par chaque machine, ou bien encore l’ensemble
des machines sur lesquelles chaque ope´ration peut eˆtre effectue´e.
La planification tient compte du carnet de commandes, du niveau des stocks (si l’on ne
travaille pas en Juste-A-Temps) et des pie`ces en cours de fabrication. La planification de la
production concerne le dimensionnement des lots des diffe´rents produits a` fabriquer, le choix
des pe´riodes ou` ces lots doivent eˆtre produits, des machines sur lesquelles la production doit
avoir lieu, l’affectation des taˆches aux machines, etc.
La strate´gie Juste-a`-temps (JAT) est de n’avoir que les produits ne´cessaires en quantite´
demande´e au moment voulu. JAT est un ensemble de techniques logistiques avec pour but
d’ame´liorer la productivite´ globale. Le principe est que la production est amorce´e par la
demande.
Les proble`mes d’ordonnancement et de lotissement font partie (ou sont des sous-
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proble`mes) de la proble´matique de la gestion de production. Souvent un ou plusieurs crite`res
sont optimise´s, par exemple :
• minimiser le temps total de fabrication (Makespan) ;
• minimiser le temps de retard (moyen, maximum) et (ou) d’avance ;
• minimiser divers couˆts : couˆt de fabrication, de set-up, de stockage, de transport, etc.
L’ordonnancement d’un atelier est un des proble`mes classiques de gestion de production.
Il consiste a` organiser dans le temps le fonctionnement d’un atelier (la re´alisation de taˆches en
fonction des diverses contraintes). Un cas particulier d’ordonnancement est le se´quencement,
qui consiste a` trouver une se´quence de passage de pie`ces dans un syste`me de production.
Les me´thodes de dimensionnement des lots (lotissement) sont de´veloppe´es pour pouvoir
de´cider si les pie`ces d’un produit doivent eˆtre fabrique´es a` un moment donne´, et le cas e´che´ant,
en quelle quantite´. Un Lot est un ensemble de produits du meˆme type, traite´s successivement
dans un syste`me de production.
Lorsque la production est lance´e, il faut essayer de respecter au mieux ce qui a e´te´
de´cide´ lors des phases de planification et d’ordonnancement. Cependant, dans la vie re´elle,
l’exe´cution d’un projet ne peut pas toujours eˆtre en parfaite conformite´ avec le planning
en raison de divers e´ve´nements ale´atoires. Souvent les e´ve´nements ale´atoires sont lie´s aux
proble`mes me´caniques d’atelier comme des pannes machines ou une maˆıtrise insuffisante de
proce´de´s, comme les rebuts, etc. Dans le cas d’une indisponibilite´ momentane´e d’une res-
source, la re´partition du travail parmi les autres ressources peut se faire graˆce a` l’ordonnan-
cement dynamique. Dans d’autres cas, plus graves, les ale´as peuvent ge´ne´rer des proble`mes
complexes, et il peut eˆtre ne´cessaire de faire une nouvelle planification.
La complexite´ d’un proble`me de planification de´pend directement du syste`me de pro-
duction conside´re´, par conse´quent, la classification de ces proble`mes est principalement
base´e sur les caracte´ristiques et parame`tres des syste`mes de production. Ci-dessous, nous
avons de´crit les plus importants d’entre eux.
Le syste`me de production peut eˆtre mono-niveau ou multi-niveaux. Dans le premier cas,
le produit final est obtenu directement apre`s traitement de la matie`re premie`re, c.-a`-d. un
seul stade de production est ne´cessaire. L’obtention d’un produit final dans un syste`me
multi-niveaux demande plusieurs stades de fabrication.
L’horizon de planification est la pe´riode de temps, durant laquelle la fabrication de
l’inte´gralite´ des pie`ces ne´cessaires sera effectue´e. L’horizon de planification peut eˆtre fini ou
infini. Dans la plupart des cas, si l’horizon de planification est fini, il est divise´ en plusieurs
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pe´riodes. Il y a deux types de proble`mes en fonction de la dure´e des pe´riodes : small bucket et
big bucket. Dans le premier cas, une seule pie`ce peut eˆtre fabrique´e lors d’une pe´riode, tandis
que dans le second cas, la dure´e des pe´riodes e´tant assez importante, il est donc possible
de produire plusieurs articles au cours d’une pe´riode. Si l’horizon de planification n’est pas
divise´ en pe´riodes, nous avons a` faire a` un proble`me mono-pe´riode.
Il existe deux types de demande : statique et dynamique. Une demande statique implique
que sa valeur reste invariable durant tout l’horizon de planification, alors que la valeur d’une
demande dynamique peut varier d’une pe´riode a` l’autre. Si la valeur de la demande est
connue d’avance, nous avons affaire avec une demande de´terministe, dans le cas contraire a`
une demande stochastique. Lorsqu’il est question de la demande stochastique, la distribution
de la probabilite´ est souvent connue a` partir d’une analyse des demandes pour les pe´riodes
passe´es.
Quand il n’y a pas de limitation de ressources, nous avons affaire a` un proble`me dit sans
contrainte de capacite´. Il est possible d’avoir des limites de capacite´ du stock, de disponibilite´
des machines, du volume de fabrication par pe´riode, des matie`res premie`res, etc. Dans ce
cas, les contraintes de capacite´ doivent absolument eˆtre respecte´es.
Le nombre de produits finis dans le syste`me de production est e´galement une caracte´ristique
importante. De ce point de vue, il y a deux types de syste`mes de production : mono- et multi-
produits.
Souvent, quand on passe de la fabrication d’un produit a` l’autre, un couˆt et un temps
de changement de se´rie (set-up) non ne´gligeables sont ajoute´s. Ge´ne´ralement, c’est le temps
(couˆt) ne´cessaire pour la pre´paration des machines pour la fabrication des composants d’un
nouveau type, l’adaptation des e´quipements, etc. Souvent les proble`mes de planification
doivent tenir compte du temps (couˆt) de changement de se´rie.
Dans cette the`se nous e´tudions un proble`me de planification sous incertitudes (voir cha-
pitre 2). Le proble`me consiste a` de´finir les quantite´s optimales de produits a` traiter (tailles
de lots) et l’ordre de passage des lots dans une ligne de production afin d’optimiser un
crite`re. Deux types d’incertitudes sont prises en compte : les ale´as de rendement et le temps
d’exe´cution ale´atoire. Dans le reste de ce chapitre nous fournirons un e´tat de l’art traitant




Depuis les travaux fondateurs de Wagner et Whitin, et Manne en 1958, plusieurs cher-
cheurs se sont inte´resse´s aux proble`mes de lotissement sous ces diffe´rentes formes, en propo-
sant des mode´lisations, des formulations ainsi que des me´thodes de re´solution.
En ge´ne´ral, l’objectif d’un proble`me de lotissement est de de´terminer la quantite´ de
pie`ces de chaque type (s’il y en a plusieurs) a` fabriquer dans chaque pe´riode (dans le cas
multi-pe´riode) en tenant compte de la demande, des contraintes de capacite´, de disponibilite´,
etc.
Proble`mes Mono-pe´riode
L’un des plus anciens et fondamentaux mode`les de lotissement est le Quantite´ E´conomique
de Commande (EOQ) introduit par Harris en 1913. Le but de ce proble`me est de trouver la
quantite´ de commande Q, qui minimise les couˆts totaux de possession et de commande. Les
hypothe`ses de mode`le EOQ sont les suivantes :
• Production instantane´e (capacite´ infinie, i.e. le lot entier est fabrique´ simultane´ment) ;
• Disponibilite´ imme´diate ;
• Demande de´terministe et constante ;
• Couˆt de lancement est constante ;
• Il y a un seul type de produit en stock (mono-produit) ;
• Horizon de planification est infini.
Les notations pour ce mode`le sont les suivantes : D est la demande annuelle, s est le couˆt
de lancement, h est le couˆt de stockage (pour une unite´ de produit et pour une anne´e). Pour
trouver la valeur de Q optimale, il est ne´cessaire de minimiser le couˆt moyen annuel total :







ou` sD/Q est le couˆt de lancement et hQ/2 est le couˆt de possession du stock. Figure 1.2
montre une repre´sentation graphique de ces couˆts. Pour re´soudre ce proble`me il faut mettre
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Figure 1.2 – Les couˆts de mode`le EOQ
Le proble`me EOQ a e´te´ beaucoup e´tudie´ dans la litte´rature. Il existe des nombreux ar-
ticles contenants de diffe´rentes me´thodes pour trouver la quantite´ e´conomique. Par exemple,
Grubbstrom (1996) a de´montre´ que le proble`me EOQ peut eˆtre re´solu en utilisant les de´rive´es
alge´briques, ce qui permet d’e´viter l’utilisation des de´rive´es et ouvre l’approche a` d’autres
fonctions couˆts. L’extension du proble`me EOQ le plus e´tudie´ est EOQ avec backorders ou
ruptures de stock. Dans ce cas, par rapport au mode`le EOQ, deux nouvelles notations ap-
paraissent : le couˆt unitaire de rupture b et le nombre maximal de ruptures B (variable de
de´cision). La fonction objectif peut eˆtre repre´sente´e de la manie`re suivante :













est le couˆt total de stockage et bB
2
2Q
est le couˆt total de rupture. Grubbstro¨m et
Erdem (1999) ont de´montre´s que la me´thode des de´rive´es alge´briques peut eˆtre utilise´e pour
re´soudre cette extension du proble`me.
La Quantite´ E´conomique de Production (EPQ) est aussi une des extensions du mode`le
EOQ. Elle a e´te´ sugge´re´e par Taft en 1918. La diffe´rence entre les deux mode`les est le fait
que les demandes dans le proble`me EPQ sont rec¸ues progressivement au cours du processus
de fabrication. Comme pour le proble`me EOQ, nous cherchons un e´quilibre entre le couˆt
de possession et le couˆt de production. En utilisant des notations du mode`le EOQ, le couˆt
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total est repre´sente´ par l’expression suivante :















Ca´rdenas-Barro´n (2001) applique la meˆme me´thode (par de´rive´es alge´briques) pour trou-
ver la solution optimale du proble`me EPQ avec ruptures. Ronald et al. (2004) et Chang
et al. (2005) proposent des ame´liorations pour les me´thodes d’optimisation de EOQ et
EPQ avec ruptures. Une approche similaire peut eˆtre trouve´e dans Wu et Ouyang (2003)
pour le proble`me de vendeur-acheteur inte´gre´, le but est d’obtenir la quantite´ e´conomique
optimale pour l’acheteur et la quantite´ optimale des livraisons pour le vendeur.
Minner (2007) propose une autre me´thode pour re´soudre le proble`me EOQ. Elle est base´e
sur la comparaison des couˆts pour les tailles de diffe´rents lots. Il a e´galement de´montre´ que
sa me´thode peut eˆtre applique´e pour les EOQ et EPQ avec backorders. Teng (2009) de´crit
encore une autre approche pour re´soudre les proble`mes ci-dessus, en utilisant une ine´galite´
arithme´tico-ge´ome´trique. Cette me´thode part du principe que la moyenne arithme´tique est
supe´rieure ou e´gale a` la moyenne ge´ome´trique.
Les mode`les EOQ et EPQ ont plusieurs hypothe`ses simplificatrices. Ne´anmoins, ces
mode`les forment une bonne base pour faire face aux proble`mes re´els. Nous trouvons e´galement
un grand nombre d’extensions et modifications de ces mode`les dans la litte´rature.
Proble`mes Multi-pe´riode
Les proble`mes EOQ et EPQ ont une demande constante et un horizon de planification
infini. En revanche, le mode`le de Wagner-Whitin (proble`me de lotissement dynamique) sup-
pose la demande dynamique et l’horizon de planification T fini et divise´ en plusieurs
pe´riodes (jours, semaines, mois) : t = 1, 2, . . . , T . Les notations restent les meˆmes, sauf que
les variables sont de´finies pour chaque pe´riode t, t = 1, 2, . . . , T :
• Couˆt de lancement st ;
• Couˆt de stockage ht ;
• Demande dt pour la pe´riode t.
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Le stock initial I0 est nul. It est le niveau de stock a` la fin de la pe´riode t, t = 1, . . . , T . Le but
est de trouver les quantite´s de pie`ces a` fabriquer (Q1, Q2, . . . , QT ) pour toutes les pe´riodes




It = It−1 +Qt − dt, t = 1, 2, . . . , T,
I0 = 0, Qt, It ≥ 0.
(1.6)
En ge´ne´rale, trois types d’approches peuvent eˆtre applique´es pour l’optimisation :





• l’approche de Wagner-Whitin qui permet de trouver une solution exacte pour cer-
tains cas spe´cifiques ;
• une me´thode approche´e, qui arrive a` trouver des solutions de bonne qualite´ tout en
restant relativement simple.
L’algorithme de Wagner-Whitin est l’approche par programmation dynamique en uti-
lisant deux proprie´te´s de´montre´es par Wagner et Whitin. Cet algorithme est largement utilise´
dans la litte´rature pour re´soudre les proble`mes de lotissement dynamique. Evans (1985) a
propose´ une imple´mentation informatique efficace de l’algorithme. On peut trouver quelques
autres exemples d’applications de l’algorithme dans Wagelmans et al. (1992), Potamianos
et Orman (1996), Potamianos et al. (1997). Fordyce et Webster (1984) ont propose´ une
explication non-mathe´matique de l’algorithme de Wagner-Whitin.
Comme la plupart des approches exactes, l’algorithme de Wagner-Whitin a des difficulte´s
pour re´soudre des proble`mes de grandes tailles (voir, par exemple, Saydam et Evans (1990)
et Jeunet et Jonard (2000)), alors plusieurs approches heuristiques ont e´te´ de´veloppe´es. La
plus connue parmi elles est l’heuristique de Silver-Meal. C’est une me´thode qui cherche a`
minimiser le couˆt moyen par pe´riode en fonction du nombre de pe´riodes. Pour plus de de´tails
voir, par exemple, Omar et Deris (2001) et Hu et al. (2004). Nous pouvons mentionner
aussi l’approche Lot-pour-Lot, ou` chaque commande comprend la quantite´ exacte des pie`ces
ne´cessaires pour chaque pe´riode.
Si nous ajoutons une contrainte de capacite´ finie de production, nous obtenons le proble`me
de lotissement a` capacite´ finie (CLSP). Ce proble`me est e´galement un proble`me a` plusieurs
pe´riodes. Le but est de trouver un plan de production (les types et les quantite´s de produits
Xit a` fabriquer pour chaque pe´riode) afin de minimiser le couˆt total. La demande dit pour
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chaque type de produit i, i = 1, . . . , n et pour chaque pe´riode t, t = 1, . . . , T est donne´e.
Nous connaissons e´galement Rt la capacite´ disponible pour la pe´riode t, t = 1, . . . , T . Un
couˆt de lancement fixe sit et un couˆt de production line´aire pit sont connus ainsi que le
couˆt de stockage hit, proportionnel a` la quantite´ de pie`ces en stock et au temps de stockage.
Remarquons que malgre´ le fait que le couˆt de lancement (set-up) sit de´pend du type de
produit et de la pe´riode, il est inde´pendant de la se´quence des produits, ce qui n’est pas
toujours le cas dans les proble`mes re´els. Les notations additionnelles pour ce proble`me sont
les suivantes :
• stock Iit des produits de type i a` la fin de la pe´riode t (on suppose que Ii1 = IiT = 0) ;
• variables binaires Yit telles que
Yit =
1, si le produit i est traite´ pendant la pe´riode t0, sinon





• consommation de ressource ai pour le produit i.
En prenant en compte tous les parame`tres de´finis ci-dessus, le proble`me CLSP peut eˆtre










aiXit ≤ Rt, t = 1, . . . , T,
Xit + Ii,t−1 − Iit = dit,
Xit ≤MitYit,
Yit ∈ {0, 1}, Xit ≥ 0, Iit ≥ 0,
i = 1, . . . , n, t = 1, . . . , T
Le proble`me CLSP est NP-difficile, voir Bitran et Yanasse (1982) et Chen et Thizy (1990).
Une analyse de´taille´e de ce proble`me avec un e´tat de l’art sur les me´thodes de re´solution se
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trouve dans Karimi et al. (2003). E´tant donne´ que le proble`me est NP-difficile, la plupart
des me´thodes sont des heuristiques.
Pour terminer, nous allons citer un travail re´cent sur une extension de ce proble`me.
Nascimento et al. (2010) abordent le proble`me CLSP avec plusieurs sites de production
inde´pendants ou` les transferts entre les sites sont autorise´s. Ils proposent une approche de
type GRASP (Greedy Randomized Adaptive Search Procedure) ainsi qu’une proce´dure de
”path-relinking” pour trouver des solutions inte´ressantes.
Proble`mes de lotissement avec incertitudes
Le mode`le de lotissement probabiliste le plus connu est le mode`le de Newsboy ou News-
Vendor. Dans ce mode`le un parame`tre incertain - la demande - apparaˆıt. Dans la version
classique du proble`me, un agent (newsvendor ou newsboy) ache`te une certaine quantite´ de
produits (magazines) au de´but de la pe´riode (le matin, par exemple). Pendant la journe´e,
il vend les produits sur le marche´. La quantite´ de journaux (demande) vendus est ale´atoire.
Alors si le vendeur a surestime´ la demande, il perd de l’argent pour les journaux non ven-
dus, sinon il y a les opportunite´s perdues (manque a` gagner). Le proble`me est de trouver la
quantite´ X de produits optimale a` acheter. Les hypothe`ses de ce proble`me sont les suivantes :
• Une seule pe´riode ;
• Un seul produit ;
• Demande D incertaine avec une loi de distribution connue avec une densite´ de proba-
bilite´ f(D) et la fonction de re´partition F (D) ;
La fonction du profit de vendeur est la suivante :
pi =
(P v − P a)X − P p(D −X), si D ≥ XP vD + P s(X −D)− P aX, si D < X (1.8)
ou` P v est le prix de vente d’une unite´, P a est le prix d’achat, P p est le couˆt de pe´nurie par
unite´ manque´e et P s est le prix unitaire de surplus (le prix auquel il peut rendre les invendus).
Il existe plusieurs extensions de ce mode`le, Khouja (1999) les a classifie´ dans 11 cate´gories
en fonction de : objectif, politique de prix, rendement ale´atoire ou non, information connue
sur la demande, quantite´ de produits, nombre de niveaux, de pe´riodes, etc. Dans le cadre de
cette the`se, nous nous inte´ressons aux cas avec plusieurs produits et rendements ale´atoires
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(quantite´ de journaux qu’on obtient en commandant une quantite´ donne´e).
En pratique, la plupart des proble`mes industriels comprend plusieurs produits et souvent
il faut prendre en compte des contraintes de capacite´. Ainsi dans l’article de Lau et Hing-
Ling Lau (1995) une contrainte de capacite´ est introduite, c.-a`-d. il y a une limite sur la
quantite´ des journaux que l’agent peut acheter chaque jour. Les auteurs ont propose´ une
proce´dure base´e sur ”active set” me´thode. Erlebacher (2000) a de´veloppe´ trois heuristiques
pour le meˆme extension du proble`me de Newsboy. Dans la publication de Abdel-Malek
et al. (2004), nous trouvons comment obtenir la solution exacte, si la fonction de densite´
de la probabilite´ est uniforme et une me´thode ite´rative qui permet de trouver une solution
optimale (ou proche de l’optimum) pour le cas d’une fonction de densite´ ge´ne´rale continue.
Ces ide´es ont e´te´ reprises et de´veloppe´es dans Abdel-Malek et Montanari (2005). Une autre
me´thode de re´solution binaire peut eˆtre trouve´e dans Zhang et al. (2009) pour une fonction de
densite´ de la demande quelconque. Silver et Moon (2001) conside`rent une extension avec un
stock initial constituant des pie`ces convertibles, c.-a`.-d. ces pie`ces peuvent eˆtre transforme´es
dans n’importe quel type de produit final.
Le rendement ale´atoire est un autre type d’incertitude, qu’il faut prendre en compte
pour le lotissement. Cette incertitude complique conside´rablement la planification, car la
quantite´ de produits en entre´e et en sortie n’est pas la meˆme et cette diffe´rence n’est pas
connue avec certitude et peut conduire, par exemple, a` des retards de livraison qui entraˆınent
des pe´nalite´s. Yano et Lee (1995) pre´sente une revue de la litte´rature sur les proble`mes de
lotissement avec un rendement ale´atoire.
Un autre proble`me largement e´tudie´ dans la litte´rature est le Proble`me de Lotissement
Multiple (Multiple Lot-Sizing Production to Order - MLPO). Grosfeld-Nir et Gerchak (2004)
fournissent une revue des mode`les et des re´sultats analytiques pour MLPO. Pour ce proble`me
le rendement est ale´atoire et la demande doit eˆtre satisfaite inte´gralement, alors plusieurs
lancements peuvent eˆtre ne´cessaires pour l’atteindre. Il faut donc trouver la taille du lot
initial X minimisant le couˆt total de production. Il existe quelques hypothe`ses ge´ne´rales
pour le rendement YX : la probabilite´ que YX < X est e´gale a` 1 et YX est une fonction
croissante de X. Les autres notations et hypothe`ses sont donc suivantes :
• Un seul type de produit ;
• La demande D est fixe´e ;
• Le couˆt de set-up s est connu ;
• Le couˆt unitaire de production p est e´galement connu ;
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• P (y, n) est la probabilite´ que le rendement Yn e´gal a` y, si la taille de lot lance´e est n,
P (y, n) = 0 si y > n.
Il est suppose´ que pour chaque nouveau lancement nous avons un couˆt de set-up, alors
le couˆt de production d’un lot de taille X est e´gal a` s + pX. Si, apre`s le lancement de
X composants, le rendement YX est infe´rieur a` D, le proble`me se re´pe`te avec la demande
restante D
′
= D−YX . De`s que la production totale est supe´rieure ou e´gale a` D, le processus
s’arreˆte.
Le couˆt total pre´vu peut eˆtre calcule´ a` l’aide de l’e´quation suivante :
VD(n) = s+ pn+ P (0, n)VD(n) +
D−1∑
y=1
P (y, n)VD−y (1.9)
ou` n ≥ 1, VD = minn VD(n) ≡ VD(nD) pour D ≥ 1, et VD ≡ 0 pour D ≤ 0. La taille de lot
optimale et le couˆt peuvent eˆtre calcule´s par une re´cursion.
Il existe plusieurs mode`les pour estimer un rendement ale´atoire. Les plus utilise´s sont : le
processus de Bernoulli, le Rendement stochastique proportionnel et le Rendement Interrompu
ge´ome´trique :
1. Le processus de Bernoulli. Supposons sans perte de ge´ne´ralite´ que nous avons un
seul type de produits a` fabriquer. Pour utiliser ce mode`le il faut que la probabilite´ p, qu’une
pie`ce est de bonne qualite´ apre`s sa fabrication soit connue et soit la meˆme pour toutes
les pie`ces. La dernie`re hypothe`se signifie que la fabrication d’une pie`ce est comple`tement
inde´pendante de celle des autres. Conside´rant cela, nous pouvons en de´duire les e´quations
suivantes :
• la probabilite´ d’avoir x pie`ces de bonne qualite´ a` partir de n pie`ces traite´es (loi bino-
miale B(n, p)) :






• la probabilite´ d’avoir x pie`ces de bonne qualite´ quand la quantite´ de rebut est e´gale a`
r (loi binomiale ne´gative NB(r, p)) :
P (x, r) =
(
x+ r − 1
r − 1
)
(1− p)rpx for r = 0, 1, 2, . . .
• le nombre de pie`ces x a` lancer afin d’avoir une pie`ce de bonne qualite´ (distribution
ge´ome´trique NB(1, p)) :
P (x) = (1− p)x−1p
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Voir des exemples dans Singh et al. (1988), Teunter et Flapper (2003), Dolgui et al. (2005).
2. Le rendement stochastique proportionnel est le cas le plus utilise´ dans la
litte´rature. Dans ce cas le pourcentage α de pie`ces de´fectueuses (ou de pie`ces de bonne
qualite´) est connu et est le meˆme quelle que soit la taille du lot. Si, par exemple, X est la
taille du lot, le rendement YX (c.-a`-d. le nombre de pie`ces de bonne qualite´) est :
YX = αX
ou` α est la fraction ale´atoire des pie`ces de bonne qualite´, inde´pendante de X. La valeur α a
une densite´ de probabilite´ g(·), une fonction de re´partition G(·) et une moyenne µ.
3. Le rendement Interrompu ge´ome´trique de´crit un processus de de´gradation. Avec
une probabilite´ de (1 − θ) le processus passe hors de controˆle. Si le processus est hors de
controˆle, la pie`ce traite´e et toutes les pie`ces suivantes de ce lot sont de´fectueuses. Autre-
ment dit, θ repre´sente la fiabilite´ du processus de production. En utilisant ce mode`le de
mode´lisation nous pouvons obtenir la probabilite´ d’avoir y pie`ces de bonne qualite´ :
P (y, n) = (1− θ)θy, y = 0, 1, 2, . . . , n− 1,
dans le cas y = n, P (n, n) = θn.
Salameh et Jaber (2000) ont e´tendu les mode`les EPQ/EOQ pour pouvoir tenir compte
des articles de qualite´ imparfaite. Ils montrent que la Quantite´ E´conomique de Commande a
tendance a` augmenter quand le pourcentage des composants imparfaits augmente. Maddah
et Jaber (2008) proposent un nouveau mode`le pour le meˆme proble`me en utilisant la the´orie
de renouvellements. Ce mode`le permet d’avoir des expressions analytiques pour le profit
espe´re´ par unite´ de temps et pour la quantite´ optimale. Dans l’article (Eroglu et Ozdemir
(2007)), un mode`le EOQ avec des pie`ces de´fectueuses et des ruptures de stock a e´te´ examine´.
Le taux de composants de´fectueux dans un lot est une variable ale´atoire uniforme´ment
distribue´e. L’influence du pourcentage de pie`ces de´fectueuses sur la solution optimale a e´te´
e´tudie´e. D’autres exemples de mode´lisation des ale´as peuvent eˆtre retrouve´s dans : Yao
(1988), Grosfeld-Nir et Gerchak (1990), Gerchak et al. (1994), Agnihothri et al. (2000),
Wang et Gerchak (2000) , Haji et al. (2008), Li et al. (2008), etc.
Zhang et Guu (1998) e´tudient le proble`me de lotissement multiple (MLPO) avec un
rendement suivant une loi de probabilite´ interrompue ge´ome´trique. Ils e´tudient en particulier
le comportement de la fonction couˆt et des tailles de lots optimales. Guu et Liou (1999)
travaillent sur le meˆme proble`me et proposent un algorithme pour de´terminer des tailles de
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lots optimales. Ils de´montrent que leur approche est plus efficace que celle de Zhang et Guu
(1998). Dans le papier (Guu et Zhang (2003), l’e´tude pre´ce´dente (Zhang et Guu (1998) a
e´te´ e´largie en ajoutant deux facteurs : les couˆts de possession de stocks et un nombre fini de
set-up. Grosfeld-Nir et Gerchak (1996) ont e´tudie´ pour le proble`me MLPO les proprie´te´s
de la solution optimale en fonction de valeurs de parame`tres et de la fac¸on avec laquelle les
ale´as sont mode´lise´s.
Un exemple d’utilisation de la loi uniforme discre`te P (y, n) = 1
n+1
est pre´sente´ dans
(Anily (1995). Plusieurs auteurs proposent des mode`les avec une distribution quelconque,
c.-a`-d. toute distribution peut eˆtre utilise´e. Zhang et Guu (1997) examinent les proprie´te´s de
la fonction de couˆt pour un proble`me de lotissement multiple avec une demande constante
et la distribution de probabilite´ quelconque pour le rendement.
Certains mode`les conc¸us pour un rendement de´terministe ont e´te´ ge´ne´ralise´s pour le cas
de rendement ale´atoire. Par exemple, le proble`me de Newsvendor avec le rendement ale´atoire
a e´te´ conside´re´ dans (Abdel-Malek et al. (2008). Les auteurs ont appele´ cette extension Gar-
dener problem. Un rendement ale´atoire peut eˆtre explique´ par le fait que le newsboy rec¸oit
moins de journaux qu’il a commande´ en raison de la me´te´o. Dans les articles (Eroglu et Oz-
demir (2007) et (Maddah et Jaber (2008) le mode`le EOQ avec les pie`ces de´fectueuses et rup-
tures a e´te´ e´tudie´. Liao et al. (2009) et Salameh et Jaber (2000) conside`rent le proble`me EPQ
avec une production imparfaite. Gerchak et al. (1994) propose une formulation pour le lotis-
sement dans un syste`me d’assemblage avec un rendement ale´atoire. Les auteurs conside`rent
deux cas : avec les lois de probabilite´ de rendement identiques et non.
Les pannes ”machines” sont une autre source d’ale´as. Si une machine peut tomber
en panne, le temps de bon fonctionnement devient ale´atoire. Ge´ne´ralement, le temps de
re´paration est e´galement ale´atoire. Le temps total de re´paration peut eˆtre repre´sente´ par
une fonction du temps de production. Lin et Gong (2006) examinent l’effet des pannes ma-
chines sur le mode`le de Economic Production Quantity (EPQ). Dans leur article, le temps
de re´paration apre`s chaque panne est constant, mais le temps entre deux pannes est une
variable ale´atoire avec une loi de distribution exponentielle ne´gative.
Souvent les proble`mes conside´re´s dans la litte´rature contiennent plusieurs types d’incer-
titudes a` la fois. Par exemple, Gerchak et al. (1988) e´tudient un mode`le de production avec
un rendement et une demande ale´atoires. Les auteurs proposent une analyse comple`te du
proble`me pour une seule pe´riode, des proprie´te´s du proble`me dans le cas de deux pe´riodes
et une structure de solution pour les cas ou` le nombre de pe´riodes serait supe´rieur a` 2. Ils
supposent que la demande pour chaque pe´riode est une variable ale´atoire. Les demandes
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pour diffe´rentes pe´riodes sont inde´pendantes et identiquement distribue´es (i.i.d.), avec une
densite´ de probabilite´ g(·) et une fonction de re´partition G(·) communes. Le rendement est
de type stochastique proportionnel.
1.3 Ordonnancement
La the´orie de l’ordonnancement est une branche de la recherche ope´rationnelle qui s’inte´-
resse au calcul des dates optimales pour l’exe´cution de taˆches. Il est tre`s souvent ne´cessaire
d’affecter en meˆme temps les ressources ne´cessaires a` l’exe´cution de ces taˆches. Un proble`me
d’ordonnancement peut eˆtre conside´re´ comme un sous-proble`me de planification dans le-
quel il s’agit de de´cider de l’exe´cution ope´rationnelle des taˆches planifie´es. L’objectif des
proble`mes d’ordonnancement est d’optimiser une fonction (par exemple le temps ou le couˆt
total de production). La classification des proble`mes d’ordonnancement la plus utilise´e dans
la litte´rature est construite a` partir de la configuration du syste`me de production. Il existe
cinq types principaux de configuration des syste`mes de production : machine unique, ma-
chines paralle`les, flow-shop, job-shop et open-shop.
La majorite´ des proble`mes d’ordonnancement suppose la pre´sence de temps ou (et) couˆts
de lancement (changement de se´rie, installation ou set-up) non-ne´gligeables. En ge´ne´ral le
changement de se´rie comprend les travaux ne´cessaires pour la pre´paration d’une machine
(ou d’une ligne entie`re) pour produire des pie`ces d’un certain type, l’adaptation des outils,
et l’acquisition des matie`res. Un temps (couˆt) de changement de se´rie avec batching a lieu
lorsque des taˆches sont traite´es par lots (palettes, conteneurs, cartons) et un temps (couˆt) de
set-up pre´ce`de le traitement de chaque lot. Ici un lot est un ensemble des pie`ces (taˆches) de
la meˆme famille. Deux taˆches (pie`ces) appartiennent a` la meˆme famille si, par exemple, leurs
temps de fabrication sont les meˆmes pour toutes les machines de la ligne. Tandis que les
familles sont cense´es eˆtre de´finies a` l’avance, la formation de lots est une partie du processus
de de´cision ope´rationnel. Le temps (couˆt) de set-up est de´pendant de la se´quence, si sa dure´e
(couˆt) de´pend du type de pie`ce qui doit eˆtre fabrique´ et du type de pie`ce pre´ce´dent. Le
temps (couˆt) est inde´pendant de la se´quence, si sa dure´e (couˆt) de´pend uniquement du lot a`
fabriquer. Dans un traitement sans lot, un temps (couˆt) de changement de se´rie est engage´
avant le traitement de chaque pie`ce. Le mode`le correspondant peut aussi eˆtre conside´re´
comme un mode`le avec lots, dans lequel chaque lot est compose´ d’une seule pie`ce.
Le papier d’Allahverdi et al. (1999) contient une revue de la litte´rature pour les proble`mes
d’ordonnancement avec le couˆt (temps) de set-up. Les auteurs classifient ces proble`mes sur
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la base de la configuration de syste`mes de production et du type de set-up (de´pendant ou
inde´pendant de la se´quence).
Dans le cas d’une seule machine, toutes les taˆches (produits) doivent eˆtre traite´es par
cette machine. Le proble`me consiste donc a` de´finir un ordre (se´quence) des taˆches pour
le cas mono-pe´riode et a` de´finir les taˆches et leur ordre pour chaque pe´riode, pour le cas
multi-pe´riodes.
Les machines paralle`les exe´cutent les meˆmes ope´rations, alors chaque taˆche peut eˆtre
traite´e par n’importe laquelle de ces machines. Le temps de traitement peut eˆtre diffe´rent
pour diffe´rentes machines. Trois types de machines paralle`les existent :
• Machines Identiques : le temps de traitement d’une taˆche est le meˆme quelle que soit
la machine (voir Min et Cheng (1999), Yalaoui et Chu (2002), Lee et al. (2006)) ;
• Machines Uniformes : chaque machine a une vitesse de traitement ; la dure´e d’une taˆche
est proportionnelle a` cette vitesse (voir Guinet (1995), Balakrishnan et al. (1999), Chou
et al. (2006)) ;
• Machines Inde´pendantes : le temps du traitement de chaque taˆche est propre pour
chaque machine, et ils sont inde´pendants les uns des autres (voir dans Kim et al.
(2002), Chen et Wu (2006)).
Un Flow-shop est une ligne de production ou` toutes les taˆches doivent eˆtre traite´es par
toutes les machines, lesquelles doivent eˆtre visite´es dans le meˆme ordre par toutes les taˆches.
Le proble`me de minimisation du temps total de production sur flow-shop est NP-difficile, si le
nombre de machines est plus grand que 2, sauf quelques cas particuliers avec trois machines.
Dans une ligne de production Job-shop, chaque produit a sa propre se´quence d’ope´rations,
c.-a`-d. il n’y a pas d’obligation pour une pie`ce d’eˆtre traite´e par toutes les machines de la
ligne. En revanche, la se´quence de passage est fixe´e pour chaque pie`ce. Les proble`mes de
type job-shop sont e´galement NP-difficiles dans la plupart des cas. Open-Shop est un cas
spe´cifique de job-shop : la diffe´rence est que chaque pie`ce doit eˆtre traite´e par un ensemble
de machines donne´, mais l’ordre des ope´rations est absolument libre.
Nous nous inte´ressons aux proble`mes du type machine unique et a` des lignes de production
du type flow-shop de permutation (se´quence des taˆches est la meˆme pour toutes les machines).




Un des proble`mes de base en ordonnancement des taˆches sur une seule machine (voir
Szwarc (1996)) a les hypothe`ses suivantes :
• Il y a n taˆches (jobs) ;
• La machine ne peut traiter qu’un seul job a` la fois ;
• Chaque job k est disponible au temps ze´ro ;
• Le temps de traitement du job k est e´gal a` tk ;
• Tous les jobs ont la date d’e´che´ance L commune et fixe´e ;
• L’avance ainsi que le retard d’un job sont pe´nalise´s : αk - couˆt d’avance et βk couˆt de
retard de job k, k = 1, . . . , n.
Le proble`me est de trouver les dates de fin Ck, k = 1, . . . , n de toutes les taˆches afin de
minimiser la fonction de pe´nalite´ :
n∑
k=1
(αkEk + βkTk) (1.10)
ou` Ek = max(0, L− Ck) est l’avance et Tk = max(0, Ck − L) est le retard de la taˆche k. La
minimisation des couˆts d’avance et de retard correspond a` la strate´gie Juste-a`-temps.
Une revue des proble`mes d’ordonnancement de´terministes avec la date d’e´che´ance com-
mune pour les lignes de production contenant une seule machine ou des machines paralle`les
a e´te´ fournie par Baker et Scudder (1990) et Gordon et al. (2002). Notamment nous pou-
vons voir que le proble`me (1.10) pour certains cas est NP-difficile. Webster et Baker (1995)
ont propose´ une revue de la litte´rature sur l’ordonnancement avec lots sur une machine. Ils
traitent trois mode`les : l’ordonnancement avec disponibilite´ des pie`ces, l’ordonnancement
avec disponibilite´ des lots et le traitement des lots. D’autres exemples du proble`me d’ordon-
nancement sur une seule machine peuvent eˆtre trouve´s dans (Kacem (2010)) et (Kacem et
Mahjoub (2009)).
Hoogeveen et Van de Velde (1996) proposent une approche de type Branch-and-Bound
pour le proble`me ci-dessus pour le cas ou` chaque job a sa propre date d’e´che´ance Li, par
contre les couˆts d’avance α et de retard β, β > α sont les meˆmes pour tous les jobs. D’autres
travaux sur ce proble`me peuvent eˆtre cite´s, comme par exemple Kim et Yano (1994), Sourd et
Kedad-Sidhoum (2003), Sourd et Kedad-Sidhoum (2008), Kedad-Sidhoum et Sourd (2010),
etc. Dans le dernier travail mentionne´, les re´sultats de calcul montrent que des solutions de
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bonne qualite´, pour des proble`mes avec plus de 100 taˆches, peuvent eˆtre trouve´es en quelques
secondes.
Gupta et Smith (2006) examinent le proble`me de la planification sur une machine afin de
minimiser le retard total avec le temps de changement de se´rie de´pendant de la se´quence. Ils
pre´sentent deux algorithmes, une heuristique de type recherche locale et une Greedy Rando-
mized Adaptive Search Procedure (GRASP). GRASP est une multi-start meta-heuristique
souvent utilise´e pour les proble`mes d’optimisation combinatoire. Elle se compose de deux
phases : une phase de construction, suivie d’une phase d’ame´lioration. Dans la phase de
construction, une solution re´alisable est trouve´e. Dans la phase d’ame´lioration, il faut construire
l’ensemble des solutions-voisines et trouver la meilleure parmi elles, qui sera la solution ini-
tiale pour l’ite´ration suivante. La proce´dure s’arreˆte quand un optimum local est atteint. Ce
processus (les deux phases) est re´pe´te´ un nombre de fois de´termine´, et la meilleure solution
trouve´e est signale´e comme la solution finale.
Asano et Ohta (1999) pre´sentent un proble`me d’ordonnancement sur une machine avec
contraintes de temps d’ache`vement et les pe´riodes d’inactivite´. Les auteurs proposent un
algorithme heuristique qui optimise les de´buts et les fins de fac¸on a` minimiser la somme du
couˆt de stockage et de rupture.
L’ordonnancement sur une machine unique est beaucoup discute´. Brucker et Kovalyov
(1996) minimisent le nombre de jobs en retard ; Cheng et Kovalyov (2001) e´tudient le
proble`me de minimisation de consommation totale des ressources, et le proble`me de minimi-
sation du retard maximum, ils conside`rent que le temps de set-up et le temps de fabrication
de´pendent des ressources ; Melouk et al. (2004) proposent une approche de recuit simule´
pour minimiser le Makespan ; voir aussi Cheng et Kovalyov (1995), Cheng et al. (2001), Ng
et al. (2004), etc.
Flow-Shop
Selon Bagchi et al. (2006), des proble`mes d’ordonnancement dans un flow-shop peuvent
eˆtre classifie´ en deux principales cate´gories : cycliques et non-cycliques. Dans les proble`mes
non-cycliques, des jobs doivent eˆtre ordonne´s sur un horizon de planification afin d’optimiser
un crite`re, tel que le makespan ou la somme des retards. L’ordonnancement cyclique est lie´
avec le terme minimal part set (MPS). Si, par exemple, a` la fin de la pe´riode de planification
nous avons besoin de 20 pie`ces de type 1 et 30 pie`ces de type 2, alors le MPS contient 2
pie`ces de type 1 et 3 pie`ces de type 2. Le processus de production est une se´quence des MPS.
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Chacune des deux cate´gories de flow-shops (cyclique et non-cyclique) peuvent eˆtre divise´es
en : no-wait, blocking, buffer illimite´, buffer limite´. Dans un flow-shop sans attente (no-wait),
chaque job doit eˆtre traite´ de`s le de´but jusqu’a` la fin sans interruption sur une machine ou
entre deux machines. Dans un flow-shop avec blocage (blocking), un job fini ne peut pas
quitter la machine, ou` il a e´te´ traite´ jusqu’au moment ou` la machine suivante est libre. Les
flow-shop des deux derniers types contiennent des buffers entre les machines, ou` des pie`ces
peuvent eˆtre stocke´es.
Le proble`me de minimisation du Makespan (Cmax) dans un flow-shop (sauf la situation
quand m = 2) est NP-difficile (Garey et Johnson (1979)). Cheng et al. (2000) proposent
une revue des articles sur l’ordonnancement des flow-shops et expliquent les difficulte´s dans
les formulations et solutions de ces proble`mes. L’e´nume´ration comple`te, les techniques de
Se´paration et E´valuation (Branch and Bound) ou la Programmation dynamique peuvent
de´terminer la se´quence optimale pour des proble`mes de petites tailles, mais des approches
heuristiques sont ne´cessaires pour re´soudre des proble`mes de tailles plus importantes.
Lee (1997) e´tudie un proble`me d’ordonnancement d’un flow-shop avec deux machines avec
une contrainte de disponibilite´ pour une des deux machines. Il conside`re le cas ou` les machines
ne sont pas toujours disponibles, par exemple, en raison d’une panne ou d’un entretien
pre´ventif. Si au de´but d’une pe´riode, une machine continue a` traiter les jobs inacheve´s dans la
pe´riode pre´ce´dente, elle est conside´re´e comme non-disponible au de´but de cette pe´riode. Dans
cet article, le proble`me a e´te´ simplifie´ : l’auteur a suppose´ que les pe´riodes de non-disponibilite´
sont donne´es. L’approche a e´te´ ge´ne´ralise´e dans Lee (1999) pour le cas ou` la contrainte de
disponibilite´ est impose´e sur deux machines. Espinouse et al. (1999) ont de´montre´ que le
proble`me est NP-difficile meˆme pour le cas d’une seule pe´riode d’indisponibilite´ sur une seule
machine et qu’il est NP-difficile dans le sens fort si le nombre de pe´riodes d’indisponibilite´
est ale´atoire. Les auteurs ont e´galement propose´ un algorithme heuristique pour re´soudre ce
proble`me. Une autre heuristique pour le meˆme proble`me avec une contrainte de disponibilite´




Nous nous inte´ressons aux proble`mes d’ordonnancement dans un flow-shop sans attente.
Les hypothe`ses du mode`le de base sont les suivantes :
• Temps de fabrication tij des pie`ces sont de´terministes et ils sont donne´s a` l’avance ;
• Traitement d’une pie`ce ne peut pas eˆtre interrompu ;
• L’ordre des ope´rations est fixe´ pour chaque pie`ce i, i = 1, . . . , n, il est le meˆme pour
toutes les pie`ces ;
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• Une pie`ce i peut ne pas eˆtre traite´e par une machine j, si tij = 0 ;
• Une machine ne peut pas traiter plus qu’une pie`ce a` la fois.
Les fonctions objectif peuvent eˆtre diffe´rentes, par exemple : la minimisation de la somme
de tous les temps d’ache`vement des jobs, la minimisation du Makespan, etc.
Allahverdi (2003) e´tudie le proble`me d’ordonnancement dans un flowshop avec le but
de minimiser la somme de Makespan et Flowtime moyen (MFT). Le MFT est e´gal a` la
somme des temps d’ache`vement des pie`ces, divise´e par le nombre de pie`ces. Les me´thodes
heuristiques ont e´te´ propose´es pour le cas de 2 machines et m machines.
La transformation d’un proble`me d’ordonnancement flow-shop en un proble`me de Voya-
geur de Commerce ou VdC est une technique souvent utilise´e dans la litte´rature. Le proble`me
de minimisation du Makespan de permutation a e´te´ e´tudie´ par Saadani et al. (2005). Les
auteurs proposent une heuristique pour le cas du proble`me ou` les machines travaillent conti-
nuellement, sans interruption a` partir du de´but de la premie`re pie`ce jusqu’a` la fin de trai-
tement de la dernie`re. Kalczynski et Kamburowski (2007) traitent le meˆme proble`me avec
une condition additionnelle : le flow-shop travaille sans attente. Les auteurs conside`rent deux
cas : 2- et multi-machines flow-shop.
Caricato et al. (2007) ont de´veloppe´ une approche base´e sur la formulation VdC pour
le proble`me de minimisation de makespan pour un flow-shop hybride. Un flow-shop hybride
est un flow-shop ou` il y a des machines paralle`les. Dans cet article des pie`ces sont groupe´es
dans des lots pre´de´finis, le the´orie de graphes est utilise´e pour la mode´lisation.
Un e´tat de l’art de proble`mes d’ordonnancement flow-shop qui peuvent eˆtre mode´lise´s
comme un proble`me de VdC est pre´sente´ par Bagchi et al. (2006). Les auteurs montrent
que les approches base´es sur une formulation VdC sont assez performantes pour re´soudre
les proble`mes de ce type.
Ordonnancement avec des e´ve´nements ale´atoires
Un temps d’exe´cution ale´atoire signifie, que le temps total d’exe´cution re´el peut eˆtre
diffe´rent du temps d’exe´cution planifie´. Au niveau de la planification, pour minimiser les
conse´quences des ale´as, les entreprises utilisent ge´ne´ralement des stocks, et Material Requi-
rement Planning (MRP) pour les ge´rer. Un e´tat de l’art sur les proble`mes de gestion de
production sous ale´as avec utilisation de la strate´gie MRP a e´te´ pre´sente´ dans Dolgui et
Prodhon (2007). Des exemples de proble`mes de ce type avec les me´thodes de re´solution cor-
respondantes peuvent eˆtre trouve´s dans de nombreux articles - Molinder (1997), Dolgui et
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Ould-Louly (2002), Gurnani et Gerchak (2007), Louly et Dolgui (2009), etc.
La diffe´rence principale entre les proble`mes d’ordonnancement de´terministes et probabi-
listes est la pre´sence de facteurs incertains tels que les pannes machines, le temps de fabrica-
tion ale´atoire. La prise en compte de plusieurs types d’incertitude a` la fois est difficile. Dans
la litte´rature nous trouvons le plus souvent des mode`les pour chaque type d’ale´as se´pare´ment.
Deux types d’approches sont applique´s : l’ordonnancement statique ou l’ordonnancement dy-
namique. Dans le cas ”statique” le planning de traitement des pie`ces est de´termine´ avant le
de´but de la fabrication contrairement au cas ”dynamique”, ou` le planning est construit au
fur et a` mesure d’e´ve`nements qui arrivent.
Quand une machine est soumise aux pannes ale´atoires, les pe´riodes ou` elle est disponible
pour la production alternent avec de pe´riodes ou` elle est indisponible. L’intervalle de temps
ou` la machine marche sans interruption (panne), est appele´ Uptime. Notons que quand une
panne arrive, l’uptime doit eˆtre remis a` ze´ro (re´initialise´). Le temps de re´paration est appele´
Downtime. Alors nous pouvons de´crire ce processus par la se´quence Uk, Dk, ou` Uk est le
k-e`me uptime et Dk et le k-e`me downtime de la machine. La dure´e de chaque Uk et Dk sont
des variables ale´atoires. Un processus stochastique {N(t) : t ≥ 0}, qui repre´sente le nombre
d’e´ve´nements qui ont eu lieu avant le temps t, est souvent associe´ avec les uptimes. Dans
ce cas les e´ve´nements sont des pannes. Souvent ce processus N(t) est appele´ le processus de
comptage.
Donnons quelques exemples de la litte´rature. Un proble`me de minimisation de Makespan
(la date de fin de traitement de la dernie`re pie`ce) sur une machine a e´te´ e´tudie´ dans Kasap
et al. (2006). La machine est soumise aux pannes ale´atoires, qui interrompent son fonction-
nement normal. Dans le proble`me conside´re´, une taˆche doit eˆtre retravaille´e entie`rement, si
elle n’e´tait pas termine´e au moment d’arrive´e d’une panne.
Les hypothe`ses du proble`me sont donc les suivantes :
• Toutes les pie`ces j, j ∈ J sont disponibles au temps ze´ro ;
• Le temps Uptime est la variable ale´atoire avec une distribution continue dans l’intervalle
[0, c] ;
• tj est le temps de traitement de pie`ce j sur la machine ;
• La variable ale´atoire zj repre´sente la pe´riode de temps durant laquelle la pie`ce j occupe
la machine.
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Il est admis que c >
∑





ou` Ezi est l’espe´rance mathe´matique de zi.
Adiri et al. (1989) ont de´montre´ que si la panne est unique durant la pe´riode de pla-
nification, si le moment de son arrive´e est connu avant le de´but de la fabrication, et si les
temps de fabrication des taˆches sont e´galement donne´s, alors de´terminer s’il existe ou non
un ordonnancement avec flowtime infe´rieur ou e´gal a` une valeur donne´e est NP-comple`t.
Allahverdi et Savsar (2001) conside`rent un proble`me d’ordonnancement dans un flowshop
avec deux machines. Le crite`re est de minimiser le makespan. Les temps de set-up, pas inclus
dans le temps de fabrication, sont pris en compte. Les machines peuvent tomber en panne.
Le processus de comptage N(t) et le temps de re´paration peuvent suivre n’importe quelle
loi de probabilite´.
Un proble`me d’ordonnancement stochastique pour un flow-shop de permutation avec m
machines est traite´ par Gourgand et al. (2003). Les variables ale´atoires sont les temps de
fabrication ti,j, ou` i est une taˆche et j est une machine. Les ti,j suivent la loi de probabilite´
exponentielle P [tij < t] = 1− exp−t µij , t > 0 avec un taux µij connu. L’objectif est de mini-
miser le Makespan. Afin de re´soudre le proble`me d’e´valuation des performances, les auteurs
proposent un algorithme re´cursif, base´ sur une chaˆıne de Markov. Alcaide et al. (2002) pro-
posent une proce´dure permettant de transformer le proble`me de minimisation du Makespan
pour un flow-shop avec pannes machines dans une se´quence finie de proble`mes sans panne
machine. Les dure´es des pe´riodes de disponibilite´ ainsi que les dure´es des pe´riodes d’indis-
ponibilite´ sont des variables ale´atoires. Les auteurs proposent une approche pour construire
des ordonnancements re´alisables pour les intervalles entre deux pannes. A partir de ces or-
donnancements re´alisables, ils construisent un ordonnancement optimal.
1.4 Lotissement et ordonnancement
Des proble`mes de lotissement et d’ordonnancement avec des temps et/ou couˆts de set-up
jouent un roˆle important dans beaucoup d’industries. Il y a e´galement un grand nombre
d’articles ou` les proble`mes de lotissement et d’ordonnancement sont traite´s ensemble. Potts
et Van Wassenhove (1992) inte`grent les de´cisions de lotissement dans un proble`me de plani-
fication avec batching. Le batching est applique´ pour e´viter les set-up supple´mentaires. Le
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lotissement est utilise´ ici pour de´couper les taˆches quand elles sont compose´es de plusieurs
pie`ces identiques. Le fractionnement d’une taˆche conduit souvent a` la diminution du temps
de fabrication. Cet article propose un mode`le ge´ne´ral qui combine le batching, le lotissement
et l’ordonnancement ainsi qu’une revue des travaux sur ce sujet. Drexl et Kimms (1997) pro-
posent une revue des mode`les de lotissement et de se´quencement et expliquent la diffe´rence
entre eux. Le focus est mis sur les mode`les de temps continu et les mode`les avec plusieurs
niveaux.
Potts et Kovalyov (2000) proposent une revue de litte´rature et de me´thodes de re´solution
sur les mode`les qui inte`grent les de´cisions de planification et de batching. L’article de Zhu
et Wilhelm (2006) pre´sente une revue de la litte´rature sur les proble`mes d’ordonnancement
et de lotissement avec des temps (couˆts) de set-up de´pendants de la se´quence. L’article de
l’e´tat de l’art d’Allahverdi et al. (2008) est consacre´ a` la meˆme the´matique. Les re´sultats sont
classifie´s selon la configuration de la ligne, l’application de batching ou non, la de´pendance
ou l’inde´pendance des temps (couˆts) de set-up. Les me´thodes communes des solutions sont
Branch and Bound, programmation line´aire, programmation dynamique, heuristiques et me´ta-
heuristiques.
Mode`les de´terministes
Le proble`me de Lotissement et d’Ordonnancement Economique (ELSP) a e´te´ introduit
en 1958 par Jack Rogers, qui a e´tendu le mode`le EOQ au cas multi-produits, ou` il faut
de´terminer a` la fois les tailles de lots et leur se´quence.
Plus pre´cise´ment, le proble`me ELSP consiste a` de´terminer un plan de production pour
n (n ≥ 2) produits sur une machine, qui a` la fois minimise le couˆt et satisfait la demande
di pour chaque type de produits i, i = 1, . . . , n. Des couˆts ai et des temps de set-up si
sont engage´s pour chaque changement de type de produit traite´ sur la machine. Le couˆt de
stockage hi (pour chaque unite´ par unite´ de temps) est base´e sur la quantite´ de produits
stocke´s. L’objectif est de de´terminer la quantite´ des articles de chaque type a` fabriquer pour
chaque pe´riode, ainsi que l’ordre de leur fabrication.
Soit pi le taux de production pour i, Qi la quantite´ des pie`ces a` fabriquer et t
lot
i le temps
de production d’un lot de produit i, i = 1, . . . , n. Le temps tloti inclut le temps de fabrication
lui-meˆme et le temps de set-up :




ou` Ti est la dure´e entre deux lancements conse´cutifs de produit i, i = 1, . . . , n. Le couˆt par
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La solution du proble`me est un ensemble T = {T1, T2, . . . , Tn}. Chaque Ti doit eˆtre
suffisamment longue pour pouvoir fabriquer toutes les pie`ces ne´cessaires de type i avant le
de´but du prochain cycle. L’objectif est donc de trouver un ensemble T re´alisable qui minimise




L’ordonnancement T est re´alisable si :
• au plus une pie`ce est traite´e par la machine a` tout moment ;
• le temps total de chargement de la machine ne de´passe pas le temps disponible ;
• la demande est satisfaite pour chaque type de produits.
Elmaghraby (1978), Narro Lopez et Kingsman (1991) et Yao (2005) ont publie´ les e´tats de
l’art pour le proble`me ELSP et ses extensions. Le proble`me ELSP est NP-difficile (voir Hsu
(1983)), alors la plupart des me´thodes de´ve´loppe´es pour le re´soudre sont des heuristiques.
Deux me´thodes heuristiques ont e´te´ propose´es par Geng et Vickson (1988). Khouja et al.
(1998) montrent comment l’approche ge´ne´tique peut eˆtre applique´e a` l’ELSP. Moon et al.
(2002) ont fourni un algorithme ge´ne´tique hybride base´ sur le TVLS (time-varying lot sizes ).
Ils essaient de trouver une longueur de cycle, une se´quence de production, les dure´es de temps
de production, et la dure´e des temps d’inactivite´, de sorte que la se´quence de production
puisse eˆtre comple´te´e dans le cycle choisi tout en minimisant le couˆt de set-up et de stockage.
Chatfield (2007) a fait une bre`ve revue des me´thodes existantes pour ce proble`me et a propose´
une proce´dure nomme´e ”Genetic Lot Scheduling”, qui applique un algorithme ge´ne´tique et
permet d’obtenir des solutions de bonne qualite´. Pour d’autres exemples d’application des
algorithmes ge´ne´tiques aux proble`mes de type ELSP et ses extensions, le lecteur est invite´
a` consulter Sarker et Newton (2002).
Un algorithme de recherche en temps polynomial qui garantit un optimum global a e´te´
propose´ dans Yao et Elmaghraby (2001) pour le proble`me ELSP avec la politique puissance-
de-deux (un Algorithme ge´ne´tique pour le meˆme cas du proble`me peut eˆtre trouve´ dans
Sun et al. (2009). L’article Kova´cs et al. (2009) pre´sente une approche de programmation
mathe´matique et un mode`le MIP. La pre´sence des temps de set-up et de capacite´ limite´e a
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e´te´ prise en compte. Ici le but e´tait de de´cider quels types de pie`ces seront fabrique´s dans
chaque pe´riode, la se´quence et la quantite´ de produits de chaque type pour satisfaire une
demande dynamique et minimiser le couˆt de set-up et de stockage.
Yao et Huang (2005) e´tudient un proble`me ELSP pour les produits pe´rissables, c.-a`-d.
pour les produits qui ne peuvent pas eˆtre en stock tre`s longtemps. Ce phe´nome`ne est assez
courant, surtout dans l’industrie alimentaire. Les auteurs proposent un algorithme ge´ne´tique
hybride avec une proce´dure pour tester si l’optimum local est re´alisable.
Un proble`me de lotissement pour un flow-shop sans attente est e´tudie´ dans (Emmons et
Mathur (1995)). L’objectif est de minimiser le makespan pour n jobs de m types, ou` n m.
Des jobs du meˆme type ont le meˆme temps de fabrication sur les machines. Les auteurs ont
reformule´ leur proble`me en proble`me de Voyageur du Commerce, ou` chaque job correspond
a` une ville.
Un autre proble`me de lotissement multi-produit dans un flow-shop a e´te´ e´tudie´ par Ouen-
niche et Boctor (2001). Les demandes, les couˆts, et les taux de production sont de´terministes.
L’approche heuristique propose´e re´sout d’abord le proble`me de se´quencement, ensuite les
proble`mes de lotissement et d’ordonnancement sont re´solus simultane´ment.
Mode`les stochastiques
Des e´ve`nements ale´atoires peuvent arriver a` n’importe quel moment du processus de
fabrication : le temps d’exe´cution ale´atoire, les rebuts (rendement ale´atoire), la demande
incertaine, les temps de livraison ou les de´lais d’approvisionnement ale´atoires, etc. Dans cette
the`se nous nous inte´ressons au se´quencement et lotissement quand les quantite´s fabrique´es
et les temps ne´cessaires pour fabriquer les produits sont ale´atoires. Nous avons constate´ qu’il
n’y pas beaucoup de publications sur le proble`me de lotissement et de se´quencement sous
incertitudes. Ci-dessous nous citons les travaux que nous avons trouve´s.
Sox et al. (1999) pre´sentent l’e´tat de l’art en recherche sur le proble`me de lotissement et
d’ordonnancement stochastique (SLSP) et ses extensions. Ce proble`me consiste a` de´terminer
la planification de la production de plusieurs produits sur une machine quand la demande est
ale´atoire, la capacite´ de production est limite´e et les couˆts (temps) de set-up sont importants.
Le proble`me de Lotissement et d’Ordonnancement E´conomique Stochastique (SELSP) est
une autre extension du proble`me ELSP. Elle est caracte´rise´e par une demande ale´atoire et
des temps de set-up et de fabrication e´galement ale´atoires. Winands et al. (2010) pre´sentent
tous les travaux sur la SELSP depuis la publication de Sox et al. (1999).
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Dans le proble`me ELSP classique, il est suppose´ que la ligne de fabrication est parfaite,
elle produit des pie`ces a` un taux de production fixe et les produits finaux sont tous de bonne
qualite´. Tang et Teunter (2006) ont de´veloppe´ une autre version du proble`me ELSP pour
conside´rer le cas de pre´sence de flux de retour. Les hypothe`ses suivantes ont e´te´ utilise´es :
il n’y a pas de diffe´rence de qualite´ entre les pie`ces usine´es et les pie`ces re´-usine´es ; des
retours sont collecte´s et stocke´s jusqu’au de´but du processus de re´-usinage ; la proportion
(pourcentage) des retours βi de pie`ces de type i, i = 1, . . . , n est donne´e. Les auteurs ont
propose´ un algorithme exacte pour le cas ou` le temps de cycle est commun pour un seul lot
de re´-usinage. L’inconve´nient de cette approche est la complexite´ du mode`le MIP. Teunter
et al. (2009), pour le meˆme proble`me, proposent quatre heuristiques assez efficaces. Haji
et al. (2008) traitent e´galement un proble`me ELSP avec rebuts et re´-usinage.
L’article Beraldi et al. (2006) est consacre´ a` un proble`me de dimensionnement de lots sur
les machines paralle`les identiques. Il y a n types de produits, m machines, T pe´riodes et les
couˆts de set-up de´pendant de la se´quence. Le temps de fabrication est incertain en raison
de la variabilite´ des taux de production des machines. Il est suppose´ que chaque parame`tre
incertain est un processus stochastique en temps discret avec un espace probabiliste fini.
L’objectif est de minimiser le couˆt total de set-up tout en respectant la contrainte que la
demande pour chaque pe´riode doit eˆtre satisfaite.
Conclusion
Nous avons pre´sente´ dans ce chapitre un e´tat de l’art des proble`mes de lotissement et d’or-
donnancement. Les proble`mes ont e´te´ classifie´s selon la quantite´ des pe´riodes sur lesquelles la
planification doit eˆtre effectue´e, la quantite´ des machines sur la ligne de production, pre´sence
ou absence des e´ve´nements ale´atoires. Les proble`mes que nous allons conside´rer dans les cha-
pitres suivants se trouvent a` l’intersection des domaines suivants : le lotissement optimal pour




L’objectif de ce chapitre est de pre´senter le proble`me de planification que
nous allons e´tudier dans cette the`se. Ce proble`me consiste a` de´finir les quan-
tite´s optimales de produits a` traiter et l’ordre de leurs passages dans une ligne
de production afin d’optimiser un crite`re. En prenant un exemple et en utili-
sant un mode`le de simulation, nous montrons la ne´cessite´ de de´velopper des
me´thodes d’optimisation pour ce type de proble`me.
Dans ce qui suit nous de´crivons un proble`me de planification de production au jour le
jour. Le proble`me est issu de l’industrie e´lectronique, ou` il fallait construire un planning de
production pour les 24 heures suivantes, ce planning e´tant re´pe´te´ chaque jour. Le proble`me
consistait a` de´finir les quantite´s optimales de produits a` traiter (tailles de lots) et l’ordre
de passage des lots dans une ligne de production afin d’optimiser un crite`re. La ligne de
production conside´re´e est destine´e a` traiter des pie`ces de plusieurs types, qui seront ensuite
envoye´es dans l’atelier de montage des modules e´lectroniques. L’un des crite`res e´tait donc
le taux de service de l’atelier de montage (pourcentage de commandes satisfaites). En effet,
l’absence d’un composant pour le montage pouvait entrainer l’arreˆt de l’atelier de montage.
D’autres crite`res e´taient le temps total de fabrication et le couˆt total de retard. Une courte
description des ateliers de fabrication peut eˆtre trouve´e dans Dolgui et al. (2005) et l’annexe
A. Dans la suite de la the`se, nous nous limiterons a` la ligne de fabrication des composants.
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2.1 Hypothe`ses du proble`me
Nous traitons un proble`me de lotissement et de se´quencement pour n types de produits,
le proble`me est donc de type multi-produits. La ligne de production est constitue´e de m
machines, chacune capable de traiter une seule pie`ce a` la fois. Chaque produit doit passer
par toutes les machines. La se´quence d’ope´rations (machines) est la meˆme pour tous les
types de produits. Le temps de transfert d’une pie`ce d’une machine q a` la machine suivante
q + 1 est ne´gligeable. Conside´rant ces hypothe`ses, nous pouvons conclure que la ligne de
production est un flow-shop sans attente et de permutation. Nous supposons qu’il n’est pas
possible de soustraire une pie`ce de la production une fois qu’elle est engage´e dans la ligne.
Rappelons qu’un flow-shop ou ”fabrication en ligne” est un ensemble de machines sur
lesquelles passent tous les produits dans le meˆme ordre. Ces machines sont habituellement
range´es en ligne, dans l’ordre dans lequel elles sont visite´es (Figure 2.1). Le proble`me classique
de ligne de type flow-shop est de trouver l’ordre de passage de n jobs tel que le Makespan
(Cmax) soit minimise´.
Figure 2.1 – Flow-shop
Deux produits diffe´rents peuvent avoir des temps de fabrication diffe´rents sur la meˆme
machine. S’il existe des temps d’exe´cution nuls (la pie`ce n’e´tant pas traite´e sur une machine
particulie`re), on parle alors d’un flow-shop ge´ne´ralise´ (Figure 2.2).
Figure 2.2 – Flow-shop ge´ne´ralise´
Le fait que des produits de tous les types soient traite´s par le meˆme ensemble des machines
et dans le meˆme ordre, oblige a` prendre en conside´ration le temps de set-up entre la fabrication
de deux produits de types diffe´rents. En effet, la plupart des proble`mes de planification
conside`rent les temps (couˆts) de set-up. Il est logique de supposer que la machine ne puisse
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pas traiter de pie`ces (doit eˆtre inactive) pendant ce temps-ci. De plus, nous supposons que
le set-up des machines ne peut eˆtre de´marre´ qu’une fois la ligne de production est vide.
En re`gle ge´ne´rale, les machines dans la fabrication e´lectronique ne sont pas parfaites, la
possibilite´ de rebut est donc toujours pre´sente. Les ale´as de rendement sont un phe´nome`ne
commun a` beaucoup de syste`mes de fabrication, alors il doit eˆtre pris en compte. Les
conse´quences de ce phe´nome`ne sont nombreuses : pour des clients, par exemple, cela signifie
souvent ne pas recevoir la quantite´ commande´e et(ou) ne pas la recevoir a` l’heure. Les causes
du rendement ale´atoire varient en fonction de l’industrie, du type de processus et d’autres
circonstances, mais il s’agit typiquement des imperfections lie´es a` la ligne de production,
aux matie`res, aux limitations de capacite´ des machines, et divers facteurs environnementaux
comme la tempe´rature et l’humidite´, etc.
Lorsque la fabrication est lance´e, les pannes de certaines machines peuvent interrompre le
bon fonctionnement de la ligne. Parfois les pannes peuvent eˆtre ne´glige´es (petite dure´e ou une
re´paration imme´diate), mais elles peuvent e´galement cre´er des proble`mes complexes. Dans
ce cas il sera ne´cessaire d’arreˆter la production pour un temps de re´paration et parfois meˆme
de faire une nouvelle planification. Nous supposons que des pannes ne peuvent survenir sur
les machines que lorsque ces dernie`res sont occupe´es (il est conside´re´ que pendant le temps
de set-up la machine ”n’est pas occupe´e”). Nous supposons e´galement que si une pie`ce est
en cours de fabrication quand une panne arrive, le travail effectue´ sur cette pie`ce n’est pas
perdu, c.-a`-d. nous imposons un mode`le du type ”preempt-resume” plutoˆt que le mode`le
”preempt-restart” quand le travail effectue´ est perdu. Le planning doit eˆtre effectue´ pour
une pe´riode de 24 heures, donc nous conside´rons que il n’y a pas de de´gradation de machines.
Si une machine peut tomber en panne, le temps d’exe´cution devient ale´atoire. Le de´lai
d’exe´cution est une pe´riode de temps entre le de´but de processus de production et son
ache`vement. Un de´lai d’exe´cution incertain signifie que le temps de fabrication re´el peut eˆtre
diffe´rent de celui qui a e´te´ pre´vu.
2.2 Notations et fonctionnement de la ligne
Dans cette section, nous donnons quelques exemples du proble`me traite´. Nous allons
utiliser les notations suivantes :
• le nombre de types de produits a` fabriquer n ;
• le nombre de machines sur la ligne de production m ;
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• l’horizon de planification T0 (inutile, si l’objectif est la minimisation du Makespan) ;
• la demande di en pie`ces pour chaque type de produits i, i = 1, . . . , n ;
• le temps de traitement tiq d’une pie`ce de type i sur la machine q, q = 1, . . . ,m ;
• le temps de pre´paration s0,i, s0,i ≥ 0, i = 1, . . . , n, si la fabrication commence par une
pie`ce de type i ;
• le temps de set-up si,j entre un lot de produit i et un lot de produit j (rappelons qu’un
lot peut eˆtre constitue´ d’une seule pie`ce) ;
• la quantite´ totale xi de pie`ce de type i, i = 1, . . . , n a` lancer en fabrication - variables
de de´cision ;
• l’ordre de passage pi des produits dans la ligne - variable de de´cision ;
• la quantite´ de pie`ces de bonne qualite´ xbi (ou rendement), que nous obtenons, si la
quantite´ totale de pie`ces de type i lance´e en production est xi ;
La solution du proble`me est un planning, qui de´termine la quantite´ de pie`ces a` fabriquer
pour chaque lot et l’ordre de passage des lots dans la ligne de production (voir Tableau
(2.1)).
Table 2.1 – Une solution pour le proble`me de planification
Nume´ro de lot 1 2 3 4 5 6 7 8
Type de produit 1 5 3 8 2 7 4 6
Taille de lot 5 12 4 9 1 41 23 4
Pour cette solution, le premier lot a` fabriquer est le lot de produit 1 en quantite´ de 5
pie`ces, ensuite le lot de produit 5 de taille 12 et ainsi de suite.
Pour donner une illustration nume´rique, un exemple avec 8 types de produit et 4 machines
a e´te´ ge´ne´re´. L’horizon de planification T0 est e´gal a` un jour (24 heures). Le tableau 2.2
repre´sente le niveau de la demande di pour chaque type de produit i, i = 1, . . . , 8 et le
temps unitaire de fabrication. Sans perte de ge´ne´ralite´, nous supposons que le temps de
traitement unitaire ti, fourni par le tableau 2.2, ne de´pend que du type de produit et est le
meˆme pour toutes les machines sur la ligne, c.-a`-d. tiq = ti, q = 1, . . . , 4.
Le tableau 2.3 contient les temps de set-up. La valeur qui se trouve a` l’intersection de la
ligne i, i = 0, . . . , 8 et de la colonne j, j = 1, . . . , 8 est le temps de set-up ne´cessaire pour
reconfigurer les machines pour la production des pie`ces de type j apre`s la fabrication d’un
lot de pie`ces de type i. Ce temps de set-up sij est le maximum des temps de set-up des
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Table 2.2 – Les donne´es d’une instance de proble`me avec 8 lots
Nume´ro Demande Temps unitaire









Table 2.3 – Le temps de set-up (en heures)
i \ j 1 2 3 4 5 6 7 8
0 0,21 0,29 0,33 0,23 0,37 0,32 0,29 0,36
1 0 0,27 0,25 0,35 0,38 0,25 0,28 0,31
2 0,31 0 0,24 0,21 0,28 0,37 0,33 0,28
3 0,35 0,29 0 0,36 0,34 0,37 0,38 0,29
4 0,23 0,39 0,33 0 0,32 0,37 0,31 0,24
5 0,36 0,24 0,27 0,23 0 0,25 0,27 0,28
6 0,27 0,37 0,21 0,32 0,38 0 0,31 0,29
7 0,33 0,23 0,25 0,36 0,38 0,25 0 0,33
8 0,32 0,3 0,37 0,34 0,28 0,33 0,21 0
machines de la ligne. Enfin, si i = j le temps de set-up est e´gal a` ze´ro.
Conside´rons un lot de type 2 et supposons qu’il est le premier a` eˆtre fabrique´. Le temps
de set-up s0,2, qui pre´ce`de la fabrication e´gal a` 0, 29. Si nous ne prenons en compte ni rebuts,
ni pannes, la premie`re pie`ce finie va quitter la 4-e`me machine dans s0,2+t2×4 = 0, 43 heures,
la deuxie`me dans 0, 43 + 0, 035 = 0, 465, et ainsi de suite.
Pour avoir la possibilite´ de faire une illustration d’un gain qui peut avoir lieu si l’on
cherche une se´quence et des tailles de lots optimales, nous allons utiliser un mode`le de
simulation cre´e´ sous ARENA. Un gros avantage de la simulation est lie´ a` la possibilite´
d’utiliser n’importe quelle loi de distribution pour la mode´lisation des rebuts et des pannes,
ce qui est souvent impossible a` faire de manie`re analytique. Ne´anmoins, dans cette section
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nous supposons que les lois de distribution des pannes et des re´parations sont exponentielles
ne´gatives. Cela signifie que les pannes se produisent d’une manie`re continue et inde´pendante
suivant un taux moyen constant. Les rebuts suivent la loi de Bernoulli. Cette hypothe`se a
e´te´ prise pour avoir des re´sultats compatibles avec nos mode`les analytiques.
Nous avons besoin des donne´es suivantes :
• piq la probabilite´ qu’une pie`ce de type i soit de bonne qualite´ apre`s son traitement sur
la machine q, ou` i = 1, . . . , n et q = 1, . . . ,m ;
• 1/uq le taux moyen de panne pour la machine q, q = 1, . . . ,m ;
• 1/rq le taux moyen de re´paration pour la machine q, q = 1, . . . ,m ;
Table 2.4 – Probabilite´s piq, i = 1, . . . , n et q = 1, . . . ,m
Lot Machine
1 2 3 4
1 0,94 0,96 0,94 0,97
2 0,99 0,92 0,94 0,95
3 0,98 0,99 0,97 0,99
4 0,95 0,96 0,98 0,97
5 0,92 0,99 0,97 0,95
6 0,98 0,95 0,91 0,98
7 0,93 0,98 0,99 0,89
8 0,88 0,98 0,97 0,97









Les valeurs de ces parame`tres sont dans les tableaux 2.4 et 2.5. Le premier tableau contient
les probabilite´s piq. Le deuxie`me tableau donne les Temps moyen de bon fonctionnement (ou
Mean Time To Failure en anglais) et les Temps moyen de re´paration (ou Mean Time To
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Repair) pour chaque machine q, q = 1, . . . , 4. Nous les avons ge´ne´re´s dans les intervalles
suivants : [100; 500] heures pour MTTF et [0, 3; 1] heures pour MTTR.
La moyenne des temps de bon fonctionnement (MTTF) est un parame`tre de fiabilite´ d’une
machine. Nous tenons a` pre´ciser ici que cette valeur n’inte`gre pas le temps de re´paration. Le
MTTF d’un outil est une variable ale´atoire et ne peut eˆtre estime´e que pour une situation
concre`te en prenant en compte l’utilisation de cet outil. L’unite´ de mesure du MTTF est
souvent l’heure. Un autre parame`tre, utilise´ et lie´ au MTTF, est le taux de pannes λ (Failure
rate en anglais ou FIT), λ = 1
MTTF
.
Le temps moyen de re´paration (MTTR) est une mesure de base de la maintenance pour
des outils (machines, etc.) que l’on peut re´parer, et repre´sente le temps moyen ne´cessaire pour
re´parer un outil. Mathe´matiquement, il s’agit du temps total de maintenance (re´parations)
pendant une certaine pe´riode, divise´e par le nombre de pannes arrive´es pendant cette pe´riode.
2.3 Analyse du proble`me
Pour faire nos de´monstrations, nous allons conside´rer deux types de fonction objectif :
1) la minimisation du Makespan Cmax, 2) la maximisation de la probabilite´ de satisfaire
la demande globale (i.e. xbi ≥ di, i =, . . . , n) sous la condition que la borne supe´rieure
de l’horizon de planification T0 soit donne´e. Cette seconde option est connue sous le nom
de maximisation du niveau de service. Pour obtenir la probabilite´ de satisfaire la demande
pour une solution donne´e (se´quence des lots et leurs tailles), nous devons effectuer un grand
nombre de lancements du mode`le de simulation. Le re´sultat d’un lancement est 1 si nous
avons obtenu le nombre suffisant de pie`ces de tous les types et 0 autrement. La fre´quence du
succe`s nous donne une estimation de la probabilite´ recherche´e.
2.3.1 Dimensionnement de lots
Nous conside´rons une ligne a` entre´e automatique, c.-a`-d. ou` les pie`ces a` traiter doivent
eˆtre place´es a` l’avance dans le magasin de charge. Alors nous devons de´finir une se´quence de
lots et leurs tailles. Ce plan de fabrication sera re´alise´ en re´gime automatique.
Pour commencer nous ne prendrons en compte que le processus de fabrication de pie`ces,
c.-a`-d. nous supposons que la se´quence de produits a e´te´ de´ja` trouve´e (nous conside´rons que
la se´quence de lots pi est 1, 2, . . . , 8).
Le proble`me est donc le suivant : de´terminer la quantite´ xi de pie`ces de chaque type
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(a) Lot de type 1 (b) Lot de type 2 (c) Lot de type 3
(d) Lot de type 4 (e) Lot de type 5 (f) Lot de type 6
(g) Lot de type 7 (h) Lot de type 8
Figure 2.3 – Histogramme de re´partition des tailles de lots
i, i = 1, . . . , n a` lancer en fabrication pour optimiser un crite`re donne´. Pour le crite`re Cmax
le proble`me consiste a` de´terminer la quantite´ xi de telle manie`re, que x
b
i soit e´gal a` di ; pour
le crite`re de taux de service - les quantite´s xi, i = 1, . . . , n maximisant la probabilite´ de
satisfaire toutes les demandes tout en respectant la valeur T0.
Dans la figure 2.3 nous pre´sentons la re´partition d’une valeur qui repre´sente la taille de
lot, c.-a`-d. la quantite´ des pie`ces qu’il faut lancer pour obtenir la demande di pour chaque
type de produit i, i = 1, . . . , n. La courbe pre´sente´e sur chaque graphe est la fonction de
re´partition correspondante. Nous avons effectue´ 20000 lancements du mode`le de simulation.
Pour le lot de type 1 (voir la figure 2.3 (a)) la quantite´ des pie`ces ne´cessaire pour avoir di = 25
pie`ces de bonne qualite´ varie entre 25 et 43. Dans approximativement 17% des cas, la taille
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de lot est e´gale a` 30. Mais pour avoir une forte probabilite´ de satisfaire cette demande il faut
augmenter cette quantite´ jusqu’a` 39-40 (voir la courbe des pourcentages cumule´s). On peut
dire la meˆme chose pour tous les autres lots.
Figure 2.4 – Histogramme repre´sentant la re´partition de la valeur de Makespan
Table 2.6 – Les tailles de lots le plus fre´quentes pour l’exemple
Nume´ro de lot 1 2 3 4 5 6 7 8
Type de produit 1 2 3 4 5 6 7 8
Quantite´ a` fabriquer 31 43 64 86 48 78 106 37
Figure 2.4 pre´sente un histogramme de la re´partition des valeurs du Makespan pour
l’exemple que nous conside´rons. Nous pouvons constater que pour plus de 40% des cas,
la valeur de makespan est entre 20, 5 et 21 heures. Si on prend les tailles xi les plus
fre´quentes pour chacun des 8 lots (voir la figure 2.3), la solution obtenue est la suivante :
x = (31, 43, 64, 86, 48, 78, 106, 37) (voir le tableau 2.6). En conside´rant le temps total de set-
up (qui est e´gal a` 2, 29 heures), le makespan moyen pour cette solution est e´gal a` 20, 741
heures.
Nous avons lance´ le mode`le de simulation pour la solution pre´sente´e dans le tableau
2.6 afin de montrer qu’en changeant le crite`re d’optimisation nous obtenons des solutions
tre`s diffe´rentes. La valeur du niveau de service que nous obtenons pour la solution x =
(31, 43, 64, 86, 48, 78, 106, 37) est e´gal a` 0, 0139. En revanche, en prenant une autre solution
avec les tailles de lots plus e´leve´es, par exemple x = (39, 54, 72, 100, 58, 92, 123, 49), et en
laissant la meˆme se´quence de lots, nous obtenons le niveau de service 0, 9649. En meˆme temps
la valeur de Makespan pour cette nouvelle solution est e´gale a` 23, 1. Figure 2.5 montre la
convergence de la probabilite´ pour la solution pre´sente´e dans le tableau 2.7 avec la se´quence
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Figure 2.5 – Convergence de la probabilite´ pour une solution
de lots {8, 4, 6, 1, 7, 5, 2, 3}.
Table 2.7 – Une solution
Nume´ro de produit 1 2 3 4 5 6 7 8
Quantite´ a` fabriquer 39 54 72 100 58 92 123 49
Montrons maintenant une autre proprie´te´ du proble`me. Fixons les tailles de lot (pour
l’exemple que nous traitons dans ce chapitre, prenons celles pre´sente´es dans le tableau 2.7).
Passons a` l’e´tude de l’influence des temps de set-up.
2.3.2 Se´quencement
Pour n’importe lequel des deux crite`res conside´re´s, le temps de set-up total doit eˆtre
minimise´, puisque cela diminue automatiquement le Cmax et augmente le temps destine´ a`
la fabrication, c.-a`-d. que nous pouvons augmenter les volumes des lots (pour le deuxie`me
crite`re).
Le proble`me est donc le suivant : de´terminer la se´quence de lots pi minimisant le
temps total de set-up, ou` pi = (pi1, . . . , pin), pii ∈ {1, . . . , n} et pii 6= pij quand i 6= j.
Soit V = {0, 1, . . . , n} l’ensemble des sommets d’un graphe et E = {eij|i, j ∈ {1, . . . , n}}
l’ensemble des arcs. La distance (ou le poids) associe´e a` l’arc ei,j est e´gale au temps de set-up
entre un lot de type i et un lot de type j : ei,j = sij (voir tableau 2.3). Alors G = (V,E) est
un graphe oriente´, asyme´trique, puisque les distances ei,j et ej,i peuvent eˆtre diffe´rentes. Le
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tableau 2.3 est une matrice de distances. Ajoutons n arcs : ei0 = min{sij}, i, j ∈ {0, 1, . . . , n}
pour avoir un graphe complet (nous ajoutons la colonne 0 au tableau 2.3 qui repre´sente des
distances).
Il y a deux possibilite´s : nous pouvons imposer que tous les temps de set-up satisfassent
l’ine´galite´ triangulaire (notre cas) ou` pas. Rappelons, que l’ine´galite´ triangulaire a la forme
suivante :
sij + sjk ≥ sik, (2.1)
ou` i, j, k ∈ 0, 1, . . . , n et i 6= j 6= k, c.-a`-d. la distance directe sik n’est jamais plus
grande qu’un de´tour via un autre sommet (j dans cet exemple). Si l’ine´galite´ triangulaire est
respecte´e, le proble`me de minimisation de temps total de set-up est e´quivalent au proble`me
de recherche d’un circuit Hamiltonien (celui qui contient tous les sommets du graphe) d’un
poids minimal dans un graphe complet G, ou au proble`me du Voyageur de Commerce
(VdC) me´trique (impose´ par (2.1)), qui est NP-difficile. L’analyse du proble`me VdC peut
eˆtre retrouve´e dans Gutin et Punnen (2002). Pour notre cas, le proble`me est asyme´trique.
Comme nous sommes a` la recherche d’un cycle, nous allons obtenir une solution du type
(pi1, pi2, pi3, . . . , pin, pin+1, pi1), ou` tous les pii, i = 1, . . . , n + 1 sont diffe´rents et chaque pii ∈
{0, . . . , n}. Apre`s avoir obtenu le cycle, nous pouvons supprimer l’arc epik,pik+1 , ou` pik+1 = 0 ;
de manie`re a` ce que le cycle commence par le sommet 0. Puisque le cycle passe une seule fois
par chaque sommet, toutes les pie`ces du meˆme type doivent eˆtre fabrique´es dans le meˆme
lot.
En utilisant l’exemple ci-dessus, nous allons montrer un gain possible quand on choisit
une bonne se´quence. Par exemple, pour la se´quence de lots suivante (1, 2, 5, 4, 8, 7, 6, 3) le
temps total de set-up est e´gal a` 1, 9 heures. Tandis que pour la se´quence (8, 4, 6, 1, 7, 5, 2, 3) le
temps de set-up est e´gal a` 2, 97 heures. Donc si la se´quence de lots n’est pas optimise´e, il est
possible de perdre jusqu’a` 1, 07 heures, correspondant a` 4, 46% d’un horizon de planification
de 24 heures.
Si l’ine´galite´ triangulaire n’est pas ve´rifie´e (nous avons affaire a` une instance du proble`me
VdC non me´trique), nous pouvons avoir des solutions optimales du proble`me avec plus d’un
lot pour chaque type de produits. Dans sa de´finition, le proble`me classique du Voyageur
de Commerce (me´trique ou non) ne permet pas de visiter une ville plus d’une fois, mais
de nombreuses applications n’ont pas cette contrainte. Car, par exemple, une instance du
proble`me de VdC syme´trique non-me´trique peut eˆtre re´duite a` une instance me´trique. Pour
cela il faut remplacer le graphe d’origine par un graphe complet dans lequel la distance sij





Dans ce chapitre nous avons pre´sente´ le proble`me traite´ dans cette the`se. Nous avons
montre´ les diffe´rentes variantes de ce proble`me obtenues en changeant les crite`res. Les e´tudes
que nous avons effectue´es en utilisant la simulation montrent qu’un gain important peut eˆtre
obtenu si l’on cherche une se´quence ainsi qu’une taille de lot optimale. C’est l’objectif de
cette the`se.
Dans les chapitres suivants, pour diffe´rents crite`res et diffe´rentes formulations de ce
proble`me, nous montrerons qu’une de´composition est possible quand les proble`mes de se´quen-
cement et de dimensionnement de lots sont conside´re´s comme des proble`mes se´pare´s et
inde´pendants. Les chapitres 3 et 4 contiennent une formulation de´terministe (quand les va-
leurs ale´atoires sont remplace´es par leurs moyennes ou quantiles) du proble`me sur une seule
machine. Le chapitre 5 inclura une formulation probabiliste utilisant des lois de probabilite´
pour les variables ale´atoires.
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Chapitre 3
Mode`le De´terministe : approche
FPTAS
Dans ce chapitre nous e´tudions la proble´matique de se´quencement et de di-
mensionnement de lots sur une machine. La machine est imparfaite sous
deux aspects : elle peut d’une part produire des pie`ces de´fectueuses et d’autre
part tomber en panne. Deux fonctions objectifs du proble`me sont conside´re´es :
le 1er objectif est de minimiser le temps total de fabrication, a` condition
que toutes les demandes soient satisfaites (proble`me P-Temps) ; le second
est de minimiser le couˆt total de non-satisfaction de la demande, sous la
condition que l’horizon de planification soit limite´ (proble`me P-Couˆt). La
pre´sence de temps de changement de se´rie complique le proble`me en ajoutant
des contraintes supple´mentaires. Nous allons utiliser l’approche qui consiste
a` remplacer les valeurs ale´atoires par leurs caracte´ristiques de´terministes
(moyens, centiles, etc.) et travailler sur des mode`les de´terministes. Pour ces
mode`les nous allons de´montrer que les de´cisions optimales de lotissement et
de se´quencement peuvent eˆtre prises se´pare´ment pour les deux proble`mes. Il
est e´galement prouve´ que les deux proble`mes sont NP-difficiles, si la quan-
tite´ de pie`ces de´fectueuses est ale´atoire. Ensuite, nous conside´rons un cas
particulier ou` le pourcentage des articles de´fectueux est donne´ pour chaque
type de produits, et ou` le temps de re´paration de´pend directement du temps
total de fabrication. Dans ce cas la`, uniquement le proble`me P-Couˆt reste
NP-difficile. Nous proposons une me´thode de re´solution FPTAS pour ce cas
particulier du proble`me P-Couˆt. En utilisant des tests nume´riques, nous
e´tudions la performance de l’approche propose´e.
43
Chapitre 3. Mode`le De´terministe : approche FPTAS
3.1 Description du syste`me de production e´tudie´
Le syste`me de production que nous conside´rons dans ce chapitre contient une seule res-
source (ou machine). Cette machine est capable de traiter des pie`ces de diffe´rents types, mais
pas plus qu’une pie`ce a` la fois. Le temps de changement de se´rie (de´nomme´ ci-apre`s le temps
de set-up), de´pendant de la se´quence, se´pare la fabrication de deux pie`ces de types diffe´rents.
La machine est imparfaite :
• elle peut fabriquer des pie`ces de qualite´ insatisfaisante ;
• elle peut tomber en panne.
Le nombre de pie`ces de´fectueuses pour chaque produit est donne´ par une fonction entie`re
croissante de la quantite´ des pie`ces lance´es. Le temps total de re´paration est donne´ par une
fonction re´elle croissante de quantite´s fabrique´es des produits. Nous supposons qu’aucun
composant ne peut eˆtre produit pendant le temps de changement de se´rie ou le temps de
re´paration, et que le temps de set-up et le temps de re´paration ne peuvent pas se chevaucher.
Soit n le nombre de types de produit a` fabriquer. Pour chaque type de produit i, i =
1, . . . , n nous disposons des donne´es suivantes :
• di - la demande pour les pie`ces de bonne qualite´, di > 0 ;
• ci - le couˆt unitaire de non-re´alisation d’une pie`ce, ci > 0 ;
• ti - le temps de fabrication d’une pie`ce, ti > 0 ;
• si,j (sj,i) - le temps de changement de se´rie entre un lot de produit i et j (j et i),
si,j ≥ 0, sj,i ≥ 0 ;
• s0,i - le temps de pre´paration (s0,i ≥ 0) lorsque la fabrication commence par une pie`ce
de type i ;
• fi(x) - repre´sente le nombre de pie`ces de´fectueuses pour un lot de produit i, si ce
lot contient x composants, ou` fi(0) = 0, et fi(x) ≤ x pour chaque x = 1, 2, . . . (fi,
i = 1, . . . , n sont des fonctions entie`res croissantes) ;
• T (x1, . . . , xn) - la fonction repre´sentant le temps total de re´paration durant la pe´riode
de production, ou` xi correspond au nombre de pie`ces de type i. T (·) est une fonction
re´elle croissante et non ne´gative.
Nous supposons que tous les parame`tres du proble`me sont des variables entie`res et le
temps de set-up satisfait l’ine´galite´ triangulaire, c’est-a`-dire :
si,j + sj,k ≥ si,k (3.1)
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pour i = 0, 1, . . . , n, j = 1, . . . , n, et k = 1, . . . , n.
Les fonctions fi(·), i = 1, . . . , n et T (·) peuvent eˆtre obtenues par une analyse statistique
des donne´es re´elles ou a` l’aide de la simulation. Le choix des caracte´ristiques statistiques
(moyenne, centiles, etc.) de´pend des spe´cificite´s de chaque proble`me ou application et doit
eˆtre effectue´ par les utilisateurs. Dans la pratique, des valeurs moyennes sont souvent utilise´es.
Dans ce cas, chaque fonction fi repre´sente le pourcentage moyen de pie`ces de´fectueuses ; la
fonction T quant a` elle repre´sente le temps total de re´paration pendant le temps total de
fabrication. Dans la section 3.3, nous expliquons les raisons pour lesquelles nous avons choisi
de conside´rer ce cas particulier des fonctions fi(·) et T (·). Ci-apre`s nous allons appeler ce
cas ”fraction de´fectueuse” conforme´ment a` la litte´rature en controˆle de qualite´.
Dans ce chapitre, nous allons e´tudier deux proble`mes : P-Temps, ou` l’objectif est de
minimiser le temps total de fabrication Cmax (autrement dit minimiser le Makespan) et
P-Couˆt, ou` l’objectif est de minimiser le couˆt total de non-re´alisation de la demande,
repre´sente´ par l’e´quation suivante :
n∑
i=1
ci max{0, di − (xi − fi(xi))} (3.2)
sous la condition que la pe´riode de planification est limite´e a` T0 (la borne supe´rieure fixe).
Pour les deux proble`mes, les variables de de´cision sont les tailles de lots x = (x1, x2 . . . , xn)
et leur se´quence pi = (pi1, pi2, . . . , pin).
3.2 Des proprie´te´s communes
Les deux proprie´te´s suivantes sont ve´rifie´es pour les proble`mes P-Temps et P-Couˆt.
Proprie´te´ 3.1 Il existe une solution optimale pour chacun des deux proble`mes P-Temps et
P-Couˆt, dans laquelle toutes les pie`ces de meˆme type sont fabrique´es en un seul lot.
De´monstration. Supposons qu’il existe une solution optimale s0 contenant deux lots
diffe´rents pour les pie`ces d’un meˆme type. Sans perte de ge´ne´ralite´ supposons qu’il s’agit
des lots L1j et L
2
j du produit j (voir figure 3.1). Nous pouvons rassembler les deux lots en
ajoutant tous les composants du lot L2j (qui doit eˆtre traite´ plus tard) a` la fin du lot L
1
j .
Notons que le temps total de fabrication de toutes les pie`ces de type j ne changera pas. Soit
s1 la solution obtenue apre`s le de´placement du lot L2j .
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Figure 3.1 – La solution optimale
Supposons que dans la solution initiale s0 le deuxie`me lot de type j est pre´ce´de´ par un
lot Li de type i, et succe´de´ par un lot Lk de type k. Alors dans la nouvelle solution s
1,
au lieu d’avoir des temps de set-up sij + sjk, nous avons un temps de set-up sik. Tous les
autres temps de set-up ne changeront pas. En tenant compte de la re`gle de triangularite´,
sij + sjk ≥ sik, nous pouvons conclure que ni la valeur du ”Makespan” Cmax, ni le couˆt total
d’insatisfaction de la demande ne vont augmenter. En conse´quence la solution s1 construite
ci-dessus est une solution optimale pour n’importe lequel des deux proble`mes P-Temps et
P-Couˆt. Le meˆme raisonnement peut eˆtre applique´ a` tous les autres lots (produits). uunionsq
Notons cependant que si l’ine´galite´ triangulaire n’est pas ve´rifie´e, il est possible d’avoir
des solutions optimales qui contiennent plus qu’un lot pour chaque type de produit.
Proprie´te´ 3.2 Il existe une solution optimale pour chacun des deux proble`mes P-Temps et
P-Couˆt, pour laquelle les lots sont ordonne´s suivant la se´quence minimisant le temps totale
de set-up.
La preuve de cette proprie´te´ est e´vidente car la diminution du temps total de set-up ne
peut augmenter ni le temps total de fabrication, ni le couˆt de la non-re´alisation.
Dans le reste de ce chapitre, nous ne conside´rons que les situations pour lesquelles les
Proprie´te´s 3.1 et 3.2 sont ve´rifie´es.
3.3 Proble`me P-Temps
Rappelons que l’objectif du proble`me P-Temps est de minimiser la date de fin de fabri-
cation de la dernie`re pie`ce, Cmax, sous la condition que les demandes soient satisfaites pour










tixi + T (x) (3.3)
sous la contrainte xi − fi(xi) ≥ di, xi ∈ N, i = 1, . . . , n
ou` s0,pi1 est le temps de pre´paration de la machine pour commencer la fabrication du premier
lot de type pi1, pii ∈ {1, 2, . . . , n} ∀i = 1, 2, . . . , n, xi repre´sente la quantite´ de pie`ces dans le
lot i a` fabriquer (taille du lot), et x le vecteur contenant les tailles de tous les lots. Rappelons
enfin que N est l’ensemble des entiers positifs.
Soit (pi∗, x∗) la solution optimale pour le proble`me (3.3). E´tant donne´ que la part de la




que cette somme n’a aucune influence sur la faisabilite´ du vecteur x, nous pouvons renforcer
les proprie´te´s 3.1 et 3.2 de la manie`re suivante :
Proprie´te´ 3.3 Si les temps de set-up et de pre´paration sont strictement positifs, alors pour
chaque solution optimale du proble`me P-Temps, toutes les pie`ces du meˆme type sont fa-
brique´es en un seul lot.
Proprie´te´ 3.4 Pour chaque solution optimale du proble`me P-Temps, le temps total de
set-up S(pi) est minimise´.
Ici, de manie`re analogue au chapitre 2, nous introduisons les temps de set-up artificiels
si,0 = 0, i = 1, . . . , n. La proprie´te´ 3.4 implique que si nous recherchons une solution
optimale pour le proble`me P-Temps, nous devons ne´cessairement minimiser la valeur S(pi) =
s0,pi1 +
∑n
j=2 spij−1,pij + spin,0. Dans la communaute´ de la recherche ope´rationnelle le proble`me
de minimisation de la fonction S(pi) est bien connu comme le proble`me du Voyageur de
Commerce Asyme´trique (voir chapitre 2). Nous avons n+ 1 villes {0, 1, . . . , n}, chacune est
repre´sente´e par le sommet d’un graphe complet, et les valeurs si,j sont assigne´es aux arcs de
ce graphe repre´sentant les distances de la ville i a` la ville j, ∀i, j = {1, 2, . . . , n}.
Supposons que la se´quence optimale pi∗ := (pi1, pi2, . . . , pin) a e´te´ retrouve´e, le temps total
de set-up S(pi∗) a e´te´ calcule´ et tous les lots ont e´te´ renume´rote´s conforme´ment a` la se´quence
trouve´e. Alors nous pouvons supprimer le terme s0,pi1 +
∑n
j=2 spij−1,pij de l’e´quation (3.3) et
le proble`me P-Temps peut eˆtre re´duit au proble`me suivant, nomme´ P-Temps-Tailles
(PTT).
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tixi + T (x), (3.4)
s. c. xi − fi(xi) ≥ di, xi ∈ N, i = 1, . . . , n.
Le fait que la fonction T (x) soit croissante nous permet de conclure que le proble`me PTT
est e´quivalent aux n proble`mes suivants, nomme´s Pi, i = 1, . . . , n, re´solus simultane´ment.
Proble`me Pi : Minimiser xi sous la contrainte xi − fi(xi) ≥ di, ou` xi ∈ N, i = 1, . . . , n.
Nous allons maintenant prouver, que pour n’importe lequel des proble`mes Pi, i = 1, . . . , n,
de´cider s’il y a une solution re´alisable, est un proble`me NP-difficile, si la fonction fi(xi)
correspondante est repre´sente´e par une boite noire. Une boite noire pouvant eˆtre conside´re´e
comme un algorithme ou une formule qui calcule la valeur de f(x) pour la valeur de x
quelconque. Il n’est possible de voir que les entre´es x et les sorties f(x) de cette boite, le
fonctionnement interne e´tant comple`tement opaque.
The´ore`me 3.1 Soit f(·) une fonction entie`re croissante non ne´gative repre´sente´e par une
boite noire. La fonction f(x) ve´rifie l’ine´galite´ f(x) ≤ x pour chaque x = 1, 2, . . . Le proble`me
P qui consiste a` de´cider si x− f(x) ≥ d, x ∈ N est NP-difficile.
De´monstration. Pour de´montrer la NP-difficulte´ du proble`me P nous allons utiliser le
proble`me Partition, qui est NP-difficile (voir Garey et Johnson (1979)). Ce proble`me peut
eˆtre formule´ de manie`re suivante :
Proble`me Partition : Soit a1, . . . , am des entiers positifs, tels que
∑m
j=1 aj = 2A.
Le proble`me Partition consiste a` de´terminer s’il existe un vecteur z = (z1, . . . , zm), ou`
zi ∈ {0, 1}, i = 1, . . . ,m, tel que
∑m
j=1 ajzj = A ?
A partir d’une instance du proble`me Partition nous pouvons construire une instance
du proble`me P comme suit : soit d = 2m − 1 et
f(x) =

0, si x ∈ {0, 1, . . . , d− 1},
x− d+ 1, si x ∈ {2d+ 1, 2d+ 2, . . .},
ou x ∈ {d, d+ 1, . . . , 2d} et ∑mj=1 ajrj(x− d) 6= A,






r1(x−d), . . . , rm(x−d)
)
est la repre´sentation binaire du nombre x − d,
x − d ∈ {0, 1, . . . , d} en utilisant m bits comme suit x − d = ∑mi=1 2i−1rk−i+1(x − d). Nous
pouvons ve´rifier que f(x) est une fonction en nombres entiers non ne´gative et non de´croissante
telle que f(x) ≤ x pour x ≥ 1.
La longueur du nombre d = 2m − 1 en codage binaire ne de´passe pas m. En utilisant la
formule (3.5), nous pouvons calculer la valeur de f(x) en O(log x) pour x ∈ {0, 1, . . . , d− 1}
et x ∈ {2d+1, 2d+2, . . .}. Si x ∈ {d, d+1, . . . , 2d}, la repre´sentation binaire de r(x−d) peut
eˆtre trouve´e en O(m). L’utilisation de r(x−d) permet de calculer la valeur de f(x) en O(m)
aussi. Par conse´quent, cette re´duction est polynomiale en longueur de partition (m).
La de´finition de la fonction f(x) implique qu’il existe x∗ ∈ N tel que x∗− f(x∗) ≥ d si et
seulement si x ∈ {d, d+ 1, . . . , 2d} et ∑mj=1 ajrj(x∗−d) = A, c.-a`-d. le proble`me Partition
a une solution. uunionsq
La de´monstration du the´ore`me 3.1 est base´e sur la de´monstration de Cheng et Kovalyov
(2002). Nous devons simplement tenir compte des particularite´s de notre proble`me, c.-a`-d.
le fait que f(x) est une fonction entie`re croissante et non ne´gative, et que f(x) ≤ x pour
x ≥ 1.
Les deux Corollaires suivants sont ve´rifie´s :
Corollaire 3.1 Le proble`me Pi est NP-difficile pour chaque i = 1, . . . , n.
Corollaire 3.2 Le proble`me P-Temps-Tailles est NP-difficile, meˆme si n = 1 et sa fonc-
tion f1(x) est donne´e par une boite noire.
Les proble`mes Pi sont NP-difficiles en raison de l’incertitude au niveau des fonctions
fi(x). En revanche, pour les fonctions fi(x) spe´cifiques il peut exister des approches efficaces
pour re´soudre le proble`me PTT. Nous conside´rons ci-dessous un tel cas.
Soit fi(x) = bαix + βix 12 c, ou` αi et βi sont des valeurs re´elles non ne´gatives telles que
fi(x) ≤ x pour x ≥ 1, i = 1, . . . , n. Rappelons que bbc est la valeur entie`re la plus grande
qui est infe´rieure ou e´gale a` b. Le cas ou` βi = 0, i = 1, . . . , n et fi(x) = bαixc, i = 1, . . . , n,
peut eˆtre utilise´ pour mode´liser la situation ou` le pourcentage des pie`ces de´fectueuses pour
un produit est connu. Flapper et al. (2002) ont souligne´ que dans les syste`mes de produc-
tion l’incertitude dans le rendement existe souvent. Toutefois, ayant les donne´es statistiques
ade´quates, il est possible de faire une estimation fiable du rendement, et s’assurer qu’en
moyenne la quantite´ de pie`ces de´fectueuses peut eˆtre pre´sente´e comme un pourcentage du
nombre total des pie`ces fabrique´es. Ce pourcentage est assez stable. Inderfurth et al. (2005),
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Teunter et Flapper (2003), Inderfurth et al. (2006), Inderfurth et al. (2007), Chiu et al.
(2007) et Buscher et Lindner (2007) ont utilise´ cette hypothe`se dans leurs travaux. Dans
la litte´rature en controˆle de qualite´ cette manie`re de mode´liser un rendement ale´atoire est
connue sous le terme de fraction de´fectueuse (voir Gitlow (1989)).
Nous allons conside´rer le cas fi(x) = bαix+βix 12 c, i = 1, . . . , n. L’ine´galite´ bαix+βix 12 c ≤
x est e´quivalente a` αix + βix
1
2 ≤ x, si x est un nombre entier. Transformons la dernie`re
ine´galite´ comme suit :
αix+ βix
1




2 (1− αi)− βi
)
≥ 0 (3.6)
Nous conside´rons que x ∈ N, alors x 12 est toujours positif et x 12 (1−αi)−βi ≥ 0 est valide pour
n’importe quelle valeur de x ∈ {1, 2, . . .}, si elle est ve´rifie´e pour x = 1, c.-a`-d., l’ine´galite´
1− αi ≥ βi est valide. Par conse´quent, nous allons exiger 0 ≤ βi ≤ 1− αi < 1, i = 1, . . . , n.
Pour re´soudre le proble`me Pi il faut trouver la valeur de xi la plus petite possible respec-
tant la condition suivante :
xi − bαixi + βix
1
2
i c ≥ di (3.7)




i < xi − di + 1
Examinons la fonction suivante :
gi(xi) := (1− αi)xi − βix
1
2
i − di + 1 > 0 (3.8)




Puisque βi ≤ 1−αi, i = 1, . . . , n, alors xmini = β
2
i
4(1−αi)2 < 1 et chaque solution entie`re positive
de (3.8) doit satisfaire xi > x
+
i , ou` x
+





4(di − 1)(1− αi) + β2i + 2(di − 1)(1− αi)
2(1− αi)2 (3.9)
En tenant compte de l’explication ci-dessus, nous pouvons de´duire que les tailles de lots
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x+i + 1, si x+i est entierdx+i e, sinon i = 1, . . . , n (3.10)
Ici d·e est l’ope´rateur qui arrondit au plus petit entier supe´rieur. Pour le cas ”fraction









i = 1, . . . , n (3.11)
Nous concluons cette section avec la proposition suivante.
Proposition 3.1 Le proble`me P-Temps-Tailles peut eˆtre re´solu en O(n) si fi(x) = bαix+
βix
1
2 c, ou` αi et βi sont les nombres re´els non ne´gatifs, tels que 0 ≤ βi ≤ 1 − αi < 1,
i = 1, . . . , n.
3.4 Proble`me P-Couˆt
Dans le proble`me P-couˆt le couˆt total de non-satisfaction de la demande doit eˆtre
minimise´ sous la condition que l’horizon de planification (des temps de set-up et des temps
de re´paration inclus) soit infe´rieur ou e´gal a` T0. Nous formulons le proble`me P-Couˆt de la
manie`re suivante :
Proble`me P-Couˆt :
Minimiser W (x) :=
n∑
j=1
cpij max{0, dpij − (xpij − fpij(xpij))} (3.12)






tpijxpij + T (x) ≤ T0 xi ∈ N, i = 1, . . . , n
Il n’y a pas d’obligation de satisfaire la demande pour la date T0 (la livraison peut eˆtre
retarde´e). En utilisant l’algorithme de programmation dynamique (voir Algorithme 3.1),
propose´e par Held et Karp (1962) et de´veloppe´ pour le proble`me du Voyageur du Commerce,
nous pouvons trouver la permutation optimale pour tous les ensembles de lots. La complexite´
de cet algorithme est O(n22n).
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Dans cet algorithme, S(Y, i) est le temps minimal de set-up total (la valeur optimale de
set-up pour toute la se´quence) pour fabriquer un ensemble de produit Y , a` condition que
le produit i ∈ Y soit traite´ en dernier. Pour chaque ensemble Y , le temps de set-up cumule´
minimal S∗(Y ) peut eˆtre calcule´ de la manie`re suivante :
S∗(Y ) = min
i∈Y
{S(Y, i)} (3.13)
en O(|Y |). Toutes les valeurs S∗(Y ) peuvent eˆtre calcule´es en O(n22n) temps. Enfin pour
l’ensemble Y des produits a` fabriquer et le temps total de set-up S∗(Y ), la permutation
optimale pi∗(Y ) peut eˆtre obtenue en O(n) par retour sur trace ou backtracking (en anglais).
Algorithme 3.1: Programmation dynamique
1 Initialisation :
2 Y ∈ {1, . . . , n}
3 |Y | = 1
4 pour chaque (i = 1 ; i ≤ n ; i← i+ 1) faire
5 Y = {i}
6 S(Y, i)← s0,i
7 fin
8 Re´cursion :
9 pour chaque (|Y | = 2 ; |Y | ≤ n ; |Y | ← |Y |+ 1) faire
10 S(Y, i) = minj∈Y \{i}{S(Y \ {i}, j) + sj,i}
11 fin
Dans le reste de cette section, nous allons conside´rer que la de´cision de se´lection a e´te´
effectue´e (nous savons quels produits seront effectivement fabrique´s). Nous supposons qu’une
permutation optimale de leurs lots a e´te´ trouve´e. Pour faciliter la pre´sentation soit N =
{1, . . . , n} l’ensemble des produits se´lectionne´s pour la fabrication, alors nous avons la valeur
de S∗(N) pour le temps cumule´ de set-up. De manie`re analogue, xi indique la taille du lot
de produit i, i = 1, . . . , n et x = (x1, . . . , xn) est le vecteur repre´sentant les tailles de tous
les lots. En tenant compte de l’ensemble N , nous pouvons re´duire le proble`me P-Couˆt au
proble`me de lotissement suivant (de´signe´ comme P-Couˆt-Tailles ou PCT par la suite).
Proble`me P-Couˆt-Tailles :
Minimiser W (x) :=
n∑
i=1
ci max{0, di − (xi − fi(xi))} (3.14)
s. c. Q(x) :=
n∑
i=1
tixi + T (x) ≤ T1, xi ∈ N, i = 1, . . . , n
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ou` T1 = T0 − S∗(N).
La fonction (3.14) minimise le couˆt total d’insatisfaction de la demande et la contrainte
associe´e limite la pe´riode de planification a` T1.
Supposons que nous avons un seul produit a` fabriquer, c.-a`-d. |N | = 1 et la fonction f1(x)
est repre´sente´e par une boˆıte noire. Alors le proble`me de de´cider s’il existe une solution x au
proble`me PCT telle que W (x) ≤ 0 est e´quivalent au proble`me de recherche d’une solution
re´alisable du proble`me Pi, qui est NP-difficile (voir le the´ore`me 3.1). Par conse´quent, la
proposition suivante est ve´rifie´e.
Proposition 3.2 Proble`me P-Couˆt-Tailles est NP-difficile meˆme si n = 1 et la fonction
f1(x) donne´e par une boˆıte noire.
Comme dans la section pre´ce´dente, nous allons e´tudier un cas particulier du proble`me
PCT - ”fraction de´fectueuse”. Dans ce cas, comme pre´cise´ auparavant, les fonctions repre´-
sentant le nombre de pie`ces de´fectueuses et le temps total de re´paration sont les suivantes :




ou` αi et γi sont des nombres re´els, tels que 0 ≤ γi < 1, 0 ≤ αi < 1, pour i = 1, . . . , n. Nous
appelons ce proble`me P-Couˆt-Taille-FD (ou PCT-FD), ou` l’abre´viation ”FD” signifie
”fraction de´fectueuse”. Nous formulons le proble`me PCT-FD comme suit :
Proble`me P-Couˆt-Taille-FD :
Minimiser W fd(x) :=
n∑
i=1




(1 + γi)tixi ≤ T1, xi ∈ N, i = 1, . . . , n
La fonction (3.16) et la contrainte qui suit sont des versions modifie´es des fonctions
(4.8) pour le cas ”FD” du proble`me. Maintenant nous allons de´montrer que contrairement
au proble`me PTT, pour lequel il est possible de trouver une solution optimale en temps
polynomial O(n), le proble`me PCT-FD est NP-difficile.
The´ore`me 3.2 Proble`me PCT-FD est NP-difficile meˆme si αi = 1/3, di = 2 et γi = 0,
i = 1, . . . , n.
De´monstration. Notons que γi = 0 signifie que nous ignorons les pannes. Nous allons
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utiliser de nouveau le proble`me Partition (voir la formulation dans The´ore`me 3.1). A
partir d’une instance du proble`me Partition nous construisons une instance du proble`me
PCT-FD de la manie`re suivante :
n = m, T1 = 3A, αi = 1/3, di = 2, γi = 0
et ci = ti = ai pour chaque i = 1, . . . , n
Nous allons donc de´montrer que le proble`me Partition a une solution si et seulement
s’il existe une solution re´alisable x, telle que W fd(x) ≤ A, pour l’instance du proble`me
PCT-FD, construite ci-dessus, .
Condition ne´cessaire (”Si”). Supposons qu’il existe une solution re´alisable x = (x1, . . . , xn)




ai max{0, 2− (xi − b 1
3
c)} et Qfd(x) :=
n∑
i=1
aixi ≤ T1 (3.17)
Se´parons les indices i, i = 1, . . . , n en deux ensembles X1 and X2 comme suit :
X1 = {i | xi = 1}, X2 = {i | xi ≥ 2} (3.18)
Remarquons que si xi ∈ {2, 3, . . .}, alors max{0, 2 − (xi − bxi3 c)} = 0, car xi − bxi3 c est











doivent eˆtre ve´rifie´es. E´tant donne´ que X1 ∪ X2 = {1, . . . ,m} et
∑m











ai ≤ 3A (3.19)
Conside´rant que W fd(x) =
∑
i∈X1 ai ≤ A, nous pouvons conclure que
∑
i∈X1 ai = A.
Alors l’ensemble X := X1 est la solution requise du proble`me Partition.
Condition suffisante (”Seulement Si”). Soit X est une solution du proble`me Par-
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tition. De´terminons le vecteur x = (x1, . . . , xn) de la manie`re suivante :
xi =
2, si i ∈ X1, sinon , i = 1, . . . , n (3.20)






















ai = A (3.22)










ai = 3A = T1 (3.23)
Ainsi le vecteur x est une solution re´alisable de l’instance du proble`me PCT-FD construite
ci-dessus. uunionsq
Dans la section suivante nous allons proposer une approche de type FPTAS pour re´soudre
le proble`me PCT-FD.
3.5 Fully Polynomial Time Approximation Scheme (FP-
TAS)
Nous commenc¸ons cette section par donner une de´finition formelle de FPTAS.
De´finition 3.1
Un algorithme A est un FPTAS pour un proble`me d’optimisation P, si pour un ensemble I
de donne´es du proble`me et une valeur ε > 0 fixe´e, l’algorithme A peut trouver une solution
S du proble`me P avec les parame`tres I en un temps polynoˆmial en fonction de 1
ε
et de la
taille de I. Cette solution est telle que
|SO(I)− S| ≤ εSO(I)
ou` SO(I) est la valeur de la solution optimale du proble`me P avec les donne´es I.
55
Chapitre 3. Mode`le De´terministe : approche FPTAS
Soit L le plus grand de´nominateur parmi les fractions irre´ductibles repre´sentant les
nombres αi (les coefficients des fonctions de rendement) et γi (les coefficients de fonction de
temps de re´paration), i = 1, . . . , n. Et soit pmax = max{max1≤i≤n{ci, di, ti}, L} le parame`tre
maximal. Alors la famille {Aε} des algorithmes (1 + ε)-approche´s construit un FPTAS pour
le proble`me PCT-FD. La complexite´ de chaque algorithme Aε est limite´e par un polynoˆme
de n, log pmax, et 1/ε. La me´thode FPTAS nous permet de trouver deux choses : la solution
optimale et des solutions approche´es.
Soit le vecteur x∗ = (x∗1, . . . , x
∗
n) la solution optimale du proble`me PCT-FD. Rappe-
lons que x est la solution re´alisable pour ce proble`me si Qfd(x) ≤ T1. Par conse´quent, si
Qfd(x(1)) > T1 pour le vecteur unitaire x
(1) = (1, . . . , 1), alors il n’y a pas de solution
re´alisable pour le proble`me PCT-FD. Nous supposons donc que Qfd(x(1)) ≤ T1. Soit hi la
taille de lot minimale, telle que la demande pour des pie`ces i de bonne qualite´ soit satisfaite,
alors
hi = min{x | x ∈ N, di − x+ bαixc ≤ 0} = di−11−αi + 1, si di−11−αi est entierd di−1
1−αi e, sinon
i = 1, . . . , n
Si Qfd(x(h)) ≤ T1, ou` x(h) = (h1, . . . , hn), alors x∗ = x(h) est une solution optimale,
puisque W fd(x(h)) = 0. Supposons que ce n’est pas le cas, c.-a`-d. que la pe´riode de planifi-
cation T1 est insuffisante pour satisfaire toutes les demandes, quand x = x
(h).
Pour appliquer l’algorithme, nous avons besoin des bornes infe´rieure (BI) et supe´rieure





> T1, l’ine´galite´ W
fd(x) > 0 est satisfaite pour chaque solution re´alisable x, c.-a`-
d. que au moins une pie`ce d’un produit va manquer et W fd(x∗) ≥ min1≤i≤n{ci}. La borne
infe´rieure BI peut eˆtre de´termine´e comme suit
BI := min
1≤i≤n
{ci} ≥ 1 (3.24)
Pour trouver une borne supe´rieure BS, nous utilisons l’algorithme 3.2.
Pour pre´senter FPTAS, nous allons formuler un proble`me ”arrondi” (”rounded” en an-
glais), nomme´ P-Rou. Chaque algorithme exact pour le proble`me P-Rou est un algorithme
(1 + ε) approche´ pour le proble`me PCT-FD (la de´monstration est similaire a` Kovalyov
(1996)). Soit δ = max{1, εBI
n
} un parame`tre d’e´chelle. Remarquons que si ε = 0 c’est-a`-dire
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Algorithme 3.2: Borne supe´rieure de couˆt d’insatisfaction
1 Ge´ne´rer une solution x0 = (x01, x
0







] ∩ N // solution
initiale





3 si (Qfd(x0) < T1) alors
4 tant que (Qfd(x0) < T1) faire
5 pour chaque (i = 1; i ≤ n; i← i+ 1) faire
6 si (x0i < x
h
i ) alors





12 tant que (Qfd(x0) > T1) faire
13 pour chaque (i = 1; i ≤ n; i← i+ 1) faire
14 si (x0i > 1) alors





20 Calculer le couˆt d’insatisfaction de la demande pour la solution x0













)}, i = 1, . . . , n (3.26)
ou`
vi(xi) = ci max{0, di − (xi − bαixic)} (3.27)














≤ l et di − x+ bαixc < (l + 1)δ
ci
sont e´quivalentes. E´tant donne´ que la partie gauche de la dernie`re ine´galite´ est toujours une
valeur entie`re, nous obtenons :
di − x+ bαixc < (l + 1)δ
ci








+ x− di > αix
La dernie`re ine´galite´ nous donne les valeurs de x :
x >
di − d (l+1)δci e







i + 1}, si h(l)i est entier
max{1, dh(l)i e}, sinon




, i = 1, . . . , n













Soit le vecteur x0 une solution optimale du proble`me P-Rou et qfdj (f) repre´sentent
la valeur minimale de la fonction qfdj (x) :=
∑j






= f. Le proble`me P-Rou peut eˆtre re´solu par l’approche de programmation
dynamique 3.3.








. Pour ame´liorer sa performance, nous
pouvons appliquer la proce´dure d’ame´lioration des bornes (Bound Improvement Procedure ou
BIP) explique´e dans Tanaev et al. (1998) (traduction anglaise dans Chubanov et al. (2006)).
Cette proce´dure est adapte´e pour un proble`me de minimisation quelconque et permet de




Soit W ∗ la valeur minimale pour le couˆt d’insatisfaction recherche´. Nous allons e´galement
utiliser la notation Aε(BI,BS, ε) pour l’algorithme {Aε}, ou` BI est la borne infe´rieure, BS
est la borne supe´rieure de couˆt d’insatisfaction, et ε est la ”pre´cision” (la borne supe´rieure
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Algorithme 3.3: Algorithme Aε :FPTAS pour le proble`me PCT-FD
1 j ← 0
2 Initialisation :
3 si (f = 0 et j = 0) alors
4 Qfdj (f) = 0
5 sinon
6 Qfdj (f) =∞
7 fin
8 Re´cursion :
9 tant que (j < n) faire
10 j ← j + 1





; f ← f + 1) faire









+ (1 + γj)tjxj | xj ∈




15 Solution optimale :
16 Calculer W fd(x0) = min
{







17 Trouver la solution optimale x0 en utilisant la me´thode de retour sur trace
pour l’erreur de calcul). Nous pouvons appliquer la proce´dure BIP puisque l’algorithme
ve´rifie les proprie´te´s suivantes :
• Pour chaque valeur positive de BI et BS, l’algorithme Aε(BI,BS, ε) trouve une solu-
tion re´alisable WA telle que la condition suivante soit ve´rifie´e :
WA ≤ BI +BS si W ∗ < BS
• Le temps de calcul de Aε(BI,BS, ε) est limite´ par P (n, BSBI .
L’approche comple`te avec la proce´dure BIP inte´gre´e est pre´sente´e ci-dessous (Algorithme
3.4).
La famille des algorithmes {Aε} contenant la proce´dure BIP constitue un FPTAS pour le
proble`me PCT-FD. L’application de la proce´dure BIP permet de re´duire conside´rablement
le temps de calcul de l’algorithme. Le the´ore`me suivant est ve´rifie´.
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Algorithme 3.4: L’approche comple`te
1 Trouver BI et BS // en utilisant l’equation (3.24) et l’algorithme
3.2
2 W 0 ← BI, j ← 1, aj ← 0




< BS ≤ (2bjBI)
4 kj ← daj+bj2 e
5 W (kj) ← 2kj−1BI
6 Re´pe´ter :
7 Appliquer Aε(W
(kj), 2W (kj), 1)
8 si (WA ≤ 3W (kj)) alors
9 F 0 ← W (kj)
10 si (kj = bj) alors
11 Quitter
12 fin
13 si (kj < bj) alors
14 aj+1 ← aj
15 bj+1 ← kj
16 fin
17 sinon
18 si (kj = bj) alors
19 Quitter
20 fin
21 si (kj < bj) alors
22 aj+1 ← aj
23 bj+1 ← kj
24 fin
25 fin
26 j ← j + 1
27 Appliquer Aε(BI,BS, ε) avec ε choisi










3.6 Expe´rimentations nume´riques avec FPTAS
Les objectifs des expe´riences nume´riques sont : 1) e´valuer les temps de calcul de FPTAS
pour diffe´rentes combinaisons de parame`tres du proble`me PCT-FD, et 2) analyser la qualite´
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des solutions obtenues avec le FPTAS . Toutes les expe´rimentations ont e´te´ exe´cute´es sur
un SUN UltraSPARC IIIi avec 1593 Mhz CPU et 16Gb de RAM. Pour chaque instance du
proble`me, les parame`tres ont e´te´ ge´ne´re´s a` partir d’une distribution uniforme.
Nous avons fait varier certains parame`tres pour avoir des familles d’instances. Les inter-
valles de cette variation sont pre´sente´s dans le tableau 3.1. Notons que T1 = T − ratio ∗ T ∗,
ou` T ∗ est le temps minimal, ne´cessaire pour le traitement de toutes les pie`ces d’une solution
optimale du proble`me PTT-FD (voir l’equation (3.11)), qui sont les tailles de lots minimales
pour que la demande pour chaque type de produits soit satisfaite. Toutes les combinaisons
possibles des intervalles de valeurs des parame`tres donnent 36 familles d’instances. Nous
avons ge´ne´re´ 10 instances pour chacune des familles, ce qui revient a` 10×36 = 360 instances
pour chaque taille de proble`me.
Table 3.1 – Les intervalles pour la ge´ne´ration des donne´es initiales des instances
Parame`tre Intervalles
Demande di [1; 5] [1; 20] [1; 100]
Couˆt d’insatisfaction ci [1; 1] [1; 5] [1; 20]
Taux de rebuts αi [0, 001; 0, 3] [0, 2; 0, 5]
Taux de re´paration γi [0, 001; 0, 4]
T-ratio [0, 75; 0, 9] [0, 9; 0, 95]
Temps de fabrication ti [10; 50]
Le temps de calcul de FPTAS en mode exact est pre´sente´ dans la Figure 3.2. Nous avons
ajoute´ trois courbes de tendance pour e´valuer la complexite´ expe´rimentale de l’algorithme
et pouvoir le comparer avec la complexite´ the´orique (au pire des cas). La courbe grise avec
des noeuds repre´sente le temps moyen de calcul de FPTAS pour le nombre de lots n ∈
{10, . . . , 150}, la courbe bleu est une courbe de re´gression polynomiale avec un degre´ maximal
e´gal a` 2 (C. de T. P2 sur la figure) ; la courbe rouge C. de T. P3 est une courbe de re´gression
de degre´ 3 ; la courbe verte C. de T. Puissance repre´sente la courbe de re´gression puissance.
Au-dessous du graphique nous affichons les e´quations correspondantes pour chaque courbe et
les coefficients de de´termination R2. Pour les instances ge´ne´re´es, les trois courbes de tendance
sont proches, mais la re´gression puissance a la valeur de R2 la plus e´leve´e.
La Figure 3.3 illustre le temps CPU de la proce´dure BIP par rapport au temps moyen de
calcul de FPTAS. Il y a trois courbes pour le BIP en fonction de la taille du proble`me : le
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Figure 3.2 – Temps de calcul de FPTAS (sec.) pour n ∈ [10; 150] en mode exact
Figure 3.3 – Temps de calcul (sec.) avce et sans BIP pour n ∈ [10; 150] en mode exact
temps minimal ”BIP (min)” , moyen ”BIP (moyen)” sur 360 instances et le temps maximal
”BIP (max)” pour chaque taille de proble`me n, n ∈ {10, 20, . . . , 150}. Nous constatons qu’il
y a des cas ou` le temps de calcul de BIP prend une partie non ne´gligeable du temps de calcul
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de l’algorithme en ge´ne´ral. Il existe meˆme des cas ou` cette partie prend 90% du temps total.
En meˆme temps, sans proce´dure BIP, FPTAS est beaucoup plus lent (voir la courbe orange
”FPTAS sans BIP”), l’utilisation de BIP donc est justifie´e malgre´ son couˆt important en
terme de calcul.
Figure 3.4 – Temps de calcul de FPTAS (sec.) pour n ∈ [10; 150]
Le temps de calcul de FPTAS (sec.) est pre´sente´ dans la figure 3.4. Pour chaque taille de
proble`me (nombre de lots) n ∈ {10, 20, . . . , 150}, 10 instances ont e´te´ ge´ne´re´es et teste´es pour
les valeurs ε, ε = 0, 01; 0, 03; 0, 05; 0, 07; 0, 1; 0, 2; 0, 3; 0, 4; 0, 5; 0, 6; 0, 7; 0, 8; 0, 9; 1.
Les courbes qui correspondent a` ε = 0, 01; 0, 03; 0, 05 ne sont pas visibles, parce que dans
ces cas l’algorithme a trouve´ des solutions exactes pour toutes les instances du proble`me,
donc ces courbes sont cache´es par la courbe ε = 0. L’analyse de ces re´sultats montre que
le temps de calcul augmente quand le nombre de lots augmente et la borne supe´rieure ε
d’erreur relative diminue. De plus, le nombre de lots semble avoir beaucoup d’influence sur
le temps de calcul. Pour des lots de taille petite (xi = 30 par exemple), l’influence de ε est
beaucoup moins importante (voir ne´gligeable) que pour les grands lots (voir les chiffres dans
l’Annexe B.1).
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La figure 3.5 donne les erreurs relatives des solutions approche´es obtenues avec FPTAS.
Les valeurs nume´riques sont dans le tableau B.2 de l’Annexe. Toutes les valeurs ont e´te´
arrondies a` la deuxie`me de´cimale. A partir de la figure nous pouvons constater que les
erreurs relatives re´elles (pour les instances teste´es) sont beaucoup plus petites que la borne
supe´rieure ε.
Figure 3.5 – Les erreurs relatives de FPTAS (sec.) pour n ∈ [10; 150]
Conclusion
Dans ce chapitre nous avons e´tudie´ deux proble`mes P-Temps et P-Couˆt. L’objectif
e´tait de trouver les quantite´s de pie`ces de chaque type a` fabriquer et leur se´quence afin
d’optimiser un crite`re : minimiser le makespan pour le proble`me P-Temps et minimiser le
couˆt total d’insatisfaction pour les pie`ces non-fabrique´es pour le proble`me P-Couˆt. Nous
avons de´montre´ que pour ces deux proble`mes les de´cisions de lotissement et de se´quencement
peuvent eˆtre prises se´pare´ment. Ensuite nous avons prouve´ que les proble`mes de lotissement,
P-Temps-Tailles et P-Couˆt-Tailles, sont NP-difficiles, si les fonctions repre´sentant le
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nombre de pie`ces de´fectueuses sont ale´atoires. Le proble`me P-Couˆt-Tailles est NP-difficile
meˆme dans le cas ou` les pourcentages de pie`ces de´fectueuses dans un lot sont connus pour
chaque type de produit (cas ”fraction de´fectueuse” ou FD). Nous avons montre´ qu’une
solution optimale du proble`me P-Temps-Tailles dans le cas FD peut eˆtre trouve´e en
O(n). Pour le proble`me P-Couˆt-Tailles-FD, nous avons de´veloppe´ une approche FPTAS








. Les expe´rimentations nume´riques montrent que
l’algorithme FPTAS peut re´soudre des proble`mes de grande taille en un temps raisonnable et





Mode`le De´terministe : programmes
line´aires
Dans ce chapitre nous reprenons le proble`me P-Couˆt-Tailles (ou PCT)
pre´sente´ dans le chapitre pre´ce´dant. Nous proposons deux mode`les line´aires
pour re´soudre le cas ”fraction de´fectueuse” du proble`me PCT (ou` le pour-
centage d’articles de´fectueux est donne´ pour chaque type de produit, et ou` le
temps de re´paration de´pendra directement du temps total de fabrication). En
utilisant des tests nume´riques, nous e´tudions la performance des approches
propose´es et les comparons a` l’approche FPTAS, propose´e dans le chapitre
pre´ce´dent. Ensuite, en prenant une fonction plus ge´ne´rale pour la quantite´
de pie`ces de´fectueuses, nous montrons comment ajuster la me´thode FPTAS
ainsi qu’un des mode`les line´aires pour re´soudre ce nouveau proble`me. Les
re´sultats nume´riques contenant les performances des deux me´thodes pour ce
proble`me sont pre´sente´s.
4.1 Mode`les Line´aires pour le proble`me P-Couˆt-tailles-
FD
Comme c’e´tait e´voque´ pre´ce´demment, nous allons commencer par pre´senter deux mode`les
line´aires pour le proble`me PCT-FD. Toutes les hypothe`ses prises auparavant restent valides.
Rappelons la formulation du proble`me :
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Proble`me P-Couˆt-Taille-FD :
Minimiser W fd(x) :=
n∑
i=1




(1 + γi)tixi ≤ T1, xi ∈ N, i = 1, . . . , n
4.1.1 Mode`le en variables entie`res
Pour obtenir le mode`le line´aire en variables entie`res nous allons line´ariser la fonction
objective. Comme il e´tait montre´ auparavant, la solution optimale x∗ (les tailles de lots) du
proble`me (4.1), sans la contrainte sur la pe´riode de planification, peut eˆtre trouve´e comme
suit :
x∗i =
 di−11−αi + 1, si di−11−αi est entierd di−1
1−αi e, sinon
i = 1, . . . , n (4.2)
Nous allons utiliser les valeurs x∗i comme les limites supe´rieures pour chaque taille de lot
xi recherche´e, i = 1, . . . , n :
1 ≤ xi ≤ x∗i
Soit yi = bαixic. En transformant cette e´galite´ nous avons yi ≤ αixi < yi + 1, d’ou` nous
obtenons le syste`me d’ine´galite´s suivant :αixi − yi ≥ 0,αixi − yi < 1, i = 1, . . . , n (4.3)
Soit λi = max{0, di − (xi − bαixic)} = max{0, di − (xi − yi)}. Cette dernie`re e´quation
peut eˆtre remplace´e par les deux ine´galite´s suivantes :
λi ≥ di − (xi − yi)
λi ≥ 0
ou` i ∈ {1, . . . , n}.
Donc nous avons tout ce qu’il faut pour avoir un mode`le line´aire.
Mode`le Line´aire 1 :
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ti (1 + γi)xi ≤ T1
αixi − yi ≥ 0, ∀i ∈ {1, . . . , n}
αixi − yi ≤ 1− ε, ∀i ∈ {1, . . . , n}
λi ≥ di − (xi − yi) , ∀i ∈ {1, . . . , n}
ou` ε est une valeur positive, suffisamment petite pour ne pas influencer la solution du
proble`me. Les intervalles de valeurs possibles, i ∈ {1, . . . , n} :
1 ≤ xi ≤ x∗i
0 ≤ yi ≤ bαix∗i c
λi ≥ 0
Les de´finitions des types de variables a` utiliser :
xi, yi ∈ Z, λi ∈ R, ∀i ∈ {1, . . . , n}
4.1.2 Mode`le avec des variables binaires
Pour formuler le deuxie`me mode`le line´aire, nous introduisons des variables binaires λij :
λij =
1, si la taille de lot i e´gale a` j0, sinon i = 1, . . . , n, j = 1, . . . , x∗i (4.5)
Le Mode`le Line´aire 2 est donc le suivant :
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ti (1 + γi) jλij ≤ T1
x∗i∑
j=1
λij = 1,∀i ∈ {1, . . . , n}
Types des variables :
λij ∈ {0, 1}, ∀i ∈ {1, . . . , n}, et j ∈ {1, . . . , x∗i }
4.1.3 Expe´rimentations nume´riques - comparaison FPTAS avec
les deux mode`les line´aires
Dans cette section nous allons comparer les performances des deux mode`les line´aires
pre´sente´s ci-dessus, avec ceux de la me´thode FPTAS. Les mode`les line´aires ont e´te´ pro-
gramme´s en C++ et ont e´te´ re´solus avec CPLEX v.11. Pour FPTAS nous prenons ε = 0, c.-
a`-d. nous l’utilisons en mode exact, puisque CPLEX a re´solu toutes les instances de manie`re
exacte. Dans ce qui suit le mode`le line´aire en variables entie`res sera appele´ CPLEX(Ent) et
le mode`le avec les variables binaires CPLEX(Bin).
Le tableau 4.1 pre´sente les temps CPU moyens de calcul pour les trois me´thodes, obtenus
en testant 360 instances pour chaque taille de lot. Nous pouvons constater que la me´thode
la plus rapide pour l’ensemble des instances ge´ne´re´es est CPLEX(Ent). Notre re´alisation de
la me´thode FPTAS est beaucoup plus lente que les mode`les line´aires utilise´s avec CPLEX.
Le tableau 4.2 pre´sente les re´sultats pour le cas ou` nous faisons varier le pourcentage
de rebut. Avec des valeurs de α plus petites, les mode`les line´aires sont plus rapides. Pour
FPTAS, meˆme si la tendance ge´ne´rale parait eˆtre la meˆme il y a 5 exceptions (en gras dans
le tableau).
Le tableau 4.3 montre l’e´volution des temps de calcul des trois me´thodes en fonction de
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Table 4.1 – Temps de calcul moyen de FPTAS, CPLEX(Ent) et CPLEX (Bin)






10 0,02 0,04 0,10
20 0,03 0,07 0,45
30 0,03 0,10 1,48
40 0,04 0,13 2,66
50 0,04 0,16 4,51
60 0,05 0,19 7,15
70 0,06 0,22 11,01
80 0,06 0,25 18,11
90 0,07 0,30 24,91
100 0,08 0,32 53,52
110 0,09 0,35 40,53
120 0,10 0,39 66,40
130 0,11 0,42 87,22
140 0,13 0,48 90,17
150 0,13 0,51 109,05
la demande. Le temps de calcul le plus e´leve´ correspond au plage de la demande [1; 100]. En
passant de [1; 100] a` [1; 5] le temps de calcul moyen de FPTAS a e´te´ re´duit de 45, 8 fois, le
temps de CPLEX(Ent) de 4, 4 fois et le temps de CPLEX(Bin) de 22, 2 fois (pour n = 150
lots). L’approche FPTAS est plus sensible que les mode`les line´aires au longueur de la plage
de la demande.
Les temps de calcul moyens pour les exemples ou` le couˆt de non-re´alisation unitaire est
soit e´gal a` 1, soit ge´ne´re´ dans un intervalle [1; 20] ou [1; 5] sont reporte´s dans le tableau
4.4. Pour l’algorithme FPTAS, nous pouvons constater une re´duction du temps CPU assez
proportionnelle a` la diminution de la borne supe´rieure du couˆt unitaire de non-re´alisation.
En revanche, le temps de calcul pour les mode`les CPLEX(Ent) et CPLEX(Bin) restent
assez stables (la valeur moyenne du temps CPU change peu). Indiquons simplement qu’en
passant le couˆt unitaire de [1; 5] a` une valeur fixe de 1 pour CPLEX(Bin), le temps CPU
diminue pour les proble`mes de 20, 60, 70, 110, 120, 140 et 150 lots, et croˆıt pour les
proble`mes de 30, 90 et 130 lots. Pour le mode`le CPLEX(Ent), le temps CPU reste le meˆme
jusqu’a` 80 lots, et a` partir de n = 90 lots le temps de calcul augmente quand le couˆt unitaire
passe de [1; 5] a` 1.
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Table 4.2 – Temps de calcul moyen de FPTAS, CPLEX(Ent) et CPLEX(Bin) avec diffe´rents
intervalles de α
Nombre FPTAS , Alpha CPLEX(Ent), Alpha CPLEX(Bin), Alpha
de lots [0, 001; 0, 3] [0, 2; 0, 5] [0, 001; 0, 3] [0, 2; 0, 5] [0, 001; 0, 3] [0, 2; 0, 5]
10 0,07 0,14 0,02 0,02 0,04 0,05
20 0,42 0,48 0,02 0,03 0,06 0,07
30 1,30 1,65 0,03 0,04 0,09 0,11
40 2,67 2,64 0,03 0,04 0,12 0,14
50 5,16 3,86 0,04 0,05 0,15 0,17
60 6,60 7,70 0,04 0,06 0,16 0,21
70 10,27 11,76 0,05 0,07 0,19 0,24
80 15,83 20,38 0,05 0,07 0,22 0,28
90 26,95 22,87 0,06 0,08 0,25 0,34
100 51,00 56,04 0,06 0,09 0,28 0,36
110 42,09 38,98 0,07 0,10 0,31 0,39
120 60,86 71,95 0,08 0,12 0,32 0,46
130 69,43 105,01 0,08 0,13 0,37 0,47
140 96,25 84,09 0,09 0,16 0,42 0,54
150 98,13 119,97 0,10 0,17 0,44 0,59
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4.1. Mode`les Line´aires pour le proble`me P-Couˆt-tailles-FD
Le dernier parame`tre que nous avons fait varier est le ”T-ratio”, puisque si la valeur de
T1 est tre`s proche de la valeur de T
∗, nous pourrons fabriquer une grande partie des pie`ces
demande´es et donc le couˆt total de retard sera relativement petit. Nous avons constate´, que
ce ratio n’influence pas (ou presque) le temps de calcul pour les mode`les line´aires (voir le
tableau 4.5). En revanche, pour le FPTAS, ce parame`tre est critique.
Table 4.5 – Temps de calcul moyens pour FPTAS, CPLEX(Ent) et CPLEX(Bin) avec
diffe´rents intervalles de T-ratio
Nombre FPTAS CPLEX(Ent) CPLEX(Bin)
de T-ratio T-ratio T-ratio
lots [0, 75; 0, 9] [0, 9; 0, 95] [0, 75; 0, 9] [0, 9; 0, 95] [0, 75; 0, 9] [0, 9; 0, 95]
10 0,17 0,03 0,02 0,02 0,05 0,04
20 0,76 0,13 0,03 0,02 0,07 0,06
30 2,67 0,28 0,03 0,03 0,11 0,10
40 4,57 0,75 0,04 0,04 0,13 0,13
50 7,96 1,06 0,05 0,04 0,17 0,15
60 12,61 1,69 0,05 0,05 0,19 0,18
70 19,57 2,46 0,06 0,05 0,23 0,21
80 32,79 3,42 0,07 0,06 0,27 0,24
90 44,07 5,75 0,08 0,07 0,31 0,28
100 99,87 7,17 0,09 0,07 0,32 0,31
110 72,02 9,04 0,09 0,08 0,36 0,34
120 120,44 12,36 0,11 0,09 0,41 0,37
130 159,86 14,58 0,11 0,10 0,43 0,41
140 159,54 20,80 0,13 0,12 0,49 0,47
150 194,90 23,19 0,14 0,13 0,55 0,48
Enfin, dans le tableau 4.6 nous montrons les temps de calcul en fonction du nombre de lots
pour le cas ou` la demande di ∈ [1; 5], le couˆt unitaire dde non-re´alisation ci est e´gal a` 1, les
pourcentages de rebuts αi sont dans [0, 001; 0, 3] et le T-ratio est dans l’intervalle [0, 9; 0, 95].
Pour les instances de petites tailles, l’approche FPTAS arrive a` trouver la solution exacte
plus vite que CPLEX avec les mode`les line´aires. Ce n’est plus le cas pour les exemples avec
un nombre de lots plus important. Notons quand meˆme, que les temps de calcul pour ces
jeux de donne´es sont comparables pour les trois me´thodes.
Pour la fonction f(x) (FD), qui repre´sente le nombre de rebuts dans un lot de taille x, le
mode`le CPLEX(Ent) parait plus efficace du point de vue du temps CPU. Mais, comme nous
allons le montrer dans la section suivante, les approches FPTAS et CPLEX(Bin) peuvent
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Table 4.6 – Temps CPU pour FPTAS, CPLEX(Ent) et CPLEX(Bin) quand di ∈ [1; 5],
ci = 1, αi ∈ [0, 001; 0, 3] et le T-ratio ∈ [0, 9; 0, 95]






10 0,012 0,014 0,000
20 0,018 0,016 0,010
30 0,016 0,026 0,010
40 0,018 0,026 0,022
50 0,010 0,030 0,032
60 0,020 0,032 0,054
70 0,020 0,038 0,056
80 0,022 0,036 0,096
90 0,026 0,042 0,118
100 0,030 0,044 0,148
110 0,030 0,052 0,316
120 0,030 0,058 0,394
130 0,030 0,054 0,412
140 0,030 0,058 0,518
150 0,036 0,058 0,806
eˆtre ge´ne´ralise´es a` des fonctions f(x) plus ge´ne´rales.
4.2 Proble`me P-Couˆt-Tailles : ajustement des me´thodes
Dans cette section nous avons pour but l’adaptation des me´thodes FPTAS et CPLEX(Bin)
au cas ou` f(x) serait plus ge´ne´rale. Nous allons reprendre la fonction f 1(x) = bαx + βx 12 c,
qui a e´te´ pre´sente´e dans la section 3.3, et montrer que le sche´ma, de´veloppe´ pour re´soudre le
proble`me P-Couˆt-Tailles-FD, peut eˆtre applique´, apre`s quelques modifications, pour le
proble`me P-Couˆt-Tailles avec la fonction f 1(x) repre´sentant le nombre de rebuts. Nous
allons e´galement montrer, que le mode`le line´aire en variables binaires peut e´galement eˆtre
facilement adapte´ pour la re´solution de ce proble`me. Dans le reste de ce chapitre nous allons
utiliser la notation f 1(x) au lieu de f(x).
Rappelons la formulation mathe´matique du proble`me P-Couˆt-Tailles :
76
4.2. Proble`me P-Couˆt-Tailles : ajustement des me´thodes
Proble`me P-Couˆt-Tailles :
Minimiser W (x) :=
n∑
i=1
ci max{0, di − (xi − fi(xi))} (4.7)
s. c. Q(x) :=
n∑
i=1
tixi + T (x) ≤ T1, xi ∈ N, i = 1, . . . , n
Soit f 1i (x) = bαix + βix
1
2 c la fonction repre´sentant le nombre de rebuts, ou` αi et βi,
i = 1, . . . , n sont des coefficients re´els non-ne´gatifs et T (x) =
∑n
i=1 γitixi, x = (x1, . . . , xn),
0 ≤ γi < 1, i = 1, . . . , n la fonction repre´sentant le temps total de re´paration. En utilisant



















γitixi ≤ T1, xi ∈ N, i = 1, . . . , n
Nous nous re´fe´rons ici a` l’analyse faite dans la section 3.3 quand nous avons discute´ les
e´quations (3.6) - (3.10). En imposant la condition f 1(x) ≤ x, ∀x ≥ 1 sur la fonction f 1,
nous obtenons l’ine´galite´ qui doit eˆtre ve´rifie´e pour chaque pair de variable αi et βi :
0 ≤ βi ≤ 1− αi < 1, i = 1, . . . , n (4.9)
Les tailles de lots x∗i minimum ne´cessaires, pour satisfaire la demande, peuvent eˆtre
trouve´es comme suit :
x∗i =





4(di − 1)(1− αi) + β2i + 2(di − 1)(1− αi)
2(1− αi)2 (4.11)
Dans la section 3.4, nous avons de´montre´ (voir le the´ore`me 3.2) que le proble`me PCT-FD
est NP-difficile, meˆme si αi = 1/3, la demande est la meˆme et fixe´e pour tous les produits
(di = 2) et γ = 0 (c.-a`-d. la machine ne tombe pas en panne). Le proble`me PCT-FD est
77
Chapitre 4. Mode`le De´terministe : programmes line´aires
un cas particulier du proble`me P-Couˆt-Tailles-αβ avec β = 0, alors la de´monstration de
NP-difficulte´ de la section 3.4 est e´galement valable pour P-Couˆt-Tailles-αβ (PCT-αβ).
4.2.1 FPTAS pour le proble`me P-Couˆt-Tailles-αβ
Un vecteur x est une solution re´alisable pour le proble`me PCT-αβ si Qαβ(x) ≤ T1. Par
conse´quent, si Qαβ(x(1)) > T1 pour le vecteur unitaire x
(1) = (1, . . . , 1), alors il n’existe
aucune solution re´alisable pour ce proble`me. Sans perte de ge´ne´ralite´, nous supposons donc
que Qαβ(x(1)) ≤ T1. Soit hi la taille minimale, telle que la demande pour les pie`ces de bonne
qualite´ soit satisfaite, alors hi = x
∗
i (voir l’e´quation (4.10)). Si Q
αβ(x(h)) ≤ T1, pour x(h) =
(h1, h2, . . . , hn), alors la solution optimale est trouve´e (avec le couˆt total d’insatisfaction de
la demande Wαβ(x(h)) = 0). Supposons que ce n’est pas le cas.
Pour de´terminer les bornes supe´rieure et infe´rieure pour le couˆt de retard, nous utilisons
la meˆme approche, que dans la section 3.4 pour le proble`me PCT-FD. La borne infe´rieure
est BI := min1≤i≤n{ci} ≥ 1. Pour calculer une borne supe´rieure BS, il faut appliquer
l’algorithme 3.2.
Supposons que les bornes BI et BS ont de´ja` e´te´ calcule´es. Alors, le proble`me P-ROU









s. c. qαβ(x) ≤ T1, (4.13)




)}, i = 1, . . . , n (4.14)
ou`
vi(xi) = ci max{0, di − (xi − bαix+ βix 12 c)}
et








Les transformations et les e´quivalences suivantes sont ve´rifie´es :⌊vi(x)
δ
⌋
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max{0, di − (xi − bαix+ βix 12 c)} < (l + 1)δ
ci
⇐⇒
di − xi + bαix+ βix 12 c < (l + 1)δ
ci
⇐⇒



















− di > 0 (4.15)








−di. Pour notre proble`me, xi ∈ N, i = 1, . . . , n,
alors ces fonctions yi(xi), i = 1, . . . , n sont convexes ∀xi ∈ N car :
y
′










De plus, comme y”i (xi) > 0, le minimum est dans le point x
imin
i , qui est calcule´ comme suit :
y
′








4(1− αi)2 < 1
Alors chaque solution xi d’ine´galite´ (4.15) doit eˆtre supe´rieure a` la solution positive x
>
i de




























− di) + βi
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i + 1}}, si hji est un entier
max{1, dhjie}}, sinon




, i = 1, . . . , n
Donc, nous avons obtenu tout ce qu’il faut pour appliquer l’algorithme FPTAS, ainsi
que la procedure BIP de la section 3.4, au proble`me P-Couˆt-Tailles-αβ.
4.2.2 Mode`le line´aire pour le proble`me P-Couˆt-Tailles-αβ
A partir du mode`le CPLEX(Bin), pre´sente´e dans la section 4.1.2 nous pouvons obtenir
un mode`le line´aire pour le proble`me P-Couˆt-Tailles-αβ. Il suffit de remplacer la fonction
de rebut dans le crite`re.























ti (1 + γi) jλij ≤ T1
x∗i∑
j=1
λij = 1, ∀i ∈ {1, . . . , n}
Types des variables :
λij ∈ {0, 1}, ∀i ∈ {1, . . . , n}, j ∈ {1, . . . , x∗i }
Dans ce qui suit, nous allons nommer ce mode`le CPLEX(αβ).
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4.2.3 Expe´rimentations nume´riques pour le proble`me PCT-αβ
Nous avons utilise´ les meˆmes plages de donne´es pour les parame`tres que dans le tableau
3.1, a` l’exception de βi, i = 1, . . . , n qui ont e´te´ ge´ne´re´s dans l’intervalle βi ∈ [0, 1 − αi],
i = 1, . . . , n. De la meˆme manie`re, que dans la section 3.6, nous avons ge´ne´re´ 10 instances
pour chacune de 36 familles de donne´es.





10 0,05 0,11 0,01
20 0,07 0,45 0,06
30 0,10 1,49 0,18
40 0,13 3,22 0,40
50 0,16 6,23 0,71
60 0,19 9,70 1,23
70 0,23 10,91 1,90
80 0,27 17,63 2,75
90 0,30 33,92 3,92
100 0,33 34,24 5,26
110 0,36 56,57 7,10
120 0,40 55,12 9,26
130 0,46 67,79 11,69
140 0,47 90,60 14,55
150 0,51 117,51 17,46
Les temps de calcul de CPLEX(αβ), de FPTAS en mode exact, et de la proce´dure BIP
sont pre´sente´s dans le tableau 4.7. Nous pouvons constater, que les temps CPU de FPTAS et
de BIP sont tre`s proches des temps CPU correspondants pour le proble`me PCT-FD. Nous
pouvons conclure la meˆme chose a` propos de CPLEX(αβ).
Pour FPTAS approche´, la tendance est la meˆme que pour PCT-FD. Dans le tableau C.1
(dans l’annexe) nous pre´sentons les temps de calcul de FPTAS pour ε ∈ {0; 0, 01; 0, 05;
0, 1; 0, 3; 0, 5; 0, 7; 1}. La dernie`re ligne du tableau donne la valeur moyenne pour toutes
les instances. Notons que dans nos expe´riences, cette valeur est la meˆme pour ε = 0 et
ε = 0, 01, car ici avec ε = 0, 01 nous obtenons les solutions exactes pour toutes les instances.
Conforme´ment au tableau C.2 (dans l’annexe), meˆme pour ε = 0, 5, l’erreur moyenne reste
tout a` fait raisonnable (moins de 3%) avec le temps de calcul moyen relativement petit (8, 17
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Table 4.8 – Temps moyen de FPTAS et de CPLEX(αβ) pour diffe´rents intervalles de α
Nombre FPTAS CPLEX(αβ)
de Alpha Alpha
lots [0, 001; 0, 3] [0, 2; 0, 5] [0, 001; 0, 3] [0, 2; 0, 5]
10 0,133 0,087 0,042 0,049
20 0,345 0,561 0,064 0,076
30 1,429 1,548 0,088 0,114
40 3,016 3,429 0,119 0,144
50 4,516 7,948 0,144 0,175
60 6,942 12,466 0,170 0,218
70 10,623 11,197 0,191 0,259
80 16,618 18,646 0,223 0,321
90 33,832 33,999 0,257 0,342
100 25,324 43,164 0,284 0,374
110 67,480 45,670 0,308 0,417
120 64,177 46,069 0,347 0,455
130 72,960 62,628 0,381 0,535
140 89,027 92,171 0,426 0,512
150 130,542 104,468 0,404 0,615
Moyenne 35,131 32,270 0,230 0,307
secondes) si on le compare au temps de calcul pour la recherche des solutions exactes (33,7
secondes).
Dans le tableau 4.8, nous pre´sentons les re´sultats nume´riques pour le cas ou` nous faisons
varier la valeur de α. Rappelons que pour le cas particulier du proble`me conside´re´ dans
cette section, la quantite´ de pie`ces de´fectueuses dans un lot de´pend aussi du parame`tre β.
Nous pouvons constater que quand on passe de [0, 001; 0, 3] a` [0, 2; 0, 5], les deux me´thodes
analyse´es se comportent diffe´remment : si le temps CPU de CPLEX(αβ) augmente dans
tous les cas, le temps moyen CPU de FPTAS diminue pour les tailles de proble`me 10, 110,
120, 130, 150. Notons que, le temps total moyen est plus faible pour les valeurs de α dans
l’intervalle [0, 2; 0, 5], que quand elles sont dans l’intervalle [0, 001; 0, 3].
Le tableau 4.9 montre l’e´volution des temps de calcul des deux me´thodes en fonction de
la demande (tous les autres parame`tres sont fixe´s). De la meˆme fac¸on que pour le proble`me
P-Couˆt-Tailles-FD, la diminution des temps de calcul est importante pour les deux
me´thodes, si on passe d’une demande ge´ne´re´e dans l’intervalle [1; 100] a` une demande dans
intervalle [1; 5].
Les temps de calcul moyens pour le cas ou` nous varions les plages de donne´es pour le
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Table 4.9 – Temps de calcul moyen de FPTAS et CPLEX(αβ) pour diffe´rents intervalles
de la demande
Nombre FPTAS, Demande Nombre CPLEX(αβ), Demande
de lots [1; 100] [1; 20] [1; 5] de lots [1; 100] [1; 20] [1; 5]
10 0,303 0,021 0,005 10 0,089 0,029 0,020
20 1,239 0,095 0,026 20 0,152 0,038 0,021
30 4,132 0,267 0,066 30 0,229 0,050 0,024
40 8,809 0,683 0,174 40 0,303 0,061 0,029
50 17,290 1,148 0,257 50 0,380 0,068 0,031
60 26,821 1,862 0,428 60 0,472 0,079 0,032
70 29,326 2,772 0,632 70 0,556 0,085 0,034
80 47,844 4,195 0,857 80 0,681 0,097 0,038
90 94,619 5,853 1,275 90 0,749 0,108 0,041
100 92,934 8,094 1,704 100 0,820 0,123 0,044
110 156,032 11,529 2,164 110 0,916 0,125 0,047
120 148,211 14,125 3,034 120 1,009 0,142 0,052
130 182,703 16,578 4,102 130 1,178 0,144 0,052
140 247,230 19,809 4,758 140 1,208 0,150 0,049
150 320,344 26,526 5,645 150 1,333 0,147 0,049
Moyenne 91,856 7,570 1,675 Moyenne 0,672 0,096 0,038
Table 4.10 – Temps de calcul moyen de FPTAS et CPLEX(αβ) pour diffe´rents intervalles
du couˆt de retard
Nombre FPTAS, Couˆt Nombre CPLEX(αβ), Couˆt
de lots {1} [1; 5] [1; 20] de lots {1} [1; 5] [1; 20]
10 0,018 0,032 0,280 10 0,045 0,045 0,048
20 0,113 0,172 1,075 20 0,068 0,068 0,075
30 0,357 0,521 3,588 30 0,097 0,100 0,106
40 0,671 1,338 7,657 40 0,118 0,127 0,148
50 1,523 2,605 14,567 50 0,139 0,154 0,185
60 2,567 4,795 21,749 60 0,181 0,183 0,219
70 3,195 6,106 23,428 70 0,218 0,214 0,243
80 5,641 9,194 38,061 80 0,268 0,251 0,296
90 7,843 10,850 83,054 90 0,268 0,304 0,326
100 9,739 19,489 73,503 100 0,309 0,327 0,351
110 13,340 22,777 133,607 110 0,355 0,348 0,384
120 18,753 27,441 119,174 120 0,386 0,397 0,420
130 18,748 31,675 152,959 130 0,439 0,431 0,505
140 24,481 44,140 203,176 140 0,446 0,470 0,491
150 33,519 65,441 253,555 150 0,466 0,504 0,559
Moyenne 9,367 16,438 75,295 Moyenne 0,253 0,262 0,290
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Table 4.11 – Temps de calcul moyen de FPTAS et CPLEX(αβ) pour diffe´rents intervalles
de T-ratio
Nombre FPTAS, Ratio CPLEX(αβ), Ratio
de lots [0, 75; 0, 9] [0, 9; 0, 95] [0, 75; 0, 9] [0, 9; 0, 95]
10 0,194 0,025 0,046 0,046
20 0,812 0,094 0,071 0,070
30 2,656 0,321 0,103 0,099
40 5,844 0,600 0,138 0,124
50 11,390 1,074 0,168 0,151
60 17,610 1,798 0,202 0,187
70 19,290 2,530 0,237 0,213
80 31,287 3,977 0,282 0,262
90 62,349 5,483 0,319 0,279
100 61,246 7,242 0,338 0,320
110 104,035 9,115 0,380 0,345
120 97,129 13,117 0,409 0,393
130 119,199 16,389 0,479 0,437
140 160,261 20,937 0,493 0,444
150 211,832 23,178 0,546 0,473
Moyenne 60,342 7,059 0,281 0,256
couˆt d’insatisfaction unitaire, sont pre´sente´s dans le Tableau 4.10. En regardant les valeurs
moyennes (dernie`re ligne) nous pouvons constater, que le temps CPU pour la me´thode
CPLEX(α, β) change peu en fonction de couˆt de retard.
Dans le tableau 4.11, l’intervalle de T-ratio varie entre [0, 75; 0, 9] et [0, 9; 0, 95]. Plus
T-ratio est proche de 1, plus le temps de calcul pour FPTAS est petit.
Enfin, dans le tableau 4.12 nous pre´sentons les temps CPU pour le cas quand la demande
di ∈ [1; 5], le couˆt unitaire d’insatisfaction ci est e´gal a` 1 pour tous les types de produit, le
T-ratio est ge´ne´re´ dans l’intervalle [0, 9; 0, 95]. Dans la partie gauche du tableau, les re´sultats
sont pour α ∈ [0, 001; 0, 3], dans la partie droite pour α ∈ [0, 2; 0, 5]. Si nous regardons la
valeur moyenne (la dernie`re ligne du tableau), l’approche FPTAS est plus rapide quand
α ∈ [0, 001; 0, 3]. En meˆme temps, pour plus de la moitie´ des instances (tailles de proble`me
de 10 a` 90) le temps CPU pour α ∈ [0, 2; 0, 5] est plus faible. Pour les instances avec α dans
l’intervalle [0, 001; 0, 3], FPTAS est en moyenne plus rapide pour n ∈ [10; 50] et pour les
instances avec α ∈ [0, 2; 0, 5] pour n = [10; 60].
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Table 4.12 – Temps CPU de CPLEX(αβ) et de FPTAS pour di ∈ [1; 5], ci = 1 et T-ratio
∈ [0, 9; 0, 95]
Nombre α ∈ [0, 001; 0, 3] Nombre α ∈ [0, 2; 0, 5]
de lots CPLEX
(αβ)
FPTAS de lots CPLEX
(αβ)
FPTAS
10 0,020 0,000 10 0,020 0,000
20 0,020 0,010 20 0,021 0,010
30 0,021 0,010 30 0,024 0,010
40 0,027 0,016 40 0,026 0,014
50 0,028 0,026 50 0,030 0,019
60 0,031 0,037 60 0,032 0,024
70 0,030 0,060 70 0,034 0,042
80 0,037 0,084 80 0,037 0,077
90 0,040 0,111 90 0,042 0,105
100 0,040 0,141 100 0,043 0,173
110 0,044 0,169 110 0,044 0,176
120 0,044 0,247 120 0,052 0,324
130 0,047 0,319 130 0,051 0,226
140 0,048 0,332 140 0,044 0,312
150 0,042 0,383 150 0,048 0,709
Moyenne 0,035 0,130 Moyenne 0,037 0,148
Conclusion
Dans ce chapitre nous avons pre´sente´ deux mode`les line´aires, CPLEX(Ent) et CPLEX(Bin),
pour le proble`me P-Couˆt-Tailles-FD du chapitre pre´ce´dent, ou` CPLEX(Ent) est un
mode`le en variables entie`res et CPLEX(Bin) est un mode`le en variables binaires. Nous
avons compare´ les performances de ces deux mode`les entre eux et avec l’algorithme FP-
TAS, pre´sente´ pre´ce´demment. Nous avons constate´ que pour la fonction f(x) repre´sentant
le nombre de rebuts dans un lot de taille x de type ”fraction de´fectueuse”, le mode`le
CPLEX(Ent) est ge´ne´ralement plus efficace du point de vue du temps CPU. Mais pour
certaines familles d’instances, l’approche FPTAS est arrive´ a` trouver une solution opti-
male plus vite. Ensuite nous avons montre´ comment transformer les approches FPTAS
et CPLEX(Bin) dans le cas ou` les fonctions f(x) sont plus ge´ne´rales. Nous avons termine´




Mode`le Probabiliste : de´composition
et algorithmes approche´s
Dans ce chapitre nous examinons notre proble`me de lotissement et de
se´quencement lorsque les ale´as sont repre´sente´s sous forme de loi de distri-
bution (proble`me P-Prob). L’objectif est de trouver la se´quence et les tailles
de lots maximisant la probabilite´ de satisfaction de la demande pour tous les
lots sous la contrainte d’un horizon de planification donne´. Pour re´soudre
ce proble`me NP-difficile, nous utilisons une me´thode par de´composition,
permettant de traiter se´pare´ment les trois sous-proble`mes : d’e´nume´ration
pour trouver quel produit sera fabrique´ en dernier, de se´quencement pour
de´finir la se´quence des autres lots et de lotissement pour de´finir les tailles
de lot. Comme nous l’avons de´montre´ dans le chapitre 2, le proble`me
de se´quencement est e´quivalent au proble`me de Voyageur du Commerce
Asyme´trique et peut eˆtre re´solu par les approches correspondantes. Dans ce
chapitre, nous mettons donc l’accent sur la re´solution de la partie lotisse-
ment du proble`me initial P-Prob, et pour le re´soudre nous proposons deux
me´thodes approche´es : Recherche Locale et Algorithme Ge´ne´tique. La com-
paraison de leurs performances, ainsi qu’une comparaison avec une me´thode
exacte propose´e par Dolgui et al. (2005) est pre´sente´e a` la fin de ce chapitre.
Nous rappelons que la ligne de production est de type flow-shop contenant m machines en
se´quence. Nous allons garder tous les parame`tres de´finis dans le chapitre 2. Nous supposons
que l’ine´galite´ triangulaire est satisfaite pour les temps de set-up, c.-a`-d. pour chaque i, j et
87
Chapitre 5. Mode`le Probabiliste : de´composition et algorithmes approche´s
k = 1, . . . , n l’ine´galite´ suivante est ve´rifie´e :
si,j + sj,k ≥ si,k (5.1)
Tenant compte de ce fait, nous pouvons conclure que tous les composants de meˆme type
doivent eˆtre fabrique´s en un seul lot (voir les chapitres 2 et 3 pour les de´monstrations).
Dans ce chapitre, l’objectif du proble`me est de maximiser la probabilite´ d’avoir la quantite´
voulue de pie`ces de bonne qualite´ pour tous les produits.
Comme nous l’avons de´ja` explique´ dans le chapitre 2, ce type de proble`me se pose dans
des ateliers de production e´lectroniques, ou` une ligne de fabrication traite des produits de
plusieurs types pour la chaˆıne d’assemblage qui suit. La ligne e´tudie´e doit approvisionner
le syste`me d’assemblage en juste-a`-temps (JAT), c.-a`-d. tous les articles qui seront utilise´s
pour le montage durant la pe´riode r + 1 doivent eˆtre livre´s d’ici la fin de la pe´riode en
cours r. Au de´but de la pe´riode r, nous connaissons le niveau de la demande di pour tous
les types de produits ne´cessaires pour effectuer l’assemblage de la pe´riode r + 1. Donc a`
chaque pe´riode r il faut prendre la de´cision de la quantite´ de composants de chaque type
a` fabriquer pendant la pe´riode r pour pouvoir assembler toutes les pie`ces demande´es a` la
pe´riode r + 1. Le proble`me conside´re´ doit donc eˆtre re´solu au de´but de chaque pe´riode de
fabrication, le mode`le utilise´ est un mode`le mono-pe´riode. Dans ce type de production, il y a
un pourcentage de rebuts non ne´gligeable, c.-a`-d. qu’il est possible que la qualite´ de certains
produits soit non satisfaisante. Le controˆle de qualite´ est effectue´ apre`s la dernie`re ope´ration
de la ligne (aucun controˆle de qualite´ interme´diaire), en outre, les machines sont souvent
arreˆte´es en raison de pannes, il faut donc tenir compte des temps de re´paration.
Pour atteindre l’objectif pour une telle ligne, nous devons optimiser :
• La se´quence de lots pi = (pi1, pi2, . . . , pin) : le temps total d’exe´cution de´pend essentiel-
lement de la pre´sence des temps de set-up, de´pendant eux-meˆmes de la se´quence.
• Les tailles de lots x = (x1, x2, . . . , xn) : a` cause des rebuts et des pannes machines,
il est difficile de trouver les quantite´s de pie`ces exactes a` lancer en fabrication pour
satisfaire la demande. L’augmentation du nombre des pie`ces a` traiter pour un produit
quelconque augmente la probabilite´ d’obtenir la quantite´ de pie`ces de´sire´e pour ce
produit, mais en meˆme temps, le temps restant pour la production des autres produits
et les re´parations diminue, ce qui peut amener a` une diminution de la probabilite´ totale.
Soit xbi - la quantite´ de pie`ces de bonne qualite´ pour le produit i, i = 1, . . . , n avant la
fin de l’horizon de planification, obtenue en lanc¸ant en fabrication xi pie`ces.
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xbi ≥ di, i = 1, . . . , n| (pi, x)
)
(5.2)
sous la contrainte que l’horizon de planification soit infe´rieur ou e´gal a` T0.
5.1 Mode´lisation Mathe´matique de P-Prob
5.1.1 Notations
Dans ce chapitre nous allons utiliser les notations suivantes :
• nombre de types de produits a` fabriquer n ;
• nombre de machines sur la ligne de production m ;
• horizon de planification T0 ;
• demande di pour le produit i, i = 1, . . . , n ;
• temps de traitement ti d’une pie`ce de type i sur n’importe quelle machine q de la
ligne, q = 1, . . . ,m (nous simplifions ici la re´alite´ ou` tiq peuvent eˆtre diffe´rents,
cette hypothe`se n’a rien de restrictif, elle est utilise´e uniquement pour simplifier la
pre´sentation) ;
• temps de pre´paration s0,i ≥ 0, i = 1, . . . , n, si la fabrication commence par une pie`ce
de type i ;
• temps de set-up si,j entre un lot de produit i et un lot de produit j (rappelons qu’un
lot peut eˆtre constitue´ d’une seule pie`ce), i, j = 1, . . . , n ;
• probabilite´ piq qu’une pie`ce donne´e de produit de type i soit de bonne qualite´ e´tant
traite´e par la machine q, ou` i = 1, . . . , n et q = 1, . . . ,m ;
• taux de panne 1/uq pour la machine q, q = 1, . . . ,m ;
• taux de re´paration 1/rq de la machine q, q = 1, . . . ,m.
Donnons quelques explications comple´mentaires des notations utilise´es. Prenons l’exemple
d’un lot (voir la figure 5.1), et sans perte de ge´ne´ralite´ supposons que le lot i est le premier
a` eˆtre fabriquer. Le temps total de production pour ce lot contient :
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Figure 5.1 – Un exemple de traitement d’un lot sur une ligne de 4 machines
• le temps de pre´paration s0i pour effectuer tous les re´glages ne´cessaires pour la pro-
duction des pie`ces de type i. Pour le lot j qui suit, ce sera le temps de set-up sij,
j 6= i ;
• le temps de chargement : au moment s0i, la premie`re pie`ce du lot i entre sur la premie`re
machine M1. Au moment ti, elle passe sur la machine suivante M2 ; la deuxie`me pie`ce
du lot (s’il y en a) entre alors sur la machine M1, et ainsi de suite. La premie`re pie`ce
du lot i quittera la ligne a` s0,i + mti, la deuxie`me pie`ce sera finie a` s0,i + mti + ti,
et ainsi de suite. Nous appelons le temps de chargement la dure´e entre le de´but du
traitement d’un lot et le moment ou` la premie`re pie`ce entre sur la dernie`re machine,
c.-a`-d. pour le lot i il est e´gal a` (m− 1)ti, pour n lots le temps total de chargement est
(m−1)∑ni=1 ti. Nous supposons que les re´glages (set-up) ne peuvent pas eˆtre effectue´s
pendant le temps de chargement, c.-a`-d. toutes les machines de la ligne doivent eˆtre
preˆtes pour la fabrication avant que le processus de chargement ne commence.
• le temps du cycle : s’il n’y a pas de rebuts ni de pannes machines, le temps de production
des xi pie`ces de lot i est e´gal a` xiti. Nous supposons que les pannes ne peuvent arriver
ni pendant le temps de set-up ni pendant le temps de chargement.
Un exemple de fabrication de lots avec des rebuts et des pannes est pre´sente´ dans la
figure 5.2. Comme nous pouvons le voir, si une panne arrive, la production s’arreˆte pour
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Figure 5.2 – Une illustration avec des temps de pannes et de rebuts
la dure´e de re´paration. Soit Ts le temps de se´curite´ pre´vu (c.-a`-d. le temps re´serve´ a` toutes
les re´parations des machines pendant la pe´riode [0, T0]). Notons que si le temps total de
re´paration est supe´rieur au temps de se´curite´ pre´vu, un certain nombre de pie`ces du dernier
lot (ou le dernier lot entie`rement) ne vont pas eˆtre fabrique´s. Bien suˆr, cette remarque est
e´galement valable pour l’avant dernier lot et ainsi de suite, mais nous pouvons nous limiter
qu’au dernier lot, car si aucune pie`ce de ce lot n’est fabrique´e (la condition ne´cessaire pour
regarder les autres lots) la probabilite´ que nous maximisons est nulle (quel que soit l’e´tat
des autres lots).
Dans ce chapitre, nous supposons que les pie`ces de´fectueuses ne peuvent pas eˆtre re´pare´es,
elles doivent donc eˆtre rejete´es. Nous posons e´galement l’hypothe`se que les pannes et les
rebuts sont inde´pendants.
La valeur du temps de se´curite´ Ts pour une solution (pi, x) donne´e peut eˆtre calcule´e
comme suit :
















j=2 spij−1,pij est le temps total de set-up, (m − 1)
∑n
j=1 tpij est le temps total
de chargement et
∑n
j=1 tpijxpij est le temps total de traitement des pie`ces. En augmentant
la taille d’un lot xi pour n’importe quel i, i = 1, . . . , n, la probabilite´ P
(
xbi ≥ di | xi
)
de
satisfaire la demande pour ce type de produit e´videment va augmenter, mais le temps de
se´curite´ pre´vu diminuera. Si le temps de se´curite´ Ts est insuffisant pour l’ache`vement de
toutes les re´parations, la fabrication du dernier lot ne sera pas finie pour la fin de la pe´riode
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de planification T0 (voir la figure 5.2). Le temps de set-up non optimise´ peut augmenter
conside´rablement le temps total de production, et cela re´duit le temps de se´curite´ Ts pre´vu
et peut e´galement provoquer le manque de temps pour la fabrication de toutes les pie`ces
planifie´es.
5.1.2 Mode´lisation des ale´as
Pour le proble`me conside´re´, le crite`re retenu est le niveau de service global (probabilite´
d’obtenir les quantite´s ne´cessaires de pie`ces pour tous les types de produit). Comme dans
les chapitres pre´ce´dents, nous prenons en compte deux types d’incertitude a` la fois : les
rebuts et les pannes, c.-a`-d. nous avons un rendement ale´atoire et un temps de travail effectif
ale´atoire. Pour e´valuer le niveau de service pour chaque solution tout en conside´rant ces
deux facteurs ale´atoires, nous allons utiliser les me´thodes de mode´lisation des incertitudes
explique´es ci-dessous.
Rendement ale´atoire
Comme il a e´te´ mentionne´ ci-dessus, il n’y a pas de controˆle de qualite´ interme´diaire, alors
nous ne pouvons savoir si la qualite´ d’une pie`ce est bonne ou non qu’apre`s son traitement
sur la dernie`re machine. La probabilite´ pi qu’une pie`ce finie de type i soit de bonne qualite´




piq, i = 1, . . . , n (5.4)
ou` piq est la probabilite´ qu’une pie`ce donne´e de type i, traite´e sur la machine q est de bonne
qualite´.
Nous supposons e´galement que la qualite´ d’une pie`ce t donne´e est inde´pendante de la qua-
lite´ d’autres pie`ces du meˆme type. Nous pouvons donc utiliser le processus de Bernoulli, qui
est une se´quence finie (notre cas) ou infinie d’e´ve´nements ale´atoires inde´pendants γ1, γ2, . . .,
ou` chaque γj est e´gal soit a` 1 (succe`s) ou a` 0 (e´chec). La probabilite´ P (γj = 1) d’un succe`s
est connue et elle est la meˆme pour tous les γj, j = 1, 2, . . . Si l’e´ve´nement γ
i
j correspond
a` la qualite´ de la j-e`me pie`ce de produit i, i = 1, . . . , n, alors P (γij = 1) = pi pour chaque
i = 1, . . . , n et j = 1, 2, . . . En utilisant la loi de probabilite´ binomiale nous pouvons calcu-
ler la probabilite´ d’obtenir exactement la quantite´ requise de pie`ces de bonne qualite´ pour
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chaque lot i sachant la taille xi du lot lance´ :
f(di, xi, pi) = P (x
b





pdii (1− pi)xi−di (5.5)






di!(xi−di)! est le coefficient binomial (e´galement note´
comme Cxidi dans la litte´rature). En utilisant cette loi de probabilite´, nous pouvons calculer
la probabilite´ d’obtenir au moins di pie`ces de bonne qualite´ a` partir de xi pie`ces lance´es :





i (1− pi)xi−j (5.6)
Temps de travail effectif ale´atoire
Pour mode´liser le temps de travail cumule´, nous allons utiliser un Processus de Renou-
vellement. Les processus de renouvellement sont des processus ale´atoires constitue´s de se´ries
d’e´ve´nements, ou` les dure´es des pe´riodes entre deux e´ve´nements conse´cutifs sont des valeurs
ale´atoires positives inde´pendantes et de meˆme loi. Les processus de renouvellement sont sou-
vent applique´s pour la mode´lisation des appels te´le´phoniques (voir par exemple Andersson
(2000)), ou une de´sinte´gration radioactive des atomes, les temps de stockage ale´atoires ou
encore pour une mode´lisation des files d’attente. Nous de´finissons le processus de renouvel-
lement pour notre proble`me de la manie`re suivante :
De´finition 5.1
Soit ξ1, ξ2, . . . une se´quence de variables ale´atoires inde´pendantes identiquement distribue´es
(i.i.d.) et positives, telles que 0 < E[ξi] < ∞, ou` E est une espe´rance mathe´matique. Soit
ξi le temps entre les (i − 1)-e`me et i-e`me pannes (voir la figure 5.3). Chaque Jk est de´fini
comme le k-e`me jump time et repre´sente le moment de l’arrive´e de la k-e`me panne. Les
intervalles [Jk−1, Jk] appele´s intervalles de renouvellement repre´sentent les pe´riodes
de bon fonctionnement de la machine. Logiquement, Jk =
∑k
i=1 ξi. Alors le processus W
bf (t)
tel que
W bf (t) =
∞∑
k=1
I{Jk≤t} = max { k : Jk ≤ t } (5.7)
est appele´ un processus de renouvellement, ou` I{Jk≤t} =
1, si Jk ≤ t0, sinon .
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Figure 5.3 – Un processus de renouvellement (pannes machine)
En effet, le processus est appele´ ”renouvellement” parce qu’il ”recommence tout a` ze´ro”.
Ce mode`le (voir la de´finition 5.1) peut eˆtre utilise´ seulement si nous supposons que la machine
est re´pare´e imme´diatement apre`s chaque panne, ce qui n’est pas notre cas. Nous devons donc
tenir compte d’un autre processus W r(t) de renouvellement qui repre´sente les re´parations
dont les dure´es sont aussi des variables ale´atoires strictement positives inde´pendantes et de
meˆme loi. Soit ψ1, ψ2, . . . une se´quence de telles variables et E[ψi] <∞, i = 1, 2, . . . (voir la





i=1 ψi k = 1, 2, . . .
Figure 5.4 – Deux processus de renouvellement alterne´s
Nous avons donc deux processus de renouvellement alterne´s : (ξ1, ψ1), (ξ2, ψ2), . . .
L’ide´e principale de notre mode´lisation est la suivante : nous supposons que l’horizon de
planification peut eˆtre mathe´matiquement divise´ en deux parties distinctes : la pe´riode de
bon fonctionnement, quand il n’y a pas de panne, et la pe´riode d’inactivite´, pendant laquelle
toutes les re´parations sont effectue´es (voir la figure 5.5). Autrement dit, ce regroupement
rassemble tous les temps de production dans une pe´riode et tous les temps de re´paration
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dans une autre, ce qui rend possible le calcul des probabilite´s en utilisant les deux processus
de renouvellement. Par conse´quent, dans la pe´riode de bon fonctionnement de la ligne, le
temps de re´paration est conside´re´ comme e´gal a` ze´ro (re´parations instantane´es). De la meˆme
manie`re, dans la pe´riode de re´paration, le temps entre deux pannes est conside´re´ comme e´gal
a` ze´ro (de´faillance imme´diatement apre`s chaque re´paration).
Figure 5.5 – Mode´lisation des pannes machine et des re´parations
Un processus de Poisson est un cas particulier des processus de renouvellement. En faisant
le lien avec notre proble`me, un processus de Poisson a les proprie´te´s suivantes :
• Le nombre d’e´ve´nements pour un intervalle ne de´pend pas du nombre d’e´ve´nements
pour les autres intervalles de temps (il n’y a pas de me´moire) ;
• Le nombre d’e´ve´nements (nombre des pannes) pour un intervalle de temps [0, t] ne
de´pend que de la longueur de cet intervalle et du taux de la loi de Poisson ;
• La loi de probabilite´ pour les dure´es entre deux e´ve´nements successifs est une loi
exponentielle ne´gative.
Nous supposons que W bf (t) et W r(t) sont des processus de Poisson (cette hypothe`se est
souvent faite dans le domaine de fiabilite´).
Pour notre proble`me nous avons m machines en se´quence sur la ligne de production.
Alors pour mode´liser les pannes, nous devons conside´rer pas un seul, mais une superposition
de m processus de Poisson (voir la figure 5.6).
The´ore`me 5.1 Soit
{
W bfq (t), t ≥ 0, q = 1, 2, . . . ,m
}
les processus de Poisson inde´pendants
avec les intensite´s λ1, λ2, . . . , λm. Alors la superposition
W bf (t) =
m∑
q=1
W bfq (t) (5.8)
est un processus de Poisson avec l’intensite´ λ = λ1 + λ2 + . . .+ λm.
Rappelons que pour notre proble`me les temps moyens entre deux pannes (MTTF) est
e´gal a` 1/uq pour chaque machine q, q = 1, . . . ,m. Tenant compte que dans nos notations
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Figure 5.6 – Superposition de processus de Poisson





Il y a m machines sur la ligne et chacune a une dure´e moyenne de re´paration (MTTR)
1/rq, q = 1, 2, . . . ,m diffe´rente. Chaque e´ve´nement (panne) dans le processus de Poisson
W r(t) appartient a` l’un de ces m-types (nume´ro de machine) : type q avec la probabilite´
prq, q = 1, 2, . . . ,m. Alors nous allons partitionner le processus W
r(t) qui repre´sente toutes les
re´parations (voir la figure 5.7) en m processus de Poisson pour calculer le taux de re´paration
pour toute la ligne a` partir des taux de re´paration des machines.
Figure 5.7 – Partition de processus de Poisson
The´ore`me 5.2 (Nelson (1995)) Soit W r le processus de Poisson avec l’intensite´ µ, et
W rq , q = 1, 2, . . . ,m m processus obtenus par la partition de W
r selon les probabilite´s




2 + . . . + p
r
m = 1. Alors W
r
q sont des processus de Poisson
inde´pendants avec l’intensite´ µprq







, q = 1, 2, . . . ,m
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Nous avons donc m processus de Poisson avec l’intensite´ uq
U
rq chacun. L’intensite´ R du





























Pour notre le mode`le mathe´matique nous avons besoin de quelques notations supple´-
mentaires :
• Le temps de fabrication planifie´ t :












• T bf le temps re´el de bon fonctionnement de la ligne, T bf ∈ [0, t] ;
• T rep le temps total de re´paration pour les pannes qui arrivent durant la pe´riode [0, t] ;
• la fonction de re´partition du temps de re´paration G(·) ;
• la fonction de re´partition du temps entre deux pannes F (·).
Si nous re´servons pour le temps de fabrication cumule´ s unite´s de temps, alors pour les
re´parations il reste t− s unite´s de temps. En utilisant les lois de distribution exponentielles
ne´gatives, nous aurons les fonctions de re´partition suivantes :
G(t− s) = 1− exp−R(t−s) et F (s) = 1− exp−Us (5.12)
ou` t est le temps re´serve´ pour la fabrication.
Revenons a` la figure 5.5. En connaissant les lois de distribution de pannes et de re´parations
nous pouvons calculer la probabilite´ d’avoir un certain nombre de pannes pour la premie`re
pe´riode (pe´riode de bon fonctionnement) et la probabilite´ d’avoir un certain nombre de
re´parations pour la seconde (pe´riode d’inactivite´). Ainsi ce mode`le permet d’estimer la dis-
tribution de probabilite´s du temps total de bon fonctionnement de la ligne (cumulative
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working time) T bf pour un temps de fabrication t donne´. En d’autres termes, nous pouvons
calculer la probabilite´ A(s, t) que le temps total de bon fonctionnement T bf pour la pe´riode
[0, t] soit plus petit que la constante s. Cette probabilite´ est e´gale a` la probabilite´ que le
nombre des pannes au cours de la pe´riode de bon fonctionnement soit infe´rieur ou e´gal au
nombre de re´parations lors de la pe´riode d’inactivite´ (voir Dolgui (2002)). La formule est la
suivante :




G∗ν(t− s)−G∗ν+1(t− s)}× F ∗ν+1(s) (5.13)





F ∗(ν−1)(s− y)dF (y), F ∗0(s) ≡ 1 (5.14)
Pour la loi de distribution exponentielle ne´gative F ∗ν(s) est e´gale a`













Le meˆme type d’expression peut eˆtre obtenu pour la fonction G∗ν(·), en remplac¸ant U pas
R et s par t− s. En substituant G∗ν et F ∗ν dans l’e´quation (5.13) par les formules obtenues,
nous avons :










Comme nous pouvons voir dans l’e´quation (5.5), la somme du temps total re´el de bon
fonctionnement et du temps re´el de re´paration est e´gale a` la dure´e du temps de fabrication,
c.-a`-d. T bf + T rep = t, alors la transformation suivante est ve´rifie´e :
A(s, t) = P (T bf < s) = P
(
t− T bf > t− s) =
1− P (t− T bf ≤ t− s) = 1− P (T rep ≤ t− s) (5.17)
La valeur de (t−s) correspond au temps de se´curite´ Ts (voir l’e´quation (5.3)) pre´vu pour
les re´parations. Nous allons calculer la probabilite´ de satisfaire la demande globale (pour
tous les lots) pour chaque solution (pi, x) donne´e. Alors, le temps de bon fonctionnement T bf
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5.1.3 Mode`le mathe´matique du proble`me
Fixons les (n− 1) premiers lots, alors le temps restant T nr pour la production de dernier
lot est :














Ce temps sera utilise´ pour la fabrication de ce dernier lot et pour toutes les re´parations.
Nous ne conside´rons que des cas ou` au moins di pie`ces de chaque lot seraient fabrique´es,
autrement la probabilite´ finale serait e´gale a` ze´ro. Alors, en utilisant T nr, la fonction objectif









P (xbpij ≥ dpij | xpij)×
P
(
xbpin ≥ dpin | xpin , T nr(pi, x)
)
(5.19)
Notons que si la fonction objectif est repre´sente´e par l’e´quation (5.19), les probabilite´s de
satisfaire la demande pour les n − 1 premiers lots ne de´pendent que du nombre de pie`ces
de´fectueuses. En revanche, la probabilite´ P
(
xbpin ≥ dpin|xpin , T nr(pi, x)
)
d’obtenir tous les com-
posants ne´cessaires du dernier lot de´pend du nombre de rebuts et du temps de re´paration
des machines, et elle peut eˆtre calcule´e comme suit :
P
(







xbpin ≥ dpin | z
) × P (xpin = z | T nr(pi, x)) (5.20)
ou` P (xpin = z | T nr(pi, x)) est la probabilite´ d’avoir suffisamment de temps pour fabriquer
exactement z composants du dernier lot. A son tour, cette probabilite´ peut eˆtre calcule´e
comme suit :
P (xpin = z | T nr(pi, x)) = P (xpin ≥ z | T nr(pi, x)) − P (xpin ≥ z + 1 | T nr(pi, x)) (5.21)
Ici P (xpin ≥ z | T nr(pi, x)) est la probabilite´ de fabriquer au moins z pie`ces de type pin, qui
est e´quivalente a` la probabilite´ que le temps de re´paration effective T rep ne de´passe pas la
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valeur T s. La fonction objective comple`te peut donc eˆtre repre´sente´e comme suit :
P (xbpij > dpij | pij) =
n−1∏
j=1





xbpin ≥ dpin | z
)× (P(xpin ≥ z | T nr(pi, x))− P(xpin ≥ z + 1 | T nr(pi, x))) (5.22)
Notons que les proble`mes P-Prob et P-Prob1 sont e´quivalents. Dans ce qui suit nous
allons garder la notation P-Prob. Pour ces deux proble`mes la fonction objectif peut eˆtre
exprime´e par l’expression (5.22). Dans les sections suivantes nous de´crivons les me´thodes de
re´solution de ce proble`me.
5.2 Me´thode d’optimisation pour P-Prob
5.2.1 Calcul des bornes pour les tailles de lots
Dans cette section, nous montrons comment calculer des bornes infe´rieure et supe´rieure
pour les tailles des lots (Dolgui et al. (2005)). Ces bornes seront utilise´es pour l’e´valuation
de chaque solution re´alisable.
Supposons que nous avons une solution avec le niveau de service β, c.-a`-d. la probabilite´
de satisfaire la demande globale est e´gale a` β. Alors une autre solution est inte´ressante
uniquement si son niveau de service est supe´rieur ou` e´gal a` β, c.-a`-d. que le niveau de service
de chaque produit pris se´pare´ment doit eˆtre supe´rieur ou e´gal a` β :
P (xbi ≥ di | xi) ≥ β
Le meˆme raisonnement s’applique quand un niveau de service minimal de la ligne est fixe´
depuis le de´but, c.-a`-d. nous avons a` chercher des solutions avec le niveau de service global
plus grand que (ou e´gal a`) ce niveau de service minimal fixe´. Soit β ce niveau de service
donne´, alors nous pouvons trouver les quantite´s minimales xmini de pie`ces de chaque type a`
lancer en fabrication :
xmini = min
{
z| P (xbi ≥ di|z) ≥ β, z = di, di + 1, . . .
}
(5.23)
en utilisant l’equation (5.6).
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Dans (5.23) xmini est la taille du lot i, telle que la probabilite´ de satisfaire la demande di
soit supe´rieure ou e´gale a` β. Quand la valeur de β est connue, une solution est conside´re´e
comme re´alisable si nous avons suffisamment de temps pour fabriquer au moins xmini pie`ces
de chaque type i = 1, 2, . . . , n.




z| P (xbi ≥ di|z) ≥ 1− δ, z = di, di + 1, . . .
}
(5.24)
ou` δ est une valeur relativement petite, δ > 0. La valeur de xmaxi est la taille minimale du lot i
telle que la probabilite´ d’obtenir au moins di composants de bonne qualite´ soit suffisamment
proche de 1. Dans un certain nombre de cas, la borne supe´rieure xmaxi peut eˆtre ame´liore´e









ou` xmin = (xmin1 , . . . , x
min
n ). Nous utilisons cette condition comple´mentaire (5.25) puisque
dans certains cas la valeur de xmaxi calcule´e suivant (5.24) peut eˆtre tre`s grande. La valeur
xmini + Ts(pi, x
min)/ti repre´sente la quantite´ maximale de composants de type i que nous
pouvons re´ellement fabriquer sous les conditions suivantes : les tailles des autres lots sont
les plus petites possibles (xminj ), ou` j = 1, . . . , n, i 6= j ; il n’y a pas de temps perdu, c.-a`-d.
aucune machine n’est tombe´e en panne.
5.2.2 De´composition
Une approche de de´composition pour le proble`me P-Prob a` e´te´ propose´e par Dolgui
et al. (2005). Ici, nous allons brie`vement la pre´senter sous une autre forme, et en utilisant
l’exemple du Chapitre 2. La de´composition nous permet de re´soudre le proble`me P-Prob
comme indique´ dans la figure 5.8, ou` le premier niveau est une simple e´nume´ration. Au
deuxie`me niveau, nous avons un cas particulier du proble`me du Voyageur de commerce(VdC)
et au troisie`me niveau nous obtenons une modification du proble`me de Sac a` Dos (Knapsack
problem en anglais).
Soit Π l’ensemble de toutes les permutations pi sur {1, 2, . . . , n} et X = X1×X2×. . .×Xn.




i ] est l’ensemble de toutes les valeurs possibles de xi, c.-a`-d. l’ensemble
des tailles de lot possibles pour le produit i, i = 1, . . . , n. Soit (pi∗, x∗) la solution optimale du
proble`me initial (nomme´ P-Prob). Rappelons que la fonction objectif du proble`me P-Prob
est repre´sente´e par l’e´quation (5.22).
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Figure 5.8 – Sche´ma de de´composition
Le premier niveau de de´composition consiste en la se´paration du proble`me P-Prob en
n sous-proble`mes e´quivalents P-Prob-P(i), i = 1, . . . , n. Pour le P-Prob-P(i) le dernier lot
dans la se´quence pi∗ recherche´e correspond au produit i, i = 1, . . . , n (c.-a`-d. pi∗n = i). Nous
obtenons tous les n proble`mes P-Prob-P(i), i = 1, . . . , n par une simple e´nume´ration.
Soit Π(i) l’ensemble de toutes les permutations pi = (pi1, pi2, . . . , pin) tel que pin = i. Alors









P (xbpij ≥ dpij |xpij)×P
(
xbi ≥ di|xi, T nr(pi, x)
)
(5.26)
ou` (pi, x) ∈ Π(i)×X.
La re´solution de chaque proble`me P-Prob-P(i) donne une solution optimale (se´quence
et tailles de lot) pour le cas pin = i, c.-a`-d. quand i est le dernier lot a` fabriquer. Lorsque
tous les proble`mes P-Prob-P(i) sont re´solus (i = 1, . . . , n), n solutions ”optimales” sont
obtenues. Nous pouvons choisir la meilleure parmi elles, elle sera la solution optimale (pi∗, x∗)
du proble`me P-Prob.
Chaque proble`me P-Prob-P(i), a` son tour, peut eˆtre de´compose´ en deux sous-proble`mes :
P-Prob-P1(i) et P-Prob-P2(i).
Donnons les de´finitions de ces proble`mes. Quand le dernier lot pin = i est fixe´, la se´quence
des lots n’a d’influence que sur la valeur du temps de traitement total, c.-a`-d. sur la proba-
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bilite´ P
(
xbn ≥ dn | xn, T nr(pi, x)
)
utilise´ dans la fonction objectif. Alors la minimisation du
temps total de set-up va augmenter cette probabilite´ et n’aura aucun effet sur les autres
parties de la fonction objectif. Pour optimiser la se´quence des lots, quand le dernier lot est
connu, il faut re´soudre le proble`me suivant :
Proble`me P-Prob-P1(i) :
Trouver une se´quence pi∗i pour
Maximiser S (pi) = s0,pi1 +
n−1∑
j=1
spij−1,pij + spin−1,i, pi ∈ Π(i) (5.27)
Ce proble`me est e´quivalent au proble`me du VdC. La minimisation de S (pi) correspond
a` trouver le chemin Hamiltonien le plus court dans un graphe oriente´ complet (si les arcs du
graphe sont e´value´s par le temps de set-up entre les deux produits correspondants).
Supposons alors que la se´quence pi∗i qui minimise la somme (5.27) a e´te´ trouve´e, et que
nous avons nume´rote´ les lots conforme´ment a` cette se´quence. Nous pouvons alors formuler
le proble`me P-Prob-P2(i) correspondant.
Proble`me P-Prob-P2(i) : Trouver les tailles de lots x∗ = (x1, x2, . . . , xn) pour :
Maximiser P
(





P (xbj ≥ dj | xj)× P
(
xbn ≥ dn | xn, T nr(pi∗i, x)
)
L’augmentation du nombre de pie`ces dans un lot j entraˆıne l’augmentation de la proba-
bilite´ P (xbj ≥ dj | xj), mais diminue le temps T nr donc peut diminuer la probabilite´ finale.
Dolgui et al. (2005) ont montre´ comment transformer ce proble`me en une modification du
proble`me ”Sac a` Dos” et ont propose´ une approche de programmation dynamique pour le
re´soudre (voir l’annexe D).
5.2.3 Un exemple
En utilisant l’exemple du chapitre 2, nous allons montrer un exemple de recherche de la
solution optimale pour chaque dernier lot fixe´. La proce´dure de programmation dynamique
de Dolgui et al. (2005) a e´te´ utilise´e (code´e en C++, voir l’annexe D.2) pour re´soudre les
sous-proble`mes P-Prob-P2(i), i = 1, . . . , n. Pour les sous-proble`mes P-Prob-P1(i) nous
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avons utilise´ un algorithme ge´ne´tique, qui a e´te´ lance´ 50 fois pour chaque i = 1, . . . , n avec
400 ge´ne´rations dans chaque lancement. Le re´sultat retenu est la meilleure solution trouve´e
parmi les 50 solutions obtenues. Le tableau 5.1 montre les meilleures se´quences pi∗i obtenues
pour chaque proble`me P-Prob-P1(i). La dernie`re colonne contient le temps total de set-up
S(pi∗i).
Table 5.1 – Solutions pi∗i pour les proble`mes P-Prob-P1(i)
Nume´ro dans la se´quence Temps de
Proble`mes 1 2 3 4 5 6 7 8 set-up(sec)
P1(1) 5 6 3 8 7 2 4 1 2
P1(2) 1 6 3 5 4 8 7 2 1,92
P1(3) 1 2 5 4 8 7 6 3 1,9
P1(4) 1 6 3 8 7 2 5 4 1,91
P1(5) 1 6 3 8 7 2 4 5 1,93
P1(6) 1 3 5 2 4 8 7 6 1,95
P1(7) 1 6 3 5 2 4 8 7 1,91
P1(8) 1 6 3 5 7 2 4 8 1,96
Le tableau 5.2 montre les solutions optimales pour chaque proble`me P-Prob-P2(i), i =
1, . . . , n. La dernie`re colonne donne la probabilite´ de satisfaction de la demande (niveau
de service pour chaque proble`me). Dans les colonnes 2 - 9, nous avons les tailles de lot
correspondantes.
Table 5.2 – Solutions x∗i pour des proble`mes P-Prob-2(i)
Nume´ro de lot Probabilite´
Proble`mes 1 2 3 4 5 6 7 8 finale
P2(1) 41 54 72 100 58 92 123 46 0,969547
P2(2) 39 56 72 100 57 92 123 46 0,966277
P2(3) 39 54 73 99 57 92 123 46 0,964216
P2(4) 38 53 72 101 57 92 122 46 0,960182
P2(5) 39 54 72 100 60 92 123 46 0,968483
P2(6) 39 54 72 99 57 94 123 46 0,963894
P2(7) 39 54 72 100 57 92 125 46 0,965109
P2(8) 39 54 72 100 58 92 123 49 0,974574
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Remarquons que chaque probabilite´ obtenue dans la dernie`re colonne est le re´sultat
de l’application de l’approche de de´composition au proble`me initial P-Prob, puis de la
re´solution des proble`mes de VdC avec le dernier lot i fixe´ P-Prob-P1(i) et ensuite de la
re´solution des proble`mes de lotissement P-Prob-P2(i), i = 1, . . . , n.
Comme nous pouvons le voir, la meilleure se´quence des lots (en gras dans le tableau 5.1)
avec la valeur du temps de set-up la plus faible, a e´te´ obtenue en supposant que un lot de
produit 3 est le dernier. Le temps total de set-up de cette se´quence est e´gal a` 1, 9 heures.
Par contre, comme nous pouvons le constater dans le tableau 5.2, le niveau de service le plus
e´leve´ a e´te´ obtenu pour P-Prob-P2(8) (en gras dans le tableau 5.2). Donc, la probabilite´
(niveau de service) maximale est obtenue avec la se´quence pi∗ en italique dans le tableau 5.1,
qui ne donne pas le temps de set-up le plus faible.
Par la suite, nous ne nous inte´ressons qu’a` la re´solution des proble`mes P-Prob-P2(i),
puisque il y a une quantite´ de travaux importante traitant des proble`mes de voyageur de
commerce. Nous supposons, que la se´quence de lots pi∗i a e´te´ trouve´e en utilisant une des
techniques connues. Tous les lots sont renume´rote´s conforme´ment a` la se´quence trouve´e.
5.3 Re´solution du proble`me P-Prob-P2(i)
Nous proposons deux me´thodes pour les proble`mes P-Prob-P2(i) : recherche locale et
algorithme ge´ne´tique.
5.3.1 Recherche Locale
La recherche locale est une me´thode qui est souvent utilise´e pour re´soudre les proble`mes
combinatoires. La proce´dure commence par la cre´ation d’une solution initiale. Cette solution
peut eˆtre obtenue de manie`re ale´atoire ou trouve´e avec l’aide d’un algorithme heuristique.
Ensuite, en utilisant un crite`re de voisinage (qui de´pend du proble`me conside´re´), l’espace de
toutes les solutions-voisines doit eˆtre construit. Apre`s avoir effectue´ une e´valuation de toutes
les solutions de cet espace, la meilleure solution est choisie pour remplacer la solution initiale
a` la prochaine ite´ration. L’ite´ration suivante commence et ainsi de suite. Le crite`re d’arreˆt
de la proce´dure peut eˆtre : a) la limite du temps de calcul alloue´ est atteinte ; b) la meilleure
solution actuelle ne peut pas eˆtre ame´liore´e (un optimum local a e´te´ trouve´).
Rappelons que les variables de de´cision pour un proble`me P-Prob-P2(i) sont les tailles de
lots xj, j = 1, . . . , n−1. La taille effective du dernier lot est de´finie apre`s cette optimisation,
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parce qu’elle de´pend de T nr.
En prenant compte les re´flexions ci-dessus, chaque solution peut eˆtre repre´sente´e comme
un tableau de nombres entiers, ou` chaque e´le´ment repre´sente la taille de lot approprie´e et la
longueur de chaque solution est e´gale a` n− 1 (si nous avons n types de produit). Le tableau
5.3 pre´sente un exemple d’une solution pour un proble`me avec 8 lots, la taille initiale du
dernier lot est fixe´ a` xuppn pour toutes les solutions traite´es.
Table 5.3 – Exemple d’une solution pour un proble`me avec 8 lots
Nume´ro de produit 1 2 3 4 5 6 7
Quantite´ a` fabriquer 21 57 3 17 12 14 8
Pour ge´ne´rer une solution, nous appliquons l’algorithme glouton G1 pre´sente´ ci-dessous
(l’algorithme 5.1). L’ide´e principale est de prendre une solution initiale y0, ou` toutes les tailles
de lots y0i sont mises a` leurs valeurs minimales x
min
i . Ensuite, en augmentant la taille de lot
avec la valeur de probabilite´ P (xbi ≥ di | y0i ) minimale, nous pouvons augmenter la probabilite´
totale de satisfaire la demande pour la solution actuelle. Si nous avons re´ussi a` augmenter
la probabilite´, nous continuons ce processus de la meˆme fac¸on (nous changeons une valeur
dans chaque ite´ration), sinon - l’optimum local a e´te´ trouve´ et l’algorithme s’arreˆte.
Pour introduire l’algorithme de recherche locale, nous avons besoin de la de´finition sui-
vante :
De´finition 5.2
Soit y1 et y2 deux solutions arbitraires du proble`me. Alors la distance d(y1, y2) entre les








|y1s − y2s | (5.29)
Pour construire l’algorithme de recherche locale, prenons la dernie`re solution yj, obtenue
avec l’algorithme G1 et appliquons la proce´dure de´crite dans l’algorithme 5.2.
5.3.2 Algorithme Ge´ne´tique
Dans cette section, nous proposons un algorithme ge´ne´tique (AG) pour re´soudre les
proble`mes P-Prob-P2(i). Rappelons que l’objectif de ces proble`mes est de trouver les tailles
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Algorithme 5.1: Algorithme glouton G1
1 j ← 0








, ou` y0i = x
min
i , i = 1, . . . , n− 1
// solution initiale




i // le temps de fabrication pour y
0




xbi ≥ di | y0i
))
5 p0 ← P
(
xbi ≥ di, i = 1, . . . , n | y0
)
6 Cre´er y1 telle que : y1i =
{




i = 1, . . . , n− 1
7 j ← 1
8 tant que
(
T pr(yj) < T − S(pi∗)− (m− 1)∑ni=1 ti) et(
P
(





9 pj ← P
(
xbi ≥ di, i = 1, . . . , n | yj
)




xbi ≥ di | yji
))
11 Cre´er yj+1 telle que : yj+1i =
{




i = 1, . . . , n− 1
12 j ← j + 1
13 fin
de lot qui maximisent la probabilite´ (5.2.2). Les algorithmes ge´ne´tiques ont e´te´ initialement
propose´es par Holland (1975), Goldberg (1989). Pour une description ge´ne´rale de AG, voir
e´galement Cox (2005), Said (2005), Leardi (2001). Il y a quelques articles pre´sentant un
AG pour diffe´rents mode`les de dimensionnement des lots. Par exemple, Lee et al. (1997)
proposent un AG pour la re´solution d’un proble`me compose´ (lotissement et ordonnance-
ment simultane´ment) afin de minimiser le makespan. Dans Hernandez (1999), un algorithme
ge´ne´tique est propose´ pour un proble`me de lotissement avec un seul produit, sans limita-
tion de ressources et mono-niveau. Dellaert et al. (2000) sugge`rent un algorithme ge´ne´tique
avec un codage binaire pour re´soudre un proble`me de dimensionnement de lots a` plusieurs
niveaux. Gaafar (2006) a applique´ un AG a` un proble`me de lotissement de´terministe avec
ordonnancement des lots.
Nous utilisons une proce´dure standard pour des algorithmes ge´ne´tiques (voir la figure
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Algorithme 5.2: Recherche locale
Entre´es : Solution y, obtenu avec G1
Sorties : Maximum local
1 Cre´er l’ensemble N(y) des solutions-voisines pour la solution




′| d(y, y′) = 1, xmini ≤ y′i ≤ xuppi , i = 1, . . . , n− 1
}
2 E´valuer toutes les solutions de l’ensemble N(y) // voir la section
5.3.2
3 si











) | y′ ∈ N(y)}
5 y ← y′max
6 Revenir au pas 1 de l’algorithme
7 sinon
8 Quitter// maximum local a e´te´ atteint
9 fin
5.9) : i) la cre´ation d’un ensemble de solutions (population initiale), ii) l’application des
ope´rations de croisement et de mutation. Pour ame´liorer l’algorithme nous utilisons une
proce´dure de recherche locale a` la fin de chaque ite´ration. Notons que les algorithmes
ge´ne´tiques hybrides avec une proce´dure de recherche locale inte´gre´e sont appele´s les al-
gorithmes Me´me´tiques (Moscato (1989)).
Codage des solutions et fonction d’e´valuation (fitness)
Comme il a e´te´ explique´ dans la section pre´ce´dente, chaque solution (chromosome) peut
eˆtre repre´sente´e par un tableau de taille n− 1 (voir le tableau 5.3).
Il faut de´finir une fonction d’e´valuation (fonction fitness par la suite) pour pouvoir estimer
la performance de chaque solution. Nous cherchons a` maximiser le niveau de service global,
alors pour calculer le fitness d’un chromosome, nous devons utiliser l’e´quation (5.16), ou`
une somme infinie est pre´sente. Ne´anmoins, nous pouvons trouver des bornes infe´rieures et
supe´rieures pour obtenir une valeur approximative de cette probabilite´ comme suit (Dolgui
(2002)) :
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Figure 5.9 – Sche´ma de l’algorithme Ge´ne´tique (AG) propose´












Il faut choisir une valeur L (le nombre d’e´le´ments de la somme) assez grande pour obtenir
un e´cart assez faible entre les deux limites. Nous allons la choisir en utilisant l’e´quation
suivante :
P (T rep ≤ T s|T nr)− P (T rep ≤ T s|T nr) ≤ 2ε (5.32)
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ou` ε est une valeur suffisamment petite, ε > 0.






xbi ≥ di | gi
)× P (xbn ≥ dn | xuppn , T nr(g)) (5.33)
Notons que toutes les e´valuations des solutions sont effectue´es sous l’hypothe`se que xn = x
upp
n .
Pour diminuer le temps de calcul, apre`s la premie`re ge´ne´ration du AG, nous initialisons la
matrice M〈X, p〉, ou` chaque ligne i, i = 1, . . . , n−1 contient les probabilite´s P (xbi ≥ di | xi)
pour chaque xi ∈ [xmini , xuppi ], de la manie`re suivante :
M [i][xi − xmini ] = P (xbi ≥ di | xi) (5.34)
Notons que la quantite´ d’e´le´ments dans chaque ligne peut n’est pas eˆtre la meˆme.
Cre´ation de la population initiale
Soit la taille de la population initiale e´gale a` TP . Pour avoir, de`s le de´but, quelques
solutions de bonne qualite´, nous appliquons trois algorithmes heuristiques. Le premier (G1),
a e´te´ pre´sente´ dans la section 5.3.1. L’ide´e du deuxie`me algorithme (G2) (voir algorithme 5.3)
est la suivante : nous cre´ons une solution g0, ou` chaque ge`ne g0i , i = 1, . . . , n est e´gal a` x
upp
i
- la valeur maximale de la taille de lot correspondant. Ensuite, en diminuant la taille de lot,
pour lequel la probabilite´ de satisfaire la demande est maximale, nous espe´rons augmenter le
fitness de la solution g0. Si c’est le cas, nous continuons a` diminuer les valeurs correspondantes
(une pour chaque ite´ration), sinon l’optimum local a e´te´ atteint et l’algorithme s’arreˆte.
Le troisie`me algorithme (G3) consiste a` trouver la solution ”moyenne”
gmne =
(











Les trois algorithmes G1, G2 et G3 nous donnent 3 solutions (chromosomes). Les (TP−
3) chromosomes de la population initiale qui restent sont ge´ne´re´s ale´atoirement, en respectant
les limites infe´rieure xmini et supe´rieure x
upp
i pour chaque ge`ne gi. Pour e´viter les solutions
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Algorithme 5.3: Algorithme glouton G2
1 j ← 0








, ou` g0i = x
min
i , i = 1, . . . , n− 1 // solution
initiale




i // le temps de fabrication pour g
0




xbi ≥ di | g0i
))
5 p0 ← P
(




T bf (g0) + tnx
min





7 g0I0max ← g0I0max − 1




xbi ≥ di | g0i
))
9 fin
10 Cre´er g1 : g1i =
g0i − 1, si i = I0maxg0i , sinon i = 1, . . . , n− 1










13 pj ← P
(
xbi ≥ di, i = 1, . . . , n | gj
)




xbi ≥ di | gji
))
15 Cre´er gj+1 tel que gj+1i =
g
j




i = 1, . . . , n− 1
16 j ← j + 1
17 fin
Si la solution g est une solution re´alisable, nous la comparons avec l’ensemble des solutions
de´ja` ge´ne´re´es pour e´viter : 1) les clones, 2) les solutions qui sont trop proches les unes des
autres (la distance (5.29) est infe´rieure a` une certaine valeur).
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Se´lection et croisement
Pour construire les couples de parents pour le croisement, nous utilisons une se´lection par
tournoi. Pour cela, nous choisissons au hasard deux chromosomes de la population courante.
Ensuite, celui qui a la valeur de fitness la plus grande, va devenir le premier parent, le second
chromosome est rejete´ dans la population. Le deuxie`me parent est choisi de la meˆme manie`re.
Cette proce´dure doit eˆtre re´pe´te´e autant de fois que ne´cessaire pour obtenir SP% solutions
qui sont se´lectionne´es comme des parents pour le croisement.
Algorithme 5.4: Ope´ration de croisement
Entre´es : Couple de parents gp1 et gp2
1 pour chaque (i = 1; i < n; i← i+ 1) faire
2 Ge´ne´rer une valeur si ∈ [0, 1]; // probabilite´ que le ge`ne i sera
change´
3 si (si < PC/100) alors












6 ge1i ← uniform [g<i , g<i ]
7 ge2i ← uniform [g<i , g<i ]
8 sinon
9 ge1i ← gp1i
10 ge2i ← gp2i
11 fin
12 fin
13 Ajouter ge1i et g
e2
2 dans la population
La probabilite´ de croisement est fixe´e a` PC/100 (la meˆme pour chaque paire de parents
potentiels), cela veut dire qu’il n’est pas suˆr que chaque couple de parents choisi a` l’e´tape
pre´ce´dente va produire deux nouveaux descendants. Pour re´aliser l’ope´ration de croisement
nous ge´ne´rons ale´atoirement une valeur s dans l’intervalle [0, 1]. Si l’ine´galite´ s ≤ PC/100
est ve´rifie´e, l’ope´ration de croisement est applique´e pour cette paire de parents. La proce´dure
de croisement pour une paire de parents gp1 et gp2 est donne´e par l’algorithme 5.4.
Mutation
L’ope´ration de mutation est applique´e a` tous les enfants obtenus lors du dernier croise-
ment. La probabilite´ de mutation est e´gale a` PM/100 pour chaque enfant. Soit le chromosome
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g = (g1, . . . , gn−1) un enfant nouvellement cre´e´. Pour de´terminer quels ge`nes de ce chromo-
some vont muter, nous utilisons la meˆme probabilite´ PM/100 de mutation, c.-a`-d. chaque
ge`ne i, i = 1, . . . , n− 1 du chromosome g a une probabilite´ PM de muter. L’ope´ration de
mutation pour un chromosome g est pre´sente´e par l’algorithme 5.5.
Algorithme 5.5: Ope´ration de mutation
Entre´es : Un enfant g
1 pour chaque (i = 1; i < n; i← i+ 1) faire
2 Ge´ne´rer une valeur mvi ∈ [0, 1] // probabilite´ que le ge`ne i
sera change´
3 si (mvi < PM/100) alors










[2, xuppi − gi]
}
5 Choisir ale´atoirement un e´le´ment mi de l’ensemble
6 gmuti ← gi +mi
7 sinon
8 gmuti ← gi
9 fin
10 fin
Apre`s avoir effectue´ toutes les mutations, il faut e´valuer les enfants cre´e´s avec la fonction
fitness, trier la population dans l’ordre de´croissant de la valeur fitness et effectuer l’insertion
des enfants dans la population a` l’aide des ope´rations ”se´lection” et ”remplacement”.
Se´lection et remplacement
Nous pouvons mettre a` jour la valeur β en fonction de la meilleure solution dans la
population en cours : si la valeur de fitness f 1 de la meilleure solution est plus grande que le
niveau de service actuel, mettons β = f 1, puis recalculons toutes les valeurs xmini en utilisant
l’equation (5.23). En conside´rant les nouvelles valeurs de xmini , nous ve´rifions que chaque





Si ce n’est pas le cas (c.-a`-d. ∃gi < xmini ) mettons gi ← xmini . A la fin de cette proce´dure
il faut mettre a` jour la matrice M〈X, p〉. Cela rend l’algorithme plus efficace puisque nous
diminuons en permanence les intervalles pour des tailles de lots et ne cre´ons que des solutions
potentiellement inte´ressantes.
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La proce´dure de suppression de clone inclut l’e´limination des solutions identiques et des
solutions qui sont tre`s proches les unes des autres. Pour atteindre ce dernier objectif, nous
calculons la distance entre chaque paire de solutions de la population (voir la de´finition 5.2).
Si cette distance est strictement infe´rieure a` 3 pour une paire de solutions, nous en e´liminons
une, celle qui a la valeur de probabilite´ la plus faible.
Si, apre`s cette de´marche, le nombre de solutions dans la population est infe´rieure a` TP ,
nous re´ge´ne´rons (si c’est possible) la quantite´ requise de solutions, en respectant la ”distance”
entre elles. Des fois, surtout pour des proble`mes de petites tailles, il n’est pas possible de
trouver la quantite´ de solutions ne´cessaire, alors, apre`s avoir effectue´ 20 essais infructueux
pour ge´ne´rer une solution, nous diminuons le taille de la population. Si le nombre de solutions
dans la population est supe´rieur a` TP , une strate´gie de se´lection par rang (ou d’e´litisme) est
utilise´e pour choisir les TP solutions pour la prochaine ge´ne´ration.
La recherche locale
La proce´dure de recherche locale est ge´ne´ralement applique´e a` la meilleure solution ob-
tenue dans la ge´ne´ration en cours. Nous utilisons une ite´ration de l’algorithme pre´sente´
dans la section 5.3.1. Si la meilleure solution actuelle n’a pas e´te´ change´e depuis la dernie`re
ge´ne´ration et ne peut donc eˆtre ame´liore´e en utilisant la recherche locale (un maximum local
a e´te´ atteint), alors la recherche locale sera applique´e a` la solution avec la deuxie`me valeur
la plus e´leve´e de fitness (la plus grande parmi les solutions restantes).
L’algorithme ge´ne´tique s’arreˆte quand la limite de temps alloue´e est atteinte.
5.3.3 Re´sultats expe´rimentaux
Tous les tests ont e´te´ effectue´s sur un SUN UltraSPARC IIIi avec 1593 Mhz CPU et 16Gb
de RAM. Tous les parame`tres des exemples teste´s ont e´te´ ge´ne´re´s de manie`re ale´atoire base´e
sur des distributions uniformes. Pour ge´ne´rer les proble`mes a` tester, nous avons fait varier
les parame`tres suivants : demande di i = 1, . . . , n, MTTF 1/uq q = 1, . . . ,m, MTTR
1/rq q = 1, . . . ,m et le T-ratio. Ce dernier est le ratio de la somme du temps destine´ a` la
fabrication des pie`ces et du temps de chargement par rapport a` l’horizon de planification T0.
Les intervalles des valeurs sont pre´sente´s dans le tableau 5.4, ou` i = 1, . . . , n et q = 1, . . . ,m.
L’horizon de planification T0 est e´gal a` 24 heures.
Remarquons que toutes les combinaisons possibles des intervalles des valeurs de pa-
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Table 5.4 – Les intervalles pour la ge´ne´ration de donne´es initiales des instances
Parame`tre Intervalles
Demande di [10; 50] [20; 30]
MTTR 1/rq [0, 3; 1] [0, 5; 0, 6]
MTTF 1/uq [50; 500] [200; 300]
T-ratio [0, 5; 0, 6] [0, 7; 0, 8]
rame`tres donnent 16 familles d’instances. Nous avons ge´ne´re´ 10 instances pour chacune
des familles, ce qui donne 10× 16 = 160 instances pour chaque taille de proble`me.
Nous avons fixe´ le temps total de set-up a` 2 heures. La probabilite´ du niveau de service
minimal β est la meˆme pour tous les produits et elle est e´gale a` 0, 7. Les probabilite´s pi d’avoir
une pie`ce de bonne qualite´ pour le produit i, i = 1, . . . , n sont ge´ne´re´es dans l’intervalle
[0, 8; 0, 95].
Nous supposons que le temps total de fabrication (le temps de chargement inclus) sera
dans l’intervalle [α1T0;α2T0] (il y a deux possibilite´s : soit [α1;α2] = [0, 5; 0, 6], soit [α1;α2] =
[0, 7; 0, 8]). Pour ge´ne´rer les valeurs ti, i = 1, . . . , n, nous sommes passe´ par les e´tapes sui-
vants :
• Ge´ne´rer la valeur du coefficient α dans l’intervalle [α1;α2]
• Calculer le temps total approximatif de fabrication Tfab = αT0




di + n(m− 1)
Cette valeur repre´sente la quantite´ totale de pie`ces de tous les types dont nous avons
besoin, plus un e´quivalent en pie`ces du temps de chargement pour tous les produits ;
• Diviser Tfab par la quantite´ des pie`ces Npc, pour obtenir une valeur approximative du
temps de fabrication d’une pie`ce tpiece = Tfab/Npc ;
• Ge´ne´rer les valeurs ti, i = 1, . . . , n dans l’intervalle [0, 5tpiece; 1, 5tpiece]
Pour chaque instance ge´ne´re´e, nous avons effectue´ 5 lancements de l’approche ge´ne´tique.
Les parame`tres de l’algorithme ge´ne´tique ont e´te´ choisis de fac¸on empirique en fonction des
re´sultats obtenus dans de nombreux tests. Ce sont les suivants :
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• Le pourcentage des solutions se´lectionne´es pour le croisement SP = 50% ;
• La probabilite´ de croisement CP/100 = 0.8 ;
• La probabilite´ de mutation PM/100 = 0.1.
Dans tout ce qui suit, nous allons utiliser les notations suivantes pour les approches
teste´es :
• AG - l’approche ge´ne´tique avec la recherche locale et la taille de la population 4√n ;
• RL - l’algorithme de recherche locale ;
• DP - l’algorithme de programmation dynamique.
Pour les proble`mes avec un nombre de lots relativement petit, nous pouvons comparer les
solutions obtenues par AG et RL avec les solutions exactes obtenues en utilisant l’algorithme
de programmation dynamique de (Dolgui et al. (2005)) (qui est pre´sente´ dans l’annexe D.1).
Les re´sultats expe´rimentaux pour les instances avec un nombre de lots n de 4 a` 13, sont
pre´sente´s dans les tableaux 5.5, 5.6 et 5.7.
Table 5.5 – Quantite´ des instances re´solues par DP
Nombre Quantite´ Quantite´ non-re´solue
de lots re´solue (sur 160) limite de temps proble`me de me´moire
4 160 - -
5 160 - -
6 160 - -
7 143 15 2
8 58 - 102
9 44 1 115
10 32 - 128
11 29 - 131
12 21 1 138
13 15 - 145
Dans le tableau 5.5, nous montrons la quantite´ d’instances de chaque taille re´solues de
manie`re exacte par DP. Pre´cisons que nous avons limite´ le temps de calcul de DP a` 1 heure
(3600 secondes). Nous pouvons constater que :
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• l’approche DP est arrive´e a` re´soudre toutes les instances des tailles de 4 a` 6 ;
• 15 instances de taille 7 n’ont pas e´te´ re´solues a` cause de la limite de temps ;
• a` partir de la taille n = 8 l’approche n’arrive plus a` re´soudre des instances globalement
a` cause d’un manque de me´moire.
Table 5.6 – Comparatif des temps CPU, n ∈ [4, 13]
Nombre Temps CPU DP Temps CPU
de lots Min Moyen Max AG RL
4 0,00 0,42 2,08 0,01 0,01
5 0,00 6,40 60,56 0,01 0,01






















Dans le tableau 5.6, nous pre´sentons les temps CPU des approches DP, AG et RL.
Pour le DP, nous pre´sentons le temps CPU minimal, moyen et maximal pour les instances
re´solues, dans le but de montrer que le temps de calcul varie beaucoup et de´pend e´norme´ment
des donne´es du proble`me. Les temps CPU de AG et RL sont beaucoup moins e´leve´s. Il faut
noter aussi que le temps CPU de l’approche ge´ne´tique a e´te´ limite´ a` 0, 2n secondes, ou` n est
le nombre de lots du proble`me, c.-a`-d. la limite pour n = 4 lots est 0, 8 secondes, pour n = 5
une seconde, etc. Puisque le temps de calcul pour l’approche AG est connu a` l’avance, le
temps de AG que nous avons mis dans le tableau 5.6 est le temps moyen (pour 5 lancements)
lorsque la meilleure solution a e´te´ trouve´e.
Dans le tableau 5.7, nous affichons les quantite´s d’instances, qui ont e´te´ re´solues de
manie`re exacte avec les algorithmes approche´s (colonnes 3 et 4), ainsi que la quantite´ d’ins-
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Table 5.7 – Qualite´ des solutions fournies par AG et RL
Nombre Quantite´ Sol. Exacte (quantite´) Erreur Relative
de lots d’inst. AG RL AG RL
4 160 15 16 0,328% 0,488%
5 160 3 18 0,257% 0,482%
6 160 11 31 0,191% 0,390%
7 143 115 104 0,211% 0,725%
8 58 32 31 0,168% 0,807%
9 44 15 12 0,272% 1,066%
10 32 1 5 0,167% 0,800%
11 29 7 7 0,157% 0,989%
12 21 5 2 0,109% 0,789%
13 15 2 1 0,094% 0,774%
tances sur laquelle nous avons pu effectuer la comparaison (colonne 2). Malgre´ le fait que
les algorithmes approche´s n’aient pas trouve´ souvent les solutions exactes, la qualite´ des
solutions obtenues est tre`s bonne, surtout pour l’approche ge´ne´tique (voir les colonnes 5 et
6, ou` nous montrons les erreurs relatives (en %) pour les deux approches).
Table 5.8 – Temps de calcul moyen de AG et RL
Nombre AG RL
de Lots Limite Meill. Sol Temps
10 2,000 0,045 0,021
20 3,999 0,185 0,071
30 5,998 0,546 0,153
40 7,996 1,018 0,313
50 9,993 1,936 0,500
60 11,990 2,677 0,764
70 13,988 3,903 1,139
80 15,983 5,081 1,551
90 17,979 7,339 2,222
100 19,973 8,959 2,729
110 21,970 11,370 3,786
120 23,964 13,475 4,431
130 25,953 16,281 5,375
140 27,944 18,988 6,505
150 29,931 21,623 8,112
Maintenant nous allons passer a` la comparaison des algorithmes approche´s : AG et RL
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pour des proble`mes de taille plus importante n ∈ {10, 20, . . . , 150}. Le tableau 5.8 pre´sente
les temps de calcul moyens de AG et RL. Pour l’approche ge´ne´tique nous montrons deux
valeurs : 1) la valeur moyenne du temps utilise´ (en conside´rant la limite de temps fixe´e) dans
la colonne 2 ; 2) la valeur du temps moyen pour trouver sa meilleure solution (voir colonne
3). Pour le RL c’est simplement la valeur moyenne de temps CPU (colonne 4). Comme nous
pouvons le voir, l’approche RL trouve son maximum local plus rapidement que l’approche
ge´ne´tique.
Table 5.9 – Valeur de solution moyenne de AG et RL
Nombre Moyenne des solutions
















Le tableau 5.9 contient les valeurs moyennes des solutions obtenues avec AG et RL.
Rappelons qu’une solution pour le proble`me conside´re´ est une probabilite´, i.e. une valeur
entre 0 et 1. La valeur moyenne correspondante au ge´ne´tique est toujours plus e´leve´e que la
valeur de la recherche locale, ce qui veut dire que l’optimum local, trouve´ par la recherche
locale n’est pas une solution optimale du proble`me. Parmi les 2400 instances teste´es, la
solution moyenne des 5 lancements de AG est supe´rieure a` la valeur de la solution de RL
pour 1267 instances et infe´rieure pour 6 instances uniquement.
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Conclusion
Dans ce chapitre nous avons examine´ un proble`me de lotissement et de se´quencement sous
ale´as, qui sont repre´sente´s sous forme de lois de distribution. L’objectif e´tait de maximiser
le niveau de service global. Le proble`me P-Prob est NP-difficile. Nous avons utilise´ une
de´composition du proble`me initial en trois sous-proble`mes : d’e´nume´ration, se´quencement et
dimensionnement de lots. Le proble`me d’e´nume´ration consiste a` choisir la meilleure solution
en terme de probabilite´ parmi les n obtenues. Le proble`me de se´quencement est e´quivalent
au proble`me de VdC. Le lotissement du proble`me initial est une modification du proble`me
de Sac a` Dos, auquel nous nous sommes inte´resse´s dans ce chapitre. L’approche permettant
de trouver une solution exacte au proble`me (propose´ par Dolgui et al. (2005)) est peu efficace
lorsque la taille du proble`me est supe´rieure a` 7, alors nous avons propose´ deux me´thodes
approche´es : Recherche Locale et Algorithme Ge´ne´tique. Ces me´thodes permettent de trouver
une solution en un temps satisfaisant. La comparaison de leurs performances est fournie.
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Dans ce travail nous avons e´tudie´ un proble`me de lotissement et de se´quencement pour
une ligne de production imparfaite. Nous avons commence´ par pre´senter la proble´matique
ge´ne´rale de gestion des syste`mes de production, puis les hypothe`ses du proble`me que nous
avons conside´re´. Nous avons suppose´ que les machines sur la ligne de production sont impar-
faites. Deux types d’ale´as sont pris en compte : le rendement ale´atoire (a` cause des rebuts)
et le temps d’exe´cution ale´atoire (a` cause des pannes machines). Les temps de changement
de se´rie de´pendant de la se´quence des produits sont e´galement pris en compte.
Nous avons traite´ d’abord deux versions de´terministes du proble`me pour deux crite`res
diffe´rents : minimisation de Makespan sous la condition que la demande ge´ne´rale soit satis-
faite ( P-Temps ) et minimisation de couˆt total de retard avec un horizon de planification
donne´ (P-Couˆts). Nous avons de´montre´ que pour ces deux sous-proble`mes, les de´cisions de
lotissement et de se´quencement peuvent eˆtre prises se´pare´ment l’une de l’autre. Ensuite nous
avons prouve´ que les deux options du proble`me P-Temps et P-Couˆts sont NP-difficiles, si
la quantite´ des pie`ce de´fectueuses dans un lot est ale´atoire meˆme s’il n’y a aucune panne.
Puis, nous avons suppose´ que le rendement et le temps total de re´paration sont des fonctions
connues de la quantite´ de pie`ces lance´es en fabrication. Dans ce cas, le proble`me de minimisa-
tion du Makespan peut eˆtre re´solu en un temps polynomial, mais le proble`me de minimisation
du couˆt total de retard reste NP-difficile. Ensuite nous avons propose´ quelques me´thodes de
re´solution pour un cas du proble`me P-Couˆt dans lequel les fonctions de rendement et de
temps total de re´paration ont une forme particulie`re.
Nous avons pre´sente´ une me´thode de re´solution FPTAS qui permet de trouver une so-
lution (se´quence des tailles de lots) exacte ainsi qu’une solution approche´e avec une borne
supe´rieure d’erreur ε donne´e. Nous avons teste´ cette me´thode pour plusieurs familles d’ins-
tances et constate´ que : 1) pour les petites valeurs d’ε l’algorithme trouve une solution exacte
2) pour ε < 0, 5 les erreurs relatives sont infe´rieures a` 3%, ce qui est largement infe´rieur a`
la limite ε donne´e. Ensuite nous avons pre´sente´ deux mode`les de programmation line´aire
121
Conclusions et Perspectives
en variables mixtes. Nous les avons compare´s sur un ensemble de tests nume´riques. Nous
avons constate´ qu’en ge´ne´ral, pour les familles d’instances ge´ne´re´es, les mode`les line´aires avec
CPLEX sont plus rapides, mais il y a un groupe d’instances non ne´gligeable pour lesquels
FPTAS trouve une solution optimale plus rapidement. L’avantage de la me´thode FPTAS








, tandis que la com-
plexite´ des mode`les line´aires est exponentielle. Ensuite, nous avons conside´re´ le proble`me
avec une fonction plus ge´ne´rale repre´sentant le nombre des pie`ces de´fectueuses. Nous avons
montre´ que l’approche FPTAS, ainsi que l’un des deux mode`les line´aires sont assez flexibles
et peuvent s’adapter a` cette nouvelle formulation du proble`me. Les re´sultats expe´rimentaux
sont e´galement pre´sente´s.
Ensuite nous avons pre´sente´ une e´tude du meˆme type de proble`me, mais pour le cas ou` des
variables ale´atoires sont donne´es par leurs lois de distribution et la ligne de production e´tudie´e
est un flow-shop de permutation. Nous avons appele´ ce proble`me P-Prob, car l’objectif
e´tait de trouver la se´quence et les tailles de lot maximisant la probabilite´ de satisfaire la
demande pour tous les produits dans un horizon de planification donne´. Dans ce chapitre,
nous supposons que le rendement de chaque type de produit suit la loi de Bernoulli avec
une probabilite´ de succe`s donne´e. La mode´lisation du processus de fonctionnement de la
ligne de production (les pe´riodes de bon fonctionnement et les pe´riodes d’inactivite´ a` cause
des re´parations) a e´te´ effectue´e en utilisant des processus de renouvellement, ou` le temps de
bon fonctionnement de chaque machine apre`s la dernie`re re´paration (MTTF) ainsi que le
temps d’une re´paration suivent des lois de distribution exponentielles ne´gatives. Nous avons
propose´ une approche de de´composition, qui permet de re´soudre le proble`me initial en le
de´composant en trois niveaux : une e´nume´ration (P-Prob-P(i)), un proble`me de voyageur
du commerce (P-Prob-P1(i)) et une modification du proble`me de sac a` dos (P-Prob-P2(i)).
Nous avons propose´ deux me´thodes - une recherche locale et un algorithme ge´ne´tique
pour re´soudre le sous-proble`me de sac a` dos, qui correspond au proble`me de lotissement
multi-produits. La recherche locale atteint un maximum local assez rapidement, mais l’algo-
rithme ge´ne´tique est ge´ne´ralement plus performant. Nous avons effectue´ des expe´rimentations
nume´riques et les avons largement analyse´es.
Nous avons de´veloppe´ un mode`le de simulation permettant, a` partir des donne´es d’entre´e
de notre proble`me et d’une solution, d’obtenir par simulation de monte-carlo une approxima-
tion de la probabilite´ du niveau de service. Ce mode`le nous a permis de mieux appre´hender
le comportement du syste`me de production e´tudie´.
L’une des ouverture qu’offre cette the`se pourrait eˆtre exploite´e d’une part en travaillant
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a` la substitution de la fonction d’e´valuation par le mode`le de simulation e´tudie´, il serait
alors possible de repousser les limites de nos mode`les d’optimisation approche´e en prenant en
compte, par exemple, des lois de distribution autres qu’exponentielles, ou encore en inte´grant
d’autres variables ale´atoires telles que le temps de fabrication. En changeant des lois de
distribution dans ce mode`le de simulation, nous pourrions e´ventuellement mener une e´tude
de sensibilite´ des re´sultats par rapport au choix de ces lois.
D’autre part le de´veloppement d’une approche de l’optimisation au travers de la simula-
tion permettrait d’e´tendre le proble`me conside´re´ au cas ou` une de´pendance entre les pannes
et les rebuts existerait.
Nous pourrions e´galement approfondir l’e´tude des diffe´rents re´sultats et afin de pouvoir
envisager les ”bonnes pratiques” d’utilisation de ces diffe´rents mode`les, ainsi que l’e´tude des
divers liens existant entre eux.
Il convient aussi de noter qu’e´tant donne´ la grande complexite´ du proble`me traite´,
nous avons propose´ des me´thodes de de´composition parame´trique. Dans ce contexte nous
avons trouve´ trois cas ou` le proble`me initial pouvait eˆtre de´compose´ en plusieurs parties
inde´pendantes. Dans de futures recherches il serait donc possible d’e´tudier les cas ou` cette
de´composition n’est pas possible.
Enfin, une autre perspective inte´ressante serait la recherche d’un algorithme permettant
de trouver une borne infe´rieure au couˆt d’insatisfaction de la demande pour le proble`me P-
Couˆt avec une garantie de re´sultat, qui donnerait la possibilite´ de cre´er un FPTAS fortement
polynomial.
Les incertitudes et les de´bouche´s lie´s au fondement meˆme de la recherche en matie`re de
simulation et d’ordonnancement, ouvrent invariablement un nombre grandissant de nouvelles
possibilite´s, de variables inte´grable, complexifiant toutes e´quations. Cette the`se n’y fait pas
exception.
Si la finalite´ de la recherche ne consiste jamais qu’a` ame´liorer et augmenter l’e´tat des
connaissances dans un domaine, la seule chose qu’il est concevable d’admettre sans crainte





Les origines du proble`me traite´
Le proble`me traite´ est issu de la fabrication automatise´ (usine-automate) de circuits
imprime´s, en particulier d’un atelier fabriquant des patrons conducteurs. Aujourd’hui les
circuits imprime´s peuvent eˆtre trouve´s dans tous les appareils e´lectriques et servent de
connecteurs entre leur divers composants (par exemple, les condensateurs, les re´sistances,
etc.). Le patron conducteur est un re´seau des ”traces” visible a` la surface de plaque (substrat,
voir figure A.1)
Figure A.1 – Un exemple de circuits imprime´
L’atelier conside´re´ fournissait des patrons conducteurs de diffe´rents types pour l’atelier
de montage des modules e´lectroniques. Conside´rant le fait que l’usine e´tait comple`tement
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automatise´e, l’atelier (comme le reste de l’usine) travaillait la plupart de la journe´e sans
personnel autre que celui de maintenance, de telle sorte que :
• L’e´quipe du matin, compose´e du personnel de gestion de production e´tait charge´e de
de´finir le plan de fabrication pour les 24 heures suivantes ;
• Les e´quipes du soir et de nuit, compose´es uniquement du personnel de maintenance
(peu nombreux), ne permettait alors plus de changer le plan de fabrication.
Les circuits e´taient stocke´s dans un syste`me de magasin a` charge automatique. Certaines
conditions particulie`res sont a` conside´rer. Cet entrepoˆt a` commande nume´rique e´tait cher
et tre`s limite´ en nombre de pie`ces, il fallait donc travailler avec un stock limite´ de pie`ces et
conside´rer une dure´e maximale de rotation d’une journe´e. Pour ces raisons un syste`me de
gestion de production juste a` temps fut conc¸u.
Voici quelque parame`tres du syste`me : un atelier constitue´ d’un flow-shop de permutation
avec un taux de rebut important (de 20% a` 40% en fonction du type de patron conducteur),
ainsi que des pannes assez fre´quentes de certaines machines (Le MTTF pouvait varier de
100 a` 1000 heures ; le MTTR e´tant d’environ une demi-heure). Tableau A.1 contient plus
d’informations techniques.






Chanfreinage (de face) 0,1 1000
Perc¸age 0,1 1000
Installation de bondons 0,13 100
Nettoyage de plaques de verre 0,1 1000
Controˆle de plaques 0,25 1000
Formation de topologie a` base de laser 2,25 360
Controˆle de topologie et de qualite´ 0,25 500
Un mode`le probabiliste de ce proble`me a e´te´ de´crit dans Dolgui (2002). Un mode`le de
programmation dynamique pour l’optimisation de taille de lots sur la base de ce mode`le




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































C.1 PCT-αβ : Temps de calcul moyen de FPTAS ap-
proche´
Table C.1 – Temps de calcul moyen de FPTAS pour ε ∈ {0; 0, 01; 0, 05; 0, 1; 0, 3; 0, 5;
0, 7; 1}
Nombre Valeur de ε
de lots 0 0,01 0,05 0,1 0,3 0,5 0,7 1
10 0,11 0,11 0,06 0,04 0,02 0,02 0,01 0,01
20 0,45 0,45 0,35 0,24 0,12 0,09 0,08 0,07
30 1,49 1,49 1,13 0,75 0,38 0,29 0,25 0,22
40 3,22 3,22 2,61 1,68 0,87 0,63 0,55 0,48
50 6,23 6,23 5,13 3,46 1,55 1,13 0,98 0,86
60 9,70 9,70 8,51 5,59 2,72 2,02 1,69 1,51
70 10,91 10,91 10,91 7,92 4,09 3,00 2,56 2,28
80 17,63 17,63 16,91 13,03 6,41 4,47 3,81 3,33
90 33,92 33,92 29,78 17,93 8,53 6,27 5,47 4,75
100 34,24 34,24 33,58 22,78 11,61 8,59 7,35 6,44
110 56,57 56,57 49,51 31,53 15,22 11,46 9,80 8,71
120 55,12 55,12 55,12 39,95 20,98 15,36 12,81 11,37
130 67,79 67,79 67,79 46,77 24,29 18,26 15,46 13,93
140 90,60 90,60 90,60 64,14 31,63 22,95 19,53 17,44
150 117,51 117,51 111,62 82,93 40,23 27,96 23,77 20,99
Moyenne 33,70 33,70 32,24 22,58 11,24 8,17 6,94 6,16
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C.2 PCT-αβ : Erreurs relatives des solutions approche´es
de FPTAS
Table C.2 – Erreurs relatives des solutions approche´es de FPTAS
Nombre Valeur de ε
de Lots 0,01 0,05 0,1 0,3 0,5 0,7 1
10 0,00% 0,013% 0,072% 1,295% 4,370% 9,021% 16,112%
20 0,00% 0,021% 0,054% 0,848% 3,196% 7,252% 13,100%
30 0,00% 0,003% 0,070% 1,029% 4,221% 6,017% 15,628%
40 0,00% 0,006% 0,061% 0,609% 2,564% 6,918% 12,771%
50 0,00% 0,016% 0,108% 1,110% 3,559% 5,630% 14,405%
60 0,00% 0,000% 0,045% 0,939% 3,648% 5,235% 14,641%
70 0,00% 0,000% 0,022% 0,961% 1,678% 6,265% 9,936%
80 0,00% 0,001% 0,034% 0,384% 2,078% 5,989% 11,102%
90 0,00% 0,006% 0,055% 0,701% 2,586% 4,719% 13,039%
100 0,00% 0,006% 0,062% 0,786% 2,757% 4,727% 14,009%
110 0,00% 0,005% 0,041% 0,835% 3,187% 6,034% 13,630%
120 0,00% 0,000% 0,024% 0,736% 3,169% 4,089% 13,303%
130 0,00% 0,000% 0,038% 0,753% 1,193% 5,278% 8,753%
140 0,00% 0,000% 0,021% 0,876% 1,698% 5,812% 10,093%
150 0,00% 0,001% 0,030% 1,177% 2,063% 5,699% 10,465%






D.1 Transformation de P-Prob-P2(i) en proble`me de
Sac a` Dos
Rappelons le proble`me a` re´soudre :
Proble`me P-Prob-P2(i) : Trouver la combinaison des tailles des lots x∗ = (x1, x2, . . . , xn),
qui va minimiser la probabilite´ suivante :
P
(





P (xbj ≥ dj|xj) × P
(
xbn ≥ dn | xn, T nr(pi∗i, x)
)
(D.1)
Nous allons montrer que ce proble`me peut eˆtre transforme´ en une modification du
proble`me de Sac a` Dos. Auparavant nous avons utilise´ les notations suivantes :








Nous avons besoin des notations suivantes pour introduire le mode`le mathe´matique et
l’approche. Soit
• wmini et wmaxi les temps minimal et maximal de fabrication d’un lot de produit i,










ou` xmini est la taille de lot i minimale (voir (5.23)), et x
upp
i est la taille de lot i maximale,
i = 1, . . . , n (voir (5.24) et (5.25)) ;
• V mini le temps minimale possible, ne´cessaire pour fabriquer les pie`ces de i premiers
lots. C’est e´vident que ce temps minimal correspond au traitement des tailles de lots
(xmin1 , . . . , x
min









wminj , i = 1, . . . , n− 1 (D.3)
• V maxi le temps maximale possible, que nous pouvons affecter au traitement des i pre-
miers lots. V maxi est calcule´ comme suit :










, i = 1, . . . , n− 1 (D.4)
ou` t−∑nj=i+1wminj est le temps qui reste de T0 apre`s la soustraction du temps total de
set-up, du temps de chargement et du temps minimale pour fabriquer les n− i derniers
lots, i = 1, . . . , n− 1.
En utilisant les notations ci-dessus, le proble`me P-Prob-P2(i) se transforme en proble`me
de recherche d’un vecteur w = (w1, w2, . . . , wn) des temps affecte´s a` la fabrication de chaque

















≥ dn | xuppn , T nr(w)
)
(D.5)
ou` wi ∈ {wmini , wmini + 1, . . . , wmaxi }. Ce dernier proble`me est une modification du proble`me
de Sac a` Dos. Si le vecteur w∗ = (w∗1, w
∗
2, . . . , w
∗
n) est la solution optimale pour ce proble`me,
alors le vecteur x∗ = (x∗1, x
∗














est la solution optimale pour le
proble`me initial P-Prob-P2(i).
Soit Vi = {V 1i , V 2i , . . . , V zi } l’ensemble de toutes les valeurs de temps possibles pour
fabriquer les premiers i lots. L’approche par la programmation dynamique, propose´e dans
Dolgui et al. (2005), est pre´sente´e dans l’algorithme D.1, ou` la probabilite´ P (w) est la
probabilite´ maximale pour satisfaire la demande ge´ne´rale. Les tailles de lots peuvent eˆtre
trouve´es par retour en arrie`re.
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D.2 Une proce´dure de programmation dynamique
Algorithme D.1: L’algorithme DP pour le proble`me P-Prob-P2(i)
1 j ← 1
2 V1 ∈ [V min1 , V max1 ]← {wmin1 , wmin1 + t1, . . . , wmax1 }
3 pour chaque (i = 1; i ≤ |V1|; i← i+ 1) faire
4 Calculer H1(V
i












7 tant que (j < n) faire
8 j ← j + 1
9 Vj = {∅}
10 pour chaque
(





y = wminj ; y ≤ wuppj ; y ← y + tj
)
faire
12 Calculer v = V kj−1 + y
13 si v ∈ [V minj ;V maxj ] alors












V ij −V kj−1
tj
)b







23 Calculer la probabilite´




xbn ≥ dn | xuppn , t− V kn−1
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