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Abstract
In terms of the Informax principle, and the input–output relationship of the integrate-and- re
(IF) model, IF neuron learning rules are developed and applied to blind separation tasks. c   2002
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1. Introduction
Neural computation is presumed to be a  eld to understand learning rules of realistic
neuron systems (computational neuroscience) and then apply them to solving engineer-
ing problems (arti cial neural networks). Nevertheless, majority, if not all, learning
rules in arti cial neural networks in the literature are basically based upon heuristic
formulations of input–output relationship of a neuron: the sigmoidal function depend-
ing only on the mean of its inputs. Nowadays, we see that the gap between arti cial
neural networks and computational neuroscience are more wider than 10 years ago. On
the one hand, people working on arti cial neural networks are interested in developing
methods which are directly applicable to solve engineering problems, somewhat a sub-
division of traditional statistics. On the other hand, computational neuroscientists are
working on more and more details of biophysical properties of a cell: from calcium to
hundred di erent channels, to NO and hundreds or thousands compartments etc.
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In the present paper, we try to bring the yawning gap between two approaches into a
uni ed framework: to develop a learning rule, which is applicable to solving engineer-
ing problems and is based upon (biophysical) models of a cell. The learning rule is de-
rived under the principle of the maximization of the mutual information of input–output,
which has been proposed and widely used in arti cial neuron networks [1,11]. Due to
the recent developments on modelling single neurons, we know exactly the input–
output relationship of some neuron models such as the integrate-and- re (IF) model
[3,5,7,10,13] and IF-FHN model [6], etc. Combining these two approaches together,
we are able to develop learning rules relied on input–output relationship of a neuron.
We  rst consider an ideal case where all synaptic strengths are identical. For super-
vised learning, by which we mean that the input and output  ring rates of a neuron are
 xed, we prove that there are stable states for the derived learning rule. Numerically,
we also show that the stable state is unique. We then go further to consider unsuper-
vised learning where the output  ring rate is a function of inputs. We show that both
long-term potentiation (LTP) and long-term depression (LTD) could occur, but LTD
tends to be observable only when the inhibitory input is weak. This seems to be a rea-
sonable conclusion: LTD is in a way equivalent to inhibitory inputs. For the situation
where LTP and LTD are both observable, there is a critical point of the e erent  ring
rate. Above that it implies that when the e erent  ring rate is faster than input  ring
rates, LTD occurs. Otherwise, LTP occurs. This is in general in agreement with the
recent experimental data [2] which show that when the postsynaptic neuron  res faster
than presynaptic neuron, LTD is observed, otherwise LTP happens. Very di erent from
the previous applications of the Informax principle, where the anti-Hebbian learning
rules are found, the derived learning rules are coincident with recent experimental data
[12,14].
2. The IF model
Suppose that a cell receives excitatory postsynaptic potentials (EPSPs) at p synapses
and inhibitory postsynaptic potentials (IPSPs) at q inhibitory synapses. When the mem-
brane potential Vt is between the resting potential Vrest and the threshold Vthre,i ti s
given by
dVt = −L(Vt − Vrest)dt +d  Isyn(t); (1)
where L is the decay rate and synaptic inputs
  Isyn(t)=
p 
i=1
wE
i Ei(t) −
q 
j=1
wI
jIj(t)
with Ei(t);I i(t) as Poisson processes withrate  E
i and  I
i, respectively, wE
i ¿0;w I
j ¿0
being magnitude of eachEPSP and IPSP. Once Vt crosses Vthre from below a spike is
generated and Vt is reset to Vrest. This model is termed as the IF model [13,4].
Here we use the usual approximation to approximate the IF models, or more exactly
the synaptic inputs of the models. We do not check the approximation accuracy since
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The input now reads Ei(t) ∼  E
i t +

 E
i BE
i (t) and similarly Ii(t) ∼  I
it +

 I
iBI
i(t)
where BE
i (t) and BI
i(t) are standard Brownian motions. Therefore, the IF model can be
approximated by
dvt = −L(vt − Vrest)dt +d  isyn(t);
where
  isyn(t)=
p 
i=1
wE
i  E
i t −
q 
j=1
wI
j I
jt +
p 
i=1

(wE
i )2 E
i BE
i (t) −
q 
j=1

(wI
i)2 I
iBI
j(t):
Since the summation of Brownian motions is again a Brownian motion we can rewrite
the equation above as follows:   isyn(t)= t + B(t) where B(t) is a standard Brownian
motion   =
p
i=1  E
i wE
i −
q
j=1  I
jwI
j;  2 =
p
i=1  E
i (wE
i )2 +
q
j=1  I
j(wI
j)2.
In the sequel we assume that p=q; I
j =r E
j for r ∈[0;1]. Therefore, when r=0 the
cell receives purely excitatory input and when r = 1 its inputs are exactly balanced.
The interspike interval of e erent spikes is T(r) = inf{t: Vt ¿Vthre}.
3. Uniform synapse case
We  rst assume that wE
i =wI
i =w; i=1;:::;p;

i  E
i = . The assumption of wi=w is
certainly not true and only of theoretical interest. Nevertheless, under the circumstance,
we are able to carry out a rigorous study on the learning dynamics and gain insights
into the general case, discussed in the next sections:
For the IF model we have
 T(r)  =
2
L
 VthreL− (1−r)w
w
√
L (1+r)
VrestL− (1−r)w
w
√
L (1+r)
g(x)dx; (2)
where
g(x)=

exp(x2)
 x
−∞
exp(−u2)du

:
Therefore, the output  ring rate (Hz) is
  = s( )=
1000
Tref +  T(r) 
; (3)
where Tref is the refractory period.
Now, we apply the informax principle to the input–output relationship of the IF
model. To this end, we have
@ T(r) 
@ 
=−
2
L
g

VthreL −  (1 − r)w
w

 L(1 + r)
	
w(1 − r)  + VthreL
2w 

 (1 + r)L
+
2
L
g

VrestL −  (1 − r)w
w

 L(1 + r)
	
w(1 − r)  + VrestL
2w 

 (1 + r)L
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From now on we further assume that Vrest = 0 mV, the equation above thus becomes
@ T(r) 
@ 
=−
2
L
g

VthreL −  (1 − r)w
w

 L(1 + r)
	
w(1 − r)  + VthreL
2w 

 (1 + r)L
+
2
L
g

− (1 − r)

 L(1 + r)
	
(1 − r)
2

 (1 + r)L
:
Note that the second term in the expression above is independent of w, learning inde-
pendent.
Similarly, for @ T(r) =@w we have
@ T(r) 
@w
= −
2
L
g

VthreL −  (1 − r)w
w

 L(1 + r)
	 √
LVthre
w2
 (1 + r)
:
For simplicity of calculation we introduce two new variables
U =
VthreL −  (1 − r)w
w

 L(1 + r)
;V =
VthreL +  (1 − r)w
w

 L(1 + r)
and note that from the relation g (x)=2 xg(x) + 1 we obtain
@
@w


@ T(r) 
@ 

=
2
L
[(2Ug(U)+1 ) V + g(U)]
Vthre
√
L
2w2 

 (1 + r)
:
Hence,
l(w)=
[(2Ug(U)+1 ) V + g(U)]
Vthre
√
L
w2 
√
 (1+r)
−g(U)V + g(
− (1−r) √
 L(1+r))
(1−r) √
 (1+r)L
+
Vthre
250

(1 + r)L
 g(U))
w2√
 
:
Look at the second term in the learning rule above, we see that it gives us an anti-Hebb
learning rule, as found out from the terms of the conventional input–output neuron
relationship. Note that the anti-Hebb learning rule developed here takes the form of
output=input rather than (output)( input). We will see the implication of the form
later on.
We are particularly interested in two cases: r=1 (exactly balanced inputs) and r=0
(purely excitatory inputs). We refer the reader to [8,9] for details.
4. Discussion
We have presented a theoretical approach to derive novel learning rules based upon
spiking neurons. In particular, for the IF model and both the supervised learning and
unsupervised learning, we have proved that when the synapses are uniform, the learn-
ing rule obtained under the Informax principle is stable. Numerically, we have also
demonstrated that the stable state is unique. For unsupervised learning, we concludeJ. Feng/Neurocomputing 44–46 (2002) 97–101 101
that both LTP and LTD are observable. Most interestingly, the derived learning rule
quantitatively agrees with the recent experimental data. For the general case, supervised
learning and unsupervised learning have been investigated and numerical results are
included.
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