In this paper we present a formalised description of Modified Earliest Decoding. We simulate the performance of the method in comparison with Earliest Decoding in networks that implement random linear network coding. We show that Modified Earliest Decoding has a smaller decoding complexity than Earliest Decoding and Gaussian Elimination as well as a smaller decoding delay.
INTRODUCTION
The decentralised approach to network coding namely random linear network coding (RLNC) allows for a more practical approach to network coding [1] . Random linear network coding employs random and independent coding of received packets at intermediate network nodes.
Due to the employment of RLNC in networks, randomly encoded packets are received at the sink nodes. The sink nodes need to employ a decoding method to successfully obtain the source information. There exist several decoding methods in the literature that can be successfully implemented with RLNC, but generally the sink node may not be able to decode the source packets until an entire block of encoded packets are received [2] . This leads to a decoding delay which is not favourable for delay sensitive networks [2, 3] . Decoding delay can be seen as the elapsed time between the reception of a packet at a receiver node and the decoding thereof [2] . The challenge, therefore, is to find a decoding method with a small decoding delay as well as low decoding complexity.
Gaussian Elimination (GE) is a possible decoding method, but is computationally complex due to the use of matrix inversion and it has a decoding delay equal to the length of time needed by the receiver to collect encoded packets of full rank [4, 5] .
Earliest Decoding (ED) is a method developed to decrease the decoding delay of GE. This method entails the use of GE on linearly independent packets of sufficient rank as soon as they are collected by a receiver node. The decoding delay of ED is approximately constant and independent of the number of transmitted source packets, but still employs computationally complex matrix inversion [4 -6] .
In this paper we look at an improvement on ED for the implementation in a network that uses RLNC, called Modified Earliest Decoding (MED). This method is based on ED and shows an improvement on the low decoding delay of ED. Modified Earliest Decoding also reduces the decoding complexity by significantly reducing the use of matrix inversion for decoding. The method of MED was proposed in [7] , but it was neither formalised nor analysed. We present a formal algorithm of MED and an analysis through simulation of the decoding delay and complexity of MED.
NETWORK ENVIRONMENT
A typical network environment where RLNC can be implemented successfully is that of wireless ad-hoc and sensor networks [8] . Wireless sensor networks include scenarios where a block of data or file needs to be transmitted from a single source to a receiver where the intermediate nodes do not require the file. A node in a wireless sensor network is connected to another node in the network when one node is in the coverage of the other node's signal.
It is shown that the random geometric graph (RGG) is a realistic model for a wireless sensor network as it considers the communication distances of nodes [9] . We adopt the notation used in [1, 5] and the graph construction of [10, 11] .
Consider an acyclic network which implements RLNC as a random geometric graph with . The graph is formed by placing nodes uniformly at random on a unit square with communication radius of . An edge exists between two nodes when the Euclidean distance between and is , where the value of corresponds to the broadcast radius of a node in the wireless network. We assume a symmetric case where all the network nodes have equal transmission power and thus an identical connectivity radius . The probability that two nodes are connected is bounded by:
The lower bound is due to the fact that a node can be situated in one of the corners in the unit square. The upper bound is the direct consequence of the communication radius of a node [12] .
The wireless sensor network consists of a single source node and a set of sink nodes with min-cut . The data present at the source node, , is divided into packets and denoted by (2) where represents the th source packet from a finite field of size . These source packets are multicast sequentially over the edges of network to synchronised intermediate nodes . This means that the source node does not transmit encoded packets but single source packets one by one.
Each intermediate network node randomly and linearly combines the packets received from its incoming edges to form a new encoded packet to be transmitted on its outgoing edges . A coding vector of length is included in the header of each outgoing packet. It describes the source packets that have been linearly combined in the transmitted packet.
Each receiver node collects a set of encoded packets from the network, , where the th encoded packet is of the form (3) where the coefficients { are randomly generated from a finite field and forms the global coding vector of packet . These coding vectors can be represented as the column vectors of a matrix [4, 13] where
The solution of the linear system of equations in (4) decodes the source packets .
RELATED WORK
Next we discuss three known decoding methods that can be implemented in a network that implements RLNC. Earliest Decoding and belief propagation (BP) decoding require alterations to the encoding procedure of the network, where Gaussian Elimination can be implemented without any alterations. The choice of decoding method influences the decoding delay as well as the computational resources at the receiver nodes.
Gaussian Elimination
Gaussian Elimination is an efficient method for solving a system of linear equations as described in (4) . Gaussian Elimination can be performed only when is of full rank . Thus the decoding delay of GE equals the time the receiver has to wait in order to collect linearly independent packets which is proportional to the size of . Thus the decoding delay of GE increases linearly with the increase of source packets. Gaussian Elimination requires operations for decoding via matrix inversion which is computationally complex [4, 5] . In a situation of a small number of source messages, GE is an efficient decoding method, but decreases in efficiency as becomes large.
Earliest Decoding [4]-[6]
Earliest Decoding performs the same decoding steps as GE but does not require being of full rank . Earliest Decoding allows a receiver to perform decoding on a subset of source packets as soon as sufficient information is received, even though the decoding matrix is incomplete. This decoding algorithm is run every time an innovative packet is obtained at the receiver. An innovative packet is defined as a packet that increases the rank of . This method enables a receiver to decode a subset of source packets, when the global coding vectors in matrix can be successfully inverted.
The sequential multicasting of source packets over the network results in likely to be lower triangular. This means that can be decoded with high probability after the collection of or packets, where is small in relation to [5] . This makes ED practical in a RLNC environment.
Earliest Decoding yields a smaller decoding delay than GE as packets can be decoded by the receiver while still obtaining innovative packets. The decoding delay stays approximately constant and independent of [4] . The inherent divide and conquer approach also leads to a faster decoding time, but still requires computationally complex matrix inversion.
Belief propagation decoding
The decoding method employed for Luby Transform (LT) codes [14] is an iterative process where a sink node first have to determine the degree of each a received packet .
Definition 1:
The degree of a packet indicates the number of source packets linearly combined in the packet or can be seen as the number of non-zero entries in the packet's global encoding vector .
The BP decoding process can be described by the following steps [14] :
1. Find an encoded packet, , which only contains a single source packet, (i.e. native packet or packet of degree one). 2. Set source packet and delete . 3. Subtract the value of from all the other encoded packets that contains source packet , reducing their degrees.
The reduction of the packet's degrees produces a new native packet with high probability. Repeat process from (1) until all source packets are determined.
To ensure the presence of a native packet each time the process iterates, all packets are encoded according to the Robust Soliton (RS) degree distribution [14] .
MODIFIED EARLIEST DECODING
Earliest Decoding is successful when linearly independent packets are present to decode all source packets. Modified Earliest Decoding [7] allows for an iterative approach to the decoding of source packets.
Modified Earliest Decoding applies the low decoding delay concept of ED but reduces the decoding complexity by significantly reducing the use of matrix inversion. As with ED, MED runs the decoding algorithm every time a new innovative packet is obtained at a receiver node.
The sequential transmission of source packets leads to the scenario where the th received packet tends to be a linear combination of the first transmitted source packets . Due to this lower triangular structure of it is possible to decode the source packets through a method adopted from the low complexity belief propagation (BP) decoding algorithm of LT codes.
Decoding in a RLNC environment
In a RLNC network scenario packets are encoded randomly and thus employing a low complexity decoding method, like BP, which requires packets to be from the RS distribution, can be complicated. The lower triangular structure of , however, largely consists of encoded packets where the packets following each other only contains a single additional source packet. A source packet can be decoded when receiving two packets with coding vectors have a Hamming distance of .
Definition 2 [15] : The Hamming distance between two vectors is defined as the number of coordinates that they differ and is denoted by (5)
The Hamming weight of a vector is defined as the number of non-zero coordinates and is denoted by (6) In the context of this paper, the Hamming weight of a coding vector is equivalent to the degree of the packet.
The linear combination of two packets with produces a native packet with a coding vector of degree one. This packet contains information regarding a single source packet which is equivalent to a decoded packet. This native packet can now be used for decoding in a similar way as with BP decoding. By linearly combining with other received packets containing , the degrees of these packets are reduced. This process is iterated until all the other source packets are decoded.
This MED decoding algorithm is summarised in Algorithm 1. Although the structure of tends to b allowing MED to function successfu encoding of packets do not always guar distance of 1 between packets. In thi performed on to decode source decoding to continue.
Example
The MED process is illustrated in a Fig. 1 . Assume that and the recei encoded packets that implements RLNC. 
SIMULATION A
In this section we evaluate in the RLNC network envir Section II, when different implemented at the receiver decoding delay and decoding comparison to ED.
Simulation setup
The network topology is bas network single receiver for simplic network is modelled by a rando formed by placing the nodes u unit square with communicatio in Section 2. be seen that MED is a re MED also forms a suboding matrix to decode.
however, eliminates the he encoded packets that are nnot be decoded via ED as can be inverted. Gaussian een performed after the AND RESULTS the decoding performance ronment, as described in decoding methods are nodes. We evaluate the g complexity for MED in sed on that of [9] where the with a single source and city. The wireless sensor om geometric graph (RGG) uniformly at random on a on radius of as described achievable rate at which ts reliably to the receiver .
From the min-cut max-flow theorem, the value of mincut is the upper bound on for [16] . For a single source single receiver network, the expected value of min-cut can be calculated by (7) where the value of is shown in (1) [10] . In order to ensure the successful transmission of source packets from to the receiver node , the min-cut of the network must be equal to min-cut . From (1) and (7) the connectivity radius and the number of network nodes are chosen to accommodate the required min-cut value min-cut , for varying values of .
The communication radius is chosen specifically in each simulation set to ensure a minimum cut between source and receiver node of min-cut . If a constructed RGG has a min-cut smaller than the required , the graph is discarded and a new RGG is generated.
We followed the method of independent replications from [17] in order to obtain results which are not affected by different network scenarios. For the simulations we generated 40 random geometric graphs with different seeds. From each random graph we run 5 instances with a different sources and receivers which are randomly chosen. Finally, for each of the sub-instances we ran the simulation 5 times with different seeds. This equates to 1000 Monte-Carlo simulations for each value of .
The data transmitted by to the receiver consists of approximately packets in the finite field . These packets are divided into transmission packets of size . A coding vector of length from finite field is included in the header of each packet, describing included source packets.
Decoding delay
As described in Section I, the decoding delay at a receiver is defined as the elapsed time between the reception of an encoded packet and the decoding thereof.
We denote as the timestep of the simulation when obtains a new packet from the network. We denote the global rank of the network as , which is equal to the number of source packets . The rank present at receiver node at time is defined as . The source packets decodable by node are defined as effective packets and the total number of effective packets at up to time is denoted as [18] . The number of effective packets decodable by node , , is upper bounded by the rank present at node , . The value of is in turn upper bounded by the number of packets received by up until time .
We ran the MED and ED algorithms at the receiver node for each simulation instance in order to get a fair comparison in decoding delay. Fig. 2 shows the normalised decoding curves for the MED and ED for , where and . The case for a small is chosen for Fig. 2 as it clearly illustrates the difference in decoding delay. The curve shows the normalised value of the rank available at , which expresses the total number of source packets possibly decodable at time . This curve gives the upper limit of decoding for any system at time . It can be seen in Fig. 2 that MED produces a larger number of effective packets at when innovative packets are still being received than compared to ED. This means that the MED method is able to decode more source packets at time than the ED method, resulting in a smaller decoding delay. The graph further shows variable decoding delay for ED and constant decoding delay MED which may be of advantage for certain applications.
The decoding delay of ED is independent of and remains approximately constant [4, 5] . From simulation in [4] it was shown that the algorithmic decoding delay of ED is often only in the order of a few source packets, much smaller than . Therefore, the decoding delay observed in Fig. 2 would continue to be in the order of a few source packets even for larger values of .
The same observation can be made for MED as this method also decodes subsets of a few source packets much smaller than . The decoding method of MED for larger values of continues to decode small subsets of source packets, independent of , therefore producing a decoding delay in the order of a few source packets.
Thus for large values of , the decoding delay of MED remains approximately constant and an improvement on that of ED, as can be seen in Fig. 2 . 
MED: E z (t)/R n
The decoding delay of MED is also upper bounded by that of ED, because when no packets with are available the MED algorithm reverts to ED.
Decoding complexity
In addition to decoding delay another important characteristic of a decoding method is its decoding complexity. We determined the decoding complexity of ED and MED for by calculating the number of arithmetic operations for both decoding methods.
Earliest Decoding consist of two steps namely forward elimination and backward substitution. The number of arithmetic operations for the forward elimination step is approximately (8) divisions and multiplications/additions respectively, where is the size of the subset of source packets decoded in each step. The backward substitution step requires (9) multiplications/additions.
For the MED algorithm the zero vector is added to , which leads to packets per subset. The packets are compared to each other which can require a maximum of (10) arithmetic operations, where is the size of the subset of source packets decoded in each step. After these comparisons a single source packet is decoded and eliminated from the other packets in the block, which requires a maximum of (11) operations per decoded packet.
We use the abovementioned formulae to determine the decoding complexities of MED in comparison to ED through simulation. We define the normalised decoding complexity as the ratio of the number of operations for successful MED to the number of operations for successful ED [19] . 
CONCLUSION
The Modified Earliest Decoding algorithm is based on the low complexity belief propagation decoding concept of LT codes and low decoding delay concept of Earliest Decoding.
In this paper we formalised the MED process in Algorithm 1. This algorithm shows how the Hamming distances between coding vectors can be used to obtain native packets for successful decoding.
The performed simulations show a lower decoding delay as well as a lower decoding complexity of MED over ED. When no coding vectors of are present in and MED cannot be performed, ED is used and therefore the decoding delay of MED is upper bounded by that of ED for large .
Earliest Decoding showed a significant improvement on decoding delay and complexity in comparison to Gaussian Elimination [4, 5] when implemented in a RLNC network environment. Our improvement over ED further improves the performance over GE which is the predominant decoding method in RLNC network environment.
