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Ordonnancement de l’activité des noeuds dans les
réseaux ad hoc et les réseaux de capteurs sans fil
Pascale Minet, Ridha Soua, Ichrak Amdouni, Erwan Livolant et Saoucene Mahdoudh
Résumé—L’efficacité énergétique est une exigence majeure
pour les réseaux sans fil où certains noeuds opèrent sur batterie.
L’ordonnancement de l’activité des noeuds permet de distinguer
périodes actives où la communication radio est possible et
périodes inactives où la radio est arrêtée. Cet ordonnancement
contribue largement à améliorer l’efficacité énergétique : d’une
part en évitant les collisions entre transmissions conflictuelles et
donc les retransmissions associées et d’autre part en permettant
aux noeuds non concernés par la transmission de dormir pour
économiser leur énergie. Parmi les solutions possibles, nous
étudierons plus particulièrement le coloriage des noeuds. Après
avoir défini le problème et ses différentes déclinaisons, nous
donnerons sa complexité et proposerons SERENA, un algorithme
de coloriage distribué qui s’adapte à la collecte de données.
Nous présenterons OSERENA, l’optimisation de SERENA pour
les réseaux denses et son utilisation dans le réseau de capteurs
sans fil OCARI. Lorsque les noeuds ont des charges de trafic
fortement hétérogènes, il devient plus intéressant d’effectuer une
assignation de slots. Disposer d’un accès au médium multicanal et
d’un puits multi-interfaces permet de gagner en nombre de slots
nécessaires à la collecte de données, de réduire les interférences
et d’améliorer la résistance aux perturbations. Nous présenterons
une formalisation en ILP (Integer Linear Programming) du
problème d’assignation de slots visant à minimiser le nombre
de slots en profitant d’un environnement mono ou multicanal
et d’un puits mono ou multi-interfaces. Nous donnerons des
bornes théoriques sur le nombre optimal de slots dans diverses
configurations et divers environnements (mono ou multicanal,
puits mono ou multi-interfaces). Nous présenterons MODESA un
algorithme centralisé d’allocatoion conjointe de canaux et slots
temporels. Nous terminerons par quelques questions ouvertes.
Index Terms—Réseaux ad hoc, réseaux de capteurs sans fil,
efficacité énergétique, ordonnancement, activité, coloriage, assi-
gnation de slots, multicanal, multi-interfaces, collecte de données.
I. INTRODUCTION
Les réseaux ad hoc et réseaux de capteurs sans fil RCSF
sont le support de nombreuses applications de type collecte
de données. Les exigences de ces applications concernent :
– la qualité de service, notée QdS, qui devra être maximi-
sée. Ainsi les interférences qui ont un effet négatif sur la
QdS devront être minimisées.
– la fiabilité des transmissions, qui devra être maximisée,
malgré un environnement qui n’est pas toujours très
coopératif.
– l’efficacité énergétique, qui devra être assurée en raison
de l’énergie limitée dont disposent les noeuds.
– la bande passante, qui devra être utilisée efficacement,
ainsi que la mémoire et la capacité de traitement des
noeuds qui sont des ressources limitées.
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Nous considérons des applications de type collecte de don-
nées : chaque noeud produit des données qui doivent être
transmises au puits. Nous supposons qu’un arbre de routage
ayant pour racine le puits est donné. Le rôle de tout noeud
est alors de transmettre les données dont il dispose (données
générées localement ou produites par ses descendants dans
l’arbre de routage) à son parent dans l’arbre. Nous distinguons
deux types de collecte de données :
– avec agrégation : chaque noeud agrège les données reçues
de ses enfants et les siennes avant de les transmettre à
son parent. Ceci suppose que la taille des slots temporels
utilisés pour la transmission de ces données est suffisante
pour permettre cette agrégation.
– sans agrégation : (en anglais : raw data convergecast)
où aucune agrégation n’est effectuée sur les noeuds
intermédiaires (i.e. noeuds entre le noeud producteur et
le puits).
Dans les réseaux sans fil supportant ce type d’application,
les accès au médium sont organisés selon une supertrame.
Cette supertrame est délimitée par une balise comprenant
une période avec contention avec accès en CSMA/CA et
une période sans contention où les accès sont effectués dans
des slots selon un ordonnancement préétabli. Lorsque cette
supertrame se répète, la durée entre deux balises successives
détermine la longueur du cycle. La Figure 1 illustre la structure
de la supertrame.
FIGURE 1. Structure d’une supertrame.
Notre objectif est de minimiser le nombre de slots
nécessaires à la collecte de données. En effet, minimiser le
nombre de slots permet en effet de diminuer les délais de
collecte de données. Considérons une supertrame telle que
chaque noeud dispose des slots nécessaires pour transmettre
ses données locales et les données reçues de ses enfants.
Supposons de plus que les noeuds produisent des données
périodiquement et maintiennent une file FIFO des messages
à transmettre. Le pire délai de collecte de données est obtenu
par le noeud qui génère ses données juste après le dernier
slot qui lui a été alloué dans le cycle et donc doit attendre
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le prochain cycle pour transmettre. Notons cependant que
sur les noeuds intermédiaires, l’ordonnancement des slots a
été conçu de telle manière que tout message reçu peut être
propagé dans le même cycle. Le dernier message de cette
collecte est remis au puits dans le dernier slot de la période
sans contention. Il s’en suit que le pire délai de remise est
égal à la durée du cycle plus la durée de la période sans
contention. Remarquons que par ailleurs, plus ce délai est
petit, plus les données collectées dans cette supertrame seront
cohérentes temporellement.
Par ailleurs, le multicanal permet d’utiliser simultanément
plusieurs canaux dans un même réseau. Notons qu’au niveau
de l’accès au médium, une condition nécessaire pour qu’un
message soit bien reçu est que l’émetteur et le récepteur soient
sur le même canal. Les progrès technologiques permettent à
un noeud de switcher dynamiquement d’un canal à un autre.
Ceci est utilisé par exemple pour protéger les transmissions
des perturbations sur un canal, perturbations pouvant être
causées par une source extérieure. Ainsi le multicanal permet
d’améliorer les performances de la collecte de données en
termes de débit supporté, délais de remise, taux de remise
et en robustesse face aux perturbations. Si le puits est équipé
de plusieurs interfaces, il peut alors recevoir simultanément
sur chacune de ces interfaces. Ceci a pour effet d’améliorer
encore le parallélisme et donc les performances de la collecte
de données. C’est pourquoi dans ce papier, nous nous inté-
ressons aux ordonnancements minimisant le nombre de slots
nécessaires à la collecte de données, dans un réseau ad hoc
ou un réseau de capteurs sans fil, multicanal avec un puits
pouvant être équipé de plusieurs interfaces.
II. ETAT DE L’ART
A. Efficacité énergétique
Nous pouvons identifier cinq grandes classes de techniques
visant l’efficacité énergétique [1], [2] :
1) la réduction des données produites, traitées et transmises
(ex. : compression, agrégation de données) ;
2) la réduction du surcoût des protocoles (ex. : adapter la
périodicité des messages de contrôle selon la stabilité du
réseau) ;
3) le routage économe en énergie : (ex. : protocoles oppor-
tunistes, hiérarchiques, géographiques....)
4) le contrôle de topologie : il ajuste la puissance de
transmission en fonction du récepteur.
5) l’ordonnancement de l’activité des noeuds : il permet
aux noeuds d’alterner les périodes actives et les périodes
de sommeil, durant lesquelles la radio est arrêtée afin
d’économiser l’énergie. L’idée consiste à revenir à cet
état sommeil dès que possible, tout en satisfaisant les
exigences de l’application.
La Table III montre sur quelle perte énergétique agit chaque
classe de technique. Le symbole ’M’ indique un impact majeur
et ’S’ un impact secondaire.
TABLE I
IMPACT DE CES TECHNIQUES SUR LES PERTES ÉNERGÉTIQUES.[1]
capture comm. collision ecoute message ecoute interf.
trt active controle passive
Reduction M M S S - - S
donnees
Reduction - M S S M - S
surcout
Routage - M S M S - M
energie
Ordo M M M M S M M
activite
Controle - M M M - - M
topologie
B. Ordonnancement de l’activité des noeuds
L’ordonnancement de l’activité des noeuds peut être
appliqué à un niveau de granularité haut ou bas.
1) Haut niveau de granularité:
A haut niveau de granularité, l’ordonnacement consiste
à sélectionner parmi les noeuds déployés dans le réseau
ceux qui doivent rester actifs pour satisfaire les exigences
applicatives. Les autres noeuds, dits redondants, peuvent
dormir pour économiser leur énergie. Dans [8], [9] la sélection
de l’ensemble minimum des noeuds actifs nécessaires à la
couverture de la zone surveillée est obtenu par programmation
linéaire. Dans GAF [10], la zone surveillée est considérée
comme une grille virtuelle découpée en cellules. Dans chaque
cellule, un seul noeud est actif, les autres noeuds dorment.
Dans ce papier, seule la connectivité est prise en compte.
SPAN [11] assure également la connectivité par le biais des
coordinateurs. Ceux-ci sont chargés du routage multi-saut
tandis que les autres capteurs peuvent être arrêtés. Dans [12],
les critères de sélection des noeuds actifs sont basés sur la
couverture et la connectivité. Les auteurs de [13] montrent que
la durée de vie du réseau est maximisée quand les capteurs
déployés sont répartis dans des ensembles non-disjoints, de
telle sorte qu’à tout instant un seul ensemble est actif.
2) Bas niveau de granularité:
Avec un ordonnancement de l’activité des noeuds à un ni-
veau bas, même les noeuds qui ont été sélectionnés comme
actifs pour satisfaire les exigences applicatives peuvent dormir
lorsqu’ils n’ont aucun message à transmettre et à recevoir.
C’est pourquoi cet ordonnancement est fortement couplé avec
l’accès au médium. Nous distinguons trois types de protocoles
MAC :
– basés sur TDMA : Cette technique assure aux capteurs un
accès au medium sans collision. Le temps est divisé en
slots assignés aux noeuds. Ce protocole est bien adapté
au trafic périodique. TRAMA [14] est un des premiers
protocoles proposés qui s’adapte au trafic. Pour chaque
slot, un seul transmetteur dans le voisinage jusqu’à 2 sauts
est sélectionné selon un algorithme distribué. FLAMA
[15] est dérivé de TRAMA et conçu pour les applications
de collecte de données. FLAMA évite les échanges
périodiques d’information entre voisins jusqu’à 2 sauts en
transmettant sur demande uniquement. FlexiTP [16], pro-
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posé également pour les applications de collecte, construit
un arbre de collecte et utilise un algorithme de parcours
de l’arbre en profondeur pour assigner les slots. Les
noeuds peuvent demander ou libérer des slots en fonction
des informations dans leurs tables. Un protocole récent,
appelé TDMA-ASAP, [17], proposé pour les applications
de collecte de données, intègre un algorithme de coloriage
dans l’accès au médium. En autorisant un noeud à voler
à son frère un slot inutilisé, ce protocole peut s’adapter
à des conditions de trafic variées.
– basés sur la contention : S-MAC [21] essaie de forcer les
noeuds voisins à adopter le même ordonnancement des
périodes d’activité et de sommeil. Pour cela, les noeuds
voisins doivent échanger leurs ordonnancements avant de
pouvoir échanger des données. Toutefois, les périodes
d’écoute passive et de sommeil ne peuvent plus changer
après le déploiement des noeuds. T-MAC [22] améliore S-
MAC en autorisant les noeuds à se rendormir s’ils n’ont
reçu aucun message dans une durée spécifiée. D-MAC
[23] ordonnance les périodes d’activité et de sommeil
selon la profondeur du noeud dans l’arbre de collecte,
afin d’assurer que les noeuds intermédiaires seront actifs
durant le transfert des messages vers le puits.
– hybrides : ces protocoles se comportent comme TDMA
ou comme CSMA pour s’adapter à la variabilité du trafic.
Le plus connu est Z-MAC [18]. Il agit comme CSMA en
situation de faible trafic et comme TDMA en fort trafic.
C. Coloriage des noeuds ou des liens
Le coloriage des graphes peut être utilisé pour améliorer
les performances de TDMA en autorisant tous les noeuds
(respectivement les liens) de même couleur à transmettre
simultanément. Nous distinguons le coloriage des noeuds et
le coloriage des liens.
1) Coloriage des noeuds:
Colorier les noeuds d’un graphe consiste à assigner une
couleur à chaque noeud de telle sorte que deux noeuds
ayant un lien commun n’ont pas la même couleur, tout en
minimisant le nombre de couleurs utilisées. Colorier les
noeuds d’un graphe G avec k couleurs est équivalent à
partitionner les noeuds de ce graphe en k sous-ensembles
tels que tous les noeuds d’un même sous-ensemble ont la
même couleur. Le plus petit nombre de couleurs utilisé
pour colorier les noeuds d’un graphe G est appelé nombre
chromatique. Les premiers algorithmes de coloriage étaient
centralisés, comme par exemple [24], [25], [26] et Dsatur
[27] qui colorie en premier le noeud de plus grand degré. Ils
peuvent être aléatoires comme [24] où les noeuds choisissent
aléatoirement leur couleur. Si un noeud a choisi la même
couleur que son voisin, il doit choisir une autre couleur. cet
algorithme est simple et rapide : il s’exéucute en O(log n)
mais nécessite ∆ + 1 couleurs avec ∆ le degré maximum
d’un noeud. Dans les algorithmes distribués déterministes
comme DLF (Distributed Largest First) [28], les noeuds de
plus fort degré se colorient les premiers. La complexité de
cet algorithme est en O(∆2logn). Une autre heuristique bien
connue est First Fit [32] qui assigne la première couleur
disponible au noeud non coloré de plus grande priorité. Dans
Z-MAC [18], l’algorithme de coloriage utilisé est DRAND
[19]. Il s’agit d’un coloriage de noeuds randomisé à 2-sauts.
Il a l’avantage de ne pas dépendre du nombre de noeuds dans
le réseau au prix d’une convergence asymptotique.
D’autres algorithmes procèdent par améliorations successives
d’un coloriage initial [33], [34]. Parmi ces algorithmes, figure
TabuCOL [29]. Ces algorithmes fournissent des résulats
remarquables pour des petits graphes uniquement [34].
Certains travaux [30], [31] s’intéressent aux performances
pire cas des algorithmes de coloriage : ils prouvent que
pour tout graphe d’une certaine famille, l’algorithme utilise
un nombre de couleurs au plus égal à α fois le nombre
optimal de couleurs. Un tel algorithme est dit être une
α-approximation. Plus généralement, la complexité en temps
[48] d’un algorithme distribué de coloriage est évaluée en
nombre de rounds. Par définition, dans un round, un noeud
reçoit les messages émis par ses voisins à un saut, les traite
et diffuse son message à ses voisns à un saut.La complexité
spatiale est donnée par le nombre et la taille des messages
transmis par noeud.
2) Coloriage des liens:
Le coloriage des liens d’un graphe est une assignation de
couleurs aux liens du graphe de telle sorte que les liens
incidents en un même noeud ont des couleurs différentes. Le
coloriage des liens peut être considéré comme un coloriage
des noeuds du graphe de liens. Colorier les liens d’un graphe
G avec k couleurs est équivalent à partitionner ces liens en k
sous-ensembles.
Durand et al. [35], [36] appliquent le coloriage des liens
dans des graphes bipartites pour ordonnancer les transferts de
données entre serveurs et clients. L’algorithme de coloriage
est distribué et randomisé, comme l’algorithme [24] : chaque
noeud sélectionne aléatoirement une couleur pour chacun de
ses liens ; il ne conserve la couleur choisie que si elle n’est
utilisée par aucun des liens conflictuels. Sinon, le noeud de
plus faible degré doit changer de couleur. Marathe et al.
[37] proposent un algorithme distribué simple où chaque
lien dispose d’une palette de (1 + ε)∆ couleurs. Chaque
lien choisit une couleur de la palette et vérifie qu’il n’entre
en conflit avec aucun des liens voisins. Si tel est le cas, la
couleur est adoptée et retirée des couleurs disponibles. Sinon,
le lien fait une nouvelle tentative dans le round suivant.
Comme le coloriage des liens est un problème NP-complet,
des heuristiques sont utilisées, plus particulièrement pour
les grands graphes. Les auteurs de [38] comparent les
performances de différentes heuristiques de coloriage des
liens pour des benchmarks standards sur des petits graphes (<
500 noeuds). Dans [39], les liens de réseaux planaires sont
coloriés avec ∆ + 4 couleurs, avec ∆ ≥ 5, les liens de plus
haute priorité choisissent leurs couleurs en premier.
3) Classification des algorithmes de coloriage:
Nous proposons une classification des algorithmes de colo-
riage dans le Tableau II.
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TABLE II
CLASSIFICATION DES ALGORITHMES DE COLORIAGE
central. déterm. noeud comm. pour
distrib. aléa. lien
TRAMA distrib. determ. lien unicast général
[14]
FLAMA distrib. determ. lien unicast collecte
[15] arbre
ZMAC distrib. aléa. noeud unicast général
DRAND [19] +diff.
TDMA- central.* déterm. noeud unicast collecte
ASAP [17] arbre
FlexiTP distrib. déterm. lien unicast collecte
[16] arbre+diff.
SERENA distrib. déterm. noeud unicast* général
[49] +diff. collecte
OSERENA distrib. déterm.. noeud unicast* collecte*
[50] +diff.
Légende : unicast* : unicast avec acquittement immédiat.
collecte* : optimisé pour des réseaux denses.
central* : seule la version centralisée est décrite dans [17].
4) Applications du coloriage de graphes aux réseaux:
De nombreux algorithmes de coloriage sont utilisés dans les
réseaux (filaires et sans fil) pour rendre l’accès au médium
plus efficace par le biais d’une allocation des fréquences ou
des slots temporels. L’allocation des fréquences basée sur un
coloriage est utilisée dans :
– les réseaux cellulaires [40] pour limiter le nombre de
fréquences allouées aux stations de base ;
– les réseaux mesh [41] et les réseaux de capteurs [42] pour
minimiser les interférences ;
– les réseaux radio cogintive [43], [44] pour une utilisation
opportuniste des fréquences disponibles dans le spectre.
L’allocation de slots permet d’allouer des slots aux noeuds
[17], [49] ou aux liens [45], [46] pour ordonnancer les activités
des noeuds ou des liens. Chaque couleur utilisée par l’algo-
rithme de coloriage est associée à un ou plusieurs slots tempo-
rels. Dans un slot temporel sont ordonnancés tous les noeuds
(respectivement les liens qui partagent cette couleur. Ainsi les
collisions sont évitées. Notons que l’utilisation de la bande
passante est également améliorée par la réutilisation spatiale.
Dans le coloriage de liens, les slots de transmission sont
alloués à des liens et donc seuls les émetteurs et récepteurs de
ces liens sont actifs dans ce slot. Dans le coloriage des noeuds,
les slots sont alloués aux noeuds émetteurs qui utilisent le
slot selon leurs besoins (ex. : transmission en unicast ou en
broadcast) ; le corollaire est que tous les voisins d’un noeud
émetteur doivent être éveillés au cas où une transmission leur
serait destinée.
D. Communications multicanal
Dans le but d’établir une classification des protocoles
d’assignation de canaux, nous posons trois questions :
(1) A quelle fréquence est réalisée l’assignation des canaux ?
La réponse permet de distinguer les assignations statiques,
semi-dynamiques et dynamiques (voir Section II-D1).
(2) Quel canal est sélectionné ? La réponse est donnée par la
politique de sélection des canaux (voir Section II-D2).
(3) Comment les noeuds se coordonnent-ils ? La réponse est
donnée par la technique de coordination utilisée (voir Section
II-D3).
1) Méthode d’assignation des canaux :
Nous distinguons trois catégories de méthodes d’assignation
des canaux :
– statique : l’assignation des canaux est effectuée une fois,
lors de l’initialisation du réseau. Ceci a l’avantage de
n’induire qu’un faible surcoût mais peut donner de faibles
performances si l’environnement dans lequel le RCSF est
placé évolue (e.g. niveau excessif d’interférence). Dans
un tel cas, une nouvelle assignation de canal est effectuée
et sera utilisée pendant une longue période. Avec une
assignation statique, le surcoût induit par l’assignation des
canaux est minimisé. TMCP [54] et MCRT [55] adoptent
une assignation statique de canaux.
– semi-dynamique : lorsque l’assignation de canaux est
effectuée à une fréquence moyenne pour s’adapter aux
changements de conditions des canaux ou du trafic. Cette
assignation peut être faite périodiquement ou sur événe-
ment. De nombreux protocoles appartiennent à cette fa-
mille : MMSN [52], TACA [56], EM-MAC [57], RMCA
[58] et ARM [59].
– dynamique : lorsque l’assignation de canaux est effectuée
très fréquemment, typiquement avant chaque transmis-
sion. Une assignation dynamique (e.g. Y-MAC [60] and
MuChMAC [61]) permet au protocole de prendre de
meilleures décisions (i.e. sélection du meilleur canal
basé sur une information plus à jour) mais avec une
augmentation du surcoût.
La tendance dans les protocoles d’assignation de canaux est de
favoriser les assignations semi-dynamiques qui représentent le
meilleur compromis entre faible surcoût et adaptativité élevée.
2) Politique de sélection des canaux :
Généralement, le canal est sélectionné dans une liste des
canaux préférés. Pour éviter d’utiliser un canal occupé du
côté du récepteur, cette liste est calculée soit par le récepteur
comme dans EM-MAC [57] or en échangeant les listes de
l’émetteur et du récepteur comme dans MMAC [62]. Une
sélection dynamique des canaux est cruciale pour éviter les
canaux surchargés ou perturbés par des interférences. De
plus, elle permet d’équilibrer la charge entre tous les canaux
disponibles, assurant ainsi une meilleure adaptation aux
changements de trafic durant la vie du réseau.
3) Coordination des noeuds sur les canaux:
La communication entre noeuds autorisés à switcher d’un
cannal à un autre n’est possible que si l’émetteur et le récepteur
sont sur le même canal durant la transmission. Ceci nécessite
une coordination sur le canal. Les protocoles de coordination
diffèrent dans la manière dont les noeuds négocient le canal à
utiliser et résolvent la contention au médium. Cette coordina-
tion peut être :
– implicite lorsque les noeuds sont implicitement d’accord
sur quel canal switcher et quand le changement de canal
intervient.
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◦ ceux basés sur les îlots de communication : Chaque
îlot de communication utilise son propre canal pour
ses communications. L’avantage de ces protocoles est
d’éviter les changements de canal, coûteux en temps,
tout au long du chemin suivi par un message. La
réutilisation spatiale de la bande passante au sein d’un
îlot doit être fournie par le protocole MAC, comme
dans OCARI [6] avec le coloriage des noeuds.
◦ ceux utilisant le saut de fréquence : les noeuds sautent
de canal en canal selon soit une séquence commune
de sauts (e.g. Bluetooth [63]), soit des séquences indé-
pendentes de sauts (e.g. EM-MAC [57]). Le principal
avantage du saut de fréquences réside dans la meilleure
immunité au bruit. Son inconvénient est la nécessité
d’une forte synchronisation entre noeuds.
– explicite lorsque les noeuds négocient la sélection du
canal ou l’ordonnancement pour coordonner les change-
ments de canal. Il existe différentes techniques :
◦ canal de contrôle dédié : un canal est dédié exclusive-
ment au trafic de contrôle, tandis que les autres canaux
sont utilisés pour le trafic de données (e.g. ARM [59]).
Cette méthode n’exige pas une synchronisation tempo-
relle fine entre les noeuds, mais peut réduire fortement
l’efficacité de l’utilisation de la bande passante si les
données échangées après chaque rendez-vous ou le
nombre de canaux disponibles est petit.
◦ alternance de phases : les phases de contrôle et de
données alternent. Dans la phase de contrôle, tous les
noeuds écoutent le canal de contrôle pour parvenir à un
accord. Dans la phase de données, les noeuds switchent
sur leurs canaux respectifs qui ont été négociés durant
la phase de contrôle (voir par exemple MMSN [52]
pour un accès MAC avec contention et Y-MAC [60]
pour un accès ordonnancé). Notons que les canaux
dédiés aux données sont inutilisés en phase de contrôle.
◦ théorie des jeux : Tous les noeuds sont des joueurs
et les canaux disponibles sont les actions des joueurs.
Le but du jeu est de réduire les interférences dans le
réseau. Chaque joueur sélectionne un canal différent de
ceux choisis par les joueurs interférents. Les stratégies
des joueurs constituent la coordination et l’assigna-
tion des canaux [65], [58]. Cette technique innovante
demande l’échange d’une information limitée pour
assigner les canaux. Cependant la convergence du jeu
basé sur les protocoles n’est pas triviale.
◦ coloriage des noeuds : Un problème d’assignation
de canaux peut être modélisé par un problème de
coloriage de graphe. L’objectif est de maximiser le
parallélisme des transmissions et minimiser les interfé-
rences. Cette technique consiste à assigner un canal à
chaque noeud de sorte que deux noeuds adjacents ont
des canaux différents et le nombre de canaux utilisés
est minimum (e.g. MMSN [52] et TACA [56]). Cette
technique peut imposer un grand nombre de switches
lors de la transmissionde bout-en-bout d’un message.
Indépendamment de ces critères, la coordination des
canaux est dite orientée émetteur lorsque le canal est
assigné à l’émetteur, le récepteur devant switcher sur le
canal de l’émetteur. De façon similaire, la coordination peut
être orientée récepteur. Elle peut également être orientée
émetteur et récepteur lorsque tous deux doivent switcher sur
le canal assigné pour la transmission (e.g. saut de fréquences).
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4) Taxonomie des protocoles d’assignation de canaux:
La taxonomie des protocoles d’assignation de canaux que
nous proposons est basée sur quatre questions : 1) quel est
le but recherché ? 2) quand l’assignation de canaux est-elle
effectuéee ? 3) quel canal est sélectioné ? and 4) comment est
effectuée la coordination sur les canaux ? Elle est illustrée par
le Tableau III.
III. ORDONNANCEMENT DE L’ACTIVITÉ DES NOEUDS :
COLORIAGE DES NOEUDS
Nous généralisons l’étude du problème de coloriage des
noeuds en définissant le coloriage des noeuds à h-sauts pour
tout entier h ≥ 1.
A. Définitions et complexité du coloriage de noeuds à h-sauts
Nous donnons tout d’abord quelques définitions :
Définition 1: Le coloriage des noeuds à h-sauts en mode
général consiste à assigner des couleurs aux noeuds de telle
sorte que : (i) il n’existe pas deux noeuds à k-sauts, 1 ≤ k ≤ h,
qui utilisent la même couleur ;
(ii) le nombre de couleurs utilisées est minimisé.
De façon similaire, nous définissons le mode stratégique pour
les applications de collecte de données.
Définition 2: Le coloriage des noeuds à h-sauts en mode
stratégique consiste à assigner des couleurs aux noeuds de
telle sorte que : (i) il n’existe pas deux noeuds à k-sauts,
1 ≤ k ≤ h, qui utilisent la même couleur ;
(ii) le nombre de couleurs utilisées est minimisé.
(iii) et satisfaisant la Contrainte 1 : tout noeud doit sélectionner
une couleur strictement supérieure à la couleur de son parent
dans l’arbre de collecte de collecte de données.
Définition 3: Pour tout entier h > 0, un coloriage des
noeuds à h-sauts en mode général (respectivement en mode
stratégique) est dit valide si et seulement si il satisfait la
définition 1 (respectivement la définition 2).
Définition 4: Un coloriage valide des noeuds à h-sauts en
mode général (respectivement en mode stratégique) est dit
optimal si et seulement si aucun coloriage valide des noeuds à
h-sauts en mode général (respectivement en mode stratégique)
utilise moins de couleurs que ce coloriage.
Il a été montré dans [47] que le coloriage des noeuds à un
saut est NP-complet. Nous avons généralisé ce résultat pour
tout coloriage à h sauts avec h ≥ 1 et pour les modes général
et stratégique.
Théorème 1: Le problème de décision du coloriage des
noeuds à h-sauts (h ≥ 1) en mode général et en mode
stratégique est NP-complet.
Pour la preuve, voir [7].
B. SERENA : un algorithme distribué de coloriage
L’objectif de SERENA est d’ordonnancer l’activité des
noeuds d’un réseau mobile ad hoc ou d’un réseau de capteurs
sans fil RCSF en utilisant les couleurs. En effet, SERENA est
utilisé avec un accès au médium basé sur un cycle composé
de slots temporels. Chaque couleur est associée à un slot
temporel. Durant un slot, tous les noeuds ayant la couleur
associée à ce slot peuvent transmettre. Chaque noeud est
réveillé dans les slots de sa couleur pour transmettre ses
messages, mais aussi dans les slots de ses voisins pour recevoir
les messages qui lui sont destinés. Le reste du temps, le noeud
dort (arrêt de sa radio).
SERENA est un algorithme distribué de coloriage qui utilise
le cross-layering avec les couches MAC et applicatives pour
fournir le coloriage le plus adapté. Cette adaptation s’effectue
par le biais de la détermination des ensembles des noeuds
conflictuels. L’ensemble des noeuds conflictuels d’un noeud u
quelconque est noté N (u). Il est déterminé par :
– le type de communications supportées : point-à-point
et/ou diffusion ;
– le type d’application considérée : général lorsqu’un
noeud est susceptible d’échanger des données avec n’im-
porte quel voisin ou au contraire de type arbre lorsqu’un
noeud n’échange de l’information qu’avec son parent et
ses enfants dans l’arbre de collecte des données.
– le type d’acquittement des transmissions point-à-point :
immédiat ou différé. L’acquittement est dit immédiat si
et seulement si il est effectué dans le même slot que le
message qu’il acquitte. En d’autres termes, le récepteur
acquitte le message dans le slot de l’émetteur.
1) Hypothèses:
Nous supposons un environnement idéal où :
Hypothèse H0 : Tous les liens sont symmétriques et stables.
Hypothèse H1 : Chaque noeud a une adresse unique dans
le réseau.
Hypothèse H2 : Aucun noeud n’empêche la réception
correcte d’un autre noeud hors de sa portée radio.
Hypothèse H3 : Il n’y a pas de perte de message.
2) Choix de conception:
Un coloriage des noeuds est préféré au coloriage des liens
pour différentes raisons. Lorsque les liens sont coloriés, chaque
noeud doit transmettre un message qu’il souhaite diffuser
autant de fois que de liens sortants. Avec un coloriage des
noeuds, tous les voisins de l’émetteur sont actifs durant la
diffusion du message et peuvent donc recevoir correctement
le message diffusé. Rappelons que dans les réseaux ad hoc,
la découverte des voisins est faite par diffusion périodique de
messages Hello.
Considérons l’exemple illustré dans la Figure 2 : les noeuds
A et D ont la même couleur, résultat d’un coloriage à 2
sauts. Ils peuvent donc transmettre simultanément. Ceci va
résulter en une collision sur le noeud B, lorsque l’acquittement
immédiat est utilisé. En effet, A transmet un message à B
tandis que C acquitte le message reçu de D. Cet exemple
montre que l’acquittement immédiat crée des collisions lors-
qu’un coloriage à 2 sauts est utilisé.
C’est pourquoi, N (u), l’ensemble des noeuds conflictuels
d’un noeud u quelconque, est inclus dans l’ensemble des
voisins jusqu’à 3 sauts de u, lorsque l’acquittement immédiat
est utilisé.
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FIGURE 2. Collision avec un coloriage à 2 sauts et acquittement immédiat.
3) Principes de SERENA:
Dans SERENA, chaque noeud u procède comme suit pour se
colorier :
1) Le noeud u détermine l’ensemble N (u) des noeuds qui
ne peuvent pas avoir la même couleur que lui. Ainsi
dans un coloriage à 3-sauts, l’ensemble N (u) contient
tous les voisins jusqu’à 3-sauts de u.
2) Le noeud u calcule sa priorité, priority(u). Dans une
application de collecte de données, la priorité d’un noeud
est égal à son nombre de descendants dans l’arbre de
collecte.
3) Le noeud u applique les deux règles suivantes :
– Règle R1 : Le noeud u se colorie si et seulement si
il a une priorité strictement supérieure à la priorité de
tout noeud non colorié dans N (u).
– Règle R2 : Pour se colorier, le noeud u prend la
plus petite couleur inutilisée dans N (u). Pour une
application de collecte de données, la couleur prise
par u doit être supérieure à celle de son parent.
La règle R2 permet de minimiser le délai de remontée des
données au puits pour les applications de collecte de données.
En effet, ordonnancer les couleurs par ordre décroissant
permet d’assurer qu’un parent accède au médium après ses
enfants et donc peut faire remonter dans le même cycle les
données transmises par ses enfants. Ainsi, SERENA assure
la remontée des données collectées en un seul cycle pour ces
applications.
SERENA, algorithme distribué de coloriage, procède par
itérations ou rounds, où les noeuds échangent leur message
Color. Ce message Color inclut l’adresse, la priorité et la
couleur du noeud émetteur u et de ses noeuds conflictuels
(jusqu’à 2 sauts pour un coloriage à 3 sauts). Les données
stockées localement par u contiennent ces informations
(jusqu’à 3 sauts pour un coloriage à 3-sauts). Notons que
pour des raisons de robustesse, un coloriage à 3 sauts peut être
retenu pour une application de collecte de données où toutes
les transmissions de données se font selon l’arbre. Ceci permet
de remplacer à tout noeud de remplacer son parent défaillant
par un autre noeud voisin à un saut sans invalider le coloriage.
4) Propriétés de SERENA:
En environnement idéal, nous avons prouvé les propriétés
suivantes de SERENA, algorithme distribué de coloriage des
noeuds :
◦ Le coloriage fourni par SERENA en mode général est
identique au coloriage FirstFit centralisé utilisant la même
priorité des noeuds.
◦ Le coloriage fourni par SERENA en mode stratégique
est identique au coloriage FirstFit centralisé utilisant la même
priorité des noeuds et affectant à un noeud la plus petite
couleur disponible supérieure à celle de son parent.
◦ Pour les applications générales, SERENA en mode général
fournit un coloriage valide à h-sauts, avec h ≥ 1.
◦ Pour les applications de collecte de données, SERENA
en mode stratégique fournit un coloriage valide à 2 et 3 sauts,
et les données collectées sont remontées au puits en un seul
cycle.
Remarquons que l’équivalence à First Fit centralisé est
très importante car elle permet de prédire facilement les
couleurs des noeuds. Il est donc plus facile de prouver la
validité du coloriage fourni. Par ailleurs, nous avons réalisé
de nombreuses simulations et montré que :
◦ Les performances de SERENA en mode général à 2 sauts
sont meilleures (moins de messages échangés et nombre de
couleurs sensiblement plus faible) que celles de DLF étendu
à 2 sauts (voir [3]).
◦ Les performances de SERENA en mode stratégique à 2
sauts sont meilleures que celles :
⋆ de DRAND, coloriage utilisé dans Z-MAC, car
SERENA permet une remontée au puits des informations
collectées en un seul cycle (voir [6]) ;
⋆ du coloriage utilisé dans TDMA-ASAP pour les
applications de collecte de données, car SERENA utilise
sensiblement moins de couleurs (voir [5]).
C. OSERENA : une optimisation pour les réseaux denses
Le surcoût de SERENA en termes du nombre d’octets
échangés et de la taille mémoire nécessaire pour stocker
la priorité et la couleur de tout noeud jusqu’à 3-sauts trois
sauts peut être inacceptable pour des réseaux de capteurs
sans fil denses avec des capacités de stockage et traitement
limitées, une énergie résiduelle des noeuds limitée également
et une petite taille de trame MAC. C’est pourquoi, nous
proposons une optimisation de SERENA, appelée OSERENA,
réduisant la taille des messages échangés ainsi que la taille
des données maintenues localement, tout en conservant
une faible complexité. Nous montrons également que la
réduction du surcoût n’induit pas un accroissement du temps
de convergence. Ainsi, OSERENA est adapté aux réseaux
denses.
1) Principes d’optimisation:
Les principes d’optimisation d’OSERENA sont basés sur les
remarques suivantes :
◦ Tout noeud u quelconque n’a pas à savoir qui parmi
ses noeuds conflictuels jusqu’à 3 sauts a quelle priorité mais
seulement sil existe à un saut, deux sauts ou trois sauts, un
noeud conflictuel avec une priorité supérieure à la sienne. De
même, u ne doit pas savoir quel noeud conflictuel a quelle
couleur, mais seulement quelles sont les couleurs utilisées par
ses noeuds conflictuels à un saut, à deux sauts et à trois sauts.
◦ En conséquence, il suffit que le noeud u envoie :
8
⋆ sa priorité, la plus haute priorité de ses noeuds
conflictuels non coloriés à 1 saut et la plus haute priorité de
ses noeuds conflictuels non coloriés à 2 sauts.
⋆ sa couleur, les couleurs prises par ses noeuds conflic-
tuels à 1 saut et les couleurs prises par ses noeuds conflictuels
à 2 sauts.
Remarquons cependant qu’envoyer seulement une priorité
pour les noeuds conflictuels à un saut et une priorité pour
les noeuds conflictuels à 2 sauts ne suffit pas à garantir le
même nombre de rounds que SERENA. En effet, considérons
un noeud u qui s’est colorié au round r, un noeud v à 3
sauts de u ne sait pas au round r + 2 qu’il a une priorité
plus grande que ses noeuds conflictuels non coloriés. C’est
pourquoi, il faut transmettre plus d’une priorité pour les
noeuds conflictuels à 2 sauts et plus d’une priorité pour
les noeuds conflictuels à 1 saut, sinon le nombre de rounds
nécessaires au coloriage sera augmenté par rapport à celui de
SERENA.
2) Principes d’OSERENA:
Nous notons color_bitmap1, color_bitmap2 et
color_bitmap3 les bitmaps des couleurs utilisés par les
noeuds conflictuels respectivement à 1, 2 et 3 sauts. Nous
définissons :
◦ max_prio1(u) comme étant les 4 plus grandes priorités
des noeuds conflictuels non coloriés à 1 saut de u, si 4 tels
noeuds existent ; sinon les priorités manquantes sont ∅.
◦ max_prio2(u) comme étant les 3 plus fortes priorités
des noeuds conflictuels à 1 saut non coloriés des noeuds
conflictuels à un saut de u.
◦ max_prio3(u) comme la plus forte priorité des noeuds
conflictuels à 1 saut non coloriés des noeuds conflictuels à un
saut des noeuds conflictuels à un saut de u.
Dans OSERENA, tout noeud u émet un message Color
contenant sa priorité et sa couleur ainsi que max_prio1(u),
max_prio2(u), et les bitmaps des couleurs utilisées par ses
noeuds conflictuels à 1 et 2 sauts.
Pour se colorier dans OSERENA, tout noeud u procède
comme suit :
1) Le noeud u détermine l’ensemble N (u) des noeuds qui
ne peuvent pas avoir la même couleur que lui. Ainsi
dans un coloriage à 3-sauts, l’ensemble N (u) contient
tous les voisins jusqu’à 3-sauts de u.
2) Le noeud u calcule sa priorité, priority(u). Dans une
application de collecte de données, la priorité d’un noeud
est égale à son nombre de descendants dans l’arbre de
collecte.
3) Le noeud u applique les cinq règles suivantes :
– Règle R’1 : Le noeud u se colorie si et seulement
si priority(u) = max { max_prio1(u), max_prio2(u),
max_prio3(u)}.
– Règle R’2 : Pour se colorier, le noeud u prend
la plus petite couleur inutilisée dans bitmap1(u) ∪
bitmap2(u) ∪ bitmap3(u). Pour une application de
collecte de données, la couleur prise par u doit être
supérieure à celle de son parent.
– Règle R’3 : Lorsqu’un noeud u reçoit le mes-
sage Color d’un noeud voisin v, il insère dans la
liste implicit_node_colored_list tout noeud w dont
la priorité dans previous_max_prio1(v) précédem-
ment reçu de v est supérieure à la plus forte priorité
dans max_prio1(v) reçu dernièrement. Ce noeud w
vient de se colorier. Le noeud u procède de même
avec max_prio2(v).
– Règle R’4 : Sur réception d’un message Color, tout
noeud u calcule :
– max_prio1 en éliminant tout noeud colorié (i.e.
appartient à la liste implicit_node_colored_list).
– max_prio2 en éliminant tout noeud colorié de
priorité p reçue dans max_prio1(v) d’un émetteur
v si et seulement si :
a) soit p est la plus forte priorité dans
max_prio1(v).
b) soit p est la deuxième plus forte priorité dans
max_prio1(v) et la 4ème plus forte priorité
dans max_prio1(v) est égale à ∅.
c) soit p est la troisième plus forte priorité dans
max_prio1(v) et la 4ème plus forte priorité
dans max_prio1(v) est égale à ∅.
– max_prio3 en éliminant tout noeud colorié
de priorité p reçue dans max_prio2(v) d’un
émetteur v si et seulement si p est la plus forte
ou la 2ème plus forte priorité dans max_prio2(v).
– Règle R’5 : Tout noeud u arrête d’envoyer
son message Color dès qu’il est colorié,
max_prio1(u) = ∅ et il a reçu de tous ses
noeuds conflictuels à un saut v un message Color
avec max_prio1(v) = max_prio2(v) = ∅.
3) Propriétés et performances d’OSERENA:
En environnement idéal, nous avons prouvé les propriétés
suivantes [50] de OSERENA, algorithme distribué de coloriage
des noeuds optimisé pour la collecte de données en réseaux
denses :
◦ OSERENA fournit un coloriage valide à 3 sauts.
◦ Le coloriage fourni par OSERENA en mode stratégique
est identique au coloriage FirstFit centralisé à 3 sauts utilisant
la même priorité des noeuds et affectant à un noeud la plus
petite couleur disponible supérieure à celle de son parent.
◦ OSERENA fournit les mêmes couleurs que SERENA.
De plus, dans toutes les simulations effectuées, le nombre de
rounds nécessaire au coloriage est identique.
◦ La taille du message Color est d’au plus 4 + 8 ·
(size_address+ size_prio)+ size_color+ size_bitmap1+
size_bitmap2 octets avec Size_max_prio1 = 4 octets et
Size_max_prio2 = 3 octets.
Nous illustrons maintenant les performances d’OSERENA,
coloriage à 3 sauts. La Figure 3 montre que le nombre de cou-
leurs dépend fortement de la densité des noeuds et beaucoup
moins du nombre de noeuds. Intuitivement, la couleur d’un
noeud dépend de la taille de son voisinage jusqu’à 3 sauts qui


























FIGURE 3. Nombre de couleurs.
Dans la Figure 4, nous observons que le nombre de rounds
dépend plus du nombre de noeuds que de la densité. En
effet, un noeud doit attendre que les noeuds conflictuels plus
prioritaires soient coloriés ce qui risque d’induire une liste
d’attente d’autant plus longue que le nombre de noeuds dans























FIGURE 4. Nombre de rounds.
La Figure 5 illustre l’optimisation d’OSERENA en terme









































FIGURE 5. Nombre moyen d’octets envoyés par noeud avec SERENA et
OSERENA.
Nous avons montré dans [51], [6] que le coloriage par OSE-
RENA et son couplage à un accès slotté offre les avantages
suivants :
– Gain en bande passante grâce à la réutilisation spatiale de
la fréquence radio : les noeuds de même couleur peuvent
transmettre simultanément. De plus, comme il n’y a pas
de collision, il n’y a pas de bande passante perdue en
collision et retransmission suite aux pertes engendrées
par les collisions.
– Gain en énergie où un noeud peut dormir dans tout slot
où ni lui ni ses voisins ne transmettent. La perte d’énergie
suite aux collisions est évitée.
– Gain en délais de collecte des données grâce à un
coloriage permettant la remontée des données collectées
en un seul cycle.
D. Discussion
1) Mise en oeuvre dans un réseau de capteurs sans fil:
Le coloriage OSERENA est mis en oeuvre dans
le réseau OCARI, réseau de capteurs sans fil en
environnement industriel (voir http ://wwww.ocari.org et
http ://en.wikipedia.org/wiki/OCARI pour plus de détails).
FIGURE 6. Topologie d’un réseau OCARI.
La topologie OCARI est illustrée par la Figure 6. Il s’agit
d’un réseau maillé organisé en clusters. Chaque cluster est
géré par un coordinateur de cluster, noté CPAN, responsable
de l’assignation des adresses, du contrôle d’accès, etc. Il assure
également l’interconnexion avec le réseau industriel. Chaque
cellule a une topologie en étoile incluant un coordinateur de
cellule assurant les fonctions de routage et des terminaux
(RFDs) avec des ressources limitées. Le réseau OCARI peut
inclure des puits mobiles qui peuvent être des agents équipés
de PDA (Personal Digital Assistant) collectant les données
lorsqu’ils passent à proximité des capteurs.
OSERENA est utilisé par la couche MAC pour ordonnancer
les transmissions des noeuds selon les couleurs qui leur ont
été attribuées. Pour réaliser le coloriage, OSERENA s’appuie
sur la topologie fournie par le protocole de routage EOLSR.
Plus particulièrement, dans OSERENA chaque noeud a besoin
de connaître :
◦ ses voisins à un saut et les voisins à un saut de ses voisins,
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informations fournies par les messages Hello échangés dans
la découverte du voisinage, module du routage économe en
énergie EOLSR.
◦ son parent et ses enfants dans l’arbre de routage utilisé pour
la collecte des données par le puits, informations fournies par
la construction des routes effectuée dans EOLSR. Rappelons
que dans l’arbre de routage, seuls les liens symétriques sont
utilisés.
Avant de lancer le coloriage, il faut attendre la stabilité
des liens. En effet, un changement tel que la création d’un
nouveau lien peut invalider le coloriage. C’est pourquoi,
EOLSR détecte la stabilité de l’arbre et des liens et en informe
SERENA qui peut alors lancer le coloriage. De même, au
cours de la vie du réseau, EOLSR, informe OSERENA de
tout changement de topologie. Ainsi, OSERENA n’attend pas
indéfiniment le message de Color d’un noeud qui n’est plus
voisin. Remarquons que la rupture d’un lien n’invalide pas le
coloriage fourni par SERENA et OSERENA.
La règle R’6 a été introduite pour tolérer les pertes de
message. Ainsi la non-réception d’un message Color à un
round r introduit un round supplémentaire dans le coloriage
mais ne compromet pas la validité du coloriage obtenu.
Règle R’6 : Si à un round r > 1 de OSERENA, un noeud
u quelconque ne reçoit pas un message de son voisin à un
saut v, il utilise l’information reçue de v au round r − 1.
Après n ≥ 2 rounds successifs sans recevoir un message
Color de v, u ne considère plus v comme un voisin à un saut.
2) Noeuds avec des charges fortement hétérogènes:
Dans une application de collecte de données, les noeuds près
du puits ont un trafic plus important que les autres. Pour
écouler ce trafic, ils ont besoin de plus de slots. L’idée est
d’avoir une allocation de slots adaptée au trafic soumis par
le noeud. Il est possible d’étendre OSERENA pour permettre
une allocation adaptée au trafic. L’allocation de slots adaptée
au trafic permet un bon dimensionnement du réseau et est plus
efficace au niveau de l’utilisation des ressources. L’inconvé-
nient réside dans une éventuelle perte en flexibilité : comment
ordonnacer les retransmissions ?
IV. ORDONNANCEMENT DE L’ACTIVITÉ DES NOEUDS :
ASSIGNATION DE SLOTS EN MONO/MULTICANAL
Dans cette section, nous nous intéressons au problème
d’assignation de slot dans une application de collecte de
données en environnement mono ou multicanal. Chaque noeud
(ou de façon équivalente chaque lien montant dans l’arbre de
collecte) doit recevoir un nombre de slots adapté au trafic
généré (i.e. données produites localement + données reçues
des enfants à propager). L’allocation de slots doit assurer
la collecte des données en un seul cycle afin de minimiser
les délais de collecte et garantir la cohérence temporelle des
données collectées. Par ailleurs, la solution tirera avantage
du contexte multicanal pour augmenter le parallélisme et la
robustesse des transmissions.
A. Formalisation du problème d’assignation de slots
1) Hypothèses:
Nous supposons un environnement idéal où :
◦ Hypothèse H0 : Tous les liens sont symmétriques et
stables.
◦ Hypothèse H1 : Chaque noeud a une adresse unique dans
le réseau.
◦ Hypothèse H2 : Aucun noeud n’empêche la réception
correcte d’un autre noeud hors de sa portée radio. ◦ Hypothèse
H3 : Il n’y a pas de perte de message.
◦ Hypothèse H4 : Demandes hétérogènes des noeuds : Le
puits est chargé de collecter le données générées par les autres
noeuds. Dans chaque cycle de collecte, chaque noeud ordinaire
(i.e. qui n’est pas le puits) transmet ses propres données (i.e.
données générées localement dans un cycle) et propage les
données reçues de ses enfants à son parent dans l’arbre de
collecte. Soit du le nombre de slots nécessaires au noeud
ordinaire u pour transmettre ses données. Le noeud u recevra
en plus des du slots demandés les slots qui lui sont nécessaires
pour propager les données reçues de ses enfants.
◦ Hypothèse H5 : Interface radio d’un noeud : Le puits est
le seul noeud à avoir ninterf ≥ 1 interfaces radio. Tout noeud
ordinaire a une seule interface radio.
◦ Hypothèse H6 : Canaux disponibles : Dans un souci
de simplicité, nous supposons que chaque noeud dispose de
nchannel > 1 canaux disponibles, numérotés de 1 à nchannel.
Nous supposons aussi que l’arbre de routage utilisé pour la
collecte est le même sur tous les canaux.
◦ Hypothèse H7 : Taille du slot : Tous les slots ont la même
taille. Dans un souci de simplicité, nous supposons que cette
taille permet la transmission d’un paquet.
◦ Hypothèse H8 : Topologie : Pour toute topologie, les
entrées de l’algorithme d’ordonnancement sont les liens entre
noeuds, les noeuds conflictuels et l’arbre de routage.
◦ Hypothèse H9 : Liens topologiques : Les seuls liens
existant dans la topologie sont les liens de l’arbre de routage.
◦ Hypothèse H10 : Noeuds conflictuels : Nous supposons
un modèle d’interférence basé sur un graphe : deux noeuds
quelconques u et v qui sont voisins à 1 ou 2 sauts sont
conflictuels. En conséquence, ils ne peuvent pas transmettre
à leur parent respectif dans le même slot et sur le même
canal. Nous supposons également que l’ensemble des noeuds
conflictuels d’un noeud ordinaire u quelconque est le même
sur chaque canal.
2) Formalisation en programmation linéaire:
Le réseau est modélisé par un graphe G = (V,E) où
V est l’ensemble des sommets représentant les noeuds du
réseau et E est l’ensemble des arcs représentant les liens
de communication. Soit V = Vs
⋃
Vg , où Vs est l’ensemble
des noeuds ordinaires, encore appelés sources et Vg représente
l’ensemble des puits, avec Vs
⋂
Vg = ∅.
Pour chaque noeud v ∈ V , nous définissons I(v) l’ensemble
des noeuds qui interfèrent avec v (i.e. noeuds conflictuels de
v) lorsqu’ils transmettent sur le même canal dans le même
slot. Soit iv le nombre d’interfaces radio disponibles sur le
noeud v.
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Pour toute source s, soit ps le nombre de paquets que s
doit transmettre en un cycle (i.e. paquets générés localement
+ paquets propagés) Pour tout lien e, soit fe,s le nombre de
paquets générés par s que s transmet sur le lien e en un cycle.
Soit E+(v) l’ensemble des liens sur lesquels le noeud v peut
transmettre. Soit E−(v) l’ensemble des liens sur lesquels le
noeud v peut recevoir.
Soit C l’ensemble des nchannel canaux disponibles. Nous
définissons ae,c,t l’activité du lien e sur le canal c dans le slot
t, ie ae,c,t = 1 si et seulement si il y a une transmission sur
le lien e sur le canal c dans le slot t et ae,c,t = 0 sinon. De
plus, soit ut l’utilisation du slot t, en d’autres termes ut = 1
signifie qu’au moins un lien est actif dans le slot t et ut = 0
signifie que le slot est inutilisé.
Nous pouvons calculer Tmax, un majorant de la longueur
du cycle. Ce majorant est atteint lorsque tous les noeuds
transmettent en séquence sur le même canal. Nous avons




e fe,s ∗ depths où depths est la
profondeur du noeud s dans l’arbre de collecte des données.





avec les contraintes suivantes :
ae,c,t ≤ ut
∀e ∈ E, ∀c ∈ C,
t ≤ Tmax
(1)
ae,c,t + ae′,c,t ≤ 1
∀v ∈ V, ∀e ∈ E
+
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∀i ∈ Vs, t ≤ Tmax
(8)
La contrainte 1 relie l’utilisation d’un slot à l’activité d’au
moins un lien sur un canal dans ce slot. La contrainte 2 assure
que deux noeuds conflictuels ne transmettent pas sur le même
canal dans le même slot. La contrainte 3 garantit que le nombre
de communications simultanées d’un noeud quelconque est
limité à son nombre d’interfaces radio. La contrainte 4 assure
la correspondance entre les activités sur les canaux et les
paquets émis sur les liens. Les contraintes 5, 6 et 7 expriment
la conservation des messages entre les sources et les puits. La
dernière contrainte garantit qu’un noeud génère ou reçoit un
paquet avant de le transmettre.
B. Bornes théoriques du nombre optimal de slots
Nous donnons maintenant les bornes inférieures pour la
collecte de données sans agrégation avec des demandes hété-
rogènes. Ces bornes sont établies sous les hypothèses données
précédemment. Pour les démonstrations, se référer à [67].
Lemma 1: Dans tout RCSF avec demandes hétérogènes des
noeuds, une borne inférieure du nombre de slots nécessaires





où g = min(ninterf , nchild, nchannel), avec ninterf ≥ 1 le
nombre d’interfaces radio du puits, nchild le nombre d’enfants
du puits, nchannel > 1 le nombre de canaux disponibles
sur chaque noeud et du le nombre de slots nécessaires à un
noeud ordinaire quelconque u pour transmettre ses propres
données à son parent.
1) Réseaux linéaires:
Lemma 2: Dans tout RCSF linéaire avec demandes hétéro-
gènes des noeuds où chaque noeud dispose de nchannel >
1 canaux, le nombre minimum de slots nécessaires à
une collecte de données sans agrégation est dchild(sink) +
2
∑
u 6=sink,u 6=child(sink) du, quelque soit le nombre d’inter-
faces radio du puits, où du est le nombre de slots nécessaires à
un noeud ordinaire quelconque u pour transmettre ses propres
données à son parent.
Lemma 3: Dans tout RCSF linéaire avec demandes hétéro-
gènes des noeuds où chaque noeud dispose de nchannel > 1
canaux, l’algorithme qui ordonnance :
– dans tout slot impair, tout noeud à (2h+1) sauts du puits,
avec h ∈ [0, ⌊N−12 ⌋], où N est le nombre de noeuds,
– dans tout slot pair, tout noeud à 2h sauts du puits, avec
h ∈ [1, ⌊N−12 ⌋],
fournit le nombre minimum de slots nécessaires à une collecte
de données sans agrégation.
2) Réseaux multi-lignes:
Théorème 2: Dans tout RCSF multi-ligne avec
demandes hétérogènes des noeuds où chaque noeud
dispose de nchannel > 1 canaux, le nombre
minimum de slots nécessaires à une collecte de







v 6=i,v∈subline(i) dv + δ)), où
g = min(ninterf , nchild, nchannel), du est le nombre de
slots nécessaires à un noeud ordinaire quelconque u pour
transmettre ses propres données à son parent, ninterf ≥ 1 le
nombre d’interfaces radio du puits, nchild le nombre d’enfants
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du puits, et δ = 1 si et seulement si le (g + 1)eme enfant du
puits requiert le même nombre total de slots que le premier,
en supposant que les enfants du puits sont ordonnés par ordre
décroissant du nombre de slots requis, le nombre total de slots
requis par l’enfant i du puits étant di+2
∑
v 6=i,v∈subline(i) dv ,
et δ = 0 sinon.
3) Réseaux en arbre:
Théorème 3: Dans tout RCSF en arbre avec demandes hété-
rogènes des noeuds où chaque noeud dispose de nchannel > 1
canaux, le nombre minimum de slots nécessaires à une







v 6=i,v∈subtree(i) dv + δ)), où
g = min(ninterf , nchild, nchannel), du est le nombre de
slots nécessaires à un noeud ordinaire quelconque u pour
transmettre ses propres données à son parent, ninterf ≥ 1 le
nombre d’interfaces radio du puits, nchild le nombre d’enfants
du puits, et δ = 1 si et seulement si le (g + 1)eme enfant du
puits requiert le même nombre total de slots que le premier,
en supposant que les enfants du puits sont ordonnés par ordre
décroissant du nombre de slots requis, le nombre total de slots
requis par l’enfant i du puits étant di+2
∑
v 6=i,v∈subline(i) dv ,
et δ = 0 sinon.
4) Configurations Ts et Tn:
Toute configuration est définie par une topologie (ensemble
de noeuds et liens) et les demandes de slots de chaque noeud
correspondant aux données générées localement.
Pour les réseaux multi-lignes et en arbre, nous définissons
deux types de configurations, Ts et Tn :
– Une configuration est dite Ts si et seulement si le
nombre optimal de slots est imposé par le sous-arbre
le plus demandeur de slots, sous-arbre de racine un
enfant i du puits. La demande du sous-arbre est égale
à di + 2
∑
v 6=i,v∈subtree(i) dv .
– Une configuration est dite Tn si et seulement si
le nombre optimal de slots dépend uniquement du
nombre total de demandes des noeuds et de g =





⌉. Remarquons qu’une configuration
Tn correspond à un arbre couvrant minimum où les
branches ont des demandes équilibrées [70], [71].
C. Exemple illustratif
Une assignation optimale de slots en environnement mul-
ticanal peut être obtenue par des outils de programmation
linéaire tels que GLPK (GNU Linear Programming Kit) [72].
La Figure 7 montre le nombre optimal de slots nbs pour dif-
férentes topologies avec un seul puits (réseaux linéaires 7(a),
réseaux multi-lignes 7(b), réseaux en arbres équilibrés 7(c)
et réseaux en arbre quelconque 7(d)) avec différents nombres
d’interfaces radio ninterf du puits et différents nombres de
canaux nchannel. Remarquons que ces nombres optimaux
de slots obtenus avec GPLK sont également obtenus avec
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FIGURE 7. Nombre optimal de slots nbslot pour des topologies variées avec
différents nombres d’interfaces radio du puits ninterf et nombres de canaux
nchannel avec la notation : (ninterf ;nchannel)=nbslot.
D. MODESA
1) Principes de MODESA:
MODESA, un ordonnancement centralisé pour la collecte de
données sans agrégation, a été proposé dans [67]. Il prend
en compte la disponibilité de plusieurs canaux pour réduire
la période d’activité dans la supertrame de collecte de don-
nées, tout en assurant un accès au médium proportionnel au
trafic du noeud. MODESA construit l’ordonnancement après
avoir remonté au puits l’information nécessaire (e.g. liens de
topologie, demandes des noeuds, arbre de routage, noeuds
conflictuels). L’ordonnancement est ensuite diffusé à tous
les noeuds en multi-sauts suivant l’abre de routage. Notons
qu’avec MODESA, les liens de la topologie et les noeuds
conflictuels sont définis par canal, ils peuvent différer d’un
canal à l’autre.
MODESA construit l’ordonnnacement multicanal
slot par slot. A chaque itération, MODESA
alloue le slot courant à un ou plusieurs tuples
(numero de slot, emetteur, recepteur, canal) en
appliquant les règles suivantes :
1) Chaque noeud a une priorité dynamique. Cette priorité
est égale à remPckt ∗ parentRcv où remPckt est le
nombre de paquets que le noeud a dans son buffer à
l’itération courante. parentRcv est le nombre total de
paquets que le parent du noeud doit recevoir dans un
cycle. Cette heuristique vise à réduire le nombre de
paquets bufférisés en favorisant les noeuds qui ont des
paquets à transmettre au parent devant recevoir un grand
nombre de paquets.
2) Seuls les noeuds ayant des données à transmettre entrent
en compétition pour le slot courant.
3) De plus, pour être autorisé à transmettre dans un slot,
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un noeud et son parent doivent avoir une interface
disponible.
4) Pour tout slot, le premier noeud ordonnancé est le
noeud de plus forte priorité parmi tous les noeuds ayant
des données à transmettre. Si plusieurs noeuds ont la
même priorité, MODESA choisit le noeud de plus petit
identificateur. Le noeud choisi est ordonnancé sur le
premier canal disponible c.
5) Tout noeud en compétition peut être ordonnancé dans
le slot courant sur le canal c si et seulement s’il n’est
pas conflictuel avec les noeuds déjà ordonnancés sur ce
canal et dans ce slot.
6) Un noeud conflictuel avec les noeuds déjà ordonnancés
sur ce canal est ordonnancé sur un autre canal, s’il en
existe. Sinon dans le slot suivant.
2) Propriétés et performances de MODESA:
Un arbre est dit équilibré si et seulement si à chaque niveau
n, le nombre d’enfants d’un parent est le même pour tous les
noeuds du niveau n.
Théorème 4: En environnement multicanal, nchannel > 1,
MODESA est optimal pour des demandes homogènes dans
des topologies linéaires, multi-lignes et les arbres équilibrés.
La Figure 8 montre que dans un réseau de 100 noeuds
avec demandes hétérogènes, trois canaux et un puits dis-
posant d’une seule interface radio, MODESA est optimal
dans 50% des configurations Ts et 87% des configurations
Tn qui sont mieux équilibrées au niveau des demandes des
sous-arbres. De plus, pour les configurations où MODESA
n’est pas optimal nous avons évalué son écart par rapport à
l’ordonnancement optimal. Cet écart est calculé comme suit :
(nb slots MODESA − nb optimal)/nb optimal. Comme
illustré par la Figure 9, cet écart moyen est de 8.5% pour les
configurations Ts et 2.9% pour les configurations Tn. Ceci
montre l’importance d’avoir un arbre de routage qui équilibre
la charge de traffic entre ses différentes branches.
FIGURE 8. Optimalité de MODESA.
FIGURE 9. Distance de MODESA à l’optimal.
E. Discussion
Remarquons tout d’abord que les algorithmes de coloriage
peuvent être utilisés pour réaliser une assignation de slots
proportionnelle au trafic soumis. Il suffit pour cela de créer
un motif avec toutes les couleurs obtenues par le coloriage,
d’instancier ce motif, puis de répéter le motif dans lequel
chaque couleur n’est instanciée que si le nombre total de slots
dont elle a besoin n’est pas atteint.
Il existe de nombreux algorithmes de coloriage distribués,
mais peu sont adaptés aux réseaux denses.
Les algorithmes centralisés d’allocation de canaux et assi-
gnation de slots ont l’avantage d’approcher finement les bornes
théoriques mais ne passent pas à l’échelle.
L’adaptivité de ces algorithmes aux changements de topo-
logie reste un défi.
Les nouvelles approches traitent conjointement du routage,
de l’allocation des canaux et de l’ordonnancement des liens-
dans les RCSF [74], [75]. Il existe également des algorithmes
prometteurs tels que [76] appliqués à la radio logicielle,
mais dont la complexité n’est pas encore compatible avec les
capteurs aux ressources très limitées.
V. CONCLUSION
Ce papier traite de l’ordonancement de l’activité des noeuds
dans les réseaux ad hoc et les réseaux de capteurs sans
fil, RCSF. Deux problèmes ont été traités : le coloriage et
l’assignation de slots. Les algorithmes de coloriage ont été
introduits dans les RCSF pour permettre aux capteurs d’éco-
nomiser leur énergie, d’utiliser plus efficacement la bande pas-
sante et d’améliorer la fiabilité des communications. En effet,
les collisions sont totalement évitées et les noeuds peuvent
dormir lorsqu’ils n’ont ni message à transmettre, ni message à
recevoir. Toutefois, l’utilisation des algorithmes de coloriage
dans les réseaux denses n’est possible que s’ils ont été conçus
pour limiter les ressources (mémoire, capacité de traitement
et bande passante) dont ils ont besoin pour s’exécuter. Les
limitations en ressources et le nombre potentiellement élevé
de voisins constituent un véritable défi pour la conception de
protocoles de communication efficaces. C’est pourquoi nous
avons proposé OSERENA. Cette version optimisée fournit le
même coloriage que la version non optimisée, mais avec une
taille de messages très réduite. Par conséquent, OSERENA
permet des gains considérables en bande passante et consom-
mation énergétique.
Nous nous sommes également intéressés à l’assignation
de slots pour les applications de collecte de données. Les
noeuds proches du puits demandent plus de bande passante
que les noeuds feuilles dans l’arbre de collecte. L’algorithme
d’assignation de slots doit minimiser le nombre de slots tout
en assurant la remontée des données générées par les capteurs
en un seul cycle. Ceci a pour avantage de réduire les délais
de collecte et assurer une meilleure cohérence temporelle des
données collectées. Nous avons déterminé les bornes infé-
rieures du nombre de slots nécessaires à la collecte de données
en environnement multicanal lorsque le puits est équipé de
plusieurs interfaces radio et les noeuds ont des demandes
hétérogènes : les nombres de paquets générés localement par
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les noeuds peuvent différer. Ces bornes sont à affiner pour une
topologie donnée, lorsqu’il existe des liens supplémentaires à
ceux utilisés dans l’arbre de collecte. Pour les topologies en
arbre, nous avons distingué deux types de configuration. Les
configurations Tn, équilibrées en termes de trafic entre les
différentes branches du sous-arbre, sont moins gourmandes en
slots que les configurations Ts. Il s’en suit que le routage doit
s’efforcer d’équilibrer le trafic transmis vers le puits par les
branches de l’arbre de routage. L’optimisation conjointe du
routage, de l’allocation des canaux, de l’assignation de slots
et de l’ordonnancement des liens reste un problème ouvert
dans les RCSF.
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