Abstract
Introduction
In this paper we solely focus on the problem of performance of mobile agents. One major argument in favor of mobile agents is code-shipping versus datashipping, i.e. their potential to save network load by moving code close to the data rather than moving data to the code as it is done in the client-server paradigm. This advantage of mobile agents has been scrutinized in the last years by many different research groups for different application domains. [6, 8, 9] . However, these papers also pointed to some situations, in which mobile agents have revealed severe disadvantages. As a consequence, a software designer has to carefully decide between both paradigms on a case-by-case basis [3] . We propose to supplement such a static design decision between agent migration and remote communication [7, 10] with techniques to reduce the migration overhead of mobile agents by increasing the migration efficiency. The migration efficiency of a mobile agent defines how many code units (on the level of statements, methods, or classes) and data units (variables or objects) of an agent are used (read or written) on remote agencies proportional to the number of code units and data units that have been transmitted. An agent has a low migration efficiency, if many code units or data units have been transmitted superfluously, i.e. they have not been used at remote agencies. A migration efficiency greater than 1 can make sense, since agents' code can be deployed or be cached in advance. It should be clear that the performance of a mobile agent is directly influenced by the migration efficiency.
Migration Strategies
In the following, we use the term migration strategy to describe how code and data are relocated in a mobile agent system. Whereas data relocation is always based on the Java serialization mechanism, code relocation is implemented differently in current mobile agent toolkits.
We can roughly distinguish between two code relocation strategies. The first strategy uses a builtin Java technique to download classes on demand. If some classes are needed during execution but not yet available locally, the Java class loader tries to find these classes remotely, for example at the agent's home agency (the one on which the agent was started and which contains all the code). We call this a pull strategy. The intuitive advantage of the pull-per-class strategy is that only necessary classes are loaded from the home agency. Thus, we can expect a high migration efficiency for code. We will see later in Sec. 4 that our intuition of necessary classes does not match the Java language definition.
The second class of migration strategies is named push strategies. The code of an agent (together with the code of all referenced objects-the class closure) and the serialized agent state, are transmitted at once. At a first look we could consider this strategy to be fast, because only one transmission is necessary for the complete agent. However, a major drawback is that some code is transmitted to the destination site that is probably never used-the migration efficiency might be poor in this case.
It is not surprising that neither pure push nor pure pull strategies lead to the minimal network load and application performance in all cases [3] . Our thesis is that mobile agents should be able to adapt their migration strategy according to specific environmental parameters (code size of each class, the probability that a class is used at the next destinations, network bandwidth and latency, etc.) in order to increase the migration efficiency. In none of the available toolkits the agent (or agent programmer) can influence the migration strategy during runtime in order to select a migration strategy.
Adaptive Transmission of Code and Data
We have implemented a new mobility model, Kalong [3] , which is available as a software component independent from any specific toolkit. We have already successfully integrated Kalong into the Tracy [2, 3] and the Jade [4] toolkit. The Kalong mobility model can be seen as a virtual machine for agent migration, for it provides a basic set of commands to conduct the complete migration process. With Kalong, the migration strategy is no longer fixed but can be programmed by the agent during run-time. Kalong differs from current mobility models in three main aspects:
1. Kalong defines a new agent representation and new transmission units. In our model, mobile agents not only consist of an object state and their code, but have also an external state, which comprises of data items that are not part of the object state. Whereas the object state is still completely transmitted during an agent migration, external data items can be sent back to the agent's home agency and later be loaded from there again. A mobile agent's code is no longer transmitted in form of classes or JAR files, but we introduce a new transmission format that we call code unit.
2. Kalong defines two new agency types, additionally to the already known home and remote agencies as in current mobility models. We introduce a code server agency, from which an agent can download code on demand, and we introduce a mirror agency, which is an exact copy of an agent's home agency.
3. Kalong defines a new class cache mechanism, that not only prevents class downloading in the case of pull strategies, but also code transmission in the case of push strategies.
Basic commands of the Kalong virtual machine are, for example, sending an agent's state or sending an agent's code unit. Classes that were not sent during migration must be loaded (pulled) on demand later. This may result in any kind of mixture of push and pull strategies, for example, to only push the agent's main class and to dynamically load other classes. Additionally, the migration strategy also defines, which data items of the external state should be migrated to the next destination or, for example, sent back to the agent's home agency.
It should be obvious that by using these primitives for state and code transmission, it is possible to describe all migration strategies that we have introduced in the previous section. To describe the push strategy, we define all classes to form a single code unit, which is sent along with the agent's data to the next agency. To describe the pull strategy, we define that each class forms a single code unit and none of them is transmitted along agent's state.
The problem of deciding which classes should be pushed or pulled is subject of ongoing research and we experiment with various techniques to enable agents this decision. In [5] we have described a static profiling approach to determine the usage probability based on a byte code analysis. This analysis is comparable to the one we use for class splitting, see Sec. 6 and [5] .
The second approach we have implemented is based on dynamic profiling. We assume an agent (or, in general, different agent instances of the same agent type) to execute the same task frequently, so that we can infer from class usage information gathered during one sample execution to succeeding executions. Dynamic profiling is implemented by annotating Java byte code with a counter for each class (a counter is a class variable), which is increased for every method invocation. Because class variables are not part of the serialized object closure, the agent must save these values before a migration to the object state. After one agent execution, the agent knows how often which of its classes has been used and it can decide on classes to push (those classes that have been used more often than a specific threshold) and those classes to be pulled during a subsequent execution.
In Fig. 1 we show the result of an experiment, in which an agent decides between a push and pull strategy during run-time. The experiment was done using the Tracy mobile agent toolkit in a Fast-Ethernet local area network with a theoretical bandwidth of 100 Mbit/sec. To measure the effect of different network qualities, we reduced the bandwidth manually to 256 Kbit/sec, 512 Kbit/sec, and 1 Mbit/sec for some experiments. We measured round-trip times of a mobile agent migrating to 4 agencies, each located on a different PC with a 1.4 GHz Athlon processor and 512 MB memory running Linux Fedora 3. The agent consists of a main class (code size 3566 Byte) and 4 auxiliary classes (code size 3822 Byte each). Each experiment was repeated 500 times and we only report mean values here. The top 5% of the measured times have been dropped to disregard those measurements messed up by the Java garbage collector. We set up an artificial runtime environment that consisted of three scenarios. In each scenario, the agent first migrates to collect dynamic profiling information using a pull strategy. For the second round, the agent then decides between pushing and pulling classes and we only report these times here. For the following, compare Fig. 1 . The solid line shows the round-trip time in the case that the agent uses all classes, which are then pushed. The dotted line shows the case that only the agent's main class and two auxiliary classes have been used and therefore pushed (and no other classes pulled later). Finally, the dashed line shows the case that only the agent's main class is pushed (and no other classes pulled later).
From the experiment we can learn the following: At first, it is obvious to see that the difference between different migration strategies becomes smaller with increasing network bandwidth. Second, the differences between migration strategies are significant, although classes are small in our experiment.
Unnecessary Class Downloading
During our investigations we have observed that our intuitive understanding of necessary classes contradicts, to some extent, Java's language specification. We have noticed that classes were downloaded by the Java virtual machine, although they were never used by the agent. For example, we have found that the Java virtual machine loads all classes of object attributes already during the agent's deserialization process, even if an object attribute (and therefore its class) will never be used. The code of local variables, parameters, and return values are as expected only loaded, if they are used. Thus, the beneficial effect of pulling code in order to reduce network load is limited to local variablesmaking it necessary to program mobile agents accordingly.
We have found a straightforward solution to this problem by changing the type of all object attributes to Serializable and performing necessary type casts when it is used. The effect is that now classes are only downloaded, if an object of this type is used. We have implemented this code rewriting approach on the level of Java byte code.
Code Caching
Code caching can be a powerful technique to increase migration efficiency. However, the existing Java mechanism has two shortcomings. At first, the Java class cache only prevents code downloading (pulling)-but not code pushing. Second, the designer of the agent toolkit has to decide between two alternatives regarding code cache. Either, the code cache prevents class loading even for different agents of the same type or the cache can distinguish between different versions of classes, even if they have the same name. In the first case, for example used in Jade [1] , all agents are loaded by the same class loader. No agent class is loaded twice in Jade, which has the consequence that Jade cannot distinguish between different versions of the same agent class. In the second case, each agent is loaded by a different class loader; this is, for example, used in Grasshopper. Downloading the same class cannot be prevented, if the class is used by different agents.
As part of the Kalong mobility model, we have implemented a code cache that solves both problems mentioned previously. During the migration process it is checked whether code is already available at the destination agency, without sending the whole code. We use MD5 digests to compare two classes unambiguously. Classes are not cached as part of a class loader object, but in a separate sub-component of Kalong. Fig. 2 shows the result of an experiment, where an agent of one class and various code sizes processed an itinerary to 5 agencies twice (identical hardware parameters as described in Sec. 3, 100 Mbit/sec network). On its first tour, all code must be transmitted to each agency, whereas on the second tour, no code was trans- mitted. The diagram shows the significant effect of code caching on processing times.
Class Splitting
All migration techniques and analyzes we have described so far, transfer code either on the level of classes or class packages (JAR files). We propose to transmit code on the level of methods to further increase migration efficiency, as we have learned from our experience in programming small to medium mobile agentbased applications that methods of one class are unlikely to have similar execution probabilities. We cannot describe our approach here due to a lack of space and we refer to [5] for a detailed description of our implementation.
Conclusion and Outlook
In this paper, we have introduced the notion of migration efficiency. We have presented several drawbacks of Java-based mobile agents, which all result in a low migration efficiency. We have shown our solutions to all these problems and presented results of first experiments to show that our solutions significantly improve migration performance. We have implemented all our solutions in a new mobility model, named Kalong, which is available as software component that is ready to be integrated in most Java-based mobile agent toolkits.
