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Circularly symmetric two-dimensional (2D) ﬁnite impulse response (FIR) ﬁlters ﬁnd extensive
use in image and medical applications, especially for isotropic ﬁltering. Moreover, the design
and implementation of 2D digital ﬁlters with variable fractional delay and variable magnitude
responses without redesigning the ﬁlter has become a crucial topic of interest due to its signif-
icance in low-cost applications. Recently the design using ﬁxed word length coefﬁcients has
gained importance due to the replacement of multipliers by shifters and adders, which reduces
the hardware complexity. Among the various approaches to 2D design, transforming a
Design of efﬁcient circularly symmetric 2-D variable digital FIR ﬁlters 337Keywords:
2D circularly symmetric FIR
Variable digital ﬁlters
Variable fractional delay ﬁlters
McClellan transformation
Canonic signed digit
Artiﬁcial bee colony algorithmone-dimensional (1D) ﬁlter to 2D by transformation, is reported to be an efﬁcient technique. In
this paper, 1D variable digital ﬁlters (VDFs) with tunable cut-off frequencies are designed using
Farrow structure based interpolation approach, and the sub-ﬁlter coefﬁcients in the Farrow
structure are made multiplier-less using canonic signed digit (CSD) representation. The resulting
performance degradation in the ﬁlters is overcome by using artiﬁcial bee colony (ABC) opti-
mization. Finally, the optimized 1D VDFs are mapped to 2D using generalized McClellan
transformation resulting in low complexity, circularly symmetric 2D VDFs with real-time
tunability.
 2016 Production and hosting by Elsevier B.V. on behalf of Cairo University.Introduction
2D linear ﬁltering has extensive applications in image and
video processing, ranging from highly precise medical imaging
to low precision industrial imaging and consumer video appli-
cations, as these applications often require ﬁlters that assure
phase linearity and accurate magnitude response in the pass
band. As the majority of these applications have tight area
and power constraints due to battery lifetime and cost, ﬁlters
with minimum hardware complexity are desirable. Hence,
the development of low power, low complexity, and high-
speed digital ﬁlters has been a captivating topic of research
in the recent past. Again the recent explosive proliferation of
the communication standards and the need for arbitrary sam-
pling rate conversion have paved the way for the demand of
low complexity VDFs including variable fractional delay
(VFD) [1] and variable cut-off frequency [2] (VCF) FIR sys-
tems with online tuning. The Farrow structure [3] has been a
promising approach for the design of low complexity VDFs.
Similar to 1D, 2D VDFs also have potential applications in
multidimensional signal processing ﬁelds such as frame inter-
polation in video processing, sub-pixel interpolation in still
images, pattern recognition, robotic vision and communication
systems [4–6]. Further, circularly symmetric 2D FIR VDFs are
of keen interest in primary applications of image processing
especially where there is no preferred spatial frequency axis.
For the design of low complexity 2D VDFs, transforming
the corresponding 1D VDF to its 2D counterpart using any
suitable 1D to 2D transformation such as McClellan transfor-
mation [7], would be advantageous. The transformation-based
approach gives a drastic reduction in the design and implemen-
tation complexity [8]. Moreover, the design of 2D VDFs with
inﬁnite precision coefﬁcients has gained wide attention, and
several design methods have been proposed [9–12]. However,
to the best of our knowledge the design using ﬁnite precision
coefﬁcients has received less attention [2,8]. Yeung and Chan
[8] proposed the design of elliptical and fan type 2D VDFs
and Pun et al. [2] proposed the design of circularly symmetric
2D VDFs.
The ﬁrst part of the paper gives a brief review of the various
design methodologies for 2D variable magnitude response FIR
ﬁlters and in the second part, we present an efﬁcient approach
for the design of low complexity circularly symmetric ﬁnite
precision 2D VCF ﬁlters using CSD. VCF ﬁlter design using
Farrow based polynomial interpolation [2] offers lesser imple-
mentation complexity in terms of multipliers than the single
stage FIR based design [13]. Further reduction in the
implementation complexity is attained in this paper when thesub-ﬁlter coefﬁcients are represented using CSD with the mini-
mal number of signed power of two (SPT) terms. The design
of 1D ﬁlter in discrete space degrades the overall performance
of the ﬁlters, which necessitates the use of some nonlinear opti-
mization techniques. Since the search space consists of inte-
gers, the classical gradient-based methods cannot be used,
and meta-heuristic algorithms are preferred. In this paper, arti-
ﬁcial bee colony (ABC) optimization has been used to optimize
the sub-ﬁlter coefﬁcients in the CSD space. The interpolated
impulse responses are ﬁnally transformed using generalized
McClellan transformation to yield the 2D variable impulse
responses.
The paper is organized as follows: Section ‘‘Overview of 1D
variable digital ﬁlters and Farrow structure” gives an overview
of the Farrow structure for the design of 1D variable digital
FIR ﬁlter. Section ‘‘2D variable digital ﬁlter” provides a brief
introduction on the 2D VDFs and reviews the different design
methods for 2D variable magnitude response FIR ﬁlters. Sec-
tions ‘‘Canonic signed digit representation” and ‘‘Overview of
artiﬁcial bee colony algorithm” give a brief overview of CSD
representation and ABC algorithm. The problem statement
and the design of continuous coefﬁcient 1D VDF are explained
in Sections ‘‘Problem statement” and ‘‘Design of 1D continu-
ous coefﬁcient variable digital ﬁlters”, respectively. Sec-
tion ‘‘Design of 2D circularly symmetric VDF” gives the
design of 2D circularly symmetric VDFs. Results and conclu-
sion are given in Sections ‘‘Results and discussion” and ‘‘Con-
clusion”, respectively.
Overview of 1D variable digital ﬁlters and Farrow structure
Variable digital ﬁlters are a class of digital ﬁlters whose
spectral characteristics can be varied in real-time, without
redesigning the ﬁlter and with minimum overhead on
complexity. A detailed review of the different methods for
1D VDF design is given by Laakso et al. [1]. The spectral
parameter approximation method [3,14,15] is a good approach
suitable for the design of general VDFs including VFD ﬁlters
and variable magnitude response (VMR) ﬁlters [9]. Moreover,
the VDF obtained by this method can be implemented
efﬁciently using Farrow structure [3], a promising
technique for realizing time varying fractional delay ﬁlters
[1,16]. It enables the ﬁlter to be designed ofﬂine with easy,
accurate online control of its spectral parameters, entirely
independent of the ﬁlter coefﬁcients. In the spectral approxi-
mation method, the impulse response of the VDF is assumed
to be a linear combination of some /kðlÞs as in the equation
below,
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XL
k¼0
cn;k/kðlÞ ð1Þ
where /kðlÞ represents some function of the variable spectral
parameter l, which depends on the application [13]. The trans-
fer function of the resulting VDF is as in Eq. (2), where /kðlÞ
is approximated as lk, such that 0:5 6 l 6 0:5 or 0 6 l 6 1
[2,3].
Hðz; lÞ ¼
XN
n¼0
XL
k¼0
cn;k/kðlÞzn ¼
XL
k¼0
XN
n¼0
cn;kz
n
 !
/kðlÞ ð2Þ
Thus, Eq. (2) is a generalization of the Farrow structure,
which can be used to design both VFD and VCF digital ﬁlters.
Hence, the transfer function of the resulting VDF takes the
form as in Eq. (3),
Hðz; lÞ ¼
XL
k¼0
XN
n¼0
cn;kz
n
 !
lk ¼
XL
k¼0
CkðzÞlk ð3Þ
where the impulse response is being approximated as an Lth
order polynomial in the variable parameter l. The coefﬁcients
CkðzÞ represent the sub-ﬁlter coefﬁcients, which are ﬁxed, and
the only variable term is l, which is tuned according to the
desired cut-off frequency (for VCF ﬁlters) or FD (for VFD ﬁl-
ters). The Farrow structure for implementing the variable ﬁlter
using Eq. (3) is shown in Fig. 1, where changing the delay
parameter l results in ﬁlters with a different spectral response.
2D variable digital ﬁlter
The transfer function of ﬁxed 2D FIR ﬁlter takes the form
Hðz1; z2Þ ¼
XN1
n1¼0
XN2
n2¼0
hðn1; n2Þzn11 zn22 ð4Þ
and the corresponding frequency response will be as in Eq. (5).
Hðx1;x2Þ ¼
XN1
n1¼0
XN2
n2¼0
hðn1; n2Þejx1n1ejx2n2 ð5Þ
For a circularly symmetric frequency response, Hðx1;x2Þ
will be a function of x21 þ x22 for
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22
p
6 p [17] and for
a circularly symmetric impulse response, hðn1; n2Þ will be a
function of n21 þ n22. The 2D ﬁlter speciﬁcations are given by
the passband (PB) region Rp, the stop band (SB) region Rs,
the PB tolerance dp and the SB tolerance ds and in practice
we need the ﬁlter to satisfy the following conditions:
1 dp 6 jHðx1;x2Þj 6 1þ dp for ðx1;x2Þ 2 Rp:Fig. 1 Farrow structure with ﬁxed sub-ﬁlters CkðzÞ and variable
delay parameter (l).jHðx1;x2Þj 6 ds for ðx1;x2Þ 2 Rs:
The design approaches for 2D ﬁxed ﬁlters can be classiﬁed
as transformation-based method [7,18–22] and the direct
method. Direct methods, in turn, include Fourier based and
optimization [17,23,24] based approaches. 2D VDF design is
also based on the above two methods, and the different
methodologies are brieﬂy reviewed in this section as summa-
rized in Fig. 2.
2D VDFs are also categorized as VMR ﬁlters [10–12,25,26]
and variable phase or group delay response ﬁlters [27–29]. The
different design approaches for 2D VMR ﬁlters are discussed
in the following subsection.
Variable magnitude response filters
The initial works [30] in the design of 2D VDFs with variable
magnitude response were based on the ﬁrst order and
second order frequency transformations [31] used for 1D
variable cut-off linear phase (LP) ﬁlters [32]. The ﬁrst order
transformation for 1D VCF ﬁlter is given by
cosx ¼ A0 þ A1 cosX, and the second order transformation is
given by cosx ¼ A0 þ A1 cosXþ A2 cos2 X, where xc and Xc
represent the cut-off frequencies of the prototype and the
transformed ﬁlters, respectively.
PP
k¼0Ak ¼ 1 with P ¼ 1 for
ﬁrst order and P ¼ 2 for second order. Hence, varying the
parameterA0 results in a 1DVCFﬁlter. This concept is extended
to 2D. The 1D frequency response HðXÞ is transformed
into 2D by applying McClellan transformation given by
cosðx1;x2Þ ¼ t00 þ t10 cosx1 þ t01 cosx2 þ t11 cosx1 cosx2,Fig. 2 Pictorial abstract of the different approaches in the
literature for the design of 2D variable magnitude response ﬁlters
along with the transformation based approaches used for ﬁxed
ﬁlter design.
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contour. The ﬁnal frequency response of the 2D VDF takes the
form as given in Eq. (6), where cosx1 ¼ A0 þ A1 cosX1 and
cosx2 ¼ B0 þ B1 cosX2.
Hðx1;x2Þ ¼
XN
k¼0
bðkÞðt00 þ t10½A0 þ A1 cosX1 þ t01½B0
þ B1 cosX2 þ t11½A0 þ A1 cosX1½B0 þ B1
 cosX2Þ ð6Þ
Due to the constraints in the frequency transformation, this
approach becomes inefﬁcient for the design of a general 2D
VDF or when a complicated set of variable speciﬁcations is
to be met.
A general design approach to be used in situations where
several spectral parameters control the frequency response of
the 2D ﬁlter was proposed by Deng and Lian [10]. In this
approach, an outer product expansion of the 2D variable mag-
nitude characteristics is performed. The magnitude response of
a VDF given by Hðx1;x2;W1;W2; . . . ;WkÞ with different spec-
tral characteristics given by the vector
W ¼ ½W1;W2;W3; . . . ;Wk, is uniformly sampled to yield a set
of samples aðm; n; l1; l2; . . . ; lkÞ. These set of samples make
the elements of a (k+ 2) dimension array A. This array is
decomposed by applying singular value decomposition to the
elements of the array so that, each element in it is expressed
as aðm; n; l1; l2; . . . ; lkÞ 
Pr
i¼1Hiðm; nÞPi1ðl1ÞPi2ðl2Þ   PikðlkÞ.
Here, Hiðm; nÞ represents the elements of a non-negative
matrix Hi, which in turn forms the magnitude speciﬁcations
of a 2D constant ﬁlter Hiðz1; z2Þ and the vectors
Pi1ðl1Þ; Pi2ðl2Þ; . . . ; PikðlkÞ represent the sampled speciﬁca-
tions of the 1D polynomials Pi1ðw1Þ; Pi2ðw2Þ; . . . ; PikðwkÞ.
This decomposition gives the vectors in one direction, i.e.
Pi1. The same procedure is applied to gradually reduced
dimensional arrays to obtain the vectors in the other direc-
tions. Thus, the complex problem of designing a variable 2D
ﬁlter gets reduced to 2D constant ﬁlter design and 1D polyno-
mial approximations, which can be done easily using any of
the existing methods [17,23,33]. But, the decomposition of
the 2D variable response with minimum error remains a difﬁ-
cult task. Yoshida et al. [34] proposed a design using pre-
designed constant three-dimensional (3D) prototype ﬁlter,
where obtaining the 3D speciﬁcations from the 2D variable ﬁl-
ter speciﬁcations, again remains a tedious task [12].
Deng [12] proposed a simple and ﬂexible approach to
express the 2D VDF coefﬁcients as M-dimensional (M-D)
polynomials of the spectral parameters W. This approach, in
turn, avoids the need for speciﬁcation transformation to that
of 2D or 3D constant ﬁlters. A least square approach for min-
imizing the total squared error value between the desired and
actual 2D response is used to ﬁnd the optimal polynomial coef-
ﬁcients. The overall variable 2D ﬁlter is implemented from the
polynomial coefﬁcients using a parallel structure similar to the
Farrow structure, where the spectral parameters W form the
tunable part. But, this approach becomes time-consuming
when many spectral parameters control the magnitude
response since many constant ﬁlters are to be designed.
Deng [25,35] proposed a real complex decomposition
approach where the complex valued variable 2D ﬁlter
speciﬁcations are decomposed into the sum of the product of
real and complex components, which represent the 2Dconstant ﬁlters and the 1D polynomial coefﬁcients, respec-
tively. But, in this approach, the ﬁnal accuracy is highly
affected by the decomposition and approximation errors.
Deng proposed a modiﬁed approach to an improved accu-
racy [36], where the complex 2D variable frequency response is
expressed as the sum of outer products of 2D complex arrays
and M-D real arrays. The 2D complex arrays correspond to
the 2D constant ﬁlters, and the M-D real array represents
the M-D polynomials of the spectral parameters W. Even
though this approach breaks the complicated problem of
designing the 2D VDFs into simple sub-problems making
the design easier, it does not yield ﬁlters with complete linear
phase.
A perfect linear phase 2D VDF design method was pro-
posed by Deng [26] where the multidimensional array A was
decomposed into the sum of products of 2D real matrices
and K-D real arrays. This approach is an efﬁcient one for lin-
ear phase 2D VDFs and the designed ﬁlter is implemented
using parallel structures suitable for high-speed applications.
However, in this method, the design is based on a compromise
between the hardware complexity and the design accuracy.
Among the existing design methods for 2D FIR ﬁlter [37–
43], the McClellan transformation remains an efﬁcient and
robust technique, suitable for ﬁlters with different contour
shapes and provides a highly structured implementation archi-
tecture. Shyu et al. [44] extended the conventional McClellan
transformation for 2D VDF design, where a cut-off frequency
orbit function xcðlÞ is determined to design the variable 2D
transformation kernel and the 1D variable prototype ﬁlter.
The transformation kernel has been precisely designed so that
the variable frequency characteristics are achieved by a vari-
able parameter, which in turn continuously matches the
cut-off contour mapping with the desired 2D variable ﬁlter.
The design methods discussed above have considered only
inﬁnite precision ﬁlters. The design of ﬁnite precision 2D VDFs
was considered by Pun et al. and Yeung and Chan [2,8]. Pun
et al. [2] have proposed the design of 2D VCF FIR ﬁlters using
1D Farrow structure and generalized McClellan transforma-
tion. 1D ﬁlter coefﬁcients considered in the order of their
increasing PB edge frequencies were approximated to an Lth
order polynomial in the variable delay parameter ðlÞ resulting
in a set of 1D linear phase sub-ﬁlter coefﬁcients to form the Far-
row structure. The overall 1D response for each delay is mapped
to 2Dusing generalizedMcClellan transformation. This in turn,
is equivalent to transforming the 1D sub-ﬁlters CkðzÞ in Eq. (3)
to 2D sub-ﬁlters as in Eq. (7).
Ckðz1; z2Þ ¼
XbN2c
n¼0
ckðnÞTn½Fðz1; z2Þ
ckðnÞ ¼ c0;k for n ¼ 0
ckðnÞ ¼ 2cn;k for n – 0
ð7Þ
The transformation results in a set of tunable 2D FIR ﬁlters
given by Eq. (8).
Hðz1; z2; lÞ ¼
XL
k¼0
Ckðz1; z2Þlk ð8Þ
Also, the 1D sub-ﬁlter coefﬁcients were represented using
SOPOT to make the design multiplier-less. In SOPOT repre-
sentation, each sub-ﬁlter coefﬁcient cn;k is represented using
340 T. Bindima and E. Eliasthe expression cn;k ¼
PM
j¼1 bknj2
aj , where bknjðiÞ 2 1; 1 and
aj ¼ l; . . . ; 1; 0; 1; . . . ; l, l is a positive integer representing
the range of coefﬁcients and M represents the number of terms
required to represent the coefﬁcient approximately. To the best
of our knowledge, design of 2D circularly symmetric VCF ﬁl-
ters in CSD space has not been reported in the literature so far.Canonic signed digit representation
Multiplier-less representation of the ﬁlter coefﬁcients can be
realized using any of the SPT representations. CSD [45] is
one of the SPT representations that is best suitable for perform-
ing constant integer multiplication with the least number of
adders and subtractors [45]. The encoding scheme represents
each given constant uniquely in terms of the SPT using the tern-
ary digit set 1,0,1. Each inﬁnite precision coefﬁcient c is rep-
resented as
PW
i¼1 bi2
Ri using CSD [46–48] encoding scheme.
Here,W represents the word length, and R represents the radix,
an integer in the range 0 < R < W, which in turn corresponds
to the number of digits in the integer part of the number repre-
sentation. In CSD representation, the adjacent bits are never
non-zero, and hence, the CSD number withW-bit word length
has no more than ðWþ 1Þ=2 non-zero bits [46]. However, this
encoding may lead to deterioration of the ﬁlter performance.
Hence, some optimization techniques are to be deployed to
obtain the ﬁlter performance as per the speciﬁcations. In this
work, the ABC optimization algorithm is used.Overview of artiﬁcial bee colony algorithm
ABC optimization [49] is a population-based meta-heuristic
optimization technique, which is suitable and efﬁcient for amul-
timodal multi-objective problem [49,50]. It works with a set of
initial solutions generated either randomly or by an educated
guess and tries to improve it. The intelligent behavior of honey
bee foraging is mimicked for intensiﬁcation and diversiﬁcation
[51], or exploitation and exploration [52]. The artiﬁcial colony
of bees includes three categories – employed bees, onlooker bees,
and scouts depending on how they behave to the food sources.
Employed bees are those that visit the food sources already vis-
ited by them. Onlookers wait in the dance area to choose a food
source while scouts make a random search for the food source.
Out of the entire bees in the honey bee colony, one-half is the
employed bees, and the other half is the onlookers.
The employed bees initiate the search process for the food
sources by randomly selecting a food source and ﬁnding its
nectar amount. The neighboring areas of the food sources
are also searched to ﬁnd a food source with a better nectar
quality. If a better food source is found, its location is memo-
rized or else the original food source location itself is retained.
Once the search by all the employed bees is terminated, the
information gathered by them about the food sources is passed
on to the onlookers. Onlookers choose a food source that is
expected to have a higher probability of better nectar quality
based on the information collected from the employed bees.
Similar to the employed bees, onlooker bees also search the
neighborhood for a better food source, and if found, its infor-
mation is memorized, else the original food source information
is used. Once the food source of a particular employed bee gets
abandoned, it becomes the scout, and after that it searches forfood sources randomly and occasionally ﬁnds some with a bet-
ter nectar quality. ABC optimization algorithm is used to solve
our problem by assuming that the possible solutions in terms
of the sub-ﬁlter coefﬁcients with a certain number of SPT
terms represent the position of the food sources and the ﬁtness
values of each solution represent the nectar quality.
Problem statement
Our aim is to design a 2D circularly symmetric variable digital
FIR ﬁlter with ﬁnite precision, suitable for hardware imple-
mentation with minimum complexity. Since the focus is on a
design for minimum implementation complexity, the most
appropriate approach would be to design the 1D variable dig-
ital FIR ﬁlter using 1D Farrow structure in CSD space and
then transform it to 2D using any conforming frequency trans-
formation method. Generalized McClellan transformation [18]
has been used to map the 1D ﬁlter to 2D. The sub-ﬁlter coef-
ﬁcients encoded in the CSD space replace the power-hungry
multipliers by shifts and adds, which shoot down the power
requirement. The rounding off of the inﬁnite precision coefﬁ-
cients using a speciﬁc number of SPT terms deviates the overall
performance of the variable ﬁlters from the desired speciﬁca-
tions. This deviation emphasizes the use of suitable optimiza-
tion algorithms to ﬁnd potential solutions that equally
improve the performance of all the ﬁlters and reduce the total
number of non-zero terms required to represent the sub-ﬁlter
coefﬁcients. Fig. 3 gives an abstract description of the design
procedure used in this paper, for the design of low complexity
2D VCF ﬁlters. The design methodology involves – the design
of continuous coefﬁcient 1D VCF ﬁlters, CSD encoding of the
1D sub-ﬁlter coefﬁcients, ABC optimization of the CSD
encoded sub-ﬁlter coefﬁcients for the performance improve-
ment along with complexity reduction, and ﬁnally, the 2D
transformation of the optimal 1D VCF ﬁlters. The various
steps are detailed in the following sections.
Encoding in CSD space
The continuous coefﬁcient 1D VDFs are designed based on the
Farrow structure using polynomial interpolation with the delay
parameter l such that 0 6 l 6 1 and increasing values of l cor-
respond to the VDFs with increasing cut-off frequencies [2].
Once the inﬁnite precision sub-ﬁlter coefﬁcients cn;k are
obtained, the next step is to encode them in the CSD space.
For ﬁnite precision CSD representation of the sub-ﬁlter coefﬁ-
cients, an indexed look-up table approach is adopted [48,53]
rather than the ternary encoding of the coefﬁcients in the
CSD space, which in turn eliminates the problem of the candi-
date solutions turning out to be invalid CSD representations in
due course of optimization [54]. A 14-bit CSD encoding has
been used in this work, with the ﬁrst two bits from the most sig-
niﬁcant bit (MSB) side allotted for the integer part and the
remaining 12 bits for the fractional part. A look-up table corre-
sponding to the CSD representation of the decimal numbers
ranging from 0 to a maximum limit is created. Each row in
the table has four entries: the index, the 14-bit CSD representa-
tion, decimal equivalent and the number of SPT terms as shown
in Table 1. The sub-ﬁlter coefﬁcients are encoded using the
signed indices of the look-up table row having decimal
equivalent closest to the sub-ﬁlter coefﬁcient [48,55,56]. If the
Fig. 3 Overview of the proposed design approach for low complexity multiplierless 2D VCF ﬁlters.
Table 1 A typical entry of the CSD look-up table created for CSD encoding of the continuous coefﬁcients.
Index CSD representation Decimal equivalent Number of SPT terms
4632 0100100010–100–1 1.1306 5
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the index corresponding to its positive counterpart [57]. The
sub-ﬁlters of the 1D Farrow structure are of linear phase and
exhibit coefﬁcient symmetry. Hence, exploiting the coefﬁcient
symmetry, only half the coefﬁcients of each sub-ﬁlter are con-
catenated to form the initial seed for the search, so that the
sub-ﬁlters are jointly optimized. Since the solution space is
purely integer based, meta-heuristic algorithms are used.
Objective function formulation
The objective function can be formulated as the weighted sum
of the absolute approximation errors in the PB deviation and
SB attenuation of M ﬁlters with respect to the expected PB
deviation and SB attenuation, respectively as per the design
speciﬁcations. The maximum PB error and SB error of the
ith ﬁlter using the optimized sub-ﬁlter coefﬁcients with respect
to the zero phase ideal ﬁlter are given by Eqs. (9) and (10),
respectively where, i ¼ 1; 2; . . . ;M for the design of M VDFs.
Fpo;iðxÞ ¼ max
x2½0;xp 
jðjHðx; xÞj  1Þj ð9Þ
Fso;iðxÞ ¼ max
x2½0;xs 
jHðx; xÞj ð10Þ
x represents the vector of the optimized design variables
concatenated together that will be obtained from the ABCalgorithm and is deﬁned as x ¼ cT0 cT1    cTL
 
where
ck ¼ ½c0;k c1;k c2;k    cK;kT, L is the interpolation order and
K ¼ N
2
 
. N represents the ﬁlter order of the individual ﬁlters
in the set of VDFs, and each ﬁlter is designed using Parks–
McClellan method. The absolute approximation error between
the maximum PB deviation and the expected PB ripple ðrpÞ, for
each ﬁlter, can be expressed as
F1;iðxÞ ¼ jFpo;iðxÞ  rpj ð11Þ
Similarly, the absolute approximation error in the SB for
each ﬁlter can be expressed as
F2;iðxÞ ¼ jFso;iðxÞ  rsj ð12Þ
where rs represents the expected SB attenuation for each ﬁlter
as per the design speciﬁcation. F1;iðxÞ and F2;iðxÞ, respectively
represent the approximation errors in the PB and SB for the
ith ﬁlter, i 2 ð1;MÞ. Finally, the multi-objective problem is for-
mulated as a single objective optimization problem by apply-
ing appropriate weightages to the individual objective
function terms as in equation below.
min / ¼
XM
i¼1
a1;iF1;iðxÞ þ a2;iF2;iðxÞ
s:t nðxÞ 6 nb
ð13Þ
Table 2 Performance and complexity analysis for the VDF in the design example for different word lengths and different number of
SPT terms.
Word length Number of SPT terms Best case SB
attenuation (dB)
Worst case SB
attenuation (dB)
No. of adders for coeﬃcient
implementation
Continuous coeﬃcient 51.2067 48.5832
16 Maximum precision (8 SPT) 50.68 48.0656 343
14 Maximum precision (7 SPT) 50.58 44.5968 282
5 50.5136 44.035 271
4 50.7870 34.9247 235
3 39.2454 19.1314 173
342 T. Bindima and E. EliasThe constraint restricts nðxÞ, the average number of non-
zero SPT terms in the optimized vector x to within a maximum
limit nb. It ensures an optimal set of discrete sub-ﬁlter coefﬁ-
cients using a variable number of non-zero SPT terms for each
coefﬁcient, provided the average number of non-zero SPT
terms across the vector does not exceed nb. This approach is
more ﬂexible and gives a better optimum in terms of approxi-
mation accuracy along with the minimum number of SPT
terms rather than that using CSD approximation with ﬁxed
number of non-zero terms [58]. The constrained optimization
problem can be converted into an unconstrained problem by
incorporating the constraint into the objective function using
the penalty parameter gðxÞ ¼ maxðnðxÞ  nbÞ to penalize any
constraint violation. Hence, the problem can be modeled as
min / ¼
XM
i¼1
a1;iF1;iðxÞ þ a2;iF2;iðxÞ þ a3gðxÞ ð14Þ
a1;i; a2;i and a3 represent positive weights that can be chosen by
trial and error depending on the relative importance of each
term, to satisfy the speciﬁcations.
Design of 1D continuous coefﬁcient variable digital ﬁlters
The initial part of our work involves the design of a reconﬁg-
urable 1D variable digital ﬁlter for varying cut-off frequencies
using Farrow structure. The design example considered by Pun
et al. [2] has been taken.
Design example
Six VCF ﬁlters with PB edge frequencies xp equally spaced
from 0:2p to 0:4p and transition bandwidth 0:2p have been
designed. Each of the ﬁlters is designed for an order of 31 using
Parks–McClellan algorithm, for a minimum attenuation of
50 dB in the SB and a maximum ripple of 0.0045 dB in the
PB. The ﬁlters are chosen in the increasing order of their
cut-off frequencies. The delay parameter ðlÞ is selected as
0 6 l 6 1 where l ¼ 0 corresponds to the ﬁlter with the lowest
cut-off frequency and l ¼ 1 to that with the highest. The
impulse response coefﬁcients are approximated using a 5th
order polynomial in l. This approximation results in a set of
sub-ﬁlter coefﬁcients of size 6 32, which implies that the
VDF requires 96 multipliers for coefﬁcient implementation
along with 191 structural adders and 5 structural multipliers.Design of CSD encoded sub-filter coefficients
The multipliers required for coefﬁcient implementation are
eliminated by quantizing the sub-ﬁlter coefﬁcients using 14-
bit CSD representation by rounding the sub-ﬁlter coefﬁcients
to the nearest CSD with restricted number of SPT terms.
Table 2 gives a detailed analysis of the performance of the
VDFs along with the implementation complexity for different
word lengths and a different number of SPT terms. The perfor-
mance of the ﬁlters degrades due to the ﬁnite word length CSD
rounding. Based on an analysis of the performance degrada-
tion, the sub-ﬁlter coefﬁcients encoded using 4 SPT terms are
used for further improvement to attain a worst case SB atten-
uation of 43 dB [2].
Design of VDF using ABC
The modiﬁed integer coded ABC algorithm [48] is utilized in
this paper for optimizing the CSD encoded sub-ﬁlter coefﬁ-
cients so as to attain the required performance characteristics
for the VDF. The various steps of the algorithm are discussed
below.
 Initialization: The initial set of food sources of the algo-
rithm is formed by concatenating the CSD encoded sub-
ﬁlter coefﬁcients. Exploiting the coefﬁcient symmetries,
only half the set of each of the sub-ﬁlter coefﬁcients need
to be considered. For a wider search space, the initial num-
ber of food sources is chosen as an integer multiple of the
number of employed bees and hence more food sources are
added to the initial set of food sources by random pertur-
bation of the initial set. The initial population size and the
maximum number of iterations are chosen as 50 and 500,
respectively.
 Employed bee phase: Each employed bee is initially
associated with a unique food source and in each iteration
the employed bee searches for a better food source in the
vicinity of the current food source i by changing the
parameter at the randomly selected jth location as
xtþ1ði; jÞ ¼ xtði; jÞ þ b/ðxtði; jÞ  xtðk; jÞÞc where
/ 2 ½1; 1 is a random variable, xtði; jÞ is the jth parame-
ter of the ith food source, xtþ1ði; jÞ is the jth parameter of
the new food source, which falls within the limits of CSD
look-up table by ensuring the following condition.if xtþ1ði; jÞ < vlb; then xtþ1ði; jÞ ¼ vlb
if xtþ1ði; jÞ > vub; then xtþ1ði; jÞ ¼ vub
Table 3 Minimum and maximum values of the weights used for the objective function terms in Eq. (14).
Parameter weights Minimum value Maximum value Threshold limit
a1;i 0.23481 5.0348 5.1822e04
a2;i 0.3985 4.7985 0.007
a3 1.5999 4.5999 3.4
Fig. 4 Implementation of generalized McClellan
transformation.
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vlb and vub are initially chosen with a small deviation from d
as d 0:000001d and with a larger deviation as d 0:01d. It
has been observed that larger the deviation, the lesser is the
number of non-zero terms in the optimal ﬁlter coefﬁcients,
which in turn results in lesser number of adders but
decreases the performance improvement, while, smaller
deviation increases the number of non-zero terms and
improves the performance in terms of SB attenuation and
PB ripple. By iteratively changing the deviation and based
on a performance complexity trade-off, vlb and vub are
ﬁnally chosen. In this work, vlb and vub are selected as in
Eqs. (15) and (16), respectively.
vlb ¼ d 0:0022210999d ð15Þ
vub ¼ dþ 0:000018966d ð16Þ
A greedy selection approach is adopted to select the new
food source or to discard and retain the old food source
depending on its nectar quality or ﬁtness function fitnessi.
 Onlooker bee phase: Based on the ﬁtness information gath-
ered by the employed bees about the food sources, the
onlookers select a food source with a probability
P i ¼ fitnessiPN1
i¼1 fitnessi
[48], where N 1 is the total number of food
sources. Hence, the food source with higher ﬁtness func-
tion gets more onlookers. The onlookers also search for
a better food source similar to the employed bees and
accept or reject it using the greedy approach.Table 4 Results obtained for the design example using the propose
based approach [2].
6 VD
Filter order 31
Interpolation order 5
Worst case SB attenuation 43.34
Number of adders for coeﬃcient implementation 231 Scout bee phase: If the ﬁtness function of a particular food
source does not improve even after a certain number of
iterations equal to the ‘limit’ cycle, it gets abandoned,
and the corresponding employed bee becomes the scout.
They also ﬁnd random food sources according to
v ¼ randið½lb; ub; dimÞ where randi is a random integer in
the range [lb,ub] with the dimension of the food source
‘dim’ and memorizes the best source.
 Termination: Termination is achieved either when the
approximation error is less than a tolerable value or when
the number of iterations is greater than or equal to the
maximum number of iterations.
The optimization is performed on the CSD encoded sub-
ﬁlter coefﬁcients thereby making them multiplier-less with
minimum performance degradation. The sub-ﬁlters have been
made completely multiplier-less, and the number of adders for
implementing the sub-ﬁlter coefﬁcients has been obtained as
231. Varying weights have been given in Eq. (14) for the PB
and SB approximation error terms of each ﬁlter as well as
the penalty term. These weights are chosen by comparing the
performance parameters of the individual ﬁlters and the num-
ber of non-zero terms for the coefﬁcient representation with
their respective expected values. Table 3 shows the minimum
and maximum value of the weights used for the PB, SB and
penalty parameter terms in Eq. (14). Minimum value of the
weight of a1;i (i.e., PB approximation error) is applied to the
cost function of the ith ﬁlter when the corresponding parame-
ter value (i.e. PB deviation of the particular ﬁlter) is below its
expected value, denoted by the threshold limit in Table 3, and
the maximum value of the weight is given when the value is
higher than the threshold value. Similarly, the minimum value
of a2;i is applied to the ith ﬁlter if its SB attenuation goes below
the corresponding threshold limit. The weights were automat-
ically adjusted in software, based on the relative variation of
the desired parameters.
Design of 2D circularly symmetric VDF
Adding up the products obtained by multiplication of the ABC
optimized sub-ﬁlter coefﬁcients with the various powered delay
parameters ðli; where i ¼ 0; 1; . . . ; 5Þ, followed by interpola-d method based on CSD–ABC in comparison with the SOPOT
Fs (CSD–ABC optimized) 6 VDFs (SOPOT, [2])
31
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Fig. 5 Frequency response of the VDFs in the design example
with CSD rounded and ABC optimized sub-ﬁlter coefﬁcients.
344 T. Bindima and E. Eliastion, gives the ﬁlter coefﬁcients of the six 1DVDFswith variable
cut-off frequencies. The generalized McClellan transformation
[18] given by Eq. (17) with the transfer function as in Eq. (18),
has been used to map the 1D ﬁlter to the 2D scenario.
Fðx1;x2Þ ¼ 0:3955þ 0:5ðcosðx1Þ þ cosðx2ÞÞ þ 0:3955
 cosx1 cosx2 ð17Þ
Fðz1; z2Þ ¼ 1
4
½ðz1 þ z11 Þ þ ðz2 þ z12 Þ þ 0:3955½ðz1 þ z11 Þ
 ðz2 þ z12 Þ  4 ð18Þ
The implementation of the transformation in Eq. (18) is
shown in Fig. 4. Using the 1D CSD–ABC optimized ﬁlter coef-
ﬁcients, the 2D ﬁlter is implemented at the expense of one mul-
tiplier exclusively for 2D mapping, which in turn is also made
multiplier-less. The entire design process using the proposed
approach has been elaborated in Algorithm 1.
Algorithm 1. Proposed design for ﬁnite precision low com-
plexity 2D VCF ﬁlters
1: procedure FINITE PRECISION 2D VCF FILTER DESIGN USING
MODIFIED INTEGER CODED ABC ALGORITHM
2: Obtain the sub-ﬁlter coeﬃcients of the Farrow ﬁlter using
polynomial interpolation
3: Encode the sub-ﬁlter coeﬃcients using CSD
4: Form the initial food sources by random perturbation of the
encoded coeﬃcients and prioritize them
5: repeat
6: Place the employed bees at selected number of food sources
and evaluate their nectar quality
7: Search new food sources for the employed bees with better
nectar quality than the current food sources
8: Place the onlookers on new food sources and evaluate their
nectar quality
9: Search new food sources for the onlooker bees with better
nectar quality than the current food sources
10: if (Limit Cycles completed) then
11: Generate scouts and ﬁnd new food sources for them in
place of the abandoned food source.
12: end if
13: until (Convergence condition achieved)
14: Obtain the optimal ﬁlter by decoding the food sources
15: Reconstruct the 1D ﬁlter coeﬃcients corresponding to each
VCF using the optimized sub-ﬁlter coeﬃcients and the delay
parameters
16: Apply generalized McClellan transformation
17: end procedureResults and discussion
All simulations were performed on core i3 processor operating
at 1.7 GHz using MATLAB R2011b. The continuous coefﬁ-
cient VCF ﬁlters designed using Farrow structure result in a
worst case SB attenuation of 48.5832 dB. When the sub-
ﬁlter coefﬁcients are encoded using 14-bit CSD representation
with maximum precision, it results in a worst case SB attenu-
ation of 44.5968 dB. For improved SB attenuation, the word
length is to be increased. 16-bit word length with maximumprecision gives a worst case SB attenuation of 48.0656 dB as
shown in Table 2. Since our focus is to attain a minimum
SB attenuation of 43.03 dB as in the results of Pun et al. [2],
14-bit word length is sufﬁcient. Further, when the coefﬁcients
are rounded using lesser number of SPT terms, the worst case
SB attenuation again decreases as shown in Table 2. Hence,
the performance gets degraded by this rounding to the nearest
CSD with restricted number of SPT terms. Since our aim is to
attain a worst case SB attenuation of 43 dB, 14-bit CSD rep-
resentation with 4 SPT terms has been used, which gives a
minimum SB attenuation of 34.9247 dB. Thus, there is a
degradation of about 10 dB in the SB attenuation from its
maximum precision performance. The number of adders
required to implement the ﬁlters with 4 SPT terms is 235.
The performance of the ﬁlters can be improved up to that
of maximum precision using ABC optimization. This results
in a slight deviation in the number of non-zero terms in the
CSD representation of each sub-ﬁlter coefﬁcient, but the aver-
age number of non-zero terms across the entire set of coefﬁ-
cients remains less than or equal to nb ¼ 1. The optimization
algorithm has been performed for 10 iterations and the result
closely matching the average has been selected. The results
obtained for the design of six VCF ﬁlters in the design exam-
ple are shown in Table 4, and the number of adders required
for coefﬁcient implementation has been obtained as 231 com-
pared to 241 adders obtained by Pun et al. [2]. The worst case
SB attenuation has been improved to 43.34 dB from
34.9247 dB after using ABC optimization. Thus for the same
worst case SB attenuation, reduced complexity ﬁlters have
been obtained by using our approach. The magnitude
response of the 14-bit CSD rounded ﬁlters, and CSD–ABC
optimized ﬁlters is shown in Fig. 5. The 2D magnitude
response and the corresponding contour plots for different
delay parameters l are shown in Fig. 6a–c. The contour plots
show that as the delay parameter l increases, the cut-off radii
of the 2D ﬁlter increase. Also, 2D VDFs with nearly circular
contours, even at wide band radii are attained due to the use
of the generalized McClellan transformation.
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Fig. 6 2D magnitude responses and the corresponding contour plots obtained after transforming the 1D VDF in the design example
using generalized McClellan transformation.
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In this paper, a review of the different approaches for the
design of 2D variable digital FIR ﬁlters is done, and a novel
approach for designing low complexity 2D circularly symmet-
ric variable digital FIR ﬁlters with ﬁnite precision has been
presented. The 1D ﬁlters have been made multiplier-less at
the expense of a hike in the number of adders. Further reduc-
tion in the number of adders has been achieved in this paper by
using CSD encoding with ABC, rather than that obtained
using SOPOT [2].
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