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Abstract
We propose a simple model where the innovation rate of a technological domain depends on the innovation rate of the technological
domains it relies on. Using data on US patents from 1836 to 2017, we make out-of-sample predictions and find that the predictability
of innovation rates can be boosted substantially when network effects are taken into account. In the case where a technology’s
neighborhood future innovation rates are known, the average predictability gain is 28% compared to simpler time series model
which do not incorporate network effects. Even when nothing is known about the future, we find positive average predictability
gains of 20%. The results have important policy implications, suggesting that the effective support of a given technology must take
into account the technological ecosystem surrounding the targeted technology.
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1. Introduction
Technological evolution is often described as a recursive pro-
cess whereby the recombination of existing components leads
to new or improved technological components (Schumpeter,
1939; Usher, 1954; Kauffman, 1993; Fleming, 2001; Arthur,
2009; McNerney et al., 2011; Tria et al., 2014; Youn et al.,
2015; Fink and Reeves, 2019). A simple hypothesis, there-
fore, is that technological domains that tend to recombine el-
ements from fast-growing technological domains should them-
selves grow faster. In other words, a technology will tend to
progress faster if the technologies it relies on are themselves
making fast progress. While these ideas are well established,
very little has been done to establish empirically that technolog-
ical interdependencies help predict future innovation dynamics.
Being able to demonstrate this relationship would be very help-
ful, as it would allow us to support key technologies and overall
technological progress by designing and supporting technolog-
ical ecosystems.
In this paper, we establish that knowing the technological
ecosystem helps predict the dynamics of future innovation. We
use a simple model where the innovation rates of a technolog-
ical domain depends on efforts within the domain, but also on
the stock of knowledge in the domain and in supporting do-
mains. We test the model on the record of United States Patent
Office (USPTO) patents from 1836 to 2017, which includes
more than 10M patents, 40M classifications in ∼ 650 techno-
logical domains, and 90M citations. As predicted by the model,
we find that that the growth rates of the number of patents in
a technological domain depends strongly on the growth rates
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of its knowledge sources. Given the volatile nature of growth
rates, this strong relationship is remarkable. We use this insight
for making out-of-sample predictions of patenting activities and
find that integrating network effects can improve predictions
substantially compared to independent time series models. The
results have important policy implications, suggesting that re-
search policy targeted at fostering innovation in a technological
domain has to take its surrounding technological ecosystem into
account.
Several studies have put forward the idea of network-
dependent innovation dynamics. For instance, Cowan and
Jonard (2003) and Ko¨nig et al. (2011) have proposed models
of innovation arising from the recombination of knowledge in
R&D partnership networks.
Acemoglu et al. (2016) find that upstream patenting levels
are highly correlated with downstream patenting levels. Taalbi
(2018) finds broadly similar results using innovation counts and
a network constructed to reflect which industry uses innovation
from another industry. Patenting levels are persistent, and so
are automatically very predictable. In contrast, we focus on
changes in patenting levels, which are not persistent and are
much more difficult to predict.
Our work on innovation dynamics is also related to evolu-
tionary models such as Farmer et al. (1986), Bagley et al. (1992)
and Jain and Krishna (2001). In these models, the exponential
growth trajectories of nodes arise due to the existence of auto-
catalytic sets, i.e. a subset of the network where nodes have at
least one positive incoming link from a node of the same sub-
graph, leading to sustainable self-reinforcing dynamics. Evi-
dence for the presence of autocatalytic sets in technology sys-
tems was recently provided by Napolitano et al. (2018) who find
that the autocatalytic structure of the patent network has grown
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in time and that patent classes belonging to the autocatalytic set
show higher levels of innovation activity.
Our contribution to the literature can be summarized as fol-
lows. First, we show strong empirical evidence of coupled inno-
vation growth in the presence of network linkages and demon-
strate that the observed effects are far from what would be ex-
pected by chance (Section 2). Second, we propose a simple
theoretical model of network-dependent knowledge production
which is able to explain the observed empirical pattern. We
then show how the model can be estimated from empirical data,
and quantify how network effects in innovation dynamics have
become more important over the last 70 years (Section 3). Fi-
nally, we validate the model by predicting future patenting lev-
els (Section 4). We find that independent time series models
can be substantially improved in case network information is
available.
2. Empirical evidence
2.1. Data and network construction
We use data on the whole universe of granted United States
patents starting in 1836 up to 2017, where the year refers to the
publishing date of the patent. The dataset covers 9.83 million
patents and over 91 million citations. Each patent is categorized
by the patent office into one of several Cooperative Patent Clas-
sification (CPC) codes. We regard each 4-digit CPC code as
a distinct technological domain1. We construct a directed net-
work Ct where an element Ci j,t is the sum of all citations from
technology j at time t to technology i. In Appendix A we show
how this matrix can be derived from patent citations by straight-
forward algebra2. In our analysis, we use row-normalized ma-
trices {Wt : t = 1947, ..., 2017} where each element Wi j,t is de-
fined as
Wi j,t :=
Ci j,t∑
j=1 Ci j,t
. (1)
Thus, the row {Wi j,t : j = 1 . . .N} can be interpreted as tech-
nology i’s dependence in its patenting activity at time t on all
other technologies: each entry is the share of citations from
technology i at time t to another technological domain j. This
is a temporal network with yearly snapshots (Masuda and Lam-
biotte, 2016). We do not construct networks for years before
1947, because earlier citations made by patents are not well
documented. But citations to earlier patents are well reported.
For example, a citation from a patent granted after 1947 to a
patent of the 19th century is included in the network3.
1 To check robustness of our results with respect to alternative classification
schemes and aggregation levels, we redo the entire analysis presented in the
main text on the level of CPC 3-digits, International Patent Classification (IPC)
3- and 4-digits and report the results in the supplementary information.
2 The analysis shown here does not rule out alternative technological dis-
tance measures. Instead of using technology citation networks, other networks
such as co-classification and co-citation networks could be used.
3 Alstott et al. (2017) argue that links of technology networks can be driven
by domain sizes and patent ages and suggest a network normalization proce-
dure to control for these impinging factors. We have applied this method as
explained in detail in Appendix B, but our results are not sensitive with respect
to the network normalization.
2.2. Preliminary evidence
We now investigate whether technological domains con-
nected to fast-growth technological domains also grow faster.
In other words, we study the assortativity of the temporal net-
work with respect to patenting growth rates. For each technol-
ogy, we compute its neighborhood patenting growth rate as the
average nearest neighbor growth rate (ANNG),
g˜i,t =
N∑
j=1
Ci j,t(1 − δi j)∑
k=1 Cik,t(1 − δik)g j,t, (2)
where δi j denotes the Kronecker delta (the matrix diagonal is
excluded in the summation so that the ANNG measures neigh-
bor growth rates only). We then test if there is a positive correla-
tion between growth rates of patenting activity in technological
domains and their ANNG.
Fig. 1a) plots the 10-year growth rates against the 10-year
ANNG for the technology network in 2000, revealing a highly
significant positive relationship in growth rates from 2000 to
2010 between technologies and their neighborhood. Since the
technology network is based on the year 2000, the figure sug-
gests that if a technology draws a significant share of knowl-
edge from another technology in 2000, we would expect them
to exhibit similar growth rates over the next ten years. This pro-
nounced positive relationship is striking given that it is based
on growth rates, which tend to be much noisier than patenting
levels. While one could expect the network to be assortative
with respect to degrees and patenting levels, assortativity with
respect to growth rates is far less trivial.
Although interesting, we should test if this relationship holds
over time and if we really can be sure that the observed rela-
tionship is significantly different from what a null model would
produce. To benchmark our results, we calculate the correla-
tions between growth rates and ANNG rates for a randomized
version of the given technology network. For each year t and
a fixed row i in the matrix Wt, we resample all off-diagonal
entries without replacements. In the randomized control net-
work the nodes still have the same weighted outgoing links, but
now randomly pointing to other nodes (excluding self-loops).
We repeat the randomization process 1,000 times and report
the average correlation between growth rates and ANNG as the
corresponding null model. Fig. 1b) plots the Pearson corre-
lation over time between growth rates and ANNG, once com-
puted in the given technology network and once in the random-
ized control. We report the results for three different growth
rates, 1-year (upper panel), 5-year (center panel) and 10-year
growth rates (bottom panel). The positive correlation structure
between knowledge sources growth and own growth rates over
time is far from what one would expect from a network where
nodes distribute their out-links randomly over the whole set of
potential knowledge sources. Intuitively, one would expect that
network effects materialize over the long run instead of show-
ing immediate effects. The figure confirms this hypothesis, but
even for 1-year growth rates we find relatively strong and sig-
nificant positive correlations. Another interesting aspect is that
for all three growth rate types, the positive relationship tends
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Figure 1: a) Technologies’ 10-year growth rates g for the horizon 2000 to 2010 plotted against average nearest neighbor growth rates g˜ (ANNG). The neighbors’
growth rates are calculated based on the technology network in 2000. The plot thus suggests that technologies experienced a similar growth rate over the next ten
year as the technologies they were linked to in 2000. b) Network assortativity over time with respect to 1-year (upper panel), 5-year (center panel) and 10-year
(bottom panel) growth rates. There is pronounced correlation between growth rates of nodes and their neighbors in the technology network, while the randomized
assortativity measure hovers around zero. The shaded area around the randomized network predictions depict the 0.05-0.95 quantile range of the 1,000 sample
realizations. The correlations tend to get stronger in time in the empirical network.
to get stronger over time.4 Further evidence on the impact of
a technology’s neighborhood on its patenting dynamics is dis-
cussed in the supplementary information.
3. Network-dependent knowledge creation
3.1. The model
To explain the empirical observations, we now introduce a
simple model of network-dependent knowledge creation and
discuss its implications for the long-term evolution of technolo-
gies. Let us consider N distinct technological domains. The
creation of new knowledge in a technological domain requires
active research effort, and depends positively on the existing
stock of knowledge, from the same domain or from specific
other domains.
More precisely, we assume that the creation of new knowl-
edge follows the dynamical system
K˙i(t) = θiRi(t)α
N∏
j=1
K j(t)βWi j , (3)
4 It should be noted that technology citation networks are by construction
correlated with co-classification networks (see Appendix A), and thus, their
marginal effects are difficult to disentangle. To test whether there is signal in
the citations themselves, we computed the same ANNG measures for USPC
main classes. When considering only USPC main classes, there is no co-
classification, allowing us to separate these effects. Although slightly noisier,
we also find strongly positive ANNG values for the less granular USPC main
classes.
where θi is a technology-specific productivity parameter, Ri(t)
the research effort in domain i at time t and Ki(t) is the stock of
knowledge in i at t. The technological ecosystem is represented
by the weighted adjacency matrix W which is normalized to be
row-stochastic and for mathematical convenience assumed to
be fixed in time. A technological domain is then a node in the
network whose innovation rates depend on its location in the
technological ecosystem. If a technology i draws knowledge
from the knowledge stock of node j in the innovation process,
the two nodes are connected through a directed edge from i to
j. The directed link has the weight Wi j denoting the share of
technology j’s knowledge in the creation of new knowledge in
technology i. θi captures the fact that intrinsic characteristics of
technologies affect how easy innovation rates can be influenced.
α ≥ 0 denotes the elasticity of knowledge output with respect
to research efforts. The elasticity of knowledge output in i (K˙i)
with respect to the knowledge stock in j (K j) is βWi j, thus β
denotes the sum over all domains j of these elasticities (since∑
j Wi j = 1).
Eq. (3) also relates to the knowledge production functions
used in classical endogenous growth models (Romer (1990),
Aghion and Howitt (1990), Grossman and Helpman (1991) and
Jones (1995) ), but incorporates network effects. It simplifies
to the standard Cobb-Douglas knowledge production function
in case each technology uses only its own knowledge stock
(W = I). Similar equations have been estimated empirically
within the “R&D spillovers” literature which estimates the im-
pact of R& D in one entity on outcomes in another entity, such
as countries, regions, firms, and sectors (Ertur and Koch, 2007;
Hall et al., 2010; Ho et al., 2018).
3
Research effort is considered to be an exogenous policy vari-
able which we assume to grow at a constant rate Ri(t) = Ri,0eλit.
Dividing Eq. (3) by Ki(t), taking logs and the derivative with
respect to time, we obtain after rearranging the nonlinear au-
tonomous system
g˙i(t) = αλigi(t) + (βWii − 1)gi(t)2 + βgi(t)
N∑
j=1
Wi jg j(t)(1 − δi j),
(4)
where gi(t) := K˙i(t)/Ki(t) is the growth rate of the knowledge
stock. Eq. (4) has been extensively studied without network
effects in traditional endogenous growth models and in this
case its dynamics are well-understood (Romer (2012), ch.3).
When solving the model without network effects, the steady
state growth rate (“balanced growth path”) is g∗i = αλi/(1 − β)
which is globally stable under the standard assumption of β < 1.
Here, the long run-growth rate of knowledge in technology i
can only be increased by increasing the long-run growth rates
of research efforts in the particular technology.
When network effects are included, a technology’s long-term
growth path depends also on the growth rates of other technolo-
gies. By setting g˙i = 0 for all i, we find the steady state of the
form
g∗i =
αλi
1 − βWii +
β
1 − βWii
N∑
j=1
Wi jg∗j(1 − δi j). (5)
The steady state growth path for technology i can be under-
stood as a sum of two components. The first part is the idiosyn-
cratic term, which equals the endogenous growth result without
network effects. The second component suggests that the long-
run growth of a technology depends positively on its neighbors’
growth rates.
To see the difference between the network-dependent model
and a simple endogenous growth model version without net-
work effects, let us assume that we could increase the constant
growth rate of research effort in a technology i from λi to λ′i .
Without network effects, this would simply increase the growth
rate of i by α(λ′i − λi)/(1− β) with no impact on other technolo-
gies. Yet if network effects are included, this initial increase of
i’s growth rate will also impact neighboring technologies which
draw upon the knowledge stock of i, which in turn, will again
affect their downstream neighbors and so on. If node i points
to any of the affected technologies, it will again experience a
change in its growth rate and trigger the process again. We see
that the convergence (if any) to the steady state after a shock in
the research effort variable is more involved if the innovation
rate of a technology depends on other technologies. The phase
portraits depicted in Fig. 2 visualize how a change in research
efforts impact innovation dynamics in a simple system of only
two technologies, one with network effects (right panel) and
one without (left panel).
3.2. Calibration
While the dynamical system can have a non-trivial transient,
for simplicity we calibrate the model based on the steady state
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Figure 2: Phase portraits of growth trajectories for a simple example of only
two technologies. The horizontal and vertical axes denote the growth rates
of technology 1 and technology 2, respectively. In the left panel there are
no network effects, W = I. In the right panel a network is present with ele-
ments Wi j = 0.5 for all i, j. The phase diagrams are shown for initial research
growth rates λ1 = 0.02 and λ2 = 0.05. The remaining parameters are set as
follows: α = β = 0.5. With this parametrization all trajectories converge to
the steady state (g∗1, g
∗
2) = (0.02, 0.05) in the no-network case and to the steady
state (g∗1, g
∗
2) = (0.0275, 0.0425) if network effects are included. In the absence
of network effects, the steady state growth rates are simply equal the research
effort growth rates. If network effects are included, technology 1 is growing
faster in steady state since it draws knowledge from technology 2 which expe-
riences higher research effort growth. In contrast, for technology 2 the steady
state growth rate is lower due to the network effects. The black arrows indicate
how the steady state of the system moves if research effort growth λ1 is doubled
to λ′1 = 0.04, but leaving λ2 = 0.05 unchanged. In the left panel, this increases
only the steady state growth rate for technology 2, but leaves technology 2 unaf-
fected. In the right panel where network effects are included both technologies
benefit from the increase in research effort in technology 1. The red dashed line
shows the trajectory of the steady state as a function of λ1.
results, using maximum likelihood. To do so, we reformulate
Eq. (5) as the econometric model
gi,t =
ai
1 − βWii,t +
β
1 − βWii,t
N∑
j=1
Wi j,tg j,t(1 − δi j) + i,t, (6)
where i,t ∼ N(0, σ2) and ai is capturing the composite variable
αλi.
The specification is related to spatial econometric models us-
ing panel data (Elhorst, 2014; Wang and Yu, 2015), but there
are also significant differences. To estimate the parameters,
we therefore derive an estimator which is outlined in more de-
tail in Appendix C. We allow the technology network to be
time-varying, since we observe changing citation networks over
time. In the supplementary information we present results of
extensive robustness checks, covering alternative model speci-
fications such as using time-fixed networks and spatial autore-
gressive models. There we also control for further possible ex-
planatory variables, such as technological domain sizes.
The model is derived in terms of knowledge stocks Ki,t =∑t
τ=0 Pi,τ, but knowledge stocks grow very smoothly, leaving
little variance to exploit for estimating the parameters of inter-
est. In the steady state, however, by definition growth rates are
constant over time within each domain. In that case, the (deter-
ministic) growth rates of stocks and flows are the same. Thus,
for empirical convenience, we let gi,t := ln(Pi,t/Pi,t−τ) be the
τ-year patenting growth rate of the technology class i at a time
t.
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Dependent variable: patenting growth
(1-y) (5-y) (10-y)
average aˆi 0.01 0.03 0.04
βˆ 0.85∗∗∗ 0.93∗∗∗ 0.94∗∗∗
(0.0059) (0.0060) (0.0076)
σˆ2 0.10 0.19 0.29
Log-likelihood -13,383 -5,464 -3,612
Observations 43,651 8,734 4,348
Note: ∗∗∗p< 10−16
Table 1: Results from estimating the econometric network
model (Eq. 6). The results are shown for 1-, 5- and 10-year
growth rates.
We fit the model to the whole time series up to 2017 and
report the estimated parameters in Table 1. Since the results of
Section 2 suggest varying magnitudes of network effects for dif-
ferent time lags, we estimate the parameters for 1-year, 5-year
and 10-year growth rates (columns one to three, respectively).
Unsurprisingly, we find research growth parameters ai = αλi
which are positive on average and higher for larger time lags.
The highly significant network parameter β is large, ranging
from 0.85 to 0.94, depending on the growth rate lag. This value
is large, because if β > 1, we would expect exploding dynam-
ics where an increasing knowledge stock leads to ever larger
growth rates. β is smaller, but close to one, exemplifying the
importance of the existing technology network for future inno-
vation dynamics.
To explore the network impact on innovation growth more
systematically, we rewrite the derived result in Eq. (5) into ma-
trix notation,
g∗ = αLλ, (7)
where L :=
[
I − βW]−1. The matrix representation is useful as
it shows how the long-run trajectory of innovation in a given
technological domain depends on the research efforts in the en-
tire technological ecosystem. In particular, if research effort is
subject to policy, we can use Eq. (7) to study two interesting
policy experiments.
First, Eq. (7) allows us to identify the key supporting tech-
nologies for each technology. The naı¨ve way to foster innova-
tion in a technology is to increase research efforts in the partic-
ular technological domain. But Eq. (7) shows that knowledge
growth depends also on research in other technologies and that
there could even be cases where knowledge spillovers from re-
search in other technologies will be more beneficial than simply
devoting additional research efforts in the focal technology’s
domain5. Knowledge spillovers from technology j to technol-
5 When estimating the model based on 1-year growth rates, we find five
technologies with larger off-diagonal entries than diagonal elements. Although
these technologies are very different, ranging from multipurpose hand tools
(B25F) to emergency protective circuit arrangements (H02H), they all rely
heavily on the general purpose technology class A61B, diagnosis, surgery and
identification, which exhibits the largest downstream spillovers,
∑
j Li j(1− δi j),
of all technologies.
ogy i are made explicit when looking at the Jacobian matrix
∂g∗i
∂λ j
= αLi j. (8)
The matrix element Li j therefore informs us on how much we
would expect the long-term innovation growth rate of tech-
nology i to change as a consequence of a marginal change
in technology j. A large row sum of off-diagonal elements∑
j=1 Li j(1 − δi j) indicates a large dependence of technology i’s
growth on external research activities. Ordering technologies
based on their size in a given column yields a ranking from the
most to least important supporting technologies for the focal
technology.
As a second policy experiment, we can ask how a sustained
change in R&D in a particular sector affects the long-run growth
rate of the entire technological ecosystem. This can be relevant
for a policy-maker who wants to devote her research invest-
ments in an efficient manner. For example, if a choice has to
be made in what technology to invest for fostering overall inno-
vation activities, the decision can be supported with Eq. (7). If
an economy’s total knowledge is the sum of sectoral knowledge
stocks Ktot(t) =
∑N
i=1 Ki(t), the growth rate of the total knowl-
edge stock can be expressed as gtot(t) =
∑N
i=1 gi(t)
Ki(t)
Ktot(t)
. The
impact on total knowledge growth as a consequence of a sus-
tained change in research effort growth in a single domain i is
then given by
∂g∗tot
∂λ j
= α
N∑
i=1
Li j
Ki
K
+ αλ j
N∑
i=1
∂(Ki/K)
∂λ j
Li j. (9)
The impact on overall innovation growth is again a sum of two
components. The first part in the sum takes the form of a output
multiplier, analogous to the output multiplier in input-output
economics. In contrast to traditional input-output economics
(Leontief, 1936; Miller and Blair, 2009), however, the output
multiplier has to be weighted with the relative domain sizes
since the model is in growth rates instead of levels. Increasing
research efforts in a domain with a high weighted output mul-
tiplier entails large positive effects on overall innovation rates.
The second part in the sum accounts for the fact that the weights
themselves change due to changes in research effort.
4. Predicting innovation rates
The empirical evidence for network effects on innovation dy-
namics is strong. In this section we take advantage of this find-
ing to test the predictive power of the estimated network model.
We use the model to make out-of-sample forecasts of patenting
levels and evaluate their performance by comparing them with
predictions based on time series models which do not incorpo-
rate network effects explicitly. We test the network model in
two separate prediction exercises. In the first prediction exer-
cise we ask whether knowledge on innovation dynamics around
a focal technology can help predicting its growth rates. Or to
put it differently, conditional on growth rates of i′s neighbors,
what is i′s growth rate? We call these the conditional forecasts.
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To make this more precise, we define the conditional predictor
as
gˆcond.i,t+τ :=
aˆi
1 − βˆWii,t
+
βˆ
1 − βˆWii,t
N∑
j=1
Wi j,tg j,t+τ(1 − δi j). (10)
We also make forecasts where we do not assume knowledge on
the neighbors’ growth rates, and use only information available
up to t. We call these the unconditional forecasts. As explained
in detail in Appendix D, predictions in this case are based on
the estimator
gˆuncond.t+τ :=
 k′∑
k=0
βˆkWkt
 aˆ ≈ L(βˆ)aˆ, (11)
where the approximation is exact in case k′ → ∞. The predic-
tions are essentially agnostic with respect to the used technol-
ogy network. While our focus lies on knowledge spillovers, the
model is easily extendable to alternative technological distance
measures, such as co-classification or co-citations networks.
The forecasts of both prediction exercises are compared to
the forecasts obtained from standard ARIMA(p,1,q) time series
models
gi,t = νi +
p∑
s=0
φi,sgi,t−s +
q∑
s=0
ψi,sui,t−s + ui,t, (12)
where φi,0 = ψi,0 = 0. Note that an ARIMA simply reduces to
a geometric random walk if p = q = 0. As discussed in more
depth in the Appendix D, we choose p, q and k′ such that the
models yield the best forecasting performance in a validation
set. The chosen parameters are shown in detail in the supple-
mentary information. Note that predictions from the ARIMA
model are the same for both prediction exercises, since here
forecasts for a specific domain i are completely independent of
other domains.
We estimate all models based on the data between 1947 and
2002 and use the result to predict yearly patenting from 2003
to 2017. To assess the predictive performance of the network
models, we calculate the predictability gain for each year and
technology as
PGi,t =
|Pi,t − PˆARIMAi,t |
Pi,t
− |Pi,t − Pˆ
network
i,t |
Pi,t
, (13)
where PˆARIMAi,t denotes the predicted number of patents from the
ARIMA model and Pˆnetworki,t the predictions from the network
models. Eq. (13) is simply the difference between absolute
percentage errors from the ARIMA and the network model pre-
dictions.
When taking time averages of Eq. (13) for each time series,
we find for 86% of technologies positive mean predictability
gains in the conditional forecasts. In the unconditional fore-
casts, we get positive predictability gains in 63%. The result
looks similar when taking time medians instead of averages
where we find positive predictability gains for 84% of all con-
ditional forecasts and for 62% of unconditional forecasts. For
l
l
l
l
l
l
l
l l l
l
l l l
l
0
20
40
60
2003 2005 2007 2009 2011 2013 2015 2017
Av
e
ra
ge
 p
re
di
ct
ab
ilit
y 
ga
in
 (%
)
l Conditional
Unconditional
Figure 3: Average predictability gain in %,
∑
i PGit/N, over ARIMA time se-
ries models for the conditional (Eq. 10) and unconditional forecasts (Eq. 11).
Results are based on forecasts made in 2002 for each year in the future. Note
that conditional forecasts use future information on neighborhood growth rates.
Shaded areas indicate twice the standard errors.
each technology, we also conduct a one-sided t-test to check if
the predictability gains are significantly greater than zero. We
find that predictability gains are significantly larger than zero
(on the 5% level: note that we have only 15 observations per
series) in 69% of all cases for the conditional forecasts and in
41% for unconditional forecasts. On the other hand, only 6%
of all time series are found to have significantly negative pre-
dictability gains in the conditional forecasting setup and 18%
in the unconditional one.
The average predictability gains for each year are shown in
Fig. 3, demonstrating the substantial predictive power of net-
work model. In the conditional forecasts, the predictability gain
is relatively small for one year growth rates (≈ 3%), but reaches
a maximum of roughly 63% in 2009. Note that if a technol-
ogy’s evolution is not influenced by its surrounding technologi-
cal ecosystem, we would not expect any systematic predictabil-
ity gain at all. Obviously, it is harder to beat the ARIMA models
in the unconditional forecasting scenario where no information
on future innovation dynamics of neighboring technologies is
available. Nevertheless, the network model performs signifi-
cantly better every single year, with an average predictability
gain of around 20%. In the supplementary information we in-
vestigate further aspects of the predictability gain distribution
and present results for alternative forecasting benchmarks.
The results of the prediction exercises add further support
to the analysis of the previous sections. Innovation rates are
network-dependent, and having knowledge on the technology
network helps improving forecasts of patenting dynamics.
5. Discussion
We have provided evidence that technological domains co-
evolve if they are linked through the patent citation network.
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This empirical observation can be explained with a simple
model of network-dependent knowledge creation. Motivated
by the recursive nature of the innovation process, technologies
take advantage of distinct knowledge sources in the technolog-
ical ecosystem. We also validated the model by making out-
of-sample prediction of growth rates, conditional and uncondi-
tional of neighboring growth rates. We have shown that the net-
work model improves forecasts of patenting growth rates sub-
stantially when compared to standard time series models. Thus,
the network of technological interdependencies is informative
for inferring future patenting dynamics.
It is also important to point out the limitations and caveats of
our analysis. By keeping the number of nodes fixed in the tech-
nological network, we ignored the emergence of breakthrough
technologies. In our approach, technological domains are taken
as given and well-defined by the latest technology classification
system. But technological classifications themselves are subject
to evolutionary forces emerging from the changing technologi-
cal base (Lafond and Kim, 2019). New technology classes are
created, old ones merge or are abandoned and innovations can
be reclassified – mechanisms which were not made explicit in
this work.
In our empirical framework, we allowed the technology net-
work to vary in time, but we did not model this explicitly. An
interesting avenue for future research is to gain a better under-
standing of the mechanisms driving these rewiring processes.
Furthermore, it would be important to understand how patent-
ing activity and technology network metrics such as centrality
translate into cost reductions of technologies (Farmer and La-
fond, 2016; Triulzi et al., 2018). Finally, another interesting
direction of research is to further investigate the interaction of
network-dependent innovation dynamics with the real economy
by coupling innovation network with input-output networks.
This could illuminate new aspects of how structural change
happens in the economy and improve economic forecasts.
We conclude by discussing the policy implications of our
analysis. Since innovation dynamics in technological domains
reveal strong network dependence, the allocation of research
resources has to consider the ecosystem in which the focal do-
main is embedded in. Innovation in a domain is not an iso-
lated process, but results from complex mechanisms involving
research efforts, institutional settings, and technological inter-
dependencies. Facing the enormous challenge of transitioning
the current economic system to a low-carbon economy, we will
need substantial improvements in key low-carbon technologies
such as photovoltaics and wind energy. Better understanding
their technological interdependencies emerging from the tech-
nological ecosystem and making it fruitful for research policy
will be a crucial step in this direction.
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Appendix A. Temporal technology network
The technology citation matrix Ct which quantifies knowl-
edge spillovers between technologies at each point in time is
not directly observable, but has to be derived from the patent
citation matrix Ht. We first show for the static case how simple
matrix algebra can be used to construct technology networks
from patent data. Let us define the patent citation network H,
where Hpq is one if patent p cites patent q and zero otherwise.
To obtain the number of citations between technologies, the
patent citation matrix, H, has to be projected onto the tech-
nology space. The patents-technology class relationship can
be represented as a binary bipartite network where the link B˜pi
means that patent p belongs to technology class i. This setup
is useful for deriving technology networks. Technological dis-
tances can be quantified in different ways, for example, with
co-classification networks, co-citation networks or technology
citation networks.
A simple one-mode projection of the bipartite network onto
the set of CPC classes which does not take the citation matrix
into account yields the co-classification network and is given by
Cco-classification = B˜>B˜. (A.1)
The diagonal of Cco-classification is then simply the count of
patents in a given domain. As alternative measure of techno-
logical distance, the co-citation network can be derived by com-
puting
Cco-citation = (B˜H)>B˜H. (A.2)
The co-citation network quantifies how often two technology
codes are cited together.
Since we are interested in the knowledge flows between tech-
nologies, the focus of this work is the technology citation net-
work which can be obtained as
Ctech-citation = B˜>HB˜. (A.3)
This projection yields a integer-valued citation matrix, but in-
flates the total number of citations in the technology-based net-
work if multiple technology classes are assigned to a patent.
To keep total number of citations constant (
∑
i j Hi j =∑
i j Ci j), we use the row normalized bipartite network in the
projection. Note that the summing across rows
∑
i B˜pi yields the
total number of CPC classes per patent p (the degree of p in the
bipartite network) and the normalized entry Bpi := B˜pi/
∑
i B˜pi
is the “share” of technology i in patent p. Given the row-
normalized bipartite network B, we obtain the technology ci-
tation matrix considered in the analysis by
C = B>HB. (A.4)
Fig. A.4 illustrates the network projection in a schematic toy
example.
Figure A.4: A toy example of the one-mode projection in Eq. (A.4). The left
network is a patent citation network H where a directed edge from i to j indi-
cates that patent i cites j. The network is hierarchical as older patents cannot
cite more recent patents. Below the network the corresponding adjacency ma-
trix is shown. In the middle is the row-normalized bipartite patent-classification
network B with some patents (blue) assigned to multiple technology classes
(red). The projection yields the weighted and directed technology citation net-
work C with self-loops shown on the right.
To obtain a temporal representation of knowledge flows, we
index the patent citation network by time, Ht, where the time
index refers to the citing patent. The time-indexed bipartite net-
work Bt includes all the patents which cite and have been cited
at time point t, as well as the corresponding technology classes.
The time dependent technology citation matrix Ct is obtained
by applying Eq. (A.4) to these matrices. The temporal network
Wt row-normalizes the technology citation matrix as shown in
the main text (Eq. 1). The ith row of Wt can be interpreted as
the technological reliance of technology i at time t as it contains
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all the links from patents in i to all other technology classes at
the particular time point. The structural stability of the network
is investigated further in the supplementary information.
Appendix B. Significance sampling
Technology citation networks are prone to be biased due to
impinging factors such as the number of patents in a class or
the age of patents. Size effects can drive the number of cita-
tions between technologies, because the expected number of
citations between two technological classes increases with the
number of patents in the classes. Another important source of
bias is the age of a patent. A new patent might have few forward
citations because other inventions simply did not have the time
to cite the patent. To eliminate the size and age biases, Alstott
et al. (2017) suggest an algorithm to sample random network
realizations conditional on domain sizes and patent ages. The
algorithm yields networks which preserve these impinging fac-
tors, but are random otherwise. The random realizations can
then be used to derive a z-score for each link in the network.
Links between technological domains which one would expect
by chance, will have small z-scores and can be removed.
The randomized controls are generated as follows. First,
identify all citations with a specific time lag which have been
made in a particular year. An example would be to take all the
citations made by patents in the year 2000 which cite patents
three years earlier. Then, second, reshuffle all the cited patents.
In the example, patents issued in 2000 would point randomly to
the set of patents issued three years earlier. Larger classes will
receive more citations on average. Note that the total number
of citations for a given time lag are preserved by this procedure.
By repeating the algorithm many times, an expected number of
citations between classes can be derived, as well as the stan-
dard deviation. The link expectations and standard deviations
are then used to compute the z-scores.
Sampling a large number of random networks for every year
between 1947 and 2017 is computationally costly. Therefore,
we analytically derive z-scores for every potential inter-domain
link as suggested by Alstott et al. (2017) who have shown that
the analytical derivation approximates the numerical random-
ization process very well. The randomization procedure can be
stated as drawing from a hypergeometric distribution. Recall
that a hypergeometric distribution is the probability of observ-
ing a certain number of successes in n draws, without replace-
ment, from a sample of size s containing k objects with the
success feature.
In our context, the hypergeometric distribution describes the
probability of observing a certain number of citations from
class i to class j at t with lag l. Let us denote the number of
citations between two classes at t and given lag l with Ci j,t(t−l).
The sample size s is then simply the total number of inter-
domain citations, st(t−l) =
∑
i, j Ci j,t(t−l)(1 − δi j). The number
of draws n corresponds to the number of citations made by a
given class i. Thus, ni,t−l =
∑
j,i Ci j,t(t−l). The number of suc-
cesses k is the number of citations received by j at t − l, i.e.
k j,t−l =
∑
i, j Ci j,t(t−l).
The expected number of patents from i to j at t for all possible
lags can then be found by
E[Ci j,t] =
t−1836∑
l=0
k j,t−l
st−l
ni,t−l, (B.1)
and, by assuming independent random variables, the standard
deviation is given by
σi j,t =
t−1836∑
l=0
ni,t−l
k j,t−l
st−l
(
1 − k j,t−l
st−l
)
st−l − ni,t−l
st−l − 1

1/2
. (B.2)
For each entry in the citation matrix we calculate z-scores based
on
zi j,t =
Ci j,t − E[Ci j,t]
σi j,t
. (B.3)
We eliminate all citations in the technology citation matrix Ct
with z-score smaller 2, roughly corresponding to the 97.5%
quantile of the standard normal distribution. As we show in
more detail in the supplementary information, the significance
sampling yields substantially sparser networks.
Appendix C. Estimation of network model
The econometric network model, Eq. (6), is estimated using
maximum likelihood since the OLS estimator is biased and in-
consistent due to the reasons outlined in Anselin (2013). The
model is related to spatial autoregressive (SAR) models for
panel data. But in contrast to most other spatial econometric
applications, our model uses a time-varying network term and
includes diagonal elements which complicate the estimation.
We restate the econometric model in matrix form which will
prove useful in the derivation of the estimators.
The model and its corresponding data generating process can
be written as
gt = Vta + βVtg˜t + t, t ∈ {1, 2, ...,T }, (C.1)
gt =
[
I − βWt]−1 a + [I − βWt]−1 t, (C.2)
t ∼ N(0, σ2I),
where the matrix Vt = Vt(β) ∈ RN×N is diagonal with elements
Vii,t := (1−βWii,t)−1. gt, a, g˜t and t are column vectors of length
N. The ith element of g˜t is defined as g˜i,t :=
∑N
j=1 Wi j,tg j,t(1−δi j).
The likelihood function is given by
LogL
(
(σ2, a, β)|{gt}
)
= (C.3)
− NT
2
ln(2piσ2) +
T∑
t=1
ln |I − βVtWt | − 12σ2
T∑
t=1
>t t.
To find the network specific parameter β, we first optimize the
log-likelihood function with respect to σ2 and ai. Following
the usual procedure in spatial autoregressive models, we then
numerically optimize the concentrated log-likelihood function
with respect to β (Ord, 1975; Elhorst, 2014; Wang and Yu,
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2015). Maximizing the log-likelihood function with respect to
σ2 and ai yields the following expressions:
σˆ2 =
∑
t 
>
t t
NT
,
aˆ =
∑
t
V2t
−1 ∑
t
Vtgt − β
∑
t
V2t
−1 ∑
t
V2t g˜t.
By plugging the found expressions into Eq. (C.3), we find
parameter β through the following optimization problem
argmax
β
constant +
T∑
t=1
ln |I − βVtWt | − NT2 ln
T∑
t=1
˜>t ˜t,
(C.4)
with ˜t := gt − Vt
(∑
t V2t
)−1 ∑
t Vtgt − βVt
(∑
t V2t
)−1 ∑
t V2t g˜t.
The (asymptotic) variance-covariance matrix is obtained as the
Fisher information matrix, i.e. by inverting the numerically
computed Hessian of the negative log-likelihood function.
Appendix D. Details on predictions
For both the ARIMA and the unconditional network model
forecasts we fine-tune the models in-sample to achieve good
out-of-sample forecasts of patenting levels. As frequently done
in statistical learning, we split the data set into three parts: a
training set (1948-1987), a validation set (1988-2002) and a test
set (2003-2017). We first calibrate the models to the training set
and use different specifications, as outlined below, to predict
patenting in every domain in the validation set. We then choose
the models which yield the lowest median absolute percentage
error in the validation set forecasts. We use median absolute
percentage errors over mean absolute percentage errors, since
the well-known downward bias of the mean absolute percent-
age error (Armstrong, 1985) tends to favor predictors which are
systematically underestimating. After choosing the best model
specifications, we re-estimate the models to the whole data set
up to 2002. Using these parametrizations of the “optimal” mod-
els, we then predict patenting activities for every single year and
technology from 2003 to 2017.
In case of the ARIMA predictions, a choice has to be made
regarding how many MA and AR terms to include in the pre-
dictions. Following the proposed principles, we first estimate
all possible ARIMA models with lags {(p, q)| p, q ∈ {0, ..., 5}}
for a given technology in the training set. Second, we use all
estimated configurations to predict patenting levels in the vali-
dation set. The model specification which reduces the median
absolute percentage error in the validation set is then chosen
to predict patenting activities in the test set. This procedure is
repeated for every single time series.
For the unconditional network model forecasts we fol-
low a similar approach to obtain the optimal order k′. To
see why we optimize the network model with respect to
k′, note that the data generating process in Eq. (C.2) for
given parameters implies E[gt] = (I − βWt)−1 a and V[gt] =
σ2
[
(I − βW>t )(I − βWt)
]−1, entailing an exploding variance for
β approaching one. Since our estimations suggest that β is ac-
tually close to one, forecast errors are expected to be large. To
alleviate this issue, we take advantage of the power series ex-
pansion, (I − βWt)−1 = ∑∞k=0 βkWkt , by defining the predictor as
gˆuncond.t = (
∑k′
k=0 βˆ
kWkt )aˆ. Increasing k
′ reduces the bias, versus
reducing k′ lowers the variance. To find the best choice of k′, we
first estimate the model based on the training set and use the de-
fined predictor to forecast patenting activities in the validation
set. We then choose k′ such that the median absolute percentage
error, across time and technologies, in the validation set is min-
imized. The selection procedure yields k′ = 3. As discussed
in the main text, we found different magnitudes of network de-
pendence for different growth rate lags. We therefore estimated
the network model for every growth rate lag (1-year, 2-years,
..., 15-years) separately.
This approach assumes that the optimal choice in the val-
idation set also corresponds to the best choice in the test set
which does not always have to be the case. The dependence
between variables can change over time, an aspect which is
not taken into account here. Alternative approaches could be
considered in future research. For the conditional forecasts, no
further model fine-tuning has to be done.
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