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Abstract
Physiological devices (PDs) like upright bicycles, steppers and treadmills act as Human Machine Interface (HMI) during reha-
bilitation. The main issue on how to utilize biosignals such as Electromyography (EMG), Electrocardiography (ECG) and Elec-
troencephalography (EEG) as an inputs for HMI to control the PDs. Biosignals are stochastic and complex as they inﬂuenced by
anatomical and physiological properties of muscles. To maximize the training time during exercise, the features of the biosignals
(e.g., fatigue, contraction or relaxation) should be extracted to maintain the system as a reliable working condition. For that purpose,
it is feasible to try out a probabilistic distribution as a feature to illustrate the pattern of muscle activation. Before the estimation
of parameter distribution is conducted, we need to verify the types of distribution that ﬁt the raw biosignals. In this study, EMG
and EEG signals will be considered to ﬁnd the most suitable distribution for the signals. The selected model is chosen based on
a minimum error produced by two Goodness-of-Fit (GOF) tests namely Kolmogorov-Smirnov statistic, D and Anderson Darling
statistic, A2. As a result, a Generalized Extreme Value (GEV) distribution is found the most appropriate distribution compared to
Generalized Pareto (GP) and Exponential (EXP) distributions for describing the EMG and EEG signals.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Recently, Human-Machine Interface (HMI) applications play a crucial role in biological signal driven intelligent
systems such as prosthetic control, assistive devices and robotics1. An advancement approach of HMI enables humans
to interact with/ or control the electromechanical systems. In developing HMI for biosignal processing, the decision
systems depend on biological characteristics of the human body. Meaningful information on how bioelectric signals
generated by the human body is applied to physiologically control the interface system for real-time applications. A
fusion of ECG and EMG had been proposed to initially achieve a biosignals multimodal fusion system for automated
monitoring the performance level of rehabilitaion exercise2. In order to give a better response for HMI, we need to
identify the feature of muscle activation as an input for the classiﬁer. However, the process to analyze the biosignals
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are very challenging since the signals are stochastic3. Mathematically, stochastic processes are deﬁned as a random
function of time4.
Feature extraction is the most crucial part in the analysis of biosignals. Nonetheless, the extraction of useful
knowledge from a huge amount of feature vectors are complex. Advancement of the systems is very appreciable
to distinguish the muscle activation. Basically, there are two ways to accomplish the features extracted from the
measured data that are descriptive statistics and probability density function. Desriptive statistics of data such as a
mean absolute value, skewness, kurtosis and variance are the features extracted to determine the stage of contraction
of hand motions5 and wrist muscles6. Despite that, these simple statistics are insuﬃcient in some systems as the other
statistical information such as distribution are more meaningful to characterize the system7.
Distribution can be speciﬁed by probability density function (PDF). PDF is a function that describes the relative
likelihood for the random variable as given value. For a given dataset, the estimation of underlying PDF for pattern
recognition and machine learning have been used for many years by statisticians and engineers. They used the density
estimators as a tool to draw inferences from physical, data in social and computer sciences8. Furthermore, PDF had
been applied extensively in image processing9, 10, 11 and climate extreme12,13,14. Biosignals can be categorized as
extreme events as there exist an abnormally low or high values of data15. Theoritically, the Extreme Value Theory
(EVT) is a robust technique to evaluate the tail behavior of distribution. Our motivation stems from the observation,
the tails of biosignal distributions are diﬃcult to estimate using descriptive statistics. Therefore, we demonstrate that
EVT can be implemented to modeling the biosignals.
This paper will compare the performance of GEV, GP and EXP distributions for the raw EMG and EEG signals.
The rest of the paper is organized as follows. In section 2, we discuss possible distribution techniques done by past
researchers. The next section outlines the detail of the distributions. Then, the result of GOF tests will be discussed
in section 4. Finally, we veriﬁed the appropriate distribution for modelling the biosignals.
2. Related work
According to Sang13, the extreme value analysis has been successfully used in ﬁnancial strategy of risk manage-
ment, structural damage control, environmental science and medical image processing. As mentioned in section 1,
EVT eﬃciently analysed the tail behaviour of distributions and accurately modelling the tails of probability distri-
bution16. Thus EVT is the ideal approach for modeling the biosignals. GEV and GP distributions are characterized
similarly as EVT with three parameters distribution. Meanwhile, the EXP distribution consists of two parameters of
probability distribution.
Literature on getting the best ﬁt distribution had been discussed extensively in climate applications. For modeling
the hourly rainfall intensity, GP distribution produce minimum value of Kolmogorov-Smirnov and Anderson Darling
tests compared to EXP, Beta and Gamma distribution17. Regarding Nazmi14, the GEV distribution was the best-ﬁt
distribution for extreme rainfall data based on GOF tests.
In medical image processing, the GEV distribution provides a good ﬁt for images from a large database of mi-
croscopy images with two visually of diﬀerent types of images9. Theoretically, GEV distribution is characterized by
their limiting and stability properties which gives them a role similar to that of the normal distributions. On top of
that, GEV showed a better performance sparse approximation and image denoising10. Meanwhile, a GP distribution
was used to ﬁt the tail curve of biometric systems16.
3. Approach
3.1. Data collection
The raw data of EMG and EEG signals were obtained from the UCI Machine Learning Repository18. For EMG
signal, the data collected at biceps femoris of 10 healthy subjects during marching. Meanwhile, the EEG signal
recorded from 10 alcoholic subjects with 10 runs per subject per paradigm. A sampling frequency of both signal
is 1000 Hz in 5 seconds. Then, all the data were segmented using the overlapping technique5 with a length of 200
samples (N) which is about 160 ms duration with a delay of one point to the next segment.
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3.2. Probability Distribution
The GEV distribution is a family of continous probability distributions. This distribution had been introduced by
Jenkinson19. GEV developed within the EVT to combine the Gumbel, Fre´chet and Weibull families. The GP and
EXP also a family of continous distribution. A GP distribution is the limit distribution excesses of the distribution, as
the threshold increases16. Threshold models are in a group of extreme value distributions that describe the behavior of
large observations which exceeds high thresholds. The PDF and parameter space of GEV, GP and EXP distributions
are shown in Table. 1.
Table 1. Probability distribution.
Distribution Probability density function Parameter space
GEV f (k, ε, α)(x) = 1α [1 + k(
x−ε
α )]
−1 −1k exp−[1 + k( 1α [1 + k( x−εα )]
−1
k )] −∞ < ε < ∞, α > 0,−∞ < k < ∞
GP f (k, ε, α)(x) = 1α [1 + k(
x−ε
α )]
−1 −1k x ≥ ε when k ≥ 0, ε ≤ x ≤ ε − αk when k < 0, α > 0
EXP f (x) = λ exp−λ(x−γ) λ > 0, γ ≥ x < ∞, x > 0
3.3. Goodness-of-Fit tests
The GOF tests measure the compatibility of a random sample with a theoritical PDF. The chosen distribution that
ﬁts the raw EMG and EEG signals is based on the minimum error produced by both tests. The traditional GOF
tests are Kolmogorov-Smirnov (K-S) and Anderson Darling (AD) tests. The K-S test is based on the largest vertical
diﬀerence between the theoritical and the empirical cumulative distribution function, Fn(xi) with a random sample
x1, .....xn. The Anderson Darling test will compare the ﬁt of an observed Fn(xi) to an expected Fn(xi). This test gives
more weight to the tails than the K-S test. The equation of both tests are shown in Table. 2.
Table 2. GOF tests.
Statistic test Equation
Kolmogorov-Smirnov D− = Fn(xi) − i−1n ,D+ = in − Fn(xi)
D = max(D−,D+)
Anderson Darling A2 = −n − 1n
∑n
i=1(2i − 1)[ln F(xi) + ln(1 − F(xn − i + 1)]
4. Result and discussion
An analysis for the ﬁtting distribution had be done using EasyFit software. This software supports almost 55
continous and discrete distributions. Figs. 1 and 2 show the compatibility of measured data of EMG and EEG signals
with theoritical PDF of GEV, GP and EXP distributions. The histogram plotted are based on the raw data of both
signals for one subject and the curve line presented the PDF of those three distributions.
Based on the graph, the descriptive statistics were calculated for both signals as shown in Tables. 3 and 4. As can
been seen, the value of μ for the sampled data, GEV, GP and EXP distributions are similar for EMG and EEG signal
that are -0.0006 and 0.0064 respectively. This implies the average value of sample data and the central tendency of
the random data characterized by the distribution. Meanwhile, the σ of the EMG signal for the sampled data, GEV,
GP and EXP distributions are 0.004907, 0.03575, 0.03494 and 0.28521 respectively. In other words, the dispersion
exit from the mean for GP distribution is similar with the sampled data. In contrast, the value σ of GEV distribution,
0.01113 are nearer to σ of sampled data, 0.001242 rather than GP and EXP distributions for EEG signal. Therefore,
the dispersion exit from the mean for GEV distribution is closely with the sample data.
The σ2 value of EMG signal for sample data, GEV, GP and EXP distributions are 0.00200, 0.00128, 0.00122 and
0.08135 respectively. For EEG signal, the σ2 for sample data is zero which indicate all the values are identical. The σ2
value of GEV, GP and EXP distributions are 0.00012, 0.00011 and 0.00338 respectively. A small variance indicates
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Fig. 1. Compatibility of sample data with theoritical PDF of GEV, GP and EXP distribution for EMG signal
Fig. 2. Compatibility of sample data with theoritical PDF of GEV, GP and EXP distribution for EEG signal
the data points tend to be very close to the mean and from each other. While a high variance denotes as the data points
are very spread out around the mean and each other. Therefore, the spread out of data points for GEV distribution
alike with sample data for EMG signal. A result divergence for EEG signal which the GP distribution more spread
out towards the mean compared to the GEV distribution.
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Table 3. Comparison of descriptive statistics for EMG signal.
Descriptive statistic Sample data GEV GP EXP
Mean, μ -0.0006 -0.0006 -0.0006 -0.0006
Standard deviation, σ 0.04907 0.03575 0.03494 0.28521
Variance, σ2 0.00200 0.00128 0.00122 0.08135
Table 4. Comparison of descriptive statistics for EEG signal.
Descriptive statistic Sample data GEV GP EXP
Mean, μ 0.0064 0.0064 0.0064 0.0064
Standard deviation, σ 0.01242 0.01113 0.01025 0.05810
Variance, σ2 0 0.00012 0.00011 0.00338
Fig. 3. Goodness-of-Fit tests for EMG signal
Fig. 4. Goodness-of-Fit tests for EEG signal
Even so, from general observation, we can conclude that the sample data are enclosed safely inside the conﬁdence
interval of GEV distribution for both biosignals. To prove this statement, we further investigate the GOF tests to
perform the error produced by all distributions. Figs. 3 and 4 summarize the GOF tests for 10 subjects of each signal.
The result shows all subject had extreme diﬀerent distribution for both signals. Obviously, the EXP distribution
shows the highest error for D with 0.14% and 0.46% for EMG and EEG signals respectively. Meanwhile, the GEV
distribution produced a lowest error for D with 0.15% for EMG signal and 13% for EEG signal. Similar to the
Anderson Darling test, the GEV distribution resulted 13% and 5% of A2 for EMG and EEG signals respectively
and the EXP distribution gained the maximum value of A2 that is 50% for EMG signal and 54% for EEG signal.
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Consequently, the evidence obtained from the descriptive statistics and GOF tests indicate that the GEV distribution
is the best model to describe the raw EMG and EEG signals.
5. Conclusion
In signal processing, features extracted from the signal had been done using descriptive statistic. The signiﬁance of
the features depend on the applications. In this research, an approach of using probabilistic distribution as a features to
delineate muscle activation of signals is suggested. As mentioned in section 2, EVT theoritically supported techniques
for problem with interest in eﬃciently modeling the tails of probability distribution. We further evaluate how ﬁt the
distribution to represent the EMG and EEG signal. Devoted to our idea, the GEV, GP and EXP distributions can ﬁt
both raw biosignals. After the distributions are ﬁtted, we need to determine how well the selected distributions ﬁt
the sample data. Therefore, analysis of the data were conducted using EasyFit software. As a result, the descriptive
statistics of GEV and GP disributions were approximately similar with the sample data. By employed GOF tests,
the GEV distribution produced the smallest percentage error compared to the GP disribution for 10 subjects of each
signal. As a conclusion, GEV distribution is the most suitable distribution to represent EMG and EEG signals.
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