Abstract. The existence of a strong spectral gap for lattices in semi-simple Lie groups is crucial in many applications. In particular, for arithmetic lattices, it is useful to have bounds for the strong spectral gap that are uniform in the family of congruence covers. When the lattice is itself a congruence group, there are uniform and very good bounds for the spectral gap coming from the known bounds toward the Ramanujan-Selberg conjectures. In this note, we establish a uniform bound for the strong spectral gap for congruence covers of an irreducible co-compact lattice Γ in PSL(2, R) d with d ≥ 2, which is the simplest and most basic case where the congruence subgroup property is not known.
introduction Let G = PSL(2, R), and let Γ ⊂ G d denote an arithmetic irreducible co-compact lattice. Note that if d ≥ 2, then the arithmeticity of Γ already follows from Margulis's arithmeticity theorem [Ma] . By the classification of arithmetic lattices (see [Weil] ), it follows that any such arithmetic lattice is commensurable to some conjugate of a lattice derived from a quaternion algebra defined over some number field. The space Γ\G d has a family of congruence covers Γ(a)\G d where a denotes an integral ideal in the corresponding field. In particular, if Γ is commensurable to g −1 ∆g, we define Γ(a) = Γ ∩ g −1 ∆(a)g, where ∆(a) denotes the principal congruence group of level a. The main result of this paper is a bound for the strong spectral gap that is uniform in the family of congruence covers Γ(a)\G d . We refer to [KeSa] for a detailed discussion on the strong spectral gap property; we briefly review the basic definitions and notations. Given an irreducible unitary representation π of G d on a Hilbert space H, we denote by p(π) the infimum over all p ≥ 2 such that the matrix coefficients π(g)v, v are in L p (G) for a dense set of vectors v ∈ H. The right regular representation of G d on the space L 2 (Γ\G d ) decomposes as a direct sum of irreducible representations
and we define p(Γ) = sup{p(π k )|π k non-trivial}. As described in [KeSa] , p(Γ) is finite for any irreducible Γ in G d , that is, Γ has a strong spectral gap. By a bound for the strong spectral gap we mean a bound for p(Γ).
When Γ is a congruence group (i.e., Γ ⊇ ∆(a) for some a), Selberg's eigenvalue conjecture implies that p(Γ) = 2, and the known bounds toward the RamanujanSelberg conjecture (see [BlBr, KiSa] ) coupled with the Jacquet-Langlands correspondence [JaL] yield that p(Γ) ≤ 64 25 for all congruence groups. When d = 1, there are arithmetic lattices which are not congruence groups. In fact, one can construct lattices with p(Γ) arbitrarily large (cf. [Se1] ). However, for a family of congruence covers Γ(a) with Γ ⊂ G a fixed arithmetic lattice, Sarnak and Xue [SaXu] showed that there is a uniform spectral gap 1 . In [Ga] , Gamburd used similar ideas to obtain a uniform spectral gap for congruence covers of infinite index subgroups of SL(2, Z). Such uniform bounds for congruence covers are important in applications as they represent a good substitute for the Selberg-Ramanujan Conjecture when the latter is not available (cf. [BGS1, BGS3, Ko] ).
For d ≥ 2, Serre conjectures that any irreducible lattice Γ in G d is a congruence one, the case of Γ co-compact being the most elementary and fundamental case for which the congruence subgroup problem is open (see [LuSe, Chapter 7] ). If true, this implies that p(Γ) ≤ 64 25 uniformly for all irreducible lattices in G d . Unconditionally, in joint work with Sarnak [KeSa] , we showed that for any fixed Γ ⊂ G d and α > 0 there are at most finitely many π's occurring in L 2 (Γ\G d ) with p(π) > 6 + α. The bound we have for the number of exceptional π's depends on α and vol(Γ\G) and it goes to infinity when α → 0 or when vol(Γ\G) → ∞. In particular, because of the dependence on the volume this result by itself does not give a uniform bound for congruence covers. However, following the suggestion in [KeSa] , we combine this with the analysis of [SaXu] to obtain such a uniform bound. For a congruence cover of level a, we say that π is a new representation occurring in L 2 (Γ(a)\G d ) if it does not occur in L 2 (Γ(b)\G d ) for any divisor b|a. By strong approximation (see [Weis] ), there is an ideal d = d(Γ), we call the discriminant of Γ, such that Γ(a)\Γ ∼ = PSL(2, O L /a) for all a prime to d. Our main result is then Theorem 1. For any δ > 0, there is a constant N 0 = N 0 (Γ, δ) such that for all ideals a prime to d with norm N (a) > N 0 , there are no new representations occurring in L 2 (Γ(a)\G d ) with p(π) > 7 + √ 17 + δ.
Since there are only finitely many ideals with bounded norm we get a bound for the strong spectral gap that is uniform for all congruence covers of Γ, that is,
Before we go over the strategy of the proof, let us describe the analysis of [SaXu] in more detail. A crucial ingredient is the following lower bound for the multiplicities of new representations occurring in L 2 (Γ(a)\G): For any new representation π and ideal a prime to d, we have
where N (a) = #O L /a. The bound follows from the action of the covering group Γ(a)\Γ on this space and, in particular, from a lower bound on the dimension of irreducible faithful representations of this group. Another ingredient is the following upper bound for the multiplicities of nontempered representations in L 2 (Γ(a)\G): Denote by V (a) = [Γ : Γ(a)] the degree of the cover. By a clever application of the trace formula and a counting argument for lattice points in Γ(a), they showed that the multiplicity of any fixed non-tempered representation satisfies
+ǫ .
Combining (0.1) and (0.2) and noting that V (a) ≍ N (a) 3 , we see that if p(π) > 6 and N (a) is sufficiently large, then π cannot occur as a new representation in L 2 (Γ(a)\G). We now return to the case where d ≥ 2. The multiplicity lower bound (0.1) for new representations follows from exactly the same arguments as in the case of d = 1 (see Appendix A). Also, by essentially the same argument as in [SaXu] , it is not to hard to show that for a fixed π, as V (a) → ∞, the multiplicity upper bound (0.2) also holds. We thus get that if p(π) > 6 and N (a) is sufficiently large, then π will not occur as a new representation. However, in contrary to the case of d = 1, in this case the implied constant in (0.2), and hence the size of N (a) we require, may depend on the representation π. Consequently, this argument by itself does not ensure a uniform strong spectral gap for all lattices Γ(a).
To make this dependence more precise, we consider the following parameter attached to irreducible representations of
where λ(π j ) denotes the eigenvalue for the action of the Casimir operator of G on π j . With this parameter, we can make the dependence explicit, as follows:
As mentioned above, this result by itself does not imply a uniform spectral gap. However, combining this with the lower bound (0.1), we get a lower bound on T (π) for a new representation π occurring in L 2 (Γ(a)\G):
Corollary 2. For α > 0 and an ideal a prime to d,
Hence, if we obtain a sufficiently good upper bound for T (π) for these representations, we could get a uniform spectral gap. Such an upper bound can indeed be obtained by refining the analysis in [KeSa] . Specifically, following the arguments in the proof of [KeSa, Theorem 4] adapted to congruence covers, we give an alternative upper bound for the multiplicities. 
Combining this upper bound (with a suitable choice of the parameter c) and the lower bound (0.1), we obtain an upper bound for T (π). Specifically, we have Corollary 3. For α > 0 and an ideal a prime to d,
When p(π) is sufficiently large, this upper bound is already smaller than the lower bound given in Corollary 2, and combining these two bounds gives Theorem 1. Indeed, we have Proof of Theorem 1. Let π denote a new representation occurring in L 2 (Γ(a)\G d ) with p(π) > 7 + √ 17 + δ. Then, combining Corollaries 2 and 3, we get
For this choice of α, we have that
3α(8+α) = c(δ) > 0 and choosing ǫ 0 = c(δ)/2 sufficiently small, we get that V (a), and hence, N (a) is bounded.
Remark 0.1. We note that this result is not as good as what was suggested in [KeSa] . Even though each of the arguments in [SaXu] and [KeSa] separately only break down when p(π) = 6, when combining them we have to assume that p(π) is larger than 7 + √ 17 ≈ 11.12, in order to make the two bounds on T (π) overlap.
Remark 0.2. The condition that a is prime to d may be replaced with the weaker condition that there is a decomposition a = a 0 a 1 with N (a 0 ) uniformly bounded and a 1 prime to d . In particular, if we restrict to square-free ideals the condition of being prime to d can be dropped. Remark 0.4. An alternative way to define the congruence covers is to first restrict scalars to GL n (Z) and then take elements congruent to I modulo N (for N ∈ N). In our setting, this corresponds to congruence covers Γ(a) with a = N O L a principal rational ideal. Since we allow more general ideals, we get, in particular, a uniform spectral gap for these congruence covers.
Some notation. We write X ≪ Y or X = O(Y ) to indicate that X ≤ CY for some constant C. If we wish to emphasize that the constant depends on some parameters we indicate it by subscripts, for example X ≪ ǫ Y . We will write X ≍ Y to indicate that X ≪ Y ≪ X. We note that all the implied constants may depend on the lattice Γ that we think of as fixed.
Throughout this note we denote by G = PSL(2, R) andĜ its unitary dual, which we parameterize by (0, 
An irreducible unitary representation of
We denote by P, A, K ⊂ G the subgroups of upper triangular matrices, diagonal matrices, and orthogonal matrices respectively. For t ∈ R and θ ∈ [0, 2π] let a t = e t/2
∈ P . The decomposition G = P K gives us the coordinate system g(z, θ) = p z k θ . The Haar measure in these coordinates is given by dg(z, k) = dzdk where dz = dxdy y 2 and dk = dθ 2π . We also have the decomposition G = KA + K, and in the corresponding coordinates, the Haar measure is given by
, where d(·, ·) denotes the hyperbolic distance on H. We thus have that H(ka t k ′ ) = t and a simple calculation shows that g 2 = 2 cosh(H(g)) for any g ∈ G. The triangle inequality for the hyperbolic distance implies that for any g, γ ∈ G,
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Counting Lattice Points
In this section we give some bounds for the number of lattice points in certain regions in Γ(a). As we are interested in upper bounds, it is sufficient to consider only the principal congruence groups ∆(a). We briefly go over the construction of these groups.
1.1. Lattices derived from quaternion algebras. Let L be a totally real number field of degree [L : Q] = n ≥ d; denote by O L its ring of integers and let
is the 4 dimensional algebra over L generated by 1, I, J, and K with relations
, the embedding ι j induces an embedding (that we still denote by ι j ) of A into Mat(2, R) (respectively Mat(2, C)) sending α = a + bI + cJ + dK to
For each α = a + bI + cJ + dK ∈ A the relative norm and trace of α are defined as
Under the above imbedding ι j (n A (α)) = det(ι j (α)) and ι j (tr A (α)) = tr(ι j (α)). In particular, the group of norm one elements,
and
Projecting this lattice modulo ±I gives a lattice ∆ ⊂ G d that we call the lattice derived from the quaternion algebra A.
For any ideal a ∈ O L , the group
is a subgroup of finite index in R 1 , and the principal congruence group ∆(a) is defined as the image of R 1 (a) under the projection to G d .
Counting functions.
The multiplicity bound (0.2) for non-tempered representations occurring in L 2 (Γ(a)\G) was obtained in [SaXu] from an estimate of the counting function
j ≤ C}, where we denote by α j = ι j (α) . When d = 1, the condition that α j is uniformly bounded for j > 1 is automatic. When d > 2, this is obviously not the case, but since we impose this condition in the counting function, then [SaXu, Lemma 3 .2] still gives the same bound, which is
N (a) 2 . In order to get good bounds for non-spherical representations we will require a more general counting function. We decompose {2, . . . , d} = J 1 ∪ J 2 ∪ J 3 into three disjoint subsets. For k ∈ R J1 with k j ≥ 1 and η ∈ R J2 with 0 < η j ≤ 2 we define the counting function
Before estimating this counting function we prove a couple of lemmas counting points in O L . Lemma 1.1. Let B ⊂ R n denote a box parallel to the axes and let
Proof. Without loss of generality we may assume that vol(B) < N (a) and show that there is at most one such point. Assume that both ι(t 1 ), ι(t 2 ) ∈ B and t 1 ≡ t 2 (mod a). Since both ι(t 1 ), ι(t 2 ) ∈ B, then
On the other hand, since
Proof. This is essentially [SaXu, Lemma 3.2] ; however, since we do not assume uniform bounds on ι j (a), ι j (b) we will include the proof. Let F = L(i) be a quadratic imaginary extension. We can write a 2 + b 2 = (a + bi)(a − bi) and hence any solution to a 2 + b 2 = t gives rise to an ideal factorization (t) = aā with a the ideal generated by a + bi in O F andā its conjugate. The number of all ideal factorization (t) = ab
. It remains to show that for a given decomposition (t) = aā the number of points a, b ∈ O L with a 2 + b 2 = t and (a + bi) = a is uniformly bounded. Indeed, ifã,b is another such pair, then a + bi = u(ã +bi) with u some unit in O K . Moreover, since a 2 + b 2 =ã 2 +b 2 then the unit u satisfies that uū = 1, and there are only finitely such units in F .
and in the special case where J 1 = ∅ and J 2 = ∅ we get a slightly better bound
Since a − 1 ∈ a then a + 1 ∈ a and hence a − 1 ∈ a 2 (we assume without loss of generality that 2 ∈ a as replacing a by a (2,a) will just change the implied constant). We can thus bound our counting function by the sum
By Lemma 1.2, the inner sum is bounded by O ǫ ((x|k|) ǫ ), and by Lemma 1.1, the number of elements in the middle sum is bounded by 1 + O(
). We can bound the number of elements in the outer sum by O( √ x|η| N (a 2 ) ) (to do this, first add a = 1 to the sum and get a bound of 1 + O( √ x|η| N (a 2 ) ) and then subtract one because we are not summing over a = 1). Combining these bounds we get
Now, assume that J 2 = ∅. If α = a + bI + cJ + dK ∈ R 1 (a) satisfies the above condition, then we must have that c = 0. Indeed, if c = 0, then for j ∈ J 2 , we have 1 = ι j (a 2 − pb 2 + pqd 2 ) ≤ ι j (a) 2 in contradiction to the constraint |ι j (a)| < 1. Hence, in this case in the middle sum we are not summing over c = 0. If in addition J 1 = ∅, then the middle sum is over 0 = c ∈ a such that (ι 1 (c),
N (a) ) + 1 and since we are not summing over c = 0 we get the bound O(
The Selberg Trace Formula
The upper bound in Theorem 2 is obtained via an application of the Selberg trace formula. We refer to [Ef, , [He, Chapter 3] and [Se2] for the full derivation of the trace formula in this setting. For the readers convenience we recall here some basic facts and notations.
2.1. Spherical transform. For m ∈ Z, let χ m be the character of K given by χ m (k θ ) = e imθ . We denote by F m ⊂ C ∞ (G) the space of functions satisfying
The spherical transform on F m is defined by the integral
(when it converges), where φ m,s ∈ F m denoted the unique eigenfunction of the Casimir operator with eigenvalue s(1 − s) satisfying φ m,s (1) = 1. If f ∈ F m is supported on B δ , then h(r) = Sf (r) is an even holomorphic function of uniform exponential type δ, and the spherical transform gives a bijection between the space of compactly supported functions in F m and the space PW(C) of even holomorphic functions of uniform exponential type. For f 1 , f 2 ∈ F m their convolution f 1 * f 2 ∈ F m is given by
Under convolution the spherical transform satisfies S(f 1 * f 2 )(r) = Sf 1 (r)Sf 2 (r).
Denote byf (g) = f (g −1 ), then S(f )(r) = Sf (r); in particular, for any f ∈ F m , we have that S(f * f )(r) = |Sf (r)| 2 is positive on R ∪ iR.
For |m| > 1, let Φ m = φ m,|m| denote the spherical function of weight m and eigenvalue |m|(1 − |m|). This function is given by the formula
. By orthogonality relations, its spherical transform SΦ m (r) = 0 unless r = ±i(|m| − 1 2 ) in which case it equals
Note that when |m| > 1, this function decays sufficiently fast so that the spherical transform absolutely converges.
Trace formula. Fix a weight
where Ω j denotes the Casimir operator of G acting on the j'th factor. For j = 1, . . . , d let F j ∈ F mj with h j = SF j its spherical transform and let
yields the trace formula
where the sum is over the set of all eigenvalues
2.3. Specialization. To a representation π = π 1 ⊗· · ·⊗π d we attach the eigenvalue λ = λ(π) ∈ R d , such that the Casimir operator of G acts on π j via multiplication by λ j , specifically,
. Since in any irreducible representation π j there is a unique (up to scaling) vector of K-typem j , we have that
In order to estimate m(π, Γ) when π is non-spherical in some factors we can use the trace formula, making sure that them j are sufficiently large. However, this is rather wasteful and so we specialize our test functions to pick up specifically non-spherical representations of a prescribed type.
Assume 
For the nontrivial conjugacy classes
where for j ≤ d 0 (2.5)
In particular, the only contribution to the trace formula comes from lattice points γ ∈ Γ satisfying that |tr(γ j )| < 2 for j > d 0 .
Remark 2.1. There is an alternative way to obtain this formula which is applicable also when some |m j | = 1. We note that if all |m j | = 1, there is an additional term of (−1) d−d0 h(i/2) entering on the spectral side (see [Ke, Se2] ).
Proof of Theorem 2
In this section, we obtain non-trivial upper bounds on the multiplicities of nontempered representations occurring in L 2 (Γ(a)\G d ), thus proving Theorem 2. For the sake of simplicity we write down the complete details in the case d = 2. In this case there are two possibilities: either π is spherical π = π s1 ⊗ π s2 with s 1 = 1 p(π) ∈ (0, 1 2 ) and s 2 ∈ 1 2 + iR + , or it is non-spherical π = π s1 ⊗ D m for some m ∈ Z. We will prove the theorem in each case separately.
3.1. Some estimates. Before we proceed with the proof we collect some estimates that we will need.
Lemma 3.1. Let f ∈ F 0 be supported on the ball B R and satisfy |f (g)| ≤ 1 there. Then f * f is supported on B 2R and satisfies |f * f (g)| ≪ e R−H(g)/2 .
Proof. Using the
From the equality 2 cosh(H(g)) = tr(g t g) we get that
The inner integral is hence bounded by
We thus get that for 0 ≤ t ≤ R,
Lemma 3.2. For any m ∈ Z let Φ m = φ m,|m| denote the m-spherical function with eigenvalue |m|(1 − |m|). Let Ω ⊂ G denote a compact set, then for any γ ∈ G with |tr(γ)
Proof. Let τ ∈ G such that γ = τ −1 k θ τ . Fix a small parameter η and separate Ω = Ω η ∪ Ω c η where
For g ∈ Ω c η , we can write g = τ ka t k ′ with t > η, and hence,
and the condition
we get that on Ω c η ,
The main contribution then comes from Ω η and is bounded by
3.2. Proof for spherical case. Let π = π s1 ⊗ π s2 with
Let f 1 , f 2 ∈ F 0 be supported on B R and B 1/2 respectively, with 0 ≤ f j (g) ≤ 1 and f 1 (g) = 1 on B R−1 and let h j = SF j denote their spherical transforms. Let F 1 (g) = f 1 * f 1 and F 2 (g) = f 2 * f 2 so that their spherical transforms SF j = |h j | 2 are positive on R ∪ iR. Following the same arguments of [SaXu] , we can use the trace formula with the test function F (g) = F 1 (g 1 )F 2 (g 2 ) together with the counting estimate (1.4) to get the multiplicity bound. However, due to the fast decay of the spherical transform h 2 (r) as r → ∞ using such a test function directly will produce a very poor dependence on the parameter |t| ≍ T (π).
In order to get a better dependence we consider the trace formula with a shifted test function. Further assume that h 2 itself is positive and normalized so that h 2 (0) = 1. We consider the shifted test function h 2,t (r) = h2(r+t)+h2(r−t) 2
. In the following lemma we control how the trace formula changes when we replace |h 2 | 2 with |h 2,t | 2 :
Lemma 3.3. Let f 1 , f 2 , F 1 , F 2 ∈ F 0 as above with h j = Sf j their spherical transforms. Let h 2,t (r) = h2(r+t)+h2(r−t) 2 and h t (r) = h 1 (r 1 )h 2,t (r 2 ). Then
Proof. Let f 2,t = S −1 h 2,t denote the inverse spherical transform of the shifted function and let F 2,t = f 2,t * f 2,t . The trace formula for the shifted function then reads
Using (2.4), we can bound
Next, note that the Fourier transformĥ 2,t satisfies
where the positivity ofĥ 2 (u) follows from the positivity of f 2 and (2.5). Consequently, we also have that the Fourier transform of |h 2,t | 2 (which is the convolution ofĥ 2,t with itself) is bounded by the Fourier transform of |h 2 | 2 . Hence, from the explicit formulas (2.5) for the period integrals, we see that in both the hyperbolic and elliptic cases,
We thus get that
Unfolding the sum over the conjugacy classes back to a sum over the lattice elements concludes the proof.
Remark 3.1. We remark that the function F (g) above is positive so that the absolute value on the right hand side is redundant. However, when d > 2, we will use this lemma when in some factors the functions are not assumed to be positive. We take the absolute value in order to make the statement (and the proof) applicable to that setting as well.
We now proceed with the proof of Theorem 2. With F 1 , F 2 , h 1 , h 2 , h 2,t as above, from the trace formula and the positivity of |h 1 | 2 , |h 2,t | 2 , and the observation that |h 2,t (t)| ≥ 1 2 we have
By Lemma 3.1, we can bound F 1 (1) ≪ e R . The sum over the nontrivial elements now has no dependence on t, and we can proceed as in [SaXu] to get (3.1)
Indeed, by Lemma 3.1, we can bound
. Summing over all lattice points, we get
withÑ (t; a) = N (e t ; a), and the boundÑ (t; a) ≪ ǫ e t(1+ǫ)
V (a) 2/3 gives (3.1). We thus have
+1)R . This follows from (2.1) together with the positivity and rate of decay of the spherical function φ 0,s (a t ) ≍ s e −st (see also [Iw, 12.8 ] for a precise formula). Hence, dividing by |h 1 (iτ )| 2 we get
and setting . It is possible to proceed as in the spherical case with test function F (g) = F 1 (g)F 2 (g) with F 1 as before and F 2 = f 2 * f 2 with f 2 ∈ F m supported on B 1/2 . However, as mentioned above this approach is rather wasteful and does not give a very good dependence on |m| ≍ T (π). Indeed, when |m| > 1 the spherical transform of such a function satisfies Sf 2 (i(|m| − 1 2 )) ≪ 1 |m|−1 and hence following this approach will give a result of the form m(π, Γ(a)) ≪ T (π) 2 V (a) 2 p(π) +ǫ . In order to get a better dependence, when |m| > 1 we use the test function F 2 = 2|m|−1 4π Φ m with Φ m the m-spherical function with eigenvalue |m|(1 − |m|) which picks out precisely the representations with D m in the second factor. From the trace formula with F (g) = F 1 (g)F 2 (g) with F 1 as before and
where ′ indicates that we are summing over lattice points satisfying that |tr(γ 2 )| < 2 and δ is chosen so that B 2 δ/2 contains a fundamental domain for Γ\G 2 . For any g j ∈ B δ/2 and any γ ∈ Γ(a) by (0.4) we have that
We can thus bound
and by Lemma 3.2
where the sum ′′ is over lattice points satisfying that 2 − 1 √ m ≤ |tr(γ 2 )| < 2 and the sum ′ is over lattice points with |tr(γ 2 )| < 2. We now bound each of these sums separately.
For the first sum, letÑ (t; η, a) = N (e t ; η, a) be the counting function defined in (1.4) with J 1 = J 3 = ∅ and J 2 = {2}. As before after integrating by parts and inserting the boundÑ (t;
For the second sum the same argument gives
We are left with the third sum over lattice points with H(γ 2 ) > δ. Recall that e H(γ2) ≍ γ 2 2 to get
e −H(γ1)/2 . Now for each k from Proposition 1.3 with J 1 = {2} and J 2 = J 3 = ∅,
Hence, summing over all k and replacing
Inserting the bounds from (3.3),(3.4),(3.5) to (3.2) we get
This gives us the bound
dividing by |h 1 (iτ )| 2 ≍ e (2τ +1)R and taking R = log(V (a)) + 1 2 log(m) we get
3.4. Proof for d > 2. The proof for d > 2 follows from the same arguments as above. We briefly go over the modifications needed in this case. Let π denote an irreducible representation of
and h(r) = j h j (r j ). If |m j | = 1 for some j we take F j = f 3 * f 3 with f 3 ∈ F 1 supported on B 1/2 (instead of the spherical function Φ mj ). Then by (the same proof of) Lemma 3.3,
where the notation ′ indicates that we are summing only over lattice points satisfying |tr(γ j )| < 2 whenever |m j | > 1. For the sum over the lattice points, the same arguments as in the proof of the non-spherical case (and some elementary combinatorics) gives
with |m| = j>d0 |m j | and the result follows as before.
Remark 3.2. For d = 2, there is an alternative (and very simple) proof for the multiplicity bound m(π, Γ) ≪ T (π)vol(Γ\G 2 ) 2 p(π) for all lattices, and not just congruence covers. However, since this proof does not generalize for d > 2 we leave it as Appendix B.
Proof of Theorem 3
In this section, we prove Theorem 3 using an adaptation of the arguments in [KeSa] for the congruence cover Γ(a). We then use this to deduce Corollary 3 giving an upper bound on the parameter T (π) of new representations.
4.1. Proof of Theorem 3. For simplicity we write the proof for d = 2 (see [KeSa, Section 3.3] for the changes needed for d > 2). By (the proof of) [KeSa, Proposition 3 .1] we get that for any c > 0 and T ≤ T (π) ≤ 2T (in particular, for T = T (π))
. where the summation is over elements t = (t 1 , t 2 ) ∈ tr(Γ(a)) and
Since (a conjugate of) Γ(1) is of finite index in a lattice ∆ derived from a quaternion algebra we have that F Γ (t) ≪ F ∆ (t) and by [KeSa, Proposition 3.3] for such lattices we have F ∆ (t) ≪ |(t m(π, Γ(a))T
1 .
Finally we recall that for any t = (t 1 , t 2 ) ∈ tr(Γ(a)) there is α ∈ ∆(a) with t j = ι j (tr(α)) for j = 1, 2 and |ι j (tr(α))| < 2 for j > 2. As in the proof of Proposition 1.3 we have that any α ∈ ∆(a) satisfies tr(α) ≡ 2 (mod a 2 ) and hence by Lemma 1.1
(note that we are not summing over (t 1 , t 2 ) = (2, 2)). Plugging this back in (4.2) and recalling that V (a) ≍ N (a) 3 we get
4.2. Proof of Corollary 3. Assume that a is prime to d and that π is a new representation occurring in L 2 (Γ(a)\G d ) with p(π) > 6 + α. We combine the upper bound for m(π, Γ(a)) given in Theorem 3 with the multiplicity lower bound (0.1) and show that it now gives an upper bound for T (π). Let δ, ǫ > 0 such that α 2 > δ > ǫ and apply Theorem 3 with c = 6 + α − 2δ − 2ǫ to get
1/3−ǫ . Combining this with the above inequality we get that there is some constant
Fixing ǫ 0 = ǫ 0 (α, δ) sufficiently small we get that T (π) δ α+6 ≤ 2C(ǫ 0 (α, δ)), and hence, T (π) is uniformly bounded. We thus get that in any case
The proof of the bound (0.1) for the multiplicities of new representations in
follows from the arguments in the proof of [SaXu, Theorem 3.2] when p is a prime ideal, and there is a natural generalization of these arguments for a composite ideal a. This was done in [BGS1, BGS2] for square-free ideals and in [BG] for prime powers. For the sake of completeness we will include a short proof below.
For a fixed lattice Γ ⊆ G d , by the Strong Approximation Theorem (see [Weis] ), there is a square free ideal d, we call the discriminant of Γ, such that if a is prime
1−ǫ where a 1 is the maximal ideal satisfying that a 1 |a and (d, a 1 ) = 1.
Proof. Given a representation
, where the λ j 's are the eigenvalues of the Casimir operator on the π j 's, and let m ∈ Z d such that π j = D mj when m j = 0 and π j is spherical when m j = 0. We thus have that m(π, Γ(a)) = dim V λ (Γ(a), m).
. This action commutes with the Casimir operator (in each coordinate) and hence defines an action on the eigenspace V λ (Γ(a), m) . We can decompose
into invariant subspaces of this action where on each V ρ the action corresponds to an irreducible representation ρ of Γ(a)\Γ. Notice that if a representation ρ of Γ(a)\Γ factors through Γ(b)\Γ for some b|a (that is ρ(γ) = 1 for all γ ∈ Γ(b)), then the space V ρ ⊂ V λ (Γ(b), m). Since we assumed that π is a new representation then V λ (Γ(b), m) = {0} for all b|a and hence all representation appearing in (A.1) do not factor through such quotients. Let a = a 0 a 1 with a 1 the maximal divisor prime to d, then
where G Since there is at least one irreducible component, we have m(π, Γ(a)) ≫ ǫ N (a 1 ) 1−ǫ .
Appendix B. Non-spherical representations for d = 2
When d = 2, we give an alternative proof of the multiplicity bound for the nonspherical case. The bound we prove here is not as good as Theorem 2 in terms of the dependence on T (π). However, it has the interesting feature that it holds for all lattices and not just congruence covers. To simplify the argument we assume that Γ is torsion-free. We remark that we can always find a finite index torsion free subgroup so we do not lose any generality.
Proposition B.1. Let Γ ⊆ G 2 denote an irreducible torsion-free co-compact lattice and π a non-spherical non-tempered representation of G 2 . Then
The proof of this result does not depend on lattice counting arguments but rather on the following positivity argument coming from the structure of the trace formula in this case: where the notation ′ indicates that we are summing over conjugacy classes of elements satisfying |tr(γ 2 )| < 2.
In particular, when m = 1 from the positivity ofĥ we get Remark B.1. This proof is possible due to the minus sign of h(i/2) in the trace formula. This is a special feature of d = 2 (or in general when there is an odd number of non-spherical representation in the product). Consequently, this proof does not seem to generalize for d > 2.
