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We introduce a new class of binary matroids called almost regular. Any such 
matroid is not regular, but for any element, at least one of the two minors produced 
by deletion and contraction of that element must be regular. Furthermore, certain 
labels are assigned to the elements, and these labels must obey several conditions. 
In this part we prove that the entire class of almost regular matroids is producible 
from just two matroids by repeated application of elementary operations, each of 
which is a series expansion, or a parallel addition, or a substitution of a triangle by 
a triad, or a substitution of a triad by a triangle. In Part VII it will be shown that 
this result leads to new and surprisingly simple constructions for several matrix 
classes, in particular for the class of minimal violation matrices of total 
unimodularity. Up to now, no complete construction other than enumeration has 
been known for any of these classes. !c j  1992 Academic Press, Inc. 
This part and the next, Part VII, deal with certain matroid and matrix 
constructions. It seemed best that we defer to Part VII a detailed discussion 
motivating our overall approach, and that here we simply define the 
matroid setting and prove relevant results. The reader mainly interested in 
matrix constructions may want to read the remainder of these introductory 
remarks plus the main matroid result in Section 21 and then skip ahead 
to Part VII to see how that result is put to use. Let us remark here only 
that the two parts provide new and surprisingly simple constructions for 
several matrix classes, in particular for the class of minimal violation 
matrices of total unimodularity. Up to now, no complete construction 
other than enumeration has been known for any of these classes. 
The matroid setting of this part is easily described. We deal with binary 
matroids only, in particular, with the well-known regular matroids, which 
are the binary matroids representable over GF(3), and with almost regular 
matroids defined as follows. Any matroid M of the latter kind is nonregular. 
* This research was supported in part by the National Science Foundation under Grant 
DMS-8602993. 
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Each element of M is labelled con or del, and M/z is regular if z is 
labelled con, while M\z is regular if z is labelled del. The matroid A4 
must have an element with a con label, and another element with a de1 
label. Furthermore, each circuit (cocircuit) of M must have an even num- 
ber of elements labelled con (del). The latter condition on circuits and 
cocircuits is the parity condition of the labels. The reader is probably 
curious why we attach labels to the elements of M, and why we specify 
such strange conditions. We will not satisfy that curiosity here since a 
motivating discussion would lead too far into the material of Part VII. 
However, we should mention that con is a mnemonic for the fact that 
contraction provides a regular minor, while de1 signals the same conclusion 
under deletion. 
The main result of this part is a most elementary construction of the 
entire class of almost regular matroids. Details of that construction are 
given in the next section. The proof of validity is provided in the live 
subsequent sections of this part. 
Consistent with the notation of the earlier parts [6], we employ a 
continuous numbering of the sections, theorems, etc., and also use 
Roman numerals if a section, theorem, etc., occurs in an earlier part. For 
example, “Section 1.3” refers to Section 3 of Part I, and “Theorem 1.3.3” to 
Theorem 3.3 of that part. The first section of this part is numbered 21. 
We make much use of the definitions of Sections I.1 and of the results of 
Section 1.3, so before going on the reader may want to quickly review that 
material. Throughout F, denotes the Fano matroid. If G is an undirected 
graph, then M(G) is the graphic matroid of G. Frequently used graphs 
will be K3,3, Kg, and W,, k 2 3, all defined in Section 1.1. If g and h are 
two column vectors, then [g/h] denotes the column vector created by 
appending h to g. 
21. A CONSTRUCTION OF THE ALMOST REGULAR MATROIDS 
Let M be a binary matroid. As described in Section 1.1, M is completely 
specified by a binary matrix, say B, whose rows are indexed by the 
elements of a base of M, and whose columns are indexed by the remaining 
elements. Recall that A4 is almost regular if each element of M is labelled 
con or del, and if 
(21.1.1) M is nonregular, 
(21.1.2) M/z (M\z) is regular if z is labelled con (del), 
(21.1.3) M has at least one con and at least one de1 
element, (21.1) 
(21.1.4) every circuit (corcircuit) of A4 has an even 
number of con (del) elements. 
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The last requirement is the parity condition. The labels of M are assigned 
to the rows and columns of B in the obvious way; i.e., row or column z of 
B receives the same label as element z. 
First we define some elementary operations for almost regular matroids. 
Let M be one such matroid. We derive a minor of M by carrying out 
deletions and contractions as usual, and by retaining the labels of the 
remaining elements. The dual matroid is produced by dualizing the 
matroid, and by changing each con label to del and conversely. At times we 
replace a triad by a triangle. Let (x, y, z} be the triad, and assume that x 
has a con label, and that both y and z have de1 labels. Add three elements 
e, fT and g such that e (f; g) forms a triangle with {x, y ), (with {y, z), 
{x, z}). Assign con to e and g, and del to f, then delete x, y, and Z. We 
denote this operation by Y -+ A. Conversely, let {e, f, g} be a triangle, and 
assume that e,f, and g have the labels just specified. By reversing the above 
process, we replace the triangle {e, f, g} by the triad {x, y, z} with labels 
as given above. This operation is denoted by A + Y. The following drawing 
depicts the relationships graphically. 
(21.2) 
fdel 
Note that we permit the Y --, A operation only if the triad contains exactly 
two de1 elements, and that similarly the A + Y operation requires two con 
elements in the triangle. 
The Y + A or A -+ Y step is easily accomplished in representation 
matrices as follows. Let B, be the matrix of the matroid with the triad 
(x, y, z}, and B, be the matrix of the related matroid with the triangle 
{e, f, g}. In contrast to the above definitions of labels for the triangle and 
triad, for the movement we do not assume any specific label assignment 
since the matrix changes hold for all possible assignments. Three cases are 
then possible, depending on the number of nonbasic elements, say k, of the 
triad. 
(213 1). k’iO: By=!& -BA=?$j 
a+b+c = 0 
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(21.3.2) 
k= 1: 
B,= 
(213 3) ~1~: B,= zmi + *B,= @I (21.3) 
--- 
For example, B, of (21.3.1) is modified to B, by deleting row z, relabelling 
rows x and y to g andf, respectively, and joining a new column e with two 
l’s in rows f and g. Similarly simple rules convert B, in the remaining two 
cases. It is easily verified that the matrix transformations indeed correspond 
to the Y + A and A + Y steps specified above. 
The theorem below summarizes some elementary facts about almost 
regular matroids. 
THEOREM 21.4. Let M be an almost regular matroid. Then the following 
statements hold. 
(i) M is connected. 
(ii) The dual matroid M* is almost regular. 
(iii) Every minor of M is regular or almost regular. For any element 
z with a con (del) label, M\z (M/z) satisfies the parity condition. 
(iv) Suppose a parallel (series) class of con (del) elements of M is 
replaced by a larger or smaller parallel (series) class of con (del) elements. 
Then the resulting matroid is almost regular. 
(v) The Y -+ A or A + Y operation applied to M produces an almost 
regular matroid. 
(vi) The de1 (con) elements constitute a circuit (cocircuit) of M that 
is also a hyperplane (cohyperplane). 
(vii) If an m x n matrix B represents M as defined above, then m (n) 
is the number of de1 (con) elements of M. 
Proof. (i) Suppose M has two or more connected components. At 
least one of the components is nonregular since otherwise M is regular, and 
no deletion or contraction in another component can create a regular 
minor, a contradiction. 
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(ii) This follows by routine checking. 
(iii) Suppose an element z has a con label. Then M/z is regular by 
(21.1.2), and it is easily checked that (21.1.2k(21.1.4) hold for M\z. Thus 
M\z is nonregular, and hence almost regular by (21.1), or is regular. In 
either case M\z satisfies the parity condition. The de1 case is handled by 
duality. 
(iv) This follows by routine checking. 
(v) We cover the Y -+ d case only, since the d + Y case is handled 
by duality. Let {x, y, Z} be the triad and {e, f, g} be the triangle, both 
with the labels as specified in the definition of the Y + A and A + Y steps. 
Define N to be the matroid produced from A4 by the Y + A operation. By 
the proof of Theorem X9.6, N is nonregular, and for any element h #e, f, 
g, 7x2 y, z, the minor M\h is regular if and only if N\h is regular. The same 
conclusion holds by Theorem 11.9.6 for M/h and N/h, provided h is not 
parallel to e, f, or g in N. But each one of the exceptional situations is 
clearly covered by one of the cases where h = e, x or g, which we discuss 
next. We know that e is labelled con in N. Then N/e is regular since it is 
isomorphic to a parallel extension of the regular M/(x, v}. Similarly N/g 
is regular. Finally, f is labelled de1 and N\f is isomorphic to M/x, hence 
is regular. So far we have proved that (21.1.2) holds for N. Condition 
(21.1.3) is trivially satisfied for N, and (21.1.4) may be verified by simple 
checking. Thus we conclude that N is almost regular. 
(vi) By Tutte’s characterization of the regular matroids [8], M has 
an F, or FT minor. The second case is handled by duality, so we may 
assume the former. First we claim that a matrix B exists for M of the form 
X2 
de1 
(21.5) 
where the submatrix indexed by X, and Y, corresponds to the F, minor. 
Except possibly for the labels, such a matrix obviously exists. Each element 
x E X, must have a de1 label since M/x is nonregular, and similarly Y, can 
contain only con elements. Now by (iii), X, u Y, contains at least one colz 
element and at least one de1 element. Apply the parity condition to the F, 
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minor. Then it is easy to see that by pivots X, and Y, can be so selected 
that the elements are labelled as indicated in (21.5). 
The circuit/hyperplane and cocircuitfcohyperplane claim about the de1 
and con elements is then equivalent to the claim that in B of (21.5), both 
the subvector a of row x E X, and the subvector b of column y E Y, contain 
an odd number of 1’s. But this follows from the parity condition and the 
fact that (y)u{zIB,=l) . IS a circuit of M and (x}u{z/B,,=l) is a 
cocircuit. 
(vii) This is evident frbm B of (21.5) but of course is implied by (vi) 
as well. 1 
Note that by Theorem 21.4(vi), every triangle (triad) of an almost 
regular matroid M contains exactly two con (del) elements, provided the 
matroid rank (corank) is at least 4. Thus if both the rank and the corank 
of A4 are at least 4, then the Y -+ d operation can be applied to every triad 
of M, and the A + Y operation to every triangle of M. 
Define a AY step to be one of the following operations: A parallel or 
series class replacement as described in (iv) of Theorem 21.4, a Y -+ A step, 
or a A + Y step. A A Y sequence is a sequence of AY steps. 
We can now state the main theorem of this part. 
THEOREM 21.6. The entire class of almost regular matroids can be 
produced by AY sequences starting with the Fano matroid F, and a second 
matroid N,, . The two matroids are given by 
Bl= 
dddc 
fff:: con 
con 
B”= de1 
con 
con 
100111 
110010 
011010 -A 001110 111111 (21.7) 
respectively. If a given almost regular matroid can be produced from F, , then 
it is not producible from N,, , and conversely. Furthermore, there is a polyno- 
mial algorithm that for any almost regular matroid M outputs a AY sequence 
that reduces A4 to F, or N,,. 
Note that N,, is a 3-connected l-element extension of the well-known 
regular matroid R,,, of [2]. The matroid R,,, and another regular matroid 
called R,2 are the central ingredients in the proof of P. D. Seymour’s 
regular matroid decomposition theorem [2]. They also play an important 
role in the proof of Theorem 21.6, as is evident from the listing of cases of 
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(21.11) below. Representation matrices for R,, and R,, are given in 
(111.12.1), in the Introduction to Part V, as well as in Sections 25 and 26 
below. 
As an example of a very short A Y sequence, consider 
In the first step, a new con element h is introduced that is parallel to the 
con element c, and then the triangle (d, g, h) is replaced by the triad 
{x, y, z}. The rows and columns of the final matrix may be permuted to 
yield 
iwf 
1 1 1 1 
(21.9) 
which, by the way, is a well-known minimal violation matrix of total 
unimodularity as well as a balanced matrix. At any rate we claim that B 
of (21.9) represents the unique 3-connected almost regular matroid with 
eight elements. Indeed, it is easily checked that there is just one more 
binary nonregular 3-connected matroid on eight elements (see, e.g., [3]), 
with representation matrix 
0111 
B- 1011 -0 1101 1110 (21.10) 
and that matroid is not almost regular since deletion and contraction of 
any element produce nonregular minors. 
It may seem surprising that the class of almost regular matroids, which 
we will prove to be quite rich in Part VII, is producible by the elementary 
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AY steps. There is a precedent for this, though, in the form of the following 
theorem of G. V. Epifanov [ 11: Every 3-connected planar graph may be 
generated from a single edge by a sequence of operations, each of which is 
the graph analog, without labels, of a AY step. However, the proofs of the 
two theorems are quite different. The proof in [l] relies on a complicated 
analysis of plane graphs; a much simpler proof using grid graphs is given 
in [7]. In contrast, we employ decomposition results to reduce the proof 
of Theorem 21.6 to the following cases, where A4 is assumed to be an 
almost regular matroid that cannot be reduced to a smaller almost regular 
matroid by any A Y sequence. We call such an M irreducible. 
(21.11.1) A4 has no R,, or R,, minors. 
(21.11.1.1) A4 has a de1 element z such that M\z is 
graphic (Section 23). 
(21.11.1.2) For all del elements t, M\t is cographic 
and not graphic, and for all con elements 
t, M/t is graphic and not cographic (Sec- 
tion 24). 
(21.11.2) A4 has an R,, minor (Section 25). 
(21.11.3) A4 has an R,, minor (Section 26). (21.11) 
In the next section we prove that the list of (21.11) indeed exhausts all 
possibilities for an irreducible M. In Sections 23-26 we analyze the cases of 
(21.11), as indicated above in parentheses, and combine the conclusions 
with a proof of Theorem 21.6. 
22. ALMOST REGULAR ~-SUMS 
In this section we prove a useful 3-sum result for almost regular 
matroids. In a corollary we then validate the claim of Section 21 that one 
need only consider the cases of (21.11) to prove Theorem 21.6. 
THEOREM 22.1. Any almost regular matroid M without series or parallel 
elements is 3-connected. Zf such an M has a (3 + )-separation, then M has a 
semi-proper or a proper 3-sum decomposition. In any proper 3-sum decom- 
position of M, one of the two components is M( W,) for some k 2 4. In the 
semi-proper as well as in the proper 3-sum case, M has a triangle and a triad 
and is reducible by two AY steps. 
COROLLARY 22.2. (i) Let M be an irreducible almost regular matroid 
without R,, and R,, minors. Then for any de1 (con) element z of M, the 
minor M\z (M/z) is graphic or cographic. 
(ii) Any irreducible almost regular matroid or its dual satisfies one of 
the cases of (21.11). 
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Proof of Corollary 22.2. (i) Suppose for some de1 element z, the 
regular minor M\z is not graphic and not cographic. By W. T. Tutte’s 
characterization of graphicness [S], by P. D. Seymour’s decomposition 
theorem for regular matroids [2], and by the composition results of Sec- 
tion 11.8, M\z is then a l- or a 2-sum where each component has at least 
nine elements. By Theorem 22.1, A4 is 3-connected, so A4 has a (3 + )- 
separation. But then Theorem 22.1 implies that A4 is reducible, a contradic- 
tion. The case of z with a con label is handled by duality. 
(ii) Both R,, and R,, are self-dual. The claim then follows 
from (i). 1 
Proof of Theorem 22.1. The matroid A4 cannot be l-separable by (i) of 
Theorem 21.4. By Theorem 1.3.7, 2-separability of A4 implies that A4 is a 
2-sum M, O2 M,, where, without loss of generality, M, has an F, or an FT 
minor. Since M has no series or parallel elements, we claim that there is an 
element z of M, such that both M\: and M/z have an F, or an FT minor, 
a contradiction. This claim is easily confirmed via any representation 
matrix of the 2-sum. Thus M is 3-connnected. 
Suppose M has a (3 + )-separation, say (S,, S,). By Theorem 1.3.3 and 
the proof of Lemma 1.3.5, M can then be represented by a matrix 
B= (22.3) 
where for i= 1,2, Si= Xi u Yi, and where the submatrix composed of 4, 
D’, D2, and D” has rank 2. Furthermore, if A’ is not connected, then it 
isequalto [0 1 l]or [AA:‘: 1, and if A2 is not connected, then it is equal 
to [l 1 01’ or [A h 7 y]‘. Th e matrix B of (22.3) indicates a 3-sum decom- 
position M= Ml Oj M,, where the components Ml and M2 are given by 
B’ = B2= 
lyzl Y2 I --- 
.-x_ 1 1 0 0 
- 1 
ITT 
X2 
D 1 
A2 
02 
--- 
(22.4) 
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Now if A’ is not connected for i = 1 or 2, then by the structure of the 
special matrices given above, Mi is easily seen to be regular. Furthermore, 
if both M, and M2 are regular, then by Theorem 11.9.2, A4 is regular as 
well, a contradiction. The statement of Theorem 22.1 is self-dual, so by 
the preceding observations and the fact that M* = MT Oj MT, we may 
suppose that M, is almost regular and A ’ is connected, and that A2 is 
connected or is equal to one of the two special matrices. 
Before we examine the cases in detail, let us introduce the following 
terminology for a 3-connected binary matroid N with a triad {x, y, z} and 
an element v # x, y, z: We say that the wheel condition holds for N and v 
if both N/v and N\v have an M( IV,) minor in which {x, y, z} is a triad. 
If this is so for N = M,, then obviously M/v and M/v have a minor 
isomorphic to the nonregular Ml, and hence M is not almost regular, a 
contradiction. 
We now examine the possible cases for A*. The case A2 = [h A y y]’ is not 
possible since then it is easily checked that for any z E Xz u Y, the wheel 
condition holds for M, and z. The case A2 = [ 1 1 01’ is that of the semi- 
proper 3-sum claimed in Theorem 22.1. Thus we may suppose A2 to be 
connected, and M to be a proper 3-sum. By Corollary 1.3.12 both M, and 
M, are then 3-connected. We now prove that M2 is M( W,) for some 13 4. 
In [S] it is proved that any 3-connected minor of a given 3-connected 
matroid can be extended to another 3-connected minor using at most three 
more elements. In matrix terms, let C represent the smaller of the two 
3-connected minors. Then the larger minor is represented by one of the five 
matrices below. 
(22.5.1) _e r] (225.2) ,-$j (22.5.3) e Ei 
(22.5) 
The conditions satisfied by the additional 01, c, and d will be introduced as 
each case is invoked. We start with the M( W,) minor of M, given by the 
3 x 3 submatrix of B, containing d and the explicitly shown l’s, then grow 
ALMOST REGULAR MATROIDS 263 
that minor via the cases of (22.5) until M, is reached. By induction we may 
suppose that the second-to-last minor of that sequence is M( IV,) for some 
k 2 3. Thus by pivots within A* the submatrix C displayed in (22.5) may 
be assumed to be k x k and to be the following matrix, where unspecified 
entries are zeros. i I ZI zi--- 
xl1 0 --- 
1 1 
c= v m Y* * ‘1 1 -1 --- (22.6) 
Now cases (22.5.4) and (22.5.5) are not possible since then the wheel 
condition holds for M, and u = e, f, and g. We divide discussion for 
(22.5.1)-(22.5.3) into two subcases, depending on whether k = 3 or k 2 4. 
k=3. 
(22.5.1): Since A2 is connected and M, is 3-connected, the only 
possible case for Bz is 
(22.7) 
The structure of B2 implies that for all UE X2, M/u has a minor 
isomorphic to M, and hence is nonregular. Thus all elements of X2 have 
de1 labels. The set X2 u Y, is a circuit of M, so by the parity condition the 
single element of Y, has a del label as well. By Theorem 21.2(vi), X2 u Y, 
is then a hyperplane, which implies that A4 has rank 4. Thus B is B* plus 
at least one column. Indeed, the nonregularity of M, and the 
3-connectedness of M admit just one additional column, [ 1 1 1 1 O]‘, so B 
is the matrix of (21.10). But that matrix does not represent an almost 
regular matroid, a contradiction. 
(22.5.2): By the structure of B2, the matroid M, is then not 
3-connected, a contradiction. 
(22.5.3): There are just three binary 3-connected matroids on eight 
elements: M( IV,), and the two matroids represented by the matrices of 
(21.9) and (21.10). In the first case we have the desired conclusion, while 
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in the third case M, is nonregular and not almost regular, a contradiction. 
In the second case, M, has by (21.9) exactly three triads, one of which is 
{x, y, z}, and it is easily checked that B* may be supposed to be 
(22.8) 
But then the wheel condition holds for M, and the indicated element 
VEX*. 
k > 4. Lemma 22.9 below proves that either M, is M( W, + 1), or the 
wheel condition holds for M, and some v in V or Z. 
Finally, the definition of semi-proper 3-sum and of the matrix C of (22.6) 
imply that M has both a triangle and a triad. The proof concerning the two 
A Y steps is also easy. For example, in the case of C, replacement of 
the triad of M, and A4 corresponding to the two l’s in the second-to-last 
row of C by a triangle creates parallel elements, and thus permits a 
reduction. 1 
LEMMA 22.9. Let N be a 3-connected binary matroid with an M( W,) 
minor for some k 2 4, and let {x, y, z} be a triad of N and of that minor. 
Then either N is M( W,,, ) for some m > 0, or the wheel condition holds for 
N and some element v #x, y, z of N. 
Proof. It is easy to see that the two conclusions are mutually exclusive. 
To prove that at least one of them holds, we argue by induction as in the 
proof of Theorem 22.1 via a sequence of 3-connected minors. The sequence 
starts with the M( W,) minor containing the triad {x, y, z} and stops with 
N. By induction the second-to-last minor is represented by C of (22.6), and 
N is one of the cases of (22.5). 
(22.5.4), (22.5.5): Clearly the wheel condition holds for N and 
v = e, f, or g. 
(22.5.1), (22.5.2): B2 has one extra row or column besides C, and 
that row or column contains at least two l’s and is not parallel to a row 
or column of C. A simple enumeration of the possible cases proves that in 
each instance the wheel condition holds for some v in V or Z. 
ALMOST REGULAR MATROIDS 265 
(22.5.3): Each of the vectors c and d of (22.5.3) must be a unit vector 
or be parallel to a row or column of C, and tl must be such that B2 does 
no have parallel or unit vector rows or columns, A straightforward 
examination of the possible cases then reveals that N is a wheel, or the 
wheel condition holds for some u in V or Z. 1 
In the next four sections we deal with the cases of (21.11). We start with 
the case (21.11.1.1) where M\z is graphic for some element z with del 
label. 
23. GRAPHICNESS BY DELETION 
In this section we deal with the subcase (21.11.1.1) of (21.11) which has 
by far the longest proof. For convenient reference we summarize the condi- 
tions of that subcase below. 
M is an almost regular and irreducible matroid without R,, 
and R,, minors, and has a de1 element z such that for some 
graph G, M\z = M(G). (23.1) 
The following theorem is the main result for such an h4. 
THEOREM 23.2. The Fano matroid F, and its dual are the only almost 
regular matroids M satisfying (23.1). 
The proof of Theorem 23.2 is accomplished in several steps, to be dis- 
cussed in detail following introduction of a few concepts and definitions. 
Throughout M, z, and G are as specified in (23.1). Then by Theorem 22.1, 
z is not a coloop of M, and thus we may use the representation of M by 
the graph G together with a node subset Z of G that represents z, as 
explained in Section 11.8. Briefly, the set Z is derived as follows. We adjoin 
to the binary nodeedge incidence matrix for G one column whose l’s are 
so selected that a (nonstandard) representation matrix for M results. If a 
1 in the extra column occurs in a row corresponding to node i of G, then 
i is placed into Z. We should mention that this type of representation is 
due to P. D. Seymour [2]. We assign the con and de1 labels of the elements 
of M to the corresponding edges of G and need only remember that the set 
Z corresponds to the del element z. In the display of graphs below, we 
always list the con labels, but omit all de1 labels to unclutter the drawings. 
In some instances we even omit the con labels. 
582b/55;2-8 
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Since each column of the node-edge incidence matrix for G has exactly 
two l’s, and since z is not a coloop of M, the set Z has even cardinality. 
Furthermore, a circuit of A4 is either the edge set of a cycle of G or is z plus 
the edge set of a forest of G such that the nodes with odd degree in the 
forest are precisely the nodes in Z. 
Let X be the set of edges at a node i of G, and Y be the subset of the 
de1 edges in X. By Theorem 21.4(vi) the set of del edges of G plus the de1 
element z constitutes a circuit of M. Thus, if 1 YI is odd (even), then node 
i is (is not) in Z, and Xu {z > (X) is a cocircuit of M. 
By Theorem 22.1 and (23.1), M is 3-connected and is not a 3-sum and 
thus has no (3 + )-separation. We conclude that G, the graph for M\z, is 
a subdivision of a 3-connected graph each of whose series classes contains 
at most two edges. Consider one such case of two series edges. Since A4 is 
3-connected, the two edges do not constitute a cocircuit. Then by the above 
discussion, the common degree 2 endpoint p of the two edges is in Z, and 
exactly one of the edges is labelled del. Let i # p and j # p be the other two 
endpoints of the two edges. Suppose we switch the position of the two 
edges so that the edge formerly incident at i (j) is now incident at j (i). 
Both edges are still incident at p. Then it is not difficult to see that we 
obtain a new representation G’ and Z’, whose Z’ is Z except that node i 
(j) is in Z’ if and only if it is not in Z. Thus switchings may produce a Z’ 
such that IZ’I < IZI, and without loss of generality we may suppose that 
IZI is minimal under switchings. (23.3) 
For the discussion of the effect of deletions and contractions, let A4 
momentarily be any binary matroid represented by a connected graph G 
and a node subset Z. For any element x #z of M, we derive a representa- 
tion G’ and Z’ for M/x from G and Z as follows. Let G’ be the graph 
derived from G by contracting edge x. If i and j are the endpoints of x in 
G, and if k is the node of G’ created by the contraction, then Z’ is 
(Z- Ii> mJ PI or Z- {i, j}, where the first case applies if exactly one 
of i and j is in Z. M\x is even easier to handle. We employ this operation 
only if G\x is connected. The new graph is then G\x, and the set Z is 
unchanged. 
In the nontrivial part of the proof of Theorem 23.2, A4 has at least eight 
elements, and by the splitter theorem of P. D. Seymour [a], A4 has both 
an F, and an FT minor; the latter theorem is also listed in Section III.1 1. 
If z is not an element of some FT minor, then by [4], A4 is a 3-sum, and 
hence reducible by Theorem 22.1, a contradiction. Thus z is in some FT 
minor. Using the matrix B’ of (21.7) for F7 plus duality and at most one 
pivot, we see that A4 has a representation matrix 
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B= 
de1 
Y con 
O/l (23.4) 
where the 4 x 3 submatrix in the top left corner corresponds to the FT 
minor with z. The 1 x 3 subvectors below that submatrix must be of the 
indicated form and all labels must be as shown since M is almost regular. 
Among the choices for Fy and B of (23.4), select one where the row subset 
W satisfies 
1 WI is minimal. (23.5) 
Suppose we delete from G the edge subset Y specified in (23.4), obtaining 
a graph H of the same rank. Apparently H is the spanning tree of G with 
the edge set {e, f, g, h) u Xi u X, u X, u W, plus the two edges u and u. 
Indeed, by (23.4), H must be a graph of the form 
ir\ 
I I 
‘f P2j P3i 
pu/ 
(23.6) 
plus some additional nodes and arcs defined momentarily. Here, as well as 
in subsequent drawings, the dashed arcs indicate possibly empty subpaths. 
The path P, (P2, P3) from node r to node s as shown in (23.6) has edge 
set {e, h} u Xi ({f, U} u X1, {g, u} u X,). Thus each of these paths con- 
tains exactly one arc labelled con, i.e., arc e, A or g. At any node i of the 
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three paths, we have a rooted tree Ti attached, i being the root. Ti may be 
just node i, or its edge set is a nonempty subset of IV, The union of the 
edge sets of all Ti is equal to W, Define a tip node of any Ti to be any 
degree 1 node distinct from the root. 
The set 2 representing z has the following properties. By the l’s in 
column z of B, {f, g, h, z} u X, u W is a circuit of M, and thus each node 
of H in Z is either an odd degree node j # i of some Ti or is a node of one 
of the paths P1, P,, or P,, with an odd number of edges of the set 
{f, g, h} u X, u W incident. In particular, each tip node of any Tj must be 
in Z. Suppose by some deletions and contractions we reduce G and Z to 
a graph G’ and Z’, where G’ consists of three paths analogous to (23.6) 
and where each path has at least two edges. Furthermore, suppose 
that IZ’I 34, and that at least one interior node of each path is in Z’. 
Regardless of the configuration, we can further delete and contract any 
such instance to 
0 (23.7) 
where the nodes enclosed in square boxes are the nodes representing z. The 
latter graph represents FT, so the minor of M represented by G’ and Z’ is 
not regular. Note that contraction of all edges of W, i.e., of all the trees T;, 
and deletion of all arcs in Y, must produce such a nonregular instance by 
B of (23.4). On the other hand, suppose one of the three paths of G’ has 
no interior node in Z’. It is then easily checked that the matroid so 
represented is regular, indeed graphic. 
For convenience, we denote from now on by Z’ the subset of nodes 
representing z following any number of reductions. Any such set Z’ is 
derived from Z according to the rules described previously for contractions 
and deletions. 
We now can outline the steps of the proof of Theorem 23.2. In step 1 we 
show that the minimality condition on 1 WI in (23.5) implies W = 0 or 
IZI = 4. In step 2 we prove that W= 0 and the minimality condition on 
IZI of (23.3) imply IZ( = 4. Finally, in step 3 we prove that IZI = 4 implies 
M= F, or FT. 
We start with step 1; i.e., we want to show that W = 0 or (Z( = 4. We 
accomplish this via a series of lemmas as follows. 
LEMMA 23.8. Each tip node of any Ti is in Z and has at least one arc of 
Y attached. 
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Proof Above we proved the first part. If no arc of Y is attached at a 
tip node of some Ti, then z and the edge of T, at that tip node are in series 
in M, which is impossible since M is irreducible. 1 
Let Tj have at least one edge and be of the form 
(23.9) 
where j is the root, and where each Njk is a tree that possibly consists of 
just one node. 
LEMMA 23.10. For k = 1, 2, . . . . m, Njk has an odd number of nodes in Z. 
Proox Delete all arcs of Y except for one arc y attached at Njk, and 
contract all edges of W except for the edge tjk and for the edges of Njk. If 
Njk has an even number of nodes in Z, then we may delete y and contract 
tjk plus all edges of Njk, obtaining a nonregular case, or we may contract 
y, delete tjk, and contract all edges of Njk, and obtain the same nonregular 
case again. But y E Y has a con label, a contradiction. u 
LEMMA 23.11. Zf an arc y E Y connects a node of some Ti with a node of 
some Njk, then i and j do not both lie on one of the three paths PI, P,, P,. 
Proof: If i= j: Delete all arcs of Y except for y, and contract y plus 
all edges of W. This should produce a regular case since y has a con label. 
The same case is obtained when one deletes all edges of Y and contracts 
all edges of W. But the latter case is known to be nonregular. 
If i # j: We may suppose that i and j lie on P, . By deletion of all arcs 
of Y except for y, and by contraction of all edges of W except for tjk, we 
obtain a graph 
(23.12) 
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where we have shown just one node of Z’ explicitly by the square box as 
done before, and where each of P, and P, has at least one interior node 
in Z’. If the subpath Q of P, specified by (23.12) contains a de1 edge, then 
deletion of one such edge and contraction of all other edges of Q leave a 
nonregular instance, a contradiction. Now P, has just one con edge, e, so 
Q must contain just that edge. But then deletion of e produces a situation 
with three paths whose edge set is larger than that of P,, P2, P,; i.e., we 
have a case with reduced W, a contradiction of the minimality of 1 WI. 1 
Recall that r and s are the two common nodes of P,, P,, and P,. 
Lemma 23.11 then implies the following result. 
LEMMA 23.13. T, and T, are single nodes. 
Proof Nodes r and s are incident at P,, P,, and P,, so by 
Lemma 23.11, T, and T, cannot contain any edges. 1 
LEMMA 23.14. Let i be a node of P,, and j be a node of Pz. Suppose an 
arc y E Y connects a node of Ti with one of Njk. Assume that we delete all 
arcs of Y except for y, and that we contract all edges of W except for tjk. 
Then the following graph results, where nodes of Z’ not explicitly shown may 
at most occur in P3, and where at least one interior node of P, is in Z’. 
Proof. The prescribed reductions must produce 
(23.15) 
(23.16) 
where we have omitted the square boxes for the nodes in Z’ except for the 
one explicitly shown. Suppose an interior node of Q is in Z’. If R contains 
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a de1 edge, then deletion of that edge and contraction of all other edges of 
R produce a nonregular instance, where the three new paths connect nodes 
j and s. Hence R contains just the con edge e of P,. But then deletion of 
edge e yields a situation with reduced W, which is also impossible. Thus no 
interior node of Q is in 2’. By symmetry no interior node of F, R, and E 
is in 2’ either. Thus, if deletion of y and contraction of tjk is to produce 
a nonregular instance, node i must be in Z’ while j is not. 
By symmetry we may suppose that the single con edge of P, occurs in 
E. By the parity condition on circuits, the single con edge f of P, must then 
be in F, and by the parity condition on cocircuits, e must be the only edge 
of E, and f must be the only edge of F. But then we have the case of 
(23.15). 1 
LEMMA 23.17. There exist three interior nodes, say a, b, c, in P, , P,, P,, 
respectively, such that any edge y of Y connecting a node of some T, with a 
node of some Njk, forces i and j to be two distinct members of {a, 6, c}. 
Proof: This follows directly from Lemmas 23.11 and 23.14 and 
symmetry. 1 
Collect in a set Y’ the edges y of Y at least one of whose endpoints is 
not a node of P,, P,, or P,. Thus any y E Y’ connects a node of some T, 
with a node of some Njk. Note that by Lemma 23.8, W is empty if and only 
if this is so for Y’. Our goal is thus to show that Y’= @ or IZI =4. 
LEMMA 23.18. Let i be a node of P, , and j be a node of P,. Suppose an 
edge y of Y’ connects a node of T, with a node of Njk. Then IZJ = 4, or P, 
has no node I such that an arc of Y’ is attached to T,. 
ProoJ Suppose an edge x of Y’ is attached to a node of some T, with 
1 in P,. Let Q be the unique path in G from node i to node j containing 
edge y plus edges of 7’, and T,. By symmetry we may assume that the edge 
x has endpoints in T, and T,. Thus we may define R to be the unique path 
in G from j to I containing edge x plus edges of Tj and TI. Going from I 
toward j along R, let q be the first node of Q encountered. Delete from G 
all edges of Y different from x and y, and contract all edges of W except 
for those in Q or R. By Lemma 23.14, the graph 
(23.19) 
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results. The set Z’ is correctly displayed if the dashed subpaths of Q and 
R are nonempty. Note that both Q and R have at least two edges. Two 
subcases are now considered, depending on whether p # q or p = q. 
p # q: Delete edges f and g. Left is a graph with three paths from i 
to q. That graph has more edges than P,, P,, P,, and it corresponds to 
a nonregular case, a contradiction of the minimality of W. 
p = q: The above arguments apply here as well unless node i is one 
endpoint of edge y. So suppose now that edge y is attached at node i. By 
symmetry we may also suppose that edge x has 1 and q as endpoints. Let 
t be any edge of Y’ distinct from x and y, and assume that t connects a 
node of T, with one of T, or TI. Since G has no parallel edges, we then may 
use t instead of y to obtain one of the contradictory cases. Thus by sym- 
metry, x and y are the only edges of Y’, T, and T, have empty edge sets, 
and T, has just one edge, which connects j and q. But then IZI = 4. 1 
We conclude step 1 with the following theorem. 
THEOREM 23.20. W= @ or (ZI = 4. 
Proof Assume IZI > 6 and W nonempty. Then Y’ is nonempty, and by 
Lemmas 23.11 and 23.18, we may assume that interior nodes i and j exist 
in P, and P2, respectively, such that every edge y of Y’ connects some 
node of Ti with some node of Tj. If Y’ has at least two edges, then G has 
a 2-separation, where one of the two edge subsets consists of the edges of 
Y’, Ti, and T,. But then M has a (3 + )-separation, and by Theorem 22.1 
is reducible, a contradiction. If Y’ contains just one edge, say y, then it is 
easy to see that one of the trees Ti and Tj contains just one edge, while the 
other tree has no edges. Thus we have upon deletion of all edges of 
Y - {y} from G, the graph 
con (23.21) 
and by the parity condition on cocircuits IZI = 4 regardless of the length of 
the dashed subpaths. 1 
We now begin with step 2 of the proof of Theorem 23.2. Here we assume 
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W= @ and then prove IZ( =4. By (23.6), G consists of the three paths P,, 
P,, P, and the con edges of Y. All edges of P, (P,, P3) are labelled del 
except for edge e (S, g). Thus the de1 edges of G form exactly two trees, say 
R and S, that span the nodes of G, and the odd degree nodes of those trees 
are precisely the nodes of Z. By (23.6) each vertex of R and S has degree 
1, 2, or 3, and we may assume that node r is in R, and node s in S. The 
number of degree 3 vertices, say m, is 0, 1, or 2, and m = 0 if and only if 
(Zl = 4. Below we examine the situation for each possible value of m. The 
minimality condition (23.3) on IZI under switching then translates to 
m is minimal under switchings. (23.22) 
Suppose m = 2. The graph H = G\ Y is then 
(23.23) 
The trees R and S are the two connected components of H\{e, f, g), with 
node r occurring in R and s in S. For k = 1,2,3, define R; to be the sub- 
path R n P, of P,, and R, to be the subpath obtained from R; by deleting 
node r. Note that R; (R;, R;) contains exactly one node of e (f, g) as 
endpoint. Analogously define S; and Sk via Sn P, and node s. In the next 
two lemmas we establish some results concerning the structure of G, then 
conclude in a third lemma that the case m = 2 is not possible. 
LEMMA 23.24. No arc of Y connects two nodes of R or two nodes of S. 
For k = 1,2,3, each of the paths R, and Sk has at least one edge of Y 
incident at some node. 
Proof If an arc of Y connects two nodes of R, say, then the parity 
condition on circuits is violated. If, say, R, has no arc of Y incident at 
some node, then by switching within R; , we can move edge e to node r and 
obtain a case with m = 1, a contradiction of (23.22). 1 
LEMMA 23.25. Any arc of Y connecting two nodes of P, must have nodes 
r and s as endpoints. 
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Proof. Suppose an arc x of Y forms a cycle C with a proper subpath 
Q of PI, and let x be so selected that the cycle has no chord. By 
Lemma 23.24, Q must contain edge e. If no arc of Y is attached at any 
interior node of Q, then G has a 2-separation where C defines one side, and 
A4 is a 3-sum, a contradiction. Thus let y be an edge of Y at an interior 
node of Q. If r (s) is an endpoint of Q, then by Lemma 23.24 we may 
assume that y is attached to a node of R, (S,). Since C has no chord, the 
second endpoint of y cannot be in Q. If that second endpoint occurs in P,, 
then we delete from G all edges of Y except for x and y and suitably 
contract de1 edges to obtain the case 
e 
con 
g 
con 
s 
(23.26) 
or one with the roles of r and s reversed. But then deletion of the remaining 
two de1 edges from P, produces a contradictory nonregular case. Due to 
symmetry we may therefore suppose that node r is not in Q, and that edge 
y connects a node of S, with one of R2. We now delete all edges of Y 
except for x and y and suitably contract de1 edges to obtain the case 
e 
con 
g 
con 
s 
(23.27) 
Finally, we delete the remaining two de1 edges of P, to obtain a contra- 
dictory nonregular instance where the three paths have p and s as 
endpoints. 1 
LEMMA 23.28. The case m = 2 cannot occur. 
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Proof Let Y’ be the subset of arcs of Y having as an endpoint a node 
of one of the paths R, or S,, for k = 1,2, or 3. By Lemmas 23.24 and 23.25, 
for each R, there is at least one arc in Y’ having an endpoint in that path, 
and the second endpoint of that arc is, for some j # k, in S,. A simple 
examination of cases reveals that without loss of generality we may assume 
that one arc x of Y’ connects a node of R, with one of S,, and an arc y 
of Y’ connects a node of R, with one of S,. Deletion of all arcs of Y from 
G except for x and y and suitable contraction of de/ edges then produces 
the case 
P 
e 
con 
s 
(23.29) 
Deletion of the remaining two de1 edges of P, then yields a contradictory 
nonregular case where the three paths connect nodes p and q. 1 
We now proceed to the situation with m = 1. Without loss of generality 
we may assume that node r of R is the single degree 3 node of the trees R 
and S. Thus S is a path, and the following two subcases are possible, 
depending on whether S is a subpath of P, (case (23.30.1) below) or of 
P, u P, (case (23.30.2) below). 
(23.30.1) 
I 
./.+ 
I 
e I 
con I I I I 
-\A> 
g 
con 
s 
(23.30) 
The next lemma disposes of case (23.30.1). 
LEMMA 23.31. Case (23.30.1) is not possible. 
Proof: Arguments similar to those for Lemma 23.24 show that Y must 
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contain two arcs, say t1 and t,, where one endpoint is in R, and R,, 
respectively, and where the second endpoint of either arc is in S,. In 
addition, Y must have a third arc, say x, having one endpoint in R, and 
the second one in S, or equal to s. The latter case with node s can be 
reduced to 
(23.32) 
Delete the edge b, obtaining K,., with IZI = 6. The results of Section 26 
below imply that the matroid so represented is R,,, a contradiction. The 
case where the second endpoint of x is in S, is a bit more complicated since 
several ways are possible in which the arcs t,, tz, and x are attached to the 
nodes of S,. However, there must be an arc of type t, or type tz whose 
endpoint in S, is closer to the edge e than that of at least one arc of type 
x. If this is not so, G has a 2-separation and A4 is a 3-sum, a contradiction; 
one side of the 2-separation contains e, R;, all edges of type x, and certain 
edges of S, and Y. 
We may also suppose that the case is not reducible to (23.32). So 
without loss of generality, as we move from the endpoint of e in S, along 
that path toward node s, we encounter a node with an arc of type t, 
attached, and subsequently a different node with an arc of type x attached, 
and either at this node or at a subsequent one of S,, an arc of type t,. We 
can delete/contract every possible case to 
X 
con 
(23.33) 
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Delete e, b, g, and contract t,. Left is a nonregular instance, where p and 
r are the endpoints of the three paths. But b is a del edge, a contra- 
diction. 1 
We turn to case (23.30.2). We start with a lemma that is similar to 
Lemma 23.24. 
LEMMA 23.34. Assume case (23.30.2). Then no arc of Y connects two 
nodes of R or two nodes of S. Each of the paths R, and R, has at least one 
edge of Y incident at some node. There is at least one arc t in Y that connects 
a node of R3 with a node of S1 or S,. 
Proof: The first two claims are argued analogously to the proof of 
Lemma 23.24. So assume that there is no arc t with the claimed endpoints. 
If Y does not have an arc x with endpoints in R, and Sz, then the edges 
of P, plus all arcs of Y connecting two nodes of P, constitute one side of 
a 2-separation of G, and M is a 3-sum, a contradiction. Hence an arc x 
exists. A similar claim holds for an arc y of Y connecting R, and S,, so 
deletion of all arcs of Y except for x and y and suitable contraction of de1 
elements reduce G to 
(23.35) 
We then contract edge g to obtain K,,, with (21 = 6, which corresponds to 
the contradictory R,, case. 1 
Next we investigate the case where an edge of Y connects two endpoints 
of P, where one of the nodes is different from r and s. 
LEMMA 23.36. Assume case (23.30.1), and suppose an edge x of Y forms 
a cycle C with a proper subpath Q of PI. Let x be so selected that C has no 
chord. Then there is an arc t of Y attached to an interior node of Q, and 
every such arc has a node of R, as second endpoint. 
Proof: Arguing as in the proof of Lemma 23.25, we see that an arc y of 
Y must be incident at some interior node of Q. The second endpoint of y 
cannot be in P, since otherwise a contradictory case, identical to that of 
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(23.26) except for the form of P,, can be produced. Thus the second 
endpoint of y is in R,, S,, or R,. We now show that the case of R, or S, 
is not possible, which proves the lemma. 
Second endpoint of y in R,, and hence first endpoint in S,: We can 
produce a contradictory case, identical to that of (23.27) except for the 
form of P,, unless arc x has node r as endpoint. In the latter situation Y 
must contain at least one more arc, say d, with one endpoint in R, since 
otherwise we could switch edge e and R; and obtain the case m = 0. By the 
arguments just made for edge y, the second endpoint of d must be in R,, 
&, or R,. By Lemma 23.24, S2 is the only possible case, and thus d and 
y lead to the contradictory RIO minor via (23.35). 
Second endpoint of y in Sz, and hence first endpoint in R,: Here, 
too, we produce a contradictory case similar to that of (23.27) if s is not 
one of the endpoints of X. So assume s is an endpoint of X. If there exists 
an arc t of Y from R, to &, we can reduce G to 
r 
4 (23.37) 
Contract c and f, and delete a, 6, and e to obtain a contradictory non- 
regular case where the three paths connect p and q. Hence no arc of Y con- 
nects R3 and Sz. Let d now denote any arc of Y with one endpoint in R,. 
There exists at least one such arc by Lemma 23.34. The second endpoint of 
any such d must be S; since otherwise the case of (23.35) with R,, minor 
can be produced. Suppose there are arcs d and y such that, when we move 
from s along P,, we encounter a node with an arc of type d, and subse- 
quently a different node with an arc of type y. Then we can produce a 
case analogous to that of (23.27) just using the edges d and y. On the 
other hand, suppose there are no two edges of type d and y satisfying the 
attachment condition just specified. Since no arc of type t exists, G then 
has a 2-separation where R;, f, all arcs of type d, and certain arcs of S, 
and Y constitute one side, and A4 is a 3-sum, which is not possible. 1 
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Lemmas 23.31, 23.34, and 23.36 supply the ingredients for a proof of the 
next lemma, which rules out m = 1. 
LEMMA 23.38. The case m = 1 cannot occur. 
ProoJ In (23.30) the two possible cases (23.30.1) and (23.30.2) are dis- 
played. The first is eliminated by Lemma 23.31. We divide case (23.30.2) 
into three subcases, depending on whether or not Y contains arcs where 
the endpoints are both in P, and/or both in P,. In each of the subcases, 
node r is not an endpoint of such arcs. 
First, consider the situation where Y has no such arcs. By Lemma 23.34, 
Y then contains an arc x with nodes in R, and S,, and also an arc y with 
nodes in R, and S,. But then case (23.35) can be produced, a contra- 
diction. 
Second, consider the case where Y has an arc x with endpoints in R, and 
Sl, but has no arc with endpoints in R, and S;. Let x be so chosen that 
the cycle C formed by x with a subpath Q of P, has no chord. Then by 
Lemmas 23.34 and 23.36, Y contains an arc y from R, to S,, and an arc 
t from R, to S,. Furthermore, the endpoint of t in S, is an interior node 
of Q. Suppose we move from node s along P,. If we encounter arc x at 
some node, and arc y at a subsequent node, then with just arcs x and y we 
can produce an instance of the contradictory case of (23.27). Thus we first 
must encounter arc y, then must simultaneously or subsequently see arc x, 
and later still must see arc t. Deletions and contractions then result in 
(23.39) 
Further deletion of the arcs b, c, and d leads to a contradictory nonregular 
instance, where the three paths have p and q as endpoints. 
Third and last, consider the instance where Y has an arc x with 
endpoints in R, and S; and an arc y with endpoints in R2 and S;. Choose 
x (y) so that the cycle x (y) forms with a subpath QI of P, (Q2 of P2) has 
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no chord. By Lemma 23.36, for i = 1 and 2, Y must have an edge ti from 
R, to an interior node of Qi. Thus we can reduce G to 
r 
(23.40) 
Delete the two remaining del edges of P, as well as the edges f and g, 
obtaining a contradictory nonregular instance, where the three paths 
connect p and s. 1 
We conclude step 2 by proving the following result. 
THEOREM 23.41. Let the almost regular matroid A4 of (23.1) be repre- 
sented by the graph G for M\z, and by the subset Z of nodes of G. If IZI 
is minimal under switching, then IZI = 4, and G minus all con edges is a 
graph of the form 
(23.42) 
where the endnodes of R and S (with the square boxes) are the only nodes 
of Z. In G, each of the omitted con arcs connects a node of R with a node 
of s. 
Proof We use the previously introduced terminology. By Theo- 
rem 23.20, W= @ or IZ( = 4. Assuming W= 0, Lemmas 23.28 and 23.38 
establish m = 0, which implies IZI = 4. Now by Theorem 21.4(vi), element 
z plus all other de1 edges forms a circuit and a hyperplane of M, so the 
subgraph of G induced by the de1 edges must consist of two trees R and S 
that span all nodes of G. Each odd degree vertex of that subgraph is in Z, 
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so 121 =4 implies that both R and S are nonempty paths. By the parity 
condition each con arc of G must connect a node of R with a node of S. m 
We embark on the third and final step of the proof of Theorem 23.2. 
Assuming G to have the form specified in Theorem 23.41, we show that M 
must be F7 or F7*. The proof can be accomplished in a straightforward 
manner. However, in Section 26 we encounter a related but more com- 
plicated case, and for a unified treatment we choose a somewhat more 
elaborate approach. 
For the moment let G be an undirected graph consisting of two node- 
disjoint paths R and S plus any number of additional arcs, each of which 
connects some node of R with some node of S. Let U be the set of edges 
in R and S, and Y be the set of the remaining edges. The edges of G have 
no labels. We say that G contains an XX minor if by deletion of some edges 
of Y and contraction of some edges of U, we can produce the graph 
(23.43) 
where the four edges a, 6, c, d must be in U, and where the remaining edges 
must be in Y. Declare any node of G different from an endpoint of R or 
S to be internal. 
Define a AY step to be one of the following operations performed on G. 
(1) Contraction of one of two series edges, where both edges must be in U. 
(2) Deletion of one of two parallel edges, both of which must be in Y. (3) 
Replacement of a 3-star {x, y, z}, with I’, z E U and x E Y, by a triangle 
{e, f, g}, as depicted by (21.2) except for the labels; U then becomes 
(U- {.I4 zl)u U-L and Y becomes (Y - {x})u (e, g}. (4) The inverse 
process of (3). The 3-star-to-triangle conversion is permitted only if the 
vertex with x, y, and z incident is an internal node of G. Any 3-star satis- 
fying the latter condition is called internal Note that the AY step so 
defined would become a special case of the AY step defined in Section 21, 
had we assigned de1 labels to the edges of G in U, and con labels to those 
of Y. 
Define a A Y sequence to be any finite sequence of A Y steps, and declare 
G to be reducible if some AY sequence can reduce G to a graph with fewer 
edges. The next theorem relates absence of XX minors to reducibility. 
THEOREM 23.44. Suppose a graph G of the form just described has at 
least eight edges and has no XX minor. Then G is reducible. 
582b/55/2-9 
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Proof. Let R and S be the paths of G defined earlier, say with r and s 
edges, respectively. Assume r d s, and let t be the total number of edges of 
G. By assumption t > 8. The proof is by nested induction on the values of 
r, s, and t, in that order. If G has an internal 3-star, then r or s can be 
reduced by a dY step. Thus by induction we may rule out such 3-stars. 
Similarly G cannot have two series edges in U or two parallel edges in Y. 
Due to these conditions the case r = 0 is always reducible. In the drawings 
below we use dashed arcs to indicate that such arcs may not be present. 
Note that this interpretation is different from the one employed earlier. 
r=l: t > 8 rules out s = 1, so suppose s > 2. Since G has no internal 
3-star, there must be two edges incident at each intermediate node of S. 
Thus we may depict G as 
R 
(23.45) 
Assume s = 2. By t > 8 and symmetry, at most the dashed edge a or b may 
be absent. The two cases are isomorphic and equal to 
(23.46) 
Replacement of the two triangles with vertex set { 1, 3,4} and {2,4, 5) by 
3-stars produces two series edges, so G can be reduced. Thus assume s 2 3. 
Then G is the graph 
(23.47) 
L 3 4 5 6 J 
Y 
s 
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with induced subgraph H 
(23.48) 
3 4 5 6 
Clearly we need only show that H can be reduced. This is done as follows. 
Replace the triangle with vertices 2, 4, 5 by a 3-star, with new vertex 7. 
Replace the 3-star with center vertex 4 by a triangle. Finally, replace the 
triangle with vertices 1, 5, 7 by a 3-star, at which time two series edges have 
been created. 
From now on we omit a detailed listing of the AY steps since they are 
rather easily found given the practice of the above two reduction sequences. 
r=s=2: Since G has no internal 3-star, the center node i (j) of path 
R (S) is an endpoint of at least two edges of Y. Then i and j must be con- 
nected by an arc since otherwise G has an XX minor. By symmetry and by 
the exclusion of XX minors, G is then one of the following three graphs. 
(23.49.1) m (23.49.2, m 
(23.49.3) (23.49) 
Each of these cases is reducible regardless of the presence or absence of the 
dashed arcs. 
t-22, ~23: The paths R and S contain at least five edges. The path 
S has at least two intermediate nodes, and at these nodes a total of at least 
four edges are incident. Thus G has at least nine edges none of which con- 
nects an endpoint of R or S with a second endpoint of either path. Derive 
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a graph H from G by deleting all arcs of the latter kind. By the definition 
of a AY step, G is reducible if H is reducible, so we are done by induction 
unless G = H. In the latter case suppose no endpoint of R and S has degree 
1. But then G has an XX minor whose edges are the four edges of U 
incident at the endpoints of R and S, plus four edges of Y, each of which 
is incident at different endnode of R and S. Thus, the claimed degree 1 
endpoint exists, and we can shorten the path R or S by deleting the arc of 
U incident at the endpoint. The resulting graph has at least eight edges, is 
reducible due to induction, and proves G to be reducible as well. 1 
We now have the ingredients for a proof of Theorem 23.2. 
Proof of Theorem 23.2. Let M, G, and z be as specified by (23.1). If A4 
has seven or eight elements, then A4 is 3-connected or is a series or a 
parallel extension of F, or Fy and thus is reducible by (21.8) and the dis- 
cussion of the cases (21.9) and (21.10). Hence we may suppose that A4 has 
at least nine elements, so G has at least eight edges. By Theorem 23.41, G 
minus all con edges is given by (23.42). Suppose, by contraction of some de1 
edges of the paths R and S and by deletion of some con edges, we can 
reduce G to P a 
b xx 
4 
all 
con 
(23.50) 
We then delete the de1 edge a and contract edge b to obtain a contradictory 
nonregular instance, where the three paths connect nodes p and q. Thus no 
such minor can exist, and application of Theorem 23.44 to G upon removal 
of con and del labels proves M to be reducible as well. m 
This concludes the discussion of case (21.11.1.1). In the next section we 
deal with case (21.11.1.2), which up to duality concerns the case of graphic- 
ness by contraction. 
24. GRAPHICNESS BY CONTRACTION 
In this section we examine case (21.11.1.2). That is, we have an 
irreducible almost regular matroid A4 without RI0 and R,, minors, and for 
all con elements t, M/t is graphic and not cographic, while for all del 
elements t, M\t is cographic and not graphic. If AY steps can transform 
M to a matroid which has an R,, or an R,, minor, or to a situation in 
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which case (21.11.1.1) applies, we do so and apply the arguments of Section 
23, 25, or 26. Thus we may assume that A4 has no triangles. The next result 
shows that under this condition the case (21.11.1.2) is vacuous. 
THEOREM 24.1. Let M be an irreducible almost regular matroid without 
triangles and without R,, and R,, minors. Suppose for a con element t, M/t 
is cographic but not graphic. Then it cannot occur that for all de1 elements 
=, M\z is cographic and not graphic. 
We accomplish the proof of Theorem 24.1 by contradiction via a series 
of lemmas. Thus throughout we assume the conditions of Theorem 24.1 on 
M and t, and also suppose that for all de1 elements z, M\z is cographic and 
not graphic. Let G be the graph corresponding to M/t. Since Mft is graphic 
and not cographic, and since for all de1 Z, M\z is cographic and not 
graphic, we know that 
G is nonplanar, but for all z labelled del, G\z is planar. (24.2) 
M has no triangle, so if G has a 2-separation, then either side of that 
2-separation contains at least three edges, and M is a 3-sum and, by 
Theorem 22.1, reducible. Therefore G is 3-connected, and by [2] is equal 
to K, or has a K,,, minor. The next lemma rules out the case G = K,. 
LEMMA 24.3. G cannot be K,. 
Proof: If G = K,, then M has a representation matrix 
100110 
110001 
B= 011010 R 001101 con t h (24.4) 
If the row vector h of B contains a zero, then the column of B containing 
that entry has exactly two l’s, which proves that M has a triangle, a 
contradiction. Thus the second, third, and last columns of B contain a 
representation matrix of FT, and the elements of M corresponding to the 
remaining columns of B must be labelled con. Thus, by symmetry, all 
columns of B must be labelled con. But then M has at least seven con 
elements, yet the corank of M is 6, contrary to Theorem 21.4(vi). 1 
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By Lemma 24.3, G has a K,., minor, so the matroid M has a representa- 
tion matrix 
: 
B= e 
con t 
uvwx Y 
(24.5) 
where the submatrix indexed by a, h, c, d, e and u, v, w, x corresponds to 
a K3 3 minor. Suppose we delete row t and all columns of Y from B. Since 
M/t is regular, indeed graphic, the remaining matrix B’ corresponds to a 
subdivision of K3,3 plus coloops. Thus each row of the submatrix D is the 
zero vector, or a unit vector, or is parallel to a row of B’ indexed by a, b, 
c, d, or e. We now establish the form of D and of the row vector h. 
LEMMA 24.6. D contains no zero row, and, without loss of generality, 
h=[l 0 1 01. 
Proof For all YE Y, G\y is nonplanar by (24.5), and thus by (24.2), y 
must have a con label. We know from Theorem 21.4(vi) that the con 
elements of M constitute a cocircuit and a cohyperplane C of M. Thus 
ICI = 1 YI + 4. If h = 0 or D contains a zero row, then any such row 
establishes that a cocircuit of M is properly contained in C or contains just 
one de1 element. The first case is not possible since C is a cocircuit, and the 
second case is ruled out by the parity condition. We derive the same con- 
clusion if h is a unit vector or parallel to one of the rows of the explicitly 
shown submatrix of the K,,, minor. This leaves for h the case with three l’s 
and one 0 in any position, or h = [l 0 1 01, or h = [0 1 0 11. 
To complete the proof of the lemma, we now show that the matroids 
M/X\Y produced by the different h vectors are all isomorphic. Due to 
symmetry, we need only show that the cases for h = [ 1 1 1 O] and 
h = [l 0 1 0] are isomorphic, which is proved by the mapping that 
takes a, b, c, d, e, u, u, w, x, t of the case h = [ 1 1 1 0] to e, U, c, X, 
a, b, v, w, d, t, respectively, of the case h = [l 0 1 01. 1 
From now on we assume that the vector h in B of (24.5) is [l 0 1 01. 
The minor M/X\ Y of M is then represented by the graph H, 
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1 
X 
con (24.7) 
4 
where the square boxes identify the nodes of the node subset representing 
w. We have listed the labels for the con edges and have omitted the de1 
labels, in agreement with the convention introduced in the preceding 
section. It is easily checked that these labels are correct, that w  has a de1 
label, and that M/X\Y is almost regular. 
Contraction of edge t in H of (24.7) converts the node subset for w  to 
an arc connecting nodes 4 and 5 and thus results in K,,, as it must. Since 
M/X\Y is almost regular, in M each element of X (Y) must have a de1 
(con) label. By Lemma 24.6 and the parity condition, any element of X 
must be in series with a del element of M/X\Y, i.e., with a, b, c, d, U, or 
w. Thus the graph G is evidently of the form 
-_---__---------__ 
3th ‘;--, 
(24.8) 
m1-4-’ ,’ 
-‘6 .’ 
,/d-path 
-----___________--- s’ 
plus all edges indexed by Y. Here a-path denotes the path in G containing 
the del edge a and every edge in X that is in series with c1 in M\Y. Similarly 
the remaining de1 edges 6, c, d, u, and w  lead to the b-path, c-path, etc., 
shown in (24.8). Without loss of generality we may suppose that the edge 
u (w) of the u-path (w-path) is incident at node 1 (4) since pivots on the 
l’s of row unit vectors of the submatrix D of B allow any edge of the 
u-path to take on the role of U. Then define the u’-path (w’-path) to be the 
u-path (w-path) minus node 1 (4). Let R (S) be the union of the u-path, 
c-path, and w’-path (d-path, b-path, and z/-path). 
The previously made assumptions on M and G restrict considerably the 
possible endpoints of the arcs in Y. The next two lemmas list restrictions 
that will be of importance later. 
LEMMA 24.9. Let y be an arc of Y both of whose endpoints are on the 
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path R. Then node 1 must be one of the endpoints of edge y, and the second 
endpoint must lie on the WI-path. 
ProoJ Let i be the first endpoint of arc y encountered as we move 
along the path R from node 1 toward node 4’. Define j be the second node 
of y. Assume i is an interior node of the a-path. If j is also a node of the 
a-path, then for some arc z of the a-path, G\z is not planar contrary to 
(24.2). Ifj is an interior node of the c-path, we contract some edges of the 
a-path, then delete an edge of the c-path, and once more have a contradic- 
tory nonplanar graph. Indeed, by simple checking we confirm that very 
similar arguments lead to a contradiction for each possible case of i and j 
except the one listed in the lemma. 1 
LEMMA 24.10. No arc of Y connects node 1 with a node of the WI-path. 
Proof Let y be one such arc so that the endpoint j which y has on the 
WI-path is as close to node 4’ as possible. Suppose j= 4’. Then C = 
{w, x, y } is a triangle of G, and thus C or C u {t} is a circuit of M. Now 
t, x, and y have con labels, and w  has a de1 label, so by the parity condition 
C must be a circuit of A4, which contradicts the assumption that M has no 
triangles. Hence j # 4’. Since G is 3-connected, some arc z of Y must be 
attached at node 4’. By Lemma 24.9 and the selection of y, the second 
endpoint k of z must be on the path S. Each of the possible case can be 
contracted down to the case k = 2 or k = 3. But in the first (second) case, 
deletion of the a-path (d-path) leaves a nonplanar graph, a contradiction 
of (24.2). 1 
The next lemma will permit an almost trivial proof of Theorem 24.1. 
LEMMA 24.11. T= {t, u, w} is a triad of M. 
Proof. Let R and S be the paths of G defined earlier. By Lemmas 24.9 
and 24.10, any arbitrarily selected arc y of Y must connect a node of R 
with one of S. But then G contains a cycle C consisting of x, y, and sub- 
paths of R and S. Thus C has exactly two con edges, i.e., x and y, and by 
arguments similar to those made in the proof of Lemma 24.10, C is a 
circuit of M. By (24.5), T = { t, U, w} is a triad of M\ Y, and T plus a subset 
of Y is a cocircuit T’ of M. If that subset of Y is nonempty, we may assume 
it to contain y. But then y is the only element of Cn T’, which contradicts 
the fact that in a binary matroid the intersection of any circuit and any 
cocircuit has even cardinality. Thus T= T’, and T is a triad of A4, as 
claimed. [ 
By Lemma 24.11, M\u is a series extension of the graphic matroid M/t\u 
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and hence is graphic. Thus we have the desired contradiction proving 
Theorem 24.1. 
We now turn to case (21.11.2), where A4 has an Ri2 minor. 
25. THE CASE WITH R,, MINOR 
In this section we analyze case (21.11.2), where the irreducible almost 
regular A4 has an R,, minor. Such a minor may be represented by the 
matrix 
(25.1) 
in agreement with the definition of R,, in [2] and in Section 111.12. The 
main conclusion is the following theorem, which proves the case (21.11.2) 
to be vacuous. 
THEOREM 25.2. Let M be an almost regular matroid with an R,, minor. 
Then M is reducible. 
In the remainder of this section we prove Theorem 25.2. Thus assume M 
to be the matroid of that theorem. In the nontrivial case M is 3-connected. 
The proof is accomplished in three steps. First we show that M or M* has 
a certain l-element extension of R,,, called V,,, as a minor. In the second 
step we prove that the presence of VI3 implies that M or M* has a certain 
minor N that is almost regular and that is a l-element extension of a 
graphic matroid. In the third and final step we prove that M is reducible 
by using the fact that N is reducible. 
We start with the first step. Here we apply the decomposition algorithm 
of Part III to the class A! = {NI N is regular or almost regular} to prove 
existence of the desired minor Vi3. Note that A is closed under the taking 
of minors, as required by the algorithm. Due to space restrictions, we shall 
neither list nor motivate that algorithm, so the reader not familiar with 
that scheme should consult the relevant portion of Part III to understand 
the computational details presented below. 
Besides A’, the algorithm requires a second input set YY, which we define 
to be {R,,}. In step 0 of the algorithm the decomposition graph X is 
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initialized as the graph without any arcs and with just one node, labelled 
R,,, and both JV and Y are defined to be empty sets. 
Iteration 1 
Step 1. We select the open node N = R,, of X. 
Step 2. In step 1 of the subroutine we select a 3-sum decomposition of 
R,,. To identify that 3-sum, one interprets the partition of B’* of (25.1) to 
be one of type (1.9.1). In particular, the submatrices A’, A*, and D of B 
of (1.9.1) become 
A’ = 
i tu v wxi --- 
a1011 
I boll1 --- 
A2= , 
I zi --- 
c 1 1 
dll. 
II 
elo’ 
-L 0 1 
1 I Ill v WXl --- 
cl010 
D=dolol 
T-l e1010 
(25.3) 
In step 2 of the subroutine we examine all l-element extensions of R,, 
that are complete violators, i.e., the cases for (1) and (2) of (111.10.7), plus 
the l-element extensions that are partial violators as given by (III.1 l.l), 
where we choose the cases for (9) and (10) over the cases for (7) and (8). 
The latter choice is acceptable since (111.11.3) holds. 
We start with the cases for (1) and (2). By the symmetry of R,*, we need 
only examine the cases for (2) in detail, and then conclude the cases for (1) 
by duality. Thus let us adjoin a column vector [g/h] indexed by s to B’* 
of (25.1), where g corresponds tp the two rows indexed by a and 6, and h 
to the remaining rows. Below we summarize the three possible instances of 
g, and the 12 possible cases of h for (2) of (111.10.7). 
1 2 3 4 5 6 7 8 9101112 
II 
By straightforward though quite tedious calculations one can prove that 
all cases are nonregular, as is to be expected due to the results of 
Section 111.12, and that each almost regular case is isomorphic to the one 
given by case 1 of g and case 1 of h. Denote the matroid so defined by I’,,. 
Routine calculations establish the con and de1 labels, as well as the fact that 
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these labels are unique, and lead to the following representation matrix for 
VI,. 
_- 
con 
con 
con 
de1 
con 
con _- 
--- 
a 
b 
2 
cdd,ddd 
I::ff$fffI 
!uvwxyz SI 
1011001 
0111000 
1010111 
0101110 
1010100 
0101010 
(25.5) 
By duality, Vf3 is, up to isomorphism, the only matroid for case (1) of 
(111.10.7). According to step 4 of the subroutine, we thus declare the final 
list N,, N2, . . . of that subroutine to consist of V,, and V&. 
We now compute the possible cases for (9) and (10) of (III.1 1.1). 
(9) of (111.11.1): Each case is given by B’* with one additional 
column [O/h] with index y,, where the 0 subvector is indexed by the rows 
a and b, and the h subvector by c, d, e, andf: By (111.10.8) and (111.10.12), 
the vector h is not spanned by the submatrix D of B’” given by (25.3), is 
also not a unit vector, and finally is not parallel to a column of the sub- 
matrix A* of B’* given by (25.3). Due to these conditions h must be one 
of the cases 5, 6, 7, 8, 11, and 12 of (25.4). Now case 5 leads to a regular 
extension of R,2, say MI), with matrix 
(25.6) 
while the remaining cases produce nonregular matroids that are not almost 
regular. 
(10) of (III.1 1.1): Each case is given by B12 plus one additional row 
[rl k], where r is indexed by u, u, w, x, and k by y, Z. In addition, by 
(111.10.8) and (111.10.12), r is spanned by D, k is nonzero, and [rl k] is not 
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a unit vector and is not parallel to a row of [D ] A2], where D and A2 are 
given by (25.3). The following six cases are therefore possible for [r 1 k]. 
1000011 
2 101001 
[r I k] : 3010110 
•l 
4 111110 
(25.7) 
5 111101 
6 111111 
Each of the six l-element expansions of R,, so defined turns out to be non- 
regular and not almost regular. 
We conclude that M,, and its representation matrix (25.6) constitute the 
only pair (M,, B’) left at the end of step 4 of the subroutine. 
Step 3. We update the graph X as follows. Three new nodes, labelled 
v13, K5, and Ml,, are introduced, together with directed arcs from 
node R,, to each of these new nodes. The nodes Vi3 and V& are declared 
open and complete, while node M,, is labelled open and partial. Finally, 
node R12 is declared closed, .Af becomes (R12}, and ,Y becomes 
1 T/l,? K+3? Ml3). 
Iteration 2 
Step 1. We select the open and partial node N = M,, 
Step 2. In step 2 of the subroutine we must examine all matroids that 
are l-element expansions of M,, of the form 
(25.8) 
where due to (111.10.10) and (111.10.12), the subvector k is not zero, is not 
a unit vector, and is not parallel to a row of the submatrix A1 of B12 given 
by (25.3). Whenever k is not spanned by D, we have an instance of (3) of 
(111.10.7), and otherwise a case of (9) of (III.1 1.1). Below we examine the 
possible situations. 
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(3) of (111.10.7): By symmetry and duality we may rely on the results 
for the [O/h] cases of iteration 1, and thus we see that k = [0 0 1 l] is the 
only instance that need be considered. The matroid thus defined by (25.8) 
is not almost regular, and we conclude that no instance of (3) of (111.10.7) 
is possible. 
(9) of (111.11.1): Since k is nonzero and spanned by D, the three 
possible cases are k = [l 0 1 01, [0 1 0 11, and [l 1 1 11. In each 
situation the matroid is nonregular and not almost regular, and thus no 
instance of (9) of (III.1 1.1) is possible. 
We conclude that the subroutine outputs two empty lists. 
Step 3. The node M,, of X is declared closed, and V becomes the set 
{ I’,,, VTjl. At this time we decide to stop the algorithm. 
With the current sets ,Y, Y, and Y, we may invoke Theorem III.1 1.5 
and claim the following result, which implies the induced decomposition 
theorem for R,, of [2], and which also concludes the first step in the proof 
of Theorem 25.2. 
THEOREM 25.9. Let N be a 3-connected matroid with an R,, minor. Then 
exactly one of the statements below applies. 
(i) N is regular, and the proper 3-sum decomposition of the given R,, 
minor as spect?ed by the partitioning of B12 of (25.1) induces a proper 3-sum 
decomposition of N. 
(ii) N is almost regular and has a V,, or a V,*, minor, where V,, is 
the almost regular matroid represented by the matrix of (25.5). 
(iii) N is nonregular and not almost regular. 
ProoJ The statements (i)(iii) are clearly mutually exclusive. Suppose 
N is regular or almost regular, i.e., N is in A. By the sets M, Y, V, and 
-Ilr and Theorem III.1 1.5, the matroid N has a V,, or a VT, minor, or the 
proper 3-sum decomposition of the given R,, minor induces a proper 
3-sum decomposition of N. Suppose N is regular. Since V,, is not regular, 
the 3-sum decomposition case must apply, and thus case (i) holds. Now 
assume that N is almost regular, and that the induced 3-sum decomposi- 
tion case applies. Each of the 3-sum components of RI2 contains M(K,,,) 
or &(K,,,)* as a minor, so each of the components of any 3-sum of N 
induced by that of R,, must also have an M(K3,3) or an J~‘(K~,~)* minor. 
But the latter fact contradicts Theorem 22.1, according to which one com- 
ponent of any proper 3-sum decomposition of N must be the graphic 
matroid of a wheel. We conclude that N must have a V,, or a V& minor, 
so case (ii) holds. 1 
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We now begin the second step of the proof of Theorem 25.2, where we 
show that M or M* has a certain minor N that is a l-element extension 
of a graphic matroid. The matroid V& will play a central role, so for 
convenient reference we first display the following representation matrix 
for that matroid by dualizing the matrix of (25.5). 
By Theorem 25.9 we may assume without loss of generality that A4 has 
a V& minor. By the de1 and con labels listed with the matrix of (25.10) for 
V&, M/s is regular and has an R,, = I/T3/s minor. Even if M/s is not 
3-connected, Theorem 25.9 implies that M/s has a 3-sum decomposition 
induced by the 3-sum decomposition of that R,? minor, and thus that M 
has a representation matrix 
_----, 
con 2 
con y 
de1 X 
con w 
con v 
de1 u 
con s .----. 
(25.10) 
B= 
-Y 1 -----e-y,--- 
If e d c/b alYz2 
I 
---- 
A’ I 0 
x1-y 
i 
Y ---- 
X 
W 
V 
x2 u 
I 
s --- 
X22 D 
---- t 
A2 
(25.11) 
where A’, A*, D are newly defined matrices and are not the matrices of 
(25.3), where D has rank 3, and where D minus row s has rank 2. Since VT, 
is not regular, all row (column) indices of elements not in VT3 must be 
labelled de1 (con). 
Consider now the submatrix BN of B with row index set X,, u 
(s, U, u, w, x, y, z} and column index set Y,, u (a, b, c, d, e, f}, i.e., the 
matrix 
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BN= 
con z 
con y --- 
de1 x 
con p 
con C 
O/l 
(25.12) 
and define N to be the matroid represented by BN. A key result for N is the 
following theorem. 
THEOREM 25.13. Let N be the matroid represented by BN of (25.12), and 
e be the element of N as defined by BN. Then for some graph H, 
M(H) = N\e, and H together with some node subset E satisfying IEJ = 4 
represents N. 
Prooj Since VT, is almost regular, each row of the submatrix K of BN 
must be nonzero. Now N/s is regular, so each row of K must correspond 
to a 3-connected regular expansion of R,,, or is parallel to a row of the 
submatrix corresponding to the R,, minor, or is a unit vector. There are 
only four 3-connected expansions of R ,2, given by the four rows of the 
matrix 
fedcba 
.J  
1001100 
2 101000 m 3010100 4111100 (25.14) 
Due to the above constraints and due to the parity condition, the 
following row vectors are possible for K. 
dd ddd 
ffnfff 5 
fedcba 
101000 
111100 
101011 
u 
010101 
000010 
000001 
(25.15) 
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The columns of L are similarly restricted, and the entries in the row s of 
L are dictated by the remaining entries of L due to the parity condition. 
The possible column vectors of L are therefore as follows. 
con 
‘1 2 3 4 5 6 7 8 910 11’ 
(25.16) 
Let B’ be the column submatrix of BN indexed by a, b, c, d, e, f, and let 
B” be derived from B’ by deleting the rows indexed by X,,. Thus B’ 
represents N\ Y,, , and B” represents N\ Y,,/X,, = VT3. It is easily checked 
via B’ that the graph H’ given by 
6 10 
(25.17) 
represents N\Y,, if we interpret it as follows. The four square boxes specify 
the nodes representing the de1 element e. Each dashed arc stands for a 
path, possibly consisting of just one node. The g-path contains all arcs 
corresponding to the rows of (25.15) of type g, while the b-path contains 
the arc b and all arcs corresponding to the rows of (25.15) of type b’. The 
remaining subpaths are similarly interpreted. Note that H’ generally is not 
unique due to possible switchings of edges within each series class, where 
each such class is given by one of the paths labelled g-path, b-path, etc. 
From H’ we obtain a graph H” for N\Yz2/Xz2 = V& by contracting the 
g-path and h-path to just one node each, and the u-path, b-path, u-path, 
and x-path to the edges a, b, U, and x, respectively. We thus have B’ (B”) 
as well as H’ (H”) to represent N\Y,, (N\Y,,/X,,). The next three 
lemmas establish that the latter representations can be easily extended to 
representations for N/X2* and N and thus prove Theorem 25.13. 1 
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LEMMA 25.18. N/X,, can be represented by H” plus additional arcs, none 
of which is incident at node 1 or node 10. 
ProoJ: NIX,, is represented by B” plus additional columns, each of 
which is of the form [O/k], where k is a column of the matrix of (25.16). 
Now it is easily checked that each such column corresponds to an addi- 
tional arc for H” that does not have node 1 or node 10 as endpoint, except 
for the two cases of (25.16) numbered 5 and 7. Routine calculations 
confirm that B” plus a column of either type is not almost regular. The 
latter calculations become very simple when one represents the columns 
numbered 5 and 7 by node subsets of H”. i 
LEMMA 25.19. Let j be any column index in Y,,. Then a representation 
of N\(Yz,- {j>) can be obtained from H’ by switching edges of series 
classes and adding one arc j. 
Proof. The minor N\( Yz2 - {j}) of N is represented by B’ plus the 
column j of B. We prove the claim by induction on IX,,/ and handle 
JX,,I = 0 by Lemma 25.18. So assume the claim to hold whenever 
IX,,I < m - 1 for some m > 1, and examine the case IX,,I = m. At any rate 
column j of B can be represented by a subset J of the node set of H’. 
Switch the edges of H’ so that IJI is minimum, and recall that according 
to the discussion of Section 23, IJI must be even. Indeed, by the inductive 
assumption on IX,,1 and the minimality of JJI, it is easily seen that IJI = 4, 
and that each series class consists of one or two edges. Furthermore, in the 
case of a series class with two edges, the midpoint of the path defined by 
that series class must be in J, and at most one of the two endpoints of the 
path can be in J. 
Suppose the g-path of H’ as defined by (25.17) has two edges. Due to at 
most one switching we may suppose that node 2 is not in J. Thus we can 
contract the edge of the g-path incident at that node to obtain a case that 
contradicts the induction hypothesis. Arguing similarly for the u-path, 
b-path, h-path, a-path, and x-path, in that order, we see that each series 
class consists of just one arc. By Lemma 25.18, I JI = 4 is thus caused by the 
expansion of H” by arc g or arc h. Each of these cases can be shown to 
correspond to a nonregular matroid that is not almost regular, a contradic- 
tion. For example, if the two endpoints of g are in J, and an endpoint of 
u and an endpoint of x are in J as well, then we delete arcs f, w, y, z and 
the de1 element e, and contract the arcs c, u, and x, to obtain a representa- 
tion of the Fano dual matroid. All other cases are handled with similar ease 
once one observes that by Lemma 25.18 neither node 1 nor node 10 can be 
inJ. 1 
%2b/S5/2-LO 
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LEMMA 25.20. A representation of N can be obtained from H’ by 
switching edges of series classes and adding one arc for each element in Y,,. 
Proof: By Lemma 25.19 we can handle at least one element of Y,,. 
Thus suppose switching have been made to accommodate as many 
elements of Y,, as possible, say those of a nonempty subset Y;, c Y,,. If 
an element j of Y,, cannot be handled, then apparently that element would 
require a switching that is possible in a series class of H’, but that is no 
longer possible due to an arc k of Y;,. Suitably contract the path corre- 
sponding to that series class of H’ to a path P with two edges, where arc 
k is attached at the midpoint of P, and where the two edges of P would 
have to be exchanged if j were to be represented by an arc. Contract the 
other series classes to one arc each. At this time element j can be repre- 
sented by a node subset J with four nodes, three of which are the three 
nodes of P. Note that contraction of either edge in P makes representation 
of k by an arc possible, so by Lemma 25.18 three nodes of J lie on the 
union of the g-path, b-path, and u-path, while the fourth node of J is found 
on the union of the h-path, x-path, and a-path, or conversely. Either case 
is easily proved to correspond to a nonregular and not almost regular 
matroid, a contradiction. 1 
We are ready for the third and final step in the proof of Theorem 25.2. 
Here we must show that the almost regular matroid A4 given by the matrix 
B of (25.11) is reducible. 
We first deal with the easy case, where both set X,, and set Y,, of M, 
as defined by (25.11), are empty. Since the rank of the submatrix D of B 
is 3, the sets {a, u, x} and {b, U, w} are triads. It is easily seen that both 
triads can be replaced by triangles, and that the resulting matroid has 
parallel elements. Indeed, one simply performs on B the two AY steps and 
observes that the column added to the matrix in the second AY step is a 
unit vector. Thus M is reducible, as claimed. 
We thus may assume that X,, u Y,, is nonempty. Consider now the 
minor N of A4 given by BN of (25.12). By Theorem 25.13 and its proof, N 
has a representation by a graph H plus a subset E of nodes. Indeed that 
graph and node subset are given by H’ of (25.17) plus additional arcs, 
none of which is attached at node 1 or node 10 of H’. Define G to be the 
subgraph obtained from H by deleting nodes 1 and 10. Let R (S) be the 
union of the g-path, b-path, and u-path (h-path, x-path, and a-path). 
Define U to be the set of edges in R or S, and Y to be the set of remaining 
edges of G. By (25.11) and (25.12), two series (parallel) edges of G that are 
in U (Y) correspond to two series (parallel) elements of N and M. Further- 
more, a triangle of G is also a triangle of N and M, and a 3-star of G whose 
center node is not one of the nodes 2, 5, 6, 9 of G is a triad of N and M. 
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Note that G has the same structure as the graph G defined in Section 23 
immediately after the proof of Theorem 23.41. Indeed, the definitions of R, 
S, U, and Y given there are in complete agreement with those for the case 
at hand, and therefore we may adopt the definitions of Section 23 con- 
cerning the XX minor and reducibility of G as well. By the proof of 
Theorem 23.2 given at the end of Section 23, the graphs H and G of this 
section cannot have an XX minor. Since A’,, LJ Y,, is nonempty, G has at 
least eight edges, as may be confirmed by counting. The latter two facts 
permit application of Theorem 23.44, which thus proves G to be reducible; 
i.e., G can be reduced to a smaller graph by repeated application of the 
following operations. (1) Contraction of two series of U to one edge. 
(2) Deletion of one of two parallel edges of Y. (3) Replacement of a 3-star 
by a triangle. (4) The inverse process of (3). The 3-star-to-triangle conver- 
sion is permitted only if the center vertex of the 3-star is not one of the 
nodes 2, 5, 6, 9 of G. We omit the details for updating V and Y for cases 
(3) and (4) since they are included in Section 23 following (23.43). 
By the above discussion linking series/parallel edges, triangles, and 
3-stars of G to series/parallel elements, triangles, and triads of N and M, 
any reduction of G via the just described operations is also realizable 
for N and A4. Thus Theorem 23.44 implies that A4 is reducible, so 
Theorem 25.2 holds. 
We now turn to the final case, (21.11.3), where A4 has an R ,0 minor. 
26. THE CASE WITH R,, MINOR 
The case (21. I 1.3), where the irreducible almost regular matroid M has 
an R,, minor, is handled by the following result. 
THEOREM 26.1. Let M be an irreducible almost regular matroid with an 
R,, minor. Then h4 or M* is the matroid N,, given by 
c ddcdd 
~ff::ff 
u 0 wx y*z 
(26.2) 
ProoJ: By Theorem 22.1, A4 is 3-connected. M cannot be R,* itself since 
that matroid is regular, so by the splitter theorem [2], M has a 
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3-connected l-element extension of R,, as a minor. Now R,, is isomorphic 
to its dual, and a representation matrix is obtained from B” by deletion of 
column z. Thus it suBices for us to examine all almost regular l-element 
addition cases of R,,, i.e., all 3-connected almost regular matroids 
producible from B”, by varying the entries in column z. Enumeration of 
these cases proves that all such instances are isomorphic to N,,. Thus we 
may suppose that M has N,, as given by (26.2) as a minor. 
In the nontrivial case, N,, is a proper minor of M, and by the splitter 
theorem of [2], M\z is 2-separable. If there is a 2-separation with at least 
three elements on each side, then M is a 3-sum and, by Theorem 22.1, 
reducible. Thus M\z is a series extension of R,,. Enumeration of the 
possible cases shows that M\z has at most one series class, with two 
elements, and that without loss of generality we may presume this class to 
be {e, e’}. Then (e, e’, z} is a triad of M, and replacement of that triad 
leads to a matroid with two parallel elements. But then M is reducible. We 
conclude that M or M* is N 11. 
When the 3-connected case of an almost regular M with an R,, minor 
is investigated a bit more thoroughly, one discovers that any such instance 
is representable by a graph plus a subset of nodes of the form 
*on (26.3) 
where k 2 2, where the nodes with the square boxes are those of the subset, 
and where the two dashed arcs represent paths with at most one arc each. 
We omit the not so difficult proof since this part is quite long already, but 
note that a representation for N,, is obtained when k = 2 and when the two 
dashed arcs are contracted. 
At long last we are ready for a proof of Theorem 21.6. So suppose that 
M is an irreducible almost regular matroid. By the cases of (21.11) and the 
related theorems, Theorems 23.2, 24.1, 25.2, and 26.1, the matroid M is F,, 
F7*, N,,, or NT,. A single Y + A step converts F,* to F, and N :i to N,, . 
Using the 4-connectedness of RI,,, it is easy to verify that AY steps cannot 
introduce or eliminate R,, minors. Thus N,, is irreducible, and a given 
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almost regular matroid can be reduced to only one of the matroids F, and 
N,,. We must still prove the existence of a polynomial algorithm that for 
any almost regular matroid A4 finds a reduction sequence that deduces F, 
or N,, from M. Careful examination of the arguments of Sections 22-26 
reveals that each proof step can actually be turned into a polynomial sub- 
routine. One can combine these subroutines with several subroutines of 
Part V to obtain a polynomial algorithm for locating a reduction sequence. 
We omit the details since they involve routine arguments. 
So far we have implicitly assumed that the con and del labels are known 
for M. But such labels can be found in polynomial time as follows. First we 
locate an F, or FF minor by repeatedly applying the algorithm of Part V, 
then compute a representation matrix of M or M* of the form (21.5), 
except for the labels. Now necessarily the elements of X, (Y,) of (21.5) 
must receive del (con) labels, and one can test in polynomial time, again 
with the algorithm of Part V, whether or not appropriate con and del labels 
exist for the remaining seven elements. Thus we require only a binary 
representation matrix for the almost regular matroid, or equivalently, a 
black box for testing independence of subsets, to find a AY sequence in 
polynomial time. 
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