A physically based model for the evolution of dry, two-dimensional foams based on a combination of mass transfer, vertex movement, and edge relaxation, enables efficient and accurate simulation with and without wall rupture. The stochastic nature of topological transitions due to numerical error has been carefully examined and may explain the discrepancies found among various simulations. The separation of vertex and edge movements permits a study of foam evolution that includes wall rupture. Comparison with recent experimental results is presented that demonstrates that certain, semiempirical ''breaking rules'' are capable of reproducing both the overall topological evolution and certain scaling behavior observed in the experiments.
I. INTRODUCTION
The structure and evolution of cellular assemblies, especially foams of soap bubbles, has long been a source of fascination and scientific study. In particular, two-dimensional foams have been recognized as valuable analogs of grain boundaries in metals; and have the obvious advantage of being relatively easy to study experimentally and, more recently, simulate numerically. The past ten years has seen an intensification of effort to obtain a ͑reasonably͒ complete experimental, theoretical and numerical picture of twodimensional soap foam evolution. One of the central issues has been to establish the existence of a ''scaling regime'' in which the probability distributions characterizing the statistical structure of the foam are stationary and to measure, either experimentally and/or through simulation, the appropriate exponent and moments in this regime.
The basic phenomenology of two-dimensional foam evolution is well established-at least in the case of foams that are relatively ''dry'' ͑i.e., contain virtually no fluid͒ and in which wall rupture does not occur. We shall refer to such foams as ''normal'' foams to distinguish them from what we will term ''breaking'' foams in which wall rupture is a major part of the evolution. The study of this class of foam dynamics, which is very different ͑and much faster͒ from that of normal foams, is one of our main objectives. Before discussing this further we summarize some of the basic ideas involved in normal foam evolution. The principal driving force is diffusion, namely, gas molecules diffusing across the curved cell walls between bubbles. The pressure difference across these walls is governed by the Young-Laplace law
where is the coefficient of surface tension and r the radius of curvature of the wall. Based on this law and elementary geometric considerations, which include the assumption that in equilibrium the cell walls meet at 120°, von Neumann ͓1͔ deduced a simple law governing cell growth, namely,
where a n is the area of an n-sided cell and is a diffusion constant. Thus cells with more than six sides grow in area and those with less than six sides shrink. By itself this law cannot fully explain typical foam evolution since additional topological processes corresponding to various types of wall rearrangements also occur. For example, as four-and fivesided bubbles shrink according to von Neumann's law, a point of zero area will be reached creating vertices with, respectively, four and five cell walls meeting at a point. Since the stable coordination number ͑the number of edges meeting at a vertex͒ is three, there must be wall rearrangements to reestablish this configuration. These rearrangements are called T2 processes and are illustrated in Fig. 1 . In addition, as also shown, one can identify a somewhat different transition involving wall switching which is called a T1 process. Both of these processes play an important part in the foam evolution and, as we will discuss below, behavior in the scaling regime is sensitive to small variations in the occurrence of these transitions. This is the notion of ''stochasticity'' in foam evolution raised by Fradkov et al. ͓2͔ . It should also be noted that one of the assumptions in von Neumann's law is that the pressure differences across the walls are small compared to the pressure in the domains ͓3͔.
During the course of evolution, various statistical measures of the cellular structure can be followed ͑either in an actual laboratory experiment or in a computer simulation͒. These include (n,t), the probability of finding an n-sided cell, and (a,t)da, the probability of finding a cell area between a and aϩda. A useful statistic is provided by the second moment, 2 ϭ ͚(nϪ6) 2 (n,t), which gives a simple measure of the system disorder ͑a monodisperse hexagonal foam, for which 2 is obviously zero, is considered to be a highly ordered structure͒. Over the years various experiments ͑much of the published literature on two-dimensional foam kinetics is well summarized in the reviews by Glazier and Weaire ͓4͔ and Stavans ͓5͔͒ have established that there is indeed a scaling regime in which ͗a͘ grows linearly with t and that the various statistical quantities are stationary. We comment, however, that it appears to be easier to establish stationarity for (n,t) than for (a,t). One problem in obtaining accurate experimental results is that of foam wetness, i.e., the accumulation of liquid in the vertices. This leads to the formation of ''Plateau borders'' with subsequent effects on the idealized von Neumann law dynamics ͓6͔. Another hallmark of a scaling regime is the constancy of 2 : experimental observations indicate a value of approximately 1.4. In our computer simulations of normal foams we will show, in particular, the sensitivity of 2 to the topological transitions.
Numerical simulation of evolving foams is a challenging problem in large-scale scientific computation. Surveys of the various approaches can be found in ͓4,5,7͔. Although certain ''nonphysical'' models such as the Potts model are computationally inexpensive and can reproduce some of the basic evolution phenomenology, it is important to develop algorithms that can simulate the actual physics of foam evolution. This is a difficult problem since one must, in principle, follow the movement of all cell walls and vertices simultaneously. To date, the main two efforts in this direction are due to Weaire and Kermode ͓8,9͔ ͑henceforth referred to as WK͒ and Aref and Herdtle ͓10,11͔ ͑henceforth referred to as AH͒. Both approaches trace the quasiequilibrium configurations, i.e., configurations in which all edges meet at 120°and the net pressure across each edge is zero. The adjustments needed to attain these arrangements are implemented after each ''diffusion step'' in which the area changes according to von Neumann's law. In both algorithms the vertex and edge adjustments are effected via a Jacobian matrix approach. The most important difference between WK and AH is that the latter computes the relaxation with the ͑very large͒ Jacobian corresponding to the entire network of bubbles whereas WK breaks the Jacobian into small ͑5ϫ5͒ blocks ͑corresponding to one vertex and its local environment of three surrounding cells͒ and carrying out the relaxation one sub-block at a time. This becomes significant at the level of the T1 transitions: WK apply their criteria for allowing such transitions at the local ͑sub-block͒ level whereas AH apply their criteria at the global level, i.e., after the entire network has completed a relaxation step. As pointed out in ͓11͔ the local approach can lead to spurious T1 transitions with corresponding implications for long-range correlations in the foam dynamics. On the other hand, the disadvantage of the AH approach is the inevitable increase in computational time that goes with manipulating very large matrices.
Here our aim is to simulate foam evolution in a way that permits description of a wide range of behaviors: such as accurate normal foam evolution; breaking foams in which wall rupture is a frequent event; the inclusion of anisotropy ͑i.e., variations in surface energy according to cell orientation͒ to enable modeling of grain boundaries; and at the same time have sufficient control over the detailed dynamics to permit accurate investigation of stochastic effects in the topological transition, etc. To be able to achieve this the simulation must work with a physically realistic model of evolution in which pressure, gas mass, edge, and vertex motions are all explicitly and independently taken into account in a way that is also efficient enough to allow routine studies of systems with large numbers of cells.
Below we describe our model of foam evolution and its algorithmic implementation. The model combines physically realistic vertex motion with edge readjustments governed by the Young-Laplace law and mass diffusion governed by a von Neumann-like law in a way that is appropriate for the study of both normal and breaking foams. Selected new results for normal foams, such as a study of stochastic effects, illustrate the effectiveness of the algorithm. These results are followed by the simulation studies of breaking foams.
II. MODEL AND ALGORITHMS
The relaxation from a nonequilibrium to a quasiequilibrium state in a two-dimensional foam is completely determined by the dynamics of the vertices and edges of the bubbles. In a normal foam, the relaxation takes place after the gas diffuses from ͑in general͒ small bubbles to large bubbles; and in a breaking foam, after the wall ruptures. A physically realistic model ͓͑12,13͔͒ for vertex motion is to represent the driving force on a vertex as the sum of the elastic forces generated by the three films that meet at that vertex. If we assume that ͑i͒ the surface tension of the film is constant throughout the foam, ͑ii͒ the motion of films is purely dissipative ͓12͔, and ͑iii͒ the mobility ͑by ''mobility'' we mean the inverse of the friction coefficient͒ per unit length of the soap film is isotropic and constant; the velocity of the ith vertex is given by ͓13͔ where and denote, respectively, the surface tension and mobility per unit length of the soap film, and h is the narrow gap between two plates of the experimental cell. The u i j is the unit vector attached to the ith vertex and tangent to the film joining the ith and jth vertices, and the length of this film is l i j ͓see Fig. 2͑a͔͒ . The effect of velocities of neighboring vertices on v i,v ͓13͔ is not considered in Eq. ͑3͒.
In the vertex models of foam evolution ͑in which the foam is treated as simply a network of connected vertices͒ studied by Nakashima, Nagai, and Kawasaki ͓13͔, three different vertex velocities were investigated. In these the vertex velocity is ͑i͒ inversely proportional to the mean edge length in the entire foam; ͑ii͒ inversely proportional to the sum of the three edge lengths meeting at the vertex in question; or ͑iii͒ inversely proportional to the sum of the three edge lengths projected onto a line normal to the force vector acting at that vertex ͓14͔. These different choices of velocity induce different network evolutions since, in the vertex model, the coarsening ͑i.e., growth and disappearance of bubbles͒ of a foam is driven exclusively by the vertex movements. By contrast, in our model vertex movement is just one part of the two-step relaxation process ͑the other step being edge adjustment͒ during which a nonequilibrium configuration returns to a quasiequilibrium one while the actual coarsening is handled in a separate diffusion step. Comparison tests in our model of all three different choices of vertex velocity gave overall foam evolution results that were identical to within a negligible range of errors.
The motion of an edge is, in principle, determined by the net force per unit area, given the mobility and the height of a soap film. The magnitude of this force, which we will refer to as the ''net pressure,'' on the ith edge, P i net , is given by
where P i,␣ Ϫ P i,␤ is the pressure difference across the ith edge ͑the left-hand and right-hand domains of the ith edge are labeled as the ␣ and ␤ domains, respectively͒, and r i is the radius of curvature of that edge as shown in Fig. 2͑b͒ . Given P i net , the velocity of the center of the ith edge v i,e is given by
where n i is unit normal vector at the center of the edge. However, as we now argue, this last equation does not need to be used to obtain physically realistic edge adjustments. In typical experimental conditions, where the pressure of the gas and the surface tension of the film are of order 10 6 g/sec 2 cm and 10 2 g/sec 2 , respectively, Eqs. ͑3͒ and ͑5͒ show that the elastic relaxation of the edges is rapid compared to that of the vertices. This is also observed in the breakingfoam experiments ͓15͔. Therefore, it is reasonable to assume that the edges are in equilibrium between each movement of the vertices. As a consequence, the edge velocity in Eq. ͑5͒ is not employed explicitly in our algorithm and instead the radius of curvature of each edge is enforced to be in equilibrium between each movement of the vertices, i.e., we adjust the radius to satisfy Eq. ͑4͒. We can think of this as a ''geometrical,'' rather than ''dynamical'' approach to the edge adjustment part of the relaxation process. We also note, as shown in Fig. 2͑b͒ , that the variable that we use to specify the curvature of the ith edge is chosen to be an ''opening angle'' i of the ith circular edge rather than the radius because edges whose opening angles are bigger than 180°are commonly observed in a breaking-foam experiment ͓15͔.
A. Simulation of normal foams
Coarsening of a normal foam is due to the gas diffusion from higher-pressure domains to lower-pressure domains, followed by the elastic relaxation of the edges and vertices, which can be assumed to occur almost instantaneously because the gas diffusion is much slower than the elastic relaxation. Although von Neumann's law is usually formulated in terms of area and assumes incompressibility of the gas, we assume the ideal gas law and formulate it in terms of gas ''mass,'' i.e., the number of gas molecules, in the bubble. The diffusion rate of gas through the ith edge R i,d is proportional to the pressure difference ⌬ P i across the ith edge and length of the ith edge, i.e.,
Equation ͑6͒ and the considerations described in Sec. I give the analogue of von Neumann's law for ''mass transfer,'' namely,
where n and M n are the number of sides and mass of the bubble, respectively, and k is a coefficient proportional to the diffusion constant in Eq. ͑2͒.
The overall evolution of a normal foam proceeds in the following way. During a ''diffusion step'' of duration ⌬t D , bubbles lose or gain mass according to Eq. ͑7͒. After the diffusion step, a readjustment of the curvature of each edge is required because the mass and pressure in each bubble will have changed to new values and, furthermore, this curvature adjustment will result in the angles between neighboring edges deviating from 120°. Accordingly, following the diffusion step, a two-part ''relaxation step'' is implemented which consists of ͑i͒ moving all vertices, according to Eq. ͑3͒, at the same time in a time step ⌬t r and ͑ii͒ readjusting the curvature of each edge while all vertices are fixed. These two steps are performed alternately until the quasiequilibrium configuration of the foam is reached and then the next diffusion step is implemented.
The possible occurrence of a T2 transition during the diffusion step and a T1 transition during the relaxation step, plus several other considerations, are involved in determining optimal values of the ⌬t D and ⌬t r . In the latter case, all the vertex motions have to be monitored with care since a collision between vertices heralds the onset of a T1 transition and unphysical phenomena such as repeated oscillations of these transitions, which can occur in numerical simulations ͓13͔, have to be avoided. Overall, we are able to implement a series of criteria for estimating the time steps in a way which eliminates spurious behavior and/or loss of convergence and enables rather tight control on the accuracy and form of the topological transitions. A detailed discussion of these considerations and many other algorithmic details is given in ͓7͔.
As stated above the relaxation step consists of alternate vertex movements and curvature adjustments. The latter are implemented by eliminating the net pressures, as governed by Eq. ͑4͒, on all edges. Since the positions of the vertices and the masses of the domains are assumed to remain fixed while the edges move, the pressure of a domain is a function of its opening angles. The change in the net pressure on the ith edge, dP i net , can be derived from Eq. ͑4͒ in terms of the change in the opening angle of that edge, d i :
where the sum is over the edges of the ␣ and ␤ domains, respectively ͓see Fig. 2͑b͔͒ . Given the net pressures on the edges, d i can be calculated from Eq. ͑8͒, which in turn is subtracted from the current i to obtain the new i . For large systems solution of Eq. ͑8͒ can become computationally expensive. In contrast to the direct, Jacobianmatrix approaches used in the AH and WK algorithms, we use an iterative method in the form of a multidimensional Newton-Raphson method with a diagonal preconditioner. The basic procedure consists of changing the curvature ͑i.e., the opening angle ͒ of each edge in sequence, and repeating this until the desired accuracy is achieved. Thus, if the curvatures of all edges except the ith edge are stationary, the change in i to eliminate the net pressure on the ith edge can be derived from Eq. ͑8͒, namely,
As WK pointed out, the complete elimination of the net pressure on each edge can drive the configuration of a foam far from equilibrium. Based on extensive numerical trials ͓7͔, the best convergence is achieved when we change i by an amount corresponding to d i divided by the average number of sides of the two domains that share the ith edge.
B. Simulation of breaking foam
One of our main objectives is to develop an algorithm suitable for the simulation of breaking foams. These have only recently been studied experimentally by Burnett et al. ͓15͔ and exhibit many differences from normal foams. The fundamental difference is that of time scale: a normal foam evolves over periods of tens of hours whereas a rupturing foam disintegrates in minutes. Typically, after a finite period of relatively few wall ruptures a ''cascade regime'' sets in, in which many frequent and even simultaneous breakings occur. Thus diffusion, the rate-determining process in normal foams, is no longer relevant and the evolution is dominated by the rapid transmission of stresses through the disintegrating network. As a consequence, many of the phenomena associated with normal foam evolution, such as universal scaling behavior, are no longer seen. However, as we will describe in Sec. IV, a new type of scaling regime may appear.
As discussed above in the algorithm for a normal foam we assume that a foam recovers a quasiequilibrium configuration between diffusion steps. By contrast, in the case of a breaking foam, we cannot assume this prior to a wall rupture because the time interval between successive breakings may not be long enough for a nonequilibrium configuration to relax back to a quasiequilibrium one. However, our approach of tracking the motion of all vertices and edges at any instant means that the breakdown cascade is easily followed by considering each wall rupture as a process of eliminating a selected edge. Consider the ith edge, e i in Fig. 3͑a͒ . After the breaking of e i , two pairs of edges that were connected to e i become two new edges as illustrated with thick lines in Figs. 3͑a͒ and 3͑b͒. The curvature of each newly created edge is adjusted such that the areas of the A and B domains in Fig.   FIG. 3 . Sequential stages of relaxation after the breakage of edge e i ; ͑a͒ prior to breakage, ͑b͒ immediately after breakage, ͑c͒ after the readjustments of curvature, and ͑d͒ after the foam reestablishes quasiequilibrium.
3͑b͒ remain constant. The C and D domains combine to form a new, enlarged C domain with new values of area, mass, and pressure. The relaxation process is applied just as in normal foams; namely, the readjustments of curvature ͓Fig. 3͑c͔͒, and the movement of vertices are effected alternately until the next breaking occurs. Figure 3͑d͒ shows the equilibrium configuration after complete elastic relaxation from Fig. 3͑c͒ . This capability of handling a nonequilibrium configuration is an advantage over the algorithms of WK and AH in which only the quasiequilibrium configurations are traced.
The actual physics of the wall rupture in the experiments is not well understood and in our simulations, we choose certain ͑semiphenomenological͒ ''static'' breaking rules, i.e., rules that depend in some way on the length of an edge rather than its velocity. The consequence of this is that even as a region of the foam is relaxing rapidly around a given rupture, the choice of the next rupture can be made without being unduly influenced by its predecessor. Therefore, successive ruptures can occur relatively remotely from each other-a behavior that is consistent with the experimental observations. Although there are undoubtedly some longrange correlations between successive ruptures, we adopt the following three simple breaking rules in which the probability of a given edge breaking is ͑i͒ random, ͑ii͒ proportional to the length of its edge, and ͑iii͒ proportional to the square of the length of its edge. The motivation for rule ͑ii͒ is provided by the observation that the average bursting time for a static soap bubble is inversely proportional to its surface area ͓16͔; and the other rules are introduced for comparison.
Another difficulty in a breaking-foam simulation lies in determining the time interval between successive breaksagain due to the current lack of understanding of the precise mechanisms governing the wall rupture. In our current simulations, the time interval between breakings ⌬t B is chosen randomly between 0 and 2ϫ⌬t B,avg , where ⌬t B,avg denotes a user-specified average period between breakings. Although this ''rule'' for the time interval agrees with the experimental observation ͓15͔ in the ''cascade regime''-in which the number of bubbles decreases linearly in time-it cannot provide true, real time, breaking-foam dynamics. However, the numerical results can still be compared with those of experiment in terms of ''topological evolution''; namely, following the evolution as a function of bubble number rather than of real time.
III. NUMERICAL RESULTS FOR NORMAL FOAM EVOLUTION
We now present a number of simulation results for normal foams that illustrate the effectiveness of our algorithm and/or reveal differences with results obtained in other numerical studies. Frequently we will use two basic statistical measures of the structure of a foam: the side distribution (n) and the normalized area distribution (a/͗a͘). The mth moments of these distributions are, respectively,
where ͗n͘ is the average number of sides of a bubble and ͗a͘ is the mean bubble area.
A. Initial conditions, pressure effects, and efficiency
The Voronoi construction has long been recognized as a very useful way of generating initial conditions for foam simulations ͑as well as other problems involving tilings of the plane͒. The standard construction ͑see, for example, ͓17͔ or ͓13͔͒ involves building the cells about points deposited randomly in the plane. It is possible to produce different networks by imposing a ''hard-core'' constraint on these points, namely, setting a minimum distance on their separation. The larger the core, the less disordered the structure. For the simulation of foams presented here, we use doubly periodic Voronoi networks with large, small, or no hard cores. However, normally constructed Voronoi networks cannot be used directly as initial foam structures since Voronoi cell walls usually do not meet at 120°. To obtain the actual initial bubble structures from these Voronoi networks, a uniform initial pressure P 0 is assigned on each cell and then the relaxation process described in Sec. II is implemented. The resulting structure, however, varies with the assigned initial pressure whereas in the case of incompressible gas, only one relaxed structure exists for a given Voronoi network.
In the actual simulations, Eq. ͑4͒ is reformulated in terms of dimensionless parameters, namely,
Thus, for actual laboratory experiments run at normal pressure with typical soap concentrations and cell separations, the initial dimensionless pressure P 0 is usually of order 10
4
. This large value of P 0 significantly slows down the speed of the simulation. However, we have found that von Neumann's law ͑2͒ is well satisfied ͑typically to within 1%͒ at much lower values of P 0 ͑say, no smaller than P 0 ϭ10 2 , i.e., P 0 Ӎ10 Ϫ2 atm͒ and providing this is the case, runs at this low pressure ͑P 0 Ӎ10 Ϫ2 atm͒ are essentially equivalent to those at normal pressure. The only noticable trend is that foams with lower pressure tend to have larger values of 2 than those with higher pressure ͓7͔. We mention in passing that some unusual effects can be observed in simulations involving very low initial pressures. For example, at P 0 Ӎ10 Ϫ5 atm, Voronoi networks of 1024 bubbles with either large, small, or no hard cores, were found never to relax to equilibrium configurations. In addition, by the time the initial pressure is reduced to P 0 Ӎ10
Ϫ4 atm, significant deviations from von Neumann's law are observable ͓7͔. We comment that another way of regarding foam evolution at different ͑initial͒ pressures is that, as seen in Eq. ͑12b͒, increasing the surface tension of a soap film is equivalent to decreasing the pressure.
In Fig. 4 , we show a typical evolution sequence that starts with a relaxed small-core Voronoi network with P 0 ϭ10 Ϫ2 atm. Such a sequence is typical of the topological changes seen in an evolving normal foam. This is an appropriate point to discuss the efficiency of our algorithm. The typical CPU time used for one bubble disappearance in a run such as above ͑Fig. 4͒, is found to scale as O (N 0.5-0.6 ) ͑where N is the current bubble number͒, in contrast to O(N 1.3 ) exhibited by AH's algorithm ͑WK did not report this data͒. All our simulations were performed on workstation computers and the typical CPU time used for 1024 bubbles to relax to 100 bubbles is approximately 150 h on a SPARCstation 20 with a single processor. A similar calculation by the AH algorithm requires approximately 30 h of Cray-YMP time.
Finally, in Table I , we summarize all the runs and initial configurations used in our foam simulations. Without changing the geometry, a different initial configuration ͑e.g., runs ii and iii͒ can be generated by changing the ͑equal͒ pressure added to each cell. In the various results described below, the ''run'' number identifies the details of the initial conditions used and can be read off this table.
B. Numerical stability and effects of stochasticity
The idea of ''stochasticity'' in two-dimensional soap foam has been recently discussed by Fradkov et al. ͓2͔ . Their paper describes how a foam can evolve to more than one configuration when a four-or five-sided cell vanishes. As shown in Fig. 5 , for instance, a four-sided cell disappearance leads to two different configurations and each configuration The initially assigned pressure to each cell to relax a nonequilibrium ͑Voronoi͒ network to an equilibrium configuration. c These runs start with the same initial configuration for run viii, but with different evolution conditions. d
The initial configuration of this run is prepared by applying the ''backward diffusion'' to that of run xv.
will, in turn, follow a topologically different path of evolution. In soap bubble experiments, the choice of a certain configuration after a four-or five-sided cell shrinks to zero area ͑leaving fourfold or fivefold vertex͒ depends on fast dynamical effects stemming from foam wetness, capillary instability, the appearance of conical bubbles, and possible defects on the plate surfaces ͓2͔. By contrast, the numerical foam evolution is idealized as a two-dimensional ''dry'' froth and is effectively ''deterministic'' in that a four-or five-sided cell is reduced to a three-sided cell via ͑sequential͒ T1 transitions on the shortest side before disappearance. If a configuration contains a disappearing four-or five-sided cell in which more than one side has equal shortest length, the evolution is ''nondeterministic''; but this is unlikely to occur ͓2͔ and is never observed in our various runs. However, small fluctuations due, for example, to accumulated numerical errors, can cause different wall switchings in a vanishing four-or five-sided cell, which can result in completely different foam evolution paths.
In any numerical model controls on the numerical errors for the selected variables need to be introduced. For example, to find the quasiequilibrium configurations, WK iteratively solve the relevant set of equations until the root mean square of the area change, or displacement of the vertices is smaller than a given value. In the AH model, the numerical errors related to step size are an inevitable consequence of their use of a ͑huge͒ Jacobian matrix equation. In our model, during the readjustment of the curvature, the maximum deviation ⌬ max in the opening angle of an edge from the quasiequilibrium value is tested against a given error control. In addition, the vertices are allowed to move until the maximum angle deviation ͑from 120°͒ between neighboring edges ⌬⌽ max is smaller than another error control. Using various values of ⌬⌽ max and ⌬ max , we can obtain topologically different foam evolutions from one initial configuration.
We performed two different runs from an identical initial configuration with ⌬⌽ max ϭ0.5°, ⌬ max ϭ0.02°and with ⌬⌽ max ϭ1°, ⌬ max ϭ0.04°. The difference in topology ͑trig-gered by the different error controls͒ between two series of configurations is first observed when the number of bubbles is 889. Figure 5 shows the two different configurations after a four-sided cell vanishes. In spite of the difference in topology, 2 of these two configurations remains the same for a while as shown in Fig. 6 , since the side distributions are still identical in this particular example. As the two foams evolve, the topological difference between the two configurations becomes more distinct. This is because the local differences in topology propagate in space and further topological changes, through other four-or five-sided cell disappearances, can occur at a later time. Thus as the foam evolves the overall behavior of 2 can show deviations of the order of 10%. ͑The further fluctuations for bubble numbers less than about 300 may also be related to the relative poorness of statistical measures for small bubble number.͒ Other numerical experiments ͑not shown͒ with tighter error controls suggest that the choice ⌬⌽ max ϭ0.5°, ⌬ max ϭ0.02°is adequate for our purposes and these are used in all of our runs.
Our normal protocol for effecting a T2 transition on fouror five-sided bubbles is to first reduce the cell to a threesided bubble via a sequence of ͑one or two, respectively͒ T1 transitions on the shortest sides. However, it is also possible-say as a result of numerical error-to effect these transitions on other sides of the cell and hence induce different topological configurations. Accordingly, in one run we made the choice that always gave the lowest subsequent 2 and in another, the highest subsequent 2 . These runs are compared with the ''normal'' protocol in Fig. 7 . The interesting feature here is that when the lowest 2 path is chosen, 2 does not continuously decrease but seems to attain a lower bound of about 0.7, which is well maintained in the scaling regime ͑considered to be the regime of approximately constant 2 ͒. Although this behavior is a consequence of an artificial construction, not realized in real experiments, it raises the interesting theoretical challenge of trying to predict the existence and value of such a lower bound. It is not clear what the maximal 2 path corresponds to; but it is interesting to note that mean-field theories ͓18͔ lead to even higher 2 values-which is a consequence of the way this theory chooses to handle T2 transitions ͑i.e., always elimi- nating the edge from the smallest bubbles͒. The energetics of these different paths is also of note. Here foam ''energy'' E is defined as the total length of soap film in the entire bubble network. Thus, in the case of a perfect hexagonal foam, the energy is
, where N is the number of bubbles and A tot is the total area of a system ͓11͔. As shown in Fig. 8 , when we plot the ratio E/E hex , the low 2 path has the highest energy whereas the high 2 and normal 2 paths are much closer in energy.
C. Scaling regimes and other behaviors
The existence of a scaling regime in normal foam evolution, as well as in grain growth, has been extensively studied experimentally and by computer simulation ͓4,5͔. One of the main ways of characterizing this regime is by following the behavior of 2 -which should be constant during scaling behavior. In our case, extensive studies on a variety of initial conditions ͑runs iii, iv, vii, viii, xiv, and xv, which all have the same initial pressure P 0 ϭ10 Ϫ2 atm͒ show a 2 value in the scaling regime which fluctuates between 1.2 and 1.4 ͓7͔. We also found that, in general, the more disordered ͑higher 2 ͒ initial foam configurations reach the scaling state faster. Our observed 2 is slightly higher than AH's and slightly lower than the value reported earlier in experiments ͓19͔ and simulations by Weaire and Lei ͓20͔. This small difference is probably negligible considering the sensitivity of normal foam evolution to initial configuration and the numerical errors as discussed in Sec. III B.
The growth rate of the average cell area has also been a central issue in foam experiments and simulations and it is accepted that normal foams exhibit power-law growth ͓4,5͔, i.e.,
where A is a constant. In spite of the variance in measurements of ␣ ͑ranging from 0.64 to 2.0͒ in earlier experiments ͓21-23,3͔, recent careful experimental results ͓24,25͔ indicated the growth exponent is close to one-as suggested by simple dimensional analysis. The only point we wish to make here is to emphasize the sensitivity of the exponent to fitting procedure. This is illustrated by data obtained from run viii. Fitting directly with Eq. ͑13͒ ͑since determining ␣ in a log-log plot is likely to have systemetic errors ͓4͔͒, we found that ␣ is 1.02Ϯ0.02 using the data between 750 and 200 bubbles and 1.26Ϯ0.07 when the range is reduced to 700Ϫ300. Clearly, reliable calculation of the growth exponent requires simulations of large systems. The scaling regime, by definition, is characterized by the constancy of all distributions, such as the side number and normalized area distributions. As shown in Fig. 9 , side distributions are clearly stationary in the scaling regime. This type of behavior is observed in most other numerical studies although we see (nϭ6) being only slightly higher than (nϭ5), whereas AH observed a more noticeable difference between them. Again, our results lie between AH's and experimental results ͓3͔ in which (nϭ6)Ͻ(nϭ5). By contrast, although (a/͗a͘) in the initial and transient states can be distinguished from that in a scaling state, it is difficult to claim that (a/͗a͘) is stationary in the scaling regime, which might be due to the limited data. The behavior of (a/͗a͘) is not reported in the AH and WK studies. We also show the normalized edge-length distribution (l/͗l͘) that exhibits some degree of stationarity. Later we will see that this distribution function has special properties in the case of breaking foam evolution.
In complete contrast to the above, single defect propagation in a perfect hexagonal foam is one example in which normal foam evolution never reaches a scaling state. Although we were drawn to this problem because of its partial analogy to front propagation in solidification, it has also been considered recently in ͓26͔ where it was claimed that in a mean field model, scaling behavior could occur.
In our simulation, a single defect is generated by eliminating one edge from a perfect hexagonal lattice, and this structure is relaxed to an equilibrium initial configuration, which is shown in Fig. 10͑a͒ . Driven by von Neumann's law, the initial eight-sided bubble, surrounded by two five-sided bubbles and six hexagons, will grow continuously; conversely, the two five-sided bubbles will shrink. These dynamics generate the outward propagation of an area unpopulated by bubbles. The growth rate of the central area in Fig.  10 can be predicted by von Neumann's law. Using the radius of the central area r c , Eq. ͑2͒ becomes d(r c 2 )/dtϰn c , where the number of sides, n c , of this area is large. Since n c is proportional to r c , dr c /dt is constant. As shown in Fig. 11 , the result of our simulation shows linear growth of the radius, as expected. A very similar calculation was also reported recently by Yi, Mombach, and Glazier ͓27͔ using a Potts model code. In their simulations, the evolving front is less symmetric and shows what are probably a few spurious large bubbles in the ''melting'' domain-undoubtably an artifact of the Potts model representation. In fact the highly symmetric evolution that we observe also provides an additional test of our code and the error controls since no symmetry is incorporated in the edge and vertex movement steps.
Finally, in our studies of normal foams we have carried out extensive investigations of Lewis's law ͓28͔, which claims a linear relationship between the mean area of an n-sided cell and the side number; and the Aboav-Weaire law ͓23,29,30͔ which gives a semiempirical relationship for the average number of sides of the cells that are neighbors to an n-sided cell. Our numerical results ͓7͔ all agree closely with those found in other studies ͑see, for example, ͓24,11͔͒.
IV. NUMERICAL RESULTS FOR BREAKING FOAM EVOLUTION
The phenomenon of wall rupture, although it has been commonly observed in normal foams ͓24͔, grain growth ͓22,31͔, and magnetic garnet films ͓32͔, has not been studied in detail due to its complexity and the relatively small contribution it makes to the statistical quantities measured in those experiments. The first experiment devoted solely to this subject was recently performed by Burnett et al. ͓15͔ and our simulation studies were motivated by this experimental work. In this experiment, wall rupture was initiated by gentle heating from a light box underneath the experimental cell, and at a critical ''breaking time'' ͑which depends on the temperature ramping rate͒ a large-scale mechanical cascade of wall rupture was observed. In this ''cascade regime,'' it was found that the mean edge length grew linearly in time and the associated edge-length distributions were effectively stationary.
In principle, the evolution of a breaking foam can be completely determined if the exact time and location of each breakage is known. However, the modeling of a breaking foam is still at a relatively primitive stage since the dynamics of wall rupture, which involves many complex physicochemical issues, is not well understood, and the available experimental results are limited to those mentioned above. In Sec. II B, we postulated three breaking rules in which the probability to break the ith edge is given by
where l i is the length of ith edge and z takes values 0, 1, and 2 for each breaking rule. Here, we will test the validity of these breaking rules by comparing the numerical results with the experimental ones.
Traditionally, the evolution of a froth is characterized by following the behavior of various quantities, such as mean area growth, 2 , various probability distributions, etc., as a function of either time or the number of bubbles. However, since it is only the breaking rules, and not the time interval between successive wall breaks that are being tested against the experimental results, we need some notion of the topological evolution without involving the time variable explicitly. The apparent difference in topology between a normal and breaking foam can be characterized by the ''homogeneity'' of the spatial structure. Namely, a breakage tends to drive the pattern of a foam toward an inhomogeneous appearance, while the normal foam tends to retain some degree of homogeneity. ͑A single defect propagation in a normal foam being one exception.͒ The topological evolution can be characterized by the changes in homogeneity that are related to the energy or mean edge length of a system. Rather than attempt to follow these changes as a function of time, we follow them as a function of bubble number. For any coarsening system, the mean area is proportional to 1/N by definition, namely,
where A tot is the total area of a system and N the total number of bubbles. Accordingly, we have proposed ͓15͔ a power-law evolution for the mean edge length in terms of 1/N, i.e.,
where ␤ denotes the ''evolution exponent'' of the mean edge length.
As shown in Fig. 12 , for a normal form with initial Voronoi configuration, ͗l͘ satisfies Eq. ͑16͒ quite well and ␤ is found between 0.48 and 0.50. For a single defect propagation by contrast, ␤ is 0.016, with a negligible standard deviation that corresponds to a structure evolving towards extreme inhomogeneity. If we regard these behaviors of normal foam relaxation and single defect propagation, respectively, as the two extremes of homogeneous and inhomogeneous structures, we would expect ␤ for a breaking foam to lie between 0 and 0.5. For each breaking rule, we choose the two initial configurations that were used for runs xv and iv of a normal foam. We label the breaking foam runs with less disordered initial configuration ͑used in run xv͒ as runs I, II, and III corresponding to each breaking rule zϭ0, 1, and 2, respectively, and the runs with more disordered initial configuration ͑used in run iv͒ as runs IV, V, and VI.
A. Evolution topology
In order to get an overall picture of the evolution of breaking foams, it is helpful to look at a sequence of ''frames'' for the different breaking rules. These are shown in Figs. 13-15 in which all foams start with the identical initial structure whose 2 is similar to that of the initial foam used in the experimental work ͓15͔. In all three figures, we see the progressive enlargement, due to wall breakage, of various bubbles that eventually become surrounded by clusters of small bubbles. Tracking this process frame by frame ͑i.e., a movie͒ clearly shows long-range correlations, i.e., a wall breakage in one region triggering a movement some distance away, which are often accompanied by successive T1 processes. A noteworthy feature of the simulations is the frequent appearance of two-sided bubbles; just as in the experimental studies of breaking foams ͑and virtually never in normal foams͒. A two-sided bubble, generated from a threesided bubble that loses a neighboring edge ͑due to breakage͒, appears to be stable unless a nearby bubble moves close enough to induce a wall switching. FIG. 12 . ͑a͒ ͗a͘ vs 1/N for run xv. By definition of the mean area, the ''evolution exponent'' for mean area is always one. ͗l͘ vs 1/N for ͑b͒ run xv; and ͑c͒ run xvii ͑a single defect propagation͒.
The dimension of the system is scaled such that initial value of ͗l͘ is the same as that of ͗a͘ for run xv. Although the phenomena described above for each breaking rule generally agree to some extent with the experimental observation, there are clear differences in evolving patterns for the different breaking rules. The evolution for the random breaking rule (zϭ0) seems to be different from the experimental pattern evolution in that more long edges and less small bubbles survive at later stages. It is, however, difficult to compare qualitatively the evolution with breaking rule zϭ1 or 2 with that of the experiment; a detailed quantitative comparison will be discussed in Sec. III B. In Fig. 16 , we show an evolution sequence that starts with a more disordered initial structure with the breaking rule zϭ1 ͑run V͒. These sequential frames indicate that the evolution of a breaking foam is sensitive to the initial foam structure; at least for those breaking rules, that depends in some way on the length of the edge.
B. Šl‹ behavior
As discussed before, one way to characterize a twodimensional coarsening cellular system is through various evolution exponents. By using Eq. ͑15͒ in Eq. ͑16͒ we see the relationship ͗l͘ϰ͗a͘ ␤ . ͑17͒
In the case of normal foam evolution ͑excluding pathological cases such as single defect propagation shown in Sec. III C͒, we know that the bubble area scales like ͗l͘ 2 ͑i.e., the bubble length scale set by a 1/2 is the same length scale as that set by the edge length͒ and hence ␤ϭ0.5. However, in a breaking foam, the length scale set by a typical bubble edge is no longer the same as that set by the square root of the bubble area. Accordingly, we can no longer expect ␤ϭ0.5 and, based on the observation that the typical structure is that of a ͑very͒ large bubble made up of many short sides, we would expect ␤Ͻ0.5. Experimentally, the observed values ranged from 0.25 to 0.32 ͓15͔.
We show log-log plots of ͗l͘ as a function of 1/N in Fig.   17 , in which the power law in Eq. ͑16͒ is well satisfied for all runs except run VI, and the fitted values of ␤ from these plots are summarized in Table II . With the random breaking rule, regardless of the initial foam structure, we obtain ␤ϭ0.41, which is higher than the experimental value. These high evolution exponents, together with the differences in topology of the evolving patterns described in Sec. IV A, lead us to conclude that wall breakages do not occur at random in a breaking foam. Since ␤ is sensitive to the initial foam structure for the breaking rules zϭ1 and zϭ2, the evolution exponents for runs II and III, whose initial 2 is similar to that of the experimental foam, are compared with the experimental results. This indicates that the breaking rule zϭ2 represents the dynamics of a breaking foam more closely than the breaking rule zϭ1. In Sec. II B, the breaking rule zϭ1 was proposed based on the empirical observation that the probability to rupture a static single soap film, within a given time interval, is proportional to its surface area. Therefore, we suspect that the movement of a soap film, including expansion or shrinkage, also affects its probability to rupture.
C. Probability distributions
In the case of a normal foam, the probability distributions of side, area, and edge length were used in order to show the existence of the scaling regime, in which these distributions are stationary. By contrast, in a breaking foam, the peaks of the area and side distributions shift towards smaller values as shown in Figs. 18 and 19 . In the side distribution, it is interesting that (n) always increases when nϽ5 and decreases when 5ϽnϽ8 ͑9 for run V͒ and eventually the four-sided bubbles are dominant. However, the length distributions show somewhat different behavior from the area and side distributions as shown in Fig. 20 . Although the length distributions for runs I-III which start with a narrow length distribution, show a small transition, overall they seem to be stationary-which is consistent with the experimental observation ͓15͔.
V. CONCLUSIONS
We have developed a new algorithm that can deliver efficient and accurate simulations of two-dimensional dry foams. Overall, our results for a normal foam using this algorithm are in broad agreement with those by WK and AH except for a few cases in which our values of quantities such as 2 and various probability distributions lie between those of WK and AH. The fact that our algorithm tracks the movement of all edges and vertices at any instant enables the chaotic behavior triggered by numerical errors to be investigated. It is very likely that these ''stochastic'' effects are a source of the small discrepancies found among the physically realistic computational models, namely, WK, AH, and ours. Breaking foams have been simulated using this algorithm and compared with the recent experimental work ͓15͔. In spite of the lack of understanding of the precise breaking mechanism, the simulation results with the breaking rule zϭ2 show similar evolution topologies and growth exponents to those seen in the experiments.
Finally, we comment that since the ͑individually stored͒ surface tension of each edge is independent of the overall simulation procedure, the code can be easily modified for systems in which the surface tension of each edge varies. This makes it fairly easy to study anisotropic grain growth in which the surface energy varies as a function of orientation between adjacent cells ͓7͔.
