Considerable research has been devoted to the integration of fuzzy logic (FL) tools with classic artificial intelligence (AI) paradigms. One reason for this is that FL provides powerful mechanisms for handling and processing symbolic information stated using natural language. In this respect, fuzzy rule-based systems are white-boxes, as they process information in a form that is easy to understand, verify and, if necessary, refine.
Introduction
In 1959, Arthur Samuel [44] defined the main challenge for the emerging field of AI:
"How can computers be made to do what needs to be done, without being told exactly how to do it?"
It is natural to address this question by an attempt to mimic the human reasoning process. Unlike computers, humans can learn what needs to be done, and how to do it. The human brain's information-processing ability is thought to emerge primarily from the interactions of networks of neurons.
Some of the earliest AI work aimed to imitate this structure using connectionist models and ANNs [36] . The development of suitable training algorithms provided ANNs with the ability to learn and generalize from examples. ANNs proved to be a very successful distributed computation paradigm, and are used in numerous real-world applications where exact algorithmic approaches are either unknown or too difficult to implement. Examples include tasks such as classification, pattern recognition, function approximation, and also the modeling and analysis of biological neural networks.
The knowledge that an ANN learns during its training process is distributed in the weights of the different neurons and it is very difficult to comprehend exactly what it is computing. In this respect, ANNs process information on a "black-box", subsymbolic level. The problem of extracting the knowledge learned by the network, and representing it in a comprehensible form, received a great deal of attention in the literature (see, e.g., [1, 8, 49] ).
The knowledge extraction problem is highly relevant for both feedforward and recurrent neural networks (RNNs). Recurrent architectures are more powerful and more difficult to understand due to their feedback connections [19] . RNNs are widely applied in various domains, such as financial forecasting [13, 30] , control [37] , speech recognition [43] , visual pattern recognition [31] and more. However, their black-box character hampers their more widespread application. Knowledge extraction may help in explaining how the trained network functions, and thus increase the usefulness and acceptance of RNNs.
A closely related problem is knowledge insertion, i.e., using initial knowledge, concerning a problem domain, in order to design a suitable ANN. The knowledge can be used to determine the ANN's architecture or parameters [12, 51] , and thus reduce training times [11, 45] and improve various features of the ANN (e.g., generalization capability) [11, 51] .
Fuzzy rule-based systems process information in a very different form.
Such systems are based on a set of If-Then rules stated using natural language. This makes it easy to comprehend, verify, and, if necessary, refine the knowledge embedded within the system [16] . Indeed, one of the major advantages of fuzzy systems lies in their ability to process perceptions, stated using natural language, rather than equations [9, 52, 55, 56, 57] . ¿From an AI perspective, many of the most successful applications of FL are fuzzy expert systems. These combine the classic expert systems of AI with FL tools. The latter provide efficient mechanisms for addressing the fuzziness, vagueness, and imprecision of knowledge stated using natural language [24] .
A natural step is then to combine the learning capability of ANNs with the comprehensibility of fuzzy rule bases (FRBs). One famous example of such a synergy is the adaptive network-based fuzzy inference system (ANFIS) [21] , which is a feedforward network representation of the fuzzy reasoning process.
Numerous neuro-fuzzy systems are reviewed in the survey paper [39] .
In a recent paper [28] , we showed that the input-output mapping of a specific FRB, referred to as the all-permutations fuzzy rule-base (APFRB), is a linear sum of sigmoid functions. Conversely, every such sum can be represented as the result of inferring a suitable APFRB. This mathematical equivalence provides a synergy between (1) ANNs with sigmoid activation functions; and (2) symbolic FRBs. This approach was used to extract and insert symbolic information into feedforward ANNs.
In this paper, we use the APFRB to develop a new approach for knowledgebased computing in RNNs. We focus on extracting symbolic knowledge, stated as a suitable FRB, from trained RNNs, leaving the issue of knowledge insertion to a companion paper [27] . We demonstrate the usefulness of our approach by applying it to provide a comprehensible description of the functioning of an RNN trained to recognize a formal language.
The rest of this paper is organized as follows. In the next section, we briefly review existing approaches for extracting knowledge from trained RNNs. In Section 3, we recall the definition of the APFRB and how it can be used for knowledge-based neurocomputing in feedforward ANNs. In Section 4, we present our new approach for knowledge-based computing in RNNs using the APFRB. To demonstrate the new approach, we consider in Section 5 an RNN trained to solve a classical language recognition problem. Symbolic rules that describe the network's functioning are extracted in Section 6. The final section concludes.
Knowledge Extraction from RNNs
The common technique for rule extraction from RNNs is based on transforming the RNN into an equivalent deterministic finite-state automaton (DFA). This is carried out using four steps: (1) quantization of the continuous state space of the RNN, resulting in a discrete set of states; (2) state and output generation by feeding the RNN with input patterns; (3) construction of the corresponding DFA, based on the observed transitions; and (4) minimization of the DFA [19] . Some variants include: quantization using equipartitioning of the state space [14, 41] and using vector quantization [10, 15, 58] ; generating the state and output of the DFA by sampling the state space [32, 53] ; extracting stochastic state machines [47, 48] ; extracting fuzzy state machines [4] , and more (see [19] and the references therein).
However, this form of knowledge extraction suffers from several drawbacks. First, RNNs are continuous valued and it is not at all clear whether they can be suitably modeled using discrete valued mechanisms such as DFAs [25, 26] . Second, the resulting DFA depends crucially on the quantization level. Coarse quantization may cause large inconsistencies between the RNN and the extracted DFA, while fine quantization may result in a large and complicated DFA. Finally, the comprehensibility of the extracted DFA is questionable. This is particularly true for DFAs with many states, as the meaning of every state/state-transition is not necessarily clear.
The All Permutations Fuzzy Rule-Base
The APFRB is a special Mamdani-type FRB [28] . Inferring the APFRB, using standard tools from fuzzy logic theory, yields an input-output relationship that is mathematically equivalent to that of an ANN. More precisely, there exists an invertible mapping T such that
The examples in [28, 29] demonstrate the application of (1) for inserting and extracting symbolic knowledge from feedforward ANNs (for other approaches relating feedforward ANNs and FRBs, see [3, 5, 20, 33] ).
To motivate the definition of the APFRB, we consider a simple example adapted from [35] (see also [34] ).
Example 1 Consider the following two-rules FRB:
where x ∈ R is the input, f ∈ R is the output, a 0 , a 1 , k ∈ R, with k > 0, and the linguistic terms equals k and equals −k are defined using the Gaussian membership functions
Applying the singleton fuzzifier and the center of gravity (COG) defuzzifier to this rule-base yields
Thus, this FRB defines a mapping x → f (x) that is mathematically equivalent to a (trivial) feedforward ANN with one hidden neuron whose activation function is tanh(·) (see Fig. 1 ). Conversely, the ANN depicted in Fig. 1 
Second, the rule-base contains 2 m Mamdani-type rules spanning, in their
If-part, all the possible linguistic assignments for the m input variables.
Third, there exist constants a i , i = 0, 1, . . . , m, such that the Then-part of each rule is a combination of these constants. Specifically, the rules are: Then
Note that the signs in the Then-part are determined in the following manner:
if the term characterizing x i in the If-part is term i + , then in the Then-part, a i appears with a plus sign; otherwise, a i appears with a minus sign.
It is important to note that several commonly used fuzzy membership functions satisfy the constraint (3). For example, the pair of Gaussian membership functions
satisfy (3) with v = k. Thus, the linguistic terms equals k 1 , equals k 2 (modeled using Gaussians), and larger than k and smaller than k (modeled using logistic functions) can be used in an APFRB.
Summarizing, the APFRB is a standard Mamadani-type FRB satisfying several additional constraints: each input variable is characterized by two verbal terms; the terms are modeled using membership functions that satisfy (3); the rule-base contains exactly 2 m rules; and the values in the Then-part of the rules are not independent, but rather they are the sum of m + 1 constants with alternating signs.
, and a 2 = 2/5, the definition above yields the following APFRB:
• If x 1 is smaller than 5 and x 2 equals −7 Then f = 4/15
• If x 1 is larger than 5 and x 2 equals −7 Then f = 14/15
• If x 1 is smaller than 5 and x 2 equals 7 Then f = 16/15
• If x 1 is larger than 5 and x 2 equals 7 Then f = 26/15
Modeling the fuzzy terms larger than 5 and smaller than 5 using the membership functions (6), the terms equals 7 and equals − 7 using (5), and inferring this APFRB yields
Just as in Example 1, it is clear that the mapping (
be realized using a suitable feedforward ANN.
ANNs and the APFRB
The next results shows that the APFRB is an ANN in disguise.
Theorem 1 [28]
Applying the product-inference rule, singleton fuzzifier, and the center of gravity defuzzifier to an APFRB yields
where
In other words, the output f of the APFRB can be obtained by first feeding the biased inputs x i − v i to a hidden layer computing the activation functions g(·), and then computing a weighted sum of the hidden layer's outputs (see Fig. 2 ).
Note that for a 0 = 0, (8) yields the activation function g(z) = tanh(z), whereas setting a 0 = m i=1 a i , yields g(z) = 1 + tanh(z) = 2/(1 + exp(−2z)). These are of course the standard activation functions in numerous ANNs.
Thus, in these cases (7) 
Graphical representation of the APFRB's input-output mapping.
, m, and h(·) is the activation function. Standard choices include the hyperbolic tangent function h(z) = tanh(z)
and the logistic function h(z) = σ(z) := 1/(1 + exp(−z)).
Comparing (9) with (7) yields the following result.
Corollary 1 Consider the ANN depicted in Fig. 3 . If the activation function in the ANN is h(z) = tanh(z), then (9) is the output of an APFRB with inputs x i = y i and parameters
If h(z) = σ(z), then (9) is the output of an APFRB with inputs x i = y i /2 and parameters
Theorem 1 and Corollary 1 provide the explicit transformation T described in (1) . In previous papers [28, 29] , we demonstrated the implementation of (1) for extracting and inserting knowledge into feedforward neural networks.
In this paper, we use (1) to develop a new approach to knowledge-based neurocomputing in RNNs.
RNNs and the APFRB
Consider a first-order RNN with hidden neurons s 1 , . . . , s k , bias neuron s 0 ≡ 1, and input neurons s k+1 . . . , s n (see Fig. 4 ). The RNN's dynamics is given
Figure 4: A first-order recurrent neural network.
where h is the neurons' activation function, w ij is the weight of the connection from the j th neuron to the i th neuron, (so that w i0 is the bias of neuron i).
j , and comparing (10) with (7) yields the following result.
Corollary 2 If the activation function in the RNN
is the output of a two-rules APFRB with input x = y (t) i and parameters a 0 = 0, a 1 = 1, and
is the output of a two-rules APFRB with input
i /2 and parameters a 0 = 1/2, a 1 = 1/2, and v 1 = −w i0 /2. Example 3 Using Corollary 2 to extract an APFRB from (10), with h(z) = σ(z), yields,
where the fuzzy terms larger than and smaller than are modeled using the membership functions (6) .
A more descriptive set of rules can be extracted by restating (10) as
where h −1 (·) is the inverse function of h(·). Denoting
otherwise and recalling that w j0 = 0 for j = 0 and j = k + 1, k + 2, . . . , n, yields
Note that if h is a sigmoid function, then (11) implies that h −1 (s
) is a linear sum of sigmoid functions. Comparing this with (7) yields the following result.
Corollary 3
If the activation function in the RNN (10) is h(z) = tanh(z),
) is the output of an APFRB with inputs x 1 =ỹ
n and parameters a 0 = w i0 , a j = w ij , and v j = −w j0 , j = 1, . . . , n.
) is the output of an APFRB with inputs
n /2 and parameters
w ij , a j = w ij /2, and v j = −w j0 /2, j = 1, . . . , n. In the following sections, we show how this can be used to extract knowledge from RNNs. We demonstrate this using an RNN that is trained to solve a language recognition problem.
Language Recognition using RNNs
For the sake of completeness, we start with a brief overview of the subject of formal languages.
Formal Languages
A language is a (possibly infinite) set of strings, all of which choose their symbols from some alphabet [17] . More formally, let Σ denote a set of symbols. A string is a finite-length sequence of symbols from Σ. Let * denote the Kleene closure operator [23] , so Σ * is the (infinite) set of all the strings constructed over Σ.
A language can be generated by a grammar, G. In that case, the language is denoted L(G).
Definition 2 A formal grammar G is a quadruple G = S, N, T, P , where S is the start symbol, N and T are non-terminal and terminal symbols, respectively, and P are productions of the form u → v, where u, v ∈ (N ∪ T ) * , and u contains at least one non-terminal symbol.
Chomsky and Schützenberger [6, 7] divided formal languages into four classes: recursive, context-sensitive, context-free and regular. Each class is strictly included in its predecessor (e.g., the set of regular languages is strictly included in the set of context-free languages). The classes are defined by the productions allowed in the grammar. Regular languages, generated by regular grammars, represent the smallest class of formal languages in the hierarchy.
Definition 3 [42]
A regular grammar G is a formal grammar, where the productions are of the form A → a or A → aB, with A, B ∈ N and a ∈ T .
Example 4 Consider the following regular grammar, where denotes the empty string.
S is the start symbol,
This grammar, known as Tomita's 4 th grammar [50] , generates a regular language that contains all the binary strings that do not include '000' as a substring.
It is natural to associate a regular grammar with a deterministic finitestate automaton (DFA).
Definition 4 A DFA is a 5-tuple M = Σ, Q, R, F, δ , where Σ = {a 1 , . . . , a k } is the alphabet of the language L, Q = {s 1 , . . . , s M } is a set of states, R ∈ Q is the start state, F ⊆ Q is a set of accepting states, and δ : Q × Σ → Q defines the state transitions.
We say that a string x is accepted by a DFA M iff s(x), the state that is reached after x has been read by M , is an accepting state [41] . Regular languages can be generated by a DFA. That is, with each regular language L(G) there is an associated DFA M , such that a string x is accepted by M iff x ∈ L(G).
Formal Languages and RNNs
RNNs are often used for recognizing formal languages. The network's learning is performed using a training set containing pairs of the form (string, label), where label indicates whether the string does or does not belong to the language.
It is common to demonstrate knowledge extraction techniques using RNNs trained to recognize formal languages [2, 14, 38] . Usually, the knowledge em- depicts a four-state DFA extracted from one of those networks [40] . It is easy to see that this DFA indeed recognizes correctly Tomita's 4 th grammar.
To demonstrate the efficiency of our approach, we trained an RNN to recognize the language that is generated by Tomita's 4 th grammar, and then extracted the knowledge embedded within the RNN as an APFRB.
The trained RNN
The RNN included three hidden neurons, one input neuron and one bias neuron. The network's functioning is thus described by
The value of the input neuron, s
4 is
where I (t) is the value of the input at time t.
The RNN was trained using the real time recurrent learning (RTRL) [54] algorithm, with the parameters: learning rate η = 0.1, momentum γ = 0.05, and an added regularization term 10
ij (see [18] ). The training set included all the 248 binary strings with length 3 ≤ l ≤ 7 (of which 32% do not belong to the language L, i.e., have a '000' substring).
The test set included the 8184 binary strings with length 3 ≤ l ≤ 12 (of which 54% do not belong to L). The initial weights and biases were drawn from a uniform probability distribution over [-2,2] and [-1,1], respectively.
We generated 2000 RNNs, with different initial weights. Each RNN was trained for 700 epochs, where each epoch consisted of presenting the full training set to the RNN, and changing the weights after each presented string. 
This RNN correctly classifies all the strings in the training set, and 99.95%
of the strings in the test set (4 misclassifications).
Although this RNN functions quite well, it is very difficult to understand
what exactly it is doing by merely observing its architecture. In order to gain more understanding we transform this RNN into an equivalent APFRB.
Knowledge Extraction Using the APFRB
The input of each neuron in an RNN is a linear combination of sigmoid functions, i.e., If the resulting APFRB contains a large set of rules then several simplifications can be carried out in order to increase its comprehensibility. For every simplification step, it is possible to bound the error it incurs (i.e., the difference between the mappings corresponding to the original and simplified FRBs).
We now list four possible simplifications.
(1) Before converting the function i c i σ (x i ) into an APFRB, simplify it by setting coefficients c j , with |c j | relatively small, to zero.
(2) Change the inferencing mechanism from center of gravity (COG) to mean of maxima (MOM) [22, 46] (4) Group together rules with similar outputs, and define one cluster of outputs as the default cluster.
We demonstrate these ideas by extracting symbolic knowledge from the RNN defined by (12), (13) , and (14).
Extracting rules for s (t) 3
The RNN's architecture and parameters yield
By Corollary 2, this is equivalent to the APFRB
• If 1.5s
is larger than 0.1, Then s
is smaller than 0.1, Then s
where the fuzzy terms larger than and smaller than are modeled (from here on) using the logistic functions (6).
Recall that s 
This implies that we can replace the COG defuzzifier with the MOM one.
Using the MOM defuzzifier yields the crisp rules
Restating the rules in terms of the input yields
Finally, treating the case s 
3 is ON (i.e., equals 1) iff the last input bit was '0'.
Extracting rules for s (t) 2
Ignoring the relatively small weights yields
After the above approximation, the network correctly classifies 99.94% of the test set (5 misclassifications out of 8184 samples). Substituting (15) in (18) yields 
The right hand side of this equation is not a sum of sigmoids. Since s = 2σ 5s
with |e 1 | ≤ 0.013. Substituting this in (19) yields 
By Corollary 3, this is equivalent to the APFRB
is larger than 0.1 and 2.5s
is larger than 0,
2 ) = 1.3,
is smaller than 0,
2 ) = −3.3,
is smaller than 0.1 and 2.5s
2 ) = −1.9,
2 ) = −6.5.
Calculating for the four possible values of (s
), yields
Hence we switch to the MOM defuzzifier, and we can restate the rules as crisp rules and in terms of the input It is now easy to understand the functioning of this neuron, namely, s
is ON iff the last two input bits were '00'.
Extracting rules for s (t) 1
(t−1) 1 + 3.8s
There is one term with a relatively small weight: −0.4s 
Assuming a symmetrical distribution P s 
The network after this approximation correctly classifies 99.6% of the test set (31 misclassifications out of the 8184 samples). Equation (25) 
where the last equation follows from applying (18) and (20) . We can write σ 3s 
1 is also ON, regardless of the value of the input.
• For s will be ON only if the last three consecutive inputs were zero.
Recalling that the network rejects a string iff f out -the value of s 1 at the end of the string -is larger than 0.5, we can now easily explain the entire RNN's functioning as follows. The value of neuron s 1 is initialized to OFF.
It switches to ON whenever three consecutive zeros are encountered. Once it is ON, it remains ON, regardless of the input. Thus, the RNN recognizes strings containing a '000' substring.
Summarizing, using the APFRB-RNN equivalence, fuzzy rules that describe the RNN's behavior were extracted. Simplifying those symbolic rules offers a comprehensible explanation of the RNN's internal features and performance.
Andrews et al. [1] suggested that rule extraction techniques should be judged according to four criteria: the fidelity between the rules and the network on unseen data; the accuracy of the rules' performance on unseen data; the similarity between rules extracted from similar networks; and the comprehensibility of the rules (see also [59] for additional considerations).
It is interesting to examine the suggested rule extraction technique in view of these criteria. The rules' fidelity is perfect, since they are extracted through mathematical equivalence and match the RNN's input-output mapping precisely. This implies, of course, that the rules' accuracy is identical to that of the RNN. This also suggests that RNNs with similar input-output mappings will yield similar APFRBs. Finally, the rules are stated in natural language, and reducing the number of rules and simplifying their structure, provides reasonable comprehensibility.
Conclusions
The ability of ANNs to learn and generalize from examples makes them a suitable tool for many applications. However, ANNs learn and process knowledge in a form that is very difficult to comprehend. This subsymbolic, black-box character is a major drawback and hampers the more widespread use of ANNs. This problem is especially relevant for RNNs because of their intricate feedback connections.
In this paper, we presented a new approach for extracting symbolic knowledge from RNNs. The approach is based on the mathematical equivalence between sums of sigmoids and a specific Mamdani-type FRB -the APFRB.
We demonstrated our approach using the well-known problem of designing an RNN that correctly classifies a specific formal language. An RNN was trained using the RTRL algorithm to correctly classify strings generated by a regular grammar. By using the equivalence (1), we were able to provide a symbolic representation, in terms of a suitable APFRB, of the functioning of each neuron in the RNN. Simplifying this APFRB led to an easy to understand explanation of the RNN's functioning.
An interesting topic for further research is the analysis of the dynamic behavior of various training algorithms. It is possible to represent the RNN's modus operandi, as a set of symbolic rules, at any point during the training process. By understanding the RNN after each iteration of the learning algorithm, it may be possible to gain more insight not only into the final network, but into the learning process itself, as well.
In particular, note that the RNN described in Section 5 developed several interdependent neurons (e.g., the correct functioning of a neuron that detects a '000' substring depends on the correct functioning of the neuron that detects a '00' substring). A very interesting problem is the order in which the functioning of the different neurons develops during training. Do they develop in parallel or do the simple functions evolve first and then used later on by other neurons? Extracting the information embedded in each neuron during different stages of the training algorithm may shed some light on this interesting problem.
