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Recent research has studied the predictive content of the interest rate spread (and other 
financial variables) for U.S. recessions by mostly applying a static binary probit model. 
This paper expands this literature by examining the predictive performance of various 
dynamic probit models in which lagged values of the binary response variable (a recession 
dummy) are also employed to forecast its future values. We develop new model variants 
that allow for the potential forecast power of lagged values of the probit probability. 
Importantly, we also derive alternative forecasting approaches for dynamic binary models 
in which multiperiod ahead forecast are computed iteratively using the same one period 
ahead model. It is shown that dynamic probit models outperform the static model in terms 
of in-sample as well as out-of-sample predictions of U.S. recessions, while the interest rate 
spread continues to be an important predictor. Dynamic models with lagged values of the 
binary response variable seem to be slightly superior to models in which dynamics enter 
only through a lagged probit probability. Similarly to recent studies on predicting 
continuous macroeconomic variables we find that iterated multiperiod ahead forecasts of 
U.S. recessions are generally better than direct forecasts based on horizon-specific 
estimated models. The paper makes various interesting findings about the accuracy of 
forecasts for different prediction horizons. Consistent with other studies we find that the 
last two recessions (1990/91 and 2001) were hard to predict with any forecasting model. 
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1 Introduction
What is the probability of a recession a month ahead or a year ahead? This is an important
question for central bankers, entrepreneurs, and consumers who make their current deci-
sions on the basis of what they predict will happen to the economy in the future. There
is a great body of recent empirical research indicating that financial variables such as the
interest rate spread and stock prices provide useful information about whether or not the
U.S. economy will be in a recession between one to eight quarters ahead (e.g., Estrella
and Mishkin (1998), Dueker (1997)). Much of the earlier evidence is based on analyses
where the probability of a recession in a given number of quarters ahead is modelled by a
probit model in which current values of selected financial variables are used as regressors.
In addition to this static modelling approach, where no information about the current
or past state of the economy is exploited in predicting future recessions, some papers
discuss and apply dynamic models where lagged values of the recession indicator are also
included in the probit function (e.g., Dueker (1997), Moneta (2003)). Recently, Chauvet
and Potter (2005) have applied even more general specifications of the probit model that
allow for autocorrelated errors and multiple break points across business cycles (see also
Dueker (2005)).
This paper extends the methodology for modelling and forecasting binary time series
in a variety of ways. We develop a unified model framework that accommodates most
previously analyzed dynamic binary time series models as special cases. Within this
framework we then consider new model variants with richer forms of dynamics than
previous ones. In one of the extensions the conditional probability of the binary response
can also depend on its lagged values, not only on lagged values of the binary response
itself. In another extension the impact of explanatory variables may depend on a lagged
value of the binary response, that is, on a previous state of the economy. Parameters of all
these models can be straightforwardly estimated by a maximum likelihood (ML) procedure
described in the paper. Formulae for computing misspecification-robust standard errors
are also provided.
We also develop alternative forecasting approaches for our new model variants. The
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central issue here is how to deal with multiperiod ahead forecasts. In time series literature,
two approaches have commonly been considered to obtain multiperiod ahead forecasts of
continuous variables. One is to compute ‘direct’ forecasts in which multiperiod ahead
values of the response are regressed on their own current and past values and on other
regressors. An analog of this procedure is applied in the aforementioned empirical papers
on forecasting recessions by a dynamic binary probit model. The other approach is to
compute ‘iterated’ multiperiod ahead forecasts. Irrespective of the forecast horizon, a
(typically) one-period ahead model is always estimated in this approach and forecasts are
computed iteratively for the desired number of periods. For this latter approach, which,
to the best of our knowledge, has previously not been applied to binary time series models,
formulae of the forecast functions are derived in the paper.
We apply our methodology to forecast recessions in the U.S. and compare diﬀer-
ent models and diﬀerent forecasting procedures in terms of in-sample and out-of-sample
performance. The results show that dynamic probit models outperform their static coun-
terparts and that, similarly to recent studies on predicting continuous macroeconomic
variables, iterated multiperiod ahead forecasts are generally better than direct forecasts
based on horizon-specific estimated models. Dynamic models with lagged values of the
binary response seem to be slightly superior to models in which dynamics enter only
through a lagged probit probability. In all models the interest rate spread is an important
predictor. As in previous studies, we also find that the 1990/91 and the 2001 recessions
were hard to predict with any model.
The rest of the paper is organized as follows. The employed framework for dynamic
binary time series models is introduced in Section 2 and the related ML estimation and
forecasting procedures are described in Sections 3 and 4, respectively. The empirical
application of the paper is presented in Section 5. Section 6 concludes.
2 Model
Consider the stochastic processes yt (scalar) and xt (k × 1) of which yt is binary valued,
that is, only takes on the values zero and one. We are interested in dynamic modeling
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of yt using xt as a vector of explanatory variables. Let Ft = σ {(ys, xs) , s ≤ t} be the
information set available at time t and assume that, conditional on Ft−1, yt has a Bernoulli
distribution with probability pt or, in symbols,
yt|Ft−1 ∼ B (pt) . (1)
We wish to model the conditional probability pt as a function of the variables in Ft−1.2
To this end, assume that the generation mechanism of yt can be expressed as
yt = I (πt ≥ ut) , (2)
where I (·) is the indicator function, ut is an i.i.d. process, and πt is related to the condi-
tional probability pt through the common cumulative distribution function of the random
variables ut. Specifically, assume that πt = Φ−1 (pt) where the aforementioned cumulative
distribution function Φ (·) is supposed to be monotonically increasing and twice contin-
uously diﬀerentiable. Thus, if Et−1 (·) and Pt−1 (·) signify conditional expectation and
conditional probability given Ft−1, we have
Et−1(yt) = Pt−1 (πt ≥ ut) = Φ (πt) = pt. (3)
In practice, one typically assumes that ut has a normal distribution or a logistic distribu-
tion. The former assumption leads to the probit model and the latter to the logit model.
In our empirical application the probit model is used but otherwise the exact form of the
function Φ is not relevant.
Now consider specifying the generation mechanism for the conditional probability pt.
As usual, we do this by specifying the generation mechanism for the process πt. The most
commonly used dynamic specification assumes that
πt =
qX
j=1
δjyt−j + x0t−1β. (4)
Of course, lagged values of explanatory variables may be included in the vector xt−1 so
2This assumption means that the conditional probability pt cannot depend on contemporaneous values
of the components of the vector xt. This, however, is only a matter of notation for one can always replace
xt by x∗t = xt+1.
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that there is no need to make them explicit in the notation. There are (at least) two
conceivable ways to extend the specification in (4). First, one may add lagged values of
πt linearly to the right hand side and thereby allow for richer dynamics in the process πt
and hence in the conditional probability pt. The second extension is based on the idea
that the impact of the explanatory variables may depend on a lagged value of the binary
variable yt. A specification which accommodates both of these two extensions is
πt =
pX
j=1
αjπt−j +
qX
j=1
δjyt−j + x
0
t−1β + yt−dx
0
t−1γ. (5)
In a recent paper, de Jong and Woutersen (2004) gave conditions under which the
process [yt x0t]
0 satisfying (2) and (4) is stationary and strong mixing. To the best of
our knowledge, no equivalent of this result is available in the more general case where
equation (4) is replaced by (5). No attempt to tackle this issue is made in this paper.
We note, however, that it seems reasonable to expect that a necessary condition for such
a result is that the parameters α1, ..., αp satisfy the usual stationarity condition that the
roots of the polynomial 1− α1z − · · ·− αpzp lie outside the unit circle.
Recently, Chauvet and Potter (2005) have considered a dynamic probit model in which
an underlying latent variable is regressed on its lagged value and an exogenous regres-
sor (interest rate spread). A practical diﬃculty with this model is that ML estimation
is complicated requiring multiple integration over the unobserved lagged variable. The
authors use a Bayesian technique based on the Gibbs sampler. The needed computations
can be quite extensive. For instance, obtaining estimates and forecasts with their most
complicated model took around four hours (see their footnote 20). The dynamic formula-
tion put forward in this paper avoids such complications. As will be seen in the following
two sections, computation of ML estimates only requires a straightforward application of
standard numerical methods and forecasts can be obtained from explicit formulae.
3 Parameter Estimation
Suppose we have observed the processes yt and xt for t = 1, ..., T and that q initial
values y−q+1, ..., y0 are also available. Define the parameter vector θ = [α0 δ0 β0 γ0]
0 where
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α = [α1 · · · αp]0 and δ = [δ1 · · · δq] . Then the (conditional) log-likelihood function has
the form
L (θ) =
TX
t=1
lt (θ) =
TX
t=1
[yt logΦ (πt (θ)) + (1− yt) log (1− Φ (πt (θ)))] ,
where πt (θ) is given by the right hand side of (5) or its restricted version (4). When the
more general specification (5) is used a choice for the initial values π−p+1, ..., π0 is needed.
We choose these by using formulae that can be interpreted as estimates of the uncondi-
tional mean of πt. For example, when p = q = 1, we set π0 = (δ1y + x0β + yx0γ) /(1−α1),
where a bar is used to signify the sample mean of the indicated variables.
The maximization of the likelihood function is clearly a highly nonlinear problem but
can be straightforwardly carried out by standard numerical methods. In the case of the
specification (4) de Jong and Woutersen (2004) showed that, under appropriate regularity
conditions, the conventional large sample theory applies to the ML estimator of the pa-
rameter vector θ, denoted by θˆ. The assumed regularity conditions include stationarity of
the explanatory variables and normality of the random variables ut. The obtained result
reads as
T 1/2(θˆ − θ) d→ N
¡
0, I (θ)−1¢ , (6)
where I (θ) = p limT→∞ T−1
PT
t=1 (∂lt (θ) ∂θ) (∂lt (θ) ∂θ
0). We use this result also in the
case of the more general specification (5) although no formal proof of its validity is
presently available. The same remark applies to the asymptotic results discussed below.
The development of a rigorous asymptotic estimation theory for our general dynamic
model would first require obtaining appropriate mixing results or equivalent, a task be-
yond the scope of this paper.
de Jong and Woutersen (2004) also note that their results on ML estimation can be
extended to the case where the employed normality assumption does not hold. There
is also another kind of misspecification which may result when the model is used for
forecasting, as is done in this paper. Specifically, suppose that at time t the purpose is
to forecast the value of yt+h (h ≥ 1) . This requires forecasting the explanatory variables.
However, one may be unwilling to build a forecasting model for the explanatory variables
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but, as an alternative, one modifies the specification (4) or (5) by replacing xt−1 by xt−h
(see e.g., Estrella and Mishkin 1998). A similar approach may be applied to lagged values
of yt. Thus, if the data generation process is given by (4) or (5) such modified models are
misspecified when h > 1.
Motivated by the preceding discussion we also consider the standard extension of (6)
given by
T 1/2(θˆ − θ∗)
d→ N
¡
0,J (θ∗)−1 I (θ∗)J (θ∗)−1
¢
, (7)
where J (θ) = −p limT→∞ T−1
PT
t=1 ∂
2lt (θ) ∂θ∂θ
0 and θ∗ is a value in the parameter space
of θ assumed to maximize the probability limit of T−1L (θ) (for details, see e.g. Section
9.3 of Davidson (2000)). In the case of a correctly specified model we have I (θ) = J (θ)
and consistent estimators of this matrix are given by both T−1
PT
t=1(∂lt(θˆ)∂θ)(∂lt(θˆ)∂θ
0)
and bJ (θˆ) = T−1 TX
t=1
∂2lt(θˆ)∂θ∂θ
0.
In the case of a misspecified model the estimator bJ (θˆ) still estimates the matrix J (θ∗)
consistently but in that case the estimation of the matrix I (θ) is more complicated. For
simplicity, denote ∂lt(θˆ)∂θ = dˆt. Then a general estimator is given by
bI(θˆ) = T−1Ã TX
t=1
dˆtdˆ0t +
T−1X
j=1
wTj
TX
t=j+1
³
dˆtdˆ0t−j + dˆt−j dˆ
0
t
´!
,
where wTj = k (j/mT ) for an appropriate function k (x) referred to as a kernel function.
The quantity mT is the so-called bandwidth which for consistency is assumed to tend to
infinity with T but at a slower rate. In our empirical application we use the Parzen kernel
function (see Davidson (2000, p. 227)) and, following the suggestion of Newey and West
(1987), we select mT according to the rule mT = floor(4(T/100)2/9), where the function
floor(x) rounds x to the nearest integer less than or equal to x (cf. Eviews, p. 457).
Using the estimators bJ (θˆ) and bI(θˆ) in conjunction with the asymptotic results (6)
and (7) one can construct standard Wald tests for hypotheses on the parameter vector θ.
In particular, approximate standard errors for the components of the ML estimator θˆ can
be obtained in the usual way from the diagonal elements of the matrix bJ (θˆ)−1bI(θˆ) bJ (θˆ)−1
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or, if a correct specification is assumed, from the diagonal elements of the matrix bJ (θˆ)−1.
4 Forecasting Procedures
Our intention is to forecast U.S. recessions, a binary variable that equals one, if there is
a recession, and zero otherwise. We examine and compare the predictive performance of
alternative model specifications, all embedded in the general model given by equations (2)
and (5). In this section, we introduce the employed model specifications and corresponding
forecast functions, one at the time.
Previous literature has examined the predictive content of several financial variables
for future recessions. In general, the interest rate spread has proved to be the most
useful variable for predicting U.S. recessions (e.g., Estrella and Mishkin (1998), Dueker
(1997)). Estrella and Mishkin (1998) point out that, even if many financial variables
result in a relatively good in-sample fit, in most cases, a parsimonious probit model with
the interest rate spread as the sole predictor tends to produce the most accurate out-
of-sample predictions of U.S. recessions. Due to its dominant predictive power we only
use the interest rate spread in our forecasting models. This also enables us to focus
on examining the predictive performance of diﬀerent models, not of diﬀerent variables.
Henceforth, let yt denote the recession indicator and xt the value of the interest rate
spread (see the subsequent section for precise definitions and data sources).
In the mean square sense, an optimal h quarters ahead forecast of yt based on infor-
mation at time t− h is the conditional expectation Et−h(yt) = Pt−h (yt = 1) . By the law
of iterated conditional expectations and the relations in (3), we have
Et−h (yt) = Et−h (Pt−1(yt = 1)) = Et−h (Φ (πt)) , (8)
where, and also henceforth, Φ is the cumulative distribution function of the normal dis-
tribution and πt is determined by the considered specification. This relation will be used
in the subsequent discussion.
The benchmark forecasts are obtained from the static binary probit regression which
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assumes that the conditional probability in (3) is given by
Pt−1(yt = 1) = Φ (ω + βxt−h) , (9)
where h is the considered forecast horizon. This specification has been used in various
previous studies on forecasting U.S. recessions. From (8) it is seen that the obtained h
quarters ahead forecast based on information at time t − h is given by the right hand
side of equation (9) and therefore only depends on the (known) value of the interest rate
spread at the time the forecast is made. Forecasts based on this specification are thus
horizon specific in that the lag order of the predictor is always tailored to match with the
given forecast horizon. In this way, forecasts several quarters ahead can be computed in
the same way as forecasts one quarter ahead. Obviously, this can only provide a correct
specification and optimal forecasts for one value of h. On the other hand, a practical
advantage is that forecasting the interest rate spread is not needed.
The limitation of the specification (9) is its static nature which means that the same h
quarters ahead forecast is obtained independently of whether the economy is in recession
or not, that is, whether yt−h = 1 or yt−h = 0. The dynamic model framework of Section 2
oﬀers several possible specifications for predicting future recessions that use information
about the current and past states of the economy.
First consider a specification in which the static probit model is augmented by using
a lagged value of the recession indicator as an additional regressor. As in Section 2, more
than a single lag of the recession indicator could be employed. We shall not consider that
extension to simplify exposition and because no evidence of its need was found in our
empirical application. Thus, assume that the conditional probability in (3) equals
Pt−1(yt = 1) = Φ (ω + δyt−1 + βxt−1) , (10)
where, by (8), the right hand side gives the one quarter ahead forecast based on informa-
tion at time t− 1.
Now suppose one wants to forecast several quarters ahead. There are two basic ways
to do that. One can use a ‘direct’ forecast based on the assumption that, instead of (10),
8
the conditional probability in (3) is given by
Pt−1(yt = 1) = Φ (ω + δyt−h + βxt−h) . (11)
From (8) we again find that the right hand side gives ‘directly’ the h step ahead forecast
made at time t− h, so the forecast only depends on the (known) values of the recession
indicator and the interest rate spread at the time of forecasting.3 As in (9), the forecasts
are thus horizon specific and a correct specification and optimal forecasts can only be
obtained for one value of h.
The other possibility is to use an ‘iterative’ approach in which the lag order of the
recession indicator is not tailored to match with the forecast horizon. In other words,
the h quarters ahead forecast is based on the assumption that the conditional probability
in (3) is given by the right hand side of (11) with yt−h replaced by yt−1. This makes the
computation of the forecasts more diﬃcult than in the direct approach. Forecasts made
at time t− h require evaluating
Et−h (yt) = Et−h (Φ (ω + δyt−1 + βxt−h)) (12)
(see (8)). Thus, the problem is similar to that in forecasting several steps ahead in
conventional nonlinear autoregressive models (see Tong (1990, p. 346)). However, unlike
in many nonlinear autoregressions the binary nature of the response variable makes it
possible to compute forecasts explicitly. For instance, consider the case h = 2. From the
preceding equation one obtains
Et−2 (yt) =
X
yt−1∈{0,1}
Pt−2 (yt−1)Φ (ω + δyt−1 + βxt−2) , (13)
where
Pt−2 (yt−1) = Φ (ω + δyt−2 + βxt−3)yt−1 [1− Φ (ω + δyt−2 + βxt−3)](1−yt−1)
3Previous literature has pointed out that the current (at the time of forecasting) value of the recession
indictor sometimes becomes known only after a lag of several months. Even if this issue is less of a
concern with quarterly than with monthly data, the present forecasting setup can always be thought as
one of predicting unknown values, whether past, current or future, using the most recent observations of
the recession indicator.
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gives the conditional probabilities of the two possible outcomes of yt−1 given information
at the forecast period. Thus, basically, the forecast takes account of the two possible
paths through which we can enter a recession in two periods time: we go either through a
recession in the quarter between or not. For h > 2 the number of possible paths is larger
and the situation gets more complicated; this is discussed in the appendix.
Thus, either a direct or an iterative procedure can be used when the forecast horizon
is longer than a period and it is not clear which one of these two procedures should
be employed in practice. A similar problem arises when one forecasts continuous time
series with autoregressive models. In the presence of estimation uncertainty, the ranking
between the direct and indirect procedures largely depends upon whether the iterated
model is close to or far from the true data generating process. If it is close iterated forecasts
tend to be more eﬃcient than direct forecasts, and vice versa (see Bhansali (1999)).
Because the ranking in eﬃciency between direct and indirect forecasts is theoretically
ambiguous, it has proved useful to study their relative forecasting merits empirically (cf.
Marcellino et al. (2005)). Some light on this issue in the present context will be shed in
the application of the subsequent section.
Next consider forecasts based on an ‘autoregressive’ formulation of the probit model
in which the conditional probability in (3) is assumed to be given by
Pt−1(yt = 1) = Φ (ω + απt−1 + βxt−h) . (14)
To obtain h quarters ahead forecasts based on information at time t − h we need to
evaluate
Et−h(yt) = Et−h (Φ (ω + απt−1 + βxt−h))
(again, see (8)). In this case the required computations are simple for any value of h.
Using equation πt = ω + απt−1 + βxt−h and repetitive substitution yields
Et−h(yt) = Et−hΦ
Ã
αhπt−h +
hX
j=1
αj−1 (ω + βxt−h+1−j)
!
= Φ
Ã
αhπt−h +
hX
j=1
αj−1 (ω + βxt−h+1−j)
!
,
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where the latter equation is based on the fact that πt−h is a function of past values of xt
and the initial value π0. Thus, in contrast to the basic static specification (9) forecasts
now use information of a series of past values of the interest rate spread. Of course,
one could also use several lagged values of the interest rate spread in the basic static
specification but, if many lags are really useful for forecasting future recessions, the au-
toregressive specification may be a better alternative. The reason is that, due to the
involved parameter restrictions, the resulting forecasts are based on a more parsimonious
model, which may be useful in practice where estimates of parameters have to be used.
Indirect support for this is provided by Estrella and Mishkin (1998) who find that, in
general, parsimonious models produce the most accurate out-of-sample forecasts of U.S.
recessions. However, the autoregressive specification does not directly incorporate infor-
mation from lagged values of the dependent variable. For that, lagged values of yt have
to be used too.
Including a lagged recession indicator in the autoregressive specification (14) results
in a specification which assumes that the conditional probability in (3) is given by
Pt−1(yt = 1) = Φ (ω + απt−1 + δyt−1 + βxt−h) . (15)
At time t − 1 forecasts one quarter ahead are obtained directly from this equation. For
longer forecast horizons the needed formulae are somewhat more complicated than previ-
ously although the principle is still quite straightforward. To see the basic idea, consider
forecasting two quarters ahead. Because now πt = ω + απt−1 + δyt−1 + βxt−2 it follows
from (8) that we have to compute
Et−2(yt) = Et−2Φ
¡
α2πt−2 + δyt−1 + ω + βxt−2 + α (δyt−2 + ω + βxt−3)
¢
def
= Et−2eΦ(yt−1),
where
eΦ(yt−1) =



Φ (α2πt−2 + ω + δ + βxt−2 + α (ω + δyt−2 + βxt−3)) , if yt−1 = 1
Φ (α2πt−2 + ω + βxt−2 + α (ω + δyt−2 + βxt−3)) , if yt−1 = 0,
and use has been made of the fact that yt−1|Ft−2 ∼B(pt−1) , pt−1 = Φ(ω+απt−2+δyt−2+
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βxt−3). Note that eΦ(yt−1) is a binary variable with two possible values, eΦ(1) and eΦ(0),
that realize with probabilities pt−1 and 1− pt−1. Thus,
Et−2(yt) = pt−1eΦ(1) + (1− pt−1) eΦ(0).
When the forecast horizon increases the number of possible paths within the forecast
period increases. Consequently, the forecast function is more complicated. For details see
the appendix.
It is straightforward to formulate the above forecast procedures to allow for the inter-
action term in (5) (i.e., γ 6= 0). Suppose that, in addition to p and q, also d = 1, and first
assume that α1 = 0, that is, the autoregressive term πt−1 is not present in (5). In ‘direct’
forecasting one replaces yt−1 and yt−1xt−1 by yt−h and yt−hxt−h, respectively, where h is
again a given forecast horizon. The underlying conditional probability is then similar to
(11) in that the h step ahead forecast made at time t − h only depends on the known
values of the recession indicator, the interest rate spread, and their interaction term at the
time of forecasting. In ‘iterative’ forecasting one always uses yt−1 so that, when α1 = 0 is
assumed, forecasts made at time t− h require evaluating
Et−h (yt) = Et−h (Φ (ω + δyt−1 + βxt−h + γyt−1xt−h))
= Et−h (Φ (ω + (δ + γxt−h) yt−1 + βxt−h)) .
Notice that this conditional expectation diﬀers from (12) only in that the value of the
coeﬃcient of yt−1 depends on the value of xt−h. Modifying the previous iterative h-step
ahead forecast to the present case is therefore simple. For example, when h = 2, one uses
equation (13), but with δ replaced by the time variant coeﬃcient δ + γxt−h. When the
autoregressive term is present in (5) this replacement is made in equation (15) after which
the formulae presented in the previous paragraph and in the appendix apply without any
further change.4
The above forecasts are based on the conditional probability that the economy is in a
recession in period t, given information in period t− h. In this approach no attention is
4Note that the same formulae apply whether δ = 0 or δ 6= 0.
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paid to the particular sequence of values (path) of the recession indicator during periods
between t−h and t. However, in some cases particular sequences of the recession indicator
and their probabilities may also be of interest. For example, Chauvet and Potter (2005)
propose forecasting future recessions using, what they call, hitting probabilities. Basically,
a hitting probability is defined as the probability that the economy is hit by a recession
no earlier (and no later) than in a given period in the future. More formally, at time t−h
the first hitting time to a recession is defined by
H(t− h) = min
τ≥1
{τ ≥ 1 : yt−h+τ = 1} .
Thus, if H(t − h) = k we observe the sequence yt−h+k = 1, yt−h+k−1 = · · · = yt−h+1 = 0
and the associated ’hitting probability’ is
ρ(k, t− h) = Pt−h (H(t− h) = k)
= Pt−h(yt−h+k = 1|yt−h+k−1 = 0, ..., yt−h+1 = 0) (1− ρ(k − 1, t− h))
where ρ(0, t− h) = 0, k = 1, 2, ...
In practise it is usually not relevant to compute probabilities for very remote hitting
times. Chauvet and Potter (2005) assume a fixed forecast horizon, say h, and compute
ρ(k, t−h) for k = 1, 2, ..., h. Such probabilities are easy to compute for the current models
by modifying the forecast formulae presented above and in the appendix. For example, if
h = 2 and the conditional probability specification is
Pt−1(yt = 1) = Φ (ω + δyt−1 + βxt−2) ,
we obtain
ρ(2, t− 2) = Pt−2 (yt−1 = 0)Φ (ω + βxt−2) ,
where
Pt−2 (yt−1 = 0) = 1− Φ (ω + δyt−2 + βxt−3) .
Notice that the same value of ρ(2, t − 2) can be obtained from the “standard” forecast
formula (13) by setting Pt−2 (yt−1 = 1) = 0, that is, by ignoring the probability of the
path {yt−1 = 1, yt = 1}. The same principle of “ignoring irrelevant paths” applies to
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computing hitting probabilities for any other forecast horizon and model specification
presented above. All computations can be performed with explicit formulae and there is
no need for (multiple) integration and simulation needed in the the autoregressive latent
variable probit model of Chauvet and Potter (2005).
5 Empirical Analysis
Our empirical application to forecasting U.S. recessions uses data from the second quar-
ter of 1953 to the first quarter of 2005. As in previous empirical studies, the recession
variable, yt, is obtained from business cycle turning points determined by the National
Bureau of Economic Research (NBER). The interest rate spread, xt, is constructed as
the diﬀerence between the ten year Treasury bond rate (constant maturity) and the three
month Treasury bill rate (secondary market).5 We examine the predictive power of dif-
ferent models for forecast horizons from one quarter up to six quarters ahead. First, the
in-sample performance of the employed models is examined.
5.1 In-Sample Results
Even though we are mainly interested in out-of-sample forecasts it is useful to first compare
the in-sample performance of the employed models over the entire sample period. Such
comparisons are usually also performed in a true forecasting situation where the first step
is to select a forecasting model out of diﬀerent alternatives.
We evaluate and compare the in-sample performance of the employed models using the
pseudoR2 measure of fit developed by Estrella (1998) (cf. Estrella andMishkin, 1998). We
also consider the (robust) standard errors of the estimated parameters, and the values of
the Akaike (1973, 1974) information criterion and the Schwarz (1978) Bayesian criterion.
To facilitate comparisons between models, we organize the results into diﬀerent tables,
one for each forecast horizon. However, we also discuss the performance of individual
models across diﬀerent forecast horizons.
Table 1 summarizes in-sample results for four diﬀerent models designed to make fore-
5Source: http://www.federalreserve.gov/releases/h15/data.htm.
14
casts one quarter ahead. Notice that in this case no question of direct versus indirect
forecasting procedure arises. Columns 1 and 2 show results of the basic static probit
model (9) with h = 1 and of the simple dynamic model (10), respectively. The results in
columns 3 and 4 are for the pure autoregressive probit model (14) and its extension (15),
both assuming h = 1.
Some interesting findings emerge from Table 1. First, in each case a negative and
statistically clearly significant estimate is obtained for the coeﬃcient of the interest rate
spread. This is theoretically expected and implies that the interest rate spread has pre-
dictive power which does not vanish even if dynamic features are included in the model.
Yet, the results indicate that additional predictive power can be obtained by allowing for
dynamic eﬀects. In particular, the coeﬃcient estimates of the lagged recession indicator
are statistically significant in the relevant models (columns 2 and 4). The coeﬃcient esti-
mate of πt−1 in the pure autoregressive probit model (column 3) is statistically significant
and rather large. However, the corresponding estimate becomes much smaller and sta-
tistically insignificant when the lagged value of the recession indicator is included in the
model (column 4). These observations may indicate that the current state of the economy
is a particularly useful predictor of a recession one quarter ahead and that in model 3 the
autoregressive term πt−1 tries to capture this missing predictor.
According to the pseudo R2 value and the two information criteria the simple dynamic
model (column 2) gives the best fitting in-sample description of the data. Theoretically,
an addition of the autoregressive term to the basic dynamic model must improve the fit
but this improvement is clearly negligible (compare the pseudo R2 values in columns 2
and 4). Interestingly, the static model has the poorest in-sample performance according
to each criterion.
Table 2 summarizes in-sample results for five diﬀerent models designed to make fore-
casts two quarters ahead. In each model the interest rate spread is used with two lags
so that, for example, the basic static model (9) is used with h = 2. When the forecast
horizon is two quarters (or more) we can make direct and iterative forecasts. Here (and
below with longer forecast horizons) we assume that only the simple dynamic model with-
out autoregressive terms, that is, model (11) is used to construct direct forecasts. Thus,
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compared with Table 1 we only have one additional model resulting from the use of direct
and iterative forecasts in the simple dynamic model.
Overall, the results of Table 2 are rather similar to those of Table 1. The estimated
coeﬃcient of the interest rate spread has the expected sign and is statistically significant
in each model. The coeﬃcient of πt−1 is significant in the pure autoregressive probit model
(14) (column 4), but is no more so when the lagged value of the recession indicator is
included in the model (column 5). Perhaps the most interesting observation from Table
2 is that the specification used to make iterative forecasts (column 3) outperforms the
specification used to make direct forecasts (column 2) both in terms of the pseudoR2 value
and the information criteria. This implies that the first lag of the recession indicator has
more explanatory power than the second lag. However, it does not prove that iterative
out-of-sample forecasts are superior to direct out-of-sample forecasts. This issue will be
examined in the next section.
To illustrate the in-sample performance of diﬀerent models Figure 1 draws estimated
conditional expectations of a recession obtained from the static model, the two dynamic
models (for direct and iterative forecasts) and the autoregressive specification, all using
the corresponding parameter estimates of Table 2. That is, for each of the mentioned
models, Figure 1 shows the estimated probabilities that the economy is in a recession in a
particular quarter (say t) given information known two quarters earlier (say t−2). These
estimates run from the beginning to the end of the sample. The estimated probabilities
track the actual recession indicator values with quite diﬀerent patterns across models.
First, notice that the prediction of the static model matches rather poorly with the actual
recessions (shaded areas). The probabilities of a recession are more or less above 50% only
for the 1974-1975, the 1980, the 1981-1982 and the 2001 recessions. Except for its false
recession signals during 1960s, the autoregressive model produces a slightly better fit than
the static model. The two dynamic models, in turn, clearly outperform the static and
autoregressive models in that their estimated probabilities are much closer to the actual
recession series; in particular they often give fairly clear signals of recessions. Overall, the
dynamic model for making iterative forecasts produces the best match with the actual
recessions series, as already implied by the pseudo R2 and the model selection criteria (in
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Table 2).
Table 3 summarizes in-sample results for models designed to make forecasts three
quarters ahead. The models are the same as in Table 2 except that the forecast horizon
is now h = 3. Conclusions are also similar to those from Table 2, with a couple of
exceptions. Now the third lag of the recession indicator in the simple dynamic model
(11) is statistically insignificant (t-value below two). Surprisingly, the parameter estimate
for πt−1 of model (15) is negative and statistically significant. Nevertheless, according
to the model selection criteria the dynamic model designed to make iterative forecasts
has the best performance. We made the same in-sample analysis for models designed to
make forecasts for four, five and six quarters ahead. The results from these analyses are
essentially the same as those in Table 3.
In summary, the in-sample results indicate that the simple dynamic model designed
to make iterative forecasts has the best in-sample performance, independently of the
forecast horizon, and the static model has the poorest performance. The performance of
the remaining dynamic models locates somewhere between. It is also worth noting that
the coeﬃcient estimate of the interest rate spread is rather stable and statistically clearly
significant in most of the models.
An additional issue is whether the impact of the interest rate spread depends on
the current state of the economy or the value of the recession indicator. We studied
this question by estimating and examining the above models with the additional term
yt−hxt−h. It turned out that the interaction term yt−hxt−h is statistically significant in the
static specification, while it played no role in models that included the lagged value of
the recession variable. These observations indicate that the lagged value of the recession
indicator is what counts in forecasting future recessions.
5.2 Out-of-sample Results
In this section we examine the out-of-sample forecasting performance of the model spec-
ifications discussed in the previous section. Data dated before the forecast period are
only used to construct forecasts. To get the precise idea, consider obtaining forecast two
quarters ahead starting from 1990:Q1. First, we estimate all model variants using data
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from 1954:Q4 to 1990:Q1 at which period forecasts of a recession in 1990:Q3 are made.
Moving forward one quarter all the models are re-estimated using data from 1954:Q4 to
1990:Q2 and forecasts for a recession in 1990:Q4 are computed. For each model variant
this produces a series of out-of-sample forecasts of recessions. In our baseline setup, we
make the first forecast in 1978:Q1. If the forecast horizon is one quarter the first forecast
is made for 1978:Q2, and if the forecast horizon is two quarters, the first forecast is made
for 1978:Q3, and so on for forecasts up to six quarters ahead. The last forecast is always
made for the last observation, the first quarter of 2005. In all these cases, the period over
which the out-of-sample forecasts are made includes the four last recessions in the whole
sample period. We will also consider other forecast periods.
Following Estrella and Mishkin (1998) we use the maximum value of the likelihood
function as the main criteria for evaluating out-of-sample forecasting performance and, to
facilitate interpretation, we rescale it into a pseudo R2 in the same way as was done for
the in-sample results in the previous section. This criterion is analogous to minimizing
the mean-squared error or maximizing R2 in the linear regression model with normally
distributed errors. It is direct in the sense that it is based on the objective function used
in estimation and its relation to the likelihood function makes it intuitively appealing.
We also computed other summary measures of forecasting accuracy such as the quadratic
probability score and the log probability score which have been used in earlier studies
(see e.g. Diebold and Rudebusch, 1989). However, the conclusions obtained with these
alternative measures were basically the same as with the pseudo R2 and, therefore, are
not reported (of course they are available upon request).
A problem with the pseudo R2 is that it is not bound to lie in the unit interval when
computed from out-of-sample results. In particular, it can take negative values. The
same is true for other measures related to the mean-squared error. Estrella and Mishkin
(1998) point out that negative values can be interpreted as an indication of extremely
poor out-of-sample forecast performance.
Table 4 summarizes the out-of-sample forecast performance of the model specifications
discussed in the previous section. Diﬀerent models are now listed on diﬀerent rows while
the columns show results over diﬀerent forecast horizons. The results indicate that the out-
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of-sample forecast performance can be quite diverse between models and forecast horizons.
The simple dynamic model specification clearly outperforms its competitors when the
forecast horizon is one quarter ahead. The results on the two autoregressive specifications
also indicate that the current value of the recession indicator is an important predictor of
a recession in the following quarter. For forecast horizons of two and three quarters ahead
both the pure autoregressive formulation and the simple dynamic model specification
yield the best performing forecasts, while for a forecast horizon of four quarters the latter
model is again the sole winner. Finally, the static model with no dynamics produces the
most accurate forecasts for horizons exceeding one year.
The results of Table 4 suggest that the current state of the economy, whether the
economy is now in recession or not, is particularly helpful in predicting a recession up
to four quarters ahead. However, when the forecast horizon exceeds a year it suﬃces to
count on the predictive content of the interest rate spread only. This may be due to the
fact that in time series data dependencies between distant observations are often rather
weak. Thus, while we may expect that a recession during this quarter tells us something
about the probability of a recession in the next quarter we may not expect it to be very
informative about the corresponding probability one year ahead. On the other hand, the
interest rate spread summarizes a large amount of market participants’ predictions about
the future state of the economy in a parsimonious way and may therefore be a powerful
predictor of a recession in the remote future.
Figure 2 illustrates the out-of-sample predictive performance of diﬀerent models when
the forecast horizon is two quarters ahead. The predictions of Figure 2 derive from the
same model specifications as applied in Figure 1. However, notice that each forecast is
now based on the particular data that is available when the corresponding forecast is
made (for the precise idea see the first paragraph of this section). Figure 2 indicates
that all four models have predictive content for the two recessions in the beginning of
1980s, while none produces any clear early warnings of the last two recessions. This has
been a common finding in previous studies, too. Nevertheless, in general the predicted
probabilities of the two dynamic models match better with the realized recession series
than those of the static and the autoregressive model.
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It is reasonable to examine the robustness of the above out-of-sample analysis. There
are at least two potential sources of error. First, large estimation errors may result on
early parts of the sample with only few recession periods. Second, it seems that the last
two recessions, one in 1990-91 and one in 2001, have been diﬃcult to forecast with any
model and may therefore obscure the results. To see whether these two potential sources
of error are critical to our results, some modified out-of-sample exercises are carried out.
In order to minimize eﬀects of the first potential source of error, we compute ‘as if’ out-
of sample forecasts for the same period as above, but using parameter estimates obtained
from the whole sample. Notice that for the static model and the dynamic model designed
to make direct forecasts this does not make much diﬀerence to the corresponding in-sample
exercise. However, for the dynamic models designed for making iterative forecasts there
is a more important diﬀerence because all future values of the recession indicator beyond
the period where the forecast is made are assumed unknown even if they were used in the
estimation of the parameters.
Table 5 presents the values of the pseudo R2 for out-of-sample forecasts obtained
using full sample parameter estimates. Now the performance of diﬀerent models seems
less erratic across forecast horizons. In summary, the results of Table 5 indicate that the
dynamic models outperform the simple static model in short and medium term forecast
horizons (one to three quarters ahead), while similar advantages do not seem to be present
when the forecast horizon is longer (four quarters or more). As discussed above, this
outcome appears quite natural. There is no large diﬀerence in predictive performance
between the diﬀerent dynamic models, but it seems that iterative forecasts are on average
slightly more accurate than the direct forecasts.
Table 6 presents another set of ‘as if’ out of sample results. Unlike in Table 5 the
values of the pseudo R2 are now computed using forecasts for a period covering almost
all recessions in the sample (only the first recession was excluded). Because almost all
recessions are included, the eﬀect of the last two recessions should be less dominating.
Nevertheless, the results in Table 6 do not deviate significantly from those in Table 5 so
that the two last recessions are hardly an issue here.
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6 Conclusions
This paper introduces new dynamic models for binary time series and applies them to
forecasting a binary indicator of U.S. recessions. Parameters of the new models can be
straightforwardly estimated by ML and misspecification-robust standard errors can be
readily computed. The paper also shows how multistep ahead forecasts can be computed
iteratively for all horizons. This approach oﬀers an alternative to a more common direct
approach in which the lag order of the binary response is always tailored to match with
the forecast horizon.
In our application to forecasting U.S. recessions we compare diﬀerent probit models
and diﬀerent forecasting procedures in terms of in-sample and out-of-sample performance.
Motivated by recent research, these experiments use the interest rate spread as a sole
predictor. Our in-sample analysis shows that incorporating dynamics in static models is
clearly beneficial although the interest rate spread remains an important predictor even in
dynamic models. Another common in-sample finding is that model specifications designed
for making iterative forecasts provide the most accurate overall match with the actual
recessions series thereby indicating that the current state of the economy is a particularly
useful predictor of U.S. recessions.
According to our out-of-sample analysis, dynamic models often provide more accurate
forecasts than static models. Models using a lagged value of the binary response tend
to have the best performance although in some cases the autoregressive formulation, in
which the dynamics enter through a lagged value of the probit probability, can be equally
good or even slightly better. Similarly to the in-sample results, it is found that iterated
multiperiod ahead forecasts are generally more accurate than the corresponding direct
forecasts. Overall, dynamic models have superior predictive performance for forecast
horizons from one to four quarters ahead, but for forecast horizons exceeding a year the
simple static model, using the interest rate spread only, can do at least equally well.
This suggests that dynamic probit models are particularly useful in short and medium
term forecasting of U.S. recessions whereas for longer forecast horizons it suﬃces to count
on the predictive content of the interest rate spread. Finally, our results support the
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previous finding that, irrespective of the employed model, the very recent U.S. recessions
were harder to predict than the earlier ones.
The current research can be extended to several directions. In this paper we have
focused on comparing diﬀerent dynamic models using only the interest rate spread as
a predictive variable. It might be worthwhile to also consider other previously applied
predictors, such as stock returns, in dynamic probit models. Another question of interest
concerns the treatment of the predictor. It would be interesting to examine whether more
accurate forecasts could be obtained by using a forecast of the predictor rather than its
current value. Finally, there are diﬀerent ways to generalize the process πt. These topics
are left for future research.
Appendix: Details on Iterated Multiperiod Forecasts
This appendix shows how iterated multiperiod ahead forecasts are computed for probit
models in which dynamics enter through the first lag of the binary response alone or
together with the first lag of the probit probability. Iterated multiperiod forecasts based
on models with more lags are formed using the same principle, but involve somewhat
more complex formulae and notation.
Consider making an h-period ahead forecast using the dynamic probit model with the
first lag of the binary response. Proceeding as in Section 4 in the case h = 2, we obtain
Pt−h(yt = 1) = Et−h (Φ (ω + δyt−1 + βxt−h))
=
X
yt−1∈{0,1}
Pt−h (yt−1)Φ (ω + δyt−1 + βxt−h) ,
where Pt−h (yt−1) defines the probabilities for yt−1 = 1 and yt−1 = 0 conditional on
information known in the forecast period t− h. To compute Pt−h (yt−1) we must account
for all possible paths of realizations of yt−h+1, yt−h+2, ..., yt−2 that lead to a given value of
yt−1. Define the vector notation
ytt−k = (yt−k, yt−k+1, ..., yt) for k = 0, 1, 2, ...
and the Cartesian product Bk = {0, 1}k for k = 1, 2, ... In other words, the set Bk contains
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all possible k ×1 vectors with components either zero or one (k = 1, 2, ...). Notice that
yt−h+k|Ft−h−1+k ∼ B(pt−h+k) with
pt−h+k = Φ (ω + δyt−h−1+k + βxt−2h+k)
Then, we have
Pt−h(yt−1) =
X
yt−1t−h+1∈Bh−1
h−1Y
j=1
(pt−h+j)
yt−h+j (1− pt−h+j)(1−yt−h+j) .
Next, consider making an h-period ahead forecast using the autoregressive formulation
(15). In the same way as in Section 4, a repetitive substitution of equation πt = ω+απt−1+
δyt−1 + βxt−h leads to the expression
Et−h(yt) = Et−hΦ
Ã
αhπt−h +
hX
j=1
αj−1 (ω + δyt−j + βxt−h+1−j)
!
=
X
yt−1t−h+1∈Bh−1
Pt−h
¡
yt−1t−h+1
¢
Φ
Ã
αhπt−h +
hX
j=1
αj−1 (ω + δyt−j + βxt−h+1−j)
!
,
where πt−h is a function of past values of xt and the initial value π0. Note that Pt−h
¡
yt−1t−h+1
¢
defines probabilities for all possible realizations of yt−h+1, yt−h+2, ..., yt−1 conditional on the
information set available in period t− h. Because now yt−h+k|Ft−h−1+k ∼ B(pt−h+k) with
pt−h+k = Φ
Ã
αkπt−h +
kX
j=1
αj−1 (ω + δyt−h−1+j + βxt−2h+j)
!
we have
Pt−h
¡
yt−1t−h+1
¢
=
h−1Y
j=1
(pt−h+j)
yt−h+j (1− pt−h+j)(1−yt−h+j) .
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Table 1. In-sample Results for Models for Forecasting One Quarter Ahead
Predictor (1) (2) (3) (4)
Spread, xt−1 −0.32 −0.65 −0.27 −0.65
(0.12) (0.16) (0.04) (0.14)
Recession, yt−1 3.00 2.77
(0.31) (0.28)
Probability, πt−1 0.84 0.09
(0.01) (0.09)
Log-likelihood −86.35 −39.27 −62.80 −39.09
Pseudo R2 0.07 0.55 0.30 0.55
AIC 88.35 42.27 65.80 43.09
SBC 91.66 47.23 70.76 49.71
Notes: Robust standard errors are given in parentheses and are computed with the
procedures of Section 3 using the Parzen kernel function and the bandwidth given
by the rule mT= floor(4(T/100)
2/9).
26
Table 2. In-sample Results for Models for Forecasting Two Quarters Ahead
Predictor (1) (2) (3) (4) (5)
Spread, xt−2 −0.65 −0.92 −0.82 −0.44 −0.82
(0.15) (0.20) (0.18) (0.09) (0.16)
Recession, yt−1 2.67 2.42
(0.29) (0.35)
Recession, yt−2 1.96
(0.34)
Probability, πt−1 0.73 0.10
(0.04) (0.10)
Log-likelihood −72.68 −52.40 −36.37 −57.61 −36.13
Pseudo R2 0.20 0.41 0.58 0.36 0.58
AIC 74.68 55.40 39.37 60.61 40.13
SBC 77.98 60.36 44.33 65.57 46.75
Notes: Robust standard errors are given in parentheses and are computed with the
procedures of Section 3 using the Parzen kernel function and the bandwidth given
by the rule mT= floor(4(T/100)
2/9).
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Table 3. In-sample Results for Models for Forecasting Three Quarters Ahead
Predictor (1) (2) (3) (4) (5)
Spread, xt−3 −0.83 −0.85 −0.58 −0.54 −0.62
(0.19) (0.19) (0.18) (0.12) (0.22)
Recession, yt−1 2.03 2.43
(0.26) (0.33)
Recession, yt−3 0.64
(0.39)
Probability, πt−1 0.56 −0.18
(0.09) (0.05)
Log-likelihood −65.28 −62.85 −41.95 −59.58 −41.42
Pseudo R2 0.28 0.30 0.52 0.34 0.53
AIC 67.28 65.85 44.95 62.58 45.42
SBC 70.59 70.81 49.91 67.55 52.04
Notes: Robust standard errors are given in parentheses and are computed with the
procedures of Section 3 using the Parzen kernel function and the bandwidth given
by the rule mT= floor(4(T/100)
2/9).
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Table 4. Pseudo R2 Measures of Out-of-Sample Fit for Diﬀerent Forecasting Models
Forecast horizon, quarters
Model specification 1 2 3 4 5 6
Static 0.00 0.11 0.22 0.18 0.18 0.25
Dynamic, direct 0.44 0.30 0.21 0.11 – –
Dynamic, iterative 0.44 0.35 0.29 0.23 0.13 0.12
Autoregressive 0.31 0.35 0.31 0.13 0.05 0.14
Dyn., Autoreg. 0.42 0.26 0.28 0.18 0.11 0.18
Notes: Entries with – indicate negative values. Out-of-sample forecasts are made
for the period covering last four recessions.
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Table 5. Pseudo R2 Measures of Out-of-Sample Fit for Diﬀerent Forecasting Models
Using Full Sample Parameter Estimates
Forecast horizon, quarters ahead
Model specification 1 2 3 4 5 6
Static 0.04 0.18 0.29 0.26 0.23 0.24
Dynamic, direct 0.51 0.40 0.31 0.26 0.21 0.20
Dynamic, iterative 0.51 0.47 0.36 0.30 0.21 0.20
Autoregressive 0.39 0.45 0.41 0.33 0.28 0.25
Dyn., Autoreg. 0.51 0.47 0.36 0.30 0.20 0.22
Notes: Out-of-sample forecasts are made for the period covering last four recessions.
Estimation is conducted using the full sample.
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Table 6. Pseudo R2 Measures of Out-of-Sample Fit for Diﬀerent Forecasting Models
Using Full Sample Parameter Estimates
Forecast horizon, quarters ahead
Model specification 1 2 3 4 5 6
Static 0.07 0.21 0.29 0.26 0.20 0.15
Dynamic, direct 0.55 0.42 0.31 0.26 0.21 0.17
Dynamic, iterative 0.55 0.45 0.32 0.21 0.10 0.06
Autoregressive 0.31 0.36 0.34 0.27 0.20 0.15
Dyn., Autoreg. 0.55 0.45 0.32 0.23 0.10 0.10
Notes: Out-of-sample forecasts are made for the period covering all else recessions
but the first in the sample. Estimation is conducted using the full sample.
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Figure 1: Probability of Recession Two Quarters Ahead, In-sample Prediction
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Figure 2: Probability of Recession Two Quarters Ahead, Out-of-sample Prediction
32
