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INTRODUCTION
The contribution of skin-friction to the total drag of a model is usually estimated from measurements of the total drag and the integrated pressure drag. The distribution of the skin-friction force on the model surface cannot be determined from such measurements, but must be determined by measurements of the local shear stress on the model. The measurement of local skin-friction force is important in evaluating the contribution of the individual model components to the total skin-friction drag.
For many years, researchers have used the floating element balance to measure local skin friction. This balance is weight calibrated and measures shear stress directly, but its application to measurements on a wind tunnel model is difficult. Balances are usually bulky, and they cannot be mounted in small models or near the leading edge of large models. Also, shear stress balances are affected by pressure gradients and model vibration.
Local shear stress can also be determined from measurements of boundary-layer total pressure profiles. However, the probe traversing mechanism is bulky and difficult to mount on models with a small cross-sectional area, the time required to traverse the boundary layer is long, and the probe protrudes from the model surface so measurements cannot be made directly downstream of the probe. The boundary-layer total pressure rake eliminates this bulky mechanism and the long data acquisition time, but it introduces interferences which affect the measurement. Also, the number of measurement points in the boundary layer are diminished by the size and spacing requirements of the tubing used in its construction. Further, boundary-layer rakes are restricted to measurements in thick boundary layers.
Surface pressure probes such as Stanton tubes and Preston tubes protrude slightly from the model surface. Their presence disturbs the flow less than traversing probes or boundarylayer rakes, but the use of surface pressure probes still prohibits simultaneous measurements downstream of the probe location. In addition, their application is restricted by the pressure lag in the small diameter tubing required to make measurements in thin boundary layers. Consequently, it is extremely difficult to make measurements near the leading edge of a model.
Heat-transfer measurements can be used to determine skin friction through the application of Reynolds analogy. Gardon and thermopile gages have been used to measure the heat flux from wind tunnel models. These gages mount flush to the surface and do not have bulky hardware that must be mounted in the model. The major disadvantage of the Gardon and thermopile gages is that a driving temperature is required and measurements cannot be made at adiabatic wall conditions. Another device for measuring surface heat flux is the heated-element gage which, unlike Gardon and thermopile gages, can be applied to measurements at adiabatic wall conditions. In addition, this gage is nonintrusive, its hardware is durable, data acquisition time is reasonably short, and with proper design, it is unaffected by pressure gradients. The addition of heat may have a destabilizing effect on a laminar boundary, but with care, the measurement of transition location is also possible. For these reasons, the heated-element gage appears attractive for measurements of local skin friction on wind tunnel models.
The heated-element gage was first suggested and evaluated by Ludwieg (Ref. 1) , and refined by Liepmann and Skinner (Ref. 2) , Bellhouse and Schultz (Ref. 3), Rubesin, et al. (Ref. 4) , and Murthy and Rose (Ref. 5) . In the present experimental study, the gage design presented by Rubesin, et al. (Ref. 4) was used. The purpose of the study was to investigate the use of heated-element (embedded-wire) measurements to obtain local skin-friction data on models tested in Tunnel 16T. The experimental program was conducted in two phases. The embedded-wire technique for obtaining skin friction was demonstrated in the Acoustic Research Tunnel (ART) during the first phase, and the technique was applied to measurements on a model in Propulsion Wind Tunnel (16T) during the second phase.
APPARATUS

TEST FACILITIES
Acoustic Research Tunnel (Phase 1)
The Acoustic Research Tunnel (ART) is an open-circuit, atmospheric indraft tunnel that is connected to the Plenum Evacuation System (PES) of Tunnel 16T. The tunnel has a converging nozzle with a contraction ratio of 16, a 6-in.-square test section that is 24-in. long, and a 5-deg diffuser (Fig. l) . The top and bottom wall angle can be varied from -0.5 to 0.5 deg, and wall inserts are available to provide various wall porosities. Mach numbers from 0.05 to 1.10 can be generated in the ART when ventilated test section walls and wall divergences are used; however, the use of solid walls and a constant-area test section limits the maximum Mach number to 0.85. Further details of the ART can be found in Ref. 6. During Phase I of the experimental program, solid wall inserts were installed in the ART and shear stress measurements were made on the floor of the test section at an axial location 14.375 in. from the test section entrance. This axial location was selected because boundarylayer profile measurements were previously made at this location from which skin friction could be calculated for comparison with the present data. The arrangement of the instrumentation is presented in Fig. 2 . The instrumentation consisted of an embedded-wire gage, a copper-constantan thermocouple to measure wall temperature, a static pressure orifice, and a Preston tube used as a calibration standard. 
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Tunnel 16T (Phase II)
The AEDC Propulsion Wind Tunnel (16T) is a variable density, continuous-flow tunnel capable of being operated at Mach numbers from 0.2 to 1.5 and stagnation pressures from 120 to 4,000 psfa. The maximum attainable Math number can vary slightly, depending upon the tunnel pressure ratio requirements with a particular test installation. The maximum stagnation pressure attainable is a function of Mach number and available electrical power. The tunnel stagnation temperature can be varied from about 80 to 160°F, depending upon the available cooling water temperature. The test section is 16-ft square by 40-ft long and is enclosed by 60-deg inclined-hole perforated walls of six-percent porosity. The general arrangement of the test section with the test article installed is shown in Fig. 3 
TEST ARTICLE
A model was not required for the experiments performed in the ART. For the tests in Tunnel 16T, skin-friction measurements were made on an axisymmetric equivalent body of 9 revolution (EBOR) which represented the cross-sectional area distribution of a typical twin engine jet fighter. The sting-supported model is shown installed in the Tunnel 16T test section in Fig. 4 , and the pertinent dimensions are presented in Fig. 5 . ' , 2.~ ; ; 22"JJ.:'2: The model was instrumented to measure skin friction by several methods. The total skinfriction force was estimated from measurements of total axial force and integrated pressure drag. A six-component strain-gage balance was used to measure the axial force on the model, and integrated pressure drag was determined from 176 model surface static and four cavity pressures. Local skin-friction coefficients were determined from Preston tube and boundary-layer rake measurements. The location and dimensions of the nine Preston tubes and four boundary-layer rakes are presented in Table 1 .
All model pressures were measured with a six-module scanning valve system using 15-psid transducers. The 48-port valves were controlled by a facility computer in a steppause mode which monitored each pressure to ensure stabilization before advancing to the next port. parameters for determining the physical dimensions of the gages are presented in Ref.
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4. The gage consists of a pair of nickel electrodes molded in a polystyrene substrate. During their construction, a coaxial cable is soldered to the electrodes, the substrate is expoxied into a stainless-steel tube, a thin platinum-rhodium wire is welded to the electrodes on the surface of the gage, and finally, a volatile solvent is applied to the gage surface to dissolve the substrate material. When the solvent evaporates, the wire has become coated with substrate material and thus is embedded in the gage surface. All gages were constructed by this technique. The only variation in the gage construction was in the diameter of the platinumrhodium wire used. During Phase l, 5-and 10-#m wire was used. From the initial experimental results the 5-#m wire was selected for measurements on the EBOR model in Tunnel 16T.
The embedded-wire gages were operated in a constant temperature mode in which the power supplied to the gages is adjusted to maintain them at a constant operating temperature. A constant temperature corresponds to a constant resistance. Gage temperature is usually controlled by a commercially available constant temperature hot wire anemometer system, but these systems are expensive and the cost is prohibitive if many data channels are required. Although it lacked the frequency response of a commercial anemometer, a simple control system was designed and fabricated for this project. A schematic of the system is presented in Fig. 7 . The system measures the current through the
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voltage across the gage. The current through the gage is determined by measuring the voltage across a precision l-ohm resistor connected in series with the gage. The current through the precision resistor is the same as the current through the gage and is equal to the voltage across the resistor divided by the resistance. The voltage across the gage is measured by a separate set of sensing leads from the control panel to the gage. The circuit enables steadystate measurements of the power supplied to the gage and the resistance of the gage to be made. In the resistance measure mode, a small current is supplied to the gage, and the voltage across the gage and the current through the gage are measured. The ratio of the voltage over current is the gage resistance. The small current applied to the gage in the resistance measure mode will not heat the gage significantly. Thus, the resistance measured is the cold resistance of the gage at the wall temperature. In the operating mode, the current to the gage is adjusted using the potentiometer. A preselected value of the gage resistance (gage temperature) is set and the power required to maintain the selected resistance is measured.
Measurements using this circuit are independent of line length and temperature gradient along the wire. This was an important requirement for the measurement system because the line length required in Tunnel 16T and the temperature difference expected between windoff and wind-on conditions could change the resistance of the instrument leads by as much as 50 percent of the gage cold resistance. Such resistance changes would introduce a significant error, making accurate measurements by the embedded-wire technique impossible.
Preston Tubes
A Preston tube is a circular pitot tube mounted flush to a surface as shown in Fig. 8 . The Preston tubes for this project were constructed from stainless-steel tubing with a ratio of inside to outside diameter equal to 0.6. The required outside diameter of each Preston tube was determined by applying the criteria presented by Preston (Ref. 8) to the range of boundary-layer thicknesses expected at each measurement location. Estimates of the range of boundary-layer thickness expected in the ART were determined from measurements reported by Benek (Ref. 9) . The boundary-layer characteristics for the EBOR model were calculated using the Shear-Work-lntegrai-Method (SWIM) computer code developed by Whitfield (Ref. 10) . Pressure distributions measured on the EBOR model and reported by Spratley (Ref. 1 l) were input to the SWIM code. From this information, a 0.032-in.-OD tube was selected for the experiments in the ART, and the tube diameters and measurement locations presented in Fig. 8 were selected for the EBOR model. More recent Preston tube design criteria presented by Patel (Ref. 12) and Allen (Ref. 13) indicate that tubing with a much larger diameter could have been used without influencing the accuracy of the data. 
Model Statxon, xn. The embedded-wire gages received a temperature-resistance calibration prior to installation in the ART. The purpose of the temperature-resistance calibration is to enable the gage to be used as a temperature measuring device for determining the temperature rise of the gage during operation. The gages were calibrated by placing them in an oven, subjecting them to a range of temperatures, and measuring the gage resistance, which is a linear function temperature. The coefficients of the calibration curve were determined by a linear least-squares regression fit of the data. A typical temperature-resistance calibration is presented in Fig. 10 . After the temperature-resistance calibration procedure, the embedded-wire gage was installed at the axial location indicated in Fig. 2 . Before each run, the gage temperatureresistance calibration was checked and the tunnel pressure system calibrated. The temperature-resistance calibration was checked by comparing the temperature inferred from measurements of the gage resistance with the temperature measured by the copperconstantan thermocouple mounted on the tunnel wall. A range of adiabatic wall temperatures was obtained by varying Math number at a constant total temperature. Shifts in the temperature-resistance curve were recorded during experiments in the ART; however, repeat gage calibrations indicated that the slope of the curves remained constant. Therefore, it was possible to correct the coefficients of the calibration curve before each testing period.
The embedded-wire gage was calibrated over a range of shear stress values using a Preston tube as a calibration standard. The output of the embedded-wire gage is the power loss per unit temperature rise, and is proportional to the cube root of the density at the wall times the wall shear stress divided by the square of the dynamic molecular viscosity at the wall. The calibration coefficients were determined by a standard least-squares linear regression fit of the calibration data. A typical set of calibration data is presented in Fig. 11 . Typical embedded-wire shear stress calibration.
Experiments in Tunnel 16T (Phase II)
The embedded-wire gages were calibrated in groups of 10 in the ART by the method described in Section 3.1. l and installed in the EBOR model at the axial locations shown in Table I . Subsequent analysis of the Tunnel 16T test data indicated that the calibration constants were affected by the move from the ART to the EBOR model. The installation process with the EBOR model apparently caused changes in gage stress which produced shifts in the temperature-resistance relationships for each gage. Simple corrections to the calibration constants were not possible because the slopes of the curves had changed. A new set of calibration constants was determined from the Preston tube and boundary-layer rake 20 measurements taken at a free-stream Mach number of 0.6 and unit Reynolds numbers of 1.5, 2.25, and 3.35 x 106 per ft. Calculations using the SWIM computer code (Ref. 10) were used to obtain data between measurement locations and regions where measurements were not available. The set of calibration constants determined in this manner was used to reduce all embedded-wire data measured on the EBOR model.
The six-component balance used in the EBOR model was calibrated from 0 to 400 lb in the axial direction. Greater accuracy than normal was achieved by calibrating only one component of the balance instead of developing a calibration for all six components.
DATA ACQUISITION
Experiments in the ART (Phase 1)
The ART was operated at Mach numbers from 0.1 to 0.8. At each Mach number, the wall temperature was monitored until adiabatic wall conditions were reached, as indicated by a zero change in wall temperature with time. The cold resistance of the embedded-wire gage was recorded at the adiabatic wall condition. The potentiometer was then adjusted to drive the gage to a predetermined resistance value which is related to the desired temperature rise of the gage. The heated resistance, the voltage across the gage, and the current through the gage were recorded. Preston tube pressure, wall static pressure, wall temperature, tunnel total temperature, tunnel total pressure, and free-stream Mach number were also recorded.
Experiments in Tunnel 16T (Phase !!)
Data on the EBOR model were acquired in two modes in Tunnel 16T. The first mode was performed to obtain Preston tube and boundary-layer rake data. The test matrix is presented in Table 2 . Total temperature was varied as a function of Mach number to maintain a constant adiabatic wall temperature throughout the test. This procedure shortened test time by eliminating the need to wait for the model to reach thermal equilibrium between each condition in the test matrix. Once test conditions were established, steady-state data were recorded by the facility computer.
For the second mode, the Preston tubes and boundary-layer rakes were removed and the test matrix was repeated to obtain balance, pressure, and embedded-wire data. The embedded-wire gages were operated as described in Section 3.2.1, and the facility computer recorded steady-state data at each test condition. Repeat points were obtained at a freestream Mach number of 0.6 and a unit Reynolds number of 3.35 x 106 per ft. The constants A and B were determined by the calibration procedure described in Section 3.1.1. The value AT is proportional to AR; therefore, the quantity AR was used throughout to simplity calculations. With AT oc AR, Eq. (4) becomes / r ~1/3
The constant of proportionality between AT and AR is incorporated into the constants A and B during calibration. With the constants A and B known, the wall shear stress was calculated by solving Eq. (5) for z,,.
The skin-friction coefficient was calculated by dividing the wall shear stress by the freestream dynamic pressure
The Preston tube data reduction technique developed by Allen (Ref. 13) was used to determine the corresponding skin-friction coefficient.
Local skin-friction coefficients were measured on the EBOR model using Preston tubes, boundary-layer rakes, and embedded-wire gages. The Cr values were computed from the embedded-wire gage and Preston tube measurements by the methods presented in Section 3.3.1. The boundary-layer rake measurements were used in a program developed by Whitfield (Ref. 14) to calculate the velocity profile, displacement thickness, momentum thickness, and shape factor. The local skin-friction coefficient associated with the measured profile was found by fitting the data to the compressible law of the wall as formulated by Fenter and Stalmach (Ref. 15) .
Total skin-friction drag was determined by numerically integrating the individual embedded-wire values over the model surface assuming that the body and flow were perfectly axisymmetric. The integration of skin-friction drag force can be expressed as The total skin-friction drag coefficient is I" C fT -%0 S 1/ 2 (8) (9) For comparison with the embedded-wire data, the total skin-friction drag coefficient was also estimated from balance and pressure data by subtracting the numerically integrated pressure force coefficient from the balance measured total drag coefficient. The pressure integrated drag coefficient is based on the maximum cross-sectional area of the model and determined by CDp = Cl) F --CDA--C(AV (10) where CDF is forebody pressure drag coefficient, COA is the afterbody pressure drag coefficient, and CCAV is the model cavity force coefficient. The total skin-friction drag coefficient, Cfa, was calculated as
where Co is the balance measured drag coefficient.
DATA UNCERTAINTY
The uncertainties (combinations of systematic and random errors) of the basic tunnel parameters, shown in Figs. 12 and 13 for the ART and Tunnel 16T, respectively, were estimated from repeat calibration of the instrumentation and from the repeatability and uniformity of the test section flow during tunnel calibration. Uncertainties in the instrumentation systems were estimated from repeat calibration of the systems against secondary standards whose uncertainties are traceable to the National Bureau of Standards calibration equipment. The instrument uncertainties, for a 95-percent confidence level, are combined using the Taylor series method of error propagation described in Ref. 16 to determine the uncertainties of the reduced parameters shown in Table 3 . 
RESULTS
EXPERIMENTS IN THE ART (PHASE I)
The temperature-resistance calibration presented in Fig. 10 is typical for the embeddedwire gages tested in the ART. The calibration is linear over the range of operating temperatures expected in the ART and Tunnel 16T; however, repeated experiments revealed that shifts in the calibration constants for a particular gage can occur between periods of operation. An attempt was made to determine the cause of the calibration shift, but no apparent explanation was discovered. The nature of the calibration shift observed in the ART provided a simple method for correcting the calibration coefficients. The data presented in Fig. 14 are repeat calibrations of a single gage. The data sets are displaced, but the aT/aR remains the same. Therefore, only the zero intercept of the calibration curve must be corrected. This can be accomplished by measuring the gage resistance at a known value of temperature and calculating a new zero intercept using the calibration slope
Because the aT/0R remained constant, the gage can be used to measure differences in temperature without any correction to the zero intercept Embedded-Wire Resistance, R, Ohms
Repeat temperature-resistance calibration of an embedded-wire gage, Figure 14 .
The gage calibration presented in Fig. 11 was produced by plotting the power per unit temperature rise versus the cube root of the density times the wall shear stress divided by the square of the viscosity (O.,,,~'v,/l~2 ) I/3. The density and viscosity are evaluated at the wall temperature and pressure. The wall shear stress was determined by Preston tube measurements. In Fig. 15 , Cf computed from Preston tube measurements is compared with boundary-layer profile measurements performed previously with the same test apparatus by Benek (Ref. 9) . The agreement between the two techniques is very good, and the Preston tube method was used to determine Cf, eliminating the time-consuming task of measuring pressure profiles at each calibration point. Comparison of skin-friction coefficient from Preston tube and boundary-layer profile measurements.
BeUhouse and Schultz (Ref.
3) reported that the sensitivity of the heated-element gage was dependent on the amount of temperature rise, AT, selected for operation. Results obtained in the ART support their findings. Calibration curves generated at different values of AT are presented in Fig. 16 . As the value of AT is increased, the slope of the calibration curve decreases, a condition produced by heat conduction in the subtrate material, which changes the effective length of the gage. Therefore, the gage must be operated at the same value of AT used during calibration. The repeatability of operating an embedded-wire gage at the same value of AT is presented in Figs. 17 and 18 . In Fig. 17 , the gage output is plotted versus the Preston tube determined shear stress parameter for two operation periods. The two sets of data are essentially the same. In Fig. 18 , the skin-friction coefficients determined from repeat embedded-wire data agree with those from the Preston tube measurements to within 10 percent. Between the two run periods, an unexplained shift occurred in the gage temperature-resistance calibration as shown in Fig. 19 . By adjusting the calibration coefficients and operating the gage at a constant value of AT, the skin-friction determination was unaffected. 
EXPERIMENTS IN TUNNEL 16T (PHASE !I)
Measurements of local skin-friction coefficient distributions on the EBOR model are presented in Fig. 20 . At subsonic Mach numbers, the agreement between Preston tube and boundary-layer rake measurements and SWIM calculations is good at all values of unit Reynolds number. The embedded-wire gages also agree well except at a Mach number of 0.6 and a unit Reynolds number of 5 x 106 per ft (Fig. 20d) . At this test condition, the embedded-wire gages indicated lower values of local skin friction than the other techniques. However, the data are still within 10-percent agreement.
At supersonic conditions (Figs. 20f and g ) the various methods agree well on the forebody of the model, but not on the afterbody, particularly on the boattail. At these test conditions the presence of severe axial and radial pressure gradients in the flow field and a shock wave on the boattail violates assumptions used in relating the Preston tube and boundary-layer rake data to skin friction. Also, the surface pressures measured on the boattail at the supersonic Mach numbers were close to the pressure values at which Murthy and Rose (Ref. 5 ) report a reduction in the conduction heat loss from the embedded-wire gages. This reduction decreases the output from the embedded-wire gage for a given value of local shear stress, and the value of the local skin-friction coefficient implied by the gage reading is lower than the actual value. The scatter in the embedded-wire data is a combination of the uncertainty in the measurements and not being at exactly adiabatic conditions at the time of data acquisition. This problem is related to the length of time required to set up the gages at each test condition. Surface temperatures on the model are recorded before adjusting the gages, and those temperatures were used to calculate local density, viscosity, and the temperature setting for each gage. if the model temperature changes during the setup period, the gages will not be adjusted properly when data are taken. During the experiment, the total temperature of the tunnel was adjusted to maintain a constant adiabatic wall temperature on the model. However, the model temperature increased 2°F as unit Reynolds number was increased. In Fig. 21 , a comparison of repeated embedded-wire gage measurements is presented. Before the test condition was repeated, the model was 0.5°F higher than the adiabatic temperature during acquisition of the primary data. The fact that the repeated data are higher than the primary data is indicative of the model temperature decrease during gage adjustment. This problem can be corrected by assuring that the adiabatic wall condition has been reached, by shortening setup time, or by monitoring the temperature of each gage and correcting for any changes that occur during adjustment of the gages. Repeated embedded-wire measurements.
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Comparisons of measured and calculated total skin-friction drag coefficients are presented in Figs. 22 and 23 for constant Mach number and constant unit Reynolds number, respectively. The agreement between embedded-wire gage and balance minus pressure measured skin-friction drag is good at all test conditions. Agreement with SWIM calculations is also good except at the higher Mach numbers. This disagreement is caused by the higher values of skin friction calculated on the boattail by the SWIM code at the supersonic conditions (see Figs. 2If and g ). In Fig. 24 , a parameter proportional to skin-friction coefficient is plotted versus Reynolds number for the first five gages on the model. The parameter was determined from the relation
By solving for 7-~ and dividing both sides by the free-stream dynamic pressure, the skinfriction parameter was defined as 
CONCLUSIONS
An experimental program was conducted to demonstrate the embedded-wire technique of obtaining local skin friction and to apply the technique to measurements on a model in Tunnel 16T. The experimental investigation demonstrated that repeatable embedded-wire gage data can be obtained if the gages are calibrated in place. In-place calibration allows shifts in calibration constants to be easily corrected by pretest wind-off gage readings. Gage sensitivity is dependent upon the gage temperature differential selected for operation. Therefore, the gages must be operated at the same overheat temperature as the calibration.
Reinstallation of the gages in a model in Tunnel 16T following laboratory calibration caused shifts in the calibration constants that could not be corrected without recalibration. However, by determining new calibration constants in situ, the embedded-wire gages compared favorably with the other skin friction measuring methods, h was also demonstrated that the embedded-wire gages may be used to detect boundary-layer transition 
