Abstract. The paper explores new expansions of the eigenvalues for −∆u = λρu in S with Dirichlet boundary conditions by the bilinear element (denoted Q 1 ) and three nonconforming elements, the rotated bilinear element (denoted 
Introduction
In this paper, we consider the eigenvalue problem We choose one conforming element, the bilinear element Q 1 , and three nonconforming elements: the rotated Q 1 (denoted Q In Q 1 and Wilson's elements, the nodal variables are used, but in Q rot 1 and EQ rot 1 , the line and the area variables are also chosen, which can be interpreted as the average values on the edges ∂ ij and those in the area ij . The line-area interpolation in Q rot 1 and EQ rot 1 is, rather than the nodal interpolation, advantageous in global superconvergence.
In this paper, we explore the expansions of the eigenvalues λ h . When ij are uniform squares with the boundary length h, we obtain the following formulas: (1.15) [20] , Wu [22] and Yang [23, 24] . The nonconforming elements, such as the rotated bilinear element (i.e., Q rot 1 ) and Wilson's element, are studied in Chen and Li [7] , Hu et al. [9] , Lua and Lin [16] , and Lin and Lin [13] , and the extrapolations for eigenvalues are explored in Blum et al. [4] , Lin [12] , Lin and Zhu [14] , and Lü et al. [15] .
It is worth pointing out that asymptotic lower bounds for eigenvalues have been obtained by the finite difference method (FDM) in Forsythe [8] and Weinberger [21] . In [8] , for a convex S, the numerical eigenvalues by the standard five-node finite difference equations have lower bounds, and upper and lower bounds of numerical eigenvalues by FDM are also discussed in [21] . Since the FDM can be regarded as a special kind of FEM involving different integration rules in Li [11] , the variational crimes, the terminology used in [20] for FEM with nonconforming elements and numerical integration, may produce the lower bounds of approximate eigenvalues.
Basic theorems
We rewrite (1.3) as:
where f = λu. Define the finite element projection R h by
For simplicity, we assume the simple eigenvalues, and consider only a few leading eigenvalues
where k is a small integer. Note that the minimal eigenvalue λ 1 = λ min is of great interest in practical applications.
For the above elements, we cite the known results in [23, 24] as a lemma. 
Moreover, from (1.13) and (2.2), we obtain
Sinceū h has a small difference from u h , we obtain from Lemma 2.1,
Hence by means of Lemma 2.1 again, a primary expansion from (2.7)−(2.9) is given by
Finally, a further expansion can be obtained:
where we have replaced λ h by λ from Lemma 2.1. This is the desired result (2.5), and completes the proof of Theorem 2.1.
In Theorem 2.1, in order to derive the errors λ h − λ, we need to evaluate the following interpolation errors: (2.12) and the projection error
Note that the projection error (2.13) is null for the conforming elements 2 and that the estimation of (2.12) is similar to that for Poisson's equation. Hence the key analysis of the nonconforming elements is to derive the expansions of (2.13). In this paper, the detailed proof is provided only for Q rot 1 and EQ rot 1 (see the next section), and the proof for the Q 1 and Wilson's elements in (1.15) appears elsewhere.
In error estimates, we often use the Bramble-Hilbert lemma [5] : Denote by B(u) a bounded linear function from H k (S) to R. 3 If for a polynomial P k of degree k, B(P k ) = 0, then there exists a constant C independent of u such that
In this paper, we need more expansions of higher terms of degree k + 1. We solicit the generalized Bramble-Hilbert Lemma. Let
is also a bounded linear function from H k+1 (S) to R. We write the following lemma without proof, whose proof is given in Lin and Lin [13] .
Lemma 2.2 (Generalized Bramble and Hilbert Lemma). Let u ∈ H
k+2 (S) and B(P k ) = 0. Suppose that H(P k+1 ) = 0 in (2.15). There exists a bound,
where C is a constant independent of u. and EQ rot 1 . We merge their proofs together, because the main proof for both nonconforming elements has many features in common. Based on Theorem 2.1, the three terms in (2.5) need to be evaluated. For both Q rot 1
and EQ rot 1 , from their definition of u I and by integration by parts, we can show the following equality easily:
To obtain the expansions of the other two terms in (2.12) and (2.13), we need the following lemmas. Moreover for uniform ij ,
where we have used
Also from Lemma 3.1, 
where we have used the integration by parts again,
Based on Theorem 2.1, combining (3.1), (3.9) and (3.12) yield the second desired result (3.8) (i.e., (1.15) 
on uniform square ij with h = k, we have from Lemmas 3.3 and 2.1,
where we have used (1.1). From integration by parts, there exists the equalilty For uniform squares ij with h = k, based on Theorem 2.1, combining (3.1), (3.12), (3.16) 
where i are the edges in Figure 3 . Since the average on k is continuous based on the definitions in (1.7) and (1.8), we have Next, we examine the nontrivial terms in Table 1 . When u = x 3 and v = x,
Similarly, when u = y 3 and v = y, Figure 2) , where
, k e h e } ≤ C 0 , and C 0 is a constant independent of h. Define an affine transformation T : (x, y) → ( x, y) with 
By the affine transformation T in (3.32) we have This is the desired result (3.4) and completes the proof of Lemma 3.2. 
Proof of Lemma Denote B(u, v)
, the integration is given in Table 2 . Let us check the terms with 0 + and the nontrivial terms in Table 2 . First for u = x 2 and v = x 2 − y 2 , we have Below, we consider the additional terms in P 3 \ P 2 , whose results are also listed in Table 2 Hence we define a new functional The desired result (3.5) follows by the proof techniques via the affine transformation T in (3.32). This completes the proof of Lemma 3.3. }. We list in Table  3 the integration e u xx D(v) for u ∈ P 4 and v ∈ EQ rot 1 . Let us check the terms with 0 + and the nontrivial terms in Table 3 . First, when u = x 2 , v = y 2 and
, the integral is zero: To discover the higher remainders of O(h 4 ), we should also consider v ∈ P 4 \ P 3 ; the additional integrations are listed in Table 3 . Below we consider the nontrivial terms only.
which gives Hence for u ∈ P 4 , X(u, v) = 0, and then from Lemma 2.2,
This yields
The desired result (3.6) in Lemma 3.4 for EQ rot 1
follows from the affine transformation T in (3.32).
Next for Q rot 1 , we have from Table 3 ,
The rest of the proof is exactly the same as that for EQ rot 1 . This completes the proof of Lemma 3.4.
Numerical experiments
In this section, we provide two numerical experiments of the four elements, 1) and (1.2). 4.1. Function ρ = 1. Consider the eigenvalue problem of Laplace's operator with ρ = 1,
where S = {(x, y), 0 ≤ x, y ≤ 1}. Then we have the exact eigenfunctions and eigenvalues,
Since the minimal and the next minimal eigenvalues, denoted by λ 1 and λ 2 , are the most interesting, we only provide their computed results. In Tables 4 and 5, we and the Wilson's element, we can see from Tables 4 and  5 that
where λ ,h denotes the computed λ ( = 1, 2) at the mesh size h. However, for the Q From Table 4 , we can find the following relative errors of λ 1 at N = 32: provide the lower and the upper bounds for λ 1 and λ 2 , respectively. To verify (1.16) we have computed
, where Table 6 lists the results to display the O(h 4 ) convergence rate perfectly.
More importantly, the expansions of eigenvalues can be applied to raise the accuracy by the extrapolation techniques. Based on the computed eigenvalues in Tables 4 and 5 , we may use the following extrapolation formulas for λ 1,h : has the higher convergence rate, the following extrapolation formulas should be used:
Note that in (4.6) and (4.7), λ (1) h denotes the first level of extrapolation. In computation, we have computed from the first to the fourth levels of extrapolation. Such a procedure is like that in the Romberg integration. All the extrapolation results are listed in Tables 7 and 8 Tables 7 and  8 we can see
where λ (1) 1,h is the better approximation of λ 1,h at the first level of extrapolation. Below, we list the following eigenvalues at the first and fourth levels of extrapolation: has 14 significant digits, which is the most accurate value in our computation.
Suppose that we only carry out the computation for N = 2, 4, 8, but not for N = 16 and N = 36 due to some reasons (e.g., the limitation of computer memory or the CPU time). Based on those results, we may use (4.6) and (4.7) until the second level of extrapolation only. The corresponding results are found from Tables  7 and 8 respectively. The relative errors in (4.12) are close to those in (4.5), but their signs may be changed. This fact displays a significance of the extrapolation, based on the expansions of eigenvalue solutions given in this paper.
The above examination is for the convergence rate; it is crucial to scrutinize numerically the principal terms of the error expansions in (1.15). First, take EQ rot 1 for λ 1 for example. Since the corresponding eigenfunction u 1,1 = 2 sin(πx) sin(πy) from (4.1), we have the principal term from (1.15),
where we have used h = 1 2N . Then the relative value is given bȳ Table 4 for EQ rot 1 very well, which verifies the principal term in (4.13).
Next, consider Q rot 1
for λ 2 . Since the corresponding eigenfunction u 2,1 = 2 sin(2πx) sin(πy) from (4.1) with u xx = u yy , we have the principal term from (1.15) Eq. (4.18) also coincides with the numerical data in Table 5 (4.19) which is symmetric with respect to x and y. We have
where S is also the unit square. For the ρ in (4.19), we may evaluate S ρuv in (1.5) exactly. The FEM as (1.3) can be easily performed. We provide the results for λ 1 by Q rot 1 and EQ rot 1 only, and list them in Tables 10 and 11 . Since for ρ in (4.19), the true solution of λ 1 is unknown, we may compute the ratios of sequential errors to display the empirical convergence rates. 6 The numerical solutions, the sequential errors and their ratios are listed in Tables 10 and 11 Since only the sign of ε (0) is significant, it is listed in Tables 10 and 11 . From Table  11 , we can see the sequential errors (4.20) for EQ rot 1 elements. However, from Table 10 , Table 6 the computed results, to show the validation of (1.16). 
can be achieved numerically by multiple levels of extrapolation; see Table  8 . is provided in this paper. Not only can (1.15) display an upper or a lower bound of the FEM solution of leading eigenvalues, but it can also lead to higher superconvergence rates by the extrapolation techniques. All the theoretical analyses have been verified by the numerical experiments in Section 4. Moreover, the best convergence rates have been obtained numerically by multiple levels of extrapolation for both Q rot 1 and EQ rot 1 elements. 7 Numerically, the Q rot 1 also provides the lower bound of λ 1 , based on Table 4 for ρ = 1, and on Table 10 for ρ = 1. 
