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Recently, entanglement concentration was explicitly shown to be irreversible. However, it is
still not clear what kind of states can be reversibly converted in the asymptotic setting by LOCC
when neither the initial nor the target state is maximally entangled. We derive the necessary and
sufficient condition for the reversibility of LOCC conversions between two bipartite pure entangled
states in the asymptotic setting. In addition, we show that conversion can be achieved perfectly
with only local unitary operation under such condition except for special cases. Interestingly, our
result implies that an error-free reversible conversion is asymptotically possible even between states
whose copies can never be locally unitarily equivalent with any finite numbers of copies, although
such a conversion is impossible in the finite setting. In fact, we show such an example. Moreover,
we establish how to overcome the irreversibility of LOCC conversion in two ways. As for the first
method, we evaluate how many copies of the initial state is to be lost to overcome the irreversibility
of LOCC conversion. The second method is to add a supplementary state appropriately, which also
works for LU conversion unlike the first method. Especially, for the qubit system, any non-maximally
pure entangled state can be a universal resource for the asymptotic reversibility when copies of the
state is sufficiently many. More interestingly, our analysis implies that far-from-maximally entangled
states can be better than nearly maximally entangled states as this type of resource. This fact brings
new insight to the resource theory of state conversion.
I. INTRODUCTION
Entangled states are used as resources for many quan-
tum information processes. When the initial entangled
state is different from the desired form and we are not
allowed to apply the global operation, we need to con-
vert the given initial state by local operations and classi-
cal communications (LOCC). This type of conversion is
called LOCC conversion. Many conventional researches
deal with LOCC conversions whose target states are max-
imally entangled states. However, the most preferable en-
tangled state depends on the type of the information pro-
cesses to be applied. For example, measurement based
quantum computation [1] and quantum channel estima-
tion [2] require entangled states that are not necessarily
maximally entangled while maximally entangled states
are used as typical resource of entanglement. Moreover,
Ishizaka and Hiroshima [3] revealed that the optimal
shared entangled state is not necessarily a maximally en-
tangled state in their port-based teleportation. In such a
situation, it is required to consider case where both the
initial and the target states are not necessarily maximally
entangled.
Bennett et. al. [4] studied the asymptotic conversion
between the multiple-copy states of two distinct pure en-
tangled states, which are not necessarily maximally en-
tangled. The optimal conversion rates are given by the
ratio between von Neumann entropies Sψ and Sφ of the
reduced density matrices of the initial state ψ and the
target state φ. Since the opposite conversion rate is the
inverse of the original conversion rate, this kind of con-
version was seemed to be reversible, as pointed out in
[5][6][7][8][9]. However, two of the authors [10] explic-
itly revealed that this kind of conversion is irreversible
in the case of entanglement concentration, i.e., the case
when the target entangled state is maximally entangled,
although Hayden and Winter [11] and Harrow and Lo
[12] implicitly suggested this fact. This problem has not
been discussed when the initial and target states are not
maximally entangled. Recently, two of the authors [13]
investigated the second order asymptotics and derived
the second-order optimal LOCC conversion rate between
general pure states, which clarifies the relation between
the accuracy and the asymptotically optimal conversion
rate up to the second order. However, the paper [13]
did not consider the reversibility. That is, it is still un-
solved what kind of states can be reversibly converted in
the asymptotic setting by LOCC when neither the initial
nor the target state is maximally entangled. To clarify
the reversibility, this paper studies the compatibility be-
tween the LOCC conversion and the recovery operation
when the initial and the target states are given as re-
spective number of copies of an arbitrary pure entangled
state ψ and another arbitrary pure entangled state φ on
bipartite system HA ⊗HB .
Next, we consider to restrict our operations to local
unitary operations (LU conversion), which are contained
in LOCC conversions. This analysis is not only an ex-
amination whether or not the equivalence between LU
convertibility and LOCC reversibility is true even for the
asymptotic setting, but also useful when the reversibility
is required primally even for the finite setting. We derive
the formula of the error of LU conversion except for the
lattice cases, with a new method of asymptotic analysis
of probability distributions. We also give numerical cal-
culations of the error of LU conversion for some examples
of pure entangled states to compare with the asymptotic
error. Especially, we provide an example of LU convert-
2ible pair of states by numerical calculation, and examine
how its error converges to nearly 0.
Further, when the the asymptotic reversibility of
LOCC conversions is impossible, we also consider how
to realize the asymptotic reversibility by modifying this
conversion in two different ways. As the first method, we
allow to decrease the required number of copies in the
recovery process. In this setting, given n copies of the
pure entangled state ψ initially, we find that when the
decreasing number is in the order nγ with γ > 1/2, both
of conversion and recovery can be simultaneously real-
ized in the asymptotic setting. As the second method,
we consider to add a supplemental resource to satisfy the
necessary and sufficient condition for the asymptotic re-
versibility. Then, we find that a state which is far from
the maximally entangled state is more useful as a sup-
plemental resource.
The paper is organized as follows. At first, we show
the necessary and sufficient condition for the asymptotic
reversibility of LOCC conversions between two bipartite
pure entangled states when the number of copies to be
recovered is restricted to be the same as the initial num-
ber in Sec. II. Next, we restrict our operations to local
unitary operations (LU conversion) in Sec. III A, which
are contained in LOCC conversions. This analysis is use-
ful when the reversibility is required primally. We give
numerical calculations of the error of LU conversion for
some examples of pure entangled states. Especially, we
provide an example of LU convertible pair of states by
numerical calculation in Sec. III B. Further, we consider
how to overcome the asymptotic irreversibility of LOCC
conversions in two ways in Sec. IV. Firstly, we relax the
constraint so that the number of copies to be recovered
can be smaller than the initial number in Sec. IVA. We
show the tight lower bound for the order of the difference
between the initial and recovered number needed to over-
come the irreversibility of LOCC conversion. Secondly,
we consider how to realize the asymptotic reversibility
by adding a supplemental resource when the asymptotic
reversibility of LOCC conversions is impossible in Sec.
IVB. That is, we clarify how many sacrificed copies are
required for asymptotically error-free recovery. Finally,
the summary of our work and future perspectives are pro-
vided in Sec. V. All of theorems given in the main body
will be essentially shown in Appendices.
II. COMPATIBILITY BETWEEN CONVERSION
AND RECOVERY WITHOUT ANY LOSS
We consider the LOCC conversion and the recovery
to the same number of copies of the initial state as the
initial number, as described in Fig. 1. To investigate
the compatibility between LOCC conversion and recov-
ery, we consider the minimum conversion-recovery error
(MCRE) defined as
δn(ψ, φ) :=
LOCC 
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FIG. 1. The schematic diagram of LOCC conversion and its
recovery operation. The initial state which consists of n copies
of a pure entangled state ψ is converted to the target state
which consists of m copies of another pure entangled state φ.
min
m∈N,C,D:LOCC
B(C(ψ⊗n), φ⊗m) +B(ψ⊗n, D ◦ C(ψ⊗n)),
(1)
where B is the Bures distance defined as B(ψ, φ) =√
1− F (ψ, φ), F denotes the fidelity, C andD are LOCC
conversion and recovery operations, respectively. The
limit limn→∞ δn(ψ, φ) represents the asymptotic com-
patibility between the two operations because its conver-
gence to zero means that both operations can be perfectly
accurately done in the asymptotic setting. On the other
hand, when it does not go to zero, we have to consider a
trade-off between the convertibility and the reversibility
even in the asymptotic setting.
To investigate the asymptotic behavior of δn(ψ, φ),
we focus on the asymptotic expansion of the number
mn = Sψ/Sφn+bn
γ+o(nγ) of copies of the target state φ
when the initial state is ψ⊗n. First of all, when b < 0 and
γ > 1/2, the conversion is possible since the target num-
ber of copies is small, however the recovery is no longer
impossible because of fatal lost of number of copies. Op-
positely, when b > 0 and γ > 1/2, the conversion itself is
impossible since the target number of copies is too large.
The remaining case where γ = 1/2 requires more deli-
cate analysis, so-called the second order analysis. In the
second order analysis of LOCC conversion, it was shown
that the following quantity plays an important role [13]:
Cψ,φ :=
Sψ
Vψ
(
Sφ
Vφ
)−1
, (2)
3where Vψ := Tr{(TrBψ)(− log(TrBψ) − Sψ)2}. In the
following, we call Cψφ the conversion characteristics.
Our result is that the conversion characteristics com-
pletely characterizes the asymptotic compatibility be-
tween LOCC conversion and recovery for pure bipartite
entangled states as follows.
Theorem 1. Let HA and HB be finite-dimensional sys-
tems and ψ and φ be arbitrary pure states on HA ⊗HB.
Then
lim
n→∞ δn(ψ, φ) = 0, (3)
if and only if Cψφ = 1.
The detail of the proof of Theorem 1 is given in Ap-
pendix B. Now, one may feel that our result is strange
in comparison to the result by Bennett et. al. [4], which
states that
lim
n→∞
sup
{mn
n
| min
C:LOCC
B(C(ψ⊗n), φ⊗mn) < ǫ
}
=
Sψ
Sφ
(4)
holds for arbitrary ǫ > 0. Because of (4), LOCC con-
version is conventionally considered to be asymptoti-
cally reversible in the sense that the conversion ψ⊗n →
φ⊗(Sψ/Sφn+o(n)) → ψ⊗(n(=(Sφ/Sψ)(Sψ/Sφ)n)+o(n)) is pos-
sible asymptotically. However, o(n) is quite ambigu-
ous in this context. In fact, the conversion ψ⊗n →
φ⊗Sψ/Sφn+b
√
n+o(
√
n) is impossible if Cψφ 6= 1 as we con-
sider in the proof of Theorem 1. That is because (4)
does NOT mean that any number of the form mn =
Sψ/Sφn+ o(n) can always be achievable, although it im-
plies that the maximally achievable number mn of the
copies have the form mn = Sψ/Sφn+o(n). In Sec. IVA,
we deal with the case when we permit some loss in the
number of copies to be recovered. In this way, we correct
the conventional naive sense of o(n), simultaneously giv-
ing the first method to overcome the irreversibility, i.e.,
to allow to decrease the required number of copies in the
recovery process.
e reversibility As stated in Theorem 1, if the given
initial state ψ and the desired state φ have Cψφ 6= 1,
there is no reversible LOCC conversion between them
even for asymptotic sense. Fortunately, however, such
a conversion becomes possible by adding an appropriate
state ψ′ to adjust Cψ⊗ψ′,φ to 1 as we examine in detail in
Sec. IVB, which is the second method to overcome the
irreversibility. In this sense, Theorem 1 itself is useful to
realize reversible conversion for desired pair of states.
III. CONVERSION WITH ONLY LOCAL
UNITARY OPERATION
A. The Asymptotic Formula of the Error under
LU conversion
Even if LOCC conversion and recovery are asymptot-
ically compatible, it is not necessarily the case for finite
number of copies in general. If our operation is restricted
to local unitary operations, its reversibility is perfectly
guaranteed even for the non-asymptotic setting. In some
applications, the reversibility is more important than the
quality of conversion. For example, consider the following
protocol. At first, we encode message to shared entangled
state. Then, we “hide” the existence of entanglement be-
hind the thermal noise by converting the entanglement
half to a state similar to the environment so that eaves-
dropper can not notice the existence. This conversion
must be reversible for decoding. To guarantee the per-
fect recoverability of the message, we need to restrict
our operations to LU conversions. We define the error
ǫn(ψ, φ) of LU conversion from ψ to φ as
ǫn(ψ, φ) :=
min

B((UA ⊗ UB)ψ
⊗n, φ⊗m)
∣∣∣∣∣∣∣∣
m ∈ N
UA : H⊗nA → H′⊗mA
UB : H⊗nB → H′⊗mB
UA, UB : unitary

 .
(5)
This definition of the error measures the optimum perfor-
mance under the optimization of the local unitary oper-
ation UA⊗UB and the number m of copies of the target
state φ.
Similarly to the previous section, we note that ǫn(ψ, φ)
can be represented by Schmidt coefficients. We can max-
imize the fidelity between the target state and the con-
verted state in terms of local unitary operations UA and
UB as follows (see Lemma 2 in Appendix A):
max
UA,UB :unitary
F ((UA ⊗ UB)ψ, φ) = F (P ↓ψ, P ↓φ ). (6)
Thus, the following holds:
ǫn(ψ, φ)
2 = 1−max
m∈N
F (Pn↓ψ , P
m↓
φ ), (7)
where Pψ and Pφ are the probability distributions com-
posed of the squared Schmidt coefficients of ψ and φ re-
spectively, and ↓ denotes reordered version of the proba-
bility distribution in a descending manner (see also Ap-
pendix A). Then, the problem is again reduced to the
analysis on probability distributions.
Before we go further, we mention the following ex-
cepted type of distribution for our analysis. We call a
distribution P on A a lattice distribution when there ex-
ist x, d ∈ R such that (logP (a)−x)/d ∈ Z for any a ∈ A
with P (a) > 0. Then, the following lemma is the heart
of our analysis for LU conversion.
Lemma 1. When
∣∣∣mn − SψSφ n
∣∣∣ /√n→∞, we have
lim
n→∞
F
(
Pn↓ψ , P
mn↓
φ
)
= 0. (8)
Moreover, we assume that neither Pψ nor Pφ is lattice
distributions. Then the following holds when
mn−
Sψ
Sφ
n
√
n
→
4b.
lim
n→∞
F
(
Pn↓ψ , P
mn↓
φ
)
=
√√√√ 2
C
1
2
ψφ + C
− 12
ψφ
exp
[
− b
2S2φ
4(1 + Cψφ)Vψ
]
. (9)
This result is interesting itself at a point that it charac-
terizes the distance of quite generic probability distribu-
tions only by using entropy and variance. To make such
analysis possible, we derive a new method of comparing
probabilities by using strong large deviation by Bahadur
and Rao [14]. At first, we can interpret the fidelity as the
following expectation value.
F
(
Pn↓ψ , P
mn↓
φ
)
=
∑
j
Pn↓ψ (j)
√√√√Pmn↓φ (j)
Pn↓ψ (j)
=: EPn↓ψ


√√√√Pmn↓φ
Pn↓ψ

 . (10)
We have to deal with the ratio of probability Pn↓ψ (i) to
Pmn↓φ (i) with the same number i. To do so, we apply the
strong large deviation to the uniform distribution, and
give the asymptotic expansion of the number of elements
of the event {j| logPn↓ψ(φ)(j) ≥ −nSψ(φ) +
√
nt} for each
t, which roughly gives the order i of the value Pn,↓ψ(φ)(i)
corresponding to t such that
tψ(φ),n(i) := t =
logPn↓ψ(φ)(i) + nSψ(φ)√
n
. (11)
Then, we evaluate tφ,mn(t
−1
ψ,n(t)) for each t by solving the
following equation about x by using the above mentioned
expansion:
PC{j|tφ,mn(j) ≥ x} = PC{k|tψ,n(k) ≥ t}, (12)
where PC is the counting measure. In this way, we make
Pmn↓φ (i) a function of only tψ,n(i) up to irrelevant terms.
Finally, thanks to this function, we can calculate the ex-
pectation (10) by applying the central limit theorem to
tψ,n. The detailed proof of Lemma 1 is in Appendix C 2.
Now, we reinterpret this lemma as for LU conversion.
We call a state u ∈ HA⊗HB a lattice state if Pu is a lat-
tice distribution. In this case, because of (9) of Lemma
1, the fidelity F
(
Pn↓ψ , P
mn↓
φ
)
has asymptotic maximum
value
√
2
Cψφ
1
2 +Cψφ
− 1
2
when b = 0. Hence, the optimal
number mn of initial copies of φ has the asymptotic ex-
pansion as Sψ/Sφn + o(
√
n). Therefore, combining (7),
we have the following Theorem 2.
Theorem 2. The following holds when neither ψ nor φ
is lattice states.
lim
n→∞
ǫn(ψ, φ)
2 = 1−
√
2
Cψφ
1
2 + Cψφ
− 12
. (13)
Moreover, the optimal number of initial copies of φ is
Sψ
Sφ
n+ o(
√
n).
If the conversion characteristics Cψφ is close to 1,
limn→∞ ǫn(ψ, φ) is close to 0, i.e., the state φ⊗mn can
be asymptotically precisely approximated by LU conver-
sion. This fact guarantees that even if Cψφ is slightly
deviated from 1, lim δn(ψ, φ) is not far from 0.
However, the above mentioned rough estimation does
not work well for lattice distributions, which makes the
analysis more difficult. For every lattice state ψ, there
are non-lattice states ψα as close to it as we want, where
ψα is parameterized by α such that ψα → ψ(α → 0).
Even for lattice states, we would have the same formula
as (13) if we could prove
lim
α→0
lim
n→∞
ǫn(ψ, ψα) = 0. (14)
However, we have a counter example as explained latter.
Instead of Theorem 2, for lattice states, we have the fol-
lowing lower bound, which is proven by some estimation
and the central limit theorem (see Lemma 4 in Appendix
C 1).
Theorem 3. The following holds.
lim
n→∞
ǫn(ψ, φ)
2 ≥ 1−
√
2
Cψφ
1
2 + Cψφ
− 12
. (15)
Now, we give a counter example for (14). When ψ
is a maximally entangled state (which is a lattice state)
and φ is not, Cψφ = ∞ and hence limn→∞ ǫn(ψ, φ) = 1
always holds by Theorem 3, which means that this LU
conversion always has maximum error. Thus, for this ψ,
we have limα→0 limn→∞ ǫn(ψ, ψα) = 1 6= 0, which gives
a counter example for (14). Theorem 3 also implies that
lattice states do not have advantage in LU convertibility
in comparison to non-lattice states.
In the finite setting, the fidelity becomes 1 only in a
limited case, i.e., the case when Pn↓ψ = P
m↓
φ with a cer-
tain m. However, due to this theorem, as the number n
goes to infinity, the fidelity approaches 1, i.e., these two
states are inter-convertible by LU conversion under the
weaker condition Cψφ = 1. In fact, such a non-trivial
example is numerically given in the next subsection.
B. Examples in the System where Alice and Bob
Have each Two Qubit
Now, we give examples in a bipartite system HA⊗HB,
where HA = HB = C2 ⊗ C2, i.e., both Alice and Bob
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FIG. 2. The solid line is the graph of [1 −
sech
1
2
1
2
logCψ,φ(x)]
1/2, which equals to the asymptotic error
lim ǫn(ψ, φ(x)) of LU conversion according to Theorem 2. We
see that lim ǫn(ψ, φ(x)) is 1 with x = 0, and is almost equal
to 0 with x = 1 because Cψ,φ(0) = 0 and Cψ,φ(1) ≈ 1. The
asymptotic error lim ǫn(ψ, φ(x)) takes various values in pro-
portion to x. The dots are the result of numerical calculation
of ǫ3000(ψ, φ(x)) for x = 0.1j (j = 0, 1, . . . , 10). Indeed, they
are close to the asymptotic curve given as the solid line.
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FIG. 3. The plot of numerical calculation of ǫn(ψ,φ(1)) vs.
n from n = 1 to n = 213. We see that the error ǫn(ψ, φ(1))
converges to almost 0 because Cψ,φ(1) is close to 1, just as
Theorem 2 states.
have each two qubits and share entangled states between
them. Let {|0〉 , |1〉} be a computational basis of each
qubit. At first, in order to see the asymptotic behavior
of the error of the LU conversion given in Theorem 2, we
define the initial and target pure states |ψ〉 ∈ HA ⊗HB
and |φ(x)〉 ∈ HA ⊗HB for 0 ≤ x ≤ 1 as
|ψ〉 :=
√
0.0048 |00〉A ⊗ |00〉B +
√
0.4752 |01〉A ⊗ |01〉B
+
√
0.0052 |10〉A ⊗ |10〉B +
√
0.5148 |11〉A ⊗ |11〉B ,
(16)
|φ(x)〉 :=
√
(−ax+ 0.5)(−bx+ 0.5) |00〉A ⊗ |00〉B
+
√
(−ax+ 0.5)(bx+ 0.5) |01〉A ⊗ |01〉B
+
√
(ax + 0.5)(−bx+ 0.5) |10〉A ⊗ |10〉B
+
√
(ax + 0.5)(bx+ 0.5) |11〉A ⊗ |11〉B , (17)
where a := 0.225 and b := 0.1996180626854719. In FIG.
2, the solid line is the asymptotic error lim ǫn(ψ, φ(x))
given in Theorem 2 as a function of x, where we see that
lim ǫn(ψ, φ(x)) = 1 with x = 0, and lim ǫn(ψ, φ(x)) ≈ 0
with x = 1 because φ(0) is a maximally entangled state,
and Cψ,φ(1) = 1 + 1.11 × 10−15 ≈ 1. We can also see
that the limit of the error can take various values depen-
dently of the target states. As for the error for the non-
asymptotic setting, the dots in FIG. 2 are the numerical
results of ǫ3000(ψ, φ(x)) for x = 0.1j (j = 0, 1, . . . , 10).
Indeed, we can see that the error for large n = 3000 is
close to (13). In particular, ψ and φ(1) are obviously
not locally unitarily equivalent, and satisfy Cψ,φ(1) ≈ 1
as mentioned above. Hence, the pair (ψ, φ(1)) is a non-
trivial example of an asymptotically precisely LU con-
vertible pair. Thus, we next see the convergence of
ǫn(ψ, φ(1)) to 0 as n goes to infinity in detail. FIG. 3
plots the numerical results of ǫn(ψ, φ(1)) for several cases
of n. We can see that indeed the error is converging to 0
as n increases.
IV. HOW TO OVERCOME THE ASYMPTOTIC
IRREVERSIBILITY
In this section, we establish two methods to overcome
the irreversibility of LOCC conversion. The first is to
decrease the required number of copies in the recovery
process, and the second is to add an appropriate sup-
plementary state. Note that the first method does not
work for LU conversion, since LU convertibility is not af-
fected at all if the required number is decreased in the
recovery process, while the second works similarly as for
LOCC, since it is based on the same reversible condition
Cψφ = 1.
A. Recovery with Some Loss
In Sec. II, the number of the copies of the state to be
recovered has been restricted to the same number as the
initial number n. In this case, we have already showed
that perfect conversion and recovery are not simultane-
ously realized even in the asymptotic setting if Cψφ 6= 1.
Then, we relax this condition so that the number n−ν of
the copies to be recovered can be smaller than the initial
number n as is described in Fig. 4. That is, we permit
some loss ν ≥ 0 in the number of copies to be recovered.
Then, under this condition, we investigate the compat-
ibility between conversion and recovery when Cψφ 6= 1
moreover. In order to investigate the order of the amount
of loss to realize perfect conversion and recovery simul-
taneously, we consider the following quantity.
R(ψ, φ) := inf
γ

γ
∣∣∣∣∣∣∣
min
m∈N,C,D:LOCC
[B(C(ψ⊗n), φ⊗m)
+B(ψ⊗(n−n
γ), D ◦ C(ψ⊗n))]
→ 0 (n→∞)

 .
This quantity is the infimum of the order of the sufficient
amount of loss for asymptotic compatibility between con-
version and recovery.
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FIG. 4. The schematic diagram of LOCC conversion and
its recovery with some loss in the number of copies of the
recovered state. The recovered number n− ν of copies of ψ is
slightly smaller than the initial number n of copies of ψ due
to the loss.
Now, we examine how large loss is necessary and suffi-
cient to overcome irreversibility. At first, we have to suc-
cess the forward conversion. When Cψφ 6= 1, we can only
make Sψ/Sφn−nγ(γ > 1/2) copies of φ from n copies of
ψ via LOCC. Thus, it is enough to consider the possibility
of the recovery after the conversion to Sψ/Sφn−nγ copies
of φ with γ > 1/2. Then, we cannot recover n − β√n
copies after such conversion, applying the same analysis
to the recovery process as that of the forward conversion.
However, we can recover n−nγ copies for any γ > 1/2 be-
cause of the possibility of the conversion to Sψ/Sφn−nγ
copies with the same γ. In such a way of estimation, we
conclude that even when Cψφ 6= 1, asymptotic compat-
ibility is overcome if and only if the recovery number is
n− nγ with γ > 1/2. In other words, we obtain the fol-
lowing theorem. The detail of the proof is in Appendix
D.
Theorem 4. The relation R(ψ, φ) = 12 holds when
Cψφ 6= 1. More precisely, the following holds for an ar-
bitrary number β when Cψφ 6= 1;
lim
n→∞
min
m∈N,C,D:LOCC
B(C(ψ⊗n), φ⊗m)
+B(ψ⊗(n−βn
1
2 ), D ◦ C(ψ⊗n))
6=0. (18)
When Cψφ 6= 1, Theorem 4 implies that LOCC con-
version is reversible if and only if the order of the amount
of loss is strictly greater than the square root of the
initial number of copies. Recall that o(n) in the con-
version ψ⊗(n+o(n)) → φ⊗(Sψ/Sφn+o(n)) → ψ⊗(n+o(n)) is
naively considered in the context of the conventional
asymptotic reversibility as was mentioned at the end of
Sec. II. Now, we correct it as the conversion ψ⊗n →
φ⊗(Sψ/Sφn−O(n
γ)) → ψ⊗(n−nγ) is asymptotically possible
if and only if γ > 1/2. Such difference is effective as
n is not so large, which is realistic. However, note that
the significant condition Cψφ = 1 never occurred in the
conventional way. We can make use of this criteria to
safely preserve the entanglement by making Cψ⊗ψ′,φ = 1
as was mentioned in Sec. II.
B. Adding a Supplemental Resource
As for the second method to overcome the irreversibil-
ity, we consider the strategy to use supplementary states.
This method works for LU conversion as well as LOCC
conversion unlike the first method. That is, instead of
the original conversion ψ → φ, we consider the conver-
sion ψ⊗ψ′ → φ by adjusting Cψ⊗ψ′,φ to 1. To satisfy the
condition Cψ⊗ψ′,φ = 1, ψ′ needs to satisfy the condition
Sψ′ =
Sφ
Vφ
Vψ′ + Vψ(
Sφ
Vφ
− SψVψ ). The entropy Sψ′ needs to
be larger than
Sφ
Vφ
Vψ′ when Sψ/Vψ < Sφ/Vφ, nevertheless
it needs to be smaller than
Sφ
Vφ
Vψ′ when Sψ/Vψ > Sφ/Vφ.
That is, the ratio
Sψ′
Vψ′
to be smaller than the ratio
Sφ
Vφ
in the latter case. In this case, the state ψ′ is further
from the maximally entangled state. So, such a state is
usually thought to be useless because it has a weaker en-
tanglement. However, such a state is useful as a resource
for the conversion ψ ⊗ ψ′ → φ when Sψ/Vψ > Sφ/Vφ.
This fact brings new insight for the resource conversion
theory. In this application, a state ψ′ with a small ratio
Sψ′
Vψ′
can be used for a supplemental resource dependently
of the two states ψ and φ.
Moreover, by modifying this application, any pure en-
tangled state can be universally used for a supplemental
resource for state conversion in the qubit system as fol-
lows.
Theorem 5. Let HA = HB = C2. For an arbitrary
non-maximally pure entangled state ω of HA⊗HB, there
exists sufficiently large number K such that if k ≥ K,
ω⊗k works as a universal resource for the asymptotic re-
versibility in the following sense. For arbitrary two pure
entangled states ψ and φ of HA⊗HB, there exists a pure
state ω′ of HA ⊗HB such that
Cψ⊗ω⊗k,φ⊗ω′⊗k = 1 (19)
holds.
This theorem is shown in Appendix E. In this modified
scheme, we prepare k copies of the pure entangled state
7FIG. 5. The region where k ≥ Ks(r) is indicated as the blue
region. This region gives how large k is sufficient for each
ω corresponding to distribution (r, 1 − r) so that ω⊗k is a
universal resource for asymptotic reversibility. Especially, we
find that k = 3 is sufficient for r = 1/4.
ω and obtain a byproduct state ω′⊗k in this conversion
because we consider the conversion ψ ⊗ ω⊗k → φ⊗ ω′⊗k
instead of the original conversion ψ → φ. Theorem 5
states that any non-maximally pure entangled state ω
of HA ⊗HB can be used as a supplemental resource for
state conversion for any two states ψ and φ. Here, we
need to choose the number of copies K sufficiently large,
however, the number K does not depend on either the
state ψ or the state φ. Hence, k copies of ω universally
works for this kind of state conversion, i.e., the state ω⊗k
can be regarded as a universal resource.
Indeed, a sufficient size Ks and a necessary size K0
for K are given as concrete functions of ω in Proposition
1 and Proposition 2 in Appendix E, respectively. Their
respective numerical calculations are plotted in Fig. 5
and 6. For example, when the state ω1 has the squared
Schmidt coefficients (1/4, 3/4), K = 3 is sufficient to be
universal due to the calculation of Ks(1/4) as indicated
in Fig. 5. As contrast, when the state ω2 has the squared
Schmidt coefficients (0.4999, 0.5001), which is close to the
maximally entangled, K ≥ 3314 is needed at least due
to the calculation of K0(0.4999) as indicated in Fig. 6.
Thus, interestingly, such a relatively weakly entangled
state ω1 is much better as a supplemental resource for
the asymptotic reversibility than a strongly entangled
state ω2 close to the maximally entangled state. That
is, when we use a pure entangled state as a supplemental
resource, the required property is opposite to that for a
conventional resource.
FIG. 6. The region where k < K0(r) is indicated as the red
region. For each ω corresponding to distribution (r, 1− r), if
(r, k) is in this red region, ω⊗k is never a universal resource
for asymptotic reversibility. In other words, (r, k) must be in
the white region at least. Especially, we find that k = 3313 is
needed at least for r = 0.4999.
V. CONCLUSION
A. Summary
We have addressed the asymptotic compatibility be-
tween LOCC conversion and recovery between two ar-
bitrary bipartite pure entangled states. We have intro-
duced the MCRE in terms of the Bures distance in order
to evaluate the errors of conversion and recovery opera-
tions simultaneously, and derived the necessary and suf-
ficient condition for their asymptotic compatibleness in
Theorem 1. Consequently, we have found that LOCC
conversion is asymptotically reversible if and only if the
conversion characteristics satisfies Cψφ = 1. This result
suggests Sψ/Vψ = Sφ/Vφ as a new kind of asymptotic
equivalence relation between pure states.
Moreover, except for lattice case, local unitary oper-
ation is found to be enough to realize asymptotically
perfect conversion when Cψφ = 1, and the asymptotic
error is small if Cψφ is close enough to 1. Thus, mul-
tiple copies of an arbitrary pure entangled state ψ can
be asymptotically stored by LU conversion as the opti-
mal number of copies of another pure entangled state φ
as long as Cψφ = 1. Notably, there exists a non-trivial
example of the case of Cψφ = 1 indeed, which means
the following interesting fact. Even when any number of
copies of the original state can never be locally unitarily
equivalent with any finite numbers of copies of the target
state, copies of the original state can be asymptotically
converted to copies of the target state with local unitary
operation in the suitable conversion rate, which is quite
different from the situation with finite n.
Then, we have established two methods to realize the
8asymptotic reversibility of LOCC when it is impossible
originally, i.e., when Cψφ 6= 1. As for the first way, we
have considered the strategy to permit some loss in the
recovery process. As a result, it turns out that LOCC
conversion and recovery become asymptotically compat-
ible if and only if the order of the amount of loss is
strictly greater than the square root of the initial number
of copies of ψ, as is mentioned in Theorem 4. Remem-
ber that the conventional view [5][6][7][8][9] expects that
LOCC conversion is always asymptotically reversible.
Our result rigorously correct this conventional view by
the following modification; When the order γ of allowed
loss is larger than 1/2 in the recovered number, LOCC
conversion is always asymptotically reversible. However,
under the condition Cψφ = 1, we do not need such a mod-
ification because the asymptotic reversibility holds with-
out any loss. However, this first method does not work
for LU conversion, while the following second method
does.
The second way is to add an appropriate supplemen-
tary state. The general strategy is to consider the conver-
sion ψ⊗ψ′ → φ so that Cψ⊗ψ′,φ becomes 1. In this way,
when Sψ/Vψ > Sφ/Vφ, the ratio
Sψ′
Vψ′
must be smaller
than the ratio
Sφ
Vφ
. Such a state ψ′ is further from the
maximally entangled state, which is usually thought to
be useless because it has a weaker entanglement. This
fact brings new insight for the resource conversion the-
ory, a utility of far-from-maximally entangled states as a
resource. Although a state ψ′ depends on the initial state
ψ and the target state φ in this application, by modifying
this application, any pure entangled state can be univer-
sally used for a supplemental resource for state conversion
in the qubit system as we have established in Theorem
5. In this modified scheme, we convert ψ⊗n with nk
copies of a supplementary pure entangled state ω and
obtain the target φ⊗mn together with a byproduct state
ω′⊗mnk so that this conversion becomes asymptotically
reversible. Theorem 5 states that for any non-maximally
pure entangled state ω of the qubit system, ω⊗k can be
used as a supplemental resource for asymptotic conver-
sion for any two states ψ and φ when the number of
copies k ≥ K sufficiently large. Since sufficient size K
can be taken independently of both states ψ and φ, the
state ω⊗k can be regarded as a universal resource. From
concrete evaluations of a sufficient size Ks and a neces-
sary sizeK0 given in Appendix E, we have found that the
partially entangled state ω with squared Schmidt coeffi-
cients (1/4, 3/4) is much better than nearly maximally
entangled states as a supplemental resource, as indicated
in Figs. 5 and 6. This fact also indicates a usefulness
of far-from-maximally entangled states as a resource. It
is still open to verify whether or not this universality
property of any non-maximally entangled states holds in
general dimensional systems.
B. Future Works
It remains a future problem to exactly formulate the
trade-off relation between the conversion and the recov-
erability for general LOCC conversions because we have
solved it only for LU conversion. Based on our analysis,
it is not difficult to show that the error can be improved
when the order of the amount of loss is in the square
root of the initial number of copies. However, it is quite
difficult to derive the amount of this improvement. For
entanglement concentration and dilution, this problem
has been already solved because the problem is reduced
to the individual optimizations of entanglement concen-
tration and dilution [10]. However, when the initial or
the target state is not maximally entangled, the problem
is not so easy because it seems necessary to consider the
optimization of the sum of the errors involving common
possible LOCC operations.
The result about LU conversion is useful when we need
perfect reversibility. For example, we can hide entangled
state behind the environment so as to secret message en-
coded in shared entangled state. Applications of perfect
reversibility including this example are expected as fu-
ture works.
We should note that the treatment of the lattice case
has a peculiar difficulty and the proof method for the
non-lattice case cannot be directly applied for the lattice
case. In particular, although the limit formula (9) of the
fidelity was obtained in the non-lattice case, it is open
whether a similar result holds for the lattice case. In the
lattice case, there is room for possibility that there exists
an asymptotically reversible conversion with a classical
communication, differently from the finite setting.
Moreover, it is important to analyze the LOCC con-
version and its reversibility in a finite-length setting for
utility, though only asymptotic analysis is treated in this
paper. For entanglement concentration and dilution, the
analysis has been also done and its numerical result has
been derived in [10], but for the general case, it seems to
require more ingenuity on account of the same reason. In
fact, even if Cψφ = 1, the minimum sum of both errors
under general LOCC conversion is not zero with finite
n, although it should be smaller than the minimum sum
under LU conversion. Since the limit has been shown
to be zero under both of them, we are interested in the
convergence speed of the minimum sum. However, it is
also an open problem to clarify the asymptotic behavior.
Although our problem is essentially described in terms
of probability distributions, this problem for probabil-
ity distributions is quite far from traditional information
theory. Hence, the conventional method in information
theory cannot be applied. To resolve this problem, we
employed two methods. One is the method of Rayleigh-
Normal distribution, which was recently invented in the
paper [13]. This method has been used for Theorem 1.
The other is the strong large deviation by Bahadur-Rao
[14], which brings us a more detailed analysis than con-
ventional large deviation method in information theory.
9Indeed, to show Theorem 2, we need to treat the small
difference between two probabilities that are close to each
other. Such a subtle difference has never been addressed
in information theory as well as in quantum information
theory. To handle such a subtle difference, we need such
a higher order analysis than conventional large deviation.
Maybe, there are some difficult open problems that re-
quire such a detailed analysis. Hence, we can expect that
our method can be more widely applied for related areas,
e.g., classical information theory, statistical physics.
ACKNOWLEDGMENTS
WK acknowledges support from Grant-in-Aid for JSPS
Fellows No. 233283. MH is partially supported by
a MEXT Grant-in-Aid for Scientific Research (A) No.
23246071 and the National Institute of Information and
Communication Technology (NICT), Japan. The Centre
for Quantum Technologies is funded by the Singapore
Ministry of Education and the National Research Foun-
dation as part of the Research Centres of Excellence pro-
gramme.
Appendix A: Majorization and LOCC
We denote by Pψ the probability distribution com-
posed of the squared Schmidt coefficient of ψ ∈ HA⊗HB.
The fidelity between two probability distributions P and
Q over the same discrete set Y is defined as F (P,Q) :=∑
y∈Y
√
P (y)
√
Q(y).When the probability distributions
P and Q over finite sets satisfy the following, we say that
P is majorized by Q and write P ≺ Q:
l∑
i=1
P ↓(i) ≤
l∑
i=1
Q↓(i), (A1)
for any l, where P ↓ is the probability distribution over
N|Y| = {1, . . . , |Y|} such that P ↓(i) is the i-th largest
element of P . Nielsen’s theorem states that ψ is trans-
formed to ψ′ by LOCC with probability 1 if and only if
Pψ ≺ Pψ′ [15]. From this theorem we have the following
lemma by making use of the concavity of the fidelity.
Lemma 2 (Vidal et al. [16]). Let ψ and φ be pure bi-
partite entangled states with Schmidt coefficients
√
Pψ(j)
and
√
Pφ(j). The following relations hold.
max
UA,UB :unitary
F ((UA ⊗ UB)ψ, φ) = F (P ↓ψ, P ↓φ ) (A2)
and
max
Γ:LOCC
F (Γ(ψ), φ) = max
Pψ≺P ′
F (P ′, Pφ). (A3)
This lemma implies that LOCC Γ is better if Γ(ψ) is
pure and the Schmidt basis of Γ(ψ) is the same as that
of φ.
Appendix B: Derivation of the Necessary and
Sufficient Condition for the Asymptotic
Reversibility of LOCC
In this appendix, we show the Necessary and Sufficient
Condition for the Asymptotic Reversibility of LOCC
given in Theorem 1.
1. Incompatibility when Cψφ 6= 1
As for a proof of “only if” part of Theorem 1, we prove
that limn→∞ δn(ψ, φ) 6= 0 if Cψφ 6= 1. It is well known
that deterministic LOCC convertibility from a pure state
to another pure state is characterized by their majoriza-
tion order [15]. Majorization is a preorder which com-
pares randomness characterized by the Schmidt coeffi-
cients (see Appendix A for the detail). Thus it is enough
to see only their Schmidt coefficients, which reduces our
analysis to conversion of probability distributions, as in-
dicated by Lemma 2 in Appendix A in the following way.
min
C:LOCC
B(C(ψ), φ) =
√
1− max
Pψ≺P ′
F (P ′, Pφ). (B1)
Moreover, applying the triangle inequality and the mono-
tonicity of the Bures distance, we find that it is sufficient
to deal with LOCC conversion from φ⊗m to ψ⊗n instead
of the true recovery LOCC conversion from C(ψ⊗n) to
ψ⊗n as follows. We have
min
C,D:LOCC
B(C(ψ⊗n), φ⊗m) +B(ψ⊗n, D ◦ C(ψ⊗n))
≥ min
C,D:LOCC
B(D ◦ C(ψ⊗n), D(φ⊗m))+
B(ψ⊗n, D ◦ C(ψ⊗n))
≥ min
D:LOCC
B(ψ⊗n, D(φ⊗m)), (B2)
which implies that
δn(ψ, φ)
≥min
m∈N
max
{
min
C:LOCC
B(C (ψ⊗n), φ⊗m),
min
D:LOCC
B(ψ⊗n, D(φ⊗m))
}
.
(B3)
Therefore, (B1) implies that it is enough to show that
lim
n→∞
max
m∈N
min{ max
Pnψ≺P ′
F (P ′, Pmφ ), max
Pmφ ≺P ′′
F (P ′′, Pnψ )}
< 1,
(B4)
when Cψφ 6= 1. To prove this, we focus on the maximizer
mn with respect to m in the left hand side of (B4), and
expand it as mn = Sψ/Sφn+ bn
γ + o(nγ).
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When γ > 1/2, Theorem 10 in [13] implies that
lim
n→∞ maxPnψ≺P ′
F (P ′, PSψ/Sφn+bn
γ+o(nγ)
φ ) = 0 (b > 0) ,
(B5)
lim
n→∞
max
P
Sψ/Sφn+bn
γ+o(nγ )
φ ≺P ′′
F (P ′′, Pnψ ) = 0 (b < 0) .
(B6)
These mean that when b < 0 and γ > 1/2, the conversion
is possible since the target number of copies is small,
however the recovery is no longer impossible because of
fatal lost of number of copies, and vice versa. Hence,
(B4) holds if b 6= 0 and γ > 1/2.
On the other hand, the case when γ = 1/2 requires
more delicate analysis because the reversibility is just
determined by Cψφ. It is so-called second order analysis.
We apply Theorem 10 and Lemma 11 in [13] to the case of
Cψφ 6= 1. Then, using the Rayleigh-Normal distribution
Zv(µ) [13], we can describe the limit of the maximum of
the fidelity as
lim
n→∞
max
Pnψ≺P ′
F (P ′, PSψ/Sφn+b
√
n+o(
√
n)
φ )
=
√√√√1− ZCψφ
(
b
Sφ√
Vψ
)
< 1 (B7)
for any b ∈ R. Overall, we have shown (B4) when Cψφ 6=
1.
2. Achievability when Cψφ = 1
Now, we construct achievable conversions with mn =
Sψ/Sφn+o(
√
n) when Cψφ = 1 by using the deterministic
conversion as follows. For a map W : X → Y, we define
the deterministic conversion map from a probability dis-
tribution over X to another probability distribution over
Y by using the same symbol W as follows.
W (P )(y) :=
∑
x∈W−1(y)
P (x). (B8)
The following lemma implies the possibility of the desired
conversions.
Lemma 3 (Kumagai and Hayashi [13]). For probability
distributions P1 over X and P2 over Y, we have
lim
n→∞
max{F (W (Pn1 ), Pmn2 )|W : X → Y} = 1 (B9)
when CP1,P2 = 1 and mn = S(P1)n/S(P2) +
o(
√
n), where S(Pi) denotes the Shannon entropy of Pi,
and CP1,P2 := (S(P1)/V (P1))(S(P2)/V (P2))
−1 where
V (Pi) =
∑
x Pi(x)(− logPi(x) − S(Pi))2.
From this lemma, there exist two sequences of deter-
ministic conversions (Wn)n∈N and (Xn)n∈N such that
lim
n→∞
F (Wn(P
n
ψ ), P
Sψ
Sφ
n
φ ) = limn→∞
F (Xn(P
Sψ
Sφ
n
φ ), P
n
ψ )
= 1, (B10)
when Cψφ = 1. Since P
n
ψ ≺ Wn(Pnψ ) and P
Sψ
Sφ
n
φ ≺
Xn(P
Sψ
Sφ
n
φ ), there exist two sequences of LOCC opera-
tions (Cn)n∈N and (Dn)n∈N such that
B(φ
⊗ SψSφ n, Cn(ψ⊗n))2 = 1− F (Wn(Pnψ ), P
Sψ
Sφ
n
φ ), (B11)
B(ψ⊗n, Dn(φ
⊗ SψSφ n))2 = 1− F (Xn(P
Sψ
Sφ
n
φ ), P
n
ψ ). (B12)
Then, it follows from the triangle inequality and the
monotonicity of the Bures distance again that
B(ψ⊗n, Dn ◦ Cn(ψ⊗n))
≤B(ψ⊗n, Dn(φ⊗
Sψ
Sφ
n
)) +B(Dn(φ
⊗SψSφ n), Dn ◦ Cn(ψ⊗n))
≤B(ψ⊗n, Dn(φ⊗
Sψ
Sφ
n
)) +B(φ
⊗ SψSφ n, Cn(ψ⊗n))
=
√
1− F (Xn(P
Sψ
Sφ
n
φ ), P
n
ψ ) +
√
1− F (Wn(Pnψ ), P
Sψ
Sφ
n
φ )
→ 0 (n→∞). (B13)
Thus,
lim
n→∞
δn(ψ, φ)
≤ lim
n→∞
B(φ
⊗ SψSφ n, Cn(ψ⊗n)) +B(ψ⊗n, Dn ◦ Cn(ψ⊗n))
=0. (B14)
Appendix C: Detailed Asymptotic Analysis of the
Fidelity concerning the LU Conversion
Firstly, we show Theorem 3 in Appendix C 1. Latter,
we show Lemma 1 in Appendix C2.
1. An Upper Bound of the Fidelity
To begin with, we establish the following upper bound
of the fidelity which is valid even for the lattice distribu-
tions, which directly proves Theorem 3 in Sec. III A.
Lemma 4. The following holds.
lim
n→∞
F (Pn↓ψ , P
mn↓
φ )
≤


0 if
∣∣∣mn−SψSφ n
∣∣∣
√
n
→∞√
2
C
1
2
ψφ+C
− 1
2
ψφ
exp
[
− b
2S2φ
4(1+Cψφ)Vψ
]
if
mn−SψSφ n√
n
→ b.
(C1)
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Because of the positivity of the fidelity, Lemma 4 im-
mediately proves that limn→∞ F (P
n↓
ψ , P
mn↓
φ ) = 0 for mn
such that |mn − SψSφ n|/
√
n→∞.
Now, we prove this upper bound. We define Sωn (x) :=
{1, 2, . . . , ⌈eSωn+x
√
n⌉} and Sωn (x, x′) := Sωn (x′)\Sωn (x)
for ω = ψ, φ. Now we prepare a lemma.
Lemma 5.
lim
n→∞
Pn↓ψ (S
ψ
n (x)) = Φ(
x√
Vψ
) (C2)
lim
n→∞P
mn↓
φ (S
ψ
n (x))
=


0 if
mn−
Sψ
Sφ
n
√
n
→∞
1 if
mn−
Sψ
Sφ
n
√
n
→ −∞
Φψ,φ,b
(
x√
Vψ
)
if
mn−SψSφ n√
n
→ b
(C3)
holds for an arbitrary real number x, where Φψ,φ,b(x) :=
Φ
(√
C−1ψφ(x − bSφ√Vψ )
)
.
This is immediately followed from Lemma 12 in [13].
For an arbitrary fixed small real number ǫ > 0, we choose
a sufficiently large real number R to satisfy
√
Φ(−R)
√
Φψ,φ,b(−R) +
√
1− Φ(R)
√
1− Φψ,φ,b(R) < ǫ.
(C4)
Moreover, we introduce cNj := −R + 2RN j and c˜jN :=√
Vψc
N
j . Then we have
F (Pn↓ψ , P
mn↓
φ )
≤
√
Pn↓ψ (S
ψ
n (c˜0
N ))Pmn↓φ (S
ψ
n (c˜0
N ))
+
N∑
j=1
√
Pn↓ψ (S
ψ
n ( ˜cj−1N , c˜jN ))P
mn↓
φ (S
ψ
n ( ˜cj−1N , c˜jN ))
+
√
1− Pn↓ψ (Sψn (c˜NN ))
√
1− Pmn↓φ (Sψn (c˜NN ). (C5)
Taking the limit n→∞, the right hand side of (C5) be-
comes
√
Φ(−R) < ǫ (
√
1− Φ(R) < ǫ) when mn−
Sψ
Sφ
n
√
n
→
−∞ (mn−
Sψ
Sφ
n
√
n
→ ∞), respectively. Since this is true
for any ǫ > 0, limn→∞ F (P
n↓
ψ , P
mn↓
φ ) ≤ 0 holds. When
(mn − SψSφ n)/
√
n → b, taking the limit N → ∞ after
taking n→∞, the right hand side of (C5) becomes
lim
N→∞
N∑
j=1
√
Φ(cNj )− Φ(cNj−1)
√
Φψ,φ,b(cNj )− Φψ,φ,b(cNj−1)
+
√
Φ(−R)
√
Φψ,φ,b(−R) +
√
1− Φ(R)
√
1− Φψ,φ,b(R)
=
∫ R
−R
√
dΦ
dt
(t)
√
dΦψ,φ,b
dt
(t)dt
+
√
Φ(−R)
√
Φψ,φ,b(−R) +
√
1− Φ(R)
√
1− Φψ,φ,b(R)
<
∫ R
−R
√
dΦ
dt
(t)
√
dΦψ,φ,b
dt
(t)dt+ ǫ
≤
∫ ∞
−∞
√
dΦ
dt
(t)
√
dΦψ,φ,b
dt
(t)dt+ ǫ
=
√√√√ 2
C
1
2
ψφ + C
− 12
ψφ
exp
[
− b
2S2φ
4(1 + Cψφ)Vψ
]
+ ǫ. (C6)
Since ǫ > 0 is arbitrary, (C6) implies that
lim
n→∞
F (Pn↓ψ , P
mn↓
φ )
≤
√√√√ 2
C
1
2
ψφ + C
− 12
ψφ
exp
[
− b
2S2φ
4(1 + Cψφ)Vψ
]
(C7)
when
mn−SψSφ n√
n
→ b is true.
2. The Limit of the Fidelity for Non-Lattice
Distributions
Now, we establish Lemma 1 in Sec. III A, i.e.,
the formula of the limit of the fidelity concerning the
LU conversion. Since we have already proved that
limn→∞ F (P
n↓
ψ , P
mn↓
φ ) = 0 when
∣∣∣mn − SψSφ n
∣∣∣ /√n → ∞
in Lemma 4, for the proof of Lemma 1, it is enough to
show (9) only when neither Pψ nor Pφ is a lattice distri-
bution and (mn − SψSφ n)/
√
n→ b.
We introduce the cumulant generating functions gω(1+
s) := logTr(TrBω)
1+s for ω = ψ, φ. They satisfy
g′ω(1) = −Sω (C8)
g′′ω(1) = Vω (C9)
Since gω is strictly convex, we can define the inverse func-
tion of g′ω, which is denoted by hω. Then, we have
h′ω(−Sω) =
1
Vω
(C10)
Now, we define the random variable Zω,n :=
(logPn,↓ω (jˆ) + nSω)/
√
n. Then, when j = PC{Zω,n ≥
a}, j is the maximum integer satisfying logPn,↓ω (j) ≥
−nSω +
√
na, where PC is the counting measure. We
focus on the Legendre transform of gω, which is written
as
max
s
sR− gω(s) = hω(R)R− gω(hω(R)). (C11)
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We employ the strong large deviation by Bahadur and
Rao [14][17]:
logPC{logPn,↓ω (jˆ) ≥ nR}
=− n(hω(R)R − gω(hω(R)))
− log(
√
2πng′′ω(hω(R))hω(R)) + o(1)
=− n(hω(R)R − gω(hω(R))) − log
√
2πn− log hω(R)
+
1
2
log hω
′(R) + o(1). (C12)
In the following, for a unified treatment, the functions
−(hω(R)R − gω(hω(R))) and − log
√
2π − log hω(R) +
1
2 log hω
′(R)) are written as fω,0(R) and fω,1(R). So,
(C12) is simplified as logPC{log pn,↓ω (jˆ) ≥ nR} =∑1
k=0 fω,k(R)n
1−k − 12 logn+ o(1).
Thus, we have
log Jω,n(a) := logPC{logPn,↓ω (jˆ) ≥ −nS +
√
na}
(C13)
=
1∑
k=0
2(1−k)∑
t=0
f
(t)
ω,k(−Sω)n1−k−
t
2
t!
at − 1
2
logn+ o(1).
(C14)
To calculate the fidelity, we define ∆Z as
log Jφ,mn
(√
n
mn
(Zψ,n +∆Z)
)
− log Jψ,n(Zψ,n) = o(1).
(C15)
Define αψ,0(Zψ,n) and αφ,i(Zψ,n) as
αψ,0(Zψ,n)
:=
1∑
k=0
2(1−k)∑
j=0
n1−k−
j
2
Zjψ,n
j!
f
(j)
ψ,k(−Sψ), (C16)
αφ,i(Zψ,n)
:=
1− i2∑
k=0
2(1−k)−i∑
j=0
m1−k−(i+j)n n
i+j
2
Zjψ,n
j!
f
(i+j)
φ,k (−Sφ),
(C17)
where f
(i)
ω,k is the i-th derivative of fω,k. Then, ∆Z sat-
isfies the equation
2∑
i=1
αφ,i(Zψ,n)
(∆Z)i
i!
=− (αφ,0(Zψ,n)− αψ,0(Zψ,n)− 1
2
log
mn
n
) + o(1).
(C18)
Due to the definition (C15), we have
F (Pn↓ψ , P
mn↓
φ )
=
∑
j
Pn↓ψ (j)
√√√√Pmn↓φ (j)
Pn↓ψ (j)
=
∑
j
Pn↓ψ (Jψ,n(Zψ,n(j)))
√√√√Pmn↓φ (Jψ,n(Zψ,n(j)))
Pn↓ψ (Jψ,n(Zψ,n(j)))
=E
[
e
1
2 [logP
mn↓
φ (Jψ,n(Zψ,n(jˆ)))−logPn↓ψ (Jψ,n(Zψ,n(jˆ)))]
]
=E
[
e
1
2
[
−mnSφ+√mn
√
n
mn
(Zψ,n+∆Z)−(−nSψ+
√
nZψ,n)+o(1)
]]
=E
[
exp
1
2
(nSψ −mnSφ +
√
n∆Z + o(1))
]
. (C19)
We note that the fourth equality of (C19) can be estab-
lished since both Pψ and Pφ are non-lattice distribution,
but it is not the case when one of them is a lattice dis-
tribution.
Now, it is needed to solve the equation (C18) with
respect to ∆Z. Let mn =
Sψ
Sφ
n + b
√
n for b ∈ R. Notice
that αφ,i(Zψ,n) = O(n
1− i2 ). We apply Lemma 6 in the
next section to the equation (C18) with x = ∆Z√
n
, ai =
αφ,i(Zψ,n)n
i
2−1/i!, and ǫ = (−αφ,0(Zψ,n)+αψ,0(Zψ,n)+
1
2 log
Sψ
Sφ
)/n. Then, we obtain
√
n∆Z
=bSφ
√
n− 1
2
[
C−1ψφ (T −
bSφ√
Vψ
)2 − T 2
]
+
1
2
logC−1ψφ + o(1),
(C20)
where T := Zψ,n/
√
Vψ. Then, we have
F (Pn↓ψ , P
mn↓
φ )
=E
[
exp
1
2
(−bSφ
√
n+
√
n∆Z + o(1))
]
=E
[
e
− 14
[
C−1ψφ(T−
bSφ√
Vψ
)2−T 2
]
+ 14 logC
−1
ψφ+o(1)
]
. (C21)
(C21) is unchanged even if b is replaced with b + o(1),
hence it holds whenever
mn−SψSφ n√
n
→ b holds. By the
central limit theorem, we obtain
E
[
e
− 14
[
C−1ψφ(T−
bSφ√
Vψ
)2−T 2
]
+ 14 logC
−1
ψφ+o(1)
]
→
∫
C
− 14
ψφ e
− 14
[
C−1ψφ(t−
bSφ√
Vψ
)2−t2
]
dΦ(t)
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=
√√√√ 2
C
1
2
ψφ + C
− 12
ψφ
exp
[
− b
2S2φ
4(1 + Cψφ)Vψ
]
. (C22)
Therefore, we obtain the desired argument.
3. Perturbation for higher order equation
Lemma 6. Consider the equation
ǫ =
l∑
i=1
aix
i. (C23)
When ǫ is sufficiently small, the solution x is approxi-
mated as
x =
l∑
i=1
ǫixi +O(ǫ
l+1). (C24)
where x1 is given as
1
a1
and xl
with l ≥ 2 is inductively given as
− 1a1
∑
i1,i2,...,il−1:
∑l−1
k=1 kik=l
a∑l−1
k=1 ik
(
∑l−1
k=1 ik)!∏l−1
k=1
ik!
∏l−1
k=1 x
ik
k .
Especially, x2 is given as
x2 = −a2
a1
x21 = −
a2
a31
(C25)
This lemma can be shown as follows. First, we
substitute (C24) into (C23). Then, compare the co-
efficients with the order ǫi. Hence, we obtain xl =
− 1a1
∑
i1,i2,...,il−1:
∑l−1
k=1 kik=l
a∑l−1
k=1 ik
(
∑l−1
k=1 ik)!∏l−1
k=1 ik!
∏l−1
k=1 x
ik
k .
Appendix D: Detailed Establishment of Theorem 4
1. Achievability
To show the achievability, we show the following
lemma.
Lemma 7. The following relation holds with 1 > γ > 12
regardless of Cψφ:
lim
n→∞
min
m∈N,C,D:LOCC
B(C(ψ⊗n), φ⊗m)
+B(ψ⊗(n−n
γ), D ◦ C(ψ⊗n))
=0. (D1)
This lemma implies that LOCC conversion is always
asymptotically preservable when the order of the amount
of loss is greater than the square root of the initial num-
ber of copies of ψ even if Cψφ 6= 1.
Proof. At first,
lim
n→∞
max
Pnψ≺P ′
F (P ′, P
Sψ
Sφ
(n− 12nγ )
φ ) = 1 (D2)
holds from Theorem 10 in [13]. Now, we define the se-
quence an as n − nγ = SφSψ [
Sψ
Sφ
(n − 12nγ) − an]. Since
an = Ω((
Sψ
Sφ
(n− 12nγ))γ), the following holds similarly to
(D2).
lim
n→∞
max
P
Sψ
Sφ
(n− 1
2
nγ)
φ ≺P ′′
F (P ′′, P (n−n
γ)
ψ )
= lim
n→∞
max
P
Sψ
Sφ
(n− 1
2
nγ)
φ ≺P ′′
F (P ′′, P
Sφ
Sψ
[
Sψ
Sφ
(n− 12nγ)−an]
ψ )
=1. (D3)
Thus, since (B1) implies that
lim
n→∞
min
C:LOCC
B(φ
⊗SψSφ (n−
1
2n
γ)
, C(ψ⊗n))
+ min
D:LOCC
B(ψ⊗(n−n
γ ), D(φ
⊗SψSφ (n−
1
2n
γ)
))
= lim
n→∞
√
1− max
Pn
ψ
≺P ′
F (P ′, P
Sψ
Sφ
(n− 12nγ)
φ )
+
√√√√1− max
P
Sψ
Sφ
(n− 1
2
nγ)
φ
≺P ′′
F (P ′′, P (n−n
γ)
ψ )
=0,
(D1) is proven by applying the triangle inequality and
the monotonicity of the Bures distance.
2. Impossibility
Finally, we see the preservability when the order of the
amount of loss is only the square root of the initial num-
ber of copies and Cψφ 6= 1. We investigate the following
asymptotic error as before.
δ(2)∞ (ψ, φ, β)
:= lim
n→∞
min
m∈N,C,D:LOCC
B(C(ψ⊗n), φ⊗m)
+B(ψ⊗n−β
√
n, D ◦ C(ψ⊗n)).
(D4)
Lemma 8. The inequality δ
(2)
∞ (ψ, φ, β) > 0 holds for any
β ∈ R when Cψφ 6= 1.
Combining Lemmas 7 and 8, we obtain Theorem 4.
Proof. Similarly to (B2),
δ(2)∞ (ψ, φ, β) ≥ limn→∞ minD:LOCCB(ψ
⊗n−β√n, D(φ⊗m))
(D5)
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holds. Thus, the following holds the same as (B3).
δ(2)∞ (ψ, φ, β)
≥min
m∈N
max
{
min
C:LOCC
B(C(ψ⊗n), φ⊗m),
min
D:LOCC
B(ψ⊗n−β
√
n, D(φ⊗m))
}
=
[
1−max
m∈N
min
{
max
Pnψ≺P ′
F (P ′, Pmφ ),
max
Pmφ ≺P ′′
F (P ′′, Pn−β
√
n
ψ )
}] 1
2
.
Then,
lim
n→∞
max
P
an+o(n)
φ ≺P ′′
F (P ′′, Pn−β
√
n
ψ ) = 0
(
a <
Sψ
Sφ
)
(D6)
holds from the first order asymptotics similarly to (B6).
Thus, (B5), (D6), and (B7) imply that
lim
n→∞
max
m∈N
min
{
max
Pnψ≺P ′
F (P ′, Pmφ ),
max
Pmφ ≺P ′′
F (P ′′, Pn−β
√
n
ψ )
}
< 1
when Cψφ 6= 1, similarly to the proof of (B4). Therefore,
the lemma is proven.
Appendix E: Detailed Discussion of Theorem 5
The purpose of this appendix is deriving upper and
lower bounds for K of Theorem 5. For this purpose,
we prepare some notations. Let h and v denote the bi-
nary entropy h(p) = −p log p − (1 − p) log(1 − p), and
v(p) := p(log p)2 + (1 − p)(log(1 − p))2 − h(p)2, re-
spectively. Then, we define C := max0≤p≤1/2 v(p) and
xr := g
−1(v(r)/h(r)+ 2), where g(x) := (1− 2x)(log(1−
x) − log x). Note that g is a strictly monotonically de-
creasing function on (0, 1/2], thus g−1 is well defined on
rang = [0,∞). Then, we define K0(r), K1(r), and K2(r)
as follows.
K0(r)
:=
(h(r) − log 2)v(xr)− v(r)h(xr)
2 log 2v(r)
+
√
[(log 2−h(r))v(xr)+v(r)h(xr)]2+4(log 2)2v(xr)v(r)
2 log 2v(r)
,
(E1)
K1(r)
:=
Ch(xr) + v(r) log 2
2(h(r)v(xr)− v(r)h(xr))
+
√
(Ch(xr)+v(r) log 2)2+4Clog 2(h(r)v(xr)−v(r)h(xr))
2(h(r)v(xr)− v(r)h(xr)) ,
(E2)
and
K2(r) :=
Ch(r) +
√
C2h(r)2 + 4(log 2)2Cv(r)
2v(r) log 2
. (E3)
Theorem 5 can be shown from the following proposi-
tion, which gives a concrete estimation of K of Theorem
5.
Proposition 1. Let HA = HB = C2. When a non-
maximally pure entangled state ω of HA⊗HB has squared
Schmidt coefficients (r, 1 − r) with 0 < r < 1/2 and
k ≥ Ks(r) := max{K1(r),K2(r)}, for arbitrary two pure
entangled states ψ and φ of HA⊗HB, there exists a pure
state ω′ of HA ⊗HB such that (19) holds.
Once we prove Proposition 1, the proof of Theorem 5 is
completed because it explicitly gives a “sufficiently large
number K” of Theorem 5. To prove Proposition 1, we
should investigate some properties of functions we use as
follows.
Lemma 9.
v(y)
h(y)
+ 2 > g(y) (E4)
holds for 0 < y < 1/2.
Proof. In the following, let y satisfy 0 < y < 1/2. From
v(y)+ 2h(y)−h(y)g(y) = h(y)2+2h(y)− log y log(1− y)
and h(y) > 0, it is enough to verify L(y) := h(y) −
log y log(1 − y) ≥ 0. Because limy→0 L(y) = 0, it is
sufficient to show that L(y) is monotonically increasing.
Since (1 − y)2yn − y2(1 − y)n ≤ 0 holds for n ≥ 2, we
have the following by using the Taylor expansion.
− (1− y)2 log(1 − y) + y2 log y
=
∞∑
n=1
1
n
[(1− y)2yn − y2(1− y)n]
=(1 − y)2y − y2(1− y) +
∞∑
n=2
1
n
[(1 − y)2yn − y2(1− y)n]
≥(1 − y)2y − y2(1− y) +
∞∑
n=2
[(1− y)2yn − y2(1− y)n]
=(1 − y)2y − y2(1− y) + (1− y)y2 − y(1− y)2
=0. (E5)
Thus, we obtain that
L′(y) =
−(1− y)2 log(1 − y) + y2 log y
y(1− y) ≥ 0, (E6)
and the proof is completed.
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Lemma 10. D(y) := v(y)/h(y) is a strictly monotoni-
cally decreasing function on 0 < y < 1/2.
Proof. From Lemma 9, we have
D′(y)
=
−(log(1− y)− log y)[v(y) + 2h(y)− h(y)g(y)]
h(y)2
< 0
(E7)
for 0 < y < 1/2, and the proof is completed.
Now, let us prove Proposition 1.
Proof of Proposition 1. Thanks to Theorem 1, it is
enough to show that for any 0 < r < 1/2, the following
holds when k ≥ Ks(r). For any 0 ≤ p, q ≤ 1/2, the fol-
lowing equation about x has a solution with 0 ≤ x ≤ 1/2,
which corresponds to the smaller one of the squared
Schmidt coefficients of the byproduct state ω′ in the
statement of the lemma.
v(q) + kv(x)
h(q) + kh(x)
=
v(p) + kv(r)
h(p) + kh(r)
, (E8)
or equivalently
fr(x, p, q, k)
:=(v(p) + kv(r))(h(q) + kh(x))
− (h(p) + kh(r))(v(q) + kv(x)) = 0. (E9)
To show the existence of the solution, by the
intermediate-value theorem, it is enough to verify that
there exist x1 and x2 such that fr(x1, p, q, k) ≤ 0 and
fr(x2, p, q, k) ≥ 0 hold for any 0 ≤ p, q ≤ 1/2. Then,
we verify this with x1 = xr and x2 = 1/2. After
all, it is enough to show that k ≥ K1(r) is sufficient
for that N(p, q) := fr(xr, p, q, k) ≤ 0 holds for any
0 ≤ p, q ≤ 1/2, simultaneously that k ≥ K2(r) is suf-
ficient for that M(p, q) := fr(1/2, p, q, k) ≤ 0 holds for
any 0 ≤ p, q ≤ 1/2.
At first, we show that k ≥ K1(r) is sufficient to be
N(p, q) ≤ 0 for any 0 ≤ p, q ≤ 1/2, which is equiv-
alent to max0≤p,q≤1/2N(p, q) ≤ 0. The first deriva-
tive test shows that argmax0≤q≤1/2N(p, q) = 1/2 for
any 0 ≤ p ≤ 1/2. Thus, again by the first derivative
test, max0≤p,q≤1/2N(p, q) = max0≤p≤1/2N(p, 1/2) =
N(Pk, 1/2), where Pk := g
−1(kv(xr)/(kh(xr)+log 2)+2).
Now, we have the following estimation.
N
(
Pk,
1
2
)
=(v(r)h(xr)− h(r)v(xr))k2 − kv(xr)h(Pk)
+ (v(Pk)h(xr) + v(r) log 2)k + v(Pk) log 2
≤(v(r)h(xr)− h(r)v(xr))k2
+ (Ch(xr) + v(r) log 2)k + C log 2. (E10)
From Lemma 9, we have g(xr) = D(r)+ 2 > g(r). Thus,
since g is strictly monotonically decreasing, xr < r holds.
Then, from Lemma 10, we obtain D(xr) > D(r), hence
(v(r)h(xr) − h(r)v(xr)) < 0. Thus, from (E10), k ≥
K1(r) is sufficient for N(Pk, 1/2) ≤ 0.
Next, we show that k ≥ K2(r) is sufficient to be
M(p, q) := fr(1/2, p, q, k) ≥ 0 for any 0 ≤ p, q ≤ 1/2,
which is equivalent to min0≤p,q≤1/2M(p, q) ≥ 0. The
first derivative test shows that argmin0≤p≤1/2M(p, q) =
1/2 for any 0 ≤ q ≤ 1/2. Thus, again
by the first derivative test, min0≤p,q≤1/2M(p, q) =
min0≤q≤1/2M(1/2, q) = M(1/2, Qk), where Qk :=
g−1(kv(r)/(kh(r) + log 2) + 2). From the estimation
M
(
1
2
, Qk
)
=(log 2)v(r)k2 − (h(r)k + log 2)v(Qk)
+ kv(Qk) log 2 + kv(r)h(Qk)
≥(log 2)v(r)k2 − Ch(r)k + C log 2, (E11)
we find that k ≥ K2(r) is sufficient for M(1/2, Qk) ≥ 0.
Therefore, if k ≥ Ks(r) = max{K1(r),K2(r)},
max0≤p,q≤1/2N(p, q) ≤ 0 and min0≤p,q≤1/2M(p, q) ≥ 0
are simultaneously satisfied, i.e., (E9) has a solution for
any 0 ≤ p, q ≤ 1/2, hence the proof is completed.
Furthermore, we give how large k is at least needed
for ω⊗k to be a universal resource for the asymptotic
reversibility as summarized below in Proposition 2.
Proposition 2. When a non-maximally pure entangled
state ω of HA ⊗ HB has squared Schmidt coefficients
(r, 1 − r) with 0 < r < 1/2 similar to Proposition 1 and
k is less than K0(r) defined in (E1), there exists a pair
of pure entangled states ψ and φ of HA ⊗HB such that
(19) does not hold with any pure state ω′ of HA ⊗HB.
This proposition means that when the number k is
smaller than K0(r), there exists a pair of pure entangled
states ψ and φ such that the perfect recovery of the con-
version ψ → φ is impossible even asymptotically even
though we attach the state ω⊗k. That is, in order to re-
alize universal supplemental resource from ω, we need to
use K0(r) tensor product state of ω at least.
Proof. Similarly to the proof of Proposition 1, we focus on
the existence of a solution of (E9). To prove this propo-
sition, it is sufficient to find a pair of 0 ≤ p, q ≤ 1/2
such that (E9) has no solution when k < K0(r), which
is verified if max0≤x≤1/2 fr(x, p, q, k) < 0. The first
derivative test shows that max0≤x≤1/2 fr(x, p, q, k) =
fr(1/2, p, q, k) = M(p, q) holds for any 0 ≤ p, q ≤ 1/2.
Thus, we show that M(1/2, xr) < 0 when k < K0(r).
Indeed, since
M
(
1
2
, xr
)
= log 2v(r)k2
+ [(log 2− h(r))v(xr) + v(r)h(xr)]k − v(xr) log 2,
(E12)
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M(1/2, xr) < 0 holds when k < K0(r), and the proof is completed.
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