Consider the operator
Introduction and main results
Consider the quantum-mechanical harmonic oscillator
. It is well known that the spectrum of T 0 is purely discrete and consists of the simple eigenvalues µ (1.1) In particular, this class includes periodic, almost-periodic q. If q ∈ B is real, then T is self-adjoint, its spectrum is purely discrete, σ(T ) = {µ n } ∞ n=0 and µ n = µ 0 n + O(1), n → ∞. Our goal is to determine the asymptotics of µ n − µ 0 n as n → ∞. For decaying perturbations (e.g. q ′ , xq ∈ L 2 (R)) a complete inverse spectral theory is obtained in [2] , [3] . At the same time we did not find in the literature any results concerning periodic and almost-periodic q. The existing methods (e.g. in [2] ) cannot be used for q ∈ B.
Let us number the points of the spectrum so that |µ n | |µ n+1 | counting multiplicity. q(s) ds, which is the well-known leading term of asymptotics in this case [2] . Proposition 1.2. Let q ∈ B and q(x) = R e ixt dν(t) for some Borel measure dν on R which satisfies the condition C q = R (1 + |t| −p ) dν(t) < ∞ for some p > 3 2 . Then 
dν(t). (1.4)
Moreover, if q has the form q(x) = k∈Z q k e ixt k , then
In Section 2 we introduce the quasiclassical change of variable. In this variable we write the integral equation for the fundamental solutions. In Sections 3 and 4 we prove convergence of the iteration series for the fundamental solutions in the sub-barrier (x |λ|) and overbarrier (0 < x |λ|) regions, respectively. In Section 5 using these series we derive the asymptotics of the Wronskian. In Section 6 using this asymptotics we prove Theorem 1.1. We prove auxiliary properties of the quasiclassical change of variables in the Appendix.
Preliminaries: changes of variables
Consider the differential equation
−y
′′ + (x 2 + q(x))y = λy, (x, λ) ∈ R × C.
We shall show that there exist fundamental solutions ψ ± which satisfy the asymptotics ψ ± (x, λ) = (± √ 2x) (± √ 2x), where D r is the Weber (parabolic cylinder) functions (see [1] ). We introduce the Wronskian {f, g} = f g ′ − f ′ g.
Theorem 2.1. Let q, q 1 ∈ L ∞ (R). Then i) For any λ ∈ C there exist unique solutions ψ ± (x, λ) of (2.1) with the asymptotics (2.2) . Moreover, for each x ∈ R the functions ψ ± (x, ·), ψ ′ ± (x, ·) and w = {ψ − , ψ + } are entire. ii) If q is real, then the operator T = − d 2 dx 2 + x 2 + q(x) has only simple eigenvalues.
Proof. Consider the function ψ + , the proof for ψ − is similar. In order to prove that ψ + is entire function of λ it is sufficient to show that it is analytic in each disc D(µ) = {λ ∈ C : |λ − µ| 1}, µ ∈ C. For λ ∈ D(µ) we have (see [1] ) the uniform asymptotics Let h 0 = 2xg(x)h(x, λ) and
In order to study Eq.(2.6) introduce the spaces of functions
and
Let f ∈ F α for some α ∈ R and u = Uqf . Then we have 
uniformly in λ ∈ D(µ). Here and below C is some absolute constant. Let f ∈ F α,β for some α ∈ R and β > 0. Set v = V qf . Then integration by parts gives
where the last integral converges absolutely. Using (2.3-2.4) we obtain
Consider the iterations p n+1 = Kqp n , n 0. By (2.9), we have p 0 ∈ F 0,1 ; using (2.8), (2.11), (2.12) and (2.13), we conclude that
14)
where α 0 = 0, β 0 = 1,
Using (2.9) we obtain
Hence for x x 0 = (2CC q ) 2 the series p(x) = n 0 p n (x) and p ′ (x) = n 0 p ′ n (x) converge absolutely and uniformly in λ ∈ D(µ); p(x) gives the solution of Eq.(2.6). Moreover,
uniformly for λ ∈ D(µ). Therefore ψ = gp is a solution of (2.5). By (2.7) and (2.16), ψ satisfies (2.2). For each n 0 and fixed x x 0 the iterations
for each fixed x x 0 . By (2.7), ψ + (x, λ) and ψ ′ + (x, λ) are analytic in D(µ) for each fixed x x 0 . Hence, the solution is also analytic in λ for any fixed x (see this simple fact e.g. in [4] ). Thus ψ + (x, λ) and ψ ′ + (x, λ) are entire functions of λ for any x ∈ R.
Suppose that ψ + (x, λ) is not unique and denote by ψ + another solution of (2.1) satisfying (2.2). Then {ψ + , ψ + } = 0 and therefore these solutions are linearly dependent. Since they have the same asymptotics (2.2),ψ + = ψ + . Thus ψ + is unique.
ii) Let λ be an eigenvalue, which is not simple. Then there exist solutions ψ + and ψ of (2.1) in L 2 (R). Note that ψ and ψ ′ are in L ∞ (R). The asymptotics (2.2) yields {ψ + , ψ} = 0. Therefore ψ + and ψ are linearly dependent, which gives contradiction. Theorem 2.1 gives no information on high-energy asymptotics λ → ∞. To derive those, we introduce some notations and auxiliary functions.
Throughout the paper we use the following agreements:
• The functions log z and z α = e α log z for α ∈ R take their principal values on C \ R − .
•
Define the function z = (1 + |z| 2 ) 1 2 , z ∈ C. For any interval I ⊂ R we introduced a sector S(I) = {z ∈ C : arg z ∈ I}. Define the function
where ξ(t) > 0 for t > 1. The function ξ is a conformal mapping from S(−
)}. The following uniform asymptotics is fulfilled:
We introduce the function
Note that k(t) is a conformal mapping from S(− π 2
, 0) onto the domain K given by
By (2.18), the following asymptotics and estimates are fulfilled:
where t(k) is the inverse function for k(t). Here and below C is an absolute constant. Consider the change of variable x → k = k(
); it maps R + onto the curveγ λ = k(e iϑ R + ). The domain K and the curveγ λ are presented on Fig. 1 . By (2.1), the function
, 0)) and the curveγ λ = k(e iϑ R + ).
where
Using (2.21) and (2.22) we obtain
For each λ ∈ C + \ {0} we define the basic variable z = λ 2 3 k. We have the function
is a real analytic isomorphism (see Fig. 2 ) and see Lemma 7.5 about
We write (2.36) in the form
where the integral operator J is given by
The next lemma (proved in the Appendix) gives a splitting of Γ λ . Here and below we fix δ ∈ (0, 4 3 arccos 2
For any λ ∈ C + \ {0} here and below we use z * , defined by Lemma 2.2. We define the point x * by z * = z(x * , λ) and let t * = x * √ λ and set
Then the following estimates are fulfilled:
where C is independent of λ and z.
Lemma 2.5. Let λ ∈ C + and |λ| 1. Then the following estimates are fulfilled:
(1−α) for 0 α < 1,
Analysis of the integral equation
In this section we consider the integral equation v + = a + JV v + for large |λ| in the following cases: i) 0 arg λ π, z ∈ Γ + λ and ii) δ arg λ π, z ∈ Γ − λ . Moreover, we give the complete analysis for these cases. The case 0 arg λ π, z ∈ Γ − λ is treated in the next section.
For λ ∈ C + \ {0} and α, β > 0 define the Banach spaces of functions on Γ λ :
Now we formulate the main result of this section; its proof is given in the end of the section. 
where ε = c 0 |λ|
Using (2.32),(2.33) and (3.6) we write the kernel J(z, s), given by (2.37), in terms of a(z) and a(ωz). As a result we obtain
Note that by Lemma 7.5.1 , in both cases i) and ii) we have
Following (3.7), we represent JV q as the sum of two operators. In the next two Lemmas (3.2 and 3.3) we estimate these two operators in suitable functional spaces. In Lemma 3.4 we estimate JV 0 (which is asymptotically small in comparison with JV q ). These estimates, combined in Lemma 3.5, give an a priori estimate for JV . In Theorem 3.1 we prove convergence of the iterations series for the equation v + = v 0 + JV v + . This gives the estimates for v + necessary for further analysis.
For v 0 (z) ≡ a(z) given by (2.36), due to (2.38) and Lemma 7.5.1 we have
uniformly in λ ∈ C \ {0}. For any fixed λ ∈ C + \ {0} and z 1 , z 2 ∈ Γ λ such that z j = z(x j , λ), j = 1, 2 and 0 x 1 x 2 we define the function
where ρ is given by (2.29). We have the identity Q(z 2 , z 1 ) =
By Lemma 7.5.2 and Lemma 7.5.3 , we have
where C 1 and C 2 are independent of z and λ.
Next we estimate the term of JV q , corresponding to the first term in decomposition (3.7).
(that is, f is defined on Γ λ for δ arg λ π and on
δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γ λ (z) for both a(z) and a(zω). Writing F (z) = λ − 1 6 a(zω)ρ(z, λ) ( ρ is given by (2.29)), integration by parts yields
where we used Q(z, z) = 0 and lim
and (3.10)). Thus using (2.30), (2.38), (2.39) and (3.10) we have
Due to Lemma 7.5.4 we have |z| = inf
|s|. Using also (2.45) we obtain
which together with (2.38) and (2.39) proves (3.12) and (3.13), respectively. Consider the case 0 arg λ δ,
δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γ λ (z) for both a(z) and a(zω). We have g(z, λ) = g − (z, λ) + g + (λ), where
Using (3.11) and (3.15) for z = z * we have
In order to estimate g − we integrate by parts
since Q(z * , z * ) = 0 andq(s)ρ(s) = −∂ s Q(z * , s). Using (2.30), (2.38), (2.39) and (3.10) we obtain
|ds| .
By (2.46) and (3.11), we have
Combining (3.16) and (3.18) with (2.38) gives (3.12). The estimate (3.13) follows from (3.16), (3.18) and (2.39).
For the analysis of the part of JV q corresponding to the second term in (3.7) we also integrate by parts. Let us introduce an analogue of Q(z 1 , z 2 ):
. Using (2.30) and (2.44) for q ∈ L ∞ (R) gives
Using |ρ(z)| C and (2.44), we obtain another estimate
We estimate the part of JV q , corresponding to the second term in the decomposition (3.7).
α,β and satisfies δ, 0], so the uniform estimates (2.38) and (2.39) hold on Γ λ (z) for both a(z) and a(zω). Let F (z) = λ − 1 6 a(z)ρ(z), where ρ is given by (2.29).
Using (2.30), (2.38) and (3.20) we have
In order to estimate I 1 and I 2 we use (2.30), (2.38), (2.39), (2.44) and (3.21). This gives
f α |e 
The above estimates for I 1 , I 2 and (3.24) give
The last estimate together with (2.38) and (2.39) implies (3.22) and (3.23). Assume δ arg λ π and
Using (3.11) and (3.25) for z = z * we obtain
, .
(3.26) Using (2.38), (2.29), (2.30), (2.44) and (3.11) results in
(3.27) Now (3.22) and (3.23) follow from (3.26) and (3.27) taking into account (2.38), (2.39) and the fact that, by Lemma 2.3, | exp{ 2 3 z(x, λ) 3 2 }| is strictly increasing. In the following Lemma we estimate the operator JV 0 . We show that as λ → ∞ it is asymptotically small in comparison with JV q .
(3.28)
Proof. By Lemma 7.5.1 , we have
δ, 0], so the decomposition (3.7) holds on Γ λ (z). We estimate the part of JV 0 , corresponding to the first term in decomposition (3.7). Using Lemma 7.5, (2.30), (2.38), (2.45) and the inequality z |λ| 2 3 2(|λ| 4 3 + |z| 2 ). As a result we have
In order to estimate the part of JV 0 , corresponding to the second term in decomposition (3.7), we use (2.30), (2.38), (2.44) and the inequality z |λ| 2 ). This gives
(3.30)
The first estimate in (3.28) follows from (3.29) and (3.30) taking into account (2.38) and (3.7). In order to estimate ∂ z g(z, λ) we note that
Therefore the second estimate in (3.28) follows from (3.29) and (3.30) taking into account (2.39) and (3.7). Now in order to estimate the operator JV = JV q + JV 0 we combine the results of the three previous Lemmas.
δ, 0], so the decomposition (3.7) holds on Γ λ (z). Taking into account this decomposition, we deduce that the combination of Lemmas 3.2 and 3.3 gives the estimate for JV q (the corresponding terms in (3.31) and (3.32) contain curved brackets). Together with the estimate (3.28) for JV 0 this proves (3.31) and (3.32). Proof of Theorem 3.1. We present the proof for λ ∈ C + , for λ ∈ C − it is analogous. Let v n+1 = JV v n , n 0. Substituting v n , g = v n+1 in (3.31), (3.32) and taking into account (3.8) for v 0 we obtain
, where we obtain from (3.8), (3.34) and (3.35) the estimates (3.4), (3.5). We prove the uniqueness. Suppose that there exists another solution v . We have y = JV y and therefore y = (JV ) n y for any integer n 1;
applying Lemma 3.5 we obtain |y(z)| Cε n y 1 4 ,1 . Taking the limit n → ∞ for ε < 1 we obtain y = 0.
Uniform asymptotics
In this section we consider the equation v + = a + Jv + for large |λ|, | arg λ| δ and z ∈ Γ 
,1
(for the definition of F Below we consider only the case 0 arg λ δ, the case −δ arg λ 0 is analogous. By Lemma 7.5.1 , Γ − λ is arbitrarily close to R − as arg λ → 0. Thus we cannot use (2.39) in order to estimate the terms in the decomposition (3.7) for J(z, s). So we use another representation. We have
Using (2.32), (2.33) and (3.6), we obtain from (2.35) and (2.37) ) and Γ
As it follows from the decomposition (4.10), the formal operator JV can be presented as the sum a(zω)×(integral operator)+e
2 a(zω)×(integral operator). Thus in order to estimate JV we estimate these integral operators, introducing for functions on Γ − λ a decomposition in the spirit of (4.10).
For f ∈ F λ − and a fixed decomposition
we introduce the functionals
− has a decomposition (4.11), then we have
Using (3.6), (4.9) and the identity (2.33) we obtain for 0 arg λ δ
For this decomposition using (2.38) and (2.39) we obtain Using (4.10) for some function f on Γ − λ we obtain the following formal decomposition:
where λ ∈ S[0, δ] {λ ∈ C : |λ| 1} and the operators J p and J e are given by
In the applications below the integral along the infinite curve Γ + λ exists in the principal value sense. In this section we will always define p 0 (JV f, λ) and p 1 (JV f, λ) using the decomposition (4.18) and (4.19).
In order to estimate J p V and J e V we decompose the integrals in (4.19) corresponding to the splitting Γ λ (z) = Γ λ (z, z * ) ∪ Γ + λ . Thus we have
where, by definition
A similar decomposition of J e gives
where, by definition (j e f )(z) = 2i For z j = z(x j , λ) ∈ Γ − λ , j = 1, 2 and x 1 < x 2 we define 
We estimate I pp . Define the functions F j (s) = λ
Integration by parts yields
where Q is given by (3.9). Using (2.29), (2.30), (2.38), (2.39) and (3.10), we obtain
Due to (2.46), (4.14) and (4.15) we have 
The estimate of I ee is similar. Using F e and Q we integrate by parts. Using (2.29), (2.30), (2.38), (2.39) and (3.10), we obtain
|f e (z)| We have |e
). Using (2.46), (4.14) and (4.15) we have
We estimate I ′ ee (z) = −a(zω)a(zω)V q (z)f e (z). Using (2.29), (2.30) and (2.38) we obtain
In order to estimate I pe we use P + (s, z), given by (4.27). Integrating by parts we have
Using (A.28), (2.38), (2.39), (2.29) and (2.30) we obtain
|f e (z * )||e + |f e (s)| s
We have |e
). Using (2.46) and (4.14-4.15) we obtain 
In order to estimate I ep we use P − (s, z), given by (4.27). Integrating by parts we have
Using (A.27), (2.38), (2.39), (2.29) and (2.30) we obtain 
where z ∈ Γ − λ . This proves (4.28). Due to (4.30), (4.33), (4.35), (4.37) and (4.39)we have
(|f p (z)| + |e 
and 
Proof. By (4.26), we have g = g 0 + g − + g + , where
Firstly, we estimate g + . From (3.15) and (3.25) we have
By Lemma 2.3, we have |e 
Using Lemma 2.3, (3.29) and (3.30) we have . Using (3.8) and (4.17) (in particular, p 1 (v 0 , λ) = 0) we obtain for v 1 and v 2
Increasing the constant c 0 and using the induction principle we obtain for each integer n 0 the following estimates are fulfilled:
, (4.50)
By (4.13), convergence of
v n converges and solves the equation v + = v 0 +JV v + on Γ λ . Using (4.13) and (4.49) we obtain (4.1) and (4.2) from (4.50); similarly we obtain (4.3) from (4.51).
We prove uniqueness. Suppose that there exists another solution v
(1)
.
By Theorem 3.1, we have v
n y for any n > 1; applying Lemma 4.4 we obtain p 0 (y, λ) Cε n (p 0 (y, λ) + p 1 (y, λ)). Taking the limit n → ∞ for ε < 1 gives y = 0.
Asymptotics of the Wronskian
In this section we shall determine the asymptotics of w(λ) = {ψ − , ψ + } as λ → ∞. To this end we find the asymptotics of u 1 (z, λ) = e 
By (2.27), we have
Lemma 5.1. 1. Let q ∈ B and | arg λ| δ, |λ| → ∞. Then
, (5.4) 2. Let q ∈ B and δ ± arg λ π, |λ| → ∞. Then
where z 0 is given by (2.27). Recall the standard uniform asymptotics of Airy functions [1] in the sector |arg z| < π 3 − ε, ε > 0, as z → ∞: and F (z) = z δ arg z 0 0. Thus we apply (2.31) and (5.2) to (5.13), which gives (5.5).
Introduce the function
(5.14)
In the next Lemma we write ψ + , defined by (2.2), in terms of u + . c 0 ( q B + 1), where c 0 1 is some absolute constant, the following identity holds:
Proof. The function φ + , given by (5.15), solves Eq.(2.1) by changing variables according to (2.26) . In order to prove (5.15) it is sufficient to demonstrate that φ + has the asymptotics (2.2). Using (2.21), (2.26), (2.31), Corollary 4.2 and (5.2), we have for
, which proves (5.15). In order to obtain the asymptotics of the Wronskian w(λ) = {ψ − , ψ + } we need also the asymptotics of the fundamental solution ψ − (see Theorem 2.1). We use our results for x > 0 and consider the reflected potential q − (x) = q(−x) for x ∈ R + . We define 
| Im λ| .
(5.19) Below we use the function E = E − + E + .
Lemma 5.3. Let q ∈ B. Then for |λ| → ∞ the following uniform asymptotics hold:
Proof. Using (2.26), (5.15) and (5.16) we obtain
Substituting (5.3-5.4) and (5.18-5.19) in the last identity, we obtain (5.20); substituting (5.5) and the same formulae for u − , we obtain (5.21).
6 The proof of Theorem 1.1
Using (5.14) we write the following uniform asymptotics of the unperturbed Wronskian
(see, for example, [1] ):
, |arg λ| δ (6.1)
, |arg λ| δ. 
3)
Proof. Consider the case 0 arg λ δ; for −δ arg λ 0 the proof is analogous. Consider E + , given by (5.1). Recall that t * = x * √ λ
, where x * is defined by z * = z(x * , λ) (see Lemma 2.2 and below). We have λ = |λ|e 2iϑ . For some c ∈ [0, 1] we set t 1 = t * − c |λ| 2 3 e −iϑ ,
By Lemma 7.3.4 , |t * | is bounded uniformly in λ. Thus using (2.21) we conclude that |Γ λ (z 1 , z * )| C. Therefore using (2.29), (2.30), (2.38), (3.6) and (4.9) gives
Next, using the asymptotics (2.31) and Lemma 7.5.1 , we have uniformly in | arg λ| δ
(6.6) Substituting (6.5) and (6.6) in (5.1), we have
(6.7) Making the substitution s = k(t) · λ 
, where the last root is positive for −1 < t 2 < 1. Hence
Using similar arguments for E − , we obtain
In order to prove (6.3) we set c > 0. We estimate the partial derivatives of E c (λ) with respect to real and complex parts of λ = µ + iν = |λ|e 2iϑ . This gives | ∂ ∂µ
. Therefore as λ → ∞
, which together with (6.9) proves (6.3). Setting c = 0 and λ > 0 in (6.9) proves the first asymptotics in (6.4). In order to prove the second one we use the decomposition E 0 (λ) = E 1 (λ) + I 2 (λ), λ > 0, where
Using . Combining these estimates proves the second relation in (6.4).
Proof of Theorem 1.1 By Lemma 6.1, in each disc
} there exists exactly one simple eigenvalue µ n for n sufficiently large; now we improve this estimate. Using the asymptotics (5.20) and |sin(
Using (6.4), we write
Substituting (6.11) into (6.10) we have
). Thus in (6.11) the error term ε n is O(n
). The change of variable t = sin θ gives µ
q( µ 0 n sin θ) dθ. This proves (1.2). Proof of Proposition 1.2. Substituting q(x) = R e ixt dν(t) into (6.9) and using the identity for Bessel function J 0 (z) =
(6.14)
Using J 0 (−z) = J 0 (z) and the asymptotics (see [1] )
we obtain 
Similarly we have
(6.17)
Using (6.13-6.17) and setting λ = µ 0 n gives µ
4 ) which implies (1.3). Moreover, substituting dν(t) = k∈Z δ(t − t k )q k dt into (1.4) we obtain (1.5).
Appendix
For fixed arg λ = 2ϑ we have t =
, 0] and ξ in the form = re −iϑ . By Lemma 7.2.2 , if either 0 < arg λ π, r 0 or arg λ = 0, r > 1, then ∂ r Re (λξ(t)) > 0. It remains to consider the case ϑ = 0 and x ∈ [0, x * ); by Lemma 7.2.2 , Re ξ(t) = 0 and therefore h = 1.
In order to prove Lemma 2.4, for a fixed λ = |λ|e 2iϑ ∈ C \ {0} define the function Ψ(z) = . Ψ maps Γ λ (z 1 , z 2 ) onto γ λ (u 1 , u 2 ), u j = Ψ(z j ), j = 1, 2. Similarly, we set γ λ (u) = Ψ(Γ λ (z)) for u = Ψ(z) and γ Let us show that in both cases a') and b') the following estimate holds :
|f (v)||dv| C ∂ r Re (e 2iϑ ξ(t)) = tan arg ∂ r e 2iϑ ξ(t).
Consider the two cases a') and b'). a') Let δ arg λ π and u ∈ γ λ . For each point v(r) ∈ γ λ consider t = re −iϑ such that v(r) = e 2iϑ ξ(t). By Lemma 7.2.1 , arg ∂ r ξ(t) ∈ [− , (A.12) (equivalent to Lemma 7.3.1 ) implies that −π − ϑ arg ξ(t). Therefore by Lemma 7.1.5 , for v ∈ γ 
