The residual variance and the proportion of explained variation are important quantities in many statistical models and model fitting procedures. They play an important role in regression diagnostics, model selection procedures, and in determining the performance limits in many problems. In this paper, we propose new method-ofmoments based estimators for the residual variance, the proportion of explained variation and other related quantities, such as the 2 -signal strength. The proposed estimators are consistent and asymptotically normal in high-dimensional linear models with Gaussian predictors and errors, where the number of predictors d is proportional to the number of observations n; in fact, consistency holds even in settings where d/n → ∞. Existing results on residual variance estimation in high-dimensional linear models depend on sparsity in the underlying signal. Our results require no sparsity assumptions and imply that the residual variance and the proportion of explained variation may be consistently estimated even when d > n and the underlying signal itself is non-estimable. Basic numerical work suggests that some of our distributional assumptions may be relaxed. A real data analysis involving gene expression data and single nucleotide polymorphism data further illustrates the performance of the proposed methods.
Introduction
Consider the linear model
where y 1 , . . . , y n ∈ R and x 1 = (x 11 , . . . , x 1d ) T , . . . , x n = (x n1 , . . . , x nd ) T ∈ R d are observed outcomes and d-dimensional predictors, respectively, 1 , . . . , n ∈ R are unobserved independent and identically distributed errors with E( i ) = 0 and var( i ) = σ 2 > 0, and β = (β 1 , . . . , β d ) T ∈ R d is an unknown d-dimensional parameter. Let y = (y 1 , . . . , y n ) T ∈ R n denote the n-dimensional vector of outcomes and X = (x 1 , . . . , x n ) T denote the n × d matrix of predictors. Also let = ( 1 , . . . , n )
T ∈ R n . Then (1) may be re-expressed as y = Xβ + . In this paper, we focus on the case where the predictors x i are random. More specifically, we assume that x 1 , . . . , x n are independent and identically distributed random vectors with mean E(x i ) = 0 and d × d positive definite covariance matrix cov(x i ) = Σ. The x i are additionally assumed to be independent of . In practice, the assumption E(x i ) = 0 is often untenable and it may be appropriate to add an intercept term to the linear model (1). All of our theoretical results in this paper remain valid in cases where E(x i ) = 0 and an intercept term is included in the model, upon centering the data and replacing n with n − 1.
Let τ 2 = β T Σβ = ||Σ 1/2 β|| 2 , where || · || denotes the 2 -norm. Then τ 2 is a measure of the overall 2 -signal strength and σ 2 = var( i ) = var{E(y i | x i )} is the residual variance. This paper is concerned with identifying effective estimators for σ 2 , τ 2 , and related quantities in high-dimensional linear models, where d and n are large; we are particularly interested in settings where d > n. The parameters σ 2 and τ 2 are important in many problems in statistics. In estimation and prediction problems, σ 2 frequently determines the scale of an estimator's risk under quadratic loss. Reliable estimates of σ 2 may be required to compute popular model selection statistics, such as AIC, BIC, or RIC (Akaike, 1974; Foster and George, 1994; Schwarz, 1978; Zou et al., 2007) . Good estimates of σ 2 and τ 2 may be used to derive plugin estimates of other quantities, such as the proportion of explained variation r 2 = τ 2 /(σ 2 +τ 2 ) and the signal-to-noise ratio τ 2 /σ 2 . The proportion of explained variation is important for various regression diagnostics, including goodness-of-fit testing, and is related to important practical concepts, such as heritability in genetics; the signal-to-noise ratio is important for regularization parameter selection and determines the performance limits in certain highdimensional regression problems, e.g. Dicker (2013) and a 2013 technical report available from the author.
If the predictors x i are nondegenerate and n − d is large, then estimating σ 2 and τ 2 is straightforward. Indeed, if d ≤ n and X has full rank, letβ ols = (X T X) −1 X T y be the ordinary least squares estimator for β; then
are unbiased estimators for σ 2 and τ 2 , respectively. Furthermore, if n − d → ∞, thenσ 2 0 and τ 2 0 are consistent and asymptotically normal, under fairly mild conditions. When d > n, it is more challenging to construct reliable estimators for σ 2 and τ 2 ; indeed, if d > n, then X T X is not invertible and the estimatorσ 2 0 breaks down. Fan et al. (2012) and Sun and Zhang (2012) have proposed methods for estimating σ 2 that are effective when d ≥ n and β is sparse, e.g., the 0 -or 1 -norm of β is small. Fan et al.'s (2012) and Sun and Zhang's (2012) results apply in settings where d/n → ∞. However, their underlying sparsity assumptions may be untenable in certain instances and this can dramatically affect the performance of the proposed estimators, as demonstrated by our numerical simulations in Section 5.2.
In this paper, we propose new method of moments-based estimators for σ 2 and τ 2 that are consistent when d/n 2 → 0. Some of our results require σ 2 and τ 2 to be bounded, but we make no additional sparsity assumptions on β. When d/n → ρ ∈ [0, ∞), the proposed estimators are shown to be asymptotically normal with rate n −1/2 . We also derive consistent and asymptotically normal estimators for r 2 = τ 2 /(σ 2 + τ 2 ); moreover, the same techniques may be used to derive reliable estimators for other functions of σ 2 and τ 2 , like the signal-tonoise ratio. One consequence of our results is that σ 2 and τ 2 may be consistently estimated when d > n, even if β itself is non-estimable. In addition to providing theoretical results, we illustrate the performance of the proposed estimators through simulation studies and a real-data analysis involving gene expression data and single nucleotide polymorphism data.
Assumptions

Distributional assumptions
Though sparsity is not required in this paper, we do make strong distributional assumptions about the data. Henceforth, we assume that 1 , . . . , n ∼ N (0, σ 2 ), x 1 , . . . , x n ∼ N (0, Σ)
are all independent. Normality is used repeatedly throughout our analysis. However, we expect that key aspects of many of the results in this paper remain valid under weaker distributional assumptions. This is explored via simulation in Section 5.1. While it is of interest to relax (3), this assumption facilitates the use of a collection of tools for random matrices developed by Chatterjee (2009) , which provides the means for a highly flexible theoretical analysis, especially regarding asymptotic normality. To give a sense of the relevant arguments, let g(σ 2 , τ 2 ) be some function of σ 2 , τ 2 . We use Chatterjee's results to bound the total variation distance between estimators for g(σ 2 , τ 2 ) and a standard normal random variable, and then show that this distance vanishes asymptotically for certain g(σ 2 , τ 2 ) of interest.
Alternative approaches to studying asymptotic normality in random matrix theory do not require an underlying normality assumption, e.g., Bai et al. (2007) and Pan and Zhou (2008) . These could potentially be applied in the problems considered here, but this may be significantly more complex, especially when considering general estimands of the form g(σ 2 , τ 2 ).
Correlation among predictors
The covariance matrix cov(x i ) = Σ plays an important role in our analysis. The initially proposed estimators for σ 2 and τ 2 are derived under the assumption that Σ is known, which is equivalent to assuming that Σ = I; see Section 3.1. These estimators are unbiased, consistent, and asymptotically normal. We subsequently propose modified estimators for σ 2 and τ 2 in cases where Σ is unknown, but a norm-consistent estimator for Σ is available, or Σ and β satisfy conditions described in Section 4.2, which are closely related to other conditions appearing in the random matrix theory literature (Bai et al., 2007; Pan and Zhou, 2008) . It remains of interest to find estimators for σ 2 and τ 2 that are consistent for broader classes of Σ.
Independent predictors: Σ = I
The basic estimators
We assume Σ = I throughout the discussion in Section 3. However, conditions on Σ will be stated explicitly in all formal results; in particular, Theorem 1 in Section 3.3, on asymptotic normality, holds for arbitrary positive definite Σ. If Σ = I, but Σ is known, then one easily reduces to the case where Σ = I by replacing (X, β) with (XΣ −1/2 , Σ 1/2 β). The estimators for σ 2 and τ 2 proposed in this paper are based on the method of moments. Using basic facts about moments of the normal and Wishart distributions, which may be found in Section S3 of the Supplementary Material, one finds that
The key observation is that these expressions are non-degenerate linear combinations of τ 2 and σ 2 . It follows that unbiased estimators of σ 2 and τ 2 may be found by taking linear combinations of n −1 ||y|| 2 and n −2 ||X T y|| 2 . Definê
for all positive integers d, n. Our first result follows directly from (4).
Consistency
Letθ = (σ 2 ,τ 2 ) and let S = (n −1 ||y|| 2 , n −2 ||X T y|| 2 ). The covariance matrix ofθ is important for understanding the asymptotic properties ofσ 2 andτ 2 . Sinceθ = AS, where
it follows that cov(θ) = Acov(S)A T . The covariance matrices forθ and S are computed explicitly in Lemma S1 and Corollary S1 of the Supplementary Material. Asymptotic approximations for the entries of cov(θ) are given in the next result, which also gives basic consistency properties forσ 2 ,τ 2 . The result follows directly from Corollary S1 in the Supplementary Material.
Remark 1. If σ 2 , τ 2 are bounded, then Lemma 2 implies thatσ 2 andτ 2 converge to σ 2 and τ 2 , respectively, at rate (d + n) 1/2 /n; in particular,σ 2 andτ 2 are consistent whenever d/n 2 → 0. Define the plug-in estimator for r 2 ,r 2 =τ 2 /(σ 2 +τ 2 ). If σ 2 , τ 2 are contained in some compact subset of (0, ∞), then Lemma 2 and Slutsky's theorem imply thatr 2 is consistent for r 2 , whenever d/n 2 → 0. The analogous plug-in estimator for the signal-to-noise ratio τ 2 /σ 2 has similar properties. Remark 2. It is instructive to compare the asymptotic variance ofσ 2 to that ofσ
Evidently, var(σ 2 ) increases with the signal strength τ 2 , while var(σ 2 0 ) does not depend on τ 2 ; this may be an undesirable feature ofσ 2 . On the other hand, var(σ 2 ) < var(σ 2 0 ) when τ 2 is small or ρ is close to 1.
Remark 3. Suppose c 1 , c 2 > 0 are fixed real numbers. Lemma 2 implies that if d/n → ρ ∈ [0, ∞), thenσ 2 ,τ 2 are consistent in the sense that
In a 2013 technical report available from the author, it is shown that if ρ > 0, then it is impossible to estimate β in this setting. In particular, if ρ > 0, then
where the infimum is over all measurable estimators for β. Thus, Lemma 2 describes methods for consistently estimating σ 2 and τ 2 in high-dimensional linear models, where d > n and it is impossible to estimate β.
Asymptotic normality
Define the total variation distance between random variables u and v, d T V (u, v) = sup B∈B(R) |pr(u ∈ B) − pr(v ∈ B)|, where B(R) denotes the collection of Borel sets in R. The next theorem is this paper's main result on asymptotic normality. It is a direct application of results due to Chatterjee (2009) and it is proved in the Supplementary Material. Theorem 1. Let λ 1 = ||n −1 X T X|| be the operator norm of n −1 X T X, i.e., λ 1 is the largest eigenvalue of n −1 X T X. Let h : R 2 → R be a function with continuous second order partial derivatives, let ∇h denote the gradient of h and let ∇ 2 h denote the Hessian of h. Suppose ψ 2 = var{h(S)} < ∞, where S = (n −1 ||y|| 2 , n −2 ||X T y|| 2 ), and let w be a normal random variable with the same mean and variance as h(S). Then
where
and, for non-negative integers k,
Remark 1. If ||Σ|| is bounded, then the asymptotic behavior of the upper bound (6) is determined by that of ξ, ν, and ψ 2 , which, in turn, is determined by the function h. For the functions h considered in this paper, if d/n → ρ ∈ [0, ∞), then ξ, ν, and nψ 2 are bounded by rational functions in σ 2 and τ 2 . Thus, if ||Σ|| is bounded, d/n → ρ ∈ [0, ∞) and σ 2 , τ 2 lie in some compact set, then we typically have d T V {h(S), w} = O(n −1/2 ). In other words, h(S) converges to a normal random variable at rate n −1/2 . Under these conditions, if ψ 2 = var {h(S)} is known or estimable, as it is for the h studied here, then asymptotically valid confidence intervals for E{h(S)} may be constructed using Theorem 1. Now let A be the matrix (5) and let a
Remark 1. In Corollary 1, we require that d/n → ρ ∈ [0, ∞). By contrast, Lemma 2 only requires d/n 2 → 0 in order to ensure consistency. It may be of interest to investigate how much the conditions on d, n in Corollary 1 can be relaxed, while still ensuring asymptotic normality.
Unknown Σ
Estimable Σ
In this subsection, we consider the case where Σ is unknown, but a norm consistent estimator for Σ is available. An estimatorΣ for Σ is norm consistent if ||Σ−Σ|| → 0, where ||Σ−Σ|| is the operator norm ofΣ−Σ and the convergence holds in some appropriate sense, e.g. convergence in probability or squared-mean. If d/n → ρ > 0, then the sample covariance matrix n −1 X T X is not norm-consistent for Σ; furthermore, in the absence of additional information about Σ, it is generally not possible to find a norm-consistent estimator for Σ. However, Bickel and Levina (2008), El Karoui (2008) , Cai et al. (2010) , and others have shown that for wide classes of matrices Σ, norm-consistent estimators are available when d/n → ρ > 0. Accurate estimation of Σ may also be possible in semi-supervised learning situations (Lafferty and Wasserman, 2008) , where additional x i 's (i = n + 1, . . . , N ) are available, but the corresponding y i 's are unobserved.
SupposeΣ is a positive definite estimator for Σ and define the estimatorŝ
Thenσ 2 (Σ) andτ 2 (Σ) are the known-Σ analogues ofσ 2 andτ 2 , respectively. In particular, all of the results from Section 3 remain valid withσ 2 (Σ) andτ 2 (Σ) in place ofσ 2 andτ 2 . Sincê
we conclude that if ||Σ 1/2Σ−1 Σ 1/2 −I|| is small, then asymptotic properties ofσ 2 (Σ) andτ 2 (Σ) are determined by those ofσ 2 (Σ) andτ 2 (Σ). The following proposition is a direct consequence of (10)-(11) and the results of Section 3. Proposition 1. LetΣ be a positive definite estimator for Σ and suppose ||Σ||, ||Σ −1 ||, ||Σ||,
(ii) Let ψ 2 1 , ψ 2 2 , and ψ 2 0 be as defined in (7)- (9) and letr
Remark 2. If ||Σ − Σ|| = o P (n −1/2 ) and the other conditions of Proposition 1 are met, then σ 2 (Σ),τ 2 (Σ), andr 2 (Σ) are asymptotically normal with the same asymptotic variance aŝ σ 2 (Σ),τ 2 (Σ), andr 2 (Σ), respectively. The condition ||Σ − Σ|| = o P (n −1/2 ) is quite strong. However, important classes of high-dimensional covariance matrices can be estimated at this rate, e.g., certain classes of Toeplitz matrices (Cai et al., 2013) .
Non-estimable Σ
If cov(x i ) = Σ is unknown and a norm-consistent estimator is unavailable, then it is more challenging to find good estimators for σ 2 , τ 2 when d > n. To indicate where the estimatorŝ σ 2 ,τ 2 from Section 3 break down when Σ is unknown, define τ
k and m k = 1 for all k = 0, 1, 2, . . .. On the other hand, if Σ = I, then typically τ k = τ k and m k = m k for k = k . One easily checks that
Thus, if Σ = I, thenσ 2 ,τ 2 are no longer unbiased. In this subsection we propose alternative estimators for σ 2 , τ 2 that are consistent and asymptotically normal, provided β, Σ satisfy conditions that simplify the relationship between the various τ k and m k . Indeed, consider the approximation
for positive integers k. While (14) does not hold in general, related conditions have been proposed elsewhere in the random matrix theory literature (Bai et al., 2007; Pan and Zhou, 2008) . If Σ = ν 2 I, where ν 2 > 0 is a positive real number, then (14) is an equality. More broadly, if d is large and Σ is an independent orthogonally invariant random matrix with well-behaved eigenvalues, then (14) may be a reasonable approximation for any β (Bai et al., 2007) . Furthermore, Bai et al. (2007) point out that for any given Σ there must exist some β such that (14) is an equality; for instance, take β =ū,
Now assume that (14) holds for k = 1, 2. The method of moments suggests that
are reasonable estimators for m 1 and m 2 . Combining this with (14) yields τ
In particular, up to the accuracy of approximation, n −1 E(||y|| 2 ) and n −2 E(||X T y|| 2 ) are linear combinations of σ 2 and τ 2 , with coefficients determined by the known quantities d, n,m 1 , and m 2 . Thus, we may obtain approximately unbiased estimators of σ 2 and τ 2 by taking linear combinations of n −1 ||y|| 2 and n −2 ||X T y|| 2 , with coefficients determined by d, n,m 1 , andm 2 . Indeed, we define the estimators
Proposition 2 summarizes some asymptotic properties ofσ 2 andτ 2 , which depend on the accuracy of the approximation (14). An outline of the proof may be found in the Supplementary Material.
Remark 1. The condition that 0 < m − < m 1 , m 4 < m + < ∞ for all d ensures that the first four moments of the empirical distribution of the eigenvalues of Σ = Σ d are well-behaved. Remark 2. Proposition 2 (i) requires that ∆ 2 is small in order to ensure consistency; Proposition 2 (ii) requires that ∆ 3 is small. If ∆ 2 , ∆ 3 are small, then (14) is a reasonable approximation for k = 2, 3. Remark 3. The condition ∆ 3 = o(n −1/2 ) in Proposition 2 (ii) is quite strong. For instance, if Σ is a sample covariance matrix formed from independent N (0, σ 2 0 ) data with a constant aspect ratio, then ∆ 2 = o(1), but ∆ 3 = o(n −1/2 ). On the other hand, if Σ is a constant multiple of the identity matrix, then ∆ 3 = o(n −1/2 ).
, where ψ 2 j are given in (7)-(9). In other words, if Σ = I, then the asymptotic variance ofσ 2 ,τ 2 , andr 2 is the same as that ofσ 2 ,τ 2 , andr 2 , respectively. This is driven by the fact that if d/n → ρ ∈ [0, ∞) and d → ∞, then |m k −m k | converges at a rate faster than n −1/2 . This also highlights the necessity
/2 ) and this may affect the asymptotic distribution of the estimators. Remark 5. In order to construct confidence intervals or conduct Wald tests based on Proposition 2 (ii), an estimate of m 3 is required. The method of moments and Proposition S1 in the Supplementary Material suggest the estimator
5. Simulation studies
Example 1
In this example, we investigated basic properties of some of the estimators proposed above. We fixed d = 500 and considered settings with n = 250, 500. The predictors x 1 , . . . , x n ∈ R d were generated according to one of three distributions. In the first setting, x 1 , . . . , x n ∼ N (0, I).
In the second setting, we generated a (2d) × d random matrix Z with independent N (0, 1) entries and took Σ w = (2d) −1 Z T Z; the predictors x 1 , . . . , x n were then generated according to a N (0, Σ w ) distribution. In this predictor setting, a single matrix Σ w was used to generate all of the simulated datasets, i.e., Σ w was generated only once. In the third predictor setting, the individual x ij (i = 1, . . . , n; j = 1, . . . , d) were independent random variables taking values in {±1} with pr(x ij = 1) = pr(x ij = −1) = 0.5.
To generate the parameter β ∈ R d , we created a d-dimensional vector with the first d/2 coordinates independent uniform(0, 1) and the remaining d/2 coordinates independent N (0, 1); β was obtained by standardizing this vector so that β T Σβ = τ 2 = 1. Thus, β corresponding to the settings where cov(x i ) = I is scaled slightly differently from β corresponding to cov(x i ) = Σ = I. The residual variance was fixed at σ 2 = 1. For each setting in this example, we generated 1000 independent datasets and computed the estimatorsσ 2 =σ 2 (I),τ 2 =τ 2 (I),r 2 =r 2 (I) andσ 2 ,τ 2 ,r 2 for each dataset. Recall that the estimatorsσ 2 ,τ 2 ,r 2 , from Section 3.1, were derived under the assumption that x i ∼ N (0, I); the estimatorsσ 2 ,τ 2 ,r 2 , from Section 4.2, were derived under the assumption that (14) is a reasonable approximation. Summary statistics for the various estimators are reported in Table 1 . Table 1 indicates that for x i ∼ N (0, I), all of the methods perform as expected, given the theoretical results developed above: the estimators are essentially unbiased, and the standard errors match those predicted in Corollary 1 and Proposition 2. For x i ∼ N (0, Σ w ), Table  1 indicates thatσ 2 ,τ 2 , andr 2 are approximately unbiased and their standard errors are comparable to the setting where x i ∼ N (0, I). On the other hand,σ 2 (I),τ 2 (I), andr 2 (I) are badly biased when x i ∼ N (0, Σ w ); this is not unexpected, given the discussion in Section 4.2. While this paper contains no theoretical results describing the behavior of our estimators for non-normal data, the numerical results in this example suggest that the methods proposed here might be successfully applied in broader circumstances. Indeed, the results in Table 1 Table 1 Summary statistics for Example 1; d = 500. Means and standard errors of various estimators, computed over 1000 independent datasets for each configuration. In each setting, σ 2 = τ 2 = 1 and r 2 = τ 2 /(σ 2 + τ 2 ) = 0.5. In the standard error column corresponding to x i ∼ N (0, I), numbers in parentheses are theoretically predicted standard errors, which are denoted ψ 1 , ψ 2 , and ψ 0 in the text; see Corollary 1 and Proposition 2.
Theoretically predicted standard errors for x i ∼ N (0, Σ w ) and x i ∈ {±1} binary are not known. for x i ∈ {±1} binary shows that all of the estimators are nearly unbiased and have standard errors that are similar to the corresponding standard errors in the case where
One of the more striking aspects of Table 1 is the accuracy and robustness of the estimators σ 2 ,τ 2 , andr 2 . Proposition 2 suggests that these estimators might be expected to perform well when x i ∼ N (0, I) and x i ∼ N (0, Σ w ); however, none of our theoretical results apply to the case where x i ∈ {±1} is binary.
The quantities σ 2 , τ 2 ≥ 0 are all non-negative. However, there is no guarantee that the estimators proposed in this paper are non-negative. Two factors contributing to negative estimates of σ 2 are τ 2 are (i) random fluctuations in the data and (ii) significant violations of assumptions about cov(x i ) = Σ. For most of the estimators and settings considered in this example, the percentage of datasets with negative estimates of τ 2 or σ 2 was less than 1%; in these instances, it appears that negative estimates were largely explained by random fluctuations in the data and that one could still reasonably appeal to asymptotic results in order to construct confidence intervals for σ 2 and τ 2 , for instance. The major exception involved the estimateσ 2 (I) in cases where x i ∼ N (0, Σ w ). The estimatorsσ 2 (I),τ 2 (I), and r 2 (I) were derived under the assumption that cov(x i ) = I and, as noted above, are significantly biased when x i ∼ N (0, Σ w ); in particular,σ 2 (I) is biased towards 0, which led to a substantially higher fraction of estimatesσ 2 (I) < 0. Indeed,σ 2 (I) < 0 in 11% of the datasets with x i ∼ N (0, Σ w ) and n = 250. An even more extreme example is considered in Example 2 below, where the mean value of an estimator for σ 2 is negative. In these settings it seems challenging to make valid inferences about σ 2 and τ 2 . These observations further highlight the importance of understanding and validating the assumptions underlying the proposed methods.
Example 2
Sun and Zhang (2012) proposed scaled lasso and scaled minimax concave penalty methods for estimating σ 2 in high-dimensional linear models. These methods, which simultaneously estimate σ 2 and β, are very effective when β is sparse. Letσ 2 lasso andσ 2 MCP denote the scaled lasso and scaled minimax concave penalty estimators for σ 2 , respectively. In this example, we compare the performance ofσ 2 lasso andσ 2 MCP with some of the estimators for σ 2 proposed in this paper, in settings where β is both sparse and non-sparse, i.e., dense.
With d = 3000, the predictors in this example were generated according to x i ∼ N (0, Σ), where Σ = (σ ij ) and σ ij = 0.5 |i−j| . We fixed σ 2 = 1. Sparse and dense parameters β ∈ R d were generated as follows. First, to generate the sparse β, five random multiples of 25 between 25 and d − 25 = 2975 were selected. That is, we selected k 1 , . . . , k 5 from {25, 50, 75 . . . , 2975} uniformly at random. Next, we took β 0 ∈ R d to be the vector with the 7-dimensional subvector (1, 2, 3, 4, 3, 2, 1) centered at the coordinates corresponding to k 1 , . . . , k 5 , so that the k j -th entry of β 0 was 4, the (k j ± 1)-th was 3, etc.; the remaining entries in β 0 were set equal to 0. We then set β = {3/(β T 0 Σβ 0 )} 1/2 β 0 , so that τ 2 = β T Σβ = 3. This sparse β was generated only once; in other words, the same sparse β was use throughout the simulations in this example. To generate the dense β used in this example, we followed the same procedure as for the sparse β, except that in β 0 , the 7-dimensional subvector (1, 2, 3, 4, 3, 2, 1) was centered at coordinates corresponding to each multiple of 25 between 25 and 2975. Thus, for the sparse β, we had ||β|| 0 = 7 × 5 = 35, where ||β|| 0 denotes the number of non-zero coordinates in β, and for the dense β we had ||β|| 0 = 7 × (d/25 − 1) = 833; however, τ 2 = β T Σβ = 3 was the same for both the sparse and dense β. In this simulation study, we considered datasets with n = 600 and n = 2400 observations. With sparse β and n = 600, the simulation settings in this example are very similar to those in Example 2 from Section 4.1 of Sun and Zhang (2012) .
Under each of the settings described above, we generated 100 independent datasets and, for each simulated dataset, we computedσ
For theσ 2 lasso and σ 2 MCP , we used the shrinkage parameter λ 0 = {log(d)/n} 1/2 ; this value of λ 0 yielded the best performance in the numerical examples described by Sun and Zhang (2012) . The estimator σ MCP requires specification of an additional parameter γ; following Sun and Zhang (2012), we took γ = 2/[1−max i,j {X T i X j /(||X i ||||X j ||)}], where X j denotes the j-th column of X. The estimatorσ 2 (Σ) was introduced in Section 4.1 of this paper. Here we take advantage of the AR(1) structure of Σ and setΣ = (σ ij ), whereσ i,
x ij x i(j−1) . We view the estimatorσ 2 (Σ) as an oracle estimator, which utilizes full knowledge of actual covariance matrix Σ; following the discussion in Section 3.1, this estimator should perform similarly to the estimatorσ 2 (I) in settings where cov(x i ) = I and τ 2 = 3. Finally, the estimatorσ 2 is the unknown covariance estimator from Section 4.2. Recall that the theoretical performance guarantees forσ 2 given in Proposition 2 require |β T Σ k β − ||β|| 2 tr(Σ k )/d| ≈ 0, for k = 1, 2. In this example, for the sparse β we had
the corresponding quantities are essentially the same for the dense β. Summary statistics for the various estimators computed in this numerical study are reported in Table 2 . For sparse β, the results in Table 2 indicate thatσ 2 lasso ,σ 2 MCP ,σ 2 (Σ) andσ 2 (Σ) are all nearly unbiased. However, the empirical standard errors for the scaled lasso and minimax concave penalty estimators are considerably smaller than the standard errors forσ 2 (Σ) andσ 2 (Σ). In this example, the performance ofσ 2 (Σ) is very similar to that of the oracle estimatorσ 2 (Σ). The estimatorσ 2 is significantly biased in this example. Indeed, the mean value ofσ 2 is negative, while σ 2 > 0. The poor performance ofσ 2 in this example is not completely unexpected, given that |β T Σ k β − ||β|| 2 tr(Σ k )/d| is substantially larger than 0 for k = 1, 2; see (17). In fact, more can be said. Using the approximationm
In this example, τ 2 1 − (m 1 /m 2 )τ 2 2 = −1.57 and, by the previous approximation, E(σ 2 ) ≈ −0.57; this calculation is for the sparse β, but the result is almost exactly the same for the dense β. Note the similarity between this approximation and the empirical means ofσ 2 in Table 2 . MCP when β is dense is likely related to the fact that the corresponding estimators for β perform poorly when β is dense and d/n is large. Indeed, in Table 3 we report the empirical mean squared error for the lasso and minimax concave penalty estimators for β that are associated withσ 2 lasso andσ 2 MCP ; mean squared error is substantially higher for estimating dense β.
The results of this simulation study suggest that estimators proposed in this paper may be useful for estimating σ 2 in settings where d/n is large and little is known about sparsity in β. However, we emphasize two important points: the predictor covariance must be handled appropriately, which, in this example, means utilizing the fact that Σ has AR(1) structure; and the estimators for σ 2 proposed in this paper may have larger standard error than estimators derived from a reliable estimate of β.
Data analysis
A series of studies have investigated associations between array-based gene expression data and single nucleotide polymorphisms from individuals in the International HapMap Project (http://hapmap.ncbi.nlm.nih.gov/). One of the major hypotheses validated by Stranger et al. (2007a Stranger et al. ( , 2012 Stranger et al. ( , 2007b and others is that single nucleotide polymorphisms located near a given gene may be associated with gene expression levels. These findings may have significant implications for understanding disease susceptibility, treatment, and public health. In this analysis, we use methods proposed in this paper to estimate the proportion of variation in gene expression levels that is explained by single nucleotide polymorphisms; that is, we estimate r 2 . In the present context, estimating r 2 is closely related to estimating heritability, an important concept in genetics (Yang et al., 2010) .
In Stranger et al. (2007b) , the authors identified 341 genes that were significantly associated with single nucleotide polymorphisms from 45 individuals in the Japanese HapMap population. We randomly selected 100 of these genes and, using a more recent gene expression dataset made publicly available by Stranger et al. (http://www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-264/), we investigated associations between these 100 genes and nearby single nucleotide polymorphisms from n = 80 individuals in the Han Chinese HapMap population. Single nucleotide polymorphism data was obtained from the International HapMap Project, release 28. For each gene, we restricted our attention to single nucleotide polymorphisms located within 1 Mbp of the gene midpoint and with minor allele frequency > 5%. Single nucleotide polymorphisms with missingness > 10% in the Han Chinese population were excluded from our analysis; for single nucleotide polymorphisms included in the analysis, missing values, i.e., minor allele counts, were imputed using the marginal mean from the Han Chinese population.
For each gene, we sought to estimate r 2 = τ 2 /(σ 2 + τ 2 ) for regressing the gene expression level on the minor allele counts of single nucleotide polymorphisms within 1 Mbp of the gene midpoint. Some preprocessing of the data was required in order to ensure appropriate application of the methods proposed in this paper. First, we centered the gene expression levels and single nucleotide polymorphism minor allele counts, so that each variable had mean 0. Next, we standardized the single nucleotide polymorphisms minor allele counts so that each allele count variable had standard deviation 1. As discussed at length above, correlation between the predictors is a key issue for the methods proposed in this paper. In this analysis, we de-correlated the predictors by simply removing highly correlated single nucleotide polymorphisms; we refer to this as thinning the predictors. To explain in more detail, Jiang (2004) proved that if cov(x i ) = I, then the maximum absolute sample correlation between the predictors is approximately 2{log(n)/n} 1/2 ; thus, for each pair of single nucleotide polymorphism allele count variables with absolute sample correlation greater than 2{log(n)/n} 1/2 , we removed one of them, chosen at random, from the dataset. After this thinning process, the maximum absolute correlation between single nucleotide polymorphisms was no more than that predicted for independent single nucleotide polymorphisms and, by this measure, the thinned single nucleotide polymorphisms appeared to be roughly independent. We subsequently applied the methods proposed in this paper to the standardized and thinned dataset. The thinning process described above is practical, but fairly crude. It may be desirable to seek other methods for handling correlation among the single nucleotide polymorphisms, e.g., estimating the correlation between single nucleotide polymorphisms.
Let Gene ik denote the centered expression level for the kth gene (k = 1, . . . , 100) in the ith individual (i = 1, . . . , n = 80) and let SNP ijk denote the standardized minor allele count for the jth single nucleotide polymorphism corresponding to the kth gene in individual i; so j = 1, . . . , d k , where d k is the number of thinned single nucleotide polymorphisms within 1 Mbp of gene k. For the genes included in this analysis, d k ranged from 17 to 190. The mean Table 4 Significant genes at false discovery rate 0.05 for testing H 0 : r 2 = 0. d k is the number of single nucleotide polymorphisms included in the analysis for the corresponding gene; p-values were computed using the Wald test suggested by Proposition 2 (ii); q-values refer to false discovery rate for the Benjamini-Hochberg step-up procedure (Benjamini and Hochberg, 1995; Storey, 2002) . Recall that n = 80 individuals were included in this analysis. value of d k was 82.6; recall that n = 80, so that on average d k > n. We used the estimatorr 2 to estimate r 2 for the model
Gene
For each gene, we also computed p-values for the null hypothesis H 0 : r 2 = 0, using the Wald test suggested by Proposition 2 (ii). Genes significant at false discovery rate 0.05 using the Benjamini and Hochberg (1995) step-up procedure are reported in Table 4 ; more complete results may be found in Table S1 of the Supplementary Material. Overall, 26 out of 100 genes were significant at false discovery rate 0.1 and 15 were significant at false discovery rate 0.05. Among genes significant at false discovery rate 0.05, estimates of r 2 range from 0.42 to 0.95, while p-values ranged from 0.0001 to 0.0056. Confidence intervals for r 2 corresponding to each of the reported estimates can be easily constructed using Propostion 2 (ii). We note that 17 genes in this analysis had p-value smaller than 0.01, which far exceeds the 1 that would be expected if r 2 = 0 for each of the genes under consideration. Thus, since our initial list of 100 genes consisted of genes found to be significant in the Japanese HapMap population (Stranger et al., 2007b) , this analysis partially validates Stranger et al.'s findings in a different HapMap population, Han Chinese. However, not all of Stranger et al.'s findings were validated in our analysis, i.e., not all of the genes under consideration were found to be significant. While there are many potential explanations for this discrepancy, e.g., random variation in the data or differences between individuals in the Han Chinese and Japanese populations, it raises questions about the power of the proposed Wald tests and the efficiency of the estimatorr 2 that are of interest for future research; questions about the thinning process for handling correlated predictors and its effect on the power of the proposed tests may also be of interest. On the other hand, we emphasize that our analysis goes beyond just identifying significant genes and provides estimates of the fraction of variability in gene expression levels that is explained by single nucleotide polymorphisms, even in settings where there are more single nucleotide polymorphisms than observations, i.e., d k > n.
Supplementary Material
S1. Additional results for Section 6 of the main text (data analysis)
Results for all 100 genes included in the data analysis may be found in Table S1 .
S2. Results from the main text
Proof of Lemma 2
Lemma 2 follows from a corollary of the next result.
Lemma S1. Suppose that Σ = I. Then
Proof. Equation (18) is obvious because ||y|| 2 ∼ (σ 2 + τ 2 )χ 2 n . To prove (19), we condition on X and use properties of expectations involving quadratic forms and normal random vectors to obtain
Table S1 Data analysis. d k is the number of SNPs included in the analysis for the corresponding gene (recall that n = 80 for each gene); p-values (for testing H 0 : r 2 = 0) were computed using the Wald test suggested by Proposition 2 (ii) of the main text; q-values refer to false discover rate for the Benjamini-Hochberg step-up procedure (Benjamini and Hochberg, 1995; Storey, 2002) . 
Equation (19) now follows from Proposition S1 below (found in Section S3). Equation (20) is proved similarly: we have
and (20) follows from Proposition S1.
Corollary S1. Suppose that Σ = I. Then
Corollary S1 follows from Lemma S1 and the fact that
Lemma 2 follows immediately from Corollary S1.
Proof of Theorem 1
Theorem 1 is a direct application of Theorem 2.2 from (Chatterjee, 2009) , which is stated here for ease of reference.
Theorem S1. [Theorem 2.2, (Chatterjee, 2009) 
and let ∇g and ∇ 2 g denote the gradient and the Hessian of g, respectively. Let
where ||∇ 2 g(v)|| is the operator norm of ∇ 2 g(v). Suppose that E{g(v) 4 } < ∞ and let ψ 2 = var{g(v)}. Let w be a normal random variable having the same mean and variance as g (v) . Then
Remark 1. Chatterjee's Theorem 2.2 does not actually require Gaussian v. However, for nonGaussian v, an additional term appears in the bound (21), which is not sufficiently small for our purposes. Furthermore, the class of distributions covered by the full version of Chatterjee's Theorem 2.2 is not all-encompassing: v i must be a C 2 -function of a normal random variable.
To prove Theorem 1, we apply Theorem S1 with v = (X, ) ∈ R (d+1)n . Let h ∈ C 2 (R 2 ) and let g(X, ) = h(S),
where S = S(X, ) = (n −1 ||y|| 2 , n −2 ||X T y|| 2 ). First, we bound the quantities κ 1 , κ 2 in Theorem S1. In order to bound κ 1 , we compute the gradient of g. Let h 1 , h 2 denote the partial derivatives of h with respect to the first and second variables, respectively. Then
For 1 ≤ k ≤ n, the partial derivative of g with respect to k is
where e k = (0, ..., 0, 1, 0, ..., 0) T ∈ R n is the k-th standard basis vector in R n and we have used the facts (22)- (23) and the elementary inequality
imply that
Let λ 1 = ||n −1 X T X|| be the largest eigenvalue of n −1 X T X. Applying the triangle inequality and (24) yields
Thus,
, we bound the operator norm of the Hessian ||∇ 2 g(X, )||. Let
be the collection of partitioned n × (d + 1) matrices with Frobenius norm equal to one. For U = (u U ) ∈ U, define the differential operator
From our previous calculations,
To compute D 2 U S(X, ), we need the second order partial derivatives of ||y|| 2 and ||X T y|| 2 ; these are
We conclude that
and
Combining (26)- (28), we obtain
Appealing to Theorem S1, the bounds (25) and (29) This completes the proof of Theorem 1.
Proof outline for Proposition 2
Assume that the conditions of Proposition 2 are satisfied and let
T and consider the estimatorsσ 2 (m),τ 2 (m). Properties of the Wishart distribution and Proposition S1 imply that
Using Proposition S1 again, one can further prove that
Part (i) of Proposition 2 follows from (30)-(31). By Proposition S1,
Part (ii) of Proposition 2 follows from Theorem 1 (as in Corollary 1), (30) and (32).
S3. Moment calculations for the Wishart distribution
Suppose that X = (x 1 , . . . , x n ) T is an n × d matrix with iid rows x 1 , . . . , x n ∼ N (0, Σ) and that Σ is a d × d positive definite matrix. Then W = X T X is a Wishart(n, Σ) random matrix. Let β ∈ R d . In this Supplemental Text we provide formulas for various moments involving W that are used in the paper. Letac and Massam (2004) and Graczyk et al. (2005) provide techniques for computing all such moments. These techniques are utilized here.
Let S k denote the symmetric group on k elements. Then each permutation π ∈ S k can be uniquely as a product of disjoint cycles π = C 1 · · · C m(π) , where C j = (c 1j · · · c k j j ), k 1 + · · · + k m(π) = k, and all of the c ij ∈ {1, . . . , k} are distinct.
Let H 1 , . . . , H k be d × d symmetric matrices and define the polynomial
Theorem 1 in Letac and Massam (2004) and Proposition 1 in Graczyk et al. (2005) give the following formula:
This is our main tool for deriving the explicit formulas in the following proposition. For non-negative integers k, define τ
Proposition S1. We have + n(n + 1)(n + 2)(n + 3)τ 4 2 .
Proof. Formulas (34) and (37) are trivial (notice that β T W β ∼ τ 2 1 χ 2 n ). Formulas (35)-(36) may be found in (Letac and Massam, 2004) .
Since S 2 = {(1 2), (1)(2)}, the formula (33) and Lemma S2 below imply
To prove (38), observe that
For (39), equation (33) implies
To prove (40), first notice that
and that (33) implies
It is clear that
Thus, by Lemma S2,
Combining this with (45) yields
The proof of (41) is similar to the proof of (40). By (33) and Lemma S2,
It follows that
To prove (42), consider the decomposition
Equation (33) implies that Finally, we prove (43). Similar to the proof of (41)- (42) One can easily see that r (1 2 3 4) =r (1 2 4 3) =r (1 3 4 2) =r (1 4 3 2) r (1 3 2 4) =r (1 4 2 3) r (1)(2 3 4) =r (1)(2 4 3) =r (1 3 4)(2) =r (1 4 3)(2) =r (1 2 3)(4) =r (1 3 2)(4) =r (1 2 4)(3) =r (1 4 2)(3) r (1 3)(2 4) =r (1 4)(2 3) r (1 2)(3)(4) =r (1)(2)(3 4) r (1 3)(2)(4) =r (1 4)(2)(3) =r (1)(3)(2 4) =r (1)(4)(2 3) .
Thus, E (β T W 2 β) 2 = 32nr (1 2 3 4) + 16nr (1 3 2 4) + 32n 
