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Abstract
This paper covers recent progress in the design of optics
solutions to minimize collective effects such as beam insta-
bilities, intra-beam scattering or space charge in hadron and
lepton rings. The necessary steps are reviewed for design-
ing the optics of high-intensity and high-brightness syn-
chrotrons but also ultra-low emittance lepton storage rings,
whose performance is strongly dominated by collective ef-
fects. Particular emphasis is given to proposed and existing
designs illustrated by simulations and beam measurements.
INTRODUCTION
The physics quantities parametrising the performance of
a large variety of hadron and lepton rings, as, for exam-
ple, the average beam power of synchrotron based proton
drivers, the luminosity of colliders, the brightness of their
associated injectors or the brilliance of X-ray storage rings,
are proportional to the beam intensity or to its ratio with
the beam dimensions. The modern tendency is to push
the performance frontiers towards extreme conditions, i.e.
the highest beam intensity contained within ultra-low beam
volumes, under which the collective behaviour of the beam
becomes predominant. It is thus of paramount importance
to take measures in order to alleviate collective effects in
the early phase of the design, which usually begins with
the optimisation of the linear optics.
This is by far not an easy task, as already there is a
large amount of optics conditions based on single-particle
constraints to be satisfied, including non-linear dynamics.
Thereby, the parameter space becomes entangled and diffi-
cult to control and optimise. One should rely on analytical
and numerical methods for obtaining a global parameteri-
sation, including collective effects.
In the case of rings in operation, dealing with collec-
tive effects usually implicates mitigation techniques based
on the use of multi-pole magnets [1] or higher harmonic
RF cavities [2] for providing Landau damping, dedicated
feedback systems [3] or the reduction of the beam inter-
action with its environment through careful vacuum and
low-impedance component design [4]. Changing the lin-
ear optics, without major upgrade involving radical modifi-
cations of the machine configuration, is an unconventional
approach, since it is subject to the constraints of the ex-
isting magnet and powering systems. It can be even more
challenging because of its interplay with the already op-
timised operation of critical systems, such as beam trans-
fer elements or RF. On the other hand, if a viable solu-
tion is found, it can be a very cost effective way to over-
come existing intensity or brightness limits. In addition, it
may be used to relax tolerances associated with the above-
mentioned mitigation measures for reducing collective ef-
fects.
This paper is organised as follows: after describing the
basic linear optics parameters which affect collective ef-
fects, optics design strategies are reviewed, underlining
specific examples of high-power or high-brightness syn-
chrotrons and low emittance damping rings, studied in re-
cent years, mainly at CERN. Of particular interest is the
application of these approaches to operating rings with il-
lustrations from the direct impact of the optics modifica-
tions to machine performance.
IMPACT OF OPTICS PARAMETERS ON
COLLECTIVE EFFECTS
In this section, three fundamental quantities that affect
collective effects are described, following the logical route
of an optics study: starting from the most basic one, the
beam energy, passing to the most fundamental, the trans-
verse beam sizes and ending with the phase slip factor,
which will be shown to be most intimately connected to
the collective beam behaviour.
Beam energy
The beam energy is one among the basic parameters that
have to be specified even before starting the optics design
of a ring. Although, strictly speaking, it cannot be consid-
ered as an optics constraint, it is indirectly related through
the integrated magnet strengths and the size of the lattice
cells, i.e. the ring circumference. At the same time, in
the absence of strong synchrotron radiation damping, the
transverse emittance is inversely proportional to the energy,
thus reducing the physical beam size. Almost all collective
effects become less pronounced with increasing beam en-
ergy, with the notable exception of the electron cloud in-
stability thresholds [5]. Hence, for hadron rings, it is nat-
ural to target always the highest possible energy although
this heavily depends on the users’ physics needs, the reach
of the pre-injectors and finally on cost. In the case of
beams dominated by synchrotron radiation damping, e.g.
for ultra-low emittance e+/e− rings, the quadratic depen-
dence of the horizontal equilibrium emittance to the energy
puts an additional restriction to this increase, and a care-
ful optimisation has to be performed, in order to meet the
specific design targets and reaching high brightness.
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Transverse beam sizes are also playing an important role
to the collective beam behaviour, especially in the case of
self-induced fields. For example, the space-charge tune-
shift [6] and IBS growth rates [7] are inversely propor-
tional to their product raised to a certain power. For high-
intensity/power rings, there is usually no specific prefer-
ence on the size of transverse emittances and the trend is
to produce them large enough, for limiting the aforemen-
tioned effects. When the performance target is high bright-
ness, which corresponds to small (transverse) emittances,
the optics is the only ”knob” for increasing beam sizes. For
hadron rings, the FODO cells are well suited for this, due
to the alternating behaviour of the optics functions. In par-
ticular, weaker focusing can maximise not only betatron
beam sizes but also their dispersive part (through the con-
tribution of momentum spread and dispersion), within the
limits set by the machine aperture. In the case of e+/e−
rings targeting low emittances, doublet-like cells are usu-
ally employed for minimising horizontal beam sizes. On
the other hand, the vertical beta functions can be increased,
especially along the bending magnets, where the horizontal
ones are small. Although this strategy is valid for space-
charge or IBS, beam current thresholds of instabilities such
as transverse mode coupling or coupled bunch, present an
opposite dependence and call for a reduction of the aver-
age (vertical) beta functions. Finally, the enhancement of
betatron functions at the location of non-linear magnetic
elements can provide additional tune-shift with amplitude
for Landau damping in case of need [8].
Slippage factor
The slippage (or phase slip) factor η is defined as the rate
of change of the revolution frequency with the momentum
deviation. At leading order, it is a function of the relativis-
tic γ factor (i.e. the energy) and the momentum compaction
factor αp:
η = αp − 1
γ2
. (1)
The momentum compaction factor is the rate of change of
the circumference C with the momentum spread and, again
at leading order, it is given by
αp =
1
C
∮
Dx(s)
ρ(s)
ds , (2)
which depends clearly on the variation of the horizontal
dispersion function along the bending magnets. The phase
slip factor unites transverse and longitudinal particle mo-
tion. In fact, the synchrotron frequency or the bunch length
are proportional to η1/2, which means that increasing the
slippage factor makes synchrotron motion faster, with an
equivalent increase of the bunch length.
The phase slip factor vanishes when γ = α−1/2p ≡ γt
and the corresponding energy is named transition energy. It
is widely known, since the commissioning of the first syn-
chrotrons, that crossing transition can cause various harm-
ful effects with respect to the collective behaviour of the
beam [9], as the longitudinal motion basically freezes, at
this point. Although several transition crossing schemes
have been proposed and operated reliably in synchrotrons
like the CERN PS for more than 40 years (see [10] and ref-
erences therein), the call for beams with higher intensity (or
power) resulted in the consideration of ring designs which
avoid transition, either by injecting above (η > 0), or al-
ways remaining below (η < 0) transition energy. The for-
mer case is almost always true for electron/positron rings
above a few hundred MeV (unless αp < 0). For hadron
rings, it requires the combination of high energy (i.e. large
circumference) and a large momentum compaction, which
is translated to larger dispersion excursions and, gener-
ally speaking, weaker focusing, thereby resulting in larger
beam sizes [11]. For remaining below transition, the oper-
ating energy range has to be kept narrow and a positive mo-
mentum compaction factor should be low, which points to-
wards stronger focusing and smaller beam sizes. The case
of negative momentum compaction (NMC) [12] is indeed
very interesting because the beam remains always below
transition independent of energy. Again, as for the rings
remaining above transition, the need to excite dispersion
oscillations for getting an overall negative dispersion inte-
gral on the bends, results in larger beam sizes.
The above discussion is even more interesting when
combined with the dependence of intensity thresholds for
most transverse and longitudinal instabilities to the abso-
lute value of the slippage factor [1]. A large slip factor pro-
vides additional spread in the synchrotron tunes, thereby
increasing Landau damping. Although the specificities of
each machine may direct to different optics optimisation
routes, the above mentioned simple considerations trace
some generic guidelines for reducing collective effects,
i.e. increase of the slippage factor (in absolute) combined
with increased beam sizes can be achieved simultaneously
above transition, or below transition and negative momen-
tum compaction. Remaining below transition has the addi-
tional benefit of enabling the damping of the lowest head-
tail instability modes with negative chromaticity [1], as the
natural one, hence avoiding the use of strong sextupoles
which excite resonances and induce beam losses.
HIGH-POWER SYNCHROTRONS
Recent optics design of high-intensity and/or high-power
rings such as the J-Parc main ring [13], the PS2 [14],
or the High-Power PS [15] are based on NMC arc cells,
for avoiding transition and reducing losses. These are se-
quences of modified FODO cells with an increased number
of quadrupole families (up to four) for inducing negative
dispersion, leading to an overall “imaginary” γt [12]. In
that case, the absolute value of the slippage factor could be
increased for raising instability thresholds but also because
a fast synchrotron frequency would be beneficial for lon-
gitudinal beam manipulation [16]. A complete picture of
the achievable tuning range of a ring such as the PS2 can
be obtained by the Global Analysis of all Stable Solutions
(GLASS), a numerical method pioneered in low emittance
rings [18], where all possible quadrupole configurations
(within some gradient limits) providing stable solutions are
obtained, together with the optics parameters associated to
them. In the left part of Fig. 1, the imaginary transition γt is
presented for all stable solutions in the tune diagram, along
with resonance lines up to 3rd order. The blue zones which
correspond to low imaginary values of γt (i.e. large abso-
lute values of the momentum compaction) are obtained for
higher horizontal tunes, whereas there is large flexibility for
the vertical tunes. In the right part of the figure, the geomet-
rical acceptance is computed for the most demanding beam
parameters with respect to emittance. The red colour corre-
sponds to small acceptance (above a limit of 3.5 σ), which
means larger beam sizes. The trend shows that the larger
sizes (red colour) are obtained for lower vertical tunes. This
type of global analysis including linear and non-linear dy-
namics constraints was used for choosing the working point
during the conceptual design of the PS2 ring, and locate it
at (Qx,Qy)=(11.81,6.71), with γt = 25.3i [17].
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Figure 1: Transition energy γt (left) and geometrical accep-
tance in units of beam sizes Nσ (right), for a global scan of
optics solutions in the tune diagram (showing resonances
up to 3rd order), with blue corresponding to lower γt or
larger acceptance [17].
LOW EMITTANCE RINGS
The present trend of ultra-low emittance rings is to tar-
get the highest beam intensities within the smallest dimen-
sions, at least in the transverse plane. The additional com-
plication in the case of damping rings (DRs) for linear col-
liders is that they aim to produce low longitudinal emit-
tances, as well. The output beam dimensions are largely
dominated by IBS and even space-charge effects become
important, especially in the vertical plane. A careful op-
timisation of the optics parameters is crucial for reducing
these effects and obtain a solid conceptual design [20].
Mitigating collective effects in the CLIC DRs
Due to the fact that the IBS growth rates but also the
equilibrium emittances vary with energy, it is important
to find their interdependence, when the IBS effect is in-
cluded [21]. Evaluated through a modified version of the
Piwinski method [22], and for constant longitudinal emit-
tance, the dependence of the steady state transverse emit-
tances of the CLIC DRs on the energy is plotted in Fig. 2
(left). A broad minimum is observed around 2.6 GeV for
Figure 2: Steady-state emittances (left) and their blow-up
(right) due to IBS, as a function of the energy [20].
both horizontal (blue) and vertical planes (green). The
IBS effect becomes weaker with the increase of energy, as
shown in Fig. 2 (right), where the emittance blow-up for all
beam dimensions is presented. Although higher energies
may be desirable for reducing further collective effects, the
output emittance is increased above the target value, due
to the domination of quantum excitation. In this respect, it
was decided to increase the CLIC DR energy to 2.86 GeV,
already reducing the IBS impact by a factor of two, as com-
pared to earlier designs at 2.42 GeV [21].
Figure 3: The horizontal (left) and longitudinal (right) IBS
growth rate evolution for a standard TME cell (blue dashed)
and a TME cell with a dipole with gradient (green).
In modern low emittance rings, theoretical minimum
emittance (TME) arc cells or multi bend achromats are em-
ployed. In order to reach minimum emittance, the hori-
zontal beam optics is quite constrained, whereas the verti-
cal one is free, but also completely determined by the two
quadrupole families of the cell. It turns out that the ver-
tical beta function reaches a minimum at the same loca-
tion as the horizontal, which is the worst case for IBS. A
way to reverse this tendency, is to use a combined func-
tion dipole with a low defocusing gradient. Although this
gradient does not provide a significant effect to the emit-
tance reduction, it reverses the behaviour of the vertical
beta function at the middle of the dipole, maximizing the
vertical beam size at that location, and thus reducing IBS
growth rates [23]. This is shown in Fig. 3, where the hor-
izontal (left) and longitudinal (right) IBS growth rate evo-
lution are presented for a standard TME cell (green dashed
lines) and compared to the corresponding ones when the
dipole includes a vertical focusing gradient (blue curves).
A reduction of the horizontal growth rate of almost a fac-
tor of two can be achieved in the shown example corre-
sponding to the CLIC damping rings arc cell, by allowing
Figure 4: Analytical parameterization of the TME cell
phase advances with the IBS horizontal (top, left) and lon-
gitudinal (top, right) growth rates, the detuning factor (mid-
dle, left), the momentum compaction factor (middle, right),
the horizontal chromaticity (bottom, left) and the Laslett
tune shift (bottom, right) [20].
a smaller increase to the longitudinal IBS growth rate.
A crucial step in the optimisation of the TME cell with
respect to its impact on collective effects is the analyti-
cal derivation of the two quadrupole focal lengths, in thin
lens approximation, depending only on the horizontal op-
tics functions at the centre of the dipole and the drift space
lengths [20, 24]. Using this representation, the dependence
of various parameters on the cell phase advances in the case
of the CLIC DRs are presented in Fig. 4, including the aver-
age IBS growth rates (top), the detuning from the minimum
emittance (middle, left) the momentum compaction factor
(middle, right), the vertical space-charge tune-shift (bot-
tom, left) and the horizontal chromaticity (bottom, right).
This parameterisation permitted to find the best compro-
mise for the phase advances (between 0.4 and 0.5) where
the IBS growth rates, the horizontal and vertical chromatic-
ities and the Laslett tune shift are minimized, while the
momentum compaction factor is maximized. These low
phase advances correspond to emittances that deviate from
the absolute minimum by a factor of around 15, as shown
in Fig. 4 (middle left). Even at this large detuning factor,
the TMEs are preferable for their compactness, in particu-
lar for a ring in which radiation damping is dominated by
wigglers. The use of variable bends with gradient in the
TME cell was also studied using a similar approach, fur-
ther reducing the IBS growth rates [25].
A similar study was performed in order to find the op-
Figure 5: Dependence of the steady state emittance ratio
with the equilibrium emittance as a function of the wiggler
peak field and period (left) [20, 26] and as a function of
the total wiggler length and period for a 3.5 T peak field
(right) [27].
timal wiggler field and wavelength, while minimising the
IBS effect [20, 25–27]. In Fig. 5 (left), the steady state
emittance ratio with the equilibrium emittance as a function
of the wiggler peak field and period is presented [20, 26].
The limits for the two superconducting technologies are
shown in red (NbTi) and yellow (Nb3Sn) and the 300 nm
and 500 nm target steady state emittance contours in black.
Based on these studies, the highest field within the limit of
technology would be desirable, but a moderate wavelength
is necessary for reducing IBS. At the same time, as shown
in Fig. 5 (right), by raising the field and using Nb3Sn wire
technology, the reduction of the ring circumference can be
also achieved, with beneficial impact to all type of col-
lective effects, including to a potential impedance reduc-
tion [25, 27]. These specifications were used for the super-
conducting wiggler prototype and short model developped
for the CLIC DRs [26, 27].
HIGH-BRIGHTNESS SYNCHROTRONS
Hadron collider injectors need to achieve the highest
brightness with the smallest possible losses. A typical ex-
ample is the CERN SPS whose performance limitations
and their mitigations for LHC beams are the subject of a
study group [28], in view of reaching the required beam
parameters for the high luminosity LHC (HL-LHC). The
upgrade of the main 200 MHz RF system will solve beam
loading issues for reaching higher intensities, but a variety
of single and multi-bunch instabilities remain to be con-
fronted. The transverse mode coupling instability (TMCI)
in the vertical plane and e-cloud instability (ECI) for 25 ns
beams are the most prominent transverse problems, espe-
cially for HL-LHC intensities. Longitudinal instabilities
necessitate the use of a higher harmonic 800 MHz RF
system as Landau cavity and the application of controlled
longitudinal emittance blow-up throughout the ramp. For
constant longitudinal bunch parameters and matched RF-
voltage, higher intensity thresholds for the above instabili-
ties are expected when increasing the phase slip factor.
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Figure 6: Nominal optics (Q26) and modified (Q20) optics
of the SPS (1/6 of the circumference) [29].
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Figure 7: Slippage factor η relative to the value of the nom-
inal optics (nominal γt = 22.8) as a function of γt [29].
Lowering transition energy in the SPS
The SPS has a super-symmetry of 6 with a regular FODO
lattice built of 108 cells, 16 per arc and 2 per long straight
section. In the nominal SPS optics (called Q26), the phase
advance per FODO cell is close to pi/2, resulting in beta-
tron tunes between 26 and 27. Low dispersion in the long
straight sections is achieved setting the arc phase advance
to 4 · 2pi. Figure 6 (left) shows the optics functions in the
SPS lattice for the nominal optics. The LHC-type proton
beams are injected at 26 GeV/c (γ = 27.7), i.e. above tran-
sition (γt = 22.8). By reducing γt, the slippage factor is
increased throughout the acceleration cycle with the largest
relative gain at injection energy, as shown in Fig. 7, where
η normalized to the value in the nominal SPS optics (ηnom)
is plotted as a function of γt, for injection and extraction
energy. Significant gain of beam stability can be expected
for a relatively small reduction of γt, especially in the low
energy part of the acceleration cycle.
In 2010, alternative optics solutions for modifying γt of
the SPS were investigated [29]. Based on the fact that in
a regular FODO lattice, the transition energy is approxi-
mately equal to the horizontal tune, γt can be lowered by
reducing the horizontal phase advance around the ring. One
of the possible solutions, with low dispersion in the long
straight sections, is obtained by reducing the arc phase ad-
vance by 2pi, i.e. µx, µy ≈ 3 · 2pi and the machine tunes
are close to 20 (“Q20 optics”). Figure 6 (right) shows
the corresponding optics functions for one super-period of
the SPS. Note that in comparison to the nominal optics
(“Q26”), the dispersion function follows 3 instead of 4 big
oscillations along the arc with peak values increased from
4.5 m to 8 m. In this case, the transition energy is lowered
from γt = 22.8 in the nominal optics to γt = 18 and η
is increased by a factor 2.85 at injection and 1.6 at extrac-
tion energy (Fig. 7). The maximum β-function values are
the same in both optics, whereas the minima are increased
by about 50%. The optics modification is mostly affecting
peak dispersion which is almost doubled. The fractional
tunes have been chosen identical to the nominal optics in
order to allow for direct comparison in experimental stud-
ies.
Transverse mode coupling instability
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Figure 8: Examples of the intensity evolution as a function
of time after injection in the Q26 optics (left) and the Q20
optics (right). Green curves correspond to stable beam con-
ditions, red traces indicate cases above the TMCI thresh-
old [33].
A series of measurements with high-intensity single
bunches were conducted [30–33] in order to quantify the
benefit of the Q20 optics with respect to TMCI. In the nom-
inal optics, the threshold is found at 1.6×1011 p/b, for zero
chromaticity, as shown in Fig. 8 (right) [33]. In order to
pass this threshold with Q26, the vertical chromaticity has
to be increased so much that the losses are excessive due
to single-particle effects. In the Q20 optics, it was demon-
strated that up to 4×1011 could be injected with no sign
of the TMCI and low chromaticity, as shown in Fig. 8
(right) [33]. Such high intensity single bunches were al-
ready sent to the LHC for beam studies [34].
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Figure 9: Instability threshold density ρc as function of the
synchrotron tune for constant bunch parameters (left) and
the predicted linear dependence. ECI thresholds for vari-
ous intensities comparing the nominal (red) with the low
γt SPS optics (blue) [36].
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Figure 10: Voltage programs (left) and narrow-band
impedance thresholds (bottom) through the cycle for Q26
(blue curve) and Q20 (magenta curve) optics in a single RF
system for longitudinal emittance l = 0.5 eV.s. Accelera-
tion starts at 10.86 s.
Since the ECI threshold scales with the synchrotron tune,
as shown in Fig. 9 (left) [35], a clear benefit from the larger
η in the Q20 optics is expected. Numerical simulations
were performed, assuming that the electrons are confined
in bending magnets [36]. The expected threshold electron
density ρc for the ECI instability in the nominal (red) and
the Q20 optics (blue), as a function of the bunch intensity
Nb at injection energy, for matched RF voltages, is pre-
sented in Fig. 9 (right). Clearly, higher thresholds are pre-
dicted for Q20.
Longitudinal multi-bunch instabilities
In the Q26 nominal SPS optics the longitudinal multi-
bunch instability has a very low intensity threshold, which
is decreasing with the beam energy. It is expected that for
RF voltage programs providing similar beam parameters
(emittances, bunch lengths) the corresponding instability
threshold is higher in the Q20 optics. Figure 10 presents
the calculated narrow band impedance thresholds along the
cycle for both optics in the 200 MHz single RF system for
a longitudinal emittance of l = 0.5 eV.s and the corre-
sponding voltage programs. For better comparison a con-
stant filling factor qp = 0.9 (in momentum) is chosen. Note
that the impedance threshold reaches its minimal value at
flat top for both optics.
To stabilize the LHC beam at flat top in the Q26 optics,
controlled longitudinal emittance blow-up is performed
during the ramp, in combination with the use of a dou-
ble harmonic RF system (800 MHz) in bunch shortening
mode. The maximum voltage of the 200 MHz RF system
is needed in order to shorten the bunches for beam trans-
fer to the LHC 400 MHz bucket. Due to the limited RF
voltage, bunches with the same longitudinal emittance at
extraction will be longer in the Q20 optics. In fact, for the
same longitudinal bunch parameters of a stationary bucket,
the required voltage would need to be scaled with η. How-
ever, the longitudinal instability threshold at 450 GeV/c is
about 50% higher in the Q20 optics and therefore less or no
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Figure 11: Bunch length (top) and bunch position os-
cillations (bottom), at flat top, for the bunches of a sin-
gle batch 50 ns LHC beam, for Q26 (left) and for Q20
(right) [30–32].
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Figure 12: Average intensity over mean emittance (bright-
ness) along the run, during the SPS operation with the nom-
inal (green triangles) and the Q20 (blue diamonds) optics,
in the LHC flat bottom and in the LHC flat top (orange cir-
cles) for both beams. The SPS brightness since the Q20
deployment is represented by the black crosses.
controlled longitudinal emittance blow-up is required com-
pared to the nominal optics, for achieving the same beam
stability. Figure 11 shows a comparison of the beam sta-
bility (bunch length and bunch position) between the two
optics, for one 50 ns LHC batch with 1.6 × 1011 p/b. The
Q20 optics is stable even in the absence of emittance blow-
up, with mean bunch length of around τ = 1.45 ns at flat
top, which is compatible with injection into the LHC.
The low transition energy optics in the SPS became op-
erational in September 2012. The switch to this new optics
was very smooth, allowing very high brightness beams to
be delivered to the LHC providing record luminosities [34].
An indication of the increased brightness delivered to the
LHC is presented in Fig. 12, where the mean bunch inten-
sity devided by the average transverse emittance is plotted
along the different LHC fills, for the second part of 2012.
The green triangles represent the brightness delivered in the
LHC flat bottom using the nominal Q26 optics, whereas
the blue diamonds show the one corresponding to the Q20
optics, for both beams. There was a clear brightness in-
crease at the LHC flat bottom of the order of 15 % on av-
erage, due to the Q20 optics. It is also worth noting, that
the SPS brightness (black crosses) is similar, demonstrating
an excellent brightness preservation between the two rings.
This optics have been routinely used in operation during
LHC run II (2015-2018) and opened the way for ultra-high
brightness beams to be delivered in the HL-LHC era for
protons and eventually for ions [37].
SUMMARY
Using analytical and numerical methods, linear op-
tics parameters, which have a direct impact on collec-
tive effects, were optimised for specific examples of high-
intensity, high brightness, hadron and lepton rings. These
approaches allowed a solid conceptual design of ultra-low
emittance damping rings and permitted to break intensity
limitations in an existing LHC injector, without any cost
impact or hardware change. It is certain that there is
a growing need for the optics designer to transcend the
single-particle dynamics mentality and apply such optimi-
sation procedures for reaching the optimal performance of
rings, in design or operation.
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