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Abstract
The existence, stability properties, and bifurcation diagrams of localized patterns
and hole solutions in one-dimensional extended systems is studied from the point
of view of front interactions. An adequate envelope equation is derived from a pro-
totype model that exhibits these particle-type solutions. This equation allow us to
obtain an analytical expression for the front interaction, which is in good agreement
with numerical simulations.
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Non-equilibrium processes often lead in nature to the formation of spatial
periodic structures developed from a homogeneous state through the sponta-
neous breaking of symmetries present in the system [1,2]. In the last decade
localized patterns or localized structures have been observed in different ex-
periments: liquid crystals [3], gas discharge systems [4], chemical reactions [5],
fluids [6], granular media [7], and nonlinear optics [8,9]. One can understand
these localized patterns as patterns extend only over a small portion of the
spatial homogeneous systems. From the dynamic point of view, localized pat-
terns in one-dimensional spatial systems are the homoclinic connection for the
stationary dynamical system. Recently, from a geometrical point of view, the
existence, stability properties, and bifurcation diagrams of localized patterns
in one-dimensional extended systems have been studied [10].
The aim of this manuscript is to describe how one-dimensional localized pat-
terns and hole solutions arise from front interactions. From a prototype model
that exhibits localized patterns and hole solutions, the subcritical Swift-Hohenberg
equation, we deduce an adequate equation for the envelope of these particle
type solutions. This model has a front solution that connects a stable ho-
mogeneous state with an also stable but spatially periodic one. Due to the
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Fig. 1. Particle type solutions appear in the subcritical Swift-Hohenberg equation.
The parameters have been chosen as ǫ = −0.16, ν = 1.00, and q = 0.70. (a) Localized
pattern, (b) shortest localized pattern, (c) hole solution and (d) front solution.
oscillatory nature of the front interaction, which alternates between attractive
and repulsive, we can infer the existence, stability properties, and bifurcation
diagrams of localized patterns and hole solutions. Hence, we reobtain the bi-
furcation diagrams of localized patterns and hole solution deduced from horse-
shoe behavior of the attractive and repulsive manifold of ordinary differential
equations [10].
Lets consider a prototype model that exhibits localized patterns and hole
solutions in one-dimension extended system, the subcritical Swift-Hohenberg
equation [11]:
∂tu = εu+ νu
3 − u5 − (∂xx + q2)2u, (1)
where u (x, t) is an order parameter, ε − q4 is the bifurcation parameter, q is
the wave-number of periodic spatial solutions, and ν is the control parameter
of the type of bifurcation, supercritical or subcritical. This model describes
the confluence of a stationary and an spatial subcritical bifurcation, when the
parameters scale as u ∼ ε1/4, ν ∼ ε1/2, q ∼ ε1/4, ∂t ∼ ε and ∂x ∼ ε1/4 (ε ≪
1). It is often employed in the description of patterns observed in Rayleigh-
Benard convection and pattern forming systems [2]. In Fig. 1 we show typical
localized patterns, hole solutions, and motionless front solutions obtained by
this model. For small and negative ν, and 9ν2/40 < ε < 0, the system exhibits
coexistence between a stable homogenous state u(x) = 0 and a periodic spatial
one u(x) =
√
ν
(√
2(1 +
√
1 + 40ε/9ν) cos (qx)
)
+ o(ν5/2). In this parameter
region, one finds a front between these two stable states (cf. Fig. 1). In order
to describe the front, localized patterns and hole solutions, we introduce the
ansatz
u =
√
2ν
10
ε1/4

A

y = 3
√
|ε|
2
√
10q
x, τ =
9ν2 |ε|
10
t

+ w1 (x, y, τ)

 eiqx + c.c, (2)
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where A(y, τ) is the envelope of the front solution, w1 (x, y, τ) is a small cor-
rection function of order ε, and {y, τ} are slow variables. Note that in this
ansatz we consider that q is order one, or larger that the other parameters.
Introducing the above ansatz in Eq. (1) and linearizing in w1, we find the
following solvability condition
∂τA = ǫA+ |A|2A− |A|4A+ ∂yyA+
(
A3
9ν
− A
3 |A|2
2
)
e
2iqy
a
√
|ε| − A
5
10
e
4iqy
a
√
|ε| , (3)
where ǫ ≡ 10ε/9ν2, and a ≡ 3ν/2√10q . The terms proportional to the expo-
nential are non-resonant, that is, one can eliminate these terms by an asymp-
totic change of variable. Furthermore, they have rapidly varying oscillations
in the limit ǫ → 0. Hence, one usually neglects these terms. Note that, the
above envelope equation is a universal model, close to a spatial bifurcation, of
a system that exhibits coexistence between an homogeneous state and spatial
periodic one. In general, one can use an ansatz similar to (2) and noticing that
the envelope satisfies independently the symmetries
{
x→ −x, A→ A¯
}
, and
{x→ x+ xo, A→ Aeiqxo} one derives equation (3).
When one considers only the resonant terms, it is straightforward to show
that the system has a front solution between two homogeneous states, 0 and(
1 +
√
1 + 4ǫ
)
/2, when −1/4 < ǫ < 0. This front propagates from the global
stable to the metastable one, and it is motionless when the Maxwell point is
reached at ǫM = −3/16, and it has the form
a±(y) =
√√√√ 3/4
1 + e±
√
3/4(y−yo)
eiθ,
where yo is the front’s core position, and θ is an arbitrary phase.
To describe a localized pattern exhibited by (1) as a pair of two fronts, we
must then consider the non-resonant terms in the envelope equation (3). We
consider all these terms as perturbations because they have rapidly varying
oscillations. Close to the Maxwell point, we use the ansatz
ALP (y, τ) = [a−(y − y1(τ)) + a+(y − y2(τ))− ρ (y1, y2, y, τ)] eiθ(y1,y2,y,τ),
where {ρ, θ} are small correction functions, which are of order δǫ ≡ (ǫ−ǫM ) and
y2 > y1. Introducing the above ansatz in equation (3), linearizing in {ρ, θ} and
after straightforward calculations, we obtain the following solvability condition
for the distance between the fronts
d∆
dτ
= f (∆) ≡ −α∆exp(−
√
3
4
∆) + β cos(2q∆/
√
ǫ) + 2δǫ, (4)
3
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Fig. 2. Oscillatory interaction force f (∆). The inset figures are the stable localized
patterns observed at the Maxwell point. The length of these localized patterns
are represented by the stars. The dashed lines represent the effective abscissa that
determine the size of localized patterns when ε is changed.
where ∆ ≡ y2 − y1, α = 27
√
3/64 and β = 64
√
3q2 exp(−q4π/√ǫ)/3ǫ. In Fig.
2, we display the interaction of the front pair. It is important to note that in
one-dimensional extended systems, the dependence of the distance in the front
interaction is only exponential [2]. The linear and periodic dependence of ∆ is
a consequence of the interaction (contained in the non-resonant terms) of the
large scale with the small scale underlying the spatial periodic solution. The
system has several equilibria, f(∆∗) = 0, and they are stable if f ′ (∆∗) < 0.
Thus, the existence and stability of localized patterns is given by oscillatory
nature of the interaction. As is illustrated in Fig. 2, the region of attractive
and repulsive interaction is separated by localized patterns. Note that, the
larger equilibria represent localized patterns with a bigger number of bumps. In
order to understand the bifurcation diagrams of localized patterns, we consider
the effect of change the bifurcation parameter ǫ. Note that, modifying ǫ is
equivalent to move the abscissa of the front interaction (cf. Fig. 2). First, we
consider the case |δǫ| > β and δǫ < 0; the interaction is always attractive,
that is, there is no equilibrium. Hence, if one takes into account a front that
connects the homogenous state with spatial periodic state, then the spatial
periodic state invades the homogenous one.
In Fig. 3, the thick solid line is the velocity of propagation of the front as
function of the bifurcation parameter. Increasing ǫ, one finds the first equi-
librium point ∆ = ∞ for δǫ = δǫ− ≡ β and δǫ < 0. Thus the system has
a motionless front between the spatial periodic and homogenous states. Note
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that, this equilibrium point remains meanwhile |δǫ| ≤ β, therefore this front is
motionless in a parameter range. This phenomenon is well-known as Locking
phenomenon and the interval |δǫ| ≤ β is denominated pining range [12]. For
δǫ > β, the front propagates from the spatial periodic state to the homogenous
one. Increasing δǫ from δǫ−, we observe that the equilibria, localized patterns,
appear by saddle-node bifurcation and with length smaller than the previous
ones, i.e., the localized patterns appear by pair, one stable and another unsta-
ble, and each time with less bumps. This sequence of bifurcations is illustrated
in Fig. 3 by the points cai . For δǫ small, and close to the Maxwell point, the
system has a family of infinite localized patterns. The length of the localized
patterns are roughly multiple of that of the shortest localized state. Contrarily,
for |δǫ| > β, the localized patterns disappear by saddle node bifurcation and
increasing δǫ the larger localized patterns disappear one after another. Hence,
the shortest localized state is the last to disappear. In Fig. 3 are represent the
sequence of these bifurcation by cdi .
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Fig. 3. Speed of the front and bifurcation diagrams of the localized patterns and
hole solutions as function of the bifurcation parameter. The thick solid line is the
analytical formula of front speed. cai and c
d
i (h
a
i and h
d
i ) represent the bifurcation
points where the localized patterns with (hole solution without) i-bumps appears
and disappear respectively.
The model (1) has different particle type solutions as: front solution, localized
patterns and hole solutions. These solution are displayed in Fig. 1. From the
front interaction the hole solution can be understood as the complement of
localized patterns, because these solutions can be describe in term of the front
as
AHole(y, τ) = (a+(y − y2(τ)) + a−(y − y2(τ))− ρ (y1, y2, y, τ))eiθ(y1,y2,y,τ),
where this solution asymptotically converges to a spatial periodic state. We
obtain the same expression for the interaction (4) changing α by −α. Therefore
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for these solutions, we obtain a similar bifurcation diagram of localized pat-
terns but inverted, that is, the first hole in to appear and disappear by saddle-
node bifurcation is the shortest hole, and successively the hole with shorter
length appears one after the other and sequentially the solutions with shorter
length disappear one after the other. In Fig. 3 is illustrated this sequence of
bifurcations by {hai , hai }. It is important to remark that the bifurcation dia-
gram shown in Fig. 3 have been deduced from geometrical arguments based
in horseshoe behavior of the attractive and repulsive manifold of a ordinary
differential equation [10]. In the pining rage, the front solution is motionless.
When one considers additive white noise, the noise induces front propagation
[13]. The mean velocity of the front is zero only in the Maxwell point, that is,
at the Maxwell point the front core describes a Brownian motion.
In conclusion, we have shown on the basis of the front interactions the exis-
tence, stability properties, and bifurcation diagrams of localized patterns and
hole solutions in one-dimensional extended systems.
The simulation software DimX developed by P. Coullet and collaborators at
the laboratory INLN in France has been used for all the numerical simulations.
M.G.C. acknowledges the support of FONDECYT project 1051117, FONDAP
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