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It is shown that if W is a symmetric bilinear operator on a Hilbert resolution 
space, then the causality and strict causality of W is equivalent to the causality 
and strict causality of the bipower map I$’ induced by W. 
1. INTRODUCTION 
Due to the great success in the theory of causality and stability of linear input- 
output systems (see [S, 6, 7]), in recent years attempts have been made to 
extends parts of this theory to nonlinear systems. This was successful in parti- 
cular for bilinear systems. These seem to be quite similar in behavior to linear 
systems. At the same time they allow treatment of a significant number of non- 
linear models. 
In this paper we continue the study of causality and strict causality for 
bilinear systems that was begun by Porter and DeSantis [I, 41. In particular, our 
results relate to a problem raised in [I] and solved in [8]. This concerns the 
relationship between the causality and strict causality of a bilinear operator and 
the bipower operator induced by it. We show that if the bipower operator is 
causal (strictly causal) then the bilinear operator is causal (strictly causal) if and 
only if its antisymmetric part is. This paper has a great deal in common with [8] 
although the approach is slightly different. 
2. BILINEAR AND BIPOWER OPERATORS 
Here we summarize the main definitions and results from the theory of 
bilinear operators that we will need. 
Let 2 be a Hilbert space, 2 @ 2’ the direct sum equipped with the standard 
rules of addition and multiplication. The inner product on of X, y E Z will be 
denoted by (x, y) and a vector z E 2 @ 2’F will be written as z = [x, y] with 
X, y E Z. The inner product on .@ @ 2 is defined by the following equation- 
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DEFINITION 1. A function W: 2’ @ 2’ -+ 8 is bilinear if for all x E X, 
the operators W[X, -1 and W[., X] are linear operators on #. 
Since these operators will appear throughout this paper we denote W[X, .] by 
T, and I%‘[., X] by TX. 
DEFINITION 2. If W is a bilinear operator from 2 @ # into #, the norm 
of W, I] W 11, is defined by 
W is bounded if 11 W/j < co. 
The next lemma is obvious. 
LEMMA 1. If W is bounded so are T, , TX for all x E 2’. 
Throughout this paper we assume W is bounded. 
The bilinear operator W induces a (nonlinear) operator m on 2 defined by 
@, = Wb, 4, XEH. 
I@ is called the bipower map induced by W. The norm of l@ is defined in the 
usual way: 
and it is obvious that 11 I&II < /I W // . Equality in general, of course, does not 
hold. 
DEFINITION 3. Let W be a bilinear operator on %. The permutation W* of 
W is defined by 
w*[x,Yl = WY, 4 
and the mean w is defined by 
JJ%Yl = HW[%Yl + WY, XI>. 
DEFINITION 4. W is symmetric if W = W* and anti-symmetric if W = 
-w*. 
Note that I@ = I@* = $ and that m is symmetric. 
LEMMA 2. If W is a bilinear operator on &’ @ 2 then W can be written as 
w= w*+ w, 
where W, = W,* and Wz = -W,. 
CAUSALITY AND STRICT CAUSALITY 
Proof, Let W, = W. 
705 
wa = arwx,Yl - W[Y, 4). 
LEMMA 3. If W is antisymmetric, then @ = 0. 
Proof. Fv(x) = W[x, x] = - w*[x, x] = -W(x). 
LEMMA 4. If W is symmetric, then /j W 11 < 3 [j I@ [I . 
The proof is essentially the same as that of Lemma 5 of [8] and is therefore 
omitted. 
COROLLARY 1. If W is symmetric, then W is bounded ;f and only if @ is 
bounded. 
3. RESOLUTION SPACES 
Here we give a review of the basic notions of Hilbert Resolution Space that 
we will need. A complete exposition is available in [6] or [2]. 
Suppose 3 is a Hilbert space, F a linearly ordered set with to and t, res- 
pectively minimal and maximal elements. A family {Pt: t E I’} = IR of orthogonal 
projections on Z is a resolution of the identity if it enjoys the following two 
properties: 
(i) Pto% = {0}, Ptm# = &“ and Pt~8 > Ptz&’ whenever t, 3 t2 . 
(ii) if {Pi} is a sequence of orthogonal projections in IR and there exists 
an orthogonal projection P such that 
II Px - Px jj --f 0 
for every x E 2, then P E [w. 
DEFINITION 5. A Hilbert space X equipped with a resolution of the identity 
is called a Hilbert Resolution Space and is denoted by the symbol {H, Pt}. 
EXAMPLE 1. Let & =L2[0, b], b > 0, and let Pt be the orthogonal pro- 
jection onL2[0, t], 0 < t < b. Then {X, P”} is a resolution space. 
DEFINITION 6. An operator K on {H, P”} is causal if PtK = PtKPt for all 
t E r. The bilinear operator W: &’ @ 2 -+ 2 is causal if for all x, y E X and 
t E r, 
PtW[x, y] = PtW[Ptx, Pty]. 
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LEMMA 5. If W is a bounded bilinear operator from X @ 2 into %Fo, then 
II W[x, Ylll < II Wll II x II II Y II . 
Proof. 
THEOREM 1. Suppose W is a bounded bilinear operator from X @ SF into Z. 
W is causal if and only if for all x E Z’, T, and TX are causal. 
Proof. Suppose W is causal. We show T, is causal for all x E z?. The same 
argument works for TX. 
Now 
P”Tptey = PtW[Ptx, y] 
= PtW[PtPtx, Piy] r PtW[Ptx, Pty] 
by the causality of Wand the fact that Pt is a projection. Now PtW[Ptx, Pty] = 
PtT,#y. Thus PtTDl,y = PtT,&‘Pty and TPtx is causal for all x. 
Let {tn} be a sequence such that Ptn -I strongly. Then Tptnr is causal for 
all rz, and 
IlLTp,, - TJ Y I! = Ii W[Ptnx - x,YIII 
~lI~t”~--llIIYllII~ll. 
Thus TptuZ - T, strongly. Since a strong limit of causal linear operators is 
causal ([6], p. 14) it follows that T, is causal. 
Now suppose T, and TX are causal for all x E X. 
Then 
PtW[x,y] = PtT,y = PtTzPty 
= PiW[x, Pfy] 
z pQ+vx 
Thus W is causal. 
= f’t TP”rptx 
= PtW[Ptx, Pty]. 
THEOREM 2. If W is symmetric, then I% is causal if and only if W is causal. 
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Proof. It is obvious that W causal implies I$’ causal. It was shown in [8], 
Lemma 2, that @‘causal implies T, = TX causal. By Theorem I this implies W 
causal. 
Remark. Theorems 1 and 2 reduce the problem of causality for bipower 
operators to the problem of causality for linear operators. 
COROLLARY 2. Suppose r@ is causal. Then W is causal if and only if W, is 
causal. 
Proof, Write W = W, f W, . Since l% causal implies W, causal, W is 
causal if and only if W, is causal. 
4. STRICT CAUSALITY 
It is easily seen that even for linear feedback systems causality of the input- 
out put and feedback operators is not enough to guarantee stability. Saeks ([6]) 
thus introduced the concept of strict causality which did in fact guarantee 
stability. This idea was extended to the nonlinear case by DeSantis and Porter 
LL 41. 
Let Q = {to < t < ... < t, = t,,,} by a partition of l? For convenience let 
Pj = Ptj; and Aj = Pj - Piml for j = l,..., n. The set of all partitions is par- 
tially ordered by inclusion. For a partition Q and an operator K on 2, let 
DEFINITION 7. An operator K on X is strictly causal if for every E > 0 there 
exists a partition Q(E) such that 
for all refinements Q 1 Q(E). 
Let si be the linear operator on % @ 2 defined by Jj[x, y] = [dix, Aiy]. 
The bilinear operator W: &’ @ 2 ---f 2 is strictly causal if for every E > 0 
there exists a partition Q(E) such that 
for every partition Q I Q(E). 
Remark. The definition given here is slightly different from that given in [8]. 
The following lemma is similar to Corollary 7.4 of [2]. 
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LEMMA 6. W is strictly causal if and only if, for any E > 0, there exists a 
partition Q(C) such that 
j/ A,Wo”li < E 
for 1 < i < n. 
Proof. For x, y E A?‘, 
since Aix 1 Ajx for i # j and x E X. 
Thus 
d f. I/ A& II2 (II 4~ II II 4~ 0” 
i=l 
(by Lemma 5 and the fact that AiWAi is bilinear) 
Thus 
Thus completes the proof. 
THEOREM 3. If W is strictly causal, so are T2 and T, for all x E Z. 
Proof. Suppose W is strictly causal. We show T, is strictly causal. Without 
loss of generality we can assume 11 x [j = 1. 
CAUSALITY AND STRICT CAUSALITY 709 
By Corollary 7.4 of [2], it suffices to show that given E > 0 there exists a 
partition Q(e) such that 
II AiTdi II < E for 1 < i < 12. 
Since T, = Cr=, T,,, and the linear strictly causal operators form an ideal, it 
suffices to show that Ti ,x is strictly causal. Now 
= SUP II AiW[Aix, Aiylll 
llYll=l 
= sup 1; A,Wo”,[x, y]ji 
1lYll=l 
< SUP ll4~&[x> rlll 
ll.~ll=llYll=l 
= ‘1 A,W& // . 
Now W strictly causal implies the existence of a partition Q(E) such that 
i’ Ai@& 1; < E, l<i<?Z. 
COROLLARY 3. If W is strictly causal, then T, and TX are quasinilpotent for all 
x E X and thus R, = (I - T&-l exists for all x E 2’. 
Proof. All strictly causal linear operators are quasinilpotent. 
Remark. We conjecture that the converse of Theorem 4 is false; i.e., T, , TX 
strictly causal for all x E YE’ does not imply W strictly causal. The reason seems 
to be that there is no uniformity of the strict causality for {T,: x E Z’}. An 
assumption of such a uniformity easily leads to the converse. There is not to 
much chance for such a uniformity to exist in the infinite-dimensional case. 
It is not hard to see that Theorem 4 leads to a simple proof of the next theorem 
proved in [8] by different techniques. 
THEOREM 4. If W is symmetric, then m is strictly causal if and only if T, 
is, for all x E X. 
The proof of the following is immediate. 
COROLLARY 4. Suppose W: X @ 2 is bilinear and m is strictly causal. Then 
W is strictly causal in each argument if and only if W, is. 
Remark. Suppose W is antisymmetric. Then l$ = 0 which is strictly 
causal but gives no information about W. Thus the above theorem is the best 
possible theorem. 
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5. CLOSURE 
We have seen that causality for bipower operators can be determined simply 
by checking causality for a class of linear operators. However, for strict causality 
this does not always seem to be the case. Results on strict causality for compact 
linear operators motivate the following conjecture. 
PROBLEM. If W is compact, then W is strictly causal if and only if T, and TX 
are for all x E 2. 
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