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Abstract
The purpose of the article is to give a proof of a conjecture of Maulik
and Pandharipande for genus 2 and 3. As a result, it gives a way to
determine Gromov-Witten invariants of the quintic threefold for genus
2 and 3.
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1 Introduction
Let Q be the quintic threefold in P4. P(NQ/P4 ⊕ OQ) is the projective
bundle associated to the vector bundle NQ/P4 ⊕OQ over Q. D0 is a divisor
of P(NQ/P4 ⊕OQ) determined by the factor NQ/P4 .
Gathmann [12] used relative virtual localization technique to reduce
some relative Gromov-Witten invariants of the pair (P(NQ/P4 ⊕OQ),D0) to
the absolute Gromov-Witten invariants of Q when genus g ≤ 1. Combining
it with degeneration formula (2.7), which relates Gromov-Witten invariants
of P4 to relative invariants of the pairs (P4, Q) and (P(NQ/P4 ⊕OQ),D0), he
could recursively determine Gromov-Witten invariants of the quintic three-
fold Ng,d (3.2) for genus g ≤ 1. For a discussion of the history of computing
Gromov-Witten invariants of quintic threefold, we recommend the reader to
see [25][26].
Later, Maulik and Pandharipande have found an algorithm (see [27],
Theorem 1) to determine relative invariants of the pair (P(NQ/P4⊕OQ),D0)
from the absolute invariants of Q without the constraint of genus. Inspired
by Gathmann’s proposal, they proposed the following conjecture:
Conjecture 1.1 ([27]). The system of equations obtained from the degen-
eration formula (2.7) (set (V,W ) = (P4, Q) in the formula) and the Maulik-
Pandharipande’s algorithm (see Section 2.4 or [27], Theorem 1) can be used
to determine both the relative theory of the pair (P4, Q) and the Gromov-
Witten invariants Ng,d of Q.
Remark 1.2. Conjecture 1.1 for g = 0, 1 directly follows from the idea of
Gathmann. Maulik and Pandharipande have claimed in their paper that they
have proven Conjecture 1.1 for genus 2, but they did not give a proof.
In this paper, we prove that
Theorem 1.3. The Conjecture 1.1 is true for g = 2, 3.
As a consequence of Theorem 1.3, it gives an algorithm to determine
Ng,d for g = 2, 3. Here, we do not claim any priority to the proof of Conjec-
ture 1.1 for genus 2. We may owe it to Maulik and Pandharipande.
Remark 1.4. In the same paper [27], Maulik and Pandharipande also gave a
calculation scheme to determine all Ng,d, which is different from the method
of Conjecture 1.1. But they also remarked that the method provided by Con-
jecture 1.1 appears more suitable for calculation.
Since Gromov-Witten invariants of P4 are known by several methods
[11][13][14], we treat Gromov-Witten invariants of P4 as known constants in
the proof of Theorem 1.3.
Now our strategy to prove Theorem 1.3 can be summarized as follows.
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We determine Ng,d at first. It is well known that Ng,0 can be derived
from Hodge integral in the moduli space of curves [8]
Ng,0 = (−1)
g χ(Q)
2
|B2g||B2g−2|
2g(2g − 2)(2g − 2)!
, (1.1)
where χ(Q) is the Euler characteristic of Q and B2g are Bernoulli numbers.
In order to explain our approach to determining Ng,d>0, we need to
introduce the following notations.
Definition 1.5. Let Sg,d be a set, which consists of sets of integer pairs
{(ai, bi)}
r
i=1 such that (ai, bi) ∈ Z≥0×{0, 1, 2, 3}, (ai, bi) 6= (0, 0) and
∑
(ai+
bi) = 5d+ 1− g.
Here, the number of integer pairs is not fixed.
Definition 1.6. Let S′g,d be the subset of Sg,d, which we further require
{(ai, bi)}
r
i=1 to satisfy ∑
(ai + 1) ≤ 5d.
In order to compute Ng,d>0, we firstly show by degeneration formula
(2.7) that
Theorem 1.7. For fixed d > 0, g ≥ 0 and ζ ∈ Sg,d, there exist uniquely
determined constants Cρ such that
Ag,d(ζ)−
∑
ρ∈S′g,d
Ag,d(ρ)Cρ = Bg,d(ζ)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ +NPT. (1.2)
Here, those Ag,d are Gromov-Witten invariants of P
4, those Bg,d are
relative Gromov-Witten invariants of the pair (Y,D0), and NPT stands for
non-principal terms in the degeneration formula, which can be determined
by those Ng′,d′ such that
g′ < g, d′ ≤ d or g′ ≤ g, d′ < d.
We refer to Theorem 3.7 and its proof for more details of the notations
in Theorem 1.7.
Next, we specialize to g = 2, 3. Combining relative virtual localization
formula (6.9) and virtual push-forward properties of Lemmas 3.12 and 3.13,
we can show that
Theorem 1.8. For each pair (g, d) with g = 2, 3 and d > 0, there always
exists ζg,d ∈ Sg,d such that term
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ (1.3)
on the R.H.S of (1.2) equals to Cg,dNg,d where Cg,d 6= 0.
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For more details of Theorem 3.8, we refer to Theorem 1.8 and its proof.
Since the proofs of Theorem 1.8 for g = 2, 3 are similar, we give a
detailed proof for g = 3 in Section 3.2 and a short proof for g = 2 in
Appendix A.
Combining (1.2) and (1.3), we can recursively determine Ng,d for g =
2, 3 by
Ng,d =
1
Cg,d
{
Ag,d(ζg,d)−
∑
ρ∈S′g,d
Ag,d(ρ)Cρ −NPT
}
.
Once Ng,d are known, relative Gromov-Witten invariants of the pair
(P4, Q) can also be recursively determined by [27], Theorem 2.
To show the effectiveness of our method, we give a computation of N2,1
at Appendix D.
In order to prove Conjecture 1.1 for g ≥ 4, we may try to generalize
Theorem 1.8. But we show in Section 4 that this is impossible for all the
pairs (g, d). The key reason is that we need to choose ζg,d ∈ Sg,d\S
′
g,d.
Otherwise
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ = 0.
The constraint ζg,d ∈ Sg,d\S
′
g,d then requires that
d ≥
2g − 1
5
.
So we can not generalize Theorem 1.8 for all the pairs (g, d). But we
conjecture that
Conjecture 1.9. For each pair (g, d) with d ≥ 2g−15 , there always exists
ζg,d ∈ Sg,d such that
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ
equals to Cg,dNg,d with Cg,d 6= 0.
If this conjecture is true, then we can recursively determine all Ng,d
from those Ng,d with 0 < d <
2g−1
5 .
The paper is organized as follows. In Section 2, we give some necessary
preliminaries for further discussion. In Section 3, we give a proof of Theorem
1.3. In Section 4, we give a further remark on Conjecture 1.1 for g > 3.
Finally, we mention that there are also two very different approaches
to computing Ng≥2,d by Chang-Li-Li-Liu [4][5] and Guo-Janda-Ruan [16]
recently.
Acknowledgement. First, the author would like to thank my advisor
Xiaobo Liu for suggesting to me this interesting problem and numerous
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2 Preliminaries
2.1 Absolute Gromov-Witten Invariants
Let V be a smooth projective variety.
We use Mg,m(V, β) to denote the moduli space of stable maps from
genus g, m-pointed curve Σ to V with curve class β.
The cotangent line of the ith marked point forms a line bundle Li on
Mg,m(V, β). We denote the first Chern class of Li as ψi. The evaluation
map of the ith marked point on Mg,m(V, β) is defined by
evi : Mg,m(V, β) −→ V
[(Σ, x, f)] 7−→ f(xi),
where [(Σ, x, f)] is an isomorphic class of the stable map.
Let θ1, θ2, ..., θnV be a basis ofH
∗(V,Q). The Gromov-Witten invariants
of V are defined by〈 m∏
i=1
τki(θli)
〉V
g,β
:=
∫
[Mg,m(V,β)]vir
m∏
i=1
ψkii ev
∗
i (θli) (2.1)
where [Mg,m(V, β)]
vir is the virtual fundamental class of Mg,m(V, β) with
virtual dimension
c1(TV ) · β + (1− g)(dimV − 3) +m. (2.2)
To distinguish them to relative Gromov-Witten invariants, we call the
above invariants absolute Gromov-Witten invariants.
2.2 Relative Gromov-Witten Invariants
The relative Gromov-Witten invariants were defined by Ionel-Parker
[18], Li-Ruan [22] in symplectic geometry, and Jun Li [23] in algebraic ge-
ometry. We will give an overview of relative Gromov-Witten invariants and
fix notations throughout the paper. Our presentation is based on [15][20][27].
2.2.1 Definition
Let W be a smooth connected divisor on V . If E is a vector bundle on
V , we use P(E) to denote the projectization of E.
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Let NW/V denote the normal bundle of W in V . We set Y = P(NW/V ⊕
OW ). D0 and D∞ are two divisors in Y corresponding to P(NW/V ) and
P(OW ) respectively.
Definition 2.1. Let Ys be the union of s copies of Y , so that the ith copy
of D∞ is glued to (i+ 1)th copy of D0.
We define Di0 (resp. D
i
∞) to be the ith copy of D0 (resp. D∞). The
singular locus of Ys is Sing(Ys) =
⋃s−1
i=1 D
i
∞. For simplicity, we also use D0
(resp. D∞) to denote the first (resp. last) copy of D0 (resp. D∞).
The projection map from Y to W can be naturally extended to Ys. We
denote the extended map as ps.
Let Zs = D0
⋃
Sing(Ys)
⋃
D∞. We define AutZs(Ys) to be the group
of isomorphisms of Ys fixing Zs. Obviously, AutZs(Ys) ⋍ (C
∗)s.
Definition 2.2. Let V˜s be the union of V and Ys, so that the divisor W of
V is glued to D0 of Ys.
The singular locus of V˜s is Sing(V˜s) = W
⋃
Sing Ys. The contraction
map cs : V˜s → V is defined by cs|V = Id and cs|Ys = ps.
We set Ts = V
⋃
Zs. Let AutTs(V˜s) denote the group of isomorphisms
of V˜s fixing Ts. Obviously, AutTs(V˜s) = AutZs(Ys).
Let Γ be a tuple (g, β, {νi}
n
i=1,m), where g,m are nonnegative integers,
β is a curve class, and {νi}
n
i=1 is a set of positive integers such that
∑
i νi =
W · β.
Definition 2.3. A stable relative map of the pair (V,W ) with data Γ is a
tuple (Σ, x1, ..., xm, y1, ..., yn, f, V˜s), where
(a1) Σ is a connected nodal curve with arithmetic genus g. x1, . . . , yn are
distinct smooth marked points on Σ. We set x = {x1, . . . , xm}, y =
{y1, . . . , yn} and call x the absolute marked points and y the boundary
(relative) marked points.
(a2) f is a morphism from Σ to V˜s, such that (cs ◦ f)∗([Σ]) = β and
f−1(D∞) = Σνjyj.
(a3) Predeformability condition: the preimage of Sing(V˜s) contains only
the nodes of Σ; for each node q mapped to Sing(V˜s), the two branches
of Σ at q are mapped to two different irreducible components of V˜s,
and the orders of contact with Sing(V˜s) on both sides are equal.
(a4) |Aut(f)| <∞, where Aut(f) := {(ϕ,ψ) ∈ Aut(Σ, x, y)×AutTs(V˜s)|f ◦
ϕ = ψ ◦ f}.
Two stable relative maps (Σ, x, y, f, V˜s) and (Σ
′, x′, y′, f ′, V˜s′) are said
to be isomorphic if there are isomorphisms ϕ : (Σ, x, y) → (Σ′, x′, y′) and
ψ : V˜s → V˜s′ , such that ψ ◦ f = f
′ ◦ ϕ and cs′ ◦ ψ = cs.
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We use MΓ(V,W ) to denote the moduli space of stable relative maps
of the pair (V,W ) with data Γ.
Let Li denote the cotangent line bundle associated to the absolute
marked point xi and set ψi = c1(Li). The evaluation map associated to
xi is defined by
evi : MΓ(V,W ) −→ V
[(Σ, x, y, f, V˜s)] 7−→ (cs ◦ f)(xi)
where [(Σ, x, y, f, V˜s)] is an isomorphic class. The evaluation map associated
to the boundary marked point yj is defined by:
e˜vj : MΓ(V,W ) −→W
[(Σ, x, y, f, V˜s)] 7−→ (cs ◦ f)(yj).
We note that the boundary marked point yj is mapped to W .
Let δ1, δ2, ...δnW be a basis of H
∗(W,Q). A cohomology weighted par-
tition ν is an unordered set of weighted pairs{
(ν1, δs1), (ν2, δs2) ... (νn, δsn)
}
.
The group of permutation symmetries of ν is denoted as Aut(ν). We may
use l(ν) to denote the number of weighted pairs in ν. Here l(ν) = n.
The standard order of weighted pairs is given by
(νi, δi) > (ν
′
i′ , δi′), if νi > ν
′
i′ or νi = ν
′
i′ , i > i
′.
Without further explanation, we always assume that ν is written in decreas-
ing order by standard order.
The relative Gromov-Witten invariant of the pair (V,W ) is defined by〈 m∏
i=1
τki(θli)
∣∣∣ν〉V,W
g,β
:=
1
|Aut(ν)|
∫
[MΓ(V,W )]vir
m∏
i=1
ψkii ev
∗
i (θli)
n∏
j=1
e˜v∗j(δsj ),
(2.3)
where Γ = (g, β, {νi}
n
i=1,m) and [MΓ(V,W )]
vir is the virtual fundamental
class of MΓ(V,W ) with virtual dimension
c1(TV ) · β + (dimV − 3)(1− g) +m+ n−W · β. (2.4)
We also need the moduli space of relative stable maps with possibly
disconnected domains. Firstly, we need to introduce a relative graph Gr to
keep track of the data of different components.
The relative graph Gr consists of
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(i) a set S of vertices,
(ii) an assignment of genera g : S → Z≥0, and an assignment of curve
classes β : S → H2(V,Z),
(iii) an assignment of absolute marked points a : {1, 2, . . . ,m} → S,
(iv) an assignment of boundary marked points b : {1, . . . , n} → S,
(v) an assignment of contact orders ν˜ : {1, . . . , n} → Z>0, such that for
each vertex si ∈ S, we have β(si) ·W =
∑
j∈b−1(si)
ν˜(j).
We set g(Gr) =
∑
si∈S
g(si) − |S| + 1 to be the genus of G
r. We set
β(Gr) =
∑
si∈S
β(si) to be the curve class of G
r. We set
Γ(Gr) =
(
g(Gr), β(Gr),m, n, ν˜
)
(2.5)
to be the total data of relative graph Gr.
Two relative graphsGr1 andG
r
2 are said to be isomorphic if they have the
same numbers of absolute and relative marked points, the same assignment
of contact orders and there exists a bijection of vertices φ : S1 → S2 which
commutes with the assignments (ii)-(iv).
Definition 2.4. A stable relative map of the pair (V,W ) with relative graph
Gr is a tuple (Σ, x1, ..., xm, y1, ..., yn, f, V˜s) such that
(a1’) Σ is a disjoint union of connected nodal curves
⊔
si∈S
Σsi, such that
the genus of Σsi is given by g(si), the absolute marked point xi lies on
Σa(i) and the boundary marked point yj lies on Σb(j).
(a2’) f is a morphism from Σ to V˜s. If we denote fi to be the restriction
of f to Σsi, then fi is required to satisfy (cs ◦ fi)∗([Σsi ]) = β(si),
f−1i (D∞) =
∑
{j∈b−1(si)}
ν˜(j)yj .
(a3’) f is also required to satisfy conditions (a3)-(a4) in the Definition 2.3.
We use M
•
Gr(V,W ) to denote the corresponding moduli space associ-
ated to the relative graph Gr. The possibly disconnected relative invariant
can be defined as (2.3), which factors as a product of the individual con-
nected invariants. It is denoted by 〈· · · 〉•,V,WGr .
2.2.2 Type I or II invariants
Let [D0], [D∞] ∈ H
∗(Y,Q) be cohomology classes associated to divisors
D0,D∞. We may view δ1, δ2, ...δnW as elements of H
∗(Y,Q) via pullback by
the projection map p : Y →W . Define classes in H∗(Y,Q) by
γi = δi,
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γnW+i = δi · [D0],
γ2nW+i = δi · [D∞],
where i = 1, 2, ...nW .
We denote the relative invariants of the pair (Y,D∞) by ignoring the
superscripts: 〈 m∏
i=1
τki(γli)
∣∣∣ν〉
g,β
=
〈 m∏
i=1
τki(γli)
∣∣∣ν〉Y,D∞
g,β
.
For the pair (Y,D0), we write the relative condition µ = {(µj , δtj )}
l(µ)
j=1
on the left side and define〈
µ
∣∣∣ m∏
i=1
τki(γli)
〉
g,β
:=
1
|Aut(µ)|
∫
[MΓ(Y,D0)]vir
l(µ)∏
j=1
e˜v∗l(µ)+1−j(δtl(µ)+1−j )
m∏
i=1
ψkii ev
∗
i (γli).
(2.6)
Here, we write the product
∏l(µ)
j=1 e˜v
∗
l(µ)+1−j(δtl(µ)+1−j ) in reverse order so as
to give the right sign in the degeneration formula.
Relative invariants of the pairs (Y,D0) and (Y,D∞) are termed type I.
The definition of stable relative maps of the pair (Y,D0∪D∞) is slightly
different from that of 2.3. We will describe it in the below.
Let Ys,l = Ys∪Y ∪Yl, where D∞ of Ys is glued to D0 of Y and D0 of Yl
is glued to D∞ of Y . The divisors D0 of Ys and D∞ of Yl can naturally be
seen as divisors of Ys,l. With some abuse of notation, we also denote them
as D0 and D∞ in Ys,l. The natural contraction from Ys,l to the central Y is
denoted as cs,l.
We use Sing(Ys,l) to denote the singular locus of Ys,l. Let Zs,l = D0 ∪
Sing(Ys,l) ∪D∞ and Ts,l be the union of Zs,l and the central Y in Ys,l.
Let AutTs,l(Ys,l) denote the group of isomorphisms of Ys,l fixing Ts,l.
Obviously, AutTs,l(Ys,l) ≃ (C
∗)s+l.
Let Γ = {g, β, {µj}
n
j=1, {νk}
n′
k=1,m}, where g,m are nonnegative inte-
gers, β is a curve class, {µj}
n
j=1 is a set of positive integers such that
∑
j µj =
D0 · β and {νk}
n′
k=1 is a set of positive integers satisfies
∑
k νk = D∞ · β.
Definition 2.5. A stable relative map of the pair (Y,D0 ∪D∞) with data Γ
is a tuple (Σ, x1, . . . , xm, y1, . . . , yn, z1, . . . , zn′ , f, Ys,l) such that
(b1) Σ is a genus g connected nodal curve. x1, . . . , zn′ are distinct smooth
marked points on Σ. We set x = {x1, . . . , xm}, y = {y1, . . . , yn} and
z = {z1, . . . , zn′}.
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(b2) f is a morphism from Σ to Ys,l, such that (cs,l ◦f)∗([Σ]) = β, f
−1(D0)
=
∑
j µjyj and f
−1(D∞) =
∑
k νkzk.
(b3) Predeformability condition as in Definition 2.3.
(b4) |Aut(f)| <∞.
Here, Aut(f) := {(ϕ,ψ) ∈ Aut(Σ, x, y, z) ×AutTs,l(Ys,l)|f ◦ ϕ = ψ ◦ f}.
The isomorphism between two stable relative maps can be defined sim-
ilarly as before. We denote the isomorphic class as [(Σ, x, y, z, f, Ys,l)].
The moduli space of stable relative maps of the pair (Y,D0 ∪D∞) with
data Γ is denoted as MΓ(Y,D0 ∪D∞).
As before, we use ψi to denote the first Chern class of the cotangent
line bundle associated to xi. The evaluation map associated to xi is defined
to be
evi : MΓ(Y,D0 ∪D∞) −→ Y
[(Σ, x, y, z, f, Ys,l)] 7−→ (cs,l ◦ f)(xi).
The evaluation map associated to yj is defined to be
e˜vj : MΓ(Y,D0 ∪D∞) −→ W
[(Σ, x, y, z, f, Ys,l)] 7−→ (p ◦ cs,l ◦ f)(yj).
The evaluation map êvk associated to zk can be defined as e˜vj .
The relative invariants of the pair (Y,D0
⋃
D∞) can be defined by〈
µ
∣∣∣ m∏
i=1
τki(γli)
∣∣∣ν〉
g,β
:= Aµ,ν
∫
[MΓ(Y,D0∪D∞)]vir
n∏
j=1
e˜v∗n+1−j(δtn+1−j )
m∏
i=1
ψkii ev
∗
i (γli)
n′∏
k=1
êv∗k(δsk),
where Aµ,ν =
1
|Aut(µ)||Aut(ν)| . The relative invariants of the pair (Y,D0∪D∞)
are termed type II.
In order to define disconnected type II invariants, we need to introduce
the relative graph for the pair (Y,D0 ∪D∞). It consists of
(i) a set S of vertices,
(ii) an assignment of genera g : S → Z≥0, and an assignment of curve
classes β : S → H2(Y,Z),
(iii) an assignment of absolute marked points a : {1, 2, . . . ,m} → S,
(iv) assignments of boundary marked points
b0 : {1, . . . , n} → S, b∞ : {1, . . . , n
′} → S,
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(v) assignments of contact orders
µ˜ : {1, . . . , n} → Z>0, ν˜ : {1, . . . , n
′} → Z>0,
such that for a given vertex s, we have
β(s) · [D0] =
∑
i∈b−10 (s)
µ˜(i), β(s) · [D∞] =
∑
j∈b−1∞ (s)
ν˜(j).
For a given relative graph Gr of the pair (Y,D0 ∪D∞), it is very natural to
define the possibly disconnected moduli spaceM
•
Gr(Y,D0∪D∞). The corre-
sponding possibly disconnected invariants can be computed by the product
of the individual connected invariants as before.
The possibly disconnected type I and type II invariants are indicated
by adding a superscript • to the bracket.
2.2.3 Rubber invariants
Rubber invariants will naturally appear in the relative virtual localiza-
tion formula.
Firstly, I will describe the moduli space of stable relative maps to a
non-rigid target.
A stable relative map to a non-rigid target is a tuple (Σ, x, y, z, f, Ys,l)
which satisfies (b1)-(b4) of Definition 2.5 except that the automorphism
group Aut(f) is changed to be
Aut(f) = {(ϕ,ψ) ∈ Aut(Σ, x, y, z) ×AutZs,l(Ys,l)|f ◦ ϕ = ψ ◦ f}.
Here, the automorphism group AutZs,l(Ys,l) does not fix the central Y in Ys,l.
Since the central Y is not fixed, we could replace Ys,l by Ys+l+1 ignoring the
choices of different s, l to a fixed sum s+ l.
The moduli space of stable relative maps to a non-rigid target is denoted
as MΓ(Y,D0 ∪D∞)
∼. We also call it a rubber space.
The evaluation maps for xi, yj and zk can be defined by evaluating
the corresponding marked points under the map ps+l+1 ◦ f . Here, all the
evaluation maps are mapped into W .
Next, we introduce cotangent line bundles onMΓ(Y,D0∪D∞)
∼ coming
from the targets. Our main reference is [15] Section 2.5.
Let M0,2 denote the Artin stack of genus 0, 2-pointed pre-stable curves.
U is an open substack of M0,2 which parametrizing curves such that the two
marked points are separated by every node.
Fixing a point w ∈W . There is a well-defined map
T : MΓ(Y,D0 ∪D∞)
∼ −→ U
[(Σ, x, y, z, f, Ys)] 7−→
[(
Rs,D0 ∩Rs,D∞ ∩Rs
)]
,
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where Rs = (ps)
−1(w) is a genus 0 pre-stable curve with two marked points
D0 ∩Rs and D∞ ∩Rs.
The first Chern class of the cotangent line bundle associated to the
marked point D0 ∩ Rs is denoted as ψ0 and that of D∞ ∩ Rs is denoted as
ψ∞. The pullback of ψ0 (resp. ψ∞) to MΓ(Y,D0 ∪D∞)
∼ by T will still be
denoted as ψ0 (resp. ψ∞). We note that ψ0 and ψ∞ do not depend on the
choice of w.
In the following, we only consider rubber invariants of the form〈
µ
∣∣∣ m∏
i=1
τki(δli)
∣∣∣k∞, ν〉∼
g,β
= Aµ,ν×
∫
[MΓ(Y,D0∪D∞)∼]vir
n∏
j=1
e˜v∗n+1−j(δtn+1−j )
m∏
i=1
ψkii ev
∗
i (δli)
n′∏
k=1
êv∗k(δsk)ψ
k∞
∞ .
The graph for rubber space can be defined in the same way as for the
stable relative maps of the pair (Y,D0 ∪D∞). We may similarly define the
possibly disconnected rubber space and the corresponding possibly discon-
nected invariant. As before, we add a superscript • to indicate it.
Remark 2.6. Rubber invariants can be determined from type II invariants
by rubber calculus in [27].
2.3 Degeneration formula
We will introduce degeneration formula [7][19][22][24] in the case of
deformation to the normal cone. For simplicity, we may suppose that the
cohomology classes of V only contain even classes. The presentation here
follows from [17][24].
Let B be the blowing up of V ×C along W ×0. We set π : B → C to be
the projection to the second factor. For t 6= 0, the fiber π−1(t) is isomorphic
to V . For t = 0, the fiber is V ∪W Y .
We have natural inclusion map
it : π
−1(t)→ B
and one gluing map
j = (j1, j2) : V
⊔
Y → π−1(0).
We say cohomology class θ˜ ∈ H∗(B,Q) is a lifting of θ ∈ H∗(V,Q), if
i∗t (θ˜) = θ, for all t 6= 0.
Let b : B → V ×C be the blowing down map. All the cohomology classes
of V can be lifted to B by the pullback of b. The lifting of a cohomology
class in V may not be unique. We suppose that {θ˜i} is a lifting of the basis
{θi}.
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Let {δi} be the dual basis of {δi}. For a cohomology weighted partition
η = {(ηi, δri)}, we use ηˇ to denote the dual partition {(ηi, δ
ri)}.
The degeneration formula expresses absolute invariants of V in terms
of relative invariants of the pairs (V,W ) and (Y,D0),〈 m∏
i=1
τki(θli)
〉V
g,β
=
∑
η
Cη
∑
[(Gr1,G
r
2,I)]
〈 ∏
i1∈I1
τki1
(
(i0 ◦ j1)
∗θ˜li1
)∣∣∣η〉•,V,W
Gr1
×
〈
ηˇ
∣∣∣ ∏
i2∈I2
τki2
(
(i0 ◦ j2)
∗θ˜li2
)〉•
Gr2
.
(2.7)
Here, Cη =
∏l(η)
j=1 ηj · |Aut(η)|, I = (I1, I2) with I1
⊔
I2 = {1, . . . ,m}, G
r
1 is a
relative graph of the pair (V,W ) and Gr2 is that of the pair (Y,D0). G
r
1, G
r
2
both have l(η) boundary marked points which are indexed by {1, 2, . . . , l(η)}
and the same assignment of contact orders given by {ηi}
l(η)
i=1. The triple
(Gr1, G
r
2, I) satisfies
(i) For any two source domains Σ1, Σ2 of the relative maps with graphs
Gr1, G
r
2, the gluing domain, which is given by gluing Σ1, Σ2 along the
relative marked points with the same markings, is connected.
(ii) g = g(Gr1) + g(G
r
2) + l(η)− 1.
(iii) (it)∗(β) = (i0)∗
(
(j1)∗(β(G
r
1)) + (j2)∗(β(G
r
2))
)
.
(vi) The absolute marked points of Gri are indexed by the set Ii.
Two triples (Gr1, G
r
2, I) and (G
r
1′ , G
r
2′ , I
′) with the same relative data {ηi}
l(η)
i=1
are said to be isomorphic, if I = I ′ and Gri is isomorphic to G
r
i′ for i = 1, 2.
We use [(Gr1, G
r
2, I)] to denote the equivalent class of the triples.
Recall that p : Y →W is the projection map, ι :W →֒ V is the natural
inclusion. We may deduce from condition (iii) that
β = β(Gr1) + (ι ◦ p)∗(β(G
r
2)). (2.8)
2.4 Maulik-Pandharipande’s algorithm
In [27], Maulik and Pandharipande related relative Gromov-Witten
invariants to absolute Gromov-Witten invariants. We will briefly review
their method under the assumption (V,W ) = (P4, Q). In this case Y =
P(NQ/P4 ⊕OQ).
Firstly, we briefly review Maulik and Pandharipande’s algorithm (see
[27], Theorem 1) which can be used to determine type I and type II invariants
from the absolute Gromov-Witten invariants of Q.
Let [F ] ∈ H2(Y ) be the curve class of the fiber of Y . Type I or Type
II invariants with curve class β = d[F ] will be called fiber invariants. The
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fiber invariants can be completely solved by the equivariant relative theory
of P1 (see [27], Section 1.2).
The distinguished type II invariants are defined to be type II invariants
with a distinguished insertion of the form τ0([D0] · δ), i.e.〈
µ
∣∣∣τ0([D0] · δ) m∏
i=1
τki(γli)
∣∣∣ν〉
g,β
where δ is a cohomology class ofH∗(Y,Q) pulling back fromQ with deg(δ) >
0.
They gave a partial ordering
◦
< (see [27], Section 1.3) for the distin-
guished type II invariants which are important to the inductive algorithm.
Now the type I and type II invariants can be determined from the
absolute Gromov-Witten invariants of Q by the following several steps.
Step 1. Each type I or type II invariant can be expressed as twisted
Gromov-Witten invariants of Q (see (3.20)) and rubber invariants via rela-
tive virtual localization formula.
Step 2. Twisted Gromov-Witten invariants of Q can be converted into
absolute Gromov-Witten invariants of Q by quantum Riemann-Roch theo-
rem [6]. Rubber invariants can be computed in terms of distinguished type
II invariants via rubber calculus (see [27], Section 1.5).
Step 3. Via degeneration formula, distinguished type II invariants can
be computed in terms of strictly lower distinguished type II invariants with
respect to the partial ordering
◦
< and some type I invariants. Those type I
invariants can be expressed again in terms of Gromov-Witten invariants of
Q and distinguished type II invariants which are lower than the original one
by Step 1 and 2.
Step 4. After finite steps, each type I or type II invariant can be com-
puted in terms of Gromov-Witten invariants of Q and fiber invariants.
The fiber invariants are completely determined. So each type I or type
II invariant can be determined from Gromov-Witten invariants of Q.
Combing the algorithm given above with degeneration formula, Maulik
and Pandharipande came up with a way to determine relative invariants of
the pair (P4, Q) from the absolute invariants of P4 and Q (see [27], Theorem
2). We give a brief account of it.
The degeneration formula (2.7) (set (V,W ) = (P4, Q)) can be seen
as equations relating relative invariants of the pair (P4, Q) with absolute
invariants of P4.
If we treat relative invariants of the pair (P4, Q) as unknowns. Those
equations form a lower triangle system with respect to the partial ordering
◦
< (see [27], Section 2.3) on the relative invariants of the pair (P4, Q).
Then we can solve the equations to recover relative invariants of the
pair (P4, Q) from the absolute invariants of P4 and relative invariants of the
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pair (Y,D0). The latter can be determined from absolute invariants of Q
using the algorithm given above.
3 Proof of main theorem
We will prove Theorem 1.3 in this section. It relies on Theorems 3.7 and
3.8. Theorem 3.7 will be proven in Section 3.1. Section 3.2 and Appendix
A give a complete proof of Theorem 3.8. By using Theorems 3.7 and 3.8,
we give a short proof of Theorem 1.3 at the end of Section 3.1. In this
section, we always assume that the relative pair (V,W ) = (P4, Q). Thus
Y = P(NQ/P4 ⊕OQ).
3.1 Part I
Let α be the generator of curve classes of Q. By virtual dimension
formula (2.2), we have
dim([Mg,m(Q, dα)]
vir) = m. (3.1)
Sometimes, we will ignore α and denote the curve class dα by d.
Now the following definition makes sense
Ng,d := 〈〉
Q
g,d, (3.2)
where g ≥ 2 or d 6= 0. Since Ng,0 can be computed by (1.1), we only need
to compute those Ng,d with d > 0. So we always assume that d > 0 in the
following.
For any absolute Gromov-Witten invariant of Q〈 m∏
i=1
τki(δli)
〉Q
g,d
,
the dimension constraint (3.1) implies that there must be one insertion in∏m
i=1 τki(δli) with the following form:
τ0(1), τ0(δ) (deg(δ) = 2) or τ1(1).
The insertion can be eliminated by string equation, divisor equation or dila-
ton equation. After finite steps all the insertions can be eliminated. So Ng,d
actually include all the information of the Gromov-Witten invariants of Q.
We recall that p : Y → Q is the projection map. For a fixed type I or
type II invariant with genus g and curve class β, Maulik-Pandharipande’s
algorithm discussed in Section 2.4 actually gives a recursive way to determine
it from absolute invariants of Q with genus g′ ≤ g and degree d′ ≤ d, where
p∗(β) = dα. The absolute invariants can further be determined by Ng′,d′ .
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We may also deduce from the lower triangle system discussed in Section
2.4 (see [27], Theorem 2 for more details) that relative invariants of the pair
(P4, Q) with fixed genus g and degree d can be determined from absolute
invariants of P4 and Q with genus g′ ≤ g and degree d′ ≤ d. The invariants of
P4 are known by the method of [11][13][14] and that of Q can be determined
by Ng′,d′ . We may conclude that
Lemma 3.1. Type I and type II invariants with fixed genus g and curve
class β
(
p∗(β) = dα
)
can be determined by Ng′≤g,d′≤d. If we treat absolute
invariants of P4 as known constants, relative invariants of the pair (P4, Q)
with fixed genus g and degree d can be determined by Ng′≤g,d′≤d.
Before we state next lemma, we need some preparations.
We give a C∗-action on P1 by
C∗ × P1 −→ P1
(w, [z1, z2]) 7→ [z1, wz2]
(3.3)
and put 0 = [1, 0] and ∞ = [0, 1]. [0] and [∞] are two classes in H∗C∗(P
1,Q)
corresponding to the fixed points 0 and ∞.
Let t be the generator of H∗C∗(pt,Q) corresponding to the dual of stan-
dard representation of C∗. H∗C∗(P
1,Q) is a module over the ring C[t].
[0] and [∞] satisfy
[∞]− [0] = t, [∞] · [0] = 0. (3.4)
Let H be the hyperplane class in P4. With some abuse of notations,
the restriction of H to Q will also be denoted as H. We may also see H as
a cohomology class of Y via pull-back by projection map. In the following,
the term
Hni
li∏
ki=0
(kiτ + [D∞])
should be seen as one single insertion, which is equivalent to insert the term
ev∗i
(
Hni
) li∏
ki=0
(
kiψi + ev
∗
i ([D∞])
)
in the definition of relative invariants (2.3).
Let α, β ∈ Z. We will use the following convention:
(
α
β
)
=

0, if α < β,
1, if α = β,
0, if α > β, β < 0,
(α)!
β!(α−β)! , if α > β, β ≥ 0.
(3.5)
The next lemma compute some genus 0 fiber invariants of the pair
(Y,D0), which will be used in the rest of the paper.
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Lemma 3.2. Let m,µ ∈ Z>0, l1, l2, . . . , lm ∈ Z≥0 and h ∈ {0, 1, 2, 3}. If
1− µ+
∑m
i=1 li 6= h, then
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
= 0.
If 1− µ+
∑m
i=1 li = h and∑
i∈I
li ≤ µ, ∀I ⊂ {1, 2, . . . ,m} s.t. |I| ≤ m− 2,
then we have
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
= 5h+1µm−2
(
h+m− 2
m− 2
)
,
where we use the convention (3.5) for the notation
(∗
∗
)
.
Proof. The dimension constraint (2.4) requires that
m∑
i=1
li − µ+ 1 = h. (3.6)
So if
∑m
i=1 li − µ+ 1 6= h, we have
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
= 0.
We may assume
∑m
i=1 li − µ+ 1 = h in the following.
We set
MY =MΓ(Y,D0)
where the relative data Γ = (0, µ[F ], {µ},m). It is a fiber bundle over Q
with fiber
MP1 =MΓ′(P
1,0).
Here, Γ′ = (0, µ[P1], {µ},m). Let
π :MY −→ Q
be the projection map.
The fiber invariant
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
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can be computed by∫
Q
H3−hπ∗
({ m∏
i=1
li∏
ki=0
(
kiψi + ev
∗
i ([D∞])
)}
∩ [MY ]
virpi
)
(3.7)
according to [27], Formula (4).
The C∗-action of (3.3) induces a C∗-action on MP1 by composition.
According to the analysis in [27] Section 1.2, the push-forward
π∗
({ m∏
i=1
li∏
ki=0
(
kiψi + ev
∗
i ([D∞])
)}
∩ [MY ]
virpi
)
in (3.7) can be computed by replacing t in the equivariant integral
〈
µ
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [∞])
}〉T
0,µ
:=
∫
[M
P1 ]
vir
T
m∏
i=1
li∏
ki=0
(
kiψi + ev
∗
i ([∞])
)
by c1(NQ/P4). Here, [MP1 ]
vir
T is the equivariant virtual fundamental class
and the integral should be seen as equivariant push-forward to a point.
Combining equality (3.6) and the virtual dimension of MP1 , we may
write 〈
µ
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [∞])
}〉T
0,µ
as Cth, where C is some constant. So
π∗
({ m∏
i=1
li∏
ki=0
(
kiψi + ev
∗
i ([D∞])
)}
∩ [MY ]
virpi
)
= C
(
c1(NQ/P4)
)h
.
From (3.7), we may deduce that
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
= 5h+1C.
So it remains to determine C.
By the assumption of Lemma 3.2, we know that∑
i∈I
li ≤ µ, ∀I ⊂ {1, 2, . . . ,m} s.t. |I| ≤ m− 2.
So by Theorem 1.6 in [29], it is easy to see that
C =
(
h+m− 2
m− 2
)
.
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We may also need to compute fiber invariant in the following form:
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{
Hni
li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
.
Since µ[F ] is a fiber class, those evaluation maps satisfy
p ◦ evi = e˜v1, ∀1 ≤ i ≤ m.
Now it is easy to deduce that
〈
(µ,H3−h)
∣∣∣ m∏
i=1
{
Hni
li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
=
〈
(µ,H3−h+
∑
i ni)
∣∣∣ m∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
.
Corollary 3.3.
〈
(s,Hm)
∣∣∣{Hn r∏
k=0
(kτ + [D∞])
}〉
0,s[F ]
=
{
5
s , m+ n = 3, r = s− 1,
0, otherwise.
Corollary 3.4. If l1 + l2 = µ− 1 + h, then we have
〈
(µ,H3−h)
∣∣∣ 2∏
i=1
{ li∏
ki=0
(kiτ + [D∞])
}〉
0,µ[F ]
= 5h+1.
Proof. Corollary 3.3, 3.4 directly follow from Lemma 3.2.
Remark 3.5. Corollary 3.3 is a special case of [12], Corollary 5.3.4.
Let ρ = {(r1, n1), . . . , (rp, np)} and ζ = {(l1,m1), . . . , (lq,mq)}. We set
F
(
ρ
∣∣ζ) = p∏
i=1
(ri + 1)×
∑
I1,...,Ip
p∏
i=1
〈(
ri + 1,
H3−ni
5
)∣∣∣ ∏
ti∈Ii
{
Hmti
lti∏
kti=0
(ktiτ + [D∞])
}〉
0,(ri+1)[F ]
where I1 ⊔ . . . Ip = {1, 2, . . . , q}. The above invariants will naturally appear
in the degeneration formula.
Lemma 3.6. If all the pairs (ri, ni) 6= (0, 0), then
(1) F
(
ρ
∣∣ζ) = 0, if p > q;
19
(2) F
(
ρ
∣∣ζ) = 0, if p = q, but ρ 6= ζ as sets;
(3) F
(
ρ
∣∣ζ) = |Aut(ρ)| = |Aut(ζ)|, if ρ = ζ, where Aut(ρ) (resp. Aut(ζ))
is the group of permutation symmetries of ρ (resp. ζ).
Proof. (1) If p > q, then some Ij must be empty. The corresponding con-
nected invariant is 〈(
rj + 1,
H3−nj
5
)∣∣∣〉
0,(rj+1)[F ]
.
The dimension constraint (2.4) requires rj+nj = 0. It forces (rj , nj) = (0, 0).
Since (ri, ni) 6= (0, 0) for all i, the above invariant is zero. So F = 0.
(2),(3) If p = q, according to the discussion in (1), we only need to
consider those partitions I1 ⊔ . . . Ip = {1, 2, . . . , q} with |Ii| = 1 for all i.
Suppose that Ii = {ti}, the corresponding contribution to F is
p∏
i=1
(ri + 1)
〈(
ri + 1,
H3−ni
5
)∣∣∣{Hmti lti∏
kti=0
(ktiτ + [D∞])
}〉
0,(ri+1)[F ]
.
By Corollary 3.3, it equals to 1 if (ri, ni) = (lti ,mti) for all i, and 0 otherwise.
So if
{(r1, n1), . . . , (rp, np)} 6= {(l1,m1), . . . , (lq,mq)},
then we have F = 0. If
{(r1, n1), . . . , (rp, np)} = {(l1,m1), . . . , (lq,mq)},
then the total contribution is |Aut(ρ)| (or |Aut(ζ)|).
Let Id be the identity element of H∗(Q,Q). ι : Q →֒ P4 is the natural
inclusion. Similarly, we treat
Hm
l∏
k=0
(kτ + ι∗(Id))
as one single insertion.
Let ι∞ : Q→ Y be the section which is determined by D∞. α∞ is the
push-forward of α under ι∞.
In order to apply degeneration formula (2.7) to the pair (V,W ) =
(P4, Q), we need to lift cohomology classes of P4. We use notations from
Section 2.3. Let ιˆ : Q× C →֒ B be the inclusion through strict transform.
We lift ι∗(H
s) to ιˆ∗(H
s⊗1C) where 1C is the identity element of H
∗(C).
The central fiber of B is P4 ∪ Y . It is easy to see that ιˆ∗(H
s ⊗ 1C) becomes
0 when restricted to P4, Hs · [D∞] when restricted to Y .
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So we have
〈 s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + ι∗(Id))
}〉P4
g,d
=
∑
η
Cη
∑
[(Gr1,G
r
2,I)]
〈∣∣∣η〉•,P4,Q
Gr1
〈
ηˇ
∣∣∣ s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + [D∞])
}〉•
Gr2
.
(3.8)
Here, we identify classes of the form Hm
(
ι∗(Id)
)k
on the L.H.S of (3.8) with
5k−1ι∗(H
m+k−1). We also identify 5k−1Hm+k−1 · [D∞] with H
m[D∞]
k on
the R.H.S of (3.8) using the fact that [D∞]
2 = 5H · [D∞].
Since those (li,mi) = (0, 0) can be removed by applying divisor equation
on both sides of (3.8), we may assume that (lj ,mj) 6= (0, 0) for all j. We
need mi ≤ 3. Otherwise, both sides of (3.8) vanish.
(A) Suppose that there is a vertex v(1) ∈ Gr1 satisfying(
g(v(1)), β(v(1))
)
= (g, d[l])
where [l] is the curve class of a line in P4. Firstly, we claim that there will
be only one vertex in Gr1. We will show it by contradiction.
If there is another vertex v˜(1) ∈ Gr1, then we claim that β(v˜
(1)) 6= 0.
The reason is as follows.
Let Σ1 (resp. Σ2) be a disjoint union of connected curves corresponding
to vertices in Gr1 (resp. G
r
2). Then if we glue Σ1 and Σ2 along relative marked
points, it yields a connected curve. Let Σv˜(1) be the connected component
corresponding to vertex v˜(1). Then Σv˜(1) must contain some relative marked
points which mapped to Q. So β(v˜(1)) · [Q] 6= 0. It further implies that
β(v˜(1)) 6= 0.
By the constraint (2.8) of degeneration formula, we need
d[l] =
∑
v∈Gr1
β(v) +
∑
v∈Gr2
(ι ◦ p)∗
(
β(v)
)
(3.9)
where p : Y → Q is the natural projection map and ι : Q →֒ P4 is the
natural inclusion.
So we have
d[l] < β(v(1)) + β(v˜(1)) ≤
∑
v∈Gr1
β(v) ≤ d[l].
The contradiction implies that Gr1 only contains one vertex v
(1). So the
part 〈∣∣∣η〉•,P4,Q
Gr1
21
on the R.H.S of (3.8) can be written as〈∣∣∣η〉P4,Q
g,d
.
As for those vertices in Gr2, we have∑
v∈Gr2
(ι ◦ p)∗
(
β(v)
)
= 0
by (3.9). Since ι∗ is injective, we have p∗(β(v)) = 0 for each vertex v ∈ G
r
2.
So each β(v) is a fiber class.
Since the gluing domain, which is given by gluing Σ1 and Σ2 along
relative marked points, is a connected genus g curve. The condition g(v(1)) =
g implies that each vertex v ∈ Gr2 satisfies g(v) = 0, and only one relative
marked point is assigned to v. So there are exactly l(η) vertices in Gr2. We
set {v
(2)
1 , . . . , v
(2)
l(η)} to be those vertices. Without losing of generality, we
may assume that relative marked point yi is assigned to v
(2)
i .
Recall that η = {(ηi, δri)}
l(η)
i=1 and ηˇ = {(ηi, δ
ri)}
l(η)
i=1. The contact order
assigned to relative marked point yi is ηi.
The contribution of such triple (Gr1, G
r
2, η) to the R.H.S of (3.8) becomes
Cη
〈∣∣∣η〉P4,Q
g,d
〈
ηˇ
∣∣∣ s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + [D∞])
}〉•
Gr2
, (3.10)
where Cη = |Aut(η)|
∏l(η)
i=1 ηi and
〈
ηˇ
∣∣∣ s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + [D∞])
}〉•
Gr2
=
1
|Aut(η)|
l(η)∏
i=1
〈(
ηi, δ
ri
)∣∣∣ ∏
ti∈Ii
{
Hmti
lti∏
kti=0
(ktiτ + [D∞])
}〉
0,ηi[F ]
.
Here, I1, . . . , Il(η) form a partition of {1, 2 . . . , s} which are determined by
the assignment of absolute marked points in Gr2. So
Cη
〈
ηˇ
∣∣∣ s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + [D∞])
}〉•
Gr2
=
l(η)∏
i=1
ηi
〈(
ηi, δ
ri
)∣∣∣ ∏
ti∈Ii
{
Hmti
lti∏
kti=0
(ktiτ + [D∞])
}〉
0,ηi[F ]
.
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If (ηi, δri) = (1, Id), then (ηi, δ
ri) = (1, H
3
5 ). The corresponding con-
nected fiber invariant becomes
〈(
1,
H3
5
)∣∣∣ ∏
ti∈Ii
{
Hmti
lti∏
kti=0
(ktiτ + [D∞])
}〉
0,[F ]
.
The dimension constraint requires∑
ti∈Ii
(lti +mti) = 0.
Since (lti ,mti) 6= (0, 0), it implies that Ii is empty. Now fiber invariant can
be computed by divisor equation and Corollary 3.3, i.e.〈(
1,
H3
5
)∣∣∣〉
0,[F ]
=
〈(
1,
H3
5
)∣∣∣[D∞]〉
0,[F ]
= 1.
The dimension constraint requires deg(δri ) to be even. So all deg(δri)
are also even. We may rewrite η as{
(l′1 + 1,H
m′1), . . . , (l′s′ + 1,H
m′
s′ ), (1, Id)Id(η)
}
,
where Id(η) is uniquely determined by the constraint
∑
i(l
′
i+1)+Id(η) = 5d.
We assume that the standard order becomes
(l + 1,Hm) > (l′ + 1,Hm
′
), if l > l′ or l = l′, m > m′
when restricted to weighted pairs of the form (l + 1,Hm).
If we vary Gr2 but fix η in (3.10), then the total contribution of those
graphs to the degeneration formula (3.8) becomes
Rg,d(̺)F(̺|ζ),
where we set ̺ = {(l′1,m
′
1), . . . , (l
′
s′ ,m
′
s′)}, ζ = {(l1,m1) . . . , (ls,ms)} and
Rg,d(̺) =
〈∣∣∣η〉P4,Q
g,d
.
Let {(ai, bi)}
r
i=1 be set of integer pairs. We give a standard order for
integer pairs by
(a, b) > (a′, b′), if a > a′ or a = a′, b > b′.
Without further explanation, we always write integer pairs in decreasing
order by standard order.
The dimension constraint for relative invariant Rg,d requires∑
(l′i +m
′
i) = 5d+ 1− g.
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We note that
∑
(l′i + 1) + Id(η) = 5d. So
∑
(l′i + 1) ≤ 5d. Now we may
deduce that ̺ ∈ S′g,d, where S
′
g,d is given by definition 1.6.
The total contribution of case (A) can be written as∑
̺∈S′g,d
Rg,d(̺)F(̺|ζ).
(B) Suppose that there is a vertex v(2) ∈ Gr2 satisfying(
g(v(2)), (ι ◦ p)∗
(
β(v(2))
))
= (g, d[l]).
Then by (3.9), we know that β(v) = 0 for each vertex v ∈ Gr1. But using the
same argument as in the proof of case (A), we can also show that β(v) 6= 0
for each vertex v ∈ Gr1. The contradiction implies that there will be no
vertices in Gr1. So η is empty. The connectivity of gluing curve further
implies that there are no other vertices in Gr2.
It is easy to see that
β(v(2)) = (ι∞ ◦ p)∗(β(v
(2))) + (β(v(2)) · [D0])[F ].
Since η is empty, we know that β(v(2)) · [D0] = 0. Since
(ι ◦ p)∗(β(v
(2))) = d[l],
we have
p∗(β(v
(2)) = dα.
So
(ι∞ ◦ p)∗(β(v
(2))) = dα∞.
Now we may summarize that β(v(2)) = dα∞.
The contribution of such triple (Gr1, G
r
2, η) to the R.H.S of (3.8) becomes〈∣∣∣ s∏
i=1
{
Hmi
li∏
ki=0
(kiτ + [D∞])
}〉
g,dα∞
,
where we omit the weighted cohomology partition since it is empty. We de-
note the above type I invariant as Bg,d
(
ζ
)
, where ζ = {(l1,m1), . . . , (ls,ms)}
is the same as in case (A).
(C) For the rest of terms on the R.H.S of (3.8), each vertex v(1) of Gr1
(we suppose that g(v(1)) = g1 and β(v
(1)) = d1[l]) satisfies the condition
that (g1, d1) < (g, d). Here, the partial ordering for the pairs (g, d) is given
by
(g′, d′) < (g, d) if either g′ < g, d′ ≤ d or g′ ≤ g, d′ < d.
Each vertex v(2) of Gr2 (we suppose that g(v
(2)) = g1 and β(v
(2)) = β2)
satisfies the condition that (g2, d2) < (g, d) (we set (ι ◦ p)∗(β2) = d2[l]). So
by Lemma 3.1, they all can be determined by Ng′,d′ with (g
′, d′) < (g, d).
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We set
Ag,d
(
ζ
)
=
〈 s∏
i=1
{
Hmii
li∏
k1=0
(kiτ + ι∗(Id))
}〉P4
g,d
.
The dimension constraint for Ag,d plus the assumption (li,mi) 6= (0, 0) imply
ζ = {(l1,m1), . . . , (ls,ms)} ∈ Sg,d,
where Sg,d is given by definition 1.5.
From the above discussion, we may conclude that
Ag,d(ζ) =
∑
̺∈S′g,d
Rg,d(̺)F(̺|ζ) +Bg,d(ζ) +NPT. (3.11)
Here and in the below, we use ”NPT” to denote those terms which can be
determined by Ng′,d′ with (g
′, d′) < (g, d).
For each ρ ∈ S′g,d, we may similarly deduce from the degeneration
formula that
Ag,d(ρ) =
∑
̺∈S′g,d
Rg,d(̺)F(̺|ρ) +Bg,d(ρ) +NPT. (3.12)
If we give a partial ordering on S′g,d according to the number of integer
pairs, then the |S′g,d|×|S
′
g,d|matrix formed by F(̺|ρ) becomes upper triangle
with nonzero elements on the main diagonal by Lemma 3.6. So for fixed
ζ ∈ Sg,d, there exist constants Cρ such that
F(̺|ζ) =
∑
ρ∈S′g,d
F(̺|ρ)Cρ, ∀̺ ∈ S
′
g,d. (3.13)
Combing (3.11), (3.12) and (3.13), we have
Ag,d(ζ)−
∑
ρ∈S′g,d
Ag,d(ρ)Cρ = Bg,d(ζ)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ +NPT. (3.14)
We may conclude that
Theorem 3.7. For fixed d > 0, g ≥ 0 and ζ ∈ Sg,d, there exist constants
Cρ which satisfy (3.14). Those constants Cρ can be uniquely determined by
relations (3.13).
In the case of g = 0, 1, Gathmann [12] tries to evaluate Ag,d
(
ζg,d
)
by
degeneration formula with ζg,d = {(5d, 1 − g)}. His method actually shows
that
Ag,d
(
ζg,d
)
= Bg,d
(
ζg,d
)
+NPT
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and
Bg,d
(
ζg,d
)
=
{
dN0,d, if g = 0,
5d(5d + 1)N1,d, if g = 1.
Then he recursively solve the equations
Bg,d
(
ζg,d
)
= Ag,d
(
ζg,d
)
−NPT
to get N0,d and N1,d.
Here the method of Gathmann to derive type I invariant Bg,d
(
ζg,d
)
is
different from that of Maulik-Pandharipande. We may directly compute
Bg,d
(
ζg,d
)
by using Maulik-Pandharipande’s algorithm. The results should
be the same.
Once we know N0,d and N1,d for all d, the relative invariants of (P
4, Q)
for g = 0, 1 can be determined by Lemma 3.1. The Conjecture 1.1 for
g = 0, 1 follows.
In the case of g = 2, 3, we try to generalize the above method and prove
that
Theorem 3.8. For each pair (g, d) with g = 2, 3 and d > 0, there always
exists ζg,d ∈ Sg,d such that term
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ
on the R.H.S of (3.14) equals to Cg,dNg,d with Cg,d 6= 0, where those Cρ are
determined by (3.13).
Since the proofs for genus 2 and 3 are similar, we will give a detailed
proof for genus 3 in the subsection below and give a short proof for genus 2
in Appendix A.
Proof of Theorem 1.3. We need to show that Conjecture 1.1 is true for g =
2, 3. Since Ng,0 are known by (1.1), we can assume that d > 0.
By Theorem 3.7 3.8, we know that there exists ζg,d ∈ Sg,d such that
Ng,d =
1
Cg,d
{
Ag,d(ζg,d)−
∑
ρ∈S′g,d
Ag,d(ρ)Cρ −NPT
}
. (3.15)
Here, we always assume that g = 2, 3.
We recall that NPT can be determined by Ng′,d′ with (g
′, d′) < (g, d)
and Ag,d are treated as known constants. So we can recursively solve equa-
tions (3.15) to get Ng,d. Once Ng,d are known, relative invariants of (P
4, Q)
can be determined by Lemma 3.1.
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3.2 Part II
In order to proof Theorem 3.8 for g = 3, we choose
ζ3,d = {(5d − 4, 0), (1, 0), (1, 0)}, (3.16)
for each d > 0. Obviously, ζ3,d ∈ S3,d but ζ3,d /∈ S
′
3,d.
We need to determine those Cρ in Theorem 3.8. Firstly, we assume that
d ≥ 2.
By the analysis in the above subsection, we know that
A3,d(ζ3,d) =
∑
̺∈S′3,d
R3,d(̺)F(̺|ζ3,d) +B3,d(ζ3,d) +NPT. (3.17)
We need to figure out those ̺ such that F(̺|ζ3,d) does not vanish.
We set ̺ = {(ai, bi)}
r
i=1. Since
∑
(ai + bi) = 5d − 2 > 0, ̺ can not be
empty. We also use |̺| to denote the number of pairs in ̺.
(I) If |̺| ≥ |ζ3,d| = 3, then we have F(̺|ζ3,d) = 0 by the fact that
̺ ∈ S′3,d, ζ3,d /∈ S
′
3,d and Lemma 3.6.
(II) If |̺| = 1, then since ̺ ∈ S′3,d we have
a1 + b1 = 5d− 2, 0 ≤ b1 ≤ 3.
We may rewrite it as {(5d− 2− s1, s1)} with s1 ∈ {0, 1, 2, 3}.
Let ρ1,s1 = {(5d − 2− s1, s1)}. By Lemma 3.2, we can compute that
F
(
ρ1,s1 |ζ3,d
)
= 5s1(s1 + 1)(5d − 1− s1)
2.
The contribution of those ̺ to the R.H.S of (3.17) is
3∑
s1=0
R3,d
(
ρ1,s1
)
5s1(s1 + 1)(5d − 1− s1)
2.
(III) If |̺| = 2, we set
(l1,m1) = (5d− 4, 0), (l2,m2) = (1, 0), (l3,m3) = (1, 0).
By definition, we have
F(̺|ζ3,d) =∑
I1,I2
2∏
i=1
〈(
ai + 1,
H3−bi
5
)∣∣∣ ∏
ti∈Ii
{
Hmti
lti∏
kti=0
(ktiτ + [D∞])
}〉
0,(ai+1)[F ]
where I1 ⊔ I2 = {1, 2, 3}.
(i) If |Ii| = 0 for some i, then by Lemma 3.6 we have〈(
ai + 1,
H3−bi
5
)∣∣∣〉
0,(ai+1)[F ]
= 0.
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So the corresponding contribution to F(̺|ζ3,d) vanishes.
(ii) Now we assume that |I1| = 1. There are two cases.
(a) If I1 = {1}, then the corresponding connected fiber invariant in
F(̺|ζ3,d) becomes〈(
a1 + 1,
H3−b1
5
)∣∣∣ 5d−4∏
k1=0
(k1τ + [D∞])
〉
0,(a1+1)[F ]
.
By Corollary 3.3, it vanishes unless (a1, b1) = (5d− 4, 0). Since ̺ ∈ S
′
3,d, we
may deduce that
a2 + b2 = 2.
So we may write ̺ as {(5d − 4, 0), (2 − s2, s2)} with s2 ∈ {0, 1, 2}.
(b) If I1 = {2} or {3}, then we can similarly deduce that the corre-
sponding term in F(̺|ζ3,d) vanishes unless
(a1, b1) = (1, 0), (a2, b2) = (5d− 3− s3, s3)
where s3 ∈ {0, 1, 2, 3}. But since we assume that d ≥ 2, such ̺ does not
satisfy (a1, b1) ≥ (a2, b2). So we will not choose it.
(iii) If |I2| = 1, we may deduce that only those ̺ such that
(a1, b1) = (5d− 3− s3, s3), (a2, b2) = (1, 0)
give non-vanishing contributions to F(̺|ζ3,d) and satisfy our requirement
(a1, b1) ≥ (a2, b2).
We can summarize from the discussion of (i), (ii), (iii) that if |̺| = 2,
then F(̺|ζ3,d) vanishes unless
̺ = {(5d − 4, 0), (2 − s2, s2)} or {(5d− 3− s3, s3), (1, 0)}
with s2 ∈ {0, 1, 2} and s3 ∈ {0, 1, 2, 3}.
Now we begin to compute F(̺|ζ3,d) for those exceptional ̺.
Let
ρ2,s2 = {(5d − 4, 0), (2 − s2, s2)}, ρ3,s3 = {(5d− 3− s3, s3), (1, 0)}.
By Corollary 3.3, 3.4, we have
F(ρi,si |ζ3,d) =
{
(3− s2)5
s2 , if i = 2,
2(5d − 2− s3)5
s3 , if i = 3.
The total contribution of those ̺ with |̺| = 2 to the R.H.S of (3.17) is
2∑
s2=0
R3,d
(
ρ2,s2
)
(3− s2)5
s2 +
3∑
s3=0
R3,d
(
ρ3,s3
)
2(5d − 2− s3)5
s3 .
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We may conclude from the discussion of (I), (II) and (III) that
A3,d(ζ3,d) =
3∑
s1=0
R3,d
(
ρ1,s1
)
5s1(s1 + 1)(5d − 1− s1)
2+
2∑
s2=0
R3,d
(
ρ2,s2
)
(3− s2)5
s2 +
3∑
s3=0
R3,d
(
ρ3,s3
)
2(5d − 2− s3)5
s3 .
By (3.12), we know that
A3,d(ρi,si) =
∑
̺∈S′3,d
R3,d(̺)F(̺|ρi,si) +B3,d(ρi,si) +NPT
for i = 1, 2, 3.
We may write the term∑
̺∈S′3,d
R3,d(̺)F(̺|ρi,si) (3.18)
more explicitly by using the similar analysis as above.
For fixed ρ1,s1 , by Lemma 3.6 we know that F(̺|ρ1,s1) vanishes unless
̺ = ρ1,s1 . In the latter case, we have
F(ρ1,s1 |ρ1,s1) = |Aut(ρ1,s1)| = 1.
So we conclude that∑
̺∈S′3,d
R3,d(̺)F(̺|ρ1,s1) = R3,d(ρ1,s1).
For fixed ρ2,s2 , we may discuss according to |̺|.
If |̺| = 2, then we may deduce that F(̺|ρ2,s2) vanishes unless ̺ = ρ2,s2 .
In the latter case,
F(ρ2,s2 |ρ2,s2) = |Aut(ρ2,s2)| = 1.
If |̺| = 1, then similar to the discussion in (II), we know that ̺ = ρ1,s1
for some s1. By Corollary 3.4, we have
F(ρ1,s1 |ρ2,s2) =
{
(5d− 1− s1)5
s1−s2 , if s1 ≥ s2,
0, if s1 < s2.
So we have
∑
̺∈S′3,d
R3,d(̺)F(̺|ρ2,s2) = R3,d(ρ2,s2) +
3∑
s1=s2
R3,d(ρ1,s1)(5d− 1− s1)5
s1−s2 .
29
Similarly we can deduce that
∑
̺∈S′3,d
R3,d(̺)F(̺|ρ3,s3) = R3,d(ρ3,s3) +
3∑
s1=s3
R3,d(ρ1,s1)(5d− 1− s1)5
s1−s3 .
It happens that we may write (3.18) in the following way
∑
̺∈S′3,d
R3,d(̺)F(̺|ρi,si) =
3∑
j=1
∑
sj
R3,d(ρj,sj)F(ρj,sj |ρi,si).
We know that those Cρ in Theorem 3.8 satisfy a system of equations
(3.13), which are reduced to the following equations in our case.
For each ρj,sj , we have
F(ρj,sj |ζ3,d) =
3∑
i=1
∑
si
F(ρj,sj |ρi,si)Cρi,si .
By solving the system of equations, we get
Cρ1,s1 = (5d− 1− s1)(s1 + 1)(
s1
2 − 5d)5
s1 ,
Cρ2,s2 = (3− s2)5
s2 ,
Cρ3,s3 = 2(5d − 2− s3)5
s3 .
So we have
A3,d(ζ3,d)−
3∑
i=1
∑
si
A3,d(ρi,si)Cρi,si =
B3,d(ζ3,d)−
3∑
i=1
∑
si
B3,d(ρi,si)Cρi,si +NPT.
Remark 3.9. In the case of d = 1, we can still get the above equality with
the exception that s3 ∈ {0, 1, 2}.
Proof of Theorem 3.8 for g = 3. We need to show that
B3,d(ζ3,d)−
3∑
i=1
∑
si
B3,d(ρi,si)Cρi,si (3.19)
can be written as C3,dN3,d with C3,d 6= 0.
Applying Lemma 3.15, 3.17 and 3.19 in the below, we can compute that
B3,d(ζ3,d)−
3∑
i=1
∑
si
B3,d(ρi,si)Cρi,si = 24(5d − 3)(5d − 4)N3,d.
Obviously, 24(5d − 3)(5d − 4) 6= 0. The proof is complete.
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We are left to compute those B3,d appeared in (3.19). For further
applications, we will compute Bg,d(ζ) instead (g is not fixed and |ζ| ≤ 3). We
mainly use relative virtual localization formula and the virtual pushforward
property defined by Gathmann [12]. Let us recall the definition of virtual
pushforward property at first.
Definition 3.10 ([12], Definition 5.2.1). Let f : M →M ′ be a morphism of
moduli spaces of stable (absolute, relative or rubber) maps. Let γ ∈ A∗(M)
which is made up of evaluation classes and cotangent line classes. f is said
to satisfy the virtual pushforward property if the following two conditions
hold:
(1) If the dimension γ ∩ [M ]vir is bigger than the virtual dimension of
[M ′]vir, then f∗(γ ∩ [M ]
vir) = 0
(2) If the dimension γ∩ [M ]vir is equal to the virtual dimension of [M ′]vir,
then f∗(γ ∩ [M ]
vir) is a scalar multiple of [M ′]vir.
Example 1 ([12], Lemma 5.2.4). Let π : Mg,m(Q, d) → Mg,m−n(Q, d)
be the forgetful morphism which forgets the last n marked points. Then π
satisfies the virtual pushforward property.
By using Example 1, we can prove a vanishing result for the twisted
Gromov-Witten invariants of Q.
Let
Ng,m,d = H
0(Σ, f∗NQ/P4)⊖H
1(Σ, f∗NQ/P4)
be the virtual vector bundle (see [6] for more details) on Mg,m(Q, d). The
twisted Gromov-Witten invariants of Q are defined by〈 m∏
i=1
τki(δli)
s∏
j=1
chdj (Ng,m,d)
〉Q
g,d
:=
∫
[Mg,m(Q,d)]vir
m∏
i=1
ψkii ev
∗
i (δli)
s∏
j=1
chdj (Ng,m,d),
(3.20)
where chdj (Ng,m,d) is the djth Chern character of Ng,m,d.
The twisted Gromov-Witten invariants will naturally appear when we
apply relative virtual localization formula. We always assume that d > 0 in
the following several lemmas.
Lemma 3.11. If
∑
j dj > 0, we have〈 m∏
i=1
τki(δli)
s∏
j=1
chdj (Ng,m,d)
〉Q
g,d
= 0.
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Proof. Let π : Mg,m(Q, d) → Mg,0(Q, d) be the forgetful morphism, we
have
π∗(Ng,0,d) = Ng,m,d
by [6], Formula iv. So π∗
(
chdj (Ng,0,d)
)
= chdj (Ng,m,d). The pushforward
π∗
({ m∏
i=1
ψkii ev
∗
i (δli)
s∏
j=1
chdj (Ng,m,d)
}
∩ [Mg,m(Q, d)]
vir
)
equals to
s∏
j=1
chdj (Ng,0,d) ∩ π∗
( m∏
i=1
ψkii ev
∗
i (δli) ∩ [Mg,m(Q, d)]
vir
)
by projection formula. The dimension constraint requires that
deg
( s∏
j=1
chdj (Ng,m,d)
)
+ deg
( m∏
i=1
ψkii ev
∗
i (δli)
)
= m.
Since
deg
( s∏
j=1
chdj (Ng,m,d)
)
=
∑
j
dj > 0,
we have
deg
( m∏
i=1
ψkii ev
∗
i (δli)
)
< m = dim[Mg,m(Q, d)]
vir .
So
dim
( m∏
i=1
ψkii ev
∗
i (δli) ∩ [Mg,m(Q, d)]
vir
)
> dim[Mg,0(Q, d)]
vir = 0.
Now the virtual pushforward property of Example 1 implies that
π∗
( m∏
i=1
ψkii ev
∗
i (δli) ∩ [Mg,m(Q, d)]
vir
)
= 0.
The lemma follows.
The next two lemmas are firstly proven by Gathmann in [12], which
also play an important role in the computation of Bg,d in the below.
Lemma 3.12 ([12], Corollary 5.2.5). Let M be a moduli space of stable
maps to Q, possibly with disconnected domains. Let ft : M → M ′ be a
forgetful morphism which forgets a given subset of the marked points and/or
connected components. (M ′ is also a moduli space of stable maps to Q,
with in general fewer marked points and connected components.) Then ft
satisfies the virtual pushforward property.
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Lemma 3.13 ([12], Theorem 5.2.7 or [28], Theorem 5.1). Let M be a mod-
uli space of stable relative maps M
•,∼
Gr (Y,D0), or stable relative maps to a
non-rigid target M
•,∼
Gr (Y,D0 ∪D∞). Let p :M→M be the morphism that
projects the curves in Y down to the base Q, forget a given subset of (abso-
lute and/or relative) marked points and/or connected components, stabilizes
the result. (Thus M is a moduli space of stable maps to Y , possibly with dis-
connected domains, whose combinatorial data is determined by p and M.)
We assume that p is well defined, i.e. that every rational (resp. elliptic)
connected component that is not forgotten by p and whose curve class is a
fiber class of Y has at least 3 (resp. 1) marked points that are not forgotten
by p. Then p satisfies the virtual pushforward property.
Remark 3.14. Lemma 3.13 is reproved by F.Qu in [28] using a different
method.
Now let us begin to compute Bg,d by applying relative virtual localiza-
tion formula given in Appendix B and Lemmas 3.12 and 3.13.
Firstly, we compute some Bg,d(ζ) with |ζ| = 1.
Lemma 3.15 ([12]). Let ζ1g,d,m = {(5d + 1 − g −m,m)} ∈ Sg,d. Then we
have
Bg,d(ζ
1
g,d,m) =

Xg,dNg,d, if m = 0,
dNg,d, if m = 1,
0, if m = 2, 3
where
Xg,d = (5d+ 2− g)
(
(5d+ 1− g)(g − 1) + 5d
)
. (3.21)
Remark 3.16. If m = 2, 3, then Bg,d(ζ
1
g,d,m) can be computed by ap-
plying the virtual pushforward property of Lemma 3.13. If m = 1, then
Bg,d(ζ
1
g,d,m) can be computed by using Proposition 5.3.2 in [12]. If m =
0, then Bg,d(ζ
1
g,d,m) can be derived from Proposition 5.4.1 in [12] which
need some technical assumption ([12], Conjecture 5.2.9). We will compute
Bg,d(ζ
1
g,d,m) in a new way when m = 0, which does not need further assump-
tion. For completeness, we will also give a computation of Bg,d(ζ
1
g,d,m) when
m = 1, 2, 3, by using Lemma 3.13 and Proposition 5.3.2 in [12].
Proof. We recall that
Bg,d(ζ
1
g,d,m) =
∫
[MΓ(Y,D0)]vir
ev∗1(H
m)
5d+1−g−m∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
,
where the data of stable relative maps
Γ = (g, β, {νi}
n
i=1,m) = (g, dα∞, ∅, 1).
We will divide it into the following three cases.
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(A) Case m = 2, 3. Let
f :MΓ(Y,D0)→Mg,1(Q, d)
be the morphism that projects curves in Y down to the base which does not
forget the only marked point. Since the class H of Y is pulled back from
the base Q, we have
ev∗1(H) = (ev1 ◦ f)
∗(H)
where we add an underline to the evaluation map of Mg,1(Q, d) so as to
distinguish it from that of MΓ(Y,D0). Now by projection formula, we have
f∗
(
ev∗1(H
m)
5d+1−g−m∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
= ev∗1(H
m)f∗
( 5d+1−g−m∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
.
The fact that m = 2, 3 implies that the dimension of
5d+1−g−m∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
is bigger than the virtual dimension of Mg,1(Q, d) which equals to 1.
So by the virtual pushforward property of Lemma 3.13, we have
f∗
(
ev∗1(H
m)
5d+1−g−m∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
= 0
which further implies that Bg,d(ζ
1
g,d,m) = 0.
(B) Case m = 1. Still we have
f∗
(
ev∗1(H)
5d−g∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
= ev∗1(H)f∗
( 5d−g∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
.
Now by Proposition 5.3.2 in [12], we have
f∗
( 5d−g∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
= [Mg,1(Q, d)]
vir .
Then by divisor equation, we have
Bg,d(ζ
1
g,d,1) = dNg,d.
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(C) Case m = 0. The computation, in this case, is different from the
above two cases.
Instead of using the morphism f , we define a new morphism
π :MΓ(Y,D0)→Mg,0(Q, d)
which projects the curves in Y down to the base and forget the only marked
point. By the virtual property of Lemma 3.13, we have
π∗
(
ω ∩ [MΓ(Y,D0)]
vir
)
= c[Mg,0(Q, d)]
vir
where c is the scalar and
ω =
5d+1−g∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
.
Now it is easy to see that
Bg,d(ζ
1
g,d,0) = cNg,d.
We then use the relative virtual localization formula (6.9) (set (V,W ) =
(P4, Q) in the formula) to compute c. Firstly, we need to give an equivariant
lift of ω.
The projection map p : Y → Q is C∗-invariant. So cohomology classes
pulled back from Q have natural equivariant lifts. Since D∞ is fixed under
the C∗-action, [D∞] can also be seen as an equivariant class.
The natural equivariant lift of cotangent line bundle L1 will still be
denoted as L1. We also use ψ1 to denote the equivariant first Chern class of
L1.
Now it is easy to see that ω has a natural equivariant lift ωT .
By the relative virtual localization formula (6.9), we know that
π∗
(
ω ∩ [MΓ(Y,D0)]
vir
)
equals to the non-equivariant limit of
∑
Gl0
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (NvirGl0
)
)
. (3.22)
Firstly, we suppose that π◦τGl0
mapsMGl0
to class ofMg,0(Q, d) whose
virtual codimension is bigger than 0.
Let
τ∗
Gl0
(ωT )
eT (NvirGl0
)
=
∑
i∈Z
ωit
i
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be the expansion according to the equivariant parameter t. Then the con-
tribution of such localization graph Gl0 is
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
ω0 ∩ [MGl0
]vir
)
.
Since
dim
(
ω0 ∩ [MGl0
]vir
)
= dim
( 5d+1−g∏
k=0
(
kψ1 + ev
∗
1([D∞])
)
∩ [MΓ(Y,D0)]
vir
)
= 0
= dim
(
[Mg,0(Q, d)]
vir
)
> dim[(π ◦ τGl0
)(MGl0
)]vir ,
those virtual pushforward properties of Lemmas 3.12 and 3.13 can be used
to show that
(π ◦ τGl0
)∗
(
ω0 ∩ [MGl0
]vir
)
= 0.
So we only need to consider those localization graphs Gl0 which satisfy
the condition that: π ◦ τGl0
maps MGl0
to class of Mg,0(Q, d) whose virtual
codimension is 0. Each such graph Gl0 gives rise to a contribution to c. Then
we add up these contributions and show that
c = (5d + 2− g)
(
(5d+ 1− g)(g − 1) + 5d
)
= Xg,d.
Let Gl0 be such a graph. There are two cases.
(I) Firstly, we assume that there exists one vertex v∞ ∈ V∞ of G
l
0
such that g(v∞) = g and β(v∞) = dα∞. There must be no edges in G
l
0.
Otherwise,
dα∞ =
∑
v∈V∞
β(v) +
∑
v∈V0
β(v) +
∑
e∈E
d(e)[F ] > β(v∞) = dα∞.
The connectedness of Gl0 further implies that G
l
0 contains only one vertex
v∞. So we have
MGl0
≃Mg,1(Q, d)
and |Aut(Gl0)| = 1.
In this case, it is easy to see that ev1 ◦ τGl0
factors through D∞, i.e.
ev1 ◦ τGl0
:MGl0
−→ D∞ ≃ Q
ι∞−→ Y.
The restriction of equivariant class [D∞] to D∞ becomes
t+ c1(NQ/P4).
So
τ∗
Gl0
(
ev∗1([D∞])
)
= t+ τ∗
Gl0
(
ev∗1(c1(NQ/P4))
)
.
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The restriction of ψ1 to MGl0
becomes a ψ-class of Mg,1(Q, d).
So we may conclude that
τ∗
Gl0
(ωT ) =
5d+1−g∏
k=0
(
kψ1 + ev
∗
1(c1(NQ/P4)) + t
)
.
Here, since ev1 ◦ τGl0
can also be seen as an evaluation map of Mg,1(Q, d),
for simplicity we omit τGl0
and use ev1 to denote it.
It is easy to see that FGl0
is the simple fixed locus. So by (6.8), we have
1
eT (N
vir
Gl0
)
=
1
eT (H0/H1(f∗v∞NQ/P4))
=
1
eT (Ng,1,d)
.
We may express eT (Ng,1,d) as
tch0(Ng,1,d)exp
( ∞∑
i=1
(−1)i−1(i− 1)!
ti
chi(Ng,1,d)
)
.
By Riemann-Roch theorem
ch0(Ng,1,d) = dimH
0(Σ, f∗v∞NQ/P4)− dimH
1(Σ, f∗v∞NQ/P4) = 5d+ 1− g.
So we may further write it as
t5d+1−gexp
( ∞∑
i=1
(−1)i−1(i− 1)!
ti
chi(Ng,1,d)
)
.
Now the term
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (NvirGl0
)
in (3.22) becomes∏5d+1−g
k=0
(
kψ1 + ev
∗
1
(
c1(NQ/P4)
)
+ t
)
t5d+1−gexp
(∑∞
i=1
(−1)i−1(i−1)!
ti
chi(Ng,1,d)
) ∩ [Mg,1(Q, d)]vir .
It is easy to compute that the t0-part ω0 becomes
(5d+ 2− g)(5d + 1− g)
2
ψ1 + (5d+ 2− g)ev
∗
1
(
c1(NQ/P4)
)
− ch1(Ng,1,d).
In this case, the morphism
π ◦ τGl0
:Mg,1(Q, d) −→Mg,0(Q, d)
just becomes the forgetful morphism which forget the only marked point.
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So it is easy to deduce from dilaton equation, divisor equation and
Lemma 3.11 that
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
ω0 ∩ [Mg,1(Q, d)]
vir
)
equals to Xg,d[Mg,0(Q, d)]
vir where Xg,d is given by (3.21).
We may summarize that the contribution of the localization graph in
case (I) to the scalar c is Xg,d.
(II) Next, we suppose that there is a vertex v0 ∈ V0 of G
l
0 such that
g(v0) = g and p∗
(
β(v0)
)
= dα. Here, we recall that p : Y → Q is the natural
projection map.
Firstly, we show that v0 is the only vertex of V0.
Suppose that the target for a stable relative map f in the fixed locus
FGl0
is Ys ∪ Y . Let Σv0 be the connected component corresponding to v0.
We use fv0 to denote the restriction of f to Σv0 . fv0 maps Σv0 to Ys.
Recall that
cs1,l1 : Ys = Ys1 ∪ Y ∪ Yl1 −→ Y
is the natural contraction to the central Y . The curve class
βv0 = (cs1,l1 ◦ fv0)∗([Σv0 ]).
is independent of the choosing of s1, l1 by the predeformability condition.
We may write βv0 ∈ H2(Y ) as
dv0α∞ +mv0 [F ]
where dv0 and mv0 are some integers.
Now by definition,
β(v0) = (ι0 ◦ p)∗(βv0) = dv0α0
where α0 is the push-forward of α under the inclusion map ι0 : Q ≃ D0 →֒ Y .
The assumption p∗
(
β(v0)
)
= dα then implies that dv0 = d.
The condition f−1(D0) = 0 implies that f
−1
v0 (D0) = 0. So
mv0 = D0 · βv0 = 0.
Now if there exists another vertex v′0 of V0. The curve class βv′0 can not
be zero. Otherwise, the predeformability condition implies that no edges
are incident to v′0, which contradicts to the condition that G
l
0 is connected.
We may write βv′0 as
dv′0α∞ +mv′0 [F ].
Similarly, we can show that mv′0 = 0. Since βv′0 6= 0 and βv′0 is an effective
curve class, we know that dv′0 > 0.
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Now since
dα∞ =
∑
v∈V∞
β(v) +
∑
v∈V0
β(v) +
∑
er
d(er)[F ],
we have
dα = p∗(dα∞) = p∗
( ∑
v∈V∞
β(v) +
∑
v∈V0
β(v)
)
≥ p∗
(
β(v0) + β(v
′
0)
)
> dα.
The contradiction implies that there is only one vertex v0 in V0. The
inequality
dα = p∗(dα∞) ≥ p∗
( ∑
v∈V∞
β(v) +
∑
v∈V0
β(v)
)
≥ p∗(β(v0)) = dα
further implies that for each v ∈ V∞, p∗(β(v)) = 0. Since those β(v) can be
written as dvα∞, we may deduce that β(v) = 0 for all v ∈ V∞. So all the
components corresponding to vertices in V∞ are contractible.
Since g(v0) = g, we may deduce that each vertex vi ∈ V∞ satisfies
g(vi) = 0 and there will be no loops in the graph G
l
0. So there is only one
edge ei connecting vi to v0.
Since there is only one marked point, the stable condition requires that
components corresponding to vertices in V∞ must all degenerate into points.
Let
f−1v0 (D∞) =
s∑
i=1
dizi.
Since
βv0 ·D∞ = dα∞ ·D∞ = 5d,
we have
∑
i di = 5d. By the predeformability condition, we know that
each point zi corresponds to one edge (we suppose that this edge is ei and
d(ei) = di). It also implies that the number of edges |E| = s.
If the only marked point x1 is distributed to the vertex v0, then the
evaluation map ev1 factors through D0, i.e.
ev1 :MGl0
→ D0 →֒ Y.
So ev∗1([D∞]) = 0. Then
τ∗
Gl0
(ωT ) = ev
∗
1([D∞])
5d+1−g∏
k=1
(
kψ1 + ev
∗
1([D∞])
)
= 0.
So we may assume that x1 is distributed to some vertex in V∞. Suppose
that this vertex is v1. In this case, ev1 factors through D∞, i.e.
ev1 :MGl0
evE1−→ Q ≃ D∞ →֒ Y,
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where evE1 is defined as (6.2).
Similar to the discussion in case (I), we have
ev∗1([D∞]) = t+ (ev
E
1 )
∗
(
c1(NQ/P4)
)
.
The d1th tensor power of the cotangent line bundle L1 can be identified
as (evE1 )
∗(N∗D∞/Y ) ≃ (ev
E
1 )
∗(N∗Q/P4). So
ψ1 = −
t+ (evE1 )
∗
(
c1(NQ/P4)
)
d1
.
Now it is easy to see that
τ∗
Gl0
(ωT ) =
(
t+ (evE1 )
∗
(
c1(NQ/P4)
))5d+2−g 5d+1−g∏
k=0
(
1−
k
d1
)
.
Obviously, if d1 ≤ 5d + 1 − g, then τ
∗
Gl0
(ωT ) = 0. So we may assume
that d1 ≥ 5d+ 2− g.
In this case, by (6.7) we have
1
eT (N
vir
Gl0
)
=
∏s
r=1 dr
−t− ψ∞
s∏
r=1
1
N(vr)
s∏
r=1
t+ (evEr )
∗
(
c1(NQ/P4)
)(
t+ (evEr )
∗
(
c1(NQ/P4)
))dr dr !
ddrr
.
Since val(v1) = 2 and the component corresponding to v1 degenerates
into the marked point x1, we have
1
N(v1)
=
1
t+ (evE1 )
∗
(
c1(NQ/P4)
)
by (6.6). Since val(vr) = 1 for r ≥ 2, by (6.5) we have
1
N(vr)
=
1
dr
, r 6= 1.
So τ∗
Gl0
(ωT )/eT (N
vir
Gl0
) equals to
(
t+ (evE1 )
∗
(
c1(NQ/P4)
))5d+2−g−d1∏5d+1−g
k=0
(
1− kd1
)
(−t− ψ∞)
d1!
d
d1+1
1
∏s
r=2
(
t+ (evEr )
∗
(
c1(NQ/P4)
))dr dr !
ddrr
.
It is easy to see that when d1 ≥ 5d+2−g, the expansion of τ
∗
Gl0
(ωT )/eT (N
vir
Gl0
)
according to t contains only negative powers of t. So the t0-part of
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (NvirGl0
)
)
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equals to zero.
We may summarize that the contribution of each Gl0 in case (II) to the
scalar c is zero.
In conclusion, if we add up contributions from both case (I) and case
(II), then we have c = Xg,d.
Next, let us evaluate some Bg,d(ζ) with |ζ| = 2.
Lemma 3.17. Let ζ2g,d,m,l1,l2 = {(l1,m), (l2, 0)} ∈ Sg,d. We have
Bg,d(ζ
2
g,d,m,l1,l2) =

Yg,d(l1, l2)Ng,d, if m = 0,
Zg,d(l1, l2)Ng,d, if m = 1,
0, if m = 2, 3,
where
Yg,d(l1, l2) = fg,d(l1, l2)− fg,d(5d + 1− g, 0) + 5dXg,d + 5d(5d + 1− g)
with fg,d(l1, l2) equals to
5d
2
(
l21(l1 + 1) + l
2
2(l2 + 1)
)
+
g − 1
12
(
l1(l
2
1 − 1)(3l1 + 2) + l2(l
2
2 − 1)(3l2 + 2)
)
+
(l1 + 1)(l2 + 1)
2
(
25d2(2g + 1) + (5d − l1l2)(2g − 1)(1 − g)
)
.
(3.23)
And Xg,d is defined by (3.21),
Zg,d(l1, l2) =
5d2(l2 + 1) +
l1(l1 + 1) + (2g − 1)l2(l2 + 1)
2
d−
(5d + 1− g)(5d − g)d
2
.
Remark 3.18. If m = 3, then Bg,d(ζ
2
g,d,m,l1,l2
) can be computed by ap-
plying the virtual pushforward property of Lemma 3.13. If m = 2, then
Bg,d(ζ
2
g,d,m,l1,l2
) can be computed by using Proposition 5.3.2 in [12]. We will
compute Bg,d(ζ
2
g,d,m,l1,l2
) in a new and uniform way .
Proof. Let
π :MΓ(Y,D0)→Mg,0(Q, d)
be the morphism which projects the curves in Y down to the base and forget
all the marked points. Here Γ = (g, dα∞, ∅, 2).
Let
ω1 = ev∗1(H
m)
l1∏
k1=0
(
k1ψ1 + ev
∗
1
(
[D∞]
)) l2∏
k2=0
(
k2ψ2 + ev
∗
2
(
[D∞]
))
41
be a cohomology class of Y . The condition {(l1,m), (l2, 0)} ∈ Sg,d implies
that the dimension of
dim
(
ω1 ∩ [MΓ(Y,D0)]
vir
)
= 0 = dim
(
[Mg,0(Q, d)]
vir
)
.
So by Lemma 3.13, we have
π∗
(
ω1 ∩ [MΓ(Y,D0)]
vir
)
= c[Mg,0(Q, d)]
vir .
It further implies that Bg,d(ζ
2
g,d,m,l1,l2
) = cNg,d.
It is not easy to compute c by directly applying the relative virtual
localization formula (6.9). To get over it, we need to introduce another
cohomology class
ω2 = ev∗1(H
m)
5d+1−g−m∏
k1=0
(
k1ψ1 + ev
∗
1
(
[D∞]
))
ev∗2([D∞])
and use the following equality
π∗
(
ω1 ∩ [MΓ(Y,D0)]
vir
)
= π∗
((
(ω1 − ω2) + ω2
)
∩ [MΓ(Y,D0)]
vir
)
.
It turns out that the part
π∗
(
(ω1 − ω2) ∩ [MΓ(Y,D0)]
vir
)
(3.24)
can be computed by using the relative virtual localization formula (6.9) and
π∗
(
ω2 ∩ [MΓ(Y,D0)]
vir
)
(3.25)
can be computed by using the divisor equation and Lemma 3.15.
Let us compute (3.24) at first.
By the virtual property of Lemma 3.13, we know that
π∗
(
(ω1 − ω2) ∩ [MΓ(Y,D0)]
vir
)
= C1,2[Mg,0(Q, d)]
vir ,
where C1,2 is some scalar to be determined.
We will determine C1,2 by using the relative virtual localization formula.
Similar to the proof of Lemma 3.15 case (C), ω1 and ω2 have natural
equivariant lifts ω1T and ω
2
T respectively.
Now by the relative virtual localization formula (6.9), (3.24) equals to
the non-equivariant limit of
∑
Gl0
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (NvirGl0
)
)
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where ωT = ω
1
T − ω
2
T .
Just as in the proof of Lemma 3.15 case (C), we only need to consider
the following two types of graphs Gl0.
(I) If there exists one vertex v∞ ∈ V∞ of G
l
0 such that g(v∞) = g and
β(v∞) = dα∞, then we have
MGl0
≃Mg,2(Q, d)
and the automorphism group Aut(Gl0) satisfies |Aut(G
l
0)| = 1. The mor-
phism
π ◦ τGl0
:Mg,2(Q, d) −→Mg,0(Q, d)
just becomes the forgetful morphism which forget all the marked points.
Let us consider the case m = 0 at first.
In this case, τ∗
Gl0
(ω1T ) becomes
l1∏
k1=0
(
k1ψ1 + ev
∗
1(c1(NQ/P4)) + t
) l2∏
k2=0
(
k2ψ2 + ev
∗
2(c1(NQ/P4)) + t
)
,
and
1
eT (Ng,2,d)
=
1
t5d+1−gexp
(∑∞
i=1
(−1)i−1(i−1)!
ti
chi(Ng,2,d)
) .
After expansion according to t, the t0-part of∏l1
k1=0
(
k1ψ1 + ev
∗
1(c1(NQ/P4)) + t
)∏l2
k2=0
(
k2ψ2 + ev
∗
2(c1(NQ/P4)) + t
)
t5d+1−gexp
(∑∞
i=1
(−1)i−1(i−1)!
ti
chi(Ng,2,d)
)
denoted by ω10 equals to
l1∑
k1=0
(
k1ψ1 + ev
∗
1
(
c1(NQ/P4)
)) l2∑
k2=0
(
k2ψ2 + ev
∗
2
(
c1(NQ/P4)
))
+
∑
0≤k′1<k1≤l1
(
k′1ψ1 + ev
∗
1
(
c1(NQ/P4)
))(
k1ψ1 + ev
∗
1
(
c1(NQ/P4)
))
+
∑
0≤k′2<k2≤l2
(
k′2ψ2 + ev
∗
2
(
c1(NQ/P4)
))(
k2ψ2 + ev
∗
2
(
c1(NQ/P4)
))
(3.26)
plus terms which contain at least one chi(Ng,2,d) (for some i > 0).
We need to compute
(π ◦ τGl0
)∗
(
ω10 ∩ [Mg,1(Q, d)]
vir
)
in the next.
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By Lemma 3.11, we only need to consider those terms of ω10 in (3.26).
After expanding (3.26) and collecting the same terms, it becomes
l1(l1 + 1)(l2 + 1)
2
ψ1ev
∗
2
(
c1(NQ/P4)
)
+
l2(l2 + 1)(l1 + 1)
2
ψ2ev
∗
1
(
c1(NQ/P4)
)
+
l1l2(l1 + 1)(l2 + 1)
4
ψ1ψ2 + (l1 + 1)(l2 + 1)ev
∗
1
(
c1(NQ/P4)
)
ev∗2
(
c1(NQ/P4)
)
+
2∑
i=1
(
li(l
2
i − 1)(3li + 2)
24
ψ2i+
l2i (li + 1)
2
ψiev
∗
i
(
c1(NQ/P4)
)
+
li(li + 1)
2
ev∗i
(
c1(NQ/P4)
)2)
.
By string, dilaton and divisor equations, it is easy to compute that
(π ◦ τGl0
)∗
(
ψ1ev
∗
2
(
c1(NQ/P4)
)
∩ [Mg,2(Q, d)]
vir
)
= 5d(2g − 1)[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
(
ψ2ev
∗
1
(
c1(NQ/P4)
)
∩ [Mg,2(Q, d)]
vir
)
= 5d(2g − 1)[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
(
ψ1ψ2 ∩ [Mg,2(Q, d)]
vir
)
= (2g − 1)(2g − 2)[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
( 2∏
i=1
ev∗i
(
c1(NQ/P4)
)
∩ [Mg,2(Q, d)]
vir
)
= 25d2[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
(
ψ2i ∩ [Mg,2(Q, d)]
vir
)
= (2g − 2)[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
(
ψiev
∗
i
(
c1(NQ/P4)
)
∩ [Mg,2(Q, d)]
vir
)
= 5d[Mg,0(Q, d)]
vir ,
(π ◦ τGl0
)∗
(
ev∗i
(
c1(NQ/P4)
)2
∩ [Mg,2(Q, d)]
vir
)
= 0.
After simplification, we have
(π ◦ τGl0
)∗
(
ω10 ∩ [Mg,1(Q, d)]
vir
)
= fg,d(l1, l2)[Mg,0(Q, d)]
vir
where fg,d(l1, l2) is given by (3.23). We remark that we have used the fact
that
l1 + l2 = 5d+ 1− g
in the simplification operation.
It is clear that the non-equivariant limit of
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ω2T ) ∩ [MGl0
]vir
eT (N
vir
Gl0
)
)
can be computed by replacing l1 with 5d+ 1− g and l2 with 0.
So the contribution of graph Gl0 in case (I) when m = 0 to the scalar
C1,2 is
fg,d(l1, l2)− fg,d(5d+ 1− g, 0).
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The contribution of graph Gl0 in case (I) when m = 1, 2, 3 can be sim-
ilarly derived. If we denote the contribution of graph Gl0 by CI , then we
have
CI =

fg,d(l1, l2)− fg,d(5d + 1− g, 0), if m = 0,
Zg,d(l1, l2)− Zg,d(5d− g, 0), if m = 1,
0, if m = 2, 3,
(3.27)
where
Zg,d(l1, l2) =
5d2(l2 + 1) +
l1(l1 + 1) + (2g − 1)l2(l2 + 1)
2
d−
(5d+ 1− g)(5d − g)d
2
.
(II) Next, we suppose that there exists one vertex v0 ∈ V0 satisfying
g(v0) = g and p∗
(
β(v0)
)
= dα.
Similar to the proof of Lemma 3.15 case (C), we may deduce that v0 is
the only vertex in V0, and each component mapped to D∞ is contractible
with genus 0, whose corresponding vertex vi connects to v0 via only one
edge ei. The two absolute marked points must be assigned to vertices in
V∞. We may assume that there are s edges e1, . . . , es with degrees d1, . . . , ds
respectively.
Now we need to discuss according to the assignment of the two absolute
marked points.
(a) Firstly, we suppose that the two absolute marked points x1, x2
are assigned to two different vertices in V∞. Without loss of generality, we
assume that x1 and x2 are assigned to v1 and v2 respectively.
The evaluation maps evi in this case factor through D∞, i.e.
evi :MGl0
evEi−→ Q ≃ D∞ →֒ Y.
Similar to the proof of Lemma 3.15 case (C), we can compute that
τ∗
Gl0
(ω1T ) = (ev
E
1 )
∗(Hm)
(
t+ (evE1 )
∗
(
c1(NQ/P4)
))l1+1 l1∏
k1=0
(
1−
k1
d1
)
×
(
t+ (evE2 )
∗
(
c1(NQ/P4)
))l2+1 l2∏
k2=0
(
1−
k2
d2
)
.
Obviously, it equals to 0 unless d1 ≥ l1 + 1 and d2 ≥ l2 + 1.
By (6.7), the inverse of eT (N
vir
Gl0
) is given by
∏s
r=1 dr
−t− ψ∞
s∏
r=1
1
N(vr)
s∏
r=1
t+ (evEr )
∗
(
c1(NQ/P4)
)(
t+ (evEr )
∗
(
c1(NQ/P4)
))dr dr !
ddrr
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where
1
N(vr)
=
1
t+ (evEr )
∗(c1(NQ/P4))
, r = 1, 2;
1
N(vr)
=
1
dr
, r 6= 1, 2.
So τ∗
Gl0
(ω1T )/eT (N
vir
Gl0
) equals to
(evE1 )
∗(Hm)ω1,2
∏l1
k1=0
(
1− k1d1
)∏l2
k2=0
(
1− k2d2
)
(−t− ψ∞)
d1!
d
d1+1
1
d2!
d
d2+1
2
∏s
r=3
(
t+ (evEr )
∗
(
c1(NQ/P4)
))dr dr !
ddrr
(3.28)
where
ω1,2 =
(
t+ (evE1 )
∗
(
c1(NQ/P4)
))l1+1−d1(
t+ (evE2 )
∗
(
c1(NQ/P4)
))l2+1−d2
.
Obviously, if d1 ≥ l1 + 1 and d2 ≥ l2 + 1, the expansion of (3.28) according
to t contains only negative powers of t. The same is true after we replace
ω1T by ω
2
T .
So we may conclude that the contributions of those graphs Gl0 in case
(a) to the scalar C1,2 are all zero.
(b) Next, we assume that the two absolute marked points are assigned
to the same vertex. Without loss of generality, we assume that this vertex
is v1.
The component corresponding to v1 is a contractible genus 0 curve with
three special points on it. One comes from the edge e1 and the other two
are x1 and x2. So τ
∗
Gl0
(ψ1), τ
∗
Gl0
(ψ2) all become zero. In this case, we also
have
ev1 = ev2 = ev
E
1 .
Now it is easy to compute that
τ∗
Gl0
(ω1T ) = (ev
E
1 )
∗(Hm)
(
t+ (evE1 )
∗
(
c1(NQ/P4)
))5d+3−g−m
= τ∗
Gl0
(ω2T ).
So we have
τ∗
Gl0
(ω1T − ω
2
T ) = 0.
From the discussion in both cases (a) and (b), we may conclude that
the contributions of those graphs in case (II) to the scalar C1,2 are all zero.
Combining the discussion in both cases (I) and (II), we may conclude
that the scalar
C1,2 = CI
where CI is given by (3.27).
We are left to compute (3.25), which is
π∗
(
ev∗1(H
m)
5d+1−g−m∏
k1=0
(
k1ψ1 + ev
∗
1
(
[D∞]
))
ev∗2([D∞]) ∩ [MΓ(Y,D0)]
vir
)
.
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By the virtual property of Lemma 3.13, we know that it equals to
C2[Mg,0(Q, d)]
vir
where C2 is some scalar to be determined. So the corresponding relative
Gromov-Witten invariant
〈∣∣∣{Hm 5d+1−g−m∏
k1=0
(
k1τ + [D∞]
)}
[D∞]
〉
g,dα∞
= C2Ng,d.
Now the L.H.S can be computed by using Lemma 3.15 and divisor equation.
The latter can be proven by the standard cotangent line comparison method
(see [27], Section 1.5.4 for the rubber case). For simplicity, we omit the
details of computation and just list the results in the below.
C2 =

5dXg,d + 5d(5d + 1− g), if m = 0,
5d2, if m = 1,
0, if m = 2, 3,
where Xg,d is given by (3.21).
Finally, Lemma 3.17 can be deduced from the following equality
Bg,d(ζ
2
g,d,m,l1,l2) = cNg,d = (C
1,2 + C2)Ng,d.
The next lemma computes one particular invariant B3,d(ζ3,d) appeared
in (3.19).
Lemma 3.19.
B3,d(ζ3,d) = (1875d
4 + 3875d3 − 1950d2 − 2760d + 1344)N3,d.
Proof. We recall that
B3,d(ζ3,d) =
∫
[MΓ(Y,D0)]vir
ω
where Γ = (g, dα∞, ∅, 3) and ω is the cohomology class
5d−4∏
k1=0
(
k1ψ1 + ev
∗
1([D∞])
) 1∏
k2=0
(
k2ψ2 + ev
∗
2([D∞])
) 1∏
k3=0
(
k3ψ3 + ev
∗
3([D∞])
)
.
As before, we set
π :MΓ(Y,D0)→M3,0(Q, d)
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to be the morphism which projects the curves in Y down to the base and
forget all the marked points. By the virtual pushforward property of Lemma
3.13, we know that
π∗
(
ω ∩ [MΓ(Y,D0)]
vir
)
= c[M3,0(Q, d)]
vir (3.29)
where c is some scalar to be determined. So
B3,d(ζ3,d) = cN3,d.
We will use the relative virtual localization formula to compute c.
Similar to the proof of Lemma 3.15 case (C), ω has a natural equivariant
lift ωT . Now by the relative virtual localization formula (6.9), the L.H.S of
(3.29) equals to the non-equivariant limit of
∑
Gl0
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (NvirGl0
)
)
. (3.30)
Similar to the proof of Lemma 3.15 case (C), we only need to consider
the following two types of graphs Gl0.
(I) Firstly, we suppose that there exists one vertex v∞ ∈ V∞ of G
l
0 such
that g(v∞) = 3 and β(v∞) = dα∞. The graph G
l
0 is then uniquely deter-
mined. The contribution of such a graph to the scalar c can be determined
by string, dilaton, divisor equations and Lemma 3.11. The computation is
similar to the proof of Lemma 3.17 case (I). So we omit it here. The result
is that the contribution of the graph in case (I) to c is
78125d6
24
−
3125d5
8
+
143125d4
24
−
61875d3
8
+
33125d2
4
− 7355d + 2280.
(II) Next, we suppose that there exists one vertex v0 ∈ V0 satisfying
g(v0) = 3 and p∗
(
β(v0)
)
= dα.
As before, we can deduce that v0 is the only vertex in V0, and each
component mapped to D∞ is contractible with genus 0 whose corresponding
vertex connects to v0 via only one edge. The absolute marked points must
be assigned to vertices in V∞.
Now we need to discuss according to the assignment of the three abso-
lute marked points.
(a) We suppose that the three absolute marked points are assigned to
three different vertices. Then similar to the discussion in Lemma 3.17 case
(a), we can show that the expansion of the corresponding term in (3.30)
only contains the negative powers of t.
So the contributions of such graphs to the scalar c are all 0.
(b) We suppose that the first two absolute marked points are assigned
to the same vertex while the third marked point is assigned to a different
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vertex. Then the total contribution of those graphs will be computed by
Lemma 3.20 in the below. The result is
109375d6
24
−
315625d5
24
+
246875d4
24
+
125d3
24
−
12225d2
4
+
3820d
3
− 188.
(c) We suppose that the first and third marked points are assigned to
the same vertex while the second marked point is assigned to a different
vertex. Then the total contribution of those graphs will be the same as (b)
since the insertions for the second and the third marked points are the same.
(d) We suppose that the last two marked points are assigned to the
same vertex while the first marked point is assigned to a different vertex.
Then the total contribution can be computed by using the same method as
in the proof of Lemma 3.20. The result is
−375d3 − 975d2 + 1605d − 528.
(e) We suppose that all the three marked points are assigned to the
same vertex such that only one edge e is incident to it. Then the total
contribution of such graphs can be computed as follows.
Firstly, we fix degree d(e) = D. The total contribution of those graphs
with fixed degree d(e) = D can be determined by computing
〈∣∣∣{Dτ 5d−2∏
k=0
k 6=D
(
kτ + [D∞]
)}〉
3,dα∞
(3.31)
in the following two different ways.
One by Lemma 3.15, the other by using the relative virtual localization
formula (6.9). The two ways to compute (3.31) give an identity which can
be used to determine the total contribution of those graphs with fixed degree
d(e) = D. The procedure is almost the same as in the proof of Lemma 3.20.
So we omit it here.
The result is that the total contribution of those graphs with fixed
degree d(e) = D equals to
(−1)5d−1−DD5d−1
(5d− 2−D)!D!
{−625d4 + 1125d3 − 750d2 + 160d
2D
+
1875d4 − 3500d3 + 2475d2 − 680d + 64
2
+
(25d2 + 35d− 28)D − 4D2
}
.
Summing over D, we have
−
296875d6
24
+
640625d5
24
−
591875d4
24
+
287375d3
24
−
12575d2
4
+
1330d
3
− 32.
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The final step has used the combinatorial identities for
m∑
D=1
(−1)m−DDm+k−1
(m−D)!D!
which are given in the Appendix C, Lemma 7.1.
Summing over all of the contributions, we have
c = 1875d4 + 3875d3 − 1950d2 − 2760d + 1344.
The lemma directly follows.
Lemma 3.20. The total contribution of those graphs discussed in Lemma
3.19 case (b) to the scalar c is
109375d6
24
−
315625d5
24
+
246875d4
24
+
125d3
24
−
12225d2
4
+
3820d
3
− 188.
Proof. We recall that those graphs Gl0 discussed in Lemma 3.19 case (b) can
be described as follows. v0 is the only vertex in V0 satisfying g(v0) = 3 and
p∗(β(v0)) = dα. Each component mapped to D∞ is contractible with genus
0 whose corresponding vertex vi connects to v0 via only one edge ei. The
first two absolute marked points are assigned to the same vertex v1 in V∞,
and the third point is assigned to a different vertex v2 in V∞.
We assume that there are s edges e1, . . . , es with degrees d1, . . . , ds
respectively. So there are also s vertices in V∞. The graph G
l
0 has been
fixed now. Similar to the proof of Lemma 3.15 case (C) subcase (II), we
may also deduce that
s∑
i=1
di = 5d.
The corresponding contribution to the scalar c can be derived from the
t0-part of
1
|Aut(Gl0)|
(π ◦ τGl0
)∗
(
τ∗
Gl0
(ωT ) ∩ [MGl0
]vir
eT (N
vir
Gl0
)
)
. (3.32)
Here, we recall that
MGl0
=M∞ ×Qs ME ×Qs M
•,∼
Gr0
.
The rubber space in this case can be identified by
M
•,∼
Gr0
=MΓb(Y,D0 ∪D∞)
∼
with data Γb = (3, dα∞, ∅, {d1, d2, . . . , ds}, 0). We may abbreviate it asM
∼
Γb
.
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Recall that
M∞ =
∏
v∈V∞
M0,val(v)(Q, 0) =
s∏
i=1
M0,val(vi)(Q, 0).
Here if val(v) ≤ 2, then M0,val(v)(Q, 0) should be treated as Q.
Since M0,3(Q, 0) = Q and ∀r, val(vr) ≤ 3, we may deduce that all the
M0,val(vi)(Q, 0) can be identified as Q. So
MGl0
=ME ×Qs M
∼
Γb
.
By Lemma 6.1, we know that
ME =
s∏
i=1
di
√
NQ/P4/Q
which is a gerbe over Qs banded by the group
∏s
i=1 µd(ei). The coarse
moduli space of ME is Q
s.
So it is easy to see that MGl0
and M
∼
Γb
share the same coarse moduli
space. As cycles in the same coarse moduli space, we have
[MGl0
]vir =
1∏s
i=1 di
[M
∼
Γb
]vir.
Recall that
evE = (evE1 , ev
E
2 , . . . , ev
E
s ) :MGl0
−→ Qs
is given by (6.2) and
êv = (êv1, êv2, . . . , êvs) :M
∼
Γb
−→ Qs
is the evaluation map given by those relative marked points which mapped
to D∞. As maps from the same coarse moduli space, they can be naturally
identified. We may also treat π ◦ τGl0
as a map from the coarse moduli space
of M
∼
Γb
to M3,0(Q, d).
Recall that ωT is the equivariant lift of
5d−4∏
k1=0
(
k1ψ1 + ev
∗
1([D∞])
) 1∏
k2=0
(
k2ψ2 + ev
∗
2([D∞])
) 1∏
k3=0
(
k3ψ3 + ev
∗
3([D∞])
)
.
The restriction of ωT i.e. τ
∗
Gl0
(ωT ) can be computed as follows.
Since the first two marked points are assigned to the vertex v1, whose
corresponding component is a contractible genus 0 curve with three special
points on it, the restrictions of ψ1, ψ2 all become zero. The third marked
point is assigned to vertex v2 which connects to v0 via e2.
By stability condition, the corresponding component of v2 degenerates
into a point. Now the d2th tensor power of the cotangent line bundle L3
can be identified as
(evE2 )
∗(N∗D∞/Y ) ≃ (ev
E
2 )
∗(N∗Q/P4).
So the restriction of ψ3 becomes
−
t+ (evE2 )
∗
(
c1(NQ/P4)
)
d2
= −
t+ êv∗2
(
c1(NQ/P4)
)
d2
.
It is also easy to see that
τ∗
Gl0
(
ev∗1([D∞])
)
= τ∗
Gl0
(
ev∗2([D∞])
)
= t+ êv∗1
(
c1(NQ/P4)
)
and
τ∗
Gl0
(
ev∗3([D∞])
)
= t+ êv∗2
(
c1(NQ/P4)
)
.
So we have
τ∗
Gl0
(ωT ) =
(
êv∗1
(
c1(NQ/P4)
)
+ t
)5d−1 1∏
k=0
(
1−
k
d2
)(
êv∗2
(
c1(NQ/P4)
)
+ t
)
.
The inverse of eT (N
vir
Gl0
) can be written as
∏s
r=1 dr
−t− ψ∞
s∏
r=1
1
N(vr)
s∏
r=1
t+ êv∗r
(
c1(NQ/P4)
)(
t+ êv∗r
(
c1(NQ/P4)
))dr dr !
ddrr
by (6.7).
Since 2g(v1)− 2 + val(v1) > 0, we have
1
N(v1)
=
1
eT (H0/H1(f∗v1NQ/P4))
1
t+êv∗1
(
c1(NQ/P4 )
)
d1
− ψe1
by (6.4). In this case, ψe1 is the ψ-class of M0,3(Q, 0) associated to the
marked point coming from edge e1. So ψe1 = 0.
As for eT (H
0/H1(f∗v1NQ/P4)), it is easy to compute that
eT (H
0/H1(f∗v1NQ/P4)) = t+ êv
∗
1
(
c1(NQ/P4)
)
.
So we may conclude that
1
N(v1)
=
d1(
êv∗1
(
c1(NQ/P4)
)
+ t
)2 .
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By (6.5) and (6.6), we have
1
N(v2)
=
1
êv∗2
(
c1(NQ/P4)
)
+ t
,
1
N(vr)
=
1
dr
, r 6= 1, 2.
As for the automorphism group, we have |Aut(Gl0)| = |G|, where G is
a group of permutation symmetries of the set {d3, d4, . . . , ds}.
From the discussion above, we may conclude that (3.32) equals to
(π ◦ τGl0
)∗
((
êv∗1
(
c1(NQ/P4)
)
+ t
)5d−d1−2 ∩ [M∼Γb ]vir
(−t− ψ∞)
d1!
d
d1+1
1
Nd2,d3,...,ds
)
(3.33)
where
1
Nd2,d3,...,ds
=
(d2 − 1)
(
t+ êv∗2
(
c1(NQ/P4)
))
|G|
∏s
r=2
(
t+ êv∗r
(
c1(NQ/P4)
))dr−1 dr !
ddr−1r
. (3.34)
Since the dimension of the t0-part of(
êv∗1
(
c1(NQ/P4)
)
+ t
)5d−d1−2 ∩ [M∼Γb ]vir
(−t− ψ∞)
d1!
d
d1+1
1
Nd2,d3,...,ds
is zero, by the virtual pushforward of Lemma 3.13, we may deduce that the
t0-part of (3.33) can be written as
f(d1, . . . , ds)[M3,0(Q, d)]
vir .
The total contribution we want to compute in Lemma 3.19 case (b) is
T =
∑
s≥2
∑
d1,...,ds>0∑
r dr=5d
f(d1, . . . , ds).
In order to compute T , we fix d1 = D and try to compute
TD =
∑
s≥2
∑
d2,...,ds>0∑s
r=2 dr=5d−D
f(D, . . . , ds)
at first. Then T is a sum of different TD.
If d2 = 1, then it is easy to see from (3.34) that (3.33) equals to zero.
So f = 0. If d2 > 1 and D > 5d − 3, then it is easy to compute that the
expansion of (3.33) according to t only contains negative powers of t. Still
we have f = 0. So we may assume that D ≤ 5d− 3.
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Inspired by [12], we try to determining TD by computing the following
relative Gromov-Witten invariant〈∣∣∣{Dτ 5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)}{ 1∏
k2=0
(
k2τ + [D∞]
)}〉
3,dα∞
(3.35)
in the following two different ways.
(A) The first way is to use the relative virtual localization formula (6.9).
Let
π′ :MΓ′(Y,D0) −→M3,0(Q, d)
be the morphism which projects the curves in Y down to the base and forget
all the marked points, where the data Γ′ = (3, dα∞, ∅, 2). By the virtual
property of Lemma 3.13, we know that
(π′)∗
(
ω′ ∩ [MΓ(Y,D0)]
vir
)
= X[M3,0(Q, d)]
vir
where X is some scalar to be determined and
ω′ = Dψ1
5d−3∏
k1=0
k1 6=D
(
k1ψ1 + ev
∗
1([D∞])
) 1∏
k2=0
(
k2ψ2 + ev
∗
2([D∞])
)
.
So (3.35) equals to XN3,d.
Similar to the proof of Lemma 3.15 case (C), ω′ has a natural equivariant
lift ω′T . By the relative virtual localization formula (6.9), we know that X
can be derived from the non-equivariant limit of
∑
Gl
′
0
1
|Aut(Gl
′
0 )|
(π′ ◦ τ
Gl
′
0
)∗
(
τ∗
Gl
′
0
(ω′T ) ∩ [MGl′0
]virT
eT (Nvir
Gl
′
0
)
)
. (3.36)
As before, we only need to consider the following two types of graphs
Gl
′
0 .
(I) Firstly, we suppose that there exists one vertex v∞ ∈ V∞ of G
l′
0 such
that g(v∞) = 3 and β(v∞) = dα∞. The graph is then uniquely determined.
The contribution of such a graph Gl
′
0 to the scalar X can be similarly de-
termined as in the proof of Lemma 3.17 case (I). So we omit the details of
computation. The result is
D(75d2 − 15d+ 32− 4D).
(II) Secondly, we suppose that there exists one vertex v0 ∈ V0 satisfying
g(v0) = 3 and p∗
(
β(v0)
)
= dα.
As before, we can deduce that v′0 is the only vertex of V0, and each
component mapped to D∞ is contractible with genus 0 whose corresponding
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vertex v′i connects to v
′
0 via only one edge e
′
i. The two absolute marked points
must be assigned to vertices in V∞.
Next, we need to discuss according to the assignment of the two absolute
marked points.
(a) If the two absolute marked points are assigned to the same vertex
v′1, then the restriction of ψ1 becomes a ψ-class of
M0,val(v′1)(Q, 0) =M0,3(Q, 0)
which vanishes obviously.
Now since τ∗
Gl
′
0
(ω′T ) contains one factor τ
∗
Gl
′
0
(Dψ1), it vanishes as well.
So we may conclude that the contributions of graphs in case (a) are all
0.
(b) We assume that the two absolute marked points are assigned to two
different vertices v′1, v
′
2. We further assume that there are s edges e
′
1, . . . , e
′
s
with degrees d1, . . . , ds respectively. The graph G
l′
0 is fixed now. The corre-
sponding contribution can be derived from the t0-part of
∑
Gl
′
0
1
|Aut(Gl
′
0 )|
(π′ ◦ τ
Gl
′
0
)∗
(
τ∗
Gl
′
0
(ω′T ) ∩ [MGl′0
]virT
eT (N
vir
Gl
′
0
)
)
. (3.37)
Similar to the discussion of (3.32), we can deduce that (3.37) equals to
S × (π′ ◦ τ
Gl
′
0
)∗
((
êv∗1
(
c1(NQ/P4)
)
+ t
)5d−d1−2 ∩ [M∼Γb ]vir
(−t− ψ∞)
d1!
d
d1
1
Nd2,d3,...,ds
)
(3.38)
where
S = −
D
d1
5d−3∏
k1=0
k1 6=D
(
1−
k1
d1
)
and Nd2,d3,...,ds is the same as (3.34).
By the virtual property of Lemma 3.13, we know that t0-part of (3.38)
can be written as
h(d1, . . . , ds)[M3,0(Q, d)]
vir .
By comparing (3.33) with (3.38), it is easy to see that
h(d1, . . . , ds) = −
D
d21
5d−3∏
k1=0
k1 6=D
(
1−
k1
d1
)
f(d1, . . . , ds).
Using the above equation, it is easy to check that if d1 6= D, then h = 0.
If d1 = D, then we have
h(D, d2, . . . , ds) =
(5d− 3−D)!D!
D5d−2
(−1)5d−2−Df(D, d2, . . . , ds).
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So the total contribution of those graphs in case (b) to the scalar X is∑
s≥2
∑
d2,...,ds>0∑s
r=2 dr=5d−D
h(D, d2, . . . , ds) =
(5d − 3−D)!D!
D5d−2
(−1)5d−2−DTD.
From the discuss in both case (I) and case (II), we may conclude that
X = D(75d2 − 15d+ 32− 4D) +
(5d− 3−D)!D!
D5d−2
(−1)5d−2−DTD. (3.39)
(B) There is another way to compute (3.35). We firstly express
Dτ
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
in terms of
Hm
5d−3−m∏
k1=0
(
k1τ + [D∞]
)
where 0 ≤ m ≤ 3. Since
Dτ
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
=
5d−3∏
k1=0
(
k1τ + [D∞]
)
− [D∞]
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
and
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
=
5d−4∏
k1=0
k1 6=D
(
k1τ + [D∞]
)((
Dτ + [D∞]
)
+ (5d− 3−D)τ
)
=
5d−4∏
k1=0
(
k1τ + [D∞]
)
+
5d− 3−D
D
{
Dτ
5d−4∏
k1=0
k1 6=D
(
k1τ + [D∞]
)}
,
we then apply the same procedure for
Dτ
5d−4∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
.
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Since [D∞]
m+1 = (5H)m[D∞] = 0 for m > 3, the procedure stops after
finite steps. Then we have
Dτ
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
=
5d−3∏
k1=0
(
k1τ + [D∞]
)
−
5d− 3
D
[D∞]
5d−4∏
k1=0
(
k1τ + [D∞]
)
+
(5d− 4)(5d − 3−D)
D2
[D∞]
2
5d−5∏
k1=0
(
k1τ + [D∞]
)
−
(5d− 5)(5d − 3−D)(5d− 4−D)
D3
[D∞]
3
5d−6∏
k1=0
(
k1τ + [D∞]
)
.
Since
[D∞]
m
5d−3−m∏
k1=0
(
k1τ + [D∞]
)
= [D∞]
m+1
5d−3−m∏
k1=1
(
k1τ + [D∞]
)
= (5H)m[D∞]
5d−3−m∏
k1=1
(
k1τ + [D∞]
)
= (5H)m
5d−3−m∏
k1=0
(
k1τ + [D∞]
)
,
we may further deduce that
Dτ
5d−3∏
k1=0
k1 6=D
(
k1τ + [D∞]
)
=
5d−3∏
k1=0
(
k1τ + [D∞]
)
−
5d− 3
D
5H
5d−4∏
k1=0
(
k1τ + [D∞]
)
+
(5d− 4)(5d − 3−D)
D2
(5H)2
5d−5∏
k1=0
(
k1τ + [D∞]
)
−
(5d − 5)(5d − 3−D)(5d − 4−D)
D3
(5H)3
5d−6∏
k1=0
(
k1τ + [D∞]
)
.
So we may compute (3.35) by Lemma 3.17. The result is{
375d3 + 225d2 − 355d + 84−
(5d− 3)5d(5d + 8)
D
}
N3,d.
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It further implies that
X = 375d3 + 225d2 − 355d + 84−
(5d− 3)5d(5d + 8)
D
. (3.40)
Now comparing (3.39) with (3.40), we get the identity
D(75d2 − 15d + 32− 4D) +
(5d − 3−D)!D!
D5d−2
(−1)5d−2−DTD
= 375d3 + 225d2 − 355d + 84−
(5d − 3)5d(5d + 8)
D
.
So
TD =
(−1)5d−2−DD5d−2
(5d − 3−D)!D!
×
{
375d3 + 225d2 − 355d + 84
−
(5d − 3)5d(5d + 8)
D
−D(75d2 − 15d + 32) + 4D2
}
.
Summing over D, we have
T =
5d−3∑
D=1
TD =
109375d6
24
−
315625d5
24
+
246875d4
24
+
125d3
24
−
12225d2
4
+
3820d
3
− 188.
Here, we have used the combinatorial identities for
m∑
D=1
(−1)m−DDm+k−1
(m−D)!D!
which are given in the Appendix C, Lemma 7.1. The proof for Lemma 3.20
is complete.
4 Further discussion
In order to prove Conjecture 1.1 for all g. We may try to generalize
Theorem 3.8 for all pairs (g, d) with d > 0. This is impossible. The reason
is as follows.
It is easy to check that for ζg,d ∈ S
′
g,d, those constants Cρ in Theorem
3.8 can be solved by
Cρ =
{
1, if ρ = ζg,d,
0, otherwise.
So we have
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ = 0.
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In order to get ζg,d ∈ Sg,d such that
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ
equals to Cg,dNg,d with Cg,d 6= 0, we need
ζg,d = {(li,mi)}
s
i=1 ∈ Sg,d\S
′
g,d.
This requires that
s∑
i=1
(li + 1) ≥ 5d+ 1,
s∑
i=1
(li +mi) = 5d+ 1− g.
We may deduce that
s−
s∑
i=1
mi − g =
s∑
i=1
(li + 1)− (5d + 1) ≥ 0.
So s ≥ g. Since li ≥ 0, mi ≥ 0 and (li,mi) 6= (0, 0), we have li +mi ≥ 1. So
5d+ 1− g =
s∑
i=1
(li +mi) ≥ s ≥ g.
It implies that
d ≥
2g − 1
5
.
If g ≥ 4, we have d > 1. So we can not generalize Theorem 3.8 to pair (g, 1)
with g ≥ 4. The right way to generalize Theorem 3.8 should be
Conjecture 4.1. For each pair (g, d) with d ≥ 2g−15 , there always exists
ζg,d ∈ Sg,d such that
Bg,d(ζg,d)−
∑
ρ∈S′g,d
Bg,d(ρ)Cρ
equals to Cg,dNg,d with Cg,d 6= 0, where those Cρ are determined by Theorem
3.7.
If this conjecture is true and we further assume that Ng,d are known for
0 < d < 2g−15 , then we can recursively determine all Ng,d.
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5 Appendix A
In this appendix, we give a short proof of Theorem 3.8 for g = 2.
We choose ζ2,d = {(5d − 2, 0), (1, 0)} and set ζm = {(5d − 1 −m,m)}.
Applying Theorem 3.7, we have
A2,d(ζ2,d)−
3∑
m=0
5m(5d−m)A2,d(ζm) =
B2,d(ζ2,d)−
3∑
m=0
5m(5d−m)B2,d(ζm) +NPT.
We need to show that
B2,d(ζ2,d)−
3∑
m=0
5m(5d−m)B2,d(ζm) (5.1)
can be written as C2,dN2,d with C2,d 6= 0.
By Lemma 3.17, we have
B2,d(ζ2,d) = {4(5d − 1)(5d − 2) + 5d(50d
2 − 5d) + 5d(5d − 1)}N2,d.
By Lemma 3.15, we have
B2,d(ζm) =

(50d2 − 5d)N2,d, if m = 0,
dN2,d, if m = 1,
0, if m = 2, 3.
So (5.1) becomes
4(5d− 1)(5d − 2)N2,d.
Obviously, 4(5d − 1)(5d − 2) 6= 0. The proof for Theorem 3.8 with g = 2 is
complete.
6 Appendix B
We will apply relative virtual localization formula [15] to moduli space
MΓ(Y,D0). The form of presentation is similar to that of [9] where they
gave a description of relative virtual localization formula in the case of P1.
There is a natural C∗-action on the bundle NW/V ⊕OW , which is given
by scaling on the second factor OW . It induces a natural C
∗-action on
Y = P(NW/V ⊕OW ).
The target for a general stable relative map inMΓ(Y,D0) can be written
as Ys ∪ Y , where D∞ of Ys is glued to D0 of Y . C
∗ acts on Y and leaves Ys
invariant. The C∗-action on MΓ(Y,D0) is given by composition.
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Let
cs : Ys ∪ Y −→ Y
be the natural contraction to the last copy of Y . For a C∗-fixed point
[(Σ, x, y, f, Ys ∪ Y )] (6.1)
inMΓ(Y,D0), the image of a connected component of Σ under the composite
map cs ◦ f will either completely sit in the fixed points set D0
⊔
D∞ or in
a fiber of Y . Any irreducible component Σj of Σ which sits in a fiber of Y
must be a rational sphere. We suppose that the map cs ◦ f restricted to Σj
is a degree νj cover of a fiber.
Recall that Γ = (g, β, {µi}
n
i=1,m). We associate a localization graph G
l
0
to the fixed point (6.1). It consists of
(i) A set S of vertices v1, v2, . . . , v|S| corresponding to connected compo-
nents of (cs◦f)
−1(D0
⊔
D∞). The images of the connected components
naturally give an assignment
π : S → {D0,D∞}.
(ii) An assignment of genera g : S → Z≥0 (if the connected component
is a point, we take it to be 0), and an assignment of curve classes
β : S → H2(Y,Z) given by push-forward under the map cs ◦ f .
(iii) An assignment of absolute marked points a : {1, . . . ,m} → S, an
assignment of boundary marked points b0 : {1, . . . , n} → {v ∈ S :
π(v) = D0}, and an assignment of contact orders to the boundary
marked points µ0 : {1, . . . , n} → Z>0 such that µ0(j) = µj .
(iv) A set E of edges e1, e2, . . . , e|E| corresponding to the irreducible com-
ponents of Σ mapped to a fiber of Y under cs◦f . Edge er is incident to
a vertex vl if the corresponding two components intersect. We require
that (S,E) forms a connected graph.
(v) An assignment of degrees d : E → Z>0 given by degrees of the covers.
The fixed points of MΓ(Y,D0) with the same localization graph G
l
0
form a connected component of the fixed loci. We denote it as FGl0
.
The valence val(v) of a vertex v is defined to be the number of all
marked points and edges associated to v. The set of those vertices which
satisfy π(v) = D∞ (resp. D0) is denoted as V∞ (resp. V0).
Let v ∈ V∞. The restriction of relative map f to the corresponding
connected component of v can be identified as a stable map in
Mg(v),val(v)
(
W,p∗
(
β(v)
))
.
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We set
M∞ =
∏
v∈V∞
Mg(v),val(v)
(
W,p∗
(
β(v)
))
.
The possible unstable moduli spaces M0,1
(
W, 0) or M0,2
(
W, 0) in M∞
should be treated as W .
For er ∈ E, we set Mer to be the stack parametrizing those maps from
P1 to Y which are C∗-invariant (C∗-action induced from C∗-action on Y )
and degree d(er) cover of a fiber. For fer , f
′
er ∈ M er , an arrow from fer to
f ′er consists of an isomorphism ψ : P
1 → P1 such that f ′er ◦ψ = fer . We have
Lemma 6.1.
Mer ≃
d(er)
√
NW/V /W,
where d(er)
√
NW/V /W is the stack over W of d(er)th roots of NW/V (for the
definition of d(er)
√
NW/V /W , see [1] Appendix B).
Proof. The stack Mer is a category whose objects over a C-scheme T are
pairs (C, f), where C is a flat family of smooth rational curves over T , and
f is a morphism from C to Y such that when restricted to each fiber of C, f
is C∗-invariant and degree d(er) cover of a fiber of Y .
Since f maps fibers of C to fibers of Y , it induces a morphism ϕ between
bases T and W . The pullbacks of two C∗-invariant divisors D0 and D∞ via
f naturally give two separate sections σ0, σ∞ : T → C. According to [21],
Section 1.1.1, it implies that C ≃ P(L ⊕ OT ) for some line bundle L on T .
We may choose L such that σ0, σ∞ are determined by the factors L,OT
respectively.
Since when restricted to each fiber of P(L⊕OT ), f is C
∗-invariant and
degree d(er) cover of a fiber of P(NW/V ⊕ OW ) , it naturally induces an
isomorphism f¯ : L⊗d(er) ≃ ϕ∗(NW/V ).
The triple (ϕ,L, f¯) gives an object of d(er)
√
NW/V /W . It naturally in-
duce a functor F :Mer →
d(er)
√
NW/V /W . It is easy to check that F gives
an isomorphism between Mer and
d(er)
√
NW/V /W .
Let µd be a subgroup of Gm consisting of d-roots of unity.
The stack d(er)
√
NW/V /W is a gerbe over W banded by µd(er). Lo-
cally, d(er)
√
NW/V /W is a quotient of W by the trivial action of µd(er), but
it is not true globally (see [1], Appendix B). The coarse moduli space of
d(er)
√
NW/V /W is W .
Next, we set
ME :=
∏
er∈E
Mer .
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The coarse moduli space for ME is W
|E|. So there is a natural morphism
γ :ME −→W
|E|.
The evaluation at those marked points coming from edges gives a nat-
ural map
ev∞ :M∞ −→W
|E|.
The fiber product
M1 :=M∞ ×W |E| ME
can be seen as a stack parametrizing C∗-invariant (possibly disconnected)
stable maps from curves to Y with data of stable maps inherited from Gl0.
The restriction of map f in (6.1) to those components corresponding to
vertices in V0, can be seen as a rubber map in MGr0(Y,D0 ∪D∞)
•,∼, where
Gr0 is a relative graph induced from G
l
0. We may abbreviate MGr0(Y,D0 ∪
D∞)
•,∼ as M
•,∼
Gr0
.
The evaluation at those marked points coming from edges also gives a
natural map from M
•,∼
Gr0
to W |E|. We use MGl0
to denote the fiber product
M1 ×W |E| M
•,∼
Gr0
.
There is a natural map
evE = (evE1 , ev
E
2 , . . . , ev
E
|E|) :MGl0
−→W |E|. (6.2)
Suppose that V0 is empty. Since each edge connects some vertex of V0
to that of V∞, we know that E is also empty. Then MGl0
simply becomes
M∞.
The automorphism group Aut(Gl0) of a localization graph G
l
0 consists
of those automorphisms of the graph Gl0 which leave all the assignments
invariant. Aut(Gl0) naturally acts on MGl0
.
Now it is easy to see that the fixed locus FGl0
is simply a quotient of
MGl0
by the automorphism group Aut(Gl0). We denote the quotient map as
τGl0
:MGl0
→ FGl0
.
The virtual fundamental class of MGl0
is given by
[MGl0
]vir = △!
(
[M1]
vir × [M
•,∼
Gr0
]vir
)
where △ :W |E| →W |E|×W |E| is the diagonal map, and [M1]
vir, [M
•,∼
Gr0
]vir
are induced by the C∗-fixed part of the pullback of the obstruction theory
of MΓ(Y,D0) (see [15], Section 3.2).
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Since ME is a
∏
er∈E
d(er)-gerbe over W
|E|, we know that M1 is a∏
er∈E
d(er)-gerbe over M∞. So as classes in the same coarse moduli space,
we have
[M1]
vir =
1∏
er∈E
d(er)
[M∞]
vir,
where [M∞]
vir is the usual virtual fundamental class of M∞ treated as
moduli space of (possibly disconnected) stable maps.
Now we have
[MGl0
]vir =
1∏
er∈E
d(er)
△!
(
[M∞]
vir × [M
•,∼
Gr0
]vir
)
. (6.3)
When the set V0 is empty, we have MGl0
= M∞. So in that case
[MGl0
]vir = [M∞]
vir.
With some abuse of notations, the pullback of virtual normal bundle
Nvir
Gl0
of FGl0
toMGl0
will still be denoted as Nvir
Gl0
. The pullback of class ψ∞
in M
•,∼
Gr0
to MGl0
will also be denoted as ψ∞.
The equivariant Euler class of virtual normal bundle eT (N
vir
Gl0
) is impor-
tant in localization formula. Gathmann has given a description of eT (N
vir
Gl0
)
in [12], Section 5.2. We will give a description of the inverse of eT (N
vir
Gl0
)
according to [15].
If the target for any map in FGl0
is Y , we call it simple fixed locus.
Otherwise, we call it composite fixed locus.
We recall that t is the generator of H∗C∗(pt) corresponding to the dual
of the standard representation of C∗. In other words, t is the hyperplane
class of CP∞.
Let us consider composite fixed locus at first.
The contribution of each edge er to the inverse of eT (N
vir
Gl0
) is given by
t+ (evEr )
∗
(
c1(NW/V )
)(
t+ (evEr )
∗
(
c1(NW/V )
))d(er) d(er)!
d(er)d(er)
.
Let v ∈ V∞. We assume that edges el1 , el2 , . . . , els are incident to v.
If 2g(v)−2+val(v) > 0 or p∗(β(v)) 6= 0, then the contribution of vertex
v which is denoted by 1/N(v) becomes
1
eT (H0/H1(f∗vNW/V ))
s∏
i=1
1
t+(evEli
)∗
(
c1(NW/V )
)
d(eli )
− ψeli
, (6.4)
where ψeli is the ψ-class of
Mg(v),val(v)
(
W,p∗
(
β(v)
))
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associated to the marked point coming from edge eli , fv is the restriction
of f to the component Σv corresponding to v, and H
0/H1(f∗vNW/V ) is the
virtual vector bundle
H0(Σv, f
∗
vNW/V )⊖H
1(Σv, f
∗
vNW/V ),
see [6] for more details of virtual vector bundle.
If 2g(v) − 2 + val(v) ≤ 0 and p∗(β(v)) = 0, then the component cor-
responding to v must be an isolated point q by stable condition of relative
maps. There are three cases.
i) If val(v) = 1, then only one edge el1 is incident to v. The contribution
of vertex v is
1
d(el1)
. (6.5)
ii) If val(v) = 2 and q is a marked point, then still only one edge el1 is
incident to v. The contribution is
1
t+ (evEl1 )
∗(c1(NW/V ))
. (6.6)
iii) If val(v) = 2 and two edges el1 and el2 are incident to v, the contribu-
tion is
1
t+ (evEx )
∗
(
c1(NW/V )
) 1
t+(evEl1
)∗
(
c1(NW/V )
)
d(el1 )
+
t+(evEl2
)∗
(
c1(NW/V )
)
d(el2 )
.
Here, x could either be l1 or l2. Since ev
E
l1
= evEl2 , it is well defined.
There is also one contribution from deforming the target singularity,
which is given by ∏
er∈E
d(er)
−t− ψ∞
.
Since C∗ acts only on the second factor of Ys ∪ Y , there will be no
contributions from vertices of V0.
So the inverse of equivariant Euler class of Nvir
Gl0
is given by∏
er∈E
d(er)
−t− ψ∞
∏
v∈V∞
1
N(v)
∏
er∈E
t+ (evEr )
∗
(
c1(NW/V )
)(
t+ (evEr )
∗
(
c1(NW/V )
))d(er) d(er)!
d(er)d(er)
. (6.7)
In the situation of simple fixed locus, M
•,∼
Gr0
degenerates into W |E|. We
have
MGl0
=M1 ×W |E| M
•,∼
Gr0
=M1.
The connectedness condition implies that there is only one vertex v in V∞.
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The inverse of eT (N
vir
Gl0
) becomes
1
N(v)
∏
er∈E
t+ (evEr )
∗
(
c1(NW/V )
)(
t+ (evEr )
∗
(
c1(NW/V )
))d(er) d(er)!
d(er)d(er)
. (6.8)
Here, 1N(v) can be determined as in the case of composite fixed locus.
The relative virtual localization formula expresses the equivariant vir-
tual fundamental class of MΓ(Y,D0) in terms of contribution from each
localization graph Gl0:
[MΓ(Y,D0)]
vir
T =
∑
Gl0
1
|Aut(Gl0)|
(τGl0
)∗
(
[MGl0
]vir
eT (N
vir
Gl0
)
)
. (6.9)
We remark that when (Y,D0) = (P
1,0), (6.9) is a special case of For-
mula (6) in [9].
7 Appendix C
We give some combinatorial identities which will be used in the proofs
of Lemma 3.19 and Lemma 3.20.
For m positive integer, k non-negative integer, we define
Ck(m) =
m∑
D=1
(−1)m−DDm+k−1
(m−D)!D!
.
Lemma 7.1. The generating function
fk(x) =
∞∑
m=1
Ck(m)x
m
equals to P k(x), where P k is the kth product of the operator
x
1− x
d
dx
which acts on the function x.
Proof.
fk(x) =
∞∑
m=1
m∑
D=1
(−1)m−DDm+k−1
(m−D)!D!
xm
=
∞∑
D=1
DD+k−1
D!
xD
∑
m≥D
(−1)m−D
(m−D)!
(Dx)m−D =
∞∑
D=1
DD+k−1
D!
(xe−x)D.
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Taking the derivative on both sides, it is easy to see that(
x
1− x
d
dx
)
fk(x) = fk+1(x).
So we have
fk(x) =
(
x
1− x
d
dx
)k
f0(x).
Recall that the famous Lambert W function is
W (x) =
∞∑
D=1
(−D)D−1
D!
xD.
It is an inverse function of xex. So we have
x =
∞∑
D=1
(−D)D−1
D!
(xex)D.
It is easy to deduce from above that f0(x) = x. So we conclude that
fk(x) = P
k(x).
Example 2.
f1(x) =
x
1− x
,
f2(x) =
x
(1− x)3
,
f3(x) =
x+ 2x2
(1− x)5
,
f4(x) =
x+ 8x2 + 6x3
(1− x)7
.
So we have the combinatorial identities
C1(m) = 1,
C2(m) =
(
m+ 1
2
)
,
C3(m) =
(
m+ 3
4
)
+ 2
(
m+ 2
4
)
,
C4(m) =
(
m+ 5
6
)
+ 8
(
m+ 4
6
)
+ 6
(
m+ 3
6
)
.
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8 Appendix D
In this appendix, we will give a computation of N2,1 using our method.
Those Gromov-Witten invariants of P4 we need will be computed by Gath-
mann’s program GROWI [10].
The system of equations we need to determine N2,1 can be derived from
computing the following four one-point invariants
〈{
Hm
4−m∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
, m = 0, 1, 2, 3
and one two-point invariant
〈{ 3∏
k1=0
(
k1τ + ι∗(Id)
)}{ 1∏
k2=0
(
k1τ + ι∗(Id)
)}〉P4
2,1
by degeneration formula.
Those principal terms in the degeneration formula have already be com-
puted in the proof of Theorem 1.3. And those non-principal parts only in-
volve of relative Gromov-Witten invariants of the pair (P4, Q) whose genus
g ≤ 1 together with some fiber invariants. Both of them can be determined
by Maulik-Pandharipande’s algorithm. For simplicity, we will write down
the total contribution of those non-principal parts and omit the details of
computation here. The results can be listed as follows.
〈{
H3
1∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
〈∣∣∣η3〉P4,Q
2,1
,
〈{
H2
2∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
〈∣∣∣η2〉P4,Q
2,1
−
25
24
,
〈{
H1
3∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
〈∣∣∣η1〉P4,Q
2,1
+N2,1 +
725
24
,
〈{
H0
4∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
〈∣∣∣η0〉P4,Q
2,1
+ 45N2,1 +
45775
72
,
where those cohomology weighted partitions
ηi =
{
(5− i,H i), (1, Id)i
}
, i = 0, 1, 2, 3.
As for the two-point invariant
〈{ 3∏
k1=0
(
k1τ + ι∗(Id)
)}{ 1∏
k2=0
(
k1τ + ι∗(Id)
)}〉P4
2,1
,
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it equals to
3∑
i=0
(5− i)5i
〈∣∣∣ηi〉P4,Q
2,1
+ 293N2,1 +
157975
36
.
Using the program GROWI [10] of Gathmann, we can compute that
〈{
H3
1∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
185
1152
,
〈{
H2
2∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
2885
1152
,
〈{
H1
3∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
28345
1152
,
〈{
H0
4∏
k=0
(
kτ + ι∗(Id)
)}〉P4
2,1
=
20125
128
,
〈{ 3∏
k1=0
(
k1τ + ι∗(Id)
)}{ 1∏
k2=0
(
k1τ + ι∗(Id)
)}〉P4
2,1
=
1592375
576
.
Now we take them into the above five equations, it is easy to compute
that
N2,1 =
2875
240
.
The result agrees with the prediction of physicists Bershadsky et al. in [2][3]
which is recently proven by Guo et al. in [16].
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