Abstract. We consider the unique determination of the density of a nonhomogeneous, isotropic elastic object from measurements made at the surface. We model the behavior of the bounded, 3-dimensional object by the linear, hyperbolic system of operators for isotropic elastodynamics. The material properties of the object (its density and elastic properties) correspond to the smooth coefficients of these differential operators. The data for this inverse problem, in the form of the correspondence between applied surface tractions and resulting surface displacements, is modeled by the dynamic Dirichlet-toNeumann map on a finite time interval. In an earlier paper we show that the speeds c p/s of (compressional and sheer) wave propagation through the object are uniquely determined by the Dirichlet-to-Neumann map. Here we extend that result by showing that the density is also determined in the interior by the Dirichlet-to-Neumann map in the case, for example, that cp = 2cs at only isolated points in the object. We use techniques from microlocal analysis and integral geometry to solve this fully three-dimensional problem.
Introduction and main result
One purpose in studying dynamic inverse problems for bounded objects is to describe the material properties of the object using only measurements made at its surface. In the case of anisotropic elastodynamics the material properties of the object are modeled by 22 parameters. We may ask, then, how many of these 22 parameters may be determined by surface measurements. As a first step in addressing this question we show in [R III] that those parameters needed to describe paths of wave propagation (in the setting of rather general hyperbolic systems) are determined, to a certain extent, by surface measurements. In particular, the metrics, whose geodesics model the paths along which wave propagation occurs, are determined by surface measurements, up to pullback by a diffeomorphism. An open question is whether these metrics are determined exactly by surface measurements, and whether the other material parameters (parameters other than those needed to describe the paths of wave propagation) are also determined.
As an indication of what might be expected to be true for the dynamic inverse problem for general hyperbolic systems (using Dirichlet-to-Neumann-type data), here we consider the remaining uniqueness question in the case of isotropic elastodynamics. In [R I] we have shown that the (compressional and sheer) speeds c p = (λ + 2µ)/ρ and c s = µ/ρ of wave propagation through the object, written in terms of the elasticity parameters λ and µ and the density ρ, are uniquely determined in the interior by surface measurements. In this paper we extend that result by showing that the third parameter, the density ρ, is also determined (in the case, for example, that the compressional wave speed c p is twice the sheer wave speed c s at only isolated points in the object). That is, we show that if two isotropic elastic objects differ only in their densities, then the surface measurements of those objects will also differ.
It is interesting that "top-order" boundary data, in the form of the boundary polarization, does not determine the (smoothly varying) density (cf. Section 3). (We have made this observation in [R I], Section 5.3, in the case of constant wave speeds c p/s .) Rather, it is necessary to consider "lower-order polarization". We conclude, then, that in more general settings we may expect to determine parameters other than those describing the wave paths, but that in determining other parameters, it will likely be necessary to use "lower-order" data.
A problem which has some of the features of elastodynamics is the problem solved by Rakesh and Symes in [Ra-Sy] . In [Ra-Sy] a disturbance that propagates through an object is modelled by a solution of the wave equation, ∂ 2 t − ∆ + q(x) u = 0 in Ω × (0, T ), where Ω is a bounded region. Rakesh and Symes show that the integral of the potential, q(x), over any path along which wave energy propagates, is determined by surface measurements. Knowing these integrals of the potential is enough to recover the potential itself inside Ω. In this model problem the paths along which energy propagates are straight lines, and the differential equation is scalar.
In elastodynamics, though, the paths along which wave energy propagates are not straight lines, and the elasticity equation is a system of three equations in three unknowns. Ikehata, Nakamura, and Yamamoto [I-N-Y] use modified Carleman estimates to show that the density ρ ∈ C 2 (Ω) of a bounded, isotropic elastic object in ndimensional space is determined by n pieces of data (f i , ψ i , g i ), where f i is the surface displacement, ψ i is the initial displacement, and g i is the corresponding surface traction. (The n initial stresses corresponding to the initial displacements ψ i must be uniformly linearly independent on Ω. No condition is placed on the initial velocity.) Note that ψ i is the initial displacement of the entire object, and so the data (f i , ψ i , g i ) do not correspond to measurements that are made only at the surface of the object. In addition, the time interval for data collection must be longer than the greatest travel time of both compressional and sheer wave propagation through the object.
In comparison, in this paper we use techniques from microlocal analysis and integral geometry to determine the density ρ ∈ C ∞ (Ω), but using only surface data of the form (f, g), where f runs through every (sufficiently regular function modeling the) surface displacement, and g = Λ λ,µ,ρ f is the corresponding surface traction. This Dirichlet-to-Neumann-type data is non-invasive or non-destructive in the sense that it corresponds to measurements that need be made only at the surface of the object. (The initial displacements and velocity are taken to be zero for each measurement.) Also, the time interval [0, T ] for data collection is taken to be the greatest travel time of just the compressional wave propagation through the object. See Uhlmann's review article [U] on inverse problems using Dirichletto-Neumann-type data.
In Sections 1.1 and 1.2 we state the main result and give a sketch of the proof. In Section 2 we present preliminaries to the proof of the main result. In Section 3 we show that the polarization at ∂Ω does not have information about ρ in Ω. In Section 4 we use "lower-order polarization" to show that ρ is determined in Ω.
1.1. Statement of the Main Result. Let Ω be a bounded region in R 3 with smooth boundary. Ω represents a linearly elastic, nonhomogeneous, isotropic object if the function ρ(x) representing the density is positive on Ω, if the Lamé parameters λ(x) and µ(x), representing the elastic properties of the object, satisfy µ > 0 on Ω and 3λ(x) + 2µ(x) > 0 on Ω (the strong convexity condition), and if the vector u(x, t), which represents the displacement of the object, solves the initial-boundaryvalue problem (2) associated with the hyperbolic system of operators P for isotropic elastodynamics. The operator P for elastodynamics is given by
where c ijkl = λδ ij δ kl +µδ ik δ jl +µδ il δ jk is the elasticity tensor for an isotropic elastic medium. The initial-boundary-value problem is (for 0 < T < ∞)
The Dirichlet-to-Neumann map Λ λ,µ,ρ models surface measurements in that it models the correspondence between a displacement f (x, t) at the surface and the applied surface traction Λ λ,µ,ρ f that would generate this displacement. (See [U] for a review of the use of the Dirichlet-to-Neumann map in modeling surface measurements in inverse problems.) The Dirichlet-to-Neumann map Λ λ,µ,ρ is defined in terms of solutions u of the initial-boundary-value problem (2) by
where u| ∂Ω×(0,T ) = f , and ν is the unit outer normal vector to ∂Ω. We introduce the following notation and terminology, following [Sh II] , Sections 3.1, 3.2, and 3.4. Given a Riemannian manifold M with boundary ∂M and given a point x ∈ ∂M, the second quadratic form of the boundary is defined by Π(ξ, ξ) = ∇ ξ ν, ξ on ξ ∈ T x (∂M ), where ν = ν(x) is the unit outer normal vector to the boundary. We say that the boundary is strictly convex if this form is positivedefinite for all x ∈ ∂M. We say that a compact Riemannian manifold (M, g) with boundary is a compact, dissipative Riemannian manifold (CDRM) (1) if the boundary ∂M is strictly convex, and (2) if there is no geodesic of infinite length in M.
we denote the tangent bundle of a manifold M, and by ΩM = {(x, ξ) ∈ T M | |ξ| = 1} we denote the unit tangent bundle. Let C ∞ (∂ ± ΩM ) be the space of smooth functions on the manifold ∂ ± ΩM = {(x, ξ) ∈ ΩM | x ∈ ∂M and ± ξ, ν(x) ≥ 0}, the outward/inward unit tangent bundle at the boundary.
Given a Riemannian manifold M, any point x ∈ M, and a two-dimensional subspace σ ⊂ T x M, we denote by K(x, σ) the sectional curvature of the section σ.
where
Our main result is the unique determination of the density ρ in Ω by surface measurements:
Theorem 1 (Main Result). Let Ω be a bounded region in R 3 with smooth boundary. Suppose that the coefficients 
Remark 1. The condition 3k + (M, g) < 1 is satisfied if the curvature of Ω, (1/c 2 p )e is bounded above and is small enough along each geodesic, relative to the length of the geodesic. For example, in the case that the wave speed c p is constant, the manifold Ω, (1/c 2 p )e is flat (zero curvature), and thus satisfies 3k + (M, g) < 1. Also, in the case that Ω, (1/c 2 p )e has negative curvature (e.g., the hyperbolic disk), the condition 3k + (M, g) < 1 is easily satisfied due to the fact that K γ x,ξ (s),γ x,ξ (s) < 0, and so
) may be used to describe classes of CDRM. For example (cf. [Sh II] , Section 3.4), if a CDRM (M, g) has k + (M, g) < 1, then M is diffeomorphic to the ball, and (M, g) is simple; that is, (i) the boundary is strictly convex, and (ii) any two points x, y ∈ M are joined by a unique geodesic in a way that depends smoothly on x and y (that is, the mapping exp
Remark 2. In this paper we consider (Ω, g p ) with g p = (1/c 2 p )e; so we find
where the supremum is taken over n with n orthogonal toγ x,ξ (s). It follows that 3k + (M, g) < 1 is satisfied, for example, if log c p is concave on Ω (that is, if
Remark 3. The result of Rakesh and Symes [Ra-Sy] + (M, g i ) < 1 are imposed in Theorem 1 in order to apply Sharafutdinov's inversion of the ray transform for a tensor field (cf. Section 4.2). We restrict the conclusion of Theorem 1 to the region C due to the need to guarantee uniqueness for the fourth-order, linear, elliptic differential equation (53). The singular points of (53), that is, the zeros of the leading coefficient γ, are the points in Ω where In elastodynamics, wave energy from a disturbance propagates through the medium along paths that are determined by the density and elasticity. In fact, these paths are, in the isotropic case, geodesics, curves along which travel time is minimized; so they are given in terms of the wave speeds c p and c s of the medium, which, in turn, are given in terms of the density ρ(x) and elastic parameters, λ(x) and µ(x). We derive explicit descriptions of these wave paths (cf. Section 2.3) in terms of λ, µ and ρ.
We then apply the boundary determination (Theorem 2.1)
. . , where ∂ ν is the normal derivative at ∂Ω. We conclude in [R I] that the object may be viewed as being embedded in a medium of infinite extent with smoothly varying density and elasticities at the interface of the surface of the object and the surrounding medium. In particular, we show that the displacement of the medium is uniquely determined outside the object by the Dirichlet-to-Neumann map (cf. Section 2.1). In [R I] we conclude that asymptotic expansions of the displacement of the object and the surrounding medium may be written, in this case, in terms of global Fourier integral operators on R 3 . We have applied results on the propagation of singularities and results from integral geometry to conclude in [R I] that the compressional and sheer wave speeds c p/s associated with the medium are determined in Ω by the Dirichlet-to-Neumann map.
We now consider the determination of ρ in the interior. We remark that a consequence of the determination of the density ρ, given the determination of the wave speeds c p = (λ + 2µ)/ρ and c s = µ/ρ, will be that each of the three parameters λ, µ, and ρ is determined.
In Section 3 we show that polarization boundary data contains no information about the (smooth) density in the interior.
In Section 4 we show that the boundary values of "lower-order polarization" do determine ρ in Ω. In particular, we consider the decomposition of the displacement vector as the sum of terms, graded by the strength of their singularities. In fact, the displacement vector is represented in terms of Fourier integral operators (FIOs) acting on initial (t = 0) data (an FIO for each of the forward/backward p/s-waves). The amplitudes of the FIOs are written as the sum of terms a 0 , a −1 , a −2 , . . . of homogeneity 0, −1, −2, . . . with respect to the frequency. The top-order terms a 0 describe the most singular behavior of the displacement vector (the polarization). The lower-order terms a −1 , a −2 , . . . describe less singular behavior. For the forward p-wave FIO we write a 0 = α 0 N, with N the (unit) vector in the direction of the gradient of the phase, i.e., parallel to the direction of displacement of the pwave, and we write a
We refer to the term α −1 N as the lower-order polarization.
The α −J solve ODEs (the transport equations) along the bicharacteristics of P . Therefore, we write the (lower-order) polarization in terms of line integrals along rays in order to derive a ray transform defined on ray segments between boundary points of the object. It follows from the fact that (lower-order) polarization is determined at the boundary (and outside the object), that this ray transform is determined by the Dirichlet-to-Neumann map. We invert the ray transform by applying results of Sharafutdinov. It follows that the tensor field appearing in the integrand of the ray transform is determined (modulo its potential part) at each interior point. We filter the integrand (via use of the Saint-Venant operator) to derive a fourth-order, linear, elliptic partial differential equation Eβ − = 0 which has solution involving the difference between ρ 1 and ρ 2 . Then, applying uniqueness results, we conclude that the density is, in fact, determined in a part of the interior described in terms of the topology of the singular points of E. 
Theorem 2.1 is applied in [R I], Section 3, to extend λ, µ, and ρ smoothly to all of R 3 so that each is determined by Λ λ,µ,ρ outside Ω. As in [S-U], we then approach the question of uniqueness in the interior from the point of view of the Cauchy problem for elastodynamics on
rather than the initial-boundary-value problem (2) on Ω × (0, T ). We may view the elastic object as being embedded in a larger (unbounded) elastic domain, due to [R I], Theorem 3.1, which we state below. In [R I], Theorem 3.1, we show that the displacement vectors U that solve the Cauchy problem (3) on R 3 for the operator P for isotropic elastodynamics are determined outside Ω by the Dirichlet-to-Neumann map, given fixed boundary data and fixed initial data that is supported outside Ω.
Theorem 2.2 (Rachele [R I], Theorem 3.1).
Suppose that the conditions of Theorem 2.1 hold. Let P j = P (λ j , µ j , ρ j ), j = 1, 2, be the hyperbolic system of operators of the form (1), but defined on all of R 3 , and suppose that
2.2. Constructing Fourier integral operator representations of the elastic displacement wave. In [R I] we construct asymptotic expansions of certain solutions U j of the Cauchy problem (3). These solutions U j have wave front set that is minimal in the sense that it is generated by initial data with wave front set at a single point along a single ray (cf. [R I], Lemma 4.3). The construction of these asymptotic expansions is central to the main result of this paper and is summarized below.
We construct solutions U of the Cauchy problem (3) on R 3 × (0, T ) by writing
in terms of the initial data ψ 0 , ψ 1 and solution
and, in fact, may be written in terms of the Fourier integral operator Ansatz
In [R I], Section 2, we derive conditions on the phase functions ϕ 
The eikonal equations are noncharacteristic, first-order nonlinear equations which can be solved by Hamilton-Jacobi theory (cf., for example, [Gr-Sj]), with initial values
0. It follows that the gradient of ϕ p/s takes on the following simple form at t = 0:
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The amplitudes e p/s (k) can be written in the form −2, . . . , and N and N 1 , N 2 form an orthonormal basis of the kernel of p(t, x, ∂ t,x ϕ) for ϕ = ϕ p and ϕ = ϕ s , respectively.
The amplitudes solve algebraic equations:
is the principal symbol of
is the sum of the lower-order terms in the symbol of P ,
and, for ease of notation, we set
In Section 4.1 we reduce the compatibility conditions for (9),
to the transport equations, first-order ordinary differential equations in (α m ) J along p-wave characteristics of P , and systems of two first-order ordinary differential equations in (α 
It follows that the principal term (e p,+ ) 0 (at t = 0) of e p,+ = e p,+ (0)(0, x, η) is given by (7) and so (at (t, x, τ, ξ) is defined by
The Hamiltonians H ± p/s (t, x, τ, ξ) = τ ± c p/s |ξ| are factors of the determinant of the principal symbol p (t, x, τ, ξ) of P (cf. (10)). (See Hörmander [Hö] for a description of bicharacteristics in terms of the Hamilton flow in the scalar case; replace H p by H det σpr(P ) in the proof of Hörmander's Theorem 6.4.3 in the case that P is a system.) That is, bicharacteristics have direction Given the eikonal equations det p(t, x, ∂ t,x ϕ p/s ) = 0 (cf. (6)), we conclude that wave paths are described in terms of the phase functions ϕ p/s by bicharacteristics (t, x, τ, ξ) with τ = ∂ t ϕ p/s and ξ = ∇ x ϕ p/s .
2.4. The bicharacteristics of P are determined outside Ω by the Dirichletto-Neumann map. We denote by
the (forward or backward) null bicharacteristic of P that passes through (t, 
Proof. For (λ 1 , µ 1 , ρ 1 ) and (λ 2 , µ 2 , ρ 2 ) with Λ λ1,µ1,ρ1 = Λ λ2,µ2,ρ2 we construct solutions U j of the Cauchy problem (3) as in the proof of [R I], Theorem 3.1, with initial data ψ 0 and ψ 1 (to be chosen later) supported outside Ω. By [R I], Theorem 3.1, these U j are determined outside Ω, and so their wave front sets agree outside Ω:
We now choose initial data ψ 0 and ψ 1 with "minimal" wave front set, so that the wave front sets of the corresponding solutions U 1 and U 2 will consist of only a few null bicharacteristic strips of P. In fact, we choose 
on the existence of such distributions h(x).)
Given these initial values, we write the components of
is the scalar Fourier integral operator cf. (4) and (5) given by
Then, given the initial values (7) for the phase, we describe the wave front set of the pseudodifferential operators E l p/s,± | t=0 acting on h. In particular, we observe that the principal symbol of E p/s,± | t=0 is given by (E p/s,± ) 0 (t, x, η)| t=0 = (e p/s,± ) 0 (j, 0)(t, x, η)ξ 0 | t=0 , which is 1 2 Proj η ξ 0 in the case of p-waves, and 1 2 Proj η ⊥ ξ 0 in the case of s-waves by (12) and the text that follows. Therefore, by the choice of ξ 0 , (x, ξ) ∈ WF (E l p/s,± | t=0 h) = ∅ for some l ∈ {1, 2, 3}. In addition, by [Eg] [Tr] , Theorem 4.1, for example.
We note that the wave front set of U j is the union of the wave front sets of its components, and that the bicharacteristic strips Γ p/s,± are disjoint. Also, by Dencker [De] , Theorem 4.2, (see also Section 6.1), the wave front set of U j is invariant under the Hamilton flow for P and thus equals a union of null bicharacteristics for P . Therefore, by (18) and (19),
The bicharacteristics Γ p/s,± are distinguishable (the p-wave is faster than the s-wave), and the forward and backward waves for each j are distinguishable. (The "forward" wave is on the light cone {τ < 0} and the "backward" wave is on the light cone {τ > 0}.) It follows from (16) 
3. The boundary polarization in isotropic elastodynamics has no information about the density in the interior 3.1. Definition of the polarization set WF pol U and polarization vectors w.
To define the polarization set WF pol U of a distribution U ∈ D (R 4 , R 4 ) we consider, following Dencker [De] , 1×3 systems F of pseudodifferential operators of order zero. The polarization set of U is the collection of (t, x, τ, ξ) ∈ T * (R 4 ) together with the polarization vectors w (t, x, τ, ξ) that make up the intersection of the kernels (that is, the orthogonal spaces) of the principal symbols f (t, x, τ, ξ) of such F with
The product F U is given by the usual inner product. Dencker [De] , Theorem 4.2, characterizes the polarization set (for solutions U of systems of differential equations of real principal type) as a union of sections w (t, x, τ, ξ) over bicharacteristics Γ ∈ WF U of P, that solve
Here V p is the Hamilton vector field of the principal symbol p of P (cf. (10) and (13) ∈ Ω and any initial direction ξ = 0, let w p,+ (t, x, τ, ξ) denote the solution of (21) 
Uniqueness of the polarization vectors w p/s,+ and w
on Γ p,+ (x, ξ) with initial values w p,+ = ξ at (0, x, −c p (x)|ξ|, ξ). If x / ∈ Ω with (t, x, −c p (x)|ξ|, ξ) ∈ Γ p,+ (x, ξ) for some t,
ξ, then the polarization vector w p,+ is determined by the Dirichlet-to-Neumann map at (t, x, −c p (x)|ξ|, ξ).
Proof. For (λ 1 , µ 1 , ρ 1 ) and (λ 2 , µ 2 , ρ 2 ) with Λ λ1,µ1,ρ1 = Λ λ2,µ2,ρ2 we construct solutions U j of the Cauchy problem (3) as in the proof of [R I], Theorem 3.1, with initial data ψ 0 and ψ 1 (to be chosen later) supported outside Ω. By [R I], Theorem 3.1, these U j are determined outside Ω, and so their polarization sets agree outside Ω:
We now choose initial data ψ 0 and ψ 1 , as in the proof of [R I], Theorem 5.1, again with "minimal" wave front set so that the wave front sets of the corresponding solutions U 1 and U 2 will consist of only a few null bicharacteristic strips of P. In fact, we choose 
on the existence of such distributions h(x).)
We compute upper and lower bounds on the polarization set of U j in terms of the polarization vectors w p/s,± (cf. (23)). In fact, we show in Lemma 3.3 that the polarization set of U j does contain the polarization vector w p,+ , but contains at most the span of the polarization vectors w p/s,± (α), α > 0. It follows from the fact that the bicharacteristics Γ j p/s,± are disjoint and distinguishable (for each j) and from the fact that the polarization sets WF pol U j agree outside Ω (cf. (24)) that the polarization vectors making up the polarization set of U j are determined outside Ω. In particular, the polarization vector w p,+ is determined. This completes the proof of the theorem.
Lemma 3.3. For the U j constructed in the proof of Theorem 3.2 and for polarization vectors w
Proof. To show that the upper bound of (26) holds, we describe the polarization set of U j by referring to Dencker's characterization (21). In particular, we observe that the polarization vectors in the polarization set WF pol U j of U j
• lie over bicharacteristics in the wave front set of U j , and • have initial polarization that agrees with some polarization vector of the initial data U j | t=0 = ψ 0 . Therefore, to describe WF pol U j , we describe WF U j and WF pol (U j | t=0 ).
We have observed in the proof of Theorem 2.3 that the wave front set of U j is contained in the union of the bicharacteristics Γ j p/s,± (x, αξ) that pass through (0, x, ∓c p/s (x)α|ξ|, αξ), that is,
We show below in Lemma 3.4 that the polarization set of the initial data U j | t=0 is restricted to the span of ξ over the points (x, αξ), α > 0. It follows that the upper bound in (26) holds. 
Proof. We recall that
by considering the pseudodifferential operators F with (principal) symbol f (x, ξ) =
is homogeneous of order 0 in ξ and has values ψ = 1 on {(x, αξ) : α > 0}, and v(x, ξ) is any smooth vector field on T * R 3 that is homogeneous of order 0 in ξ and has values in R 3 . To show that (28) holds, we will apply the definition (20) of the polarization set. We note that the intersection, over all ψ and v, of {(x, ξ, w) : w ∈ ker f (x, ξ)} is actually equal to the right side of (28). Then, to see that each F ψ 0 is smooth, we notice that each of the (scalar) amplitudes f (x, ξ)ξ of
To show that WF pol ψ 0 is actually given by the upper bound in (28), we observe that for any zeroth-order pseudodifferential operator F on R 3 with (
To show that the lower bound in (26) also holds, that is, that the initial data ψ 0 does induce compressional-wave polarization of the form w j p,+ in U j , we show that it is enough to prove that Γ j p,+ ⊆ WF (U j ). In fact, by [De] , Proposition 2.5, π (t,x,τ,ξ) (WF pol U j ) 0 = WF U j . It follows that if Γ j p,+ ⊆ WF (U j ) holds, then some part of (WF pol U j ) 0 lies over Γ j p,+ . The polarization set over Γ j p,+ is a union of solutions of (21) that have initial polarization contained in WF pol (U j | t=0 ). By (27) the initial values ψ 0 of U j have polarization only with direction βξ, β ∈ R (at (x, αξ), α > 0). This implies that the (p, +)-polarization of U j is, in fact, the span of the polarization vectors w j p,+ (α), α > 0. Therefore, the lower bound in (26) holds.
Next, we observe that
are terms in the sum (4) making up U j . In fact, as in the proof of Theorem 2.3 cf. (19) and (17) , we have WF (u
Again, referring to the proof of Theorem 2.3 we note that the Γ j p/s,± are disjoint (for each j = 1, 2), and so WF U j = p/s,± WF u ± p/s . Also, WF (U j ) is a union of bicharacteristics of P, and so WF (u
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Now, to show (x, ξ) ∈ WF (u + p | t=0 ) we observe that
with the last equality holding due to the initial values ϕ
given in (7). By (12) u
dη is the 1 × 3 system of pseudodifferential operators with symbol
For each component (l = 1, 2, 3) of the amplitude P η (x, η)ξ, we have
The wave front set of h is the ray through (x, ξ), and P η (x, ξ)ξ
. This completes the proof of the lower bound in (26).
3.3. Conclusion: Boundary polarization contains no information about the density in the interior. We first compute the terms involved in the ODE (21) which describes the propagation of the polarization vectors w + p/s . To shorten the calculation of A we follow Dencker [De] , Example 4.3. We define P to be the pseudodifferential operator with (principal) symbolp given in (22). Then the pseudodifferential operator Q =P P has principal symbol qI with q scalar and of real principal type. That is, by (10) and (22),
For w ∈ ker p (t, x, τ, ξ) we have A = A q where
where V q is the Hamilton vector field of q (cf. (13)). In fact, writing c t, x, τ, ξ) consists of the lower-order terms of the symbol of P and is given by
In addition, (14)); that is,
It follows that the ODE (29) reduces to
In the case of a forward p-wave (i.e., τ = −c p |ξ|) we have w p = αN where N = ξ |ξ| = dx ds . Therefore, the ODE in this case reduces to
; that is, given (31),
where G(c p , c s ) does not depend on ρ. (Note that by (14),
. It follows that the p-wave boundary polarization does not contain any information about the value of the density ρ in the interior.
In the case of a forward s-wave (i.e., τ = −c s |ξ|) we have w s ⊥ ξ; so the ODE reduces to dw s (t, x, τ, ξ) ds
It follows that
where w s (0) is the polarization vector at the boundary. Each of these ODEs, (33) and (34), has right-hand sides that do not depend on ρ(x) with x ∈ Ω, when τ = −c s |ξ|. It follows that |w s | and Arccos do not depend on ρ in the interior. Therefore, the s-wave boundary polarization also contains no information about the value of the density ρ in the interior.
4. Uniqueness of the density 4.1. Using the transport equations to describe the propagation of "lowerorder polarization". Here we return to the representation of the elastic displacement wave in terms of solutions of the Cauchy problem (3), in particular, in terms of the Fourier integral operators described in Section 2.2. The amplitudes of these Fourier integral operators solve algebraic equations (9) and satisfy compatibility conditions (11).
We reduce the compatibility conditions (11) (for top-order and lower-order terms of the p-wave FIO amplitudes) to the transport equations (37) and (39) 
Given (8), it follows from the compatibility condition (11) for
To derive the transport equation for 
It follows that this compatibility condition reduces to the transport equation
We solve the transport equation (39):
where C is a constant, the integration is over p-wave bicharacteristic segments (cf. Section 2.3), and (10), (35), (36), and (38): 
We note, by (32) and (37), that α 0 = α 0 (t, x, η) solves
Sharafutdinov [Sh I] has shown that the potential parts of the compactly supported, rank-2 symmetric tensor fields C In the following we derive from this fact a partial differential equation whose solution involves the difference between ρ 1 and ρ 2 . We compute the value of T 4 W (B) acting on certain input. In fact, we first observe (cf. (49) 
on {x 0 } − U 0 , where C > 0 is constant. By the strong uniqueness result of [Pr] , page 90, for example, with u(x) = β − (x 0 − x), it follows that β − ≡ 0 on U 0 . We vary U 0 and refer to the continuity of ρ j to conclude that β − = 0 on the closure of the open, connected component C 0 of B R S R that contains a neighborhood in B R of ∂B R . That is, ρ 1 = ρ 2 on the closure of (56) C = C 0 ∩ Ω.
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