I. INTRODUCTION
When red blood cells move throughout our microcirculation, they do not flow with a uniform distribution across the blood vessel, but instead leave a significant layer of clarified fluid near the vessel wall, a phenomenon famously coined the Fahraeus-Lindqvist effect. [1] [2] [3] The size and shape of this clarified layer plays an important role in (A) reducing blood's effective viscosity in the microcirculation, 2 (B) reducing bleeding times by concentrating platelets near vessel walls, 4 (C) mediating plasma skimming, 5 (D) controlling adsorption of nanoparticles in the blood stream, 6 and (E) controlling oxygen and nitric oxide transport in the arterioles. 7, 8 In this paper, we develop a model to predict the concentration distribution of deformable particles, and hence the FahraeusLindqvist layer, in Low-Reynolds number, wall-bounded shear flows. This effect is common for all types of deformable-particle suspensions including droplets, 9, 10 capsules, 11 vesicles, 12 and red blood cells, 3, 13 where the thickness of the Fahraeus-Lindqvist layer is controlled by the competition between a wall-induced hydrodynamic lift force 14, 15 and hydrodynamic diffusion from collisional processes. [16] [17] [18] The method we develop is similar to those described by Zurita-Gotor et al., 19 as well as Kumar and Graham. 20 However, unlike those papers, we examine the Couette flow of suspensions of giant unilamellar vesicles (GUVs) 21 and red blood cells, i.e., particles that are highly aspherical as well as deformable. In particular, we will focus on quantifying the cell-free layer thickness (whereas the other authors emphasize the phenomena of particle layering 19 and margination, 20 the process by which rigid particles migrate toward the wall if doped in a suspension of deformable particles). 4 ). (b) Density profile of red blood cells in Couette flow. We note that the concentration profiles exhibit a depletion layer at the wall (the Fahraeus-Lindqvist effect), followed by near-wall particle layering. To see examples of layering for other types of deformable particles, see Li and Pozrikidis for droplets, 32 and the following authors for capsules: Pranay, 11 Chia, 53 and Tan. 54 In addition to the Fahraeus-Lindqvist effect, many deformable-particle suspensions in wallbound flows exhibit a near-wall layer of particles as evidenced by an off-center peak in their concentration distribution (see Fig. 1 ). Our theory is able to capture this phenomenon in Couette flow, and we suggest a driving force for this effect at the end of our paper. In short, the hydrodynamic interaction of deformable particles near a wall gives rise to a new type of motion-a "swapping trajectory" 19, 22 -that lowers the collective diffusion near the wall. Full details are discussed in Sec. V.
The outline of the paper is as follows: Sec. II summarizes the major aspects of our coarsegrained model, while Sec. III outlines the boundary integral simulations we preform to compare with this theory. Section IV discusses the main findings of our theory, such as the comparison of the Fahraeus-Lindqvist effect with in vitro experiments. Section V discusses the swapping trajectories and suggests how this motion could lead to particle layering. In Sec. VI, we conclude our findings.
II. DESCRIPTION OF MODEL

A. Background and assumptions
When a suspension laden with athermal, deformable particles is subject to a wall-bounded shear flow, the particles move in a seemingly chaotic fashion, often leaving a depleted particle-layer near the wall. These motions are dictated by hydrodynamic collisions and hydrodynamic lift, the physics of which we describe below.
Hydrodynamic collisions:
When two deformable particles move past each other in shear flow, they experience an irreversible, cross-stream displacement. Over a long period of time (t t coll ), these collisional interactions lead to a chaotic motion famously coined as "shear induced diffusion" by Eckstein et al., 23 and Leighton and Acrivos. 16 Because particles migrate from regions of high collisional frequency to low collisional frequency, this concept has been instrumental in qualitatively describing why suspensions in Poiseuille flow exhibit a concentration maximum at the channel center at steady state: the shear rate is large at the channel walls and small at the channel center, thus the concentration of particles must be lower at the walls and higher at the center in order to keep the collisional frequency constant. Symmetry arguments from Stokes flow suggest that two-body interactions cannot create crossstream displacements in suspensions of rigid, spherical particles. However, any symmetry breaking in the collisional process (in our case, deformability) allows binary collisions to create cross-stream displacements, and hence shear-induced diffusion. We use this fact in our theory, as two-body interactions dominate collisional interactions in the semi-dilute regime.
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Hydrodynamic lift:
Deformable particles often experience a hydrodynamic lift force when subject to a wall-bounded shear flow at zero Reynolds number. This phenomenon can be explained in the far-field limit (z a) by realizing that each particle interacts with its image stresslet (i.e., force dipole) across the wall, leading to a lift-velocity that is proportional to S zz /z 2 , where z is the distance of the particle to the wall, and S zz is the particle stresslet (which is often nonzero when the particle is stretched by extensional forces). 14, 15 The lift velocities of droplets, 24, 25 capsules, 11 and vesicles 14, 26 in Couette flow have been well-characterized. An additional source of lift occurs in the presence of velocity curvature, even in the absence of a wall. 27, 28 This lift force originates from the creation of asymmetric particle shapes, 27, 29 and is important in Poiseuille flow, especially near the center of the channel where the wall-induced lift is negligible.
In this paper, we investigate suspensions of particles with nearly incompressible membranes, such as giant unilamellar vesicles and red blood cells. Our theory is valid for other types of deformable particles as well, as long as the following assumptions hold:
1. The wall-bound shear flow is at low Reynolds number (i.e., Re ≡ ργ H 2 /μ 1, whereγ is the applied shear rate and H is the channel height. ρ and μ are the density and viscosity of the fluid external to the particle). 2. The suspended particles are non-Brownian (i.e., the particle Peclet number Pe ≡ μγ a 3 /kT → ∞, where a is the equivalent radius of the particle, T is the temperature, and k is Boltzmann's constant). 3. The suspension is in the dilute to semi-dilute regime, where two-body interactions dominate the collisional fluxes. 4. The dynamics of a single particle in shear flow closely resembles its behavior in a suspension.
The last assumption primarily limits the microstructural parameter range we can examine with our coarse-grained theory. For example, single blood cells at high viscosity ratios tumble under shear flow, 30 while those in a suspension tank-tread to minimize steric interactions with nearest neighbors. 4 Although we choose not to do so in this paper, we can easily relax the second assumption by adding Brownian motion to our evolution equations for the particle density. Section II B discusses the equations for our theory, Sec. II C discusses the model inputs and geometrical constraints, and Sec. II D discusses the numerical solution.
B. Model equations
Let us consider a suspension of particles flowing in a wall-bound shear flow, with x being the flow direction, y the vorticity direction, and z the velocity gradient direction. The channel is unbound in the x and y directions, with height H in the z direction. Assuming all statistics are independent of x and y, the evolution equation for the number density of particles in the suspension is given by
where n is the number density, u lift is the average lift velocity of a particle, and F coll is the flux created by collisional processes (i.e., shear induced diffusion). In the semi-dilute regime, collisional processes are dominated by two-body interactions. We model F coll as a Markovian process via a nonlocal, second order kinetic master equation. An implicit assumption in such a model is that we average over timescales on the order of the collision time (t coll ∼ O(γ −1 )), where the collision dynamics are approximately memoryless. 31 Given these assumptions, the collisional flux of particles is
In the above expression, r(b|c) is the rate per unit area at which particles at position z = b interact with a tagged particle at position z = c via binary collisions. δ(y, k) is the displacement per binary collision when two particles are separated by k in the velocity gradient direction and y in the vorticity direction. This expression is the same as those mentioned in previous studies. 19, 20, 32, 33 At steady state, we have the collisional flux balancing the lift flux: F coll + nu lift = 0. This equation is what we use to determine the steady state distribution of particles in the suspension.
The rate at which two particles interact is proportional to their relative velocity difference and their particle density. Thus, an expression for r(b|c) is
where u is the particle velocity in the flow direction (i.e., x direction). Assuming that the relative velocity difference between particles does not differ much from that of the fluid, an approximate expression for the rate of collisions is
In the above equation,γ is the shear rate in Couette flow, and u is the average cross-sectional velocity in Poiseuille flow. Here, we used the relative velocity expressions in the dilute limit (φ 0 1), where the particles have a limited influence on the fluid velocity field. This approximation is not true in the semi-dilute regime, especially in Poiseuille flow, where suspended particles modestly blunt the parabolic velocity profile. 4, 18 Nevertheless, we anticipate that this approximation will yield reasonable results when we calculate the particle density profile. One advantage of this approach is that we avoid solving a coupled momentum/mass balance equation, which avoids introducing closure relations for the extra stress in the suspension. As far as we are concerned, we cannot estimate the extra stress accurately without invoking large scale numerical simulations of suspension flows, which is exactly what we are trying to avoid.
C. External inputs to model and geometrical constraints
In Sec. II B, we outlined a set of equations that govern the density distribution of deformable particles in a wall-bounded shear flow (see Eqs. (1), (3), and (4)). These equations are not closed, as we require two quantities from experiments or simulations: the lift velocity (u lift ) and the displacement per binary collision (δ(y, k)). We estimate these quantities by the following:
1. u lift is the lift velocity of a single deformable particle (in this case, a vesicle or red blood cell) in the presence of a wall-bounded shear flow. 2. δ(k, y) is the collisional displacement of two isolated particles in a free shear flow when they are separated by distance k in the velocity gradient direction and y in the vorticity direction.
The lift velocity for single, deformable particles is well-characterized for droplets, vesicles, and capsules both in simulations 11, 14, 25 and experiments. 24, 26 The binary collision displacements are more difficult to quantify experimentally (although it has been completed for droplets 34 and vesicles 35 ), but simulations of these collisions are now commonplace. 17, 36 We obtain the lift velocity and collisional displacements of vesicles and red blood cells from boundary integral simulations which we describe in Sec. III. The computational results agree very well with available experimental data, 26, 35 offering validity to our simulation technique (Figs. 2 and 3 ). When we employ the inputs described above, we neglect several effects that are very important in multi-body suspension flows: (A) hydrodynamic screening of the lift velocity, (B) hydrodynamic screening of the collisional processes, (C) the effect of walls on the binary collision of particles, and (D) excluded volume. We incorporate (A), (B), and (D) by adding geometrical constraints and one fitting parameter, a hydrodynamic screening length. In addition, (C) is considered in Sec. V of our paper where we discuss how the wall affects the dynamics of binary particle interactions.
To incorporate excluded volume effects due to the presence of the channel walls, we note that a single vesicle or red blood cell will stretch approximately into a prolate ellipsoid at high shear rates (as parametrized by the capillary numbers which we will describe in Sec. III). Thus, the minimum distance a particle can approach a wall is roughly half the length of its minor axis when it is fully stretched. We do not allow any particle to start in this excluded volume region during a collision process, and we disallow any collisions that would cause particles to hop into this region as well. We emphasize that our estimated excluded volume region is accurate only if we have a reasonable idea of the shape of the deformable particles near the wall. Thus, this method is well-suited for particles with nearly incompressible membranes such as vesicles and red blood cells, where the deformation saturates at high shear rates, and hence the shape is well-defined. We must apply a different technique for estimating the excluded volume region for particles that can stretch indefinitely such as droplets.
To incorporate hydrodynamic screening, we introduce a screening length R, which is the upper bound for the distance at which particles can interact in the z − y plane via binary collisions. Beyond this separation distance, we say that all hydrodynamic interactions are negligible. This screening length is a fitting parameter, and we typically use a value between two to four times the equivalent radius of the particle. All results we present in Sec. IV demonstrate the sensitivity of our model to this parameter.
D. Numerical solution of model
We employ a Galerkin technique to solve for the number density inside the channel. First, we approximate the number density as a linear combination of shape functions:
The shape functions we choose are piece-wise linear, with the mesh size being 1/16 of a particle radius. We then take an inner product of our model equations with these functions to yield a system of N quadratic equations for the coefficients a j : 
We solve these equations using Newton's iteration subject to the constraint of specifying the bulk volume fraction of the suspension:
H 0 ndz, where a is the effective radius of the particle, and H is the channel height. Care must be taken for the initial guess of Newton's iteration, as there are multiple solutions that satisfy the above equations (as the equations are quadratic). We choose a uniform density profile as an initial guess, as density profiles in Couette flow are reasonably close to this shape for φ 0 ∼ O(0.1). All integrals are evaluated using the midpoint rule, with the mesh size being 0.05 times the particle radius. Due to symmetry of the channel's domain, we solve for the particle density for one half of the channel. In Sec. IV, we compare the density profiles from our theory to those given by DNS simulations. Section III details the DNS simulations we perform.
III. DNS SIMULATIONS
As stated in Sec. II, the theory we develop is not self-sufficient, as it requires the hydrodynamic lift of a deformable particle in wall-bound shear flow (u lift ), and collisional displacement of two particles in free shear flow (δ(y, k)). We calculate these two quantities for vesicles and red blood cells in this section, as well as simulate such suspensions in a wall-bounded Couette flow. Section III A mentions the membrane models we use for vesicles and red blood cells. Sections III B and III C describe our simulations, which utilize the boundary integral techniques described in Zhao et al. 4, 14, 37, 38 Before we begin, let us mention what is novel in our simulations and what is not. The cell/wall and cell/cell interactions for vesicles have been investigated by Zhao and co-workers 14, 37 -what is new in our study is that we briefly examine the dependence on the binary collision processes with the viscosity ratio ( Fig. 3(b) ). Similarly, several groups have examined the lift and collisions of capsules in lieu of red blood cells, 20 but we are currently unaware of any studies that have simulated these processes for cells whose membranes demonstrate Skalak elasticity, 39 which more accurately captures the essential features of red blood cell deformation (such as a nearly incompressible interface and non-convex shapes). In all the studies below, we perform our red blood cell simulations with this membrane model. Lastly, the boundary integral simulations we implement are novel for suspensions of vesicles and red blood cells in wall-bound Couette flow. Similar studies of blood (using the Skalak model) in pressure-driven flow have been performed in the past few years. 4, 38 
A. Model for vesicles and red blood cells, and dimensionless numbers
The particles we simulate are red blood cells (RBCs) and giant unilamellar vesicles (GUVs). GUVs are droplets encased in a thin bilayer of phospholipids, which we model as a two-dimensional, incompressible membrane with bending modulus κ. The membrane has a surface energy with the functional:
where M is the membrane surface, H is the local mean curvature, and σ is a surface tension that acts as a Lagrange multiplier that enforces the membrane's incompressibility. In our definition, H = −1 for a unit sphere. Red blood cells are encased in an incompressible phospholipid membrane like vesicles, but this membrane is additionally supported by a spectrin network that confers shear elasticity. We model the bending energy of red blood cells with the same functional as described before: M κH 2 dA. However, we approximate the membrane's shear elasticity with the classical constitutive relation developed by Skalak:
In the above equation, E s and E D are the shear and dilatational moduli of the membrane, I 1 and I 2 are the strain invariants, and λ 1 and λ 2 are the principal strains. As mentioned before, red blood cell membranes are nearly incompressible, so the dilatational modulus is very large (see Waugh and Hochmuth 41 for estimates of this modulus). In practice, we choose E D to be 100μγ a, which we find in our simulations yields an area change for each surface element mesh to be less than 1% on average.
Based on these work functionals, there are several important dimensionless numbers that describe the dynamics of vesicles and red blood cells under flow. We introduce two capillary numbers based on the bending forces and the shear elasticity of the membranes:
Ca B is the ratio of the viscous shear stresses to the bending forces, while Ca S is the ratio of viscous stresses to the shear elastic forces. For most GUVs, κ = 10 −19 J, 42 so a typical vesicle of radius 5 μm in a shear flow of 1s −1 in water gives Ca B ≈ 1.3. In our study, we examine vesicle suspensions with Ca B ∼ O (1) . For nearly spherical vesicles, we expect the suspension microstructure to not change greatly for capillary numbers much greater than the values examined here, as the incompressibility of the vesicle's membrane makes its shape relatively insensitive to increasing shear rate. In red blood cells, shear elastic forces typically dominate bending forces (
1), so bending forces play a relatively unimportant role in the cell dynamics other than to suppress surface buckling (the bending modulus κ for red blood cells is typically 2 − 4 × 10 −19 J, 41, 43 while the shear modulus is in between 6 − 9 μN/m 41, 44 ). We set κ = 3.3 × 10 −3 a 2 E S as is found physiologically, and we examine shear capillary numbers between 0.1 and 1, as these correspond to typical values found in vivo. 45 Ca s is closer to unity in the arterioles, where wall shear rates are on the order of 2000s −1 , 45 while Ca s is closer to 0.1 in the post-capillary venules, which has wall shear rates on the order of 200s −1 . 45 Typical red blood cell properties are a ∼ 2.82 μm for the particle equivalent radius, 41 E s ∼ 6.8 μN/m for the shear elasticity modulus, 44 and μ ∼ 1.2cP for the viscosity of the outer solution medium, 45 which is plasma. In addition to capillary numbers, two other important dimensionless numbers to consider are the viscosity ratio λ between the interior and exterior fluid of the particle, and the reduced volume ν of the particles, defined as ν ≡ 3 √ 4π V /S 3/2 (V is the volume of the particle, while S is the surface area). The reduced volume indicates the degree of asphericity of the particles, with ν = 1 denoting a perfect sphere, and ν < 1 denoting a floppy particle. For this study, we examine nearly spherical vesicles with ν = 0.95, and red blood cells with ν = 0.65, which is the physiological value for humans. We consider a wide range of viscosity ratios as well, as long as the particles exhibit tank-treading behavior, which is representative of their typical microstructure in confined channel flows. This stipulation limits the upper bound of the viscosity ratio we can study for red blood cells, which is around λ max ≈ 3 for a unit capillary number (Ca s = 1) in free-shear flow. If we include a wall in our binary collision processes (the details of which we briefly mention in Sec. V), the critical viscosity ratio for tank-treading will decrease, as the wall suppresses tumbling motion in order to minimize the viscous dissipation created by the particle.
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B. Boundary integral formulation
We employ the standard boundary integral technique 46 to determine the velocity of particles and traction on the particle walls. In the formulas below, we nondimensionalize all distances by a, velocities by aγ , and stresses by μγ , where a is the equivalent radius of the particle,γ is the shear rate, and μ is the viscosity of the solution outside the particles. The boundary integral equations on the particle membranes are
while the equations on the channel walls are
In the above expressions, λ is the viscosity ratio between the interior and exterior fluid of the particle, u M is the velocity on the surface of the particle membrane, u ∞ is the far-field velocity, and [[f]] are the surface force density distributions on the membrane (M) or wall (W ). The single-layer operator N and the double-layer operator K are convolutions of the Stokes flow Green's functions, shown below:
In the above equations, the subscripts are such that, in the case of N MW , the surface integral is integrated over x ∈ W , and evaluated at x 0 ∈ M. G ij is the Green's function for the velocity field (i.e., point force solution), and T ijk is the associated stress field. In the lift velocity calculations (see Fig. 2(a) for geometry) , we employ the Green's function for half space, 47 which leads to all terms with walls dropping out of the above equations. In the binary collision calculations, we employ the standard free-space Green's function, and again neglect all wall terms in the above equations (see Fig. 3(a) ). In the suspension flow simulations, we use the free-space Green's function with periodicity in all three directions. 48 In this situation, we must explicitly solve for the wall force [[f W ]] in addition to the particle surface velocities.
We discretize the surfaces of the vesicles and walls into piecewise-linear triangular elements. We calculate the bending and elastic forces on each membrane using the virtual work principle. The details of this process is given by Zhao et al. for red blood cells 4 and vesicles. 14 We note that care must be taken when evaluating the bending forces on the surface of the particle, as an accurate estimate for the derivative of the curvature is necessary. For vesicles, we calculate the bending energy on a smooth C 1 surface constructed by Loop subdivision. 49, 50 Because bending plays a minor role in the dynamics of red blood cells, we use a lower order approximation for the bending force that is based on the angles between neighboring elements. 51 We time step the boundary integral equations using a first-order prediction-correction scheme, details of which are given elsewhere.
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C. Simulation domain and previous results
The simulation domains are shown in Figs. 2-4 for the lift velocity calculation, binary collision calculation, and the wall-bound suspension flow. In what follows, we will use nondimensional variables to describe each of these simulations (see the beginning of Sec. III B for details of nondimensionalization).
In the lift velocity calculation, we place a single particle at a height h above a planar wall in an external shear flow u ∞ = ze x , and then calculate the particle's lift velocity in the z direction from the boundary integral equations. Figure 2 shows the results of these calculations for nearly spherical vesicles, reproducing the work by Zhao et al. 14 The far-field lift velocities agree well with experimental measurements 26 for a wide range of reduced volumes (Fig. 2(c) ), and we are able to capture the lift velocity's dependence on the particle viscosity ratio as well (Fig. 2(b) ). We will examine the lift velocity calculations of red blood cells in more detail in Sec. IV C.
The domain for simulating a binary collision is as follows (Fig. 3(a) ): we let the first vesicle start at the origin in an external shear flow u ∞ = ze x , and we start the second vesicle at a position (x 2 , y 2 , z 2 ) = (−10, y, z), where y and z are the initial separations in the vorticity and the velocity gradient directions ( y, z > 0). We time step our boundary integral equations, and record the trajectories of both particles during the collision process. After a sufficiently long period of time, the z coordinate of the top particle reaches a steady state value, and we define its collisional displacement as δ( y, z) = z 2 (t final ) − z 2 (t initial ). We repeat this calculation for many initial displacements ranging from 0 < y, z < 5. In a previous paper, 37 we found that the cross-stream displacements from our simulations agree very well with experimental data 35 for nearly spherical vesicles (Fig. 3(c) ). In this study, we quantify the dependence of these collisional processes on the particle viscosity ratio as well (Fig. 3(b) ). We will characterize the binary collisions of red blood cells in Sec. IV C.
The computational domain for the wall bounded suspension flow is a three-dimensional rectangular box of gap size H, with periodic velocity boundary conditions in the x and y directions (Fig. 4) . The two walls boundaries are at z = −H/2 and z = H/2, and they translate in the x-direction at u = −H/2 and H/2, respectively, thus giving an applied shear rate of one. We initially start with a random configuration of particles at a specified bulk volume fraction φ, and then wait a sufficiently long time until the density profiles are at steady state (from shear-induced diffusion theory, 52 the timescale for equilibration isγ t sim ∼ H 2 φ ≈ 720 for H = 12, φ = 0.2). After steady state has been reached, we bin the channel into slices of height z = 0.25, and determine the probability density for the center of mass of all particles. We choose channel heights between 6 and 24 times the particle radius in our simulations, which corresponds to 18 − 71 μm for red blood cell flow. Additionally, we choose volume fractions between 10% and 20%, the upper bound being a typical value of tube hematocrit in the microcirculation. In these regimes, we expect that collisional interactions between particles will be important.
IV. RESULTS
A. Comparison between theory and simulations for vesicles and red blood cells
In this section, we study semidilute (φ ∼ O(0.1)) suspensions of red blood cells and nearly spherical vesicles in wall-bounded shear flows, comparing concentration profiles of our coarsegrained theory to large scale boundary integral simulations. We will first examine vesicles, and then follow with red blood cells. Figure 5 shows the center-of-mass probability distribution of a suspension of nearly spherical vesicles (ν = 0.95) with volume fraction φ = 0.2 and capillary number Ca B = 8, computed by solving the boundary integral equations (see Sec. II C). We observe a depletion of particles near a wall (i.e., Fahraeus-Lindqvist effect), followed by a sharp increase in the particle density that manifests itself as a local maximum around 1-2 particle radii away from the wall. This layering effect is quite pronounced, and has been predicted for many types of concentrated, deformable particle suspensions including droplets 32 and capsules. 11, 53, 54 After the initial layering, we observe smaller satellite peaks in the concentration distribution, each one separated by roughly two radii. This effect is probably due to volume exclusion, as two nearly spherical particles cannot overlap if they are separated by a distance of roughly two radii. Near the center of the channel, the walls play a minimal role in dynamics of the particle suspension, and hence the concentration distribution is nearly uniform, which is the same profile found in an unbound flow. We note that the concentration profiles found by DNS are relatively insensitive to O(1) changes in the viscosity ratio for the volume fraction considered here (φ = 0.2). Hence, we only examine the case of matched viscosity (λ = 1) in the comparison that follows. Figure 6 compares the concentration profiles from our theory to DNS simulations at volume fraction φ = 0.2 for two channel heights (H = 12 and H = 18). The theory is able to capture the Fahraeus-Lindqvist effect (i.e., cell-free layer) accurately, as well as the concentration at the center of the channel. These two hallmarks are relatively insensitive to the choice of the hydrodynamic screening radius R, which we treat as a fitting parameter. However, the layering of particles near the wall is affected by the choice of R, and in general, our coarse-grained theory tends to underpredict this effect. We offer a rationale for this mismatch in Sec. V, and in short, we argue that it is due to the fact that our coarse-grained theory neglects interactions of particles with walls during a binary collision process. Another phenomenon that our model cannot capture is the satellite peaks in the concentration distribution due to pair-correlation between particles. We have no reason to expect our model to capture this effect, as our equations never account for excluded volume interactions between particles. Figure 7 shows the concentration profiles from our theory and boundary integral simulations for semi-dilute, red blood cell suspensions (φ = 0.1 and φ = 0.2 at Ca s = 1 and viscosity ratio λ = 1). As before, the coarse-grained theory accurately captures the centerline concentration as well as the depletion of particles near the wall (the Fahraeus-Lindqvist effect). However, the particle layering predicted by our theory is not nearly as well-pronounced as that found in the DNS simulations. We also note that the cell-free layer thicknesses are much larger than the ones found in vesicle suspensions (Figs. 5 and 6 ). These results are reasonable, as red blood cells are more deformable than nearly spherical vesicles, which results in larger lift velocities for the red blood cells (Fig. 8(a) ). The red blood cells also have smaller displacements per collision (Fig. 8(b) ), since these particles are more elongated and horizontal, which allows them to slide over each other during collisional events. Because the cell-free layer thicknesses of our coarse-grained theory match well with simulations, these results suggest that the dominant physics behind the Fahraeus-Lindqvist effect is a balance of hydrodynamic lift with binary collisional processes.
We emphasize that that our coarse grained theory exhibits significant time savings over largescale numerical simulations of suspension flows. Although the time savings can vary depending on the choice of time step and mesh size, we conservatively estimate our theory to be at least O(10) times faster. (For the choice of parameters in this paper, it took roughly one to two weeks to run the wall-bound Couette simulations on 60 processors, while it took about 0.5 days each to run the lift and collision calculations as input to our theory. It took at most a few minutes to solve for the number density in the kinetic master equation described by Eq. (5)).
B. Comparison of cell free layer with in vitro experiments
In this section, we compare the cell-free layer thicknesses predicted by our coarse-grained theory to in vitro experimental measurements of blood flow. At first glance, our theory may appear inadequate to study such phenomena, as it examines the dynamics of blood in Couette flow, while most experiments are conducted in pressure-driven channel flows. Blood's microstructure is quite different in parabolic velocity profiles, since the velocity curvature gives rise to parachute and slipper-like cell shapes 29, 55 as well as particle migration toward the center of the channel. 4, 52 That being said, the Fahraeus-Lindqvist effect is dominated by hydrodynamic interactions near the wall, so a shear-flow approximation may do a reasonable job in predicting the cell-free layer thickness in such systems. We calculate the cell-free layer thickness from our theory (which assumes Couette flow), and compare it to measurements found in channel flows, making sure that the shear rates in our theory match the experimental wall shear rates. Before we begin, let us give some background on typical in vitro experiments. Most experiments feed a suspension of known hematocrit (Hct d ) through a glass capillary, and then visualize the cellfree layer as the average distance from the wall to the edge of the first layer of red blood cells (see Fig. 9(a) ). These measurements are usually taken far from the inlet, where the suspension's concentration profile is roughly at steady state. We use the same definition of cell free thickness in our coarse-grained theory. To determine the edge of the first layer of cells, we first solve the particle density n in a wall-bounded Couette flow as described by Eqs. (1), (2), and (4). We locate the first peak in this distribution (see Fig. 7 ), and identify this position as the most probable center-of-mass location of the first layer of cells. We then subtract half the height of the red blood cell to obtain the cell-free layer thickness. To calculate this height, we assume the red blood cell is ellipsoidal and tank-treading with a inclination angle ψ that is equal to that found in free shear flow. These assumptions appear to be reasonable for a wide range of shear rates (0.2 < Ca s < ∞) at volume fractions less than 20%, as verified by large-scale numerical simulations. 4 We employ simulation data for ψ in our calculations of the cell-free layer, although these values can also be determined experimentally. 30, 56 Typical values of the inclination angle in free shear flow is given in Fig. 9(c) . These values have considerable variance due to the inhomogeneity in the red blood cell membrane. Figure 10 plots the cell-free layer thicknesses predicted by our theory to the in vitro data performed by Bugliarello et al. 57 In order to match the experimental feed hematocrits Hct d to the volume fractions in our theory (aka, tube hematocrits Hct T ), we utilize a popular correlation developed by Pries et al., 58 which captures the Fahraeus effect for human and rat blood for a wide range of channel heights and volume fractions. 58, 59 This phenomenon states that the tube hematocrit is often smaller than the feed hematocrit due to conservation of mass, and we must correct this effect in order to compare the experiments with our theory, which requires the tube hematocrit as an input, 57 In the experiment, the flow capillary number varies from 0.4 to 1.6, and the channel height is H = 14.3. The plot from the coarse-grained theory is at Ca s = 1, and channel height H = 14. The error bars in our theory represent different values of the hydrodynamic screening length R (2.25 < R < 2.75). To convert the experimental feed hematocrit to tube hematocrits, we utilize a correlation developed by Pries et al. 58 as predicted by our coarse-grained theory.
In the above equation, Hct T is the tube hematocrit, Hct D the feed hematocrit, and D is the tube diameter normalized by the effective radius of the particle. After we apply this conversion, we observe that the cell-free layer from our theory at Ca s = 1 agrees reasonably well with the experiments from Bugliarello, where the capillary number of the data ranges between 0.4 and 1.6 ( Fig. 10(a) ). As expected, we observe a monotonic decrease in the cell-free layer as the tube hematocrit (i.e., volume fraction) increases. We note that our theory cannot use the experimental viscosity ratio λ ≈ 5, since single red blood cells tumble in this regime, which does not capture their tank-treading/swinging motion observed in a suspension. Instead, we plot our coarse-grained theory for several values of viscosity ratio where the red blood cells tank-tread/swing, thus obtaining an approximate range of cell-free layer thicknesses. The error bars for each curve reflect the uncertainty in the hydrodynamic screening radius R we choose as a fitting parameter. Guided by previous comparisons to DNS simulations (Fig. 8) , we choose R between 2.25 and 2.75.
Using basic physical intuition from our coarse-grained theory, we can predict how the cell free layer thickness scales with volume fraction (aka, tube hematocrit). Recall that the cell-free layer thickness arises from the balance between hydrodynamic lift and collisional processes. If the collisional forces are dominated by binary collisions (as is assumed in our theory), then u lift φ ∼ Dφ 2 , where u lift is the lift velocity of a single particle near a wall, and D is a hydrodynamic diffusivity (which scales asγ a 2 , whereγ is the wall shear rate, and a is the equivalent particle radius of the red blood cell). If the lift velocity is dominated by the force dipole on the particle, then u lift ∼ S zz /(μh 2 ), where S zz is the particle stresslet (i.e., force dipole), μ is the external viscosity, and h is the distance of the particle to the wall, which is roughly the cell-free layer thickness. Although this scaling of the lift velocity is technically valid only in the far-field limit (when h a), our lift velocity calculations of red blood cells suggest this approximation is reasonable even near the wall. Applying the two scaling relations discussed yields
This relation states that the cell-free layer thickness scales as Hct
, which is a simple result that agrees surprisingly well with the in vitro experiments 57 ( Fig. 10(b) ). Figure 11 plots how the cell free layer thicknesses varies with the channel height. As the channel height increases, the cell-free layer increases modestly. This behavior has been observed in several in vivo studies, 3, 13, 60 and our coarse-grained theory agrees qualitatively with the in vitro studies by Suzuki et al. 61 As before, we convert the experimental feed hematocrits to tube hematocrits using the correlation described in Eq. (15) . We also plot our theory for several values of viscosity ratio, 61 In the experiment, the flowrate through the capillaries is 0.7 − 1.3mm/s, corresponding to Ca s between 0.06 and 0.1 for the largest capillaries, and Ca s between 0.28 and 0.56 for the smallest capillaries. The discharge hematocrit is 16% . The plots from our theory are at Ca s = 0.5, with the hydrodynamic screening length varying in between 2.25 < R < 2.75. Like before, we convert the experimental feed hematocrits to tube hematocrits via a correlation developed by Pries et al. 58 since single red blood cells tumble at the experimental value λ ≈ 5. These plots give a possible range of cell-free layer thicknesses predicted by our theory. The error bars in our model represent different values in the hydrodynamic screening length, which is a fitting parameter (2.25 < R < 2.75). Unlike before, we cannot a priori predict the scaling relation between cell free layer thickness and channel height based on the simple physical arguments mentioned previously.
C. Variation of the cell-free layer with capillary number and viscosity ratio
In this section, we employ our coarse-grained theory to predict how the cell-free layer thickness varies with shear rate (i.e., capillary number) or viscosity ratio for red blood cell suspensions. We examine capillary numbers (Ca s ) between 0.25 and 2, which correspond to shear rates typically found in the arterioles (between 500 and 4000s −1 ). The viscosity ratios we examine are between 0.5 and 3, which are values where the particles exhibit tank-treading behavior in free shear flow. We do not examine the physiological values of λ = 4 or 5 because single particles tumble in this regime, which does not accurately represent their microstructure in a suspension, where particles tank-tread to minimize steric interactions. Figure 12 (a) plots the cell-free layer thickness versus capillary number for the case of matched viscosity ratio (λ = 1). The Fahraeus-Lindqvist effect is insensitive to capillary number in the range 0.25 < Ca s < 2, since the lift velocity and the binary collisional displacements do not change in this parameter region (Figs. 12(b) and 12(c) ). This result makes sense, since at large shear rates (γ > 500s −1 ), the deformation of red blood cells saturates due to the incompressibility of its membrane, which in turn leads to a saturation in the hydrodynamic lift and collisional displacements. In general, the capillary number plays a small role in the cell-free layer thickness of low Reynolds number suspensions of blood, as evidenced by many in vivo studies. 3, 60, 62 We find that the cell-free layer thickness is a weakly non-monotonic function of the viscosity ratio ( Fig. 13(a) ). To better understand the origin of this effect, we examine the lift and collisional processes for red blood cells, as evidenced by Figs. 13(b) and 13(c). As the viscosity ratio increases, the red blood cell becomes more solid-like, which results in a decrease in the lift velocity, as well as a decrease in the displacements per binary collision. The collisional displacements may also decrease with increasing λ because the inclination angle decreases as well (Fig. 9(c) ), which allows the particles to slide over each other during a collision event. The effect of viscosity ratio on these processes is non-trivial and unequal, which leads to the non-monotonic dependence of the cell-free layer with λ as shown here ( Fig. 13(a) ). So far, we are unaware of any experiments that have examined the variation of the cell-free layer with λ. In the future, we would like to conduct in vitro experiments to verify if the trend we predict is the correct one in practice. 
V. SWAPPING TRAJECTORIES-EXAMINATION OF COLLISIONAL PROCESSES NEAR A WALL
Let us give a brief recap of what we have accomplished thus far. We have developed a coarsegrained theory to predict the concentration distribution of red blood cells in a wall-bounded shear flow, and this model balances hydrodynamic lift with a flux due to binary collisions. To this point, we have modeled all binary collisions in a free-shear flow, and thus neglected hydrodynamic interactions with the wall. In this section, we relax this assumption, and simulate these collisional processes in the presence of a wall. We will see that the wall plays a minimal role in the binary collision of particles as long as the initial separation between particles in the velocity gradient direction is at least O(a), where a is the equivalent particle radius. However, if the separation between the two particles is small (roughly less than 0.3a), then we will observe a new type of motion-the so-called "swapping trajectory" 19, 22 -that could play a role in explaining particle layering near the channel walls. Recall that the particle layering exists when the concentration distribution exhibits a peak near the wall, as evidenced in Figs. 1, 6 , and 7.
The simulation we perform is similar to that described in Sec. III C. We consider the binary collision of two particles (in this case, red blood cells) in the shear flow u = ze x above a wall located at z = 0. The lower particle is initially at position (x, y, z) = (0, 0, h), while the upper particle is initially at position (x, y, z) = (−10, y, h + z), where y and z are the initial separation of the two particles in the vorticity and velocity-gradient directions, and h is the height of the lower particle (a) Schematic of swapping motion. We denote particle 1 as the upper particle at time t = 0, and particle 2 as the lower particle at time t = 0. After a long period of time, particle 2 moves above particle 1. (b) Comparison between "swapping trajectories" and standard binary collisions. We plot the relative position of the particle 1 with respect to the center of mass of particle 2. Particle 2 is at a height h = 1. above the wall. We evolve the positions of the two particles via the boundary integral equations, 46 and track their trajectories throughout the binary collision process. We terminate the simulation when the two particles are separated by at least 20 particle radii in the flow direction. Because of the simple geometry of this simulation, we do not explicitly mesh the wall, but instead use the single wall Green's function 47 as described in Sec. III. We plot a representative set of particle trajectories in Fig. 14(b) , for the case where the initial separation between the two red blood cells is z = 1 in the velocity gradient direction, and the initial distance of the lower particle to the wall is h = 1.5. The solid lines are the trajectories of the two particles during the collision event, and the dotted lines are the trajectories if the particles are isolated, and thus only experience hydrodynamic lift. After a long period of time, the z-distance between the solid and dotted trajectories asymptotes to a constant value, which we denote as a displacement per collision. We plot these displacements per collision for a range of particle separations z, and compare the results to the case with no wall as shown in Fig. 14(c) . We observe that the wall does not play a major role in the binary collision process unless the initial separation between the particles is very small (on the order of z = 0.25). In this situation, the wall makes the displacements per collision negative, which means that the top particle moves downward, and the bottom particle moves upward during the collision.
To understand this perhaps non-intuitive behavior, we plot the particle trajectories for the case when the lower particle is at an initial height h = 1.5, and the particle separation is z = 0.25 ( Figs. 15(a) and 15(b) ). The two particles undergo a qualitatively different motion than a typical binary collision, and instead swap trajectories (i.e., the lower particle eventually overtakes and moves above the upper particle). We attach a movie of the swapping motion in the supplementary material. 63 This "swapping" trajectory has been observed before by Kulkarni and Morris 64 for the case of two interacting spheres in free shear flow at finite Reynolds number. The effect we observe, however, is at zero Reynolds number, and is purely due to the hydrodynamic interaction of the particles with the wall. 22 To understand the origin of this motion, we note that the wall drastically changes the stresslet (i.e., force dipole) contribution to the flowfield, creating a small region of recirculation near the
