Abstract. We describe a projection framework for developing adaptive multiscale methods for computing approximate solutions to elliptic boundary value problems. The framework is consistent with homogenization when there is scale separation. We introduce an adaptive form of the finite element algorithms for solving problems with no clear scale separation. We present numerical simulations demonstrating the effectiveness and adaptivity of the multiscale method, assess its computational complexity, and discuss the relationship between this framework and other multiscale methods, such as wavelets, multiscale finite element methods, and the use of harmonic coordinates. We prove in detail that the projection based method captures homogenization when there is strong scale separation.
1. Introduction. In this paper we describe a framework for developing adaptive multiscale methods for approximating solutions to the linear elliptic boundary value problem
posed in the bounded domain D ⊂ R d . We assume that f ∈ H −1 (D) and that the matrix a(x) = (a ij (x)) is symmetric, measurable, and positive definite so that 0 < a * |ξ| 2 ≤ ξ T a(x)ξ ≤ a * |ξ| 2 holds at almost every x ∈ D and any vector ξ ∈ R d with |ξ| > 0. Throughout this paper we use (u, v) to denote the L 2 (D) inner product, and we use f, v to denote the action of f ∈ H −1 (D) on v ∈ H 1 0 (D). We want to approximate the solution when the coefficients have small-scale features that have a significant effect on the solution. However, the full resolution of these features may require an enormous computational effort. The Galerkin approach to approximating u is to restrict the problem to a finite dimensional subspace X C ⊂ H 1 0 . So, the Galerkin solution u CG ∈ X C satisfies (a∇u CG , ∇v) = f, v , ∀v ∈ X C .
(1.2)
Standard estimates for the Galerkin problem show that
where P denotes the orthogonal projection of H 1 0 onto the space X C (orthogonal with respect to the H 1 Many methods have been proposed to approximate u on a coarse grid while reconstructing relevant information from the small scales. We refer to the work of Brezzi and Hughes, et. al. [9] , [26] , Hou and Wu [22] , Arbogast [2] , Engquist and Runborg [17] , as well as [8, 23, 15, 24, 14, 1, 31] . When the coefficients are spatially periodic and have the form a(x/ ) these methods may capture the small scale effects very well in the limit → 0, as demonstrated numerically and proved analytically in [3, 4, 22, 23, 15, 24, 14, 28, 1, 31] . That is, the approximate solutions converge to the solution of the homogenized equation as long as is much smaller than the discretization scale.
It is desirable to have an effective multiscale method that does not rely on a periodic structure or on scale separation in the coefficients. The general framework we describe here is based on a decomposition of the space H 1 0 into coarse and fine scales, as is often done with the Lyapunov-Schmidt reduction for nonlinear problems (e.g. [20] ). In the context of multiscale methods, the framework we analyze is closely related to the ones described by Hughes [26, 27] and by Engquist and Runborg [17] . The purpose of this paper is to (a) put the projection framework in a form compatible with scale separation and homogenization, (b) introduce an adaptive form of the algorithm for reconstructing the small scale information and assess its computational complexity, (c) implement the algorithm with public domain finite element software [18] , and (d) prove the consistency of the projection framework with the homogenization limit. The numerical computations show clearly the spatial localization of the influence of small scales for both periodic and random coefficients. We also see that this localization cannot be known in advance and must be estimated adaptively during the computations.
In Section 2 we introduce the projection framework and in Section 3 we describe various approximation schemes. The projection framework gives us an effective coarse scale equation which is an "upscaled" equation for the coarse-scale features in the solution. Solving the effective equation involves computing an operator that maps the coarse scales to fine scales. This is done by solving a set of locally refined problems that have the form of an elliptic problem with side constraints.
In Section 4 we show the results of numerical computations using FreeFem++ [18] . The projection method and the spatial localization algorithm for the small scale reconstruction operator perform quite well and can dramatically reduce the solution error, measured in both L 2 and H 1 norms. The computational complexity analysis that we provide suggests that the method is scalable and useful for very large problems that are difficult to solve directly.
In Section 5, we compare the projection framework to homogenization theory and to existing multiscale methods. In particular, we prove that in the homogenization limit of strong scale separation, the projection framework with spatial localization has the same form of the homogenized problem in the projection framework. This shows that the projection framework captures correctly the multiscale features of the solution as well as the spatial localization of the small scales that reduces computational complexity.
Variational Multiscale Framework.
The variational multiscale approach (see [26] , [27] , [8] , [9] , [2] ) gives a general framework for approximating the course scale function P u and reconstructing some fine scale features of the solution simultaneously. The framework is based on a direct sum decomposition of the space into coarse scales and fine scales. Let X C be a finite-dimensional, closed subspace of H 1 0 (D) that represents coarse scales that may not fully resolve the oscillations in the solution u. Let X R ⊂ H 1 0 be a larger closed space such that X C ⊂ X R , and X R is sufficient to resolve the fine scales in u within a desired tolerance. For now, we assume X R = H 1 0 ; in a numerical implementation of this framework, X R may be a finite dimensional space corresponding to full refinement of the details in the coefficients and data.
Let P C : X R → X C be a projection of X R onto X C (not necessarily orthogonal with respect to the H 1 0 inner product) so that every u ∈ X R can be decomposed uniquely as u = P C u + Q C u = coarse approximation + details.
where Q C = (I − P C ). We will use X F to denote the image of the map Q C . If P C is an orthogonal projection with respect to some inner product, then
The variational multiscale approach is to replace the quadratic form (1.2) with an effective quadratic form over the coarse space X C . The solution u ∈ X R satisfies
so by choosing v ∈ X C or v ∈ X F , we see that u satisfies both
2.1. The Reconstruction Operator. Here is the simple observation defining the multiscale method: for a given function u ∈ X R , equation (2. 3) defines Q C u as an affine functional of P C u. In fact, Q C u is an affine functional of ∇P C u. This suggests defining the operator M :
Now, finding the coarse component P C u of the solution to the system (2.2) and (2.3) is equivalent to finding u C ∈ X C that satisfies
. Using the definition of M and the fact that M(∇v) ∈ X F whenever v ∈ X C , we see that equation (2.5) can also be written in the symmetric form
Because (2.6) may be well-posed even when we approximate M byM, we will use (2.6) (rather than (2.5)) as the definition of the effective variational problem at the level X C . Because of the ellipticity assumption, the solution u C exists and is unique. From (2.2) and (2.3), it is clear that if u ∈ X R solves the original problem (2.1), then M(∇P C u) = Q C u. Using the terminology of E and Engquist [13] , we will refer to M as the reconstruction operator, since it reconstructs the fine scales of the solution (Q C u) from the coarse scale component (P C u). This operator is also called the fine scale Green's function in [26] . As we will explain in Section 5.1, it is also related to the corrector function in homogenization theory.
The reconstruction operator M is an affine operator of the form M(∇u)
, where the µ F ∈ X F is independent of u C and satisfies
The operator M o : ∇X C → X F is the bounded linear operator defined by (2.4) with
If f, v = 0 for all v ∈ X F , the constant part of the operator M vanishes: µ F ≡ 0. In any case, the µ F terms in the coarse scale equation cancel. That is, solving
is equivalent to solving the equation
This follows from the fact that (a∇µ F , ∇µ
and a is symmetric.
The Multiscale Equations.
In summary, this analysis shows that the solution u ∈ X R = X C ⊕ X F may be written uniquely as
o (∇v) and the following three equations:
(i) Effective coarse scale equation:
or, the equivalent symmetrized and reduced form:
or, equivalently:
Therefore, if one wants to approximate the coarse scale component u C , it suffices to approximate the solution to the system formed by the first two equations (2.11) and (2.12). To reconstruct the entire solution u = u C + M o (∇u C ) + µ F , one must also approximate the function µ F which solves (2.14). The µ F term is nonzero, in general, and may be quite large. So, f may have a nontrivial effect on both the coarse scale component u C and the fine scale component µ F , depending on the projection P C and the H −1 norm of f . In the coarse scale equation (2.11), the fine scales of f enter the equation through coupling in the term f, M o (∇v) , since M o ∇v ∈ X F has fine scale oscillations. We discuss this issue further in Section 4.3 and Section 5.3.
The coarse scale equation (2.11) is well-posed, as long as there is an γ > 0 such that
holds for any u ∈ X C . In this case, the bilinear form (2.11) is coercive on X C . For example, (2.15) holds if P C is the H 1 0 projection, as described in the next section.
2.3. The Projection P C . The coarse scale solution u C produced by the multiscale scheme depends on the choice of the projection P C , which has not yet been specified. If we compute the operator M exactly, then u C = P C u where u is the solution produced by full resolution in the space X R . If P C is an orthogonal projection with respect to an inner product (·, ·) P C , then u C will be the best approximation to u in the space X C with respect to the norm induced by this inner product. That is
where v
In any case, if M is computed exactly, the fully reconstructed solution is independent of P C , since u is the standard Galerkin solution in this (highly refined) space and u = u C + M(∇u C ) = P C u + Q C u. Therefore, in light of these observations, if one wants to minimize the H 1 error in the approximation of u C , the H 1 projection should be used. Projections other than the H 1 projection might be used, but they may give poor results. For example, if we choose P C to be the orthogonal projection with respect to the inner product (u, v) P C = (a∇u, ∇v), then u C is equal to the Galerkin solution in the coarse space X C . So, at the level of the coarse scale equation the method will be equivalent to the Galerkin method. In this case, M o (∇u) ≡ 0, and the fine scale reconstruction is contained entirely in the term µ
For the rest of the paper we will assume P C is the H 1 0 projection. 3. Approximating the Fine Scales. So far, there is no approximation of u: if we were able to compute M(∇u) = M o (∇u) + µ F exactly, then u C = P C u, where u ∈ X R is the solution to the original problem in full detail. Moreover, we could reconstruct the full solution by u = u C + M(∇u C ). So, we don't gain anything computationally unless we find an approximation of the fine scale reconstruction operator M that allows us to solve the effective problem (2.5) efficiently. Here we describe various approximation strategies. In Section 5 we will describe their relation to existing methods and to homogenization theory.
Let {φ
k=1 be a basis for the coarse space X C (finite elements or wavelets). The linear part, M o , of the reconstruction operator is determined completely by its action on the functions {∇φ
The operator M o is non-local (this was pointed out in [27] , in which M o is called the "fine scale Green's function"). This stems from the fact that there are functions v ∈ X R such that the supports of Q C v and φ 
The space Y . In the method we describe, we could also choose higher order elements for the X C basis. For clarity, however, we assume the φ C k are piecewise linear. Later in Section 3.3.1 we discussion the issue of selecting the space X C .
For the larger fine scale space X R we will use a finite element space obtained by refining the coarse grid. We define the refined mesh T R which is subordinate to the mesh T C . By this we mean that T R is a refinement of T C so that every triangle in T C is a union of triangles in T R . We denote by X R the corresponding finite element space, which contains X C .
Let us describe some features of the fine scale space X F , supposing that we choose P C to be the H 1 0 projection. In this case, the condition v ∈ X F can be expressed by the constraints (∇v, ∇φ 
where p i is the value of ∇φ C k in the triangle T i , and ν i is the outward unit normal to T i . The constants p i and the triangles T i depends on k. This implies that X F must contain all functions v ∈ X R that have zero mean across each edge in the coarse mesh, including all elements of X R whose support is contained within a single coarse scale triangle. Nevertheless, there are elements of X F which are supported on the entire domain D, rather than locally.
Spatial Localization and Oversampling.
Here we further describe the localization strategy used to approximateM o (∇φ and one layer of its neighbors. This is in the spirit of "oversampling" proposed for the multiscale methods in [22, 23, 1] . So, for one layer of oversampling, we let the sampling region bê
where N C (k) denotes the set of indices corresponding to coarse scale elements neighboring φ 
So, if the node x C k has degree 6, then there will be 7 constraints. The unique minimizer of the constrained problem is taken to beM o (∇φ
, the non-oversampling approximation does not alter the structure of the stiffness matrix
If we use one layer of oversampling, the problem definingM o (∇φ C k ) may be expressed as:
is a neighbor of φ C r . Thus, there are more constraints to be satisfied when we use oversampling. The fine scale problem for φ C k is still localized, but not as localized as in the case of no oversampling. Moreover, the structure of the matrix A m,k defined above will be altered, since the support ofM o (∇φ
It is easy to see that this approximation strategy may be continued to define more refined approximations by takingŜ C k to include the supports of more distant neighbors of φ C k . The trade-off, of course, is a higher computational cost associated with a choice of larger sampling regionsŜ C k . More computation is needed to compute the reconstructionsM o (∇φ C k ) and more computation is needed to solve the coarse scale system, since we add more off-diagonal terms to the stiffness matrix when there are multiple oversampling layers. Notice that the number of constraints to be satisfied and the number of off-diagonal terms added to the effective stiffness matrix is independent of the level of refinement in the space X R ; instead, it depends only on the definition of the coarse subspace X C and on the number of layers of oversampling used.
One may view the use of oversampling as a way to reduce the numerical effect of boundary layers in the definition ofM o (∇φ C k ). On the other hand, adding more layers of oversampling incorporates the long-range coupling between fine scales in the solution, which is intrinsic to the problem when there is no strict scale separation. In the future, it would be interesting to study how long range coupling is related to the creation of boundary layers in the definition ofM o (∇φ C k ). 3.3. Adaptive Oversampling and Refinement. It is not clear a priori how much "oversampling" is needed in the definition of the spaces Y F k in order to achieve a certain accuracy; this will depend on the structure of the coefficients. Here we propose an adaptive strategy for determining the optimal level of oversampling, which we intend to implement in future work. For the simulations shown in the following section, however, we use a fixed level of oversampling (either zero, one, or two layers).
Nevertheless, the simulations demonstrate the need for an adaptive approach since the wrong choice of the oversampling domain will lead to either increased error in the solution or unnecessary computational cost. For example, we observe that when the coefficients are periodic (Section 4.1), one layer of oversampling is enough to achieve significant error reduction. When the coefficients are generated randomly (Section 4.2), at least two layers are needed. In other simulations, however, these requirements may vary.
Unless the coefficients are periodic and have the form a(x/ ), it also is not clear how refined the space X R should be in order to fully resolve the fine scales within the regionŜ To reduce these errors, we propose two separate types of adaptivity which will be analyzed elsewhere. The goal of an adaptive strategy would be to reduce resolution error and localization error with minimal additional computational cost.
The first type of adaptivity aims at reducing the resolution error. For a given coarse scale element φ C k , the residual
gives a measure of the error associated with approximating (3.1) by (3.2) . If the space X R is sufficiently refined, then R(v) will be small for all v ∈ H To minimize additional computational cost the elements chosen for refinement should be those whose refinement produces the larges decrease in R(v). This may be done using the techniques described in the work of Binev, Cohen, Dahmen, and DeVore [11, 7] and references therein. Other a-posteriori error indicators might be used, as well. Since neighboring setsŜ C k andŜ C j may overlap, the refinement should be applied at the X R level; otherwise, it will be more difficult to evaluate the effective stiffness matrix if the meshes on neighboring local spaces do not match.
The second type of adaptivity involves selecting the amount of oversampling adaptively. This can be done once the level of refinement is already chosen. Here is the basic idea. Beginning with the first approximation scheme,Ŝ the set of basis elements in X R whose central node is supported on the boundary of S C k . These are the fine scale elements that straddle the boundary ofŜ 
With just one layer of oversampling, this relative error is reduced to 0.7%. With two layers and four layers of oversampling, the error is reduced further to 0.3% and 0.07%, respectively.
3.3.1. Determination of X C . For some applications, the fine scales of the solution may be of no interest once the effective coarse scale equation (2.11) has been computed. Nevertheless, it is not clear a priori what level of refinement to choose for the space X C in order that the function u C ∈ X C be close to the true solution u. In other words, it is not clear in advance how to choose the X C so that Q C u = u − u C be small. This is not an issue of resolving the fine scales; it is an issue of what is considered coarse and what is considered fine in the decomposition
For example, the simulations of Section 4.3 show that the reconstructed component µ F may form a significant portion of the entire solution u. When there is scale separation and the oscillations in the coefficients have an homogenization effect, the space X C should be resolved enough to give a good approximation of the solution to the effective equation, which may have non-oscillatory coefficients. We discuss this point further in Section 5.1. The choice of X C can be made adaptively in the projection framework, as follows. The approximate reconstruction operatorM o (∇φ k ) gives us a measurement of the error in the coarse scale solution. So, the coarse grid may be refined based on analysis of the functionsM o (∇φ k ), which are local. We can refine X C in space (h refinement) or in polynomial order (p refinement), and the refinement choice may be based locally on the interpolation of the function
). Without refinement of X C , our best approximation of w k with respect to the projection P C is simply w old k = φ C k . Following the idea of automatic hp-adaptivity in the work of Demkowicz [12] , we may choose the combination of h and p refinement that significantly reduces the interpolation error: 2 in two dimensions. For the coefficients a(x), we use either a periodic function or a randomly generated function. We implemented the multiscale method using the FreeFem++ software which may be downloaded from [18] . All simulations were performed on a single processor. More implementation details are given in the appendix.
We compare the results with both a highly resolved Galerkin solution (u RG ) and a coarse Galerkin solution (u CG ). Moreover, we distinguish between u C , which is the coarse scale component produced by the multiscale algorithm, and u C+ = u C +M(∇u C ) which is the coarse component plus the reconstructed fine scales. The highly resolved Galerkin solution is computed on a mesh that is equivalent to the resolution given by the multiscale method with reconstruction. Thus, if the operator M is computed without localization, the multiscale solution and the high resolution Galerkin solution agree. So, if theM is a good approximation of M, we expect u C+ ≈ u RG , so that u RG − u C+ L 2 and u RG − u C+ H 1 should be much smaller than u RG − u CG L 2 and u RG − u CG H 1 , respectively. Also, we expect that u RG − u C L 2 will be smaller than u RG − u CG L 2 , since u C is like coarse component of the homogenized solution in homogenization theory. However, we do not expect u RG − u C H 1 to differ significantly from u RG − u CG H 1 , since neither u C nor u CG contain fine scale structure present in the highly resolved solution u RG .
In the data tables we display the relative change in error. In each table and 
Therefore, the entries in the columns for u CG are normalized to 0%, and a value of −50% in the table indicates a 50% reduction in the error relative to the error in the coarse Galerkin solution. . The reconstruction is computed at a scale equivalent to a 225×225 global discretization, so the reconstructed solution has an effective resolution equal to that of the highly resolved Galerkin solution. Table 4 .1 shows the relative change in error when using the H 1 projection and various amounts of oversampling. For this simulation, we used n = 15, which corresponds to ∼ 1/15 if we write the coefficients in the form a(x/ ). The relative error in these computations is in very good agreement with the comments we made above (4.1) regarding its behavior in the L 2 and in the H 1 norms. It is also clear that in the case of periodic coefficients one layer of oversampling is sufficient to reduce the error. In this case, taking more layers does not further reduce the error significantly.
Simulation 2:
Random coefficients. Next, we test the method using coefficients constructed randomly. We divide the grid into a 70 × 70 mesh and set
where {φ n (x)} is the nodal basis corresponding to the grid, and {a n } are chosen randomly and independently according to the rule a n = 0.01 with probability 0.3 and 
-77.7% -84.2% -a n = 1.0 with probability 0.7. The function a(x) is shown in Figure 4 .1(b). We chose this function as a simple way to model percolating channels through an otherwise dense medium. The forcing function in this simulation is more concentrated than in the periodic case, but has the same structure. We enforce u = 0 on the boundary of the domain. For this problem there is no clear scale separation, no " " as in the periodic case The relative errors are shown in Table 4 .2. As in the periodic case, the relative error in these computations is in very good agreement with the comments we made above (4.1) regarding its behavior in the L 2 and in the H 1 norms. In the case of random coefficients, we note that one layer of oversampling is not sufficient for reducing the error, as was the case with periodic coefficients. In that case, the irregular oscillation of the coefficients requires more oversampling. The amount of oversampling that is needed is not known in advance but must be determined adaptively. 
Simulation 3:
Random coefficients with imposed pressure gradient. Now we test the method using random coefficients with a pressure gradient imposed at the boundary. That is, we impose u(x 1 , x 2 ) = bx 1 , x ∈ ∂D where b > 0 is a constant. We impose an external forcing similar to the case above. As before, the function f ∈ X C is supported near the middle of the domain. To handle the boundary condition, we compute the function w = u − bx 1 Table 4 .3. We see that oscillatory part of the inhomogeneous term in (4.4) makes a significant difference in the behavior of the error in the L 2 norm (lines one and two in Table 4 .3). This is because the µ F term from (2.14) is not negligible now.
Table 4.3 Relative change in error (4.1) for Simulation 3 with random coefficients (4.3). u RG denotes high-resolution Galerkin solution, u CG denotes the low-resolution Galerkin solution. See (4.1) and surrounding discussion for a description of the table.
-52.8% -76.4% -78.7% -
Summary of Numerical Results.
In each simulation, we observe that the multiscale method with oversampling significantly reduces the L 2 and H 1 error, when compared with the coarse Galerkin solution. If no oversampling is used, the method produces poor results when the scale of oscillations in a(x) is comparable to the size of the coarse scale elements. This is similar to what the authors of [23, 15] have called "resonance error". We observe that the technique of oversampling reduces this error.
As shown in Figure 4 .4, the method reproduces the fine scale features in the solution quite well. The error decreases with more layers of oversampling. We also observe that the computation of the inhomogeneous term µ F is significant in reproducing the fine scales of the solution. As can be seen in Figure 4 .5, the multiscale solution does not resemble the highly resolved solution when this term is ignored.
Computational Cost.
As with other multiscale methods we have mentioned (e.g. [1, 22, 3, 31] ), the functionsM o (∇φ 
and the cost of computing the multiscale solution is
which is the cost of the effective coarse scale problem plus the N d local problems.
If a conjugate gradient algorithm is used to solve the coarse and fine scale systems iteratively, then
. In this case,
), the cost of computing the multiscale method may be dramatically smaller than the cost of computing the high resolution solution, even when the local problems are not computed in parallel. The width of the oversampling region in physical space is of the size
, then the width of the layer (in spatial units) must vanish as N → ∞. All of the numerical simulations that we have shown were performed on a single processor, and we observed that the multiscale method was much more computationally expensive than the high-resolution Galerkin method. Nevertheless, the mesh sizes used in the simulations were relatively coarse compared to what might be necessary for a practical problem. As N and M increase, the above bounds show that the multiscale method offers significant savings over the traditional Galerkin approach.
Relation to Existing Theory and Methods.
In this section, we compare the projection framework presented in Section 2 to homogenization theory when the coefficients have a strong scale separation (for example, see [6] , [30] ). We also, compare the framework to existing multiscale methods based on wavelets, multiscale finite element bases, and harmonic coordinates.
Homogenization Theory. Suppose that a (x) has the form a (x) = a(x/ )
for some symmetric matrix a(y) that is periodic in y, and that f → f strongly in
with u = 0 on ∂D. It is known that as → 0, the solution u converges weakly in H 1 to a functionū ∈ H 1 (D) that solves an effective elliptic equation, an "upscaled" equation. Thus, the difference (u −ū) converges to zero only weakly in H 1 (D), and it is this difference that is captured by the fine scale reconstruction M(∇u C ) in the multiscale framework.
whereā is the homogenized matrix given bȳ
The functions χ j (y) are periodic in y and solve
3) we see that a simple average of a(x), denoted by a , is the wrong homogenized coefficient; the necessary correction will come from the linear part of reconstruction operator.
Suppose that the space X C is fixed with respect to . We can decompose the solution u as
where the operators M and M o, , the coarse component u C , and the function µ F now depend on . This representation is exact. If we approximate u by a function u ,L using the localization and oversampling strategy described in section 3. 
where, for each In a similar way, we may decompose the solution to the homogenized problem as
where the operators M and M o and the functionμ F are defined as in (2.11 -2.14)
with a(x) replaced by the homogenized coefficientsā. We useū C to denote P Cū . The equation forū C is
for all v ∈ X C . This equation is exact forū C . However, as with u , we could approximateū using the localization and oversampling scheme, so that the approximation 
whereā is the homogenized matrix given by (5.3) .
The main point of the proposition is that the correct homogenized coefficients (ā) are recovered, regardless of the number of layers used in oversampling. When L is large enough so that the oversampling region is actually the entire domain D, then u L =ū, and (5.11) is the exact equation forū C = P Cū . For any L ≥ 0, however, (5.11) is just the homogenized equation projected onto the N c -dimensional space spanned by basis functions
The operator M and its approximation M o L are nonlocal, so the nonlocal nature of the reconstruction operator does not disappear entirely in the limit → 0, since M(∇ū C ) = Q Cū = 0, in general. However, as → 0, the effective coefficients are determined locally. So, when we apply the localization and oversampling strategy described in Section 3.2, the method still correctly captures the homogenized coefficients. The nonlocal term that is left in the equation after → 0 may be made negligible (in H 1 ), since Q Cū H 1 may be small, depending on the regularity ofū and the choice of X C . Therefore, in the homogenization regime, the space X C should be chosen so that the solution to the effective equation is sufficiently resolved. This can be achieved adaptively, as described in Section 3.3.1.
The convergence in (ii) and (iii) shows that the distinction betweenM 
Wavelet-based methods.
The multiscale framework of Section 2 was also used by Engquist and Runborg [16, 17] and Chertock and Levy [10] to derive a compressed form of the differential operator L = −∇ · a∇ acting on a wavelet basis {φ k }. In that context, the authors define the effective variational problem in terms of the Schur complement of a matrix representation of the discretized operator. The spaces X C and X F are finite dimensional spaces corresponding to the dyadic level 2 −j1 and 2 −j 2 , respectively,
k ) is the stiffness matrix, then we can decompose L k,l into four components, according to its operation on the spaces X C and X F which represent course-scale elements and fine scale elements, respectively:
The coarse scale component u C = P C u satisfies the equation
The matrixL is known as the Schur complement. If we could compute A −1 and solve (5.12) exactly, then we could obtain the full solution u by back substitution since
This is another way of expressing the relationship (2.4). The equivalence between the two frameworks is seen in the relations
Finite Element Methods.
The multiscale projection framework is also closely related to other finite element methods designed to capture the homogenization effect when there is strong scale separation. The approach of [22, 23, 15, 24, 1, 31] is to transform the typical coarse-scale basis elements into multiscale elements that contain some small-scale information. That is, given a high-dimensional finite element space X R , we want to find a lower dimensional space X R that approximates the solution well, yet the standard basis for X C will give a poor approximation when there are small scales in the coefficients. So, we define a new basis by mapping φ
The dimension of this new basis is the same as the original coarse basis. This is the perspective of Hou, et.al. [22, 23, 15, 24] . In that approach, the operatorM o is linear, but may not map into H With any level of oversampling used to define ψ k in this way, the resulting effective coarse-scale equation for u will still be inexact.
The present approach is similar to this approach but not equivalent to it. As we have shown in Section 2 the projection framework, naturally defines the suitable multiscale basis, depending on the projection, and depending on the norm in which one wants to minimize error. In the projection framework, the approximate reconstruction operatorM o maps into H 1 0 . Within each coarse triangle, the basis functions [22] . However, in the framework we have described the elements are continuous across the boundaries, even with oversampling, and they satisfy (3.3) along the triangle edges. Moreover, if full oversampling is used (oversampling up to the domain boundary), then the resulting coarse scale equation is exact. The coupling of fine scales in the solution is correctly captured, even when there is no scale separation in the coefficients.
Another difference between the two approaches lies in the fact that the multiscale strategy of [22, 23, 15] does not approximate the function µ F , which is the affine component of the operator M. Of course, if this function is zero, then there is no need to approximate it. However, µ F ≡ 0 if and only if f, v = 0, for all v ∈ X F . This condition implies that f ∈ H −1 acts only on the finite dimensional space X C . In particular, if piecewise linear elements and the H 1 projection are used, and if f has an L 1 loc representation, this condition implies that f ≡ 0. This follows from the fact that any smooth function η that is compactly supported within a coarse scale
where p k is the constant vector equal to ∇ k φ in the triangle T . So, if f ∈ L 1 loc and f = 0, then the term µ F will not vanish. As we have demonstrated in the numerical simulations, leaving out the µ F term may dramatically diminish the quality of the fine scale reconstruction if X C is not sufficiently large.
The computational cost of the present approach is comparable to the cost of the method in [22] . In [22] , the local problem is defined on a small region consisting of one coarse scale triangle and a layer for oversampling. In the present approach, the local problem is solved on the union of triangles sharing a common coarse vertex, plus a layer for over-sampling. So for a fixed level of oversampling, the computational cost of the local problems in the present framework is higher but still proportional to the cost of the local problems in the method of [22] .
5.3.1. Harmonic Coordinates. Another approach to constructing multiscale basis functions is to transform the coarse scale elements by a change of variables F (x) : D → D using harmonic coordinates, which play a fundamental role in the analysis of the homogenization problem for periodic and random media (see Chapter 1 of [29] , for example). This is the strategy of Allaire and Brizzi [1] and Owhadi and Zhang [31] . The transformed elements have the form (5.13) since
Although the operatorM o is linear and maps into H 1 0 , the map F (x) may distort the domain so that ψ k and φ C k may have disjoint support. We also note that in this framework,M o operates on φ C k rather than its gradient. In [1] , the coordinate change is defined locally, making the method more feasible computationally for large problems, in the same way that the localization described in Sections 3 and 4.5 improves efficiency. It was shown in [1] that when {φ C k } are piecewise linear, the transformed basis functions {ψ k } satisfy the definition used by Hou et.al. [22, 23] described in the preceding section.
The method of [31] is the same, except that the coordinate change is defined globally by −∇ · (a∇F i ) = 0, for x ∈ D with F i = x i on ∂D, i = 1, . . . , d. If a(x) and the map F (x) have sufficient regularity (i.e. "stability" of the matrix σ = (∇F )
T a∇F , see Definition 1.1 of [31] ), the authors show that u(x) = w(F (x)) where w(y) satisfies an elliptic equation in non-divergence form. Then using regularity estimates for w they are able to show that (see Theorem 1.6)
where u h solves the Galerkin problem in the multiscale basis {ψ k } and α is some positive number depending on the coefficients. If a(x) is smooth, then the condition necessary to obtain (5.15) is satisfied, but in this case, (5.15) might be obtained without changing variables. For nonsmooth coefficients it is not clear whether the necessary condition will hold. When the coefficients are periodic and have the structure a(x/ ), then homogenization theory predicts that the map F (x) : D → D will be close to the identity map for small . In general, however, this will not be the case, and the mesh that results from the global change of variables may be very distorted, as shown in [31] . Furthermore, the authors point out (section 1.3 of [31] ) that localizing and coarsening the transformed basis may reduce the accuracy of the method. In the variational framework we have described, however, this is not a problem. The solution to the effective coarse scale equation is given in the standard nodal basis. The localization and adaptive refinement we have described is well-suited to a hierarchical decomposition of H 1 and does not require irregular meshes.
Multigrid methods.
If the coefficients are sufficiently smooth, multigrid schemes [21] 
Nevertheless, the projection framework gives a robust method for computing the effective coarse-scale operator that does not require the coefficients to be regular. Moreover, the framework can be implemented easily on unstructured grids.
6. Summary and Conclusions. We have developed a projection method for multiscale finite element computations that captures correctly the homogenization limit of asymptotic scale separation. This method combined with a scheme for localizing the fine scale computations significantly reduces the computational cost for large problems. Numerical simulations using the public domain FreeFem++ [18] show that the projection framework captures well multiscale effects with limited oversampling. We also compare briefly this projection approach to other multiscale methods, such as wavelets, multiscale finite element bases and harmonic coordinates.
The numerical simulations suggest the need for an adaptive strategy to localize the fine scale computations when there is no clear scale separation in the coefficients. We have described such an adaptive strategy, and it would be interesting to compare this approach with other multiscale methods (like [1] , [22] , [31] ), especially when the medium exhibits long-range channels of high permeability, a regime investigated in [19] using a local-global upscaling technique on adaptive grids. Also, it will be interesting to derive estimates of the solution error in terms of the number of layers used in oversampling and in terms of the parameters determining adaptivity. Our numerical experiments demonstrate that the functionsM o (∇φ k ) decay to zero very quickly away from the support of φ k , which suggests that only a few oversampling layers are needed for good approximation.
Another issue to be explored is the possibility of selective reconstruction of the fine scales. If the oscillations in the coefficients are statistically homogeneous, one might computeM o (∇φ k ) for only a few of the φ k . The selection of φ k could also be done adaptively, in a manner similar to the adaptive strategy in [25] 
We solve the fine scale problem (3.2) as a constrained optimization problem, as expressed in (3.5) and (3.8) . In matrix form the constrained problem (for a given k) has the structure
Here A is the s × s matrix A q,p = (a∇φ
The matrix C is the constraint matrix C p,r = (∇φ 
r) and r ∈ N C (k). This corresponds to one layer of oversampling. A similar definition holds for a higher level of oversampling. In the sum, however, the terms φ 
which is an approximation of (2.6). This involves computing the integrals (a∇M o (∇φ By combining (8.6) and (8.7) we see that
Since η was arbitrarily chosen, this implies that
for almost every x inside each coarse scale triangle. Here we have used the fact that a is symmetric, which is implied by the symmetry of a ij (see [6] Chap. 2). Hence, (8 
