A new second-order nonlinear partial differential equation is derived from one-dimensional unsteady non-isentropic gas-dynamic equations through the introduction of three "potential" functions. Appropriate boundary conditions at the shock and at the piston in terms of the new functions are obtained. The nonlinear partial differential equation is analysed in great detail. Intermediate integrals and generalized Riemann invariants are discovered.
Abstract.
A new second-order nonlinear partial differential equation is derived from one-dimensional unsteady non-isentropic gas-dynamic equations through the introduction of three "potential" functions. Appropriate boundary conditions at the shock and at the piston in terms of the new functions are obtained. The nonlinear partial differential equation is analysed in great detail. Intermediate integrals and generalized Riemann invariants are discovered.
Using the classical Lie group method, the direct similarity method due to Clarkson and Kruskal (1989) , and equation-splitting etc., large families of new solutions are found. The direct similarity method is found to yield the most general results. Solutions with shocks (both finite and strong) are constructed to illustrate the applicability of the solutions.
Introduction.
The system of nonlinear partial differential equations describing plane gas flows have been studied for a long time (see Courant and Friedrich [1] ). A typical physical problem is to determine the trajectory of a shock produced by a given piston motion. The flow between the piston and the shock is in general non-isentropic. Some of the earlier analytic studies on this topic used notions of self-similarity to reduce the problem to that of a system of nonlinear ordinary differential equations subject to boundary conditions at the shock and at the piston (see Sedov [2] , Keller [3] , and McVittie [4] ). This approach places severe restrictions on the form of the solutions. Prom all the previous work it would appear that new exact solutions are difficult to find, at least in the physical plane; one must seek other forms of the basic equations that would allow the boundary conditions, both at the piston and at the shock, to be conveniently satisfied.
An early attempt in this direction is due to Martin [5] and Ludford and Martin [6] , who transformed the system of equations for unsteady, non-isentropic adiabatic flows with an arbitrary equation of state into a Monge-Ampere equation. In the latter study, Ludford and Martin [6] found intermediate integrals both for isentropic and non-isentropic flows and interpreted them as simple waves and generalized simple waves. A good qualitative study of the mathematical solutions was given; however, no physical solutions, in particular none with shocks, were found.
In another formulation, Steketee [7] , [8] started with equations in Lagrangian coordinates.
He introduced functions that are similar to potentials and stream functions, as well as their Legendre transformations.
These arise naturally from the divergence form of the Lagrangian equations. The forms obtained by Steketee [8] included those of Ludford and Martin [6] and Smith [9] as special cases. He obtained generalized Riemann invariants for the Ludford-Martin-Stanyukovich gas and illustrated one of the solutions as a generalized simple wave. The second-order nonlinear partial differential equation (see Steketee [8] ), equivalent to the first-order system, has a rather simple structure so that there exist solutions that are homogeneous in the Lagrangian coordinate and time and have nice properties.
Ardavan-Rhad
[10], in his study of the decay of a plane shock due to interaction with a centered simple wave, derived from the basic equations of gas dynamics a second-order nonlinear partial differential equation with particle velocity as dependent variable and sound speed and entropy as independent variables. However, the intermediate integral for this partial differential equation found by Ardavan-Rhad
[10] involved only one arbitrary function and so could not yield the exact solution of the interaction problem. The partial differential equation derived by Ardavan-Rhad
[10] is quite complicated and has yet not been treated in any generality. Ustinov [11] introduced a very interesting system of coordinates such that the shock trajectory was given by a constant value of one of the coordinates while the piston path and the particle trajectories were marked by constant values of the other coordinate. He found a special class of solutions which described gas flows, headed by a shock into a non-uniform undisturbed medium. These flows are produced by a certain piston motion. Some flows without shocks were also found by allowing the shock strength to tend to zero. This work was generalized by Sachdev and Reddy [12] who, using the method of infinitesimal transformations, found several classes of solutions describing flows with shocks, which either decay or grow in a finite or infinite time, depending on the density distribution in the ambient medium; the shock strength, as measured by the pressure ratio, however, remained constant. Sachdev and Gupta [13] dispensed with the similarity assumption in the work of Sachdev and Reddy [12] and significantly enlarged the scope of exact solutions. By adopting series solutions, the solutions obtained by Sachdev and Reddy [12] were embedded in a larger family of solutions. Ustinov [14] , [15] , [16] introduced yet another coordinate system, which arises from a different set of conservation laws of the one-dimensional gas-dynamic equations. It turns out that an equivalent total differential form gives rise to a second-order nonlinear partial differential equation (see Eq. (2.20)), which enjoys considerable symmetries and admits much analysis. While the dependent variable is one of the "potential" functions, it does not have a simple physical interpretation; however, the physical variables such as velocity and sound speed can be derived from it in a simple way. One of the independent variables, equated to a constant, gives the streamlines while the other is again hard to interpret; for strong shocks this second independent variable is zero along the shock trajectory. Thus, the solutions of (2.20) express relations between three "potential" functions.
The purpose of the present work is to demonstrate that (2.20) admits a considerable analysis. First, it is possible to find some intermediate integrals in a systematic manner; these integrals, in turn, lead to explicit solutions. There are also exact solutions, which are quadratics in one of the independent variables with the coefficients depending on the other independent variable. This form of the solutions arises naturally from consideration of the problem of a short intense impact of a piston moving under gas pressure. The invariance of (2.20) under the group of infinitesimal transformations reveals several classes of similarity solutions. Many of the solutions can be interpreted as flows produced by piston motions and headed by strong shocks; there are also solutions that describe shocks of finite strength. We apply the direct similarity method (see Clarkson and Kruskal [17] ) to (2.20) to identify the most general similarity forms of solutions of (2.20). These similarity forms involve five functions of which four are governed by a system of coupled nonlinear ordinary differential equations while the fifth, the similarity function, is given by a second-order nonlinear ordinary differential equation. It does not seem possible to solve this system generally. However, some special solutions are obtained and shown to contain those obtained by the other methods including the group-theoretic method [18] . The scheme of the present paper is as follows. The governing equations, boundary conditions, and their transformations are given in Sec. 2. Intermediate integrals and explicit solutions from them are found in Sec. 3. In Sec. 4 we obtain similarity solutions using the group-theoretic method; in particular, we construct solutions that describe flows with strong shocks or shocks of finite strength. In Sec. 5 more general similarity solutions are obtained using the direct similarity method. In Sec. 6 we directly seek solutions that are quadratic in one of the independent variables with coefficients depending on the other. Section 7 gives solutions obtained by splitting (2.20). The results and conclusions of the present study are contained in Sec. 8.
The governing
equations, boundary conditions, and their transformations. The equations governing plane, adiabatic flows of an ideal gas are dp d(pu) dt dr = 0, (2.1)
where p, u, and p are density, velocity, and pressure, respectively; r is the spatial coordinate and t is time. The constant 7 is the ratio of specific heats. It is possible to manipulate Eqs. (2.1)-(2.3) so that, apart from (2.1), we have the conservation laws d d
•^(H + ^(P + ^2) =°> (2-4)
Equations (2.1) and (2.4) are equivalent to the differential relations dr = pdr -pudt = mdy and d£ = pudr -(p + pu2) dt = -ma^ dx, (2 Differentiating (2.10) with respect to x and y, respectively, we obtain 1 dp _ p dp _ 2 (d2z | dz d2z \ p dy p2 dy a° ^ \ dy2 dx dxdy J Differentiation of the equation of state (2.7) with respect to x and y, respectively, yields (2.13) I dp 1 dp p dx 7 p dx' 1 dp I dp m df p dy 7 p dy f dr' (2.14)
On inserting (2.13) into (2.11) and (2.14) into (2.12), we get I dp 2 / d2z dzd2z\ . \ p dx ^a° \ dxdy dx dx2 ) ' 1 dp = 2 (d2z dz d2z \ my 1 df p p dy ^a° \ dy2 dx dxdy ) 7 -1 f dr p P P so that dp dp du
On using the first of (2.9), (2.18) becomes dp dz dp d2z n dy + frcfrx ~ d^PS where we have used a § = 7Po//°o-Eliminating dt from (2.25) and (2.27), using dp = 1Po/Po, and integrating the resulting equation subject to the condition z = 0 at y -0, we get
Equations (2.9), (2.21), and (2.28) lead to Thus, along the shock curve y = yo{x) in the (x,y)-plane, the conditions (2.28)-(2.30) must hold.
Now we consider the motion of a piston produced by a gas pressure, with the velocity of the piston equal to the gas velocity V(t) there. Therefore, we have
where uq is the initial velocity of the gas. Integrating (2.31) and using (2.6) at y -0, we obtain z( x,0) = -x2 -a:. (2.32) 2 ao
The strong shock condition is
Thus, the boundary value problem for the second-order nonlinear hyperbolic partial differential equation (2.20) has been posed. The function z(x, y) must satisfy the conditions (2.29)-(2.30) at the shock curve y = yo{x), and (2.32) at the piston y = 0. The third condition would make it possible to determine the shock locus y -yo(x), so that the problem is well-posed. Since the sound speed a2 = 7p/p, Eq. (2.10) gives a2 = 7(7 -l)oo(zs/ + \zl)-(2-34)
Using the relation a2 = 7p/p in (2.7), the density is found in the form ' = (2'35) with the notation p -zx and q -zy. Differentiating (3.1) with respect to x and y to obtain, respectively, d2z/dxdy and d2z/dy2 and using them in (2.20), we get Iy + qlz + (Ix + plz){2p + Ip) -<t>(y) (q + ^p2+
Therefore, the necessary conditions for (3.1) to be an intermediate integral of ( For the isentropic case the Riemann invariants are given by (3.6) with F a constant. Therefore (3.6) elegantly generalizes the definition of Riemann invariants to the nonisentropic case. To obtain F(x,y,z), we substitute (3.5) in (3.3) and equate the coefficients of different powers of p to zero; we have dF _ dF 1 /n \ dF Jn ,, .
and
Integrating the second of (3.7) with respect to x, we get F(x,y) = ±Y^{y) + ^K{y), n0 = (3-8)
where K(y) is a function of integration. On inserting (3.8) into the first of (3.7) and equating the coefficients of different powers of 7-1 i/n q0 + l0y
Now we rewrite the first integral (3.11), with plus sign, in the form
, and 0\ = [n/(2(n + 2))].
Some solutions of the first-order partial differential equation (3.13) are obtained below. 1. We apply Charpit's method to Eq. (3.13). Writing the characteristic equations for (3.13), we have
where s is a parameter measured along the characteristic. A solution of the system (3.14)
where Co, c\, C3, and C4 are arbitrary constants.
An initial value problem may be posed for (3.13) and solved with the help of the solution (3.15). Eliminating s from X, Y, and p, we obtain 2frr&+*w-x-°'-0-<316»
Integrating the relation dz = pdx + qdy with p and q from (3.13) and (3.16), we obtain the following solution of (2.20):
*(*,»)■= la»-7 rx'+f 7 2(37-1) I 37-1 ^ V 7 -1 37 -1 2 72 -1 2 + Cl^° ~ 2(7 -1) ~~ 47(37-l)Cl
The sound speed is easily obtained by using (3.17) in (2.34):
(3.17) a2 = 7(7 -1 )c 4(37-1) (37-1)'
The density is obtained from (2.35), (3.10), and (3.17):
2. Another distinct solution of (3.13) may be obtained by writing z(x,y) = Ymig(£), £ = XY™2. Therefore, it follows from (3.13) that, if mi = 1, m,2 = -1, then g(£) satisfies the ordinary differential equation where C\ is a constant. Thus, the solution of (2.20) in the present case is
147(37 -1) 72 -1 In this case, the density is again given by (3.19) while the sound speed is found to be a2 = 7(7 -1 )a20 Equating the coefficients of zxzxx, zx, and zxx in (4.2) to zero, we get Yz = Zzz = Zy = 0. Equations (4.5), (4.13), and (4.14) lead to X = k\xy + a\x + <i2y + as, (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) where fci, aj, 02, and 03 are arbitrary constants. In view of (4.3) and (4.14), (4 Now if we take 05 = <23 = 0, the strong shock condition (2.33) and (4.38) with as = 03 = 0 imply that F(0) = 0. Therefore, it follows from (4.40) and F(0) = 0 that a § = 0. Thus, the solution of (2.20) satisfying the strong shock condition (2.33) is z(x,y) = a\x2/2. In this case the sound speed and the density as obtained from (2.34)-(2.35) and (4.41) are 1 2/(7-1) a2 = 27(7-1)(aoais)2 and P = _ 1)7/(7-y(-^)/(ai(^1)). where uj = (7 + l)/(27) = 1 -n/2. Now with the help of the following three remarks we solve Eqs. (5.3)-(5.17) for the functions a(x,y), /3(x,y), r](x,y), and rn(r?), n = 1,2, ...,15.
Remarks: (1) If a(x,y) has the form a(x,y) = a(x,y) + (3(x,y)£l(r7), then we may choose 17 = 0. (2) If f3(x,y) is found to have the form f3(x,y) = (3(x,y)tt(ri), then we may put Q(r}) = 1. (3) If r)(x,y) is determined from an equation of the form /(r?) = fj(x,y), where f(r)) is any invertible function then we may take 77 without loss of generality. Setting 1^(77) = 2Q'1(r])/n1(r]) in (5.3) and integrating with respect to x leads to P = /3(y)Qi(r)), where j3(x, t) > 0 is a function of integration.
Using Remark 2 we choose r^i (77) = 1 so that
where we have dropped the hat on (3. Putting Te(r]) = -(77)/(77) in (5.8) and integrating twice with respect to x yields S76(77) = x9(y) + ip{y), where 9(y) and ip{y) are two functions of integration.
In view of Remark 3 we choose ^(t?) = V so that rj(x,y) = x6(y) + ip(y). Hence we obtain r}(x,y) = x0(y) + ip{y). With mo = mi = 1, m2 = 0, and 07 = 2/cq 1(u)k0 + l)a 1, we get the similarity form (4.31), obtained by the group-theoretic method, provided that The solution (4.44) obtained by the group-theoretic method is easily deduced from (5.66) if we choose mo = m\ = d\ = 1, I = 0, and 2B = -d0 in the latter. In the present case, F(r]) = H(r)).
6. Solutions quadratic in x. The piston driven flows characterised by the boundary condition (2.32) may be described by the solution z(x,y) = F0(y) + G(y)x + \H{y) x2.
(6.1) Substituting (6.1) in (2.20) and equating the coefficients of different powers of x to zero, we get the following system of nonlinear ordinary differential equations: We may write (7.3) as 9 (* 1 (, , 1 dy \Zx u0Zy)~ 2Ul fZy V1 + o;0) Zyv~ (7'4) Equations (7.1) and (7.4) require that 2uJlf-1f'Zy -(1 + l/Uo)Zyy = 0-(7-5) Integrating (7.5) twice with respect to y, we have z = v(x) J fa2(t)dt + w(x), a2 = 27/(37 -1), (7.6) where v(x) and w(x) are functions of x. Substitution of (7.6) in (7.1) leads to the determination of the functions v(x) and w(x):
v(x) = (bnx + b2)2, w(x) = b0bix2 + 2bib2x + b3, (7.7)
where bo, b\, b2, and 63 are arbitrary constants. The function / is obtained from (7.1), (7.6), and (7.7):
where A is a constant. Thus the solution of (2.20) is z(x>y) = 2A~^(boX + b2^ (2~ 2uJ°/2Ay) + bohx2+ 2b1b2x + b3, (7.9)
In the present case the equation of state (2.7) is Integrating the first of (7.11) twice with respect to x we get z(x,y) = -n^( p(y)x2 + V{y)x + W(y) (7.12) Substitution of (7.12) in the second of (7.11) leads to the following system of nonlinear ordinary differential equations for V(y), and W(y):
n2(t)" -AnW + 1<j? = 0, (7.13) nV-2n-f(^')+2^ = 0, (7.14) dy n2W" -2nVV' + 4>V2 = 0.
(7.15)
The solution of the system (7.13)-(7.15) is j./ \ 7 ~ 1 P 4>(y) = 7 a + f3y
V{y) = b4(a + f3y)~l +b5, (miy + m2)_1 + C.
Other approaches-solutions from the first integrals and the assumed quadratic (in x) form of the solution in Sec. 6-do not lead to any new solutions; these are, in fact, special cases of the general form (5.30)-(5.31) obtained from the direct similarity approach. The only exception is the adhoc approach which splits Eq. (2.20): it leads to one new solution, namely (7.17), not obtained from any other approach.
