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ABSTRAK 
Penelitian merupakan salah satu bagian yang berperan penting 
dalam kehidupan manusia. Hasil penelitian menjadi salah satu faktor 
dalam mengantarkan manusia ke era modern seperti sekarang. Dengan 
jumlah penelitian yang semakin besar, maka diperlukan suatu teknik 
dalam melakukan klasifikasi judul penelitian tersebut. 
Latent Dirichlet Allocation (LDA) adalah model probabilistik 
generatif dari koleksi data diskrit seperti korpus teks. Ide dasar dari 
LDA adalah merepresentasikan dokumen sebagai beberapa topik[1]. 
Proses LDA bersifat generatif melalui imaginary random process pada 
model yang mengasumsikan bahwa dokumen berasal dari topik 
tertentu. Setiap topik terdiri dari distribusi kata-kata[2]. 
DeepLDA merupakan sebuah algoritma yang menerapkan 
Latent Dirichlet Allocation (LDA) dalam deep learning. DeepLDA 
memanfaatkan LDA sebagai supervisor ketika melakukan training  
dari  deep neural network (DNN), sehingga DNN dapat mendekati 
performa dari LDA dengan komputasi yang lebih rendah. 
Untuk memenuhi klasifikasi dari judul penelitian, maka 
eksplorasi metode deep learning untuk klasifikasi topik ini dilakukan, 
salah satu nya melakukan eksplorasi dari metode DeepLDA. 
Kata kunci:  
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1.1. Latar Belakang 
Penelitian yang semakin berkembang membuat 
seseorang semakin sulit dalam mencari kata kunci 
untuk menemukan penelitian tersebut. Penelitian ini 
juga mengandung topik bahasan yang bermacam – 
macam dan fokus penelitian yang berbeda – beda. 
Agar seseorang dapat lebih mudah dalam menemukan 
penelitian – penelitian yang berkaitan, maka perlu 
dilakukan suatu klasifikasi dari judul penelitian 
tersebut menjadi sebuah topik yang mewakili judul – 
judul tersebut. 
Klasifikasi judul penelitian ini dapat dilakukan 
dengan berbagai metode, baik memanfaatkan machine 
learning maupun deep learning. Dalam machine learning, 
metode yang umumnya digunakan adalah Latent Dirichlet 
Allocation (LDA). Di dalam deep learning, salah satu 
metode yang akan di eksplorasi adalah penerapan Latent 









Tujuan Kerja praktik kali ini adalah 
mengeksplorasi metode DeepLDA: 
• Preproses data penelitian agar dapat diterapkan 
pada metode DeepLDA. 
• Menjalankan metode DeepLDA dengan data 
penelitian. 
• Melakukan komparasi antar arsitektur DeepLDA. 
1.3. Manfaat 
Berikut manfaat yang diperoleh melalui kerja 
praktik dalam pembuatan fitur-fitur sesuai kebutuhan: 
● Dapat melakukan klasifikasi topik dari judul – 
judul penelitian. 
● Dapat memudahkan seseorang untuk melakukan 
pencarian judul penelitian bedasarkan topik. 
1.4. Rumusan Permasalahan 
Berikut rumusan masalah dalam pelaksanaan 
kerja praktik pembuatan fitur-fitur sesuai kebutuhan: 
● Bagaimana menerapkan metode DeepLDA pada 
data penelitian? 
1.5. Lokasi dan Waktu Kerja Praktik 
 Kerja praktik kali ini dilaksanakan pada waktu 
dan tempat sebagai berikut: 
Lokasi : Departemen Teknik Informatika ITS 
Alamat: Jl. Teknik Kimia, Institut Teknologi Sepuluh 
 Nopember, Jawa Timur 60117 






1.6. Metodologi Kerja Praktik 
1. Perumusan Masalah  
Untuk mengetahui bagaimana penerapan metode 
DeepLDA, dijelaskan secara rinci bagaimana data 
harus diolah. Penjelasan oleh pembimbing lapangan 
kerja praktik kali ini menghasilkan beberapa catatan 
mengenai gambaran secara garis besar tentang 
pengolahan data dan penerapannya dengan metode 
DeepLDA. Setelah mendapatkan gambaran, diskusi 
lebih lanjut dilakukan untuk memberikan beberapa 
referensi mengenai metode. 
2. Studi Literatur 
Pada tahap ini, setelah ditentukannya metode 
yang akan dieksplorasi, bahasa pemrograman sampai 
dengan teknologi beserta tools tambahan yang 
digunakan, dilakukan studi literatur lanjut mengenai 
bagaimana penggunaannya dalam menerapkan 
metode DeepLDA. 
Metode DeepLDA ini dalam penerapannya 
menggunakan Bahasa Python pada Google 
Colaboratory. Beberapa library juga digunakan untuk 
menjalankan metode ini seperti gensim, keras, numpy, 
dan pickle. 
3. Preproses Data 
Pada bagian ini meliputi pemrosesan awal dari 
data agar dapat diterapkan pada metode DeepLDA. 






bentuk data dengan library numpy dan keras. 
4. Pengujian dan Evaluasi 
Pengujian dilakukan dengan menjalankan 
DeepLDA dengan berbagai skenario, seperti 
perbedaan arsitektur model, dan penggunaan 
parameter yang berbeda - beda. Selanjutnya evaluasi 
dilakukan dengan membuat kesimpulan dari hasil 
eksplorasi DeepLDA.  
1.7. Sistematika Laporan 
Laporan kerja praktik ini terdiri dari 5 bab dengan 
rincian sebagai berikut: 
1. Bab I: Pendahuluan 
 Bab ini berisi tentang latar belakan masalah, 
tujuan, manfaat, rumusan masalah, lokasi dan waktu 
kerja praktik, metodologi, dan sistematika laporan. 
2. Bab II: Tinjauan Pustaka 
 Dalam bab ini dibahas mengenai konsep-konsep 
pembuatan model, dasar teori, teknologi yang 
dipakai dalam pembuatan model. 
3. Bab III: Preproses Data 
 Dalam bab ini dibahas mengenai proses dalam 
mengolah data agar dapat diterapkan pada metode 
DeepLDA menggunakan Bahasa pemrograman 







4. Bab IV: Model DeepLDA 
 Dalam bab ini dibahas mengenai arsitektur 
DeepLDA lebih mendetail dan pembuatan model dari 
DeepLDA. 
5. Bab V: Pengujian dan Evaluasi 
 Dalam bab ini dibahas tentang skenario 
pengujian dan evaluasi pengujian. 
5. Bab VI: Kesimpulan dan Saran 
 Bab ini berisi tentang kesimpulan dan saran yang 
















2.1. Jupyter Notebook 
Jupyter notebook adalah sebuah tools untuk 
melakukan pengolahan data dengan bahasa pemro-graman 
python. Jupyter notebook mengin-tegrasikan kode dengan 
output kode di dalam satu dokumen secara interaktif[3]. 
2.2. Python 
Python merupakan bahasa pemrograman interpretatif 
multiguna. Python menekankan sintaks yang lebih mudah 
untuk dipahami dibandingkan bahasa pemrograman lain. 
Dengan sintaks yang lebih mudah dipahami, maka seorang 
programmer dapat lebih mudah pengembangkan aplikasi 
dan mengurangi kemungkinan error karna sintaks. 
2.3. Google Colaboratory 
Google Colaboratory merupakan sebuah tools 
berbasis cloud dan gratis untuk tujuan penelitian. Google 
Colab dibuat dengan environment jupyter serta 
mendukung hampir seluruh library yang dibutuhkan dalam 
lingkungan pengembangan Artificial Intelligence (AI). 
Google Colab memberikan beberapa keunggulan karena 
pengguna dapat menjalankan jupyter notebook nya di 
berbagai alat, konfigurasi mudah, memberikan spesifikasi 
yang cukup tinggi, serta dapat digunakan oleh pengguna 
secara gratis[4]. 
2.4. Library Gensim 
Gensim adalah sebuah open source machine learning 






menyediakan fungsi dalam membuat sebuah model 
berbasis neural network untuk melakukan pemrosesan 
teks. 
2.5. Library Keras 
Keras merupakan sebuah open source library yang 
dirancang untuk menyederhanakan model dari kerangka 
deep learning. Keras dapat dijalankan diatas framework 
seperti tensorflow, theano, dan framework lainnya[5]. 
2.6. Library Spacy 
Spacy merupakan open source library python yang 
umunya digunakan dalam mengolah dokumen teks. Spacy 
utamanya digunakan dalam proses lemantisasi sebuah 
kata, dimana kata yang belum baku akan diubah menjadi 
bentuk baku dari kata tersebut. 
2.7. Library Pickle 
Pickle merupakan sebuah open source library python 
yang umumnya digunakan dalam menyimpan dan 
membaca data besar ke dalam atau dari sebuah file. Pickle 
menserialisasi dan de-serialisasi sebuah struktur objek 
dalam python sehingga objek tersebut dapat disimpan ke 
dalam disk[6]. 
2.8.Library Numpy 
Numpy adalah sebuah library python dalam 
pengolahan data pada array dan matriks multidimensi 
yang besar. Numpy menyediakan beberapa fungsi 
matematika, seperti aljabar linear, transformasi fourier, 
pembuatan angka secara acak, dan lainnya. Numpy juga 
merupakan open source library sehingga banyak 















 Dalam bab ini dibahas mengenai proses dalam mengolah 
data agar dapat diterapkan pada metode DeepLDA menggunakan 
Bahasa pemrograman Python dengan library numpy dan keras.  
3.1. Pengambilan Data 
Data diambil dari penelitian yang mendapatkan 
pendanaan (PTNBH) mulai tahun 2018 hingga tahun 
2020. Data PTNBH ini selanjutnya diproses ke dalam 
bentuk file csv. 
 
Gambar 3.1 : Contoh Data PTNBH 
 
3.2. Pembersihan Data 
Pembersihan data dilakukan dengan pengolahan 
teks dalam bentuk alphanumeric, kalimat dirubah 
menjadi lowercase, mengubah kalimat menjadi list kata 
(tokenizing), menghilangkan stopwords, mengubah 






library gensim, melakukan lemmatization kata dengan 
lemma Bahasa Inggris, serta melakukan stemming kata 
menggunakan stem Bahasa Indonesia. Data juga 
dibuatkan corpus, dictionary, dan document frequency 
yang dibutuhkan dalam membuat model LDA dalam 
melakukan pelabelan judul ke dalam topik. 
# Remove Numbers 
data = [re.sub(" \d+",' ', sent) for sent in data] 
data = [re.sub('[^a-zA-
Z]',' ', sent) for sent in data] 
# Remove new line characters 
data = [re.sub('\s+', ' ', sent) for sent in data] 
# Remove distracting single quotes 
data = [re.sub("\'", "", sent) for sent in data] 
# Tokenize words dan menghilangkan tanda baca 
def sent_to_words(sentences): 
    for sentence in sentences: 
        yield(gensim.utils.simple_preprocess(str(sente
nce), deacc=True))  # deacc=True removes punctuations 
data_words = list(sent_to_words(data)) 
# Build the bigram and trigram models 
bigram = gensim.models.Phrases(data_words, min_count=5
, threshold=100) # higher threshold fewer phrases. 
trigram = gensim.models.Phrases(bigram[data_words], th
reshold=100)   
 







bigram_mod = gensim.models.phrases.Phraser(bigram) 
trigram_mod = gensim.models.phrases.Phraser(trigram) 
# Define functions for stopwords, bigrams, trigrams an
d lemmatization 
# from Sastrawi.Stemmer.StemmerFactory import StemmerF
actory 
def remove_stopwords(texts): 
    return [[word for word in simple_preprocess(str(do
c)) if word not in (stop_words or stop_words2)] for do
c in texts] 
def make_bigrams(texts): 
    return [bigram_mod[doc] for doc in texts] 
def make_trigrams(texts): 
    return [trigram_mod[bigram_mod[doc]] for doc in te
xts] 
def lemmatization(texts): 
    """https://spacy.io/api/annotation""" 
    texts_out = [] 
    for sent in texts: 
        doc = nlp(" ".join(sent))  
        texts_out.append([token.lemma_ for token in do
c]) 
    return texts_out 
# Remove Stop Words 
data_words_nostops = remove_stopwords(data_words) 
# # Form Bigrams 
data_words_bigrams = make_bigrams(data_words_nostops) 






data_lemmatized = lemmatization(data_words_bigrams) 
#stem masing-masing kata yang ada 
from Sastrawi.Stemmer.StemmerFactory import StemmerFac
tory 
factory = StemmerFactory() 
stemmer = factory.create_stemmer() 
for x in range(len(data_lemmatized)-1): 
    for y in range(len(data_lemmatized[x])-1): 
        data_lemmatized[x][y] = stemmer.stem(data_lemm
atized[x][y]) 
# Create Dictionary 
id2word = corpora.Dictionary(data_lemmatized) 
# Create Corpus 
texts = data_lemmatized 
# Term Document Frequency 
corpus = [id2word.doc2bow(text) for text in texts] 
 
3.3. Pelabelan Data dengan Latent Dirichlet Allocation 
(LDA) 
Karena metode DeepLDA merupakan supervised 
learning, maka untuk membuat model DeepLDA 
dibutuhkan label pada data. Data yang digunakan 
merupakan data yang sudah dibersihkan. Jumlah topik 













2.0.8\\bin\\mallet' # update this path 
ldamallet = gensim.models.wrappers.LdaMallet(mallet_pa
th, corpus=corpus, num_topics=n, id2word=id2word) 
# Compute Coherence Score 
coherence_model_ldamallet = CoherenceModel(model=ldama




#pembuatan csv untuk menghitung cosine sim 
def format_topics_sentences(ldamodel, corpus=corpus, t
exts=data): 
    # Init output 
    sent_topics_df = pd.DataFrame() 
    # Get main topic in each document 
    for i, row in enumerate(ldamodel[corpus]): 
        row = sorted(row, key=lambda x: x[1], reverse=
True) 
        # Get the Dominant topic, Perc Contribution an
d Keywords for each document 
        topic_num1='' 
        topic_num2='' 
        topic_num3='' 






        prop_topic2=0.0 
        prop_topic3=0.0 
         
        for j, (topic_num, prop_topic) in enumerate(ro
w): 
            if j == 3:   
                break 
            else: 
                if j == 0: 
                    prop_topic1=prop_topic 
                    topic_num1=topic_num 
                elif j == 1: 
                    prop_topic2=prop_topic 
                    topic_num2=topic_num 
                elif j == 2: 
                    prop_topic3=prop_topic 
                    topic_num3=topic_num              
       
        sent_topics_df = sent_topics_df.append(pd.Seri
es([int(topic_num1), round(prop_topic1,4), 
                                                      
   int(topic_num2), round(prop_topic2,4), 
                                                      
   int(topic_num3), round(prop_topic3,4)]), ignore_ind
ex=True) 
    sent_topics_df.columns = ['Topic1', 'ProbTopic1', 







    # Add original text to the end of the output 
    contents = pd.Series(texts) 
    sent_topics_df = pd.concat([sent_topics_df, conten
ts], axis=1) 
    return(sent_topics_df) 
 
df_topic_sents_keywords = format_topics_sentences(ldam





3.4. Penyesuaian Data 
Setelah Data dilakukan pelabelan dengan LDA, 
selanjutnya data disesuaikan dengan mengambil corpus 
dari judul yang sudah di bersihkan beserta label, 
kemudian corpus dirubah ke dalam matriks dua 
dimensi dengan panjang jumlah kata yang unik. Label 
dari judul dirubah ke dalam kategorikal, sehingga 
menghasilkan 8000 baris (jumlah judul) dengan 18 
kolom (label). Data yang digunakan merupakan 8000 













import numpy as np 
from gensim.corpora import Dictionary 
from gensim.corpora.mmcorpus import MmCorpus 
from gensim.models.ldamulticore import LdaMulticore 
from scipy.sparse import csr_matrix 
id2word = Dictionary.load('id2word_new.dict') 
corpus = MmCorpus('corpus_new.mm') 
import pickle 
with open("lemma_new.txt", "rb") as fp:   #Pickling 
    data_lemmatized=pickle.load(fp) 
 
ldamodel = LdaMulticore.load('mallet_18_lda.mdl') 
dictionary = id2word 
 
clt = [] 
cnt1 = 0 
shp = 0 
tmX = [] 
corp = corpus[:8000] 
for i in corp: 
  rt = [] 
  vt = [] 
  for j in i: 
    rt.append(int(j[0])) 
    vt.append(int(j[1])) 






  for i in range(len(rt)): 
    arr[rt[i]] = vt[i] 
  tmX.append(arr) 
tmX = np.array(tmX) 
 
from keras.utils import to_categorical 
import pandas as pd 
targt = pd.read_csv('manual_label18.csv') 
Y = targt.iloc[:8000,:1] 


















4.1. Summary Model 
Input dokumen mula-mulanya dikonversi ke 
dalam bentuk Bag of Words (BOW) dan dimasukkan ke 
dalam neural network. Hasil dari LDA digunakan 
sebagai supervisi dalam proses training dari neural 
network sehingga neural network dapat mempelajari 
distribusi topik dokumen dan distribusi topik kata. 
Fungsi aktivasi yang digunakan adalah tanh di dalam 
hidden layer dan fungsi aktivasi yang digunakan pada 
output layer adalah softmax. Pada arsitektur ini juga 
digunakan stochastic gradient descent optimizer dan 
categorical cross entropy sebagai loss function[7]. 
 






Arsitektur model dari DeepLDA terdiri dari dua 
macam, yatiu arsitektur dengan tiga layer neural 
network (3NN DeepLDA) dan dengan dua layer neural 
network (2NN DeepLDA).  
4.1.1. 3NN DeepLDA 
 
Gambar 4.1.1 : Arsitektur Model 3NN DeepLDA 
 
Arsitektur 3NN DeepLDA seperti gambar 
diatas. Memiliki 3 Layer, dimana layer pertama 
dapat berupa layer LSTM atau layer Dense. Layer 
pertama memiliki hidden layer 3 kali jumlah topik, 
layer kedua dengan 2 kali jumlah topik, dan output 
layer sebanyak jumlah topik. Jumlah hidden layer 




dnnmodel = keras.models.Sequential() 







s * 3, input_dim=len(dictionary), activation='tan
h', dropout=0.2)) 
dnnmodel.add(keras.layers.Dense(ldamodel.num_topi




 optimizer=opt, metrics=['accuracy']) 
dnnmodel.summary() 
 
4.1.2. 2NN DeepLDA 
 
Gambar 4.1.2 : Arsitektur Model 2NN DeepLDA 
 
Arsitektur 2NN DeepLDA seperti gambar 
diatas. Memiliki dua layer, dimana layer 
pertama dapat berupa layer LSTM atau layer 
Dense. Layer pertama memiliki hidden layer 
dua kali jumlah topik, dan output layer 










dnnmodel = keras.models.Sequential() 
opt = keras.optimizers.SGD(learning_rate=0.01) 
dnnmodel.add(keras.layers.LSTM(ldamodel.num_to



























PENGUJIAN DAN EVALUASI  
 Bab ini menjelaskan tahap uji coba terhadap model 
DeepLDA. Pengujian dilakukan untuk mengukur tingkat akurasi 
yang dihasilkan oleh model DeepLDA dan mencari tingkat 
akurasi terbaik dengan berbagai skenario. 
 
5.1. Hasil Pengujian 
5.1.1. 3NN DeepLDA 
Pengujian dilakukan dengan menggunakan tiga 
hidden layer. Pada pengujian ini juga menggunakan 
dropout untuk mencegah model neural network 
mencapai titik konvergen dan mendapatkan hasil yang 
optimal. Penggunaan layer LSTM juga dilakukan untuk 
mencari akurasi optimal dari model DeepLDA. Dari hasil 
pengujian pada tabel dibawah, dapat dilihat bahwa 
penggunaan model DeepLDA dengan satu layer LSTM 
dengan dropout 0.5 dan dua layer Dense (layer terakhir 
merupakan output layer) menghasilkan akurasi tertinggi 






























0 0.61 0.6 0.61 0.66 0.66 0.68 
1 0.74 0.77 0.74 0.77 0.8 0.82 






3 0.51 0.53 0.5 0.56 0.49 0.49 
4 0.59 0.64 0.6 0.63 0.66 0.61 
5 0.5 0.47 0.51 0.47 0.44 0.42 
6 0.72 0.71 0.71 0.75 0.73 0.74 
7 0.52 0.53 0.54 0.6 0.51 0.55 
8 0.49 0.45 0.51 0.44 0.47 0.39 
9 0.56 0.57 0.63 0.6 0.63 0.58 
10 0.76 0.76 0.73 0.79 0.74 0.83 
11 0.56 0.55 0.54 0.53 0.45 0.55 
12 0.6 0.57 0.56 0.62 0.56 0.62 
13 0.66 0.69 0.69 0.67 0.68 0.67 
14 0.59 0.61 0.6 0.62 0.58 0.54 
15 0.76 0.77 0.79 0.77 0.87 0.81 
16 0.68 0.7 0.7 0.72 0.72 0.73 
17 0.68 0.64 0.64 0.69 0.63 0.66 
Rata - 
rata 0.62 0.62 0.62 0.64 0.63 0.63 
Tabel 5.1.1 : Hasil Pengujian 3NN DeepLDA 
5.1.2. 2NN DeepLDA 
Pengujian dilakukan dengan menggunakan dua 
hidden layer. Pada pengujian ini juga menggunakan 
dropout untuk mencegah model neural network 
mencapai titik konvergen dan mendapatkan hasil yang 
optimal. Penggunaan layer LSTM juga dilakukan untuk 
mencari akurasi optimal dari model DeepLDA. Dari hasil 
pengujian pada tabel dibawah, dapat dilihat bahwa 
penggunaan model DeepLDA dengan satu layer LSTM 
dan satu layer Dense (output layer) menghasilkan 








2 Dense & 
Tanpa 
Dropout 
2 Dense & 
Dropout 0.5 
1 LSTM, 1 
Dense, & 
Dropout 0.5 
1 LSTM, 1 
Dense & 
Dropout 0.8 
0 0.57 0.59 0.67 0.67 
1 0.75 0.77 0.81 0.8 
2 0.62 0.61 0.65 0.65 
3 0.49 0.49 0.55 0.48 
4 0.61 0.64 0.67 0.67 
5 0.5 0.48 0.49 0.46 
6 0.71 0.7 0.73 0.73 
7 0.49 0.48 0.61 0.52 
8 0.45 0.41 0.51 0.45 
9 0.54 0.56 0.63 0.62 
10 0.74 0.78 0.82 0.78 
11 0.56 0.55 0.51 0.49 
12 0.62 0.63 0.62 0.62 
13 0.68 0.66 0.72 0.67 
14 0.58 0.59 0.62 0.58 
15 0.78 0.79 0.82 0.87 
16 0.68 0.69 0.7 0.72 
17 0.64 0.64 0.67 0.64 
Rata - rata 0.61 0.61 0.66 0.63 
Tabel 5.1.2 : Hasil Pengujian 2NN DeepLDA 
 
5.2. Evaluasi 
Pada bagian ini merupakan evaluasi pengujian yang telah 
dilakukan untuk memeriksa apakah yang dikerjakan sudah 
sesuai atau belum. Pada hasil pengujian di bagian sebelumnya, 
hasil dari percobaan klasifikasi topik dari judul penelitian 






Kedua arsitektur tersebut mampu melakukan klasifikasi topik 
dengan akurasi lebih dari 60% hasil pelabelan dengan LDA. 
Model dengan akurasi tertinggi didapatkan oleh model 2NN 
DeepLDA dengan satu layer LSTM dan satu layer Dense 
(output layer) dengan akurasi sebesar 0.66. Akurasi dari 
arsitektur tersebut juga lebih tinggi dibandingkan dengan 
akurasi dari 3NN DeepLDA dengan satu layer LSTM dengan 
dropout 0.5 dan dua layer Dense (layer terakhir merupakan 
output layer). Hasil pengujian ini dapat berubah ketika 
menggunakan data yang berbeda karena adanya perbedaan 


















KESIMPULAN DAN SARAN 
Kesimpulan yang didapat setelah melakukan eksplorasi deep 
learning DeepLDA dalam klasifikasi judul penelitian adalah sebagai 
berikut: 
a. Model deep learning DeepLDA sudah mampu melakukan 
klasifikasi judul penelitian dengan akurasi yang baik, lebih 
dari 60% dari hasil pelabelan dengan LDA. 
b. Library Python yang saya gunakan untuk melakukan 
pemrosesan data, pembuatan model DeepLDA, dan 
menjalankan model DeepLDA merupakan library umum yang 
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