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Abstract
We show that for α > 0 there is n0 such that if G is a graph on n ≥ n0 vertices such that
αn < δ(G) < (n− 1)/2, then for every n1 + n2 + · · ·+ nl = δ(G), G contains a disjoint union of
C2n1 , C2n2 , . . . , C2nl unless G has a very specific structure. This is a strong form of a conjecture
of Faudree, Gould, Jacobson, and Magnant for large dense graphs; it a generalization of a well
known conjecture of Erdo˝s and Faudree (since solved by Wang) as well as a special case of
El-Zahar’s conjecture.
1 Introduction
Determining the structure of cycles in graphs is a problem of fundamental interest in graph theory;
this thread traces through numerous subareas in structural and extremal graph theory. Throughout
this paper all graphs are simple and undirected; we use standard notation wherever possible.
For a graph G we use c(G) to denote the circumference of G, and oc(G) (ec(G)) to denote the
length of the longest odd (even) cycle in G. If G is a graph of minimum degree d, then c(G) ≥ d
which is the best possible. However, additional assumptions on the connectivity of G usually lead
to better bounds for c(G) (or ec(G) and oc(G)). For example, Dirac’s theorem states that if G is
a 2-connected graph on n vertices, then c(G) ≥ min{n, 2δ(G)}. Voss and Zuluaga [18] proved the
corresponding results for ec(G) and oc(G).
Theorem 1.1 (Voss and Zuluaga). Let G be a 2-connected graph on n ≥ 2δ(G) vertices. Then
ec(G) ≥ 2δ(G) and oc(G) ≥ 2δ(G)− 1.
Dirac’s Theorem gave birth to a large body of research centered around determining the length
of the longest cycle in a graph satisfying certain conditions; we direct the interested reader to, e.g.,
[1]. Indeed, one could even search for graphs which contain cycles of all possible lengths. Such
graphs are called pancyclic, and they, too, are well studied (see, e.g., [2, 3, 4, 5]). Bondy observed
that in many cases a minimum degree which implies the existence of a spanning cycle also implies
that the graph is pancyclic. For example, it follows from the result in [2] that if G is a graph on n
vertices with minimum degree at least n/2 then G is either pancyclic or G = Kn/2,n/2. It’s natural
to ask if analogous statements are true for graphs with smaller minimum degree. In [11], Gould et.
al. proved the following result.
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Theorem 1.2 (Gould, Haxell and Scott). For every α > 0 there is K such that if G is graph on n >
45Kα−4 vertices with δ(G) ≥ αn, then G contains cycles of every even length from [4, ec(G)−K]
and every odd length from [K, oc(G)−K].
Nikiforov and Shelp ([15]) proved that if G is a graph on n vertices with δ(G) ≥ αn, then
G contains cycles of every even lengths from [4, δ(G) + 1] as well as cycles of odd lengths from
[2k − 1, δ(G) + 1], where k = d1/αe, unless G is one of several explicit counterexamples.
One of the motivations for our work is the following conjecture of Faudree, Gould, Jacobson
and Magnant [10] on cycle spectra. Let Se = {|C| : C is an even cycle contained in G} and So =
{|C| : C is an odd cycle contained in G}.
Conjecture 1.3. Let d ≥ 3. If G is 2-connected graph on n ≥ 2d vertices such that δ(G) = d ≥ 3
then |Se| ≥ d− 1, and, if, in addition G is not bipartite, then |So| ≥ d.
In [10], Conjecture 1.3 was confirmed for d = 3. In addition, many related results were proved
by Liu and Ma in [14]. For example, they proved that if G is a bipartite graph such that every
vertex but one has a degree at least k + 1, then G contains C1, ...Ck where 3 ≤ |C1| and for all
i ∈ [k − 1], |Ci+1| − |Ci| = 2. For general graphs, they showed that if the minimum degree of a
graph G is at least k + 1, then G contains bk/2c cycles with consecutive even lengths and if G is
2-connected and non-bipartite, then G contains bk/2c cycles with consecutive odd lengths.
Another line of research which motivates our work comes from problems on 2-factors. Erdo˝s
and Faudree [9] conjectured that every graph on 4n vertices with minimum degree at least 2n
contains a 2-factor consisting of n4 copies of C4, cycle on four vertices. This was proved by Wang in
[19]. A special case of El-Zahar’s conjecture states that any graph G on 2n vertices with minimum
degree at least n contains any 2-factor consisting of even cycles C2n1 , . . . , C2nl such that n =
∑
ni.
It’s natural to ask if analogous statements can be proved in the case when the minimum degree
of G is smaller. As we will show, this is true to some extent. We will prove that for almost
all values of n1, . . . , nl such that
∑
ni = δ(G), G indeed contains the union of disjoint cycles
C2n1 , C2n2 , . . . , C2nl . There are, however, two obstructions – of which one is well-known – when G
is a graph on n vertices with minimum degree satisfying αn < δ(G) < (n− 1)/2.
Example 1.4. Let l ≥ 2 , q ≥ 4 be even. We first construct graph H on l(q − 2) + 3 vertices as
follows. Let V1, . . . , Vl be disjoint sets each of size q − 2 such that H[Vi] = Kq−2 and let u1, u2, u3
be three distinct vertices and let vui ∈ E(H) for every v ∈ V (H) \ {u1, u2, u3} and every i = 1, 2, 3.
Finally let Gk be obtained from H by adding exactly k out of the three possible edges between vertices
from {u1, u2, u3}. Then κ(Gk) = 3, δ(Gk) = q but Gk does not contain two disjoint copies of Cq.
Indeed, any copy of Cq in Gk contains at least two vertices from {u1, u2, u3}.
In addition to the obstruction from Example 1.4, another one arises when G is very close to
being a complete bipartite graph.
Example 1.5. Let q = 2k for some k ∈ Z+ and let U, V be disjoint and such that |U | = q−1, |V | =
n − q + 1 with n − q + 1 even. Let G[U, V ] = Kq−1,n−q+1, G[U ] ⊂ Kq−1 and G[V ] is a perfect
matching. Then G is a 2-connected graph on n vertices with δ(G) = q which doesn’t have q/2
disjoint copies of C4. Indeed, if there are q/2 disjoint copies of C4, then at least one must contain
at least three vertices from V which is not possible.
The main result of the paper is the following.
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Theorem 1.6. For every 0 < α < 12 , there is a natural number N = N(α) such that the following
holds. For any n1, ..., nl ∈ Z+ such that
∑l
i=1 ni = δ(G) and ni ≥ 2 for all i ∈ [l], every 2-connected
graph G of order n ≥ N and αn ≤ δ(G) < n/2− 1 contains the disjoint union of C2n1 , . . . , C2nl, or
G is one of the graphs from Example 1.4 and l = 2, 2n1 = 2n2 = δ(G), or G is a subgraph of the
graph from Example 1.5 and ni = 2 for every i.
In the case when δ(G) ≥ n/2 − 1 additional counterexamples appear when ni = 2 for every i;
these will be characterized in the proof.
As a corollary, we have the following fact which answers the question of Faudree, Gould, Mag-
nanat, and Jacobson in the case of dense graphs.
Corollary 1.7. For every 0 < α < 12 , there is a natural number M = M(α) such that the following
holds. Every 2-connected graph G of order n ≥ M and ∑v∈V (G) d(v) ≥ αn2 contains a cycle of
length 2m for every m ∈ {2, . . . , δ(G)}.
In addition, the following generalization of the Erdo˝s-Faudree conjecture follows from Theorem
1.6.
Corollary 1.8. For every 0 < α < 12 , there is a natural number M = M(α) such that the
following holds. Every 2-connected graph G of order n ≥ M and minimum degree δ, such that
αn ≤ δ < n/2− 1 and δ + n is even, contains δ/2 disjoint cycles on four vertices.
This follows immediately; since n− δ + 1 is odd, it is not possible to end up in Example 1.5.
The proof of Theorem 1.6 uses the regularity method. The obstruction from Example 1.4
appears in the proof of the non-extremal case and the obstruction from Example 1.5 comes up
when dealing with the extremal case.
The proof is quite involved, and so we divide it into several sections to aid readability. In Section
2, we review Szemere´di’s celebrated Regularity Lemma, as well as a special case of the well-known
Blow-Up Lemma which is of particular use to us. In Section 3, we make use of regularity and
results from [7] to find cycles of many different lengths. Following this, we consider several cases
depending on (1) the structure of the reduced graph, and (2) whether or not the graph is near what
we call the extremal graph. The non-extremal cases are proven in Section 4 and Section 5, while
the extremal cases follow in Section 6. Combining these gives our main result (Theorem 1.6) for
every sufficiently large graph.
2 The Regularity and Blow-Up lemmas
In this section, we review concepts related to the regularity and blow-up lemmas. Let G be a simple
graph on n vertices and let U, V be two disjoint non-empty subsets of V (G). We define the density
of (U, V ) as
d(U, V ) =
e(U, V )
|U | · |V | ,
where e(U, V ) = |E(U, V )|. Further, we call the pair (U, V ) -regular if for every U ′ ⊂ U and every
V ′ ⊂ V with |U ′| ≥ |U |, |V ′| ≥ |V |, we have
|d(U ′, V ′)− d(U, V )| ≤ .
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In addition, the pair (U, V ) is called (, δ)−super-regular if it is both −regular and furthermore
for any u ∈ U we have |N(u) ∩ V | ≥ δ|V |, and for any v ∈ V we have |N(v) ∩ U | ≥ δ|U |.
We continue with the definition of a regular partition.
Definition 2.1. A partition {V0, V1, ..., Vt} of V (G) is called -regular if the following conditions
are satisfied.
(i) |V0| ≤ |V (G)|.
(ii) For all i, j ∈ [t], |Vi| = |Vj |.
(iii) All but at most t2 pairs (Vi, Vj), i, j ∈ [t] are −regular.
The Regularity Lemma of Szemere´di ([17]) states that every graph admits an -regular partition
in which the number of partition classes is bounded.
Lemma 2.2 (Regularity Lemma,[17]). For every  > 0,m > 0 there exist N := N(,m) and
M := M(,m) such that every graph on at least N vertices has an −regular partition {V0, V1, ..., Vt}
such that m ≤ t ≤M .
In addition to the regularity lemma, we will need a few well-known facts about -regular pairs
and the so-called Slicing Lemma (see, e.g., [12]), as well as the Blow-Up Lemma of Komlo´s, Sa´rkozy
and Szemere´di [13].
In particular, we will need the so-called slicing lemma, see [12].
Lemma 2.3 (Slicing Lemma). Let (U, V ) be an -regular pair with density δ, and for some λ > ,
let U ′ ⊂ U, V ′ ⊂ V with |U ′| ≥ λ|U |, |V ′| ≥ λ|V |. Then (U ′, V ′) is an ′-regular pair of density δ′
where ′ = max{ λ , 2} and δ′ ≥ δ − .
It is not difficult to see that an -regular pair of density δ contains a large (′, δ′)-super-regular
pair for some δ′, ′.
Lemma 2.4. Let 0 <  < δ/3 < 1/3 and let (U, V ) be an −regular pair with density δ. Then
there exist A′ ⊂ A and B′ ⊂ B with |A′| ≥ (1− )|A| and |B′| ≥ (1− )|B| such that (A′, B′) is a
(2, δ − 3)−super-regular pair.
Let 0 <   δ < 1. For an -regular partition {V0, V1, . . . , Vt} of G we will consider the
reduced graph (or cluster graph) of G, RG = R,d(V0, V1, . . . , Vt) where V (RG) = {V1, . . . , Vt} and
ViVj ∈ E(RG) if (Vi, Vj) is -regular with density at least d. When clear from the context, we will
omit the subscript, writing R for the cluster graph at hand.
Finally, we conclude this section with the statement of a special case of the blow-up lemma.
Lemma 2.5 (Blow-Up Lemma, [13]). Given d > 0,∆ > 0 and ρ > 0 there exists  > 0 and η > 0
such that the following holds. Let S = (W1,W2) be an (, d)-super-regular pair with |W1| = n1 and
|W2| = n2. If T is a bipartite graph with bipartition A1, A2, maximum degree at most ∆, and T is
embeddable into the complete bipartite graph Kn1,n2, then it is also embeddable into S. Moreover,
for all ηni sized subsets A
′
i ⊂ Ai and functions fi : A′i →
(
Wi
ρni
)
(for i = 1, 2), T can be embedded
into S so that the image of each ai ∈ A′i is in the set fi(ai).
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3 Preliminaries
In this section, we prove a few auxiliary facts which will be useful in the main argument. Let
V0, V1, . . . , Vt be an -regular partition.
Lemma 3.1. Let ∆ ≥ 1 and let 0 <   δ  1/∆ be such that 10∆ ≤ δ. Let H be graph on
{V1, . . . , Vq} where |Vi| = l with ViVj ∈ E(H) if (Vi, Vj) is -regular with density at least δ, and
assume that H has maximum degree ∆. Let ′ = 5∆, and δ′ = δ/2 . Then for any i ∈ [t] there exist
sets V ′i ⊂ Vi such that |V ′i | ≥ (1− ′)l and (V ′i , V ′j ) is (′, δ′)-super-regular for every ViVj ∈ E(H).
Proof. Note that E(H) can be decomposed into ∆+1 matchings and so Lemma 3.1 follows directly
from Lemmas 2.3 and 2.4.
An n-ladder, denoted by Ln, is a balanced bipartite graph with vertex sets A = {a1, ..., an} and
B = {b1, ..., bn} such that {ai, bj} is an edge if and only if |i− j| ≤ 1. We refer to the edges aibi as
rungs and the edges {a1, b1}, {an, bn} as the first and last rung respectively. Let Ln1 , Ln2 be two
ladders with n1 ≤ n2 and {a1, b1}, {a′1, b′1} the first rungs of Ln1 , Ln2 , respectively. If there exist
a1−a′1 path P1 and b1−b′1 path P2 such that P˚1∩ P˚2 = ∅, (P˚1∪ P˚2)∩ (L1∪L2) = ∅, |P˚1|+ |P˚2| = 2k,
then we call Ln1 ∪ Ln2 ∪ P1 ∪ P2 an (n1 + n2, k)−weak ladder. Obviously, an n−ladder is an
(n, 0)−weak ladder.
Weak ladders are of use for finding cycles via the following lemmas.
Lemma 3.2. Let 2 ≤ n1 ≤ · · · ≤ nl ∈ Z+ and let n =
∑l
i=1 ni. If G contains a (n
′, k)−weak ladder
for some n′, k ∈ N such that n′ ≥ n+ k, then G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl.
Proof. If k = 0 then our (n′, 0)-weak ladder is simply an n′ ladder; since n′ ≥ n then it is trivial
that G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl . Next, we assume that k ≥ 1. Suppose G
contains an (n′, k)−weak ladder L and L consists of two ladders La1 , La2 such that a1 + a2 = n′
and disjoint paths P,Q such that |P˚1|+ |P˚2| = 2k. Let N = {ni : i ∈ [l]} and choose N ′ ⊂ N such
that
∑
x∈N ′ x < a1 and with t := a1 −
∑
x∈N ′ x > 0 as small as possible. By the construction of
N ′, for any y ∈ N \N ′, y > t. If t ≤ k, then
a2 = n
′ − a1 = n′ − (t+
∑
x∈N ′
x) ≥ n′ − k −
∑
x∈N ′
x ≥ n−
∑
x∈N ′
x =
∑
x∈N\N ′
x,
which implies that La2 contains the necessary cycles. Hence we may assume that t ≥ k + 1 and so
for any y ∈ N \N ′, y ≥ t+ 1 ≥ k + 2. If there exists y ∈ N \N ′ such that y ≤ k + t+ 1, then the
sub weak-ladder consisting of the last t rungs of La1 , the first rung of La2 , and P,Q contains C2y.
In addition,
n−
∑
x∈N ′∪{y}
x ≤ n− (a1 − t+ y) ≤ (n′ − k)− a1 − 1 ≤ a2 − k − 1,
so La2−1 contains the remaining cycles. Otherwise, let y = k + t + c where c ≥ 2. The sub
weak-ladder consisting of the last t rungs of La1 , first c rungs of La2 , and P,Q contains C2y. We
have
n−
∑
x∈N ′∪{y}
= n− (a1 − t+ y) ≤ (n′ − k)− a1 − k − c ≤ a2 − k − c,
so La2−c contains the remaining cycles.
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For the proof of Theorems 4.2, 5.1, our plan is to seek an (n′, r)-weak ladder such that n′ ≥ δ+r,
and then apply Lemma 3.2 to obtain the desired cycles. In some situations, it is not possible to
obtain either an Lδ(G) or a large enough weak ladder to apply Lemma 3.2. For such cases, we will
use the following lemma.
Lemma 3.3. Let 2 ≤ n1 ≤ · · · ≤ nl ∈ Z+ and n =
∑l
i=1 ni. If G contains a (n, 1)−weak ladder
and there exists i ∈ [l] such that ni > 2 then G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl.
Proof. We argue by induction on n. Since n ≥ 3, an (n, 1)-weak ladder contains C2n, so we may
assume that l ≥ 2 (and therefore, n ≥ 5). If n = 5 then n1 = 2, n2 = 3 and then it is easy to see that
G contains C4, C6. Now, assume for an inductive case that n ≥ 6 and let the weak ladder contain
La1 , La2 and disjoint paths P1, P2 which connect La1 , La2 (and so by definition, |P˚1|+ |P˚2| = 2, and
a1 + a2 = n, a1 ≤ a2). Note that a2 ≥ n1. If a2 = n1 then l = 2 and a1 = n2; then La2 contains
C2n1 and La1 contains C2n2 . Hence we may assume that n1 ≤ a2 − 1. If n1 = 2 then the first n1
rungs of La2 contains C2n1 and since there exists i ∈ [l] \ {1} such that ni > 2. By the induction
hypothesis the remaining (n − n1, 1)-weak ladder contains C2n2 , . . . , C2nl . Hence we may assume
that n1 > 2, i.e, for any i ∈ [l], ni > 2. Since n1 ≤ a2−1, the first n1 rungs of La2 contain C2n1 and
by the induction hypothesis, the remaining (n− n1, 1)-weak ladder contains C2n2 , . . . , C2nl .
Corollary 3.4. Let r ∈ {1, 2}, let 2 ≤ n1 ≤ · · · ≤ nl ∈ Z+, and set n =
∑l
i=1 ni. Suppose that G
contains a (n′, k)−weak ladder satisfying n′ ≥ n− r, k ≥ r, and n ≥ 6k+ 12, and a disjoint ladder
Ln′′ for some n
′′ ≥ n/3. If G does not contain disjoint cycles C2n1 , C2n2 , . . . , C2nl, then l = 2 and
bn+1−r2 c ≤ n1 ≤ n2 ≤ n2 ≤ dn+r−12 e.
Proof. Suppose G contains an (n′, k)−weak ladder L, consisting of two ladders La1 , La2 with
a1 + a2 = n
′ and disjoint paths P,Q such that |P˚1| + |P˚2| = 2k. Let N = {ni : i ∈ [l]} and
let N0 = {ni ∈ N : ni ≤ k + r − 1}. Note that n′ + k ≥ n. If there exists N ′ ⊂ N such that
k+r ≤∑x∈N ′ x ≤ n3 , then Ln′′ contains disjoint C2x for all x ∈ N ′; by Lemma 3.2, the (n′, k)-weak
ladder contains the remaining cycles. Note that
∑
x∈N0 x ≤ n3 . Indeed, if
∑
x∈N0 x > n/3, then
there exists N ′0 ⊂ N0 such that k + r ≤ (n/3 + 1)− (k + r − 1) ≤
∑
x∈N ′0 x ≤ n/3
If |N \ N0| ≥ 3, then there exists x ∈ N \ N0 such that k + r ≤ x ≤ n3 . If |N \ N0| = 1, say
N \N0 = {y}, then we are done as well.
Finally, suppose N \ N0 = {y1, y2}; without loss of generality, suppose y1 ≤ y2. Since∑
x∈N0 x ≤ n/3, we find C2x for all x ∈ N0 inside Ln′′ . If y1 ≤ a2 − 1, then C2y1 ⊆ Ly1 ⊆ La2−1
and the (n′ − y1, k)-weak-ladder obtained by deleting Ly1 contains C2y2 .
Finally, suppose that y1 ≥ a1 +1+r, say y1 = a1 +1+ t where t ≥ r, and let s := max{0, t−k}.
We have two cases.
• Assume s = 0. Since y1 ≤ a1 + 1 + k, an (a1 + 1, k)-weak ladder consisting of La1 and the
first rung of La2 contains C2y1 . Moreover,
y2 ≤ n− (a1 + 1 + r) ≤ n′ + r − (a1 + 1 + r) = n′ − a1 − 1 = a2 − 1.
As such, La2−1 contains C2y2 .
• Assume s > 0. Since y1 = a1 + 1 + k+ s, an (a1 + 1 + s, k)-weak ladder consisting of La1 and
the first s+ 1 rung of La2 contains C2y1 . Moreover,
y2 = n− (a1 + 1 + k + s) ≤ n′ + r − (a1 + 1 + r + s) ≤ (n′ − a1)− (1 + s) ≤ a2 − (1 + s).
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As such, La2−1−s contains C2y2 .
Thus a2 ≤ y1 ≤ a1 + r; by a symmetric argument we obtain a2 ≤ y1, y2 ≤ a1 + r. If there exists
y ∈ N0, then Ln′′ contains C2y and y1 + y2 ≤ n− y ≤ n− 2 ≤ n′ = a1 + a2; then y1 = a1, y2 = a2,
which implies that Lai contains C2yi for i ∈ 1, 2. Therefore, a1 ≤ a2 ≤ n1 ≤ n2 ≤ a1 + r ≤ a1 + 2,
which implies that ⌊
n+ 1− r
2
⌋
≤ n1 ≤ n
2
≤ n2 ≤
⌈
n+ r − 1
2
⌉
.
We will next show that in special situations it is easy to find a weak ladder. To prove our next
lemma we will need the following theorem of Posa [16].
Theorem 3.5. [16] [L.Posa] Let G be a graph on n ≥ 3 vertices. If for every positive integer
k < n−12 , |{v : dG(v) ≤ k}| < k and if, for odd n, |{v : dG(v) ≤ n−12 }| ≤ n−12 , then G is Hamiltonian.
First, we will address the case of an almost complete graph.
Lemma 3.6. Let τ ∈ (0, 1/10) and τn ≥ 100. Let G = (V,E) be a graph of order n such that
there exists V ′ ⊂ V such that |V ′| ≥ (1 − τ)n and for any w ∈ V \V ′, |N(w) ∩ V ′| ≥ 4τ |V ′| where
V ′ = {v ∈ V : |N(v) ∩ V ′| ≥ (1− τ)|V ′|}. Let u1, v1, u2, v2 ∈ V . The followings hold.
1. There exists z ∈ V and a ladder Ln1 in G[V \{u1, v1, u2, v2, z}] such that Ln1 has {x1, y1}, {x2, y2}
as its first, last rung where x1 ∈ N(u1), y1 ∈ N(v1), z ∈ N(u1) ∩ N(x1), x2 ∈ N(u2), y2 ∈
N(v2) and n1 = bn−52 c.
2. Let x ∈ N(u1), y ∈ N(v1) be such that x ∼ y. G contains Lbn−2
2
c in G[V \ {u1, v1}] having
{x, y} as its first rung.
3. Let x ∈ N(u1) and y ∈ N(v1) be such that x ∼ y. For any z ∈ N(u1) ∩ N(x), G contains
Lbn−3
2
c in G[V \ {u1, v1, z}] having {x, y} as its first rung.
4. Let x ∈ N(u1) ∩N(v1). G contains Lbn−1
2
c in G[V \ {u1}] having {x, v1} as its first rung.
5. G contains a Hamilton path P having u1, v1 as its end vertices.
We call the vertex z in parts 1 and 3 the parity vertex.
Proof. We will only prove part (1) as the other parts are very similar. Let V ′′ = V \ V ′. Since
|N(u1) ∩ V ′|, |N(v1) ∩ V ′| ≥ 4τ |V ′| > 3τn, there exists x1 ∈ N(u1) ∩ V ′, y1 ∈ N(v1) ∩ V ′ such that
x1 ∼ y1 and the same is true for vertices u2, v2. Let e1 = {x1, y1}, e2 = {x2, y2}. Moreover, since
|N(u1) ∩N(x1)| ≥ 3τ |V ′| > 8, we can choose z ∈ N(u1) ∩N(x1) which is different than any other
vertex already chosen.
Now, let G′ = G[V \ {u1, v1, u2, v2, x1, y1, x2, y2, z}] and redefine V ′ := V ′ ∩ V (G′), V ′′ :=
V ′′ ∩ V (G′). For any w ∈ V ′′, |N(w) ∩ V ′| ≥ 3τn − 9 > τn ≥ |V ′′|, so there exists a matching
M1 ∈ E(V ′′, V ′) saturating V ′′. Note that |M1| ≤ |V ′′| ≤ τn. Let G′′ = G[V ′ \ V (M1)]. Since
δ(G′′) ≥ (1− τ)2n− (2τn+ 9) > (1− 5τ)n > n
2
>
|G′′|
2
,
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G′′ is Hamiltonian, so there exists a matching of size
⌊ |G′′|
2
⌋
in G′′, say M2. Let M = M1 ∪M2
and define the auxiliary graph H = (M,E′) with the vertex set M and the edge set E′ as follows:
Let e′ = {x′, y′}, e′′ = {x′′, y′′} ∈ M . If e′, e′′ ∈ M1 then {e′, e′′} /∈ E′. Otherwise, {e′, e′′} ∈ E′ if
G[e′, e′′] contains a matching of size 2.
If e ∈M1 then dH(e) ≥ |NH(e)∩M2| > τn, and for any other e ∈M2, dH(e) ≥ |NH(e)∩M2| ≥
|M2| − τ |V ′| ≥ (12 − 3τ)n > |H|2 . Since |M1| ≤ τn, by Theorem 3.5, H contains a Hamiltonian cycle
C, say C := u1 . . . un′ where n
′ = bn−92 c.
Since dH(e1), dH(e2) >
|H|
2 , there exists i ∈ [n′] such that ui ∈ N(e1), ui+1 ∈ N(e2) then
e1uiCui+1e2, gives a ladder Ln1 having e1 and e2 as its first and last rungs with n1 = n
′ + 2 =
bn−52 c.
We call the graph satisfying the condition in Lemma 3.6 a τ -complete graph, the vertex set V ′
the major set and V ′′ the minor set .
Fact 3.7. If G is τ -complete then for any subset U of the minor set, G[V \ U ] is still τ -complete.
Moreover,
Corollary 3.8. Let τ ∈ (0, 1/10). Let G = (V,E) be a graph and X1 ⊂ V,X2 ⊂ V be two
disjoint vertex subsets such that G[X], G[Y ] are τ -complete and |X1|, |X2| ≥ 100τ . Suppose that
there exist {u1, u2}, {v1, v2} ∈ E(X1, X2). Then G[X1 ∪ X2] contains (n′, 2)-weak ladder where
n′ ≥ b |X1|2 c+ b |X2|2 c − 2. Furthermore, if u1 ∼ v1 or u2 ∼ v2 then G[X1 ∪X2] contains (n′, 1)-weak
ladder where n′ ≥
⌊ |X1|
2
⌋
+
⌊ |X2|
2
⌋
− 1.
Proof. For i ∈ [2], by Lemma 3.6 (2), G[Xi] contains Lb |Xi|−2
2
c having {xi, yi} as its first rung where
xi ∈ N(ui), yi ∈ N(vi). By attaching two ladders with {u1, u2}, {v1, v2}, we obtain a (n′, 2)-weak
ladder where n′ ≥ b |X1|2 c+ b |X2|2 c − 2 and the ”Furthermore” is obvious.
Next, we will address the case of almost complete bipartite graph.
Lemma 3.9. Let τ ∈ (0, 1100). Let G = (X,Y,E) be a bipartite graph with bipartition X,Y such
that n = |X| = |Y | and τn ≥ 100. Suppose that there exists X ′ ⊂ X,Y ′ ⊂ Y such that for any
x ∈ X ′, y ∈ Y ′, |N(x) ∩ Y ′| ≥ (1 − τ)n, |N(y) ∩ X ′| ≥ (1 − τ)n and for any x ∈ X \ X ′, y ∈
Y \ Y ′, |N(x) ∩ Y ′| ≥ 4τn, |N(y) ∩ X ′| ≥ 4τn. Let e1, e2, e3, e4 be such that for any ei, i ∈ [4],
|ei ∩ (X ′ ∪ Y ′)| ≥ 1. Then G contains Ln having ei as its f(i)th rung where f(1) = 1 and for any
i ∈ [3], 0 < f(i+1)−f(i) ≤ 3. Furthermore, if |ei∩(X ′∪Y ′)| = 2 then we have |f(i+1)−f(i)| ≤ 2.
Proof. Let V ′ = X ′ ∪ Y ′, V ′′ = X ′′ ∪ Y ′′ and note that |X ′|, |Y ′| ≥ (1 − τ)n. Let i ∈ [3]. If
|ei∩(X ′∪Y ′)| = 2 then we can choose e ∈ E(X ′, Y ′) such that G[e, ei] ∼= K2,2 and G[e, ei+1] ∼= K2,2.
Otherwise, we can choose e′, e′′ ∈ E(X ′, Y ′) such that G[ei, e′], G[e′, e′′], G[e′′, ei+1] ∼= K2,2. Hence
we obtain a Lq where q ≤ 10 having ei as its f(i)th rung such that f : [4] → [q] satisfies the
condition in the lemma.
Now, letX ′ = X ′\V (Lq) and Y ′ = Y ′\V (Lq), setX ′′ = X ′′\V (Lq) and Y ′′ = Y ′′\V (Lq), and set
X = X ′∪X ′′, Y = Y ′∪Y ′′. Note that V = X∪Y . For any x ∈ X ′′, since |N(x)∩Y ′| ≥ 3τn > |X ′′|,
there exists a matching MX′′ saturating X
′′. Similarly, there exists matching MY ′′ saturating Y ′′.
Let M1 = MX′′ ∪MY ′′ and G′ = G[V \ V (M1)]. For each e = {xi, yi} ∈ M1, we can pick
x′i, x
′′
i ∈ (N(yi) ∩ X ′), y′i, y′′i ∈ N(xi) ∩ Y ′, so that all vertices are distinct and x′i ∼ y′i, x′′i ∼ y′′i .
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This is possible because |N(yi) ∩ X ′| > 3τn ≥ 3|MX′′ | and |N(xi) ∩ Y ′| > 3τn ≥ 3|MY ′′ |. Then
G[{xi, yi, x′i, x′′i , y′i, y′′i }] contains a 3-ladder, which we will denote by Li. We have |X ′′|+ |Y ′′| = m
3-ladders each containing exactly one vertex from X ′′ ∪ Y ′′.
Let X ′′′ = X ′ \ (∪i∈[m]Li), Y ′′′ = Y ′ \ (∪i∈[m]Li). Then |Y ′′′| = |X ′′′| ≥ (1 − 3τ)n − q > n/2.
For any x ∈ X ′′′,
|N(x) ∩ Y ′′′| ≥ |Y ′′′| − τn− |(V (M¯1) ∩ Y ′′′|
> |Y ′′′| − 4τn
> (1− 8τ)|Y ′′′| > |Y
′′′|
2
,
so there exists a matching M2 saturating X
′′′. Define the auxiliary graph H as follows. For every
Li, consider vertex vLi and let
V (H) = {vLi : i ∈ [m]} ∪ {e : e ∈M2}.
For e = {ai, bi}, e′ = {aj , bj} ∈ M2, we put {e, e′} ∈ E(H) if G[{ai, aj}, {bi, bj}] = K2,2; for vLi ∈
V (H) and e = {aj , bj} ∈M2, we put {vLi , e} ∈ E(H) if aj ∈ N(y′i)∩N(y′′i ) and bj ∈ N(x′i)∩N(x′′i ).
Then δ(H) ≥ |H| − 10τn > |H|/2 and so H is Hamiltonian; this gives the desired ladder Ln by
attaching Lq as its first q rungs.
Similarly, we also have another lemma for the case that G is almost complete bipartite, but the
sizes of the sets in the bipartition differ.
Lemma 3.10. Let τ ∈ (0, 1100) and C ∈ R be such that τC ≤ 1300 . Let G = (X,Y,E) be a bipartite
graph with bipartition X,Y such that n = |Y | ≤ |X| ≤ Cn and τn ≥ 100. Suppose that there exists
X ′ ⊂ X,Y ′ ⊂ Y such that for any y ∈ Y ′ we have |N(y) ∩ X| ≥ (1 − τ)|X|, and for any x ∈ X
we have |N(x) ∩ Y ′| ≥ (1 − τ)|Y ′|. Suppose also every y ∈ Y \ Y ′ satisfies |N(y) ∩ X| ≥ 4τ |X|.
Let e1, e2, e3, e4 be such that for any ei, i ∈ [4], |ei ∩ (X ′ ∪ Y ′)| ≥ 1. Then G contains Ln having
ei as its f(i)th rung where f(1) = 1 and for any i ∈ [3], 0 < f(i + 1) − f(i) ≤ 3. Furthermore, if
|ei ∩ (X ′ ∪ Y ′)| = 2 then we have |f(i+ 1)− f(i)| ≤ 2.
Proof. The proof is similar to the proof of Lemma 3.9. In the same way, we obtain Lq containing
e1, e2, e3, e4 in desired positions and let X = X \V (Lq), Y ′ = Y ′ \V (Lq), Y ′′ = (Y \Y ′) \V (Lq), so
that V = X ∪ Y ′ ∪ Y ′′. For any y ∈ Y ′′, since |N(y) ∩X| ≥ 3τ |X| > |Y ′′|, there exists a matching
M saturating Y ′′.
LetG′ = G[V \V (M)]. For each e = {xi, yi} ∈M , we can pick x′i, x′′i ∈ N(yi), y′i, y′′i ∈ N(xi)∩Y ′,
so that all vertices are distinct and x′i ∼ y′i, x′′i ∼ y′′i . This is possible because |N(yi)∩X ′| > 3τ |X| ≥
3|M | and for any xi, x′i, x′′i , |NG′(xi) ∩ Y ′|, |NG′(x′i) ∩ Y ′|, |NG′(x′′i ) ∩ Y ′| > (1 − τ)n > (12 + 3τ)n.
Then G[{xi, yi, x′i, x′′i , y′i, y′′i }] contains a 3-ladder, which we will denote by Li. We have |Y ′′| = m
3-ladders each containing exactly one vertex from Y ′′.
Let Y ′′′ = Y ′ \ (∪i∈[m]Li) and choose X ′′′ ⊂ X \ (∪i∈[m]Li) such that |X ′′′| = |Y ′′′|. Then
|Y ′′′| = |X ′′′| ≥ (1− 3τ)n− q > n/2. For any x ∈ X ′′′,
|N(x) ∩ Y ′′′| ≥ |Y ′′′| − τn− |(V (M¯1) ∩ Y ′′′|
> |Y ′′′| − 4τn
> (1− 8τ)|Y ′′′| > |Y
′′′|
2
,
9
so there exists a matching M2 saturating X
′′′. Define the auxiliary graph H as follows. For every
Li, consider vertex vLi and let
V (H) = {vLi : i ∈ [m]} ∪ {e : e ∈M2}.
For e = {ai, bi}, e′ = {aj , bj} ∈ M2, {e, e′} ∈ E(H) if G[{ai, aj}, {bi, bj}] = K2,2 and for vLi ∈
V (H), e = {aj , bj} ∈ M2, {vLi , e} ∈ E(H) if aj ∈ N(y′i) ∩ N(y′′i ), bj ∈ N(x′i) ∩ N(x′′i ). Then
δ(H) ≥ |H| − 20Cτn > |H|/2 and then H is Hamiltonian, which gives a desired ladder Ln by
attaching Lq as its first q rungs.
A T-graph is graph obtained from two disjoint paths P1 = v1, . . . , vm and P2 = w1, . . . , wl by
adding an edge w1vi for some i = 1, . . . ,m. In [7], it is shown that if P = V1, . . . , V2s is a path
consisting of pairwise-disjoint sets Vi such that |V1| = l− 1, |V2s−1| = l+ 1, |Vi| = l for every other
i, and in which (Vi, Vi+1) is (, δ)-super regular for suitably chosen  and δ, then G [
⋃
Vi] contains
a spanning ladder. We will use this result in one part of our argument but in many other places
the following, much weaker statement will suffice.
Lemma 3.11. There exist 0 < , 10
√
 < d < 1, and l0 such that the following holds. Let
P = V1, . . . , Vr be a path consisting of pairwise-disjoint sets Vi such that |Vi| = l ≥ l0 and in which
(Vi, Vi+1) is (, d)-super regular. In addition, let x1 ∈ V1, x2 ∈ V2. Then G [
⋃
Vi \ {x1, x2}] contains
a ladder L such that the first rung of L is in N(x1) ∩ V2, N(x2) ∩ V1 and |L| ≥ (1− 5
√
/d)rl.
Proof. We will construct L in a step by step fashion. Initially, let L := ∅ and let k ∈ [2]. We
have |N(xk) ∩ V3−k| ≥ dl > l and so there exist x′1, x′2 such that x′k ∈ N(xk), x′1x′2 ∈ E and
|N(x′k) ∩ Vk \L| ≥ dl− 1 ≥ 2
√
l. For the general step, suppose x1 ∈ V1, x2 ∈ V2 are the endpoints
of L and |N(xk)∩V3−k \L| ≥ 2
√
l. Let Uk := Vk \L and suppose |Uk| ≥ 5
√
l/d. Then, by Lemma
2.3, (Uk, N(xk)∩V3−k \L) is
√
-regular with density at least d/2. Thus all but at most
√
l vertices
v ∈ N(xk)∩V3−k \L have |N(v)∩Uk| ≥ (d2 −
√
)|Uk| ≥ 2
√
l+ 1. Since |N(xk)∩V3−k \L| ≥ 2
√
l,
there are Ak ⊂ N(xk) ∩ V3−k \ L such that |Ak| ≥
√
l and every vertex v ∈ Ak has |N(v) ∩ Uk| ≥
2
√
l+1. Hence there exist x′1 ∈ A1, x′2 ∈ A2 such that x′1x′2 ∈ E and |N(x′k)∩Vk\(L∪{xk})| ≥ 2
√
l
and we can add one more rung to L from V1 × V2. To move from (V1, V2) to (V3, V4) suppose L
ends in x1 ∈ V1, x2 ∈ V2. Pick x′1 ∈ N(x1) ∩ V2 \ L so that |N(x2) ∩ N(x′1) ∩ V3| ≥ 2
√
l. Note
that |N(x2) ∩ V3| ≥ dl, |N(x1) ∩ V2 \ L| ≥ 2
√
l and so x′1 can be found in the same way as
above. Next find x′2, x3 ∈ N(x2) ∩ N(x′1) ∩ V3 such that |N(x′2) ∩ N(x3) ∩ V4| > 0, and finally
let x4 ∈ N(x′2) ∩ N(x3) ∩ V4. Then {x3, x4} ∈ E, x3 ∈ N(x2) ∩ N(x′1) ∩ V3, x4 ∈ N(x′2) ∩ V4 and
|N(x3) ∩ (V4 \ {x4})|, |N(x4) ∩ (V3 \ {x′2, x3})| ≥ dl − 2 ≥ 2
√
l.
We will need the following observation.
Fact 3.12. Let G be a 2-connected graph on n vertices such that δ(G) ≥ αn, n > 10
α2
and let U1, U2
be two disjoin sets such that |Ui| ≥ 2. Then there exist two disjoint U1 − U2 paths P1, P2 such that
|P1|+ |P2| ≤ 10α .
Proof. Let P1, P2 be two U1 − U2 paths such that |P1| + |P2| is the smallest. Without loss of
generality, |P1| ≤ |P2|. Note that both paths are induced subgraphs and suppose P2 := v1 . . . vl,
l > 5/α. Let A = {v3i : i ∈ [ l3 ]}. If for any x, y ∈ A, |N(x) ∩N(y)| ≤ 1 then
| ∪v∈A N(v) ∩ (V \ V (P2))| ≥
|A|∑
i=0
max{(αn− 2− i), 0} > n,
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a contradiction. Hence there exist two vertices x, y in P2 such that distP2(x, y) > 2 and |NG(x) ∩
NG(y)| ≥ 2. Then NG(x) ∩NG(y) ∩ (V \ V (P1)) = ∅ or we get a shorter U1 − U2. Thus |NG(x) ∩
NG(y) ∩ V (P1)| ≥ 2 and we again get shorter disjoint U1 − U2 paths.
As our last fact in this section we will show that a component in our graph either contain two
disjoint paths of total length much bigger than its minimum degree or the component has a very
specific structure.
Theorem 3.13. Let C be a component in a graph G which satisfies |C| ≥ 2δ(G). If G[C] does not
contain a Hamiltonian path then either there exists a path P1 such that for any v ∈ V (C)\V (P1),
N(v) ⊂ V (P1) or there exist two disjoint paths P1, P2 such that |V (P1)|+ |V (P2)| > 3δ(G).
Proof. Let P1 be a maximum path in C, say P1 = v1, . . . , vr. If P1 is a Hamiltonian path or
G[V (C)\V (P1)] is independent then we are done; thus we may assume that there exists a path in
G[V (C)\V (P1)], say P2 = u1, . . . , us such that s ≥ 2. Let
A = {i : vi ∈ N(v1) ∩ V (P1)}, A− = {i− 1 : i ∈ A},
B = {i : vi ∈ N(vr) ∩ V (P1)}, B+ = {i+ 1 : i ∈ B}.
If G[V (P1)] contains a cycle of length at least |V (P1)| − 1 then it gives a longer path by attaching
P2 to the cycle. Therefore,
A− ∩B+ = ∅,
which implies that
|A− ∪B+| ≥ 2δ(G).
By the maximality of P2,
N(u1) ⊂ V (P2) ∪ V (P1).
By the maximality of P1,
N(u1) ∩ (A− ∪B+) = ∅.
Therefore,
δ(G) ≤ d(u1) ≤ r − 2δ(G) + s− 1,
which implies that
|V (P1)|+ |V (P2)| = r + s ≥ 3δ(G) + 1.
4 The first non-extremal case
In this section we will address the case when G is non-extremal and αn ≤ δ(G) ≤ (1/2 − γ)n for
some α, γ > 0. In order to do this, of course, we must first define what it means to be extremal.
Definition 4.1. Let G be a graph with δ(G) = δ. We say that G is β-extremal if there exists
a set B ⊂ V (G) such that |B| ≥ (1 − δ/n − β)n and all but at most 4βn vertices v ∈ B have
|N(v) ∩B| ≤ βn.
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Then the main theorem in this section follows.
Theorem 4.2. Let α, γ ∈ (0, 12) and let β > 0 be such that β < ( α400)2 ≤ 1640000 . Then there exists
N(α, γ) ∈ N such that for all n ≥ N the following holds. For every 2-connected graph G on n
vertices with αn ≤ δ(G) ≤ (1/2 − γ)n which is not β-extremal and every n1, . . . , nl ≥ 2 such that∑
ni = δ
(i) G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl or
(ii) δ is even, n1 = n2 =
δ
2 and G is one a graph from Example 1.4.
Proof. Fix constants d1 := min
{
α6
1010
, γ10 , β
2
}
, d2 :=
d1
2 and let 1, 2, 3 be such that 1 < 3001 <
2 < 
1/4
2 <
3
10 < 103 < d2. Applying Lemma 2.2 with parameters 1 and m, we obtain our
necessary N = N(1,m) and M = M(1,m). Let N(α) = max
{
N,
⌈
100M
α3
⌉}
and let G be an
arbitrary graph with |G| = n ≥ N(α) and δ = δ(G) ≥ αn. By Lemma 2.2 and some standard
computations, we obtain an 1-regular partition {V0, V1, ..., Vt} of G with t ∈ [m,M ], |V0| ≤ 1n
and such that there are at most 1t pairs of indexes {i, j} ∈
(
[t]
2
)
such that (Vi, Vj) is not 1-regular.
Let l := |Vi| for i ≥ 1 and note that
(1− 1)n
t
≤ l ≤ n
t
.
Now, let R be the cluster graph with threshold d1, that is, given {V0, V1, ..., Vt} as above,
V (R) = {V1, . . . , Vt} and E(R) = {ViVj : (Vi, Vj) is 1-regular with d(Vi, Vj) ≥ d1}. In view of the
definition of 1 and d1 we have the following,
δ(R) ≥ (δ/n− 2d1)t (1)
Lemma 4.3. Let C be a component in R which contains a T-graph H with |H| ≥ (2δ/n + 3)t.
Then G contains a (n′, r)−weak ladder where n′ ≥ δ + r.
Proof. Since ∆(H) ≤ 3, by Lemma 3.1 applied to H there exist subsets V ′i ⊆ Vi for every Vi ∈ V (H)
such that (V ′i , V
′
j ) is (2, d2)-super-regular for every ViVj ∈ H and∣∣V ′i ∣∣ ≥ (1− 2)l.
Let P = U ′1, . . . , U ′s, Q = U ′i ,W
′
1, . . . ,W
′
r denote the two paths forming H. Note that if i+ r ≥
(2δ/n+ 3), then G[
⋃i
j=1 U
′
j ∪
⋃r
j=1W
′
j ] contains a ladder on m vertices where
m ≥ (2δ/n+ 3)(1− 2)(1− 1)n ≥ 2δ.
Otherwise, let x ∈ U ′i+1, y ∈ U ′i+2. There is an x, z-path P on r+ 1 vertices for some z ∈W ′r−1 and
a y, w-path Q on r+ 1 vertices for some w ∈W ′r−2 which is disjoint from P . By Lemma 3.11, there
is a ladder L′ on (i+ r)(1− 2)(1− 5√2/d2)l vertices in G[U ′1 ∪ · · ·U ′i ∪W ′1 ∪ . . .W ′r] which ends at
z′ ∈ N(z)∩W ′r and w′ ∈ N(w)∩W ′r−1 and a ladder L′′ on (s− i)(1− 2)(1− 5
√
2/d2)l vertices in
G[U ′i+2∪U ′s] which ends at x′ ∈ N(x)∩U ′i+2 and y′ ∈ N(y)∩U ′i+3 such that L∩(P∪Q), L′∩(P∪Q) =
∅. Then |L′|+|L′′| ≥ (2δ/n+3)t(1−2)(1−5√2/d2)l ≥ 2δ+ 3n2 , |P | = |Q| = r+1 and 3n4 −(r+1) ≥
0. Thus L1 ∪ P ′ ∪ Q′ ∪ L2 contains a (n′, r + 1)−weak ladder where P ′ = x′Pz′, Q′ = y′Qw′ and
n′ − (r + 1) ≥ δ.
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Lemma 4.4. Let C be a component in R and suppose |C| ≥ (2δ/n + 3)t. Then either there is a
T-graph H such that |H| ≥ (2δ/n+3)t, or there is a set I ⊂ V (C) such that |I| ≥ |C|−(δ/n+8d1)t
and ||R[I]|| = 0.
Proof. Let P1 = V1, . . . , Vs be a path of maximum length in C and subject to this is such that
||R[V (C) \ V (P1)]|| is maximum. By Theorem 3.13 we may assume that s < (2δ/n+ 3)t and that
for any W ∈ V (C)\V (P1), N(W ) ⊂ V (P1) (i.e. ||R[V (C) \ V (P1)]|| = 0). Let W ∈ V (C)\V (P1)
be arbitrary and let
W = {i ∈ [s] : Vi ∈ N(W )},
W+ = {i ∈ [s] : i− 1 ∈ W, i+ 1 ∈ W},
W++ = {i ∈ [s] : i ∈ W, i− 1, i− 2 /∈ W}.
Since P1 is a longest path, W ∩W+ = ∅.
In addition, note that |W+|+ |W++|+1 = |NR(W )|. As a result, if |W+| = (δ/n−Cd1)t, C ≥ 7
then |W++| ≥ (C − 2)d1t. But then,
|V (P1)| ≥ 2|W+|+ 3|W++|
≥ 2(δ/n− Cd1)t+ 3 · (C − 2)d1t
≥ (2δ/n+ (C − 6)d1)t > 2(δ/n+ 3)t > |V (P1)|.
Thus we may assume that |W+| > (δ/n − 7d1)t. Let I := {Vi|i ∈ W+} ∪ (V (R)\V (P1)). Then
|I| ≥ |C| − (|V (P1)| − |W+|) ≥ |C| − (δ/n + 8d1)t. We will show that I is an independent set in
R. Clearly V (C) \ V (P1) is independent. Suppose there is W ′ ∈ V (C)\V (P1) such that for some
i ∈ W+, Vi ∈ NR(W ′). Let P ′1 be obtained from P1 by exchanging Vi with W and note that the
length of P ′1 is equal to the length of P1 but ||R[V (C) \V (P ′1)]|| 6= 0 contradicting the choice of P1.
Now suppose ViVj ∈ R for some i, j ∈ W+, with i < j. Then P ′1 := VsP1Vj+1WVi+1P1VjViP1V1 is
a longer path.
In the following lemma, we show that for graphs whose reduced graphs are connected, either
the graph contains a δ-weak ladder, hence it includes the claimed number of cycle lengths, or again
it is very nearly our extremal structure.
Lemma 4.5. If R is connected, then either G contains a (n′, r)−weak ladder where n′ ≥ δ + r, or
there exists a set V ′ ⊂ V such that |V ′| ≥ (1 − δ/n − β)n, such that all but at most 4βn vertices
v ∈ V ′ have |NG′(v)| ≤ βn where G′ = G[V ′].
Proof. Since 2δ/n + 3 ≤ 2(1/2 − γ) + 3 ≤ 1, By Claim 4.4 and Claim 4.3, we may assume that
there is I ⊂ V (R) such that |I| ≥ |C| − (δ/n + 8d1)t = (1 − δ/n − 8d1)t and ||R[I]|| = 0. Let
V ′ = ∪X∈IX. Then
|V ′| = l|I| ≥ l(1− δ/n− 8d1)t ≥ (1− δ/n− 9d1)n ≥ (1− δ/n− β)n.
Let W = {w ∈ V ′ : |NV ′(w)| ≥
√
d1n}. We claim that |W | < 4
√
d1n ≤ 4βn. Suppose otherwise.
Then we have
||G[V ′]|| ≥ 4
√
d1n ·
√
d1n
2
= 2d1n
2.
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which implies that there is at least one edge in R[I]. Indeed, there are at most 1t
2l2 ≤ 1n2 edges
in irregular pairs, at most d1t
2l2 ≤ d1n2 edges in pairs (A,B) with d(A,B) ≤ d1, and at most
t
(
l
2
)
< 1n
2 edges in
⋃
i≥1G[Vi].
Thus from Lemma 4.5 we are either done or there is a set V ′ ⊂ V such that |V ′| ≥ (1−α−β)n,
such that all but at most 4βn vertices v ∈ V ′ have |NG′(v)| ≤ βn. The latter case will be addressed
in the section which contains the extremal case.
However, we are not done yet with the non-extremal case because R can be disconnected.
Indeed, it is this part of the argument which requires careful analysis and uses the fact that G is
2-connected. We will split the proof into lemmas based on the nature of components in R and will
assume in the rest of the section that R is disconnected.
Lemma 4.6. If R is disconnected and contains a component C which is not bipartite and a com-
ponent C ′ such that |C ′| > (δ/n+ 3d1)t then G contains a (n′, r)−weak ladder for some n′ ≥ δ+ r.
Proof. Note that C and C ′ can be the same component. Let C,C ′ be two components such that
|C|+ |C ′| ≥ (2δ/n+d1)t and suppose C in not bipartite path. Then there exist path P = V1, . . . , Vs
in C and Q = U1, . . . , Ur in C
′ such that |P |+ |Q| ≥ (2δ/n+ d1)t. In addition, C contains an odd
cycle B.
Let P¯ be obtained from P be applying Lemma 3.1 and let Q¯ be obtained from Q by applying
Lemma 3.1 and let V ′1 , . . . , V ′s , U ′1, . . . , U ′r denote the modified clusters. Let U1 :=
⋃
V ∈P¯ V , U2 :=⋃
V ∈Q¯ V . Since G is 2-connected, from Fact 3.12, there exist two disjoint U1 − U2 paths Q1, Q2
in G such that |Q1| + |Q2| ≤ 10α . Let {xk, yk} = (V (Q1) ∪ V (Q2) ∩ Uk. We will extend Q1, Q2
to paths Q′1, Q′2, so that Q′1 ∩ Q′2 = ∅, the endpoints of Q′1 are in U ′1, V ′1 , the endpoints of Q′2
are in U ′2, V ′2 and |Q′1| = |Q′2| ≤ K for some constant K which depends on α only. For C ′ we
simply find short paths from x2, y2 to U
′
1, U
′
2, that is, let x
′
2 ∈ U ′1, y′2 ∈ U ′2 and find paths S1, S2
so that S1 ∩ S2 = ∅, S1 is an x′2, x2-path, S2 is a y′2, y2-path, |Si| ≤ r and ||S1| − |S2|| ≤ 1. Let
S′i := Si ∪Qi. Note that |S′i| ≤ r + 10α but the paths can have different lengths. Let R1 be a path
in G[C] on at most |C| vertices from x1 to a vertex x′1 ∈ V ′1 which does not intersect S′1. Note
that for every V ∈ C, |V ∩ (S′1 ∪ S′2 ∪ R1)| is a constant and so if (V,W ) is (, d)-super-regular
then (V \ (S′1 ∪ S′2 ∪ R1),W \ (S′1 ∪ S′2 ∪ R1)) is (2, d/2)-super-regular. Consequently, using the
fact that C contains an odd cycle, it is possible to find a path R2 from y2 to a vertex y
′
2 ∈ V2
so that |R2| ≤ |C|, R2 ∩ (S′1 ∪ S′2 ∪ R1) = ∅, and |R1| + |S′1|, |R2| + |S′2| have the same parity. If
|R1|+ |S′1| > |R2|+ |S′2|, then use (V ′1 , V ′2) to extend R2 so that the equality holds. Let Q′1, Q′2 be
the resulting paths. Note that |Q′1| + |Q′2| is constant and since |P | + |Q| ≥ (2δ/n + d1)t we can
find two ladders Ln1 in G[P ], Ln2 in G[Q] such that n1 +n2 ≥ δ+d1n/4, (L1∪L2)∩ (Q′1∪Q′2) = ∅
and such that Li ends in N(x
′
i), N(y
′
i).
Next we will address the case when all components are bipartite.
Lemma 4.7. If R is disconnected and every component is bipartite, then G contains either Lδ or
a (n′, r)−weak ladder for some n′, r such that n′ ≥ δ + r.
Proof. Let ξ := 20d1/α
2, τ := 20
√
d1/α
2 and let q be the number of components in R and let D be
a component in R. Then D is bipartite and so |D| ≥ 2δ(R) ≥ 2(δ/n − 2d1)t. Thus, in particular,
q ≤ 1/(2(δ/n− 2d1)) ≤ n/δ.
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For a component D in R, if |D| ≥ (2δ/n + 3)t, then by Lemma 4.4 and Lemma 4.3, we may
assume that there is an independent set I ⊂ V (D) such that |I| ≥ |D| − (δ/n + 8d1)t. Suppose
components are D1, D2, . . . , Dq and Di has bipartition Ai, Bi such that |Ai| ≤ |Bi|. Then, we have
(δ/n− 2d1)t ≤ |Ai| ≤ (δ/n+ 8d1)t
and |Bi| ≥ (δ/n− 2d1)t. Let Xi :=
⋃
W∈AiW,Yi :=
⋃
W∈BiW and Gi := G[Xi, Yi]. Then
δ − 3d1n ≤ |Xi| ≤ δ + 8d1n
and
δ − 3d1n ≤ |Yi|.
In addition, since Bi is independent in R, ||Gi|| = e(Xi, Yi) ≥ δ|Yi| − 2d1n2 ≥ |Xi||Yi| − 10d1n2 ≥
(1− ξ)|Xi||Yi|.
Let X ′i := {x ∈ Xi||NG(x) ∩ Yi| ≥ (1 −
√
ξ)|Yi|} and note that |X ′i| ≥ (1 −
√
ξ)|Xi| ≥ 2δ3 .
Similarly let Y ′i := {y ∈ Yi||NG(y) ∩Xi| ≥ (1 −
√
ξ)|Xi|} and note that |Y ′i | ≥ (1 −
√
ξ)|Yi| ≥ 2δ3 .
Let G′ := G[X ′i, Y
′
i ] and note that for every vertex x ∈ X ′i,
|NG(x) ∩ Y ′i | ≥ (1− 2
√
ξ)|Y ′i |, (2)
and the corresponding statement is true for vertices in Y ′i .
Let V ′0 := V0 ∪
⋃
i((Xi \ X ′i) ∪ (Yi \ Y ′i )) and note that |V ′0 | ≤ (2
√
ξ + 1)n ≤ 3
√
ξn. Then for
every vertex v ∈ V ′0 we have |NG(v) ∩ (V (G) \ V ′0)| ≥ δ/2. Thus, since the number of components
is at most n/δ, for every v ∈ V ′0 there is i ∈ [q] such that |NG(v) ∩X ′i| + |NG(v) ∩ Y ′i | ≥ δ2/(2n)
and we assign v to Y ′i (X
′
i) if |NG(v) ∩X ′i| ≥ δ2/(4n) (|NG(v) ∩ Y ′i | ≥ δ2/(4n)) so that every v is
assigned to exactly one set. Let X ′′i , (Y
′′
i ) denote the set of vertices assigned to X
′
i (Y
′
i ) and let
V ′i := X
′
i ∪X ′′i ∪ Y ′i ∪ Y ′′i .
First assume that there exists i such that min{|X ′i ∪X ′′i |, |Y ′i ∪ Y ′′i |} ≥ δ. If |X ′i|, |Y ′i | ≤ δ then
by removing some vertices from X ′′i ∪ Y ′′i , we get |X ′i ∪X ′′i | = |Y ′i ∪ Y ′′i | = δ and by Lemma 3.9, we
obtain Lδ. If |X ′i| > δ then choose Zi ⊂ X ′i such that |Zi| = δ and then for every vertex y ∈ Y ′i ,
|NG(y) ∩ Zi| ≥ |Zi| − 2
√
ξ|X ′i| ≥ (1− 2 ·
2
α
√
ξ)|Zi| ≥ (1− τ)δ,
If |Y ′i | > δ then the same is true for vertices x ∈ X ′i. Hence if |X ′i|, |Y ′i | ≥ δ then we can choose
Zi ⊂ X ′i,Wi ⊂ Y ′i such that |Zi| = |Wi| = δ and for any x ∈ Zi, y ∈Wi, |N(x) ∩Wi|, |N(y) ∩ Zi| ≥
(1−γ)δ, so by Lemma 3.9, G contains Lδ. Since |Y ′i | ≤ 2α |X ′i ∪X ′′i |, τ · 2α ≤ 1300 , if |X ′i| < δ, |Y ′i | ≥ δ
then by Lemma 3.10, G[X ′i ∪X ′′i , Y ′i ] contains Lδ.
Now, we may assume that min{|X ′i ∪X ′′i |, |Y ′i ∪ Y ′′i |} < δ for all i ∈ [q].
Claim 4.8. Let i ∈ [q]. If there exists j ∈ [q] such that there exists Zi ∈ {X ′i, Y ′i }, Zj ∈ {X ′j ∪
X ′′j , Y
′
j ∪ Y ′′j } such that E(Zi, Zj) has a matching of size 2, then G contains a (n′, r) weak ladder
such that n′ − r ≥ δ.
Proof. Without loss of generality, let i = 1, j = 2 and Z1 = X
′
1, Z2 = X
′
2∪X ′′2 . Let {u1, u2}, {v1, v2} ∈
E(X ′1, X ′2 ∪X ′′2 ). For i ∈ [2], choose ei such that ui ∈ ei and ei ∩ Y ′1 6= ∅, e′i such that vi ∈ e′i and
e′i∩Y ′2 6= ∅. For i ∈ [2], by Lemma 3.10, G[X ′i ∪X ′′i ∪Y ′i ] contains Lt having ei, e′i are in its first 4th
rung where t ≥ 2δ3 . By attaching these two ladders with {u1, u2}, {v1, v2}, we obtain a (n′, r)-weak
ladder such that r ≤ 10 and n′ − r ≥ (2t− 10)− 10 ≥ 4δ3 − 20 ≥ δ.
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Claim 4.9. If there exists i ∈ [q] such that ||G[X ′i ∪X ′′i ]|| + ||G[Y ′i ∪ Y ′′i ]|| ≥ 2 then G contains a
(n′, r)−weak ladder for some n′ ≥ δ + r.
Proof. Let j 6= i and recall that V ′i = X ′i ∪ X ′′i ∪ Y ′i ∪ Y ′′i , V ′j = X ′j ∪ X ′′j ∪ Y ′j ∪ Y ′′j . Since G is
2-connected there are disjoint V ′i − V ′j -paths P,Q such that |P | + |Q| ≤ 10α from Fact 3.12. Let
{x1} = V (P ) ∩ V ′i , {x2} = V (Q) ∩ V ′i and {y1} = V (P ) ∩ V ′j , {y2} = V (Q) ∩ V ′j .
Let {z1, z2} ∈ E(G[X ′i ∪X ′′i ]) ∪ E(G[Y ′i ∪ Y ′′i ]) be such that |{z1, z2} ∩ {x1, x2}| ≤ 1, which is
possible since ||G[X ′i∪X ′′i ]||+||G[Y ′i ∪Y ′′i ]|| ≥ 2. We remove some vertices in X ′′i ∪Y ′′i \{x1, x2, z1, z2}
and some vertices in X ′′j ∪ Y ′′j \ {y1, y2} so that |X ′i ∪X ′′i | = |Y ′i ∪ Y ′′i |, |X ′j ∪X ′′j | = |Y ′j ∪ Y ′′j |.
For any x ∈ {x1, x2, z1, z2}, if x ∈ X ′i∪X ′′i (Y ′i ∪Y ′′i ) choose x′ ∈ N(x)∩Y ′i (X ′i), say e(x) = {x, x′},
then we have E0 = ∪x∈{x1,x2,z1,z2}e(x) such that |E0| ≤ 4 and for any e ∈ E0, |e ∩ (X ′i ∪ Y ′i )| ≥ 1.
Similarly, for any y ∈ {y1, y2}, if y ∈ X ′j∪X ′′j (Y ′j ∪Y ′′j ) choose y′ ∈ N(y)∩Y ′j (X ′j), say e(y) = {y, y′},
then we have E′0 = ∪y∈{y1,y2}e(y) such that |E′0| = 2 and for any e ∈ E′0, |e∩ (X ′j ∪ Y ′j )| ≥ 1. Then
by Lemma 3.9, there exist ladders L|X′i∪X′′i | in G[V
′
i ] and L|X′j∪X′′j | in G[V
′
j ] such that E0, E
′
0 are in
those first 10 rungs. Since |X ′i∪X ′′i |+|X ′j∪X ′′j | ≥ 4δ3 , and 20+ 5α < δ6 , we obtain (n′, r)−weak ladder
such that n′ ≥ 4δ3 − 20, r ≤ 20 + 10α and so n′ − r ≥ 4δ3 − 10α − 40 ≥ δ + δ3 − 30α ≥ δ.(∵ n ≥ 90α2 .)
Now, we choose i ∈ [q] such that min{|X ′i ∪ X ′′i |, |Y ′i ∪ Y ′′i |} is maximum and we redistribute
vertices from Vj , for j ∈ [q] \ {i} as follows. Without loss of generality, let |X ′i ∪X ′′i | < δ. If there
exists v ∈ V ′j such that |N(v)∩Y ′i | ≥ 4τ |Yi|′ then we move it to X ′′i until |X ′i∪X ′′i | = δ. We apply the
same process to Y ′i ∪Y ′′i if |Y ′i ∪Y ′′i | < δ. After the redistribution, if min{|X ′i∪X ′′i |, |Y ′i ∪Y ′′i |} = δ then
again Lemma 3.9 and Lemma 3.10 imply existence of Lδ. Thus assume |X ′i|+|X ′′i | is less than δ after
redistribution. Since ||G[Y ′i ∪Y ′′i ]|| ≤ 1, at least |Y ′i |−2 vertices y ∈ Y ′i have a neighbor in V (G)\V ′i .
Therefore for some j 6= i and Z ′j ∈ {X ′j∪X ′′j , Yj∪Y ′′j }, |EG(Y ′i , Z ′j)| ≥ (|Y ′i |−2)/(2q−2) ≥ δ|Y ′i |/(3n).
If there is a matching of size two in G[Y ′i , Z
′
j ], then by Claim 4.8, we obtain a (n
′, r)-weak-ladder
with n′ ≥ δ + r. Otherwise, there is a vertex z ∈ Z ′j such that |NG(z) ∩ Y ′i | ≥ 4τ |Y ′i | and then we
can move z to X ′′i .
Finally, we will prove the case when all the components are small.
Lemma 4.10. If every component D of R satisfies |D| ≤ (δ/n + 3d1)t then either G contains
disjoint cycles C2n1 , C2n2 , . . . , C2nl for every n1, . . . , nl ≥ 2 such that
∑
ni = δ or δ is even,
n1 = n2 =
δ
2 and G is one of the graphs from Example 1.4.
Proof. Let ξ = 6d1/α, τ :=
100d1
α2
. Note that 3
√
ξ ≤ τ ≤ α40 < 140 . Since d1 < γ/2, there are at least
three components. Indeed, otherwise
|V | ≤ 2(δ/n+ 3d1)n+ 1n = 2δ + (3d1 + 1)n ≤ n− (2γ − 3d1 − 1) < n.
Let q be a number of components. Let VD =
⋃
X∈DX and let GD = G[VD]. Note that αn/2 ≤
δ − 3d1n ≤ |VD| ≤ δ + 3d1n ≤ 2δ and we have
|EG(VD, V \ VD)| ≤ |D|n
t
d1n+ 1n
2 ≤ 2d1δn.
Thus
|E(GD)| ≥ δ|VD|
2
− 2d1δn ≥
(|VD|
2
)
− 4d1δn ≥ (1− ξ)
(|VD|
2
)
.
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Let V ′D = {v ∈ VD||NG(v)∩VD| ≥ (1−
√
ξ)|VD|} and note that |V ′D| ≥ (1−2
√
ξ)|VD| ≥ (1−3
√
ξ)δ
and for any v ∈ V ′D,
|NG(v) ∩ V ′D| ≥ (1− 3
√
ξ)|V ′D| ≥ (1− τ)|V ′D|.
Move vertices from VD \ V ′D to V0 to obtain V ′0 . We have |V ′0 | ≤ (1 + 2
√
ξ)n ≤ 3√ξn and
|V ′D| ≥ (1 − 2
√
ξ)|VD| ≥ (1 − 3
√
ξ)δ. Now we redistribute vertices from V ′0 as follows. Add v
from V ′0 to V ′′D if |N(v) ∩ V ′D| ≥ 4τ |V ′D|. Since |V ′0 | ≤ 3
√
ξn ≤ δ/3 and the number of components
is at most n/(δ − 3d1n) ≤ 2n/δ, so for every v ∈ V ′0 , there exists a component D such that
|N(v) ∩ V ′D| ≥ α3 δ ≥ α6 |V ′D| ≥ 4τ |V ′D|. Let V ∗D := V ′D ∪ V ′′D. Note that |V ′′D| ≤ 3
√
ξn ≤ τ |V ′D|, which
says |V ′D| ≥ (1− τ)|V ∗D|. Hence for any component D, G[V ∗D] is τ -complete.
Claim 4.11. If D1, D2 are two components and there is a matching of size four between V
∗
D1
and V ∗D2, then G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl for every n1, . . . , nl ≥ 2 such that∑
ni = δ.
Proof. Let D be a component which is different than D1 and D2. By Fact 3.12, there exist two
V ∗D − (V ∗D1 ∪ V ∗D2)-paths P,Q which can contain vertices from at most two edges in the matching.
Let u, v ∈ (V (P ) ∪ V (Q)) ∩ V ∗D, x, y ∈ (V (P ) ∪ V (Q)) ∩ (V ∗D1 ∪ V ∗D2) and let {x′, y′}, {x′′, y′′} be a
matching in E(V ∗D1 , V
∗
D2
) such that {x′, y′, x′′, y′′} ∩ {x, y} = ∅. Then we have two cases:
• x, y are in a same component, without loss of generality, let x, y ∈ V ∗D1 . By applying Lemma
3.6 to each component, we obtain a ladder in each component. If n1 is such that n1 > |V ∗D|−7
then C2ni can be obtained by attaching a ladder in G[VD∗] and some first rungs in a ladder in
G[V ∗D1 ] with P,Q and a parity vertex(if necessary) in G[V
∗
D]. If n2 is such that n2 > |V ∗D2 |− 7
then C2ni can be obtained by attaching a ladder in G[VD2∗] and some last rungs in a ladder in
G[V ∗D1 ] with {x′, x′′}, {y′, y′′}. Moreover, remaining small cycles can be obtained in a ladder
remained in G[V ∗D1 ]. Otherwise, the case is trivial.
• Let x ∈ V ∗D1 , y ∈ V ∗D2 . Since there is a matching of size four between V ∗D1 and V ∗D2 , there is a
matching {x′′′, y′′′} in E(V ∗D1 , V ∗D2) or remaining two matching e1, e2 are such that x ∈ e1, y ∈
e2, say e1 = {x, y′′′}, e2 = {x′′′, y}. In both case, we obtain a ladder starting at N(u), N(v)
in G[V (D∗)]. In the first sub-case, we choose a ladder starting at N(x), N(x′) ending at
N(x′′), N(x′′′) in G[V ∗D1 ] and a ladder starting at N(y), N(y
′) ending at N(y′′), N(y′′′) in
G[V ∗D2 ]. By attaching those three ladders with using parity vertex in an appropriate manner,
we obtain a desired structure containing disjoint cycles. In the other case, we choose a
ladder starting at at N(x), N(x′′′) ending at N(x′), N(x′′) in G[V ∗D1 ] and a ladder starting
at N(y), N(y′′′) ending at N(y′), N(y′′) in G[V ∗D2 ]. Similarly, we are done by attaching those
three ladders.
By Claim 4.11, we may assume that for any i, j ∈ [q], E(V ∗Di , V ∗Dj ) has a matching of at most
3. Then we have another claim which is useful for the arguments follow.
Claim 4.12. Let D be a component. For any X ⊂ V \ VD∗, if |{v ∈ VD∗ : N(v) ∩X 6= ∅}| ≥ |VD∗ |2
then there exists x ∈ X such that |N(v) ∩ V ′D| ≥ 4τ |V ′D|.
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Proof. Let X is a subset of V \ VD∗ and assume that |{v ∈ VD∗ : N(v) ∩X 6= ∅}| ≥ |VD∗ |2 . Then
there exists i ∈ [q] and Y ⊂ V ∗Di such that
|{v ∈ VD∗ : N(v) ∩ Y 6= ∅}| ≥ |VD
∗ |
2
· 1
q
≥ α|VD∗ |
2
.
So, there exists v ∈ Y such that
|N(v) ∩ VD∗ | ≥ α|VD
∗ |
6
,
which implies that
|N(v) ∩ VD′ | ≥ 4τ |V ′D|.
Claim 4.13. Let D∗1, D∗2 be two components. If there exist two distinct vertices x, y ∈ V ∗D1 such
that |N(x)∩V ′D2 |, |N(y)∩V ′D2 | ≥ 4τ |V ′D2 |, then there exists a (n′, r)− weak ladder where r ∈ {1, 2},
n′ + r = b |V
∗
D1
|+|V ∗D2 |
2 c.
Proof. Since |N(x)∩V ′D2 |, |N(y)∩V ′D2 | > τ |V ′D2 |, there is x′ ∈ N(x)∩V ′D2 , so there exists y′ ∈ N(y)∩
V ′D2 such that x
′ ∼ y′. If |V ∗D1 | is even, then by Lemma 3.6 (2), G[V ∗D2 ] contains a ladder Lb |V
∗
D2
|
2
c
having {x′, y′} as its first rung and G[V ∗D1 ] contains a ladder L |V ∗D1 |
2
−1
starting at N(x), N(y).
By attaching those two ladder with {x, x′}, {y, y′}, we obtain a (n′, 1)- weak ladder where n′ =
|V ∗D1 |
2 −1+b
|V ∗D2 |
2 c = b
|V ∗D1 |+|V
∗
D2
|
2 c−1. Now, suppose that |V ∗D1 | is odd. If {x, y}∩V ′′D1 6= ∅, without loss
of generality, x ∈ V ′′D1 , then by Fact 3.7, G[V ∗D1 \ {x}] is τ -complete. Since |N(x)∩ V ′D2 | ≥ 4τ |V ′D2 |,
G[V ∗D2∪{x}] is τ -complete. Since there exists x′′ ∈ V ∗D1∩N(x) such that x′′ 6= y, by Lemma 3.6 (2),
there exists a L |V ∗
D1
|−1
2
−1
the first rung e1 = {v1, v2} of which is such that v1 ∈ N(x′′), v2 ∈ N(y)
in G[V ∗D1 \ {x}], and there exists a Lb |V
∗
D2
|+1
2
c−1
the first rung e2 = {v′1, v′2} of which is such that
v′1 ∈ N(x), v′2 ∈ N(y′) in G[V ∗D2 ∪ {x}], so by attaching two ladders with {x, x′′} and {y, y′}, we
obtain a (b |V
∗
D1
|+|V ∗D2 |
2 c−2, 2)-weak ladder. If {x, y} ⊂ V ′D1 then there exists z ∈ N(x)∩N(y)∩V ∗D1 .
Since x′, y′ ∈ V ′D2 , there exists z′ ∈ N(x′) ∩ N(y′) ∩ V ∗D2 . By Lemma 3.6 (4), there exists a
L |V ∗
D1
|−1
2
the first rung of which is {z, y} in G[V ∗D1 \ {x}], and there exists a Lb |V
∗
D2
|−1
2
c
the first
rung of which is {z′, y′} in G[V ∗D2 \ {x′}]. By attaching two ladders with {x, x′}, {y, y′}, we obtain
a (b |V
∗
D1
|+|V ∗D2 |
2 c − 1, 1)-weak ladder.
Claim 4.14. If D∗1, D∗2 are two components such that |V ∗D1 |+ |V ∗D2 | ≥ 2K + 1, then there exists a
(n′, c)− weak ladder where n′ ≥ K − 2, 2 ≤ c ≤ 7α .
Proof. We can always delete a vertex from V ∗D1 and so we may assume that |V ∗D1 |+ |V ∗D2 | = 2K+ 1.
Then exactly one of the terms |V ∗Di | is odd, and we have b
|V ∗D1 |
2 c + b
|V ∗D2 |
2 c = K. By Fact 3.12,
there exist two disjoint path P,Q between V ∗D1 , V
∗
D2
such that |V (P )|+ |V (Q)| ≤ 10α . Let xi be the
endpoints of P and yi be the ends of Q where xi, yi ∈ V ∗Di , i ∈ [2]. If |V (P )|+ |V (Q)| is even then
by applying Lemma 3.6 (2), we obtain a L
b
|V ∗
D1
|−2
2
c
in G[V ∗D1 ] and Lb |D
∗
2 |−2
2
c in G[V
∗
D2
] which start
18
at N(x1), N(y1), N(x2), N(y2), respectively. By attaching these ladders, we obtain a (n
′, c)−weak
ladder where n′ = b |V
∗
D1
|−2
2 c + b
|V ∗D2 |−2
2 c ≥ K − 2 and 2 ≤ c ≤
4+ 10
α
2 ≤ 6α . Otherwise, assume that
|V (P )|+ |V (Q)| is odd. If |V ∗Di | is odd then |V ∗D3−i| is even, and we apply Lemma 3.6 (3) to G[V ∗Di ]
and Lemma 3.6 (2) to G[V ∗D3−i]. Then by attaching those two ladders, we obtain a (n
′, c)-weak
ladder where n′ ≥ K − 2 and 3 ≤ c ≤ 5+
10
α
2 ≤ 7α .
Now, we move vertices between components to obtain, if possible, components of larger size.
Let D be a component and suppose |V ∗D| ≤ δ. Then every vertex v ∈ V ′D has a neighbor in V \ V ∗D.
Thus |E(V ′D, V \ V ∗D)| ≥ |V ′D|. If there is a matching of size 8n/δ, then for some component F 6= D
there is a matching of size four between V ′D and V
∗
F , and we are done by Claim 4.11. Hence there
is a vertex v ∈ V \ V ∗D such that |N(v) ∩ V ∗D| > δ|V ′D|/8n, so |N(v) ∩ V ′D| ≥ 4τ |V ′D|, then we can
move v to V ′′D. Thus we may assume that there is a component D such that |V ∗D| ≥ δ + 1. We
will now move vertices between components. To avoid introducing new notation, we will use D∗i
to refer to the ith component after moving vertices from and to D∗i . Move vertices so that after
renumbering of components we have |V ∗D1 | ≥ |V ∗D2 | ≥ · · · ≥ |V ∗Dq | and for any k ∈ [q],
∑k
i=1 |V ∗Di | is
as big as possible and subject to this, for any i, j ∈ [q] \ {1}, |E(V ∗D1 , V ∗Di)| ≤ |E(V ∗D1 , V ∗Dj )| where
i < j. Note that if i < j and |V ∗Di | = |V ∗Dj | then |E(V ∗D1 , V ∗Di)| ≤ |E(V ∗D1 , V ∗Dj )|. If |V ∗D1 | ≥ δ+14d1n
then we stop moving any vertices. Hence the natural first case is that |V ∗D1 | ≥ δ + 11d1n. Since
q − 1 ≥ 2, there exists i ∈ [q] \ {1} such that at most 7d1n vertices in the original V ∗Di were moved
to V ∗D1 , G[V
∗
Di
] is 2τ -complete and
|V ∗D1 |+ |V ∗Di | ≥ (δ + 11d1n) + (δ − 10d1n) = 2δ + d1n.
By Claim 4.14, G[V ∗D1 ∪ V ∗D2 ] contains a (n′, c)-weak ladder where n′ ≥ δ + d1n2 − 2, 2 ≤ c ≤ 7α .
Since d1n2 ≥ 8α ≥ 7α + 2, by Lemma 3.2, G[V ∗D1 ∪V ∗D2 ] contains all disjoint cycles. So we may assume
that all possible moves terminate and
δ + 11d1n > |V ∗D1 | ≥ |VD∗2 | ≥ · · · ≥ |VD∗q |.
Note that for any i ∈ [3], j ∈ [q] such that j > i, there is no v ∈ V ∗Dj such that |N(v) ∩ V ′Di | ≥
δ|V ′Di |/(16n), since otherwise, v can be moved to V ′′Di . There are at most (q− 1) · 14d1n vertices in
each original components moved to other components, but since (q − 1) · 14d1n ≤ 50d1nα , for i ≥ 2,
G[V ∗Di ] is 2τ -complete, because τ ≥ 100d1α2 .
We will continue the analysis based on the size of V ∗D1 . Suppose |V ∗D1 | = δ + c1 where c1 ≥ 1.
Claim 4.15. If |V ∗D1 | = δ + 1 then for any u, v ∈ V ∗D1, N(u) ∩N(v) ∩ V ∗D1 6= ∅.
Proof. Suppose not and let u, v ∈ V ∗D1 be such that N(u) ∩ N(v) ∩ V ∗D1 = ∅. Then for any
x ∈ V ∗D1 \ {u, v}, |N(x) ∩ {u, v}| ≤ 1, so |N(x) ∩ V ∗D1 | ≤ |V ∗D1 | − 2 = δ − 1, therefore
|E(V ∗D1 , V \ V ∗D1)| ≥ |V ∗D1 | − 2 ≥
|V ∗D1 |
2
,
by Claim 4.12, there exists z ∈ V \ V ∗D1 which can be moved to V ∗D1 , a contradiction.
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First, we consider the case that |V ∗D2 | ≥ δ. By Fact 3.12, there are V ∗D1 − V ∗D2 paths P1, P2 such
that |V (P1)|+|V (P2)| ≤ 10α . Denote by ui, vi the endpoints of Pi such that ui ∈ V ∗D1 , vi ∈ V ∗D2 . Since
|V ∗D3 ∩ (V (P1)∪V (P2)| ≤ 10α , G[V ∗D3 \ (V (P1)∪V (P2))] is 2τ -complete (because τ |V ∗D3 | ≥ τ · δ2 ≥ 20α ),
so by Lemma 3.6, G[V ∗D3 \ (V (P1) ∪ V (P2))] contains a Ln′′ where n′ ≥ δ3 .
Since |V ∗D1 |+ |V ∗D2 | ≥ 2δ+ 1, by Claim 4.14, G[V ∗D1 ∪V ∗D2 ∪V (P1)∪V (P2)] contains a (δ− 2, k)-
weak ladder where k ≥ 2. By Corollary 3.4, we may assume that either n1 = b δ2c, n2 = d δ2e or
n1 = b δ−12 c, n2 = d δ+12 e. If n1 = b δ2c, n2 = d δ2e then G[V ∗D1 ] contains C2n2 and G[V ∗D2 ] contains
C2n1 . Otherwise, let n1 = b δ−12 c, n2 = d δ+12 e. If δ is odd then G[V ∗D1 ] contains C2n2 and G[V ∗D2 ]
contains C2n1 , so let δ be even. If u1 ∼ u2 then by Lemma 3.6 (5), G[V ∗D2 ∪ {u1, u2}] contains C2n2
and by Lemma 3.6 (2), G[V ∗D1 \ {u1, u2}] contains C2n1 . If u1  u2 then by Claim 4.15, there exists
u3 ∈ N(u1) ∩N(u2) ∩ V ∗D1 , and then G[V ∗D2 ∪ {u1, u2, u3}] contains C2n2 and G[V ∗D1 \ {u1, u2, u3}]
contains C2n1 .
Now, we assume that |V ∗D2 | < δ, so let |V ∗D2 | = δ − c2 where c2 ≥ 1. By Claim 4.11,|E(V ∗D1 , V ∗D2)| ≤ 3|V ∗D2 |, and so
|E(V ∗D2 , V \ (V ∗D1 ∪ V ∗D2))| ≥ (c2 + 1− 3)|V ∗D2 | ≥ (c2 − 2)|V ∗D2 |.
By Claim 4.12, |E(V ∗D2 , V \ (V ∗D1 ∪ V ∗D2))| <
|V ∗D2 |
2 , so c2 ∈ [2] and there exist two distinct vertices
x, y ∈ V ∗D1 such that |N(x)∩V ∗D2 |+|N(y)∩V ∗D2 | ≥
3|V ∗D2 |
2 . It implies that |N(x)∩N(y)∩V ∗D2 | ≥
|V ∗D2 |
2
and |N(x) ∩ V ′D2 |, |N(y) ∩ V ′D2 | ≥ 4τ |V ′D2 |. By Claim 4.13, there exists a (n′, k)− weak ladder such
that k ∈ [2] and n′ + k ≥ b |V
∗
D1
|+|V ∗D2 |
2 c.
We have two cases.
• Case 1: c1 ≥ c2. Note that |V ∗D1 | + |V ∗D2 | = (δ + c1) + (δ − c2) ≥ 2δ. Hence G[V ∗D1 ∪ V ∗D2 ]
contains either a (δ − 1, 1)-weak ladder or (δ − 2, 2)-weak-ladder. Since G[V ∗D3 ] contains Ln′′
where n′′ ≥ δ3 , by Corollary 3.4, it suffices to show that G contains disjoint C2b δ
2
c,C2d δ
2
e or
disjoint C2b δ−1
2
c,C2d δ+1
2
e. We can choose Z ⊂ {x, y} so that G[V ∗D1 \ Z] contains C2b δ2 c and
G[V ∗D2∪Z] contains C2d δ2 e. Since N(x)∩N(y)∩V
∗
D2
6= ∅, we can choose Z ⊂ N(x)∩N(y)∩V ∗D2
so that G[V ∗D1 ∪ Z] contains C2d δ+12 e and G[V
∗
D2
\ Z] contains C2b δ−1
2
c.
• Case 2: c1 < c2. Then c1 = 1, c2 = 2. Since |E(V ∗D2 , V \(V ∗D1∪V ∗D2))| <
|V ∗D2 |
2 , |E(V ∗D2 , V ∗D1)| ≥
5|V ∗D2 |
2 , so again by Claim 4.11, there exist x, y, z ∈ V ∗D1 such that E(V ∗D2 , V ∗D1) = E(V ∗D2 , {x, y, z})
and for any u ∈ {x, y, z}, |E(V ∗D2 , {u})| ≥
|V ∗D2 |
2 . Note that G[V
∗
D1
∪ V ∗D2 ] contains a (n′, 1)-
weak ladder where n′ ≥ δ − 2 and G[V ∗D3 ] contains Ln′′ where n′′ = b
|V ∗D3 |
2 c. If there exists ni
such that 2 < ni ≤ n′′ then G[V ∗D3 ] contains C2ni , and by Lemma 3.2, G[V ∗D1 ∪ V ∗D2 ] contains
remaining disjoint cycles. If for every i, ni = 2, then G obviously contains all C2ni for i ∈ [l].
Hence we may assume that l = 2 and |V ∗D3 | < 2n1 ≤ 2n2.
Claim 4.16. For any i, j ∈ [q] \ {1}, the size of a maximum matching in E(V ∗Di , V ∗Dj ) is at
most one.
Proof. Suppose to a contrary that there exist i, j ∈ [q] \ {1} such that E(V ∗Di , V ∗Dj ) contains
a matching of size at least two. If 2 /∈ {i, j} then by Corollary 3.8, G[V ∗Di ∪ V ∗Dj ] contains
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a (n′, 2)−weak ladder where n′ ≥ b |D
∗
Vi
|
2 c + b
|D∗Vj |
2 c − 2 ≥ 3δ4 , and then C2n2 ⊂ G[V ∗D1 ∪
V ∗D2 ], C2n1 ⊂ G[V ∗Di ∪ V ∗Dj ]. Otherwise, without loss of generality, i = 2, j > 2. Let {e1, e2}
be a matching in E(V ∗D2 , V
∗
Dj
). Let x′ ∈ N(x) ∩ V ′D2 , y′ ∈ N(y) ∩ V ′D2 such that x′ ∼ y′
and {x′, y′} ∩ (e1 ∪ e2) = ∅. Then G[V ∗D1 ∪ {x′, y′}] contains C2n1 . Since G[V ∗D2 \ {x′, y′}] is
2τ -complete, G[V ∗D2 ∪ V ∗Dj \ {x′, y′}] contains C2n2 .
If |V ∗D3 | ≤ δ − 4, then by Claim 4.12, |E(V ∗D3 , V ∗D1 ∪ V ∗D2)| >
9|V ∗D3 |
2 and then |E(V ∗D3 , V ∗D2)| ≥
3|V ∗D3 |
2 , and we are done by Corollary 3.8. So we may assume that |V ∗D3 | ∈ {δ− 2, δ− 3} which
leads to two sub-cases.
– |V ∗D3 | = δ−3. By Claim 4.12, |E(V ∗D3 , V ∗D1∪V ∗D2)| >
7|V ∗D3 |
2 . By Claim 4.11, |E(V ∗D3 , V ∗D1)| ≤
3|V ∗D3 |, so by Claim 4.16, there exists w ∈ V ∗D2 such that
|V ∗D3 |
2 < |E(V ∗D2 , V ∗D3)| =
|E({w}, V ∗D3)| ≤ |V ∗D3 |. Hence |E(V ∗D3 , V ∗D1)| >
5|V ∗D3 |
2 , and then there exist x1, y1 ∈ V ∗D1
such that |N(x1) ∩ V ∗D3 |, |N(y1) ∩ V ∗D3 | >
|V ∗D3 |
2 . In addition, there is a vertex z ∈
V ∗D1 \ {x1, y1} such that |N(z) ∩ V ∗D3 | >
|V ∗D3 |
2 . Choose z
′ ∈ N(z) ∩ N(w) ∩ V ∗D3 . Then
G[V ∗D2 ∪ {z, z′}] contains C2n1 and G[V ∗D1 ∪ V ∗D3 \ {z, z′}] contains C2n2 .
– |V ∗D3 | = δ − 2. Note that we may assume
n1 = bδ
2
c, n2 = dδ
2
e,
as otherwise 2n1 ≤ δ − 2, and G[V ∗D3 ] contains C2n1 , G[V ∗D1 ∪ V ∗D2 ] contains C2n2 .
Claim 4.17. For any i ∈ [q] \ {1} such that |V ∗Di | = δ − 2, |E(V ∗D1 , V ∗Di)| ≥
5|VDi |
2 and
E(V ∗D1 , V
∗
Di
) = E({x, y, z}, V ∗Di).
Proof. Let i ∈ [q] \ {1} be such that |V ∗Di | = δ − 2. Since |V ∗Di | = |V ∗D2 |, by the redistri-
bution process,
|E(V ∗D1 , V ∗Di)| ≥ |E(V ∗D1 , V ∗D2)| ≥
5|V ∗D2 |
2
=
5|V ∗Di |
2
.
There exists x1, y1, z1 ∈ V ∗D1 such that E(V ∗D1 , V ∗Di) = E({x1, y1, z1}, V ∗Di) and |N(x1) ∩
V ∗Di |, |N(y1)∩V ∗Di |, |N(z1)∩V ∗Di | ≥
|V ∗Di |
2 , so |N(x1∩V ′Di)|, |N(y1∩V ′Di)|, |N(z1∩V ′Di)| ≥
4τ |V ′Di |, and then for any U ⊂ {x1, y1, z1}, G[U ∪ V ∗Di ] is τ -complete. If {x1, y1, z1} 6={x, y, z}, w.l.o.g, z1 /∈ {x, y, z}, then G[{y1, z1} ∪ V ∗Di ] contains C2n1 and G[V ∗D2 ∪ V ∗D1 \{y1, z1}] contains C2n2 .
Claim 4.18. For any i ∈ [q] \ {1}, |V ∗D1 | = δ − 2.
Proof. Suppose not and choose i ∈ [q] \ {1} such that |V ∗Di | ≤ δ− 3, and subject to this,
i is the smallest, i.e, for any i′ ∈ [i − 1] \ {1}, |V ∗D′i | = δ − 2. Note that i ≥ 4. First,
assume that there exists i1, i2 ∈ [i− 1] \ {1} such that there exists y1 ∈ V ∗Di1 , y2 ∈ V
∗
Di2
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such that |N(y1) ∩ V ∗Di |, |N(y2) ∩ V ∗Di | > 0. Let Q be a N(y1) −N(y2) path in G[V ∗Di ].
Since |V ∗Di1 |, |V
∗
Di2
| = δ − 2, by Fact 4.17,
|E(V ∗Di1 , {x, y, z})|, |E(V
∗
Di2
, {x, y, z})| ≥ 5(δ − 2)
2
.
Choose x′ ∈ N(x) ∩ VD∗i1 such that x
′ ∼ y1 and x′′ ∈ N(x) ∩ VD∗i2 such that x
′′ 6=
y2. Then G[{x} ∪ {x′, y1} ∪ V (Q) ∪ VDi2 ] contains C2n1 and G[V ∗D1 ∪ V ∗Di1 \ {x, x
′, y1}]
contains C2n2 . Hence |E(V ∗D1 , V ∗Di)| ≥
5|V ∗Di |
2 and there exists i
′ ∈ [i− 1] \ {1} such that
|E(V ∗Di′ , V
∗
Di
)| ≥ |V
∗
Di
|
2 and then there exists V
∗
Di
− V ∗Di′ path Q such that V (Q˚) ⊂ V
∗
D1
and |V (Q˚)∩{x, y, z}| = 1. Similarly, we can find C2n1 in G[V ∗Di′ ∪V
∗
Di
∪V (Q)] and C2n2
in G[V ∗D1 ∪ V ∗Dj \ V (Q)] where j ∈ {2, 3} \ {i′}.
Finally, suppose there exists i, j(> i) ∈ [q] \ {1} such that E(V ∗Di , V ∗Dj ) 6= ∅. Let e∗ ∈
E(V ∗Di , V
∗
Dj
). By Claim 4.17, |N(x) ∩ V ∗Di |, |N(x) ∩ V ∗Dj | ≥ δ−22 , so we can choose x′ ∈
(N(x) ∩ V ∗Di) \ e∗, x′′ ∈ (N(x) ∩ V ∗Dj ) \ e∗. Then G[V ∗Di ∪ V ∗Dj ∪ {x}] contains C2n2 and
G[V ∗D1 \ {x}] contains C2n1 . Therefore, for any i, j ∈ [q] \ {i}, E(V ∗Di , V ∗Dj ) = ∅, which
implies that G is a graph from Example 1.4.
We can now finish the proof. If R is connected then by Lemma 4.5, 3.2, G contains cycles
C2n1 , . . . , C2nl or there exists a set V
′ ⊂ V with |V ′| ≥ (1 − δ/n − β)n, such that all but at
most 4βn vertices v ∈ V ′ have |NG′(v)| ≤ βn where G′ = G[V ′]. If R is disconnected and there
is a component which is non-bipartite, then we are done by Lemma 4.6,4.10, and 3.2, and if all
components are bipartite, then G has C2n1 , . . . , C2nl by Lemma 4.7, 3.2.
5 The second non-extremal case
In this section we will show that if G is non-extremal and δ(G) ≥ (1/2 − γ)n for small enough γ,
then G contains disjoint cycles C2n1 , . . . , C2nl .
Theorem 5.1. There exists γ > 0 and N such that for every 2-connected graph G on n ≥ N
vertices with (1/2 − γ)n ≤ δ(G) < n/2 − 1, G contains disjoint cycles C2n1 , . . . , C2nl for every
n1, . . . , nl where ni ≥ 2 and n1 + · · ·+ nl = δ(G) or G is β-extremal for some β = β(γ) such that
β → 0 as γ → 0. In addition, if G is not β-extremal and n/2 − 1 ≤ δ(G) ≤ n/2, then G contains
a cycle on 2δ(G) vertices.
Proof. We will use the same strategy as in the proof of Theorem 4.2. The first part of the proof
is very similar to an argument from [7] and we only outline the main idea. Consider the reduced
graph R as in the proof of Theorem 4.2.
First suppose R is connected. We will use the procedure from [7] to show that either G has a
ladder on at least n−1 vertices or G is β-extremal. Since R is connected and δ(R) ≥ (δ/n−2d1)t ≥
(1/2 − 2γ)t, there is a path in R, P = U1V1, . . . , UsVs where s ≥ (1/2 − 3γ)t. As in [7] we move
one vertex from U1 to Us, and the clusters in R which are not on P to V0 so that |V0| ≤ 7γn and
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redistribute vertices from V0 using the following procedure from [7]. Let ξ, σ be two constants.
The procedure is executed twice with different values of ξ and σ. Distribute two vertices at a
time and assign them to Ui, Vj so that for every i, |Ui| − |Vi| is constant, the number of vertices
assigned to Ui and Vj is at most O(ξn/k), and if x is assigned to Ui (Vj), then |NG(x)∩Vi| ≥ σn/k
(|NG(x) ∩ Uj | ≥ σn/k). Let Q denote the set of clusters X such that ξn/k vertices have been
assigned to X. We have |Q| ≤ 7γk/ξ. For X ∈ {Ui, Vi}, let X∗ be such that {X∗, X} = {Ui, Vi}.
For a vertex z let Nz = {X ∈ V (P ) \Q||NG(z) ∩X∗| ≥ σn/k} and N∗z = {X∗|X ∈ Nz}.
Take x, y from V0, and choose X,Y such that X,X
∗, Y, Y ∗ are not in Q, and either N∗x ∩Ny 6= ∅
or N∗x ∩Ny = ∅ but ∃X∈Nx,Y ∈Ny |EG(X,Y )| ≥ 2σn2/k2. The argument from [7] shows that either
G has a ladder on 2bn/2c vertices or the algorithm fails. We will show that if it fails, then G is β-
extremal for some β > 0. Since |Q| ≤ 7γk/ξ and |V0| ≤ 7γn, using the fact that δ(G) ≥ (1/2−γ)n,
we have |Nx| ≥
(
1
2 − 10γξ
)
k. If N∗x ∩ Ny 6= ∅, then we assign x to X ∈ Nx and y to X∗ for some
X such that X∗ ∈ N∗x ∩Ny. Otherwise N∗x ∩Ny = ∅ (and so Nx and Ny are almost identical). If
there is X ∈ Nx and Y ∈ Ny such that |E(X,Y )| ≥ 2σn2/k2, then assign x to X, y to Y and a
vertex y′ ∈ Y such that |NG(y) ∩X| ≥ σn/k to X∗. Otherwise G is β-extremal for some β > 0.
We can now assume that R is disconnected so it has two components D1, D2. Although slightly
different arguments will be needed, we will reuse some parts of the proof of Lemma 4.10. As in the
proof of Theorem 4.2, we have δ(R) ≥ (δ/n−2d1)t ≥ (1/2−3d1)t. We set ξ := 12d1, τ = 400d1 and
for a component D define V ′D = {v||NG(v)∩VD| ≥ (1−
√
ξ)|VD|} where VD is the set of vertices in
clusters from D. As in the case of the proof of Lemma 4.10, we have |E(GD)| ≥ (1− ξ)
(|VD|
2
)
and
similarly we also have |VD \V ′D| ≤ 2
√
ξ|VD|. We move vertices from VD \V ′D to V0 and redistribute
them to obtain V ′′D consisting of those vertices v ∈ V0 for which |NG(v)∩ V ′D| ≥ δ6 ≥ τ |V ′D|, and set
V ∗D := V
′
D ∪ V ′′D. We have V ∗D1 ∪ V ∗D2 = V (G) and G[V ∗D1 ], G[V ∗D2 ] are τ -complete. By Lemma 3.6
(2), G[V ∗D1 ] contains Lb
|V ∗
D1
|
2
c
and G[V ∗D2 ] contains Lb
|V ∗
D2
|
2
c
.
Since δ < n2 − 1, n = 2δ+K where K ≥ 3. If δ is odd then there exists i ∈ [l] such that ni > 2.
If δ is even, i.e, 4|2δ, and for any i ∈ [l], ni = 2 then G contains disjoint cycles C2n1 , C2n2 , . . . , C2nl .
Indeed, if |V ∗D1 | = 4t+ b, |V ∗D2 | = 4t′ + b′ such that b+ b′ > K, b, b′ < 4 then b+ b′ ≥ K + 4 ≥ 7, so
b = 4 or b′ = 4, a contradiction. Hence by Lemma 3.2 and 3.3, it suffices to show that G contains
either (δ + 2, 2)-weak ladder or (δ, 1)-weak ladder. Since G is 2-connected, there is a matching of
size two in G[V ∗D1 , V
∗
D2
].
Claim 5.2. If there exists a matching consisting of {u1, u2}, {v1, v2} ∈ E(V ∗D1 , V ∗D2) such that
N(u1) ∩ N(v1) ∩ V ∗D1 6= ∅ and N(u2) ∩ N(v2) ∩ V ∗D2 6= ∅ then G[V ∗D1 ∪ V ∗D2 ] contains (n′, 1)-weak
ladder where n′ ≥ b |V
∗
D1
|−1
2 c+ b
|V ∗D2 |−1
2 c.
Proof. For i ∈ [2], choose zi ∈ N(ui) ∩N(vi). By Lemma 3.6 (4), G[V ∗Di \ {ui}] contains Lb |V
∗
Di
|−1
2
c
having {zi, vi} as its first rung. By attaching these two ladders with {u1, u2}, {v1, v2}, we obtain a
desired weak ladder.
Claim 5.3. If |V ∗D1 | ≤ δ then there exists a matching consisting of {u1, u2}, {v1, v2} ∈ E(V ∗D1 , V ∗D2)
such that u1 ∼ v1.
Proof. Let I be a maximum independent set in G[V ∗D1 ]. If G[V
∗
D1
] is complete then it is trivial,
so we may assume |I| ≥ 2. Choose u1 ∈ I, v1 ∈ V ∗D1 \ I such that u1 ∼ v1. Since |I| ≥ 2,
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|N(u1) ∩ V ∗D1 | ≤ |V ∗D1 | − 2 ≤ δ − 2, which implies that
|N(u1) ∩ V ∗D2 | ≥ 2.
Since |N(v1)∩V ∗D2 | ≥ 1, we can choose v2 ∈ N(v1)∩V ∗D2 and u2 ∈ N(u1)∩V ∗D2 such that u2 6= v2.
Claim 5.4. If |V ∗D1 |, |V ∗D2 | ≤ δ + 8 then there exists a matching consisting of {u1, u2}, {v1, v2} ∈
E(V ∗D1 , V
∗
D2
) such that one of the following holds.
1. N(u1) ∩N(v1) 6= ∅ and N(u2) ∩N(v2) 6= ∅.
2. u1 ∼ v1 or u2 ∼ v2.
Proof. Suppose that for any two independent edges {u1, u2}, {v1, v2} ∈ E(V ∗D1 , V ∗D2) , the first
condition does not hold. Choose {u1, u2}, {v1, v2} ∈ E(V ∗D1 , V ∗D2). If u1 ∼ v1 or u2 ∼ v2 then the
second condition holds, so we may assume that u1  v1 and u2  v2. Without loss of generality,
N(u1) ∩N(v1) = ∅. Then |N(u1) ∩ V ∗D1 |+ |N(v1) ∩ V ∗D1 | ≤ |V ∗D1 | − 2, and then
|N(u1) ∩ V ∗D2 |+ |N(v1) ∩ V ∗D2 | ≥ 2δ − (|V ∗D1 | − 2) ≥ δ − 6 ≥ (1− τ)|V ∗D2 |.
Without loss of generality, |N(v1)∩V ∗D2 | ≥ |N(u1)∩V ∗D2 |, so |N(v1)∩V ∗D2 | ≥
(1−τ)|V ∗D2 |
2 . If |N(u1)∩
V ∗D2 | > τ |V ∗D2 | then there exists u′2 ∈ N(u1) ∩ V ′D2 , since |N(u′2) ∩ V ′D2 | ≥ (1− τ)|V ′D2 | there exists
v′2 ∈ N(u′2) ∩ N(v1) ∩ V ′D2 , so {u1, v1}, {u′2, v′2} are such that 2) holds. Otherwise, assume that|N(u1) ∩ V ∗D2 | ≤ τ |V ∗D2 |. Note that |N(u2) ∩ V ′D2 | ≥ 4τ |V ∗D2 |. Since |N(v1) ∩ V ∗D2 | ≥ (1− 2τ)|V ∗D2 |,
there exists v′2 ∈ N(v1) ∩N(u2) ∩ V ∗D2 , so {u1, v1}, {u2, v′2} are such that 2) holds.
Without loss of generality |V ∗D1 | ≤ |V ∗D2 |. If |V ∗D1 | ≤ δ then by Claim 5.3 and Corollary 3.8,
G contains (δ, 1)-weak ladder. Hence we may assume that |V ∗D1 | ≥ δ + 1. If |V ∗D2 | ≥ δ + 9 then|V ∗D1 |+ |V ∗D2 | ≥ 2δ + 10, and then by Corollary 3.8, G contains (n′, 2)-weak ladder where
n′ ≥ b|V
∗
D1
|
2
c+ b |V
∗
D2
|
2
c − 2 ≥ δ + 2.
Hence δ + 1 ≤ |V ∗D1 | ≤ |V ∗D2 | ≤ δ + 8. By Claim 5.4, there exists a matching consisting of{u1, u2}, {v1, v2} ∈ E(V ∗D1 , V ∗D2) such that one of the conditions from Claim 5.4 holds. If N(u1) ∩
N(v1) 6= ∅ and N(u2) ∩ N(v2) 6= ∅ then by Claim 5.2, G contains (n′, 1)-weak ladder where
n′ ≥ b |V
∗
D1
|−1
2 c + b
|V ∗D2 |−1
2 c ≥ δ. Otherwise, u1 ∼ v1 or u2 ∼ v2, then by Corollary 3.8, G contains
(n′, 1)-weak ladder where n′ ≥ b |V
∗
D1
|
2 c+ b
|V ∗D2 |
2 c − 1 ≥ δ.
A similar, but more involved analysis can be done in the case when δ ≥ n/2− 1, but additional
obstructions occur.
Example 5.5. • Suppose n = 4p + 2 for some odd integer p. Let V,U be two disjoint sets of
size 2p+ 1 each and let v1, v2 ∈ V u1, u2 ∈ U . Consider graph G such that G[V \{vi}] = K2p,
G[V \ {ui}] = K2p for i = 1, 2, and viui ∈ G for i = 1, 2. Then G is 2-connected, δ(G) = 2p,
but G has no p disjoint copies of C4. Indeed, since 2p is not divisible by four, for p disjoint
copies of C4 to exist, there would have a copy of C4 with at least one vertex in each of U and
V .
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• Suppose n = 4p+ 1 where p ∈ Z+ is odd. Consider G obtained from two copies K,K ′ of K2p
by joining a vertex v from K with a vertex v′ from K ′ by an edge and adding one more vertex
w /∈ V (K)∪V (K ′) and making it adjacent to V (K)∪V (K ′)\{v, v′}. Then G is 2-connected,
δ(G) = 2p but G has no p disjoint copies of C4. Indeed, otherwise there would have to be copy
of C4 which has exactly two vertices in K or K
′. If there is a copy with exactly two vertices
in K, then the remaining two must be w and v′ which are not adjacent.
6 Extremal Case
In this section we will prove the extremal case.
Theorem 6.1. Let 0 < α < 12 be given and β be such that β < (
α
400)
2 ≤ 1640000 . If G is a graph
on n vertices with minimum degree δ ≥ αn which is β-extremal, then either G contains Lδ or G
is a subgraph of the graph from Example 1.5. Moreover, in the case when G is a subgraph of the
graph from Example 1.5, for every n1, . . . , nl ≥ 2 such that
∑
ni = δ, G contains disjoint cycles
C2n1 , C2n2 , . . . , C2nl if ni ≥ 3 for at least one i.
Proof. Recall that G is β-extremal if the exists a set B ⊂ V (G) such that |B| ≥ (1− δ/n−β)n and
all but at most 4βn vertices v ∈ B have |N(v)∩B| ≤ βn. Let A = V (G)\B and note that δ−βn ≤
|A| ≤ δ+ βn, because for some w ∈ B, |N(w)∩A| ≥ δ− βn. Let C := {v ∈ B : |N(v)∩B| > βn},
A1 := A,B1 := B \ C. Then |B1| ≥ n− δ − 5βn and |C| ≤ 4βn. Consequently, we have
|E(A1, B1)| ≥ (δ − 5βn)|B1| ≥ (δ − 5βn)(n− δ − 5βn) ≥ δn− δ2 − 5βn2. (3)
We have the following claim.
Claim 6.2. There are at most
√
βn vertices v in A1 such that |N(v) ∩B1| < n− δ − 6
√
βn.
Proof. Suppose not. Then
|E(A1, B1)| < (n− δ − 6
√
βn) ·
√
βn+ (n− δ + βn)(δ + βn−
√
βn) ≤ δn− δ2 − 5βn2.
This contradicts (3).
Let γ := 6
√
β and move those vertices v ∈ A1 to C for which |N(v)∩B1| < n− δ− 6
√
βn. Let
A2 := A1 \ C, B2 := B1. Then, by Claim 6.2, |A2| ≥ δ − (β +
√
β)n, |B2| ≥ n− δ − 5βn and,
|C| ≤ (4β +
√
β)n < 2
√
βn. (4)
In addition, for every v ∈ A2, |N(v)∩B2| ≥ n−δ−6
√
βn and for every vertex v ∈ B2, |N(v)∩A2| ≥
δ − (β +√β)n.
We now partition C = A′2 ∪B′2 as follows. Add v to A′2 if |N(v)∩B2| ≥ γn, and add it to B′2 if
|N(v) ∩ A2| ≥ γn and min{|A2 ∪ A′2|, |B2 ∪B′2|} is as large as possible. Without loss of generality
assume |A2 ∪A′2| ≤ |B2 ∪B′2|. We have two cases.
Case (i) |A2 ∪A′2| ≥ δ.
For any v ∈ A′2, |N(v) ∩ B2| ≥ γn > |C| ≥ |A′2|. Therefore, there exists matching M ∈ E(A′2, B2)
which saturates A′2. Note that q := |M | = |A′2| ≤ |C| < 2
√
βn. For every {xi, yi} ∈ M , we
can pick x′i, x
′′
i ∈ A2, y′i, y′′i ∈ B2 \ V (M) all distinct, so that {x′i, y′i} ∈ E, {x′′i , y′′i } ∈ E and
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x′i, x
′′
i ∈ N(yi), y′i, y′′i ∈ N(xi). Note that this is possible because |N(xi)∩B2| ≥ 6
√
βn > 3|M |. Then
G[{xi, yi, x′i, x′′i , y′i, y′′i }] contains a 3-ladder, which we will denote by Li. Note that |
⋃
i≤q V (Li)| =
3|M | < 6√βn. We repeat the same process to find p 3-ladders Lj for each vertex from B′2.
We have p + q = |C| < 2√βn 3-ladders, each containing exactly one vertex from C. Note that
|A2 \
⋃p+q
i= V (Li)| ≤ |B2 \
⋃p+q
i=1 V (Li)|.
For every v ∈ A2 \
⋃p+q
i=1 V (Li), |N(v) ∩ (B2 − (
⋃p+q
i=1 V (Li)))| ≥ n − δ − 18
√
βn and for every
v ∈ B2 \
⋃p+q
i=1 V (Li), |N(v)∩A2| ≥ δ− 18
√
βn. Therefore there exists a matching M ′ = {{ai, bi} :
i = 1, . . . , |A2 − ∪p+qi=1V (Li)|} which saturates A2 −
⋃p+q
i=1 V (Li). Define the auxiliary graph H as
follows. For every Li consider vertex VLi and let
V (H) = {vLi : i ∈ [p+ q]} ∪ {e : e ∈M ′}.
For e = {ai, bi}, e′ = {aj , bj} ∈ M ′, {e, e′} ∈ E(H) if G[{ai, aj}, {bi, bj}] = K2,2 and for vLi ∈
V (H), e = {aj , bj} ∈ M ′, {vLi , e} ∈ E(H) if aj ∈ N(y′i) ∩ N(y′′i ), bj ∈ N(x′i) ∩ N(x′′i ). Then
δ(H) ≥ |H| − 100√βn > |H|2 , H contains a Hamilton cycle, which gives, in turn, a (|A2| + |A′2|)-
ladder in G.
Case (ii) |A2 ∪A′2| = δ −K for some 0 < K ≤ β +
√
βn < 2
√
βn.
Note that for every vertex v ∈ B2 ∪B′2, K ≤ |N(v) ∩ (B2 ∪B′2)| < (γ + 2
√
β)n. Indeed, if v ∈ B2,
then |N(v)∩ (B2∪B′2)| ≤ βn+ |B′2| and if v ∈ B′2, then |N(v)∩ (B2∪B′2)| < γn+ |B′2| as otherwise
we would move v to A′2. Thus, in particular, for every v ∈ B2 ∪ B′2, |N(v) ∩ A2| ≥ 9|A2|/10. In
addition, |A2 ∪A′2| ≤ |B2 ∪B′2| − 2K − 2.
Let Q be a maximum triple matching in G[B2 ∪B′2] and Q′ be a maximum double matching in
G[B2 ∪B′2 \ V (Q)].
Claim 6.3. If |Q|+ |Q′| ≥ K and |Q′| ≤ 2, then G contains Lδ.
Proof. Without loss of generality, let |Q| = K − 2 and |Q′| = 2. For i ∈ [K − 2], let xi denote
the center of the ith star in the triple matching and let x′i, y
′
i, z
′
i be its leaves in G[B2 ∪ B′2]. Let
xK−1, xK be the centers of the stars in the double matching and let {x′K−1, y′K−1}, {x′K , y′K} denote
the sets of leaves. Let S := {x1, . . . , xK} and note that |S∪A2∪A′2| = δ. For every z, w ∈ B2∪B′2,
|N(w)∩N(z)∩A2| ≥ 4|A2|/5. Therefore, for any i ∈ [K − 2], there exists yi ∈ N(y′i)∩N(x′i)∩A2
and zi ∈ N(z′i) ∩ N(x′i) ∩ A2, i.e G[{xi, x′i, yi, y′i, zi, z′i}] forms 3-ladder and for j ∈ {K − 1,K},
there exists yj ∈ N(x′j) ∩ N(y′j) ∩ A2, so G[xj , x′j , yj , y′j ] forms a 2-ladder, say Lj . As similar as
we did in the case (i), we define auxiliary graph H such that V (H) consists of K − 2 3-ladders,
2 2-ladders and 3-ladders wrapping remaining vertices in A′2 ∪ B′2 and matchings in E(A2, B2)
saturating remaining vertices in A2. For the definition of E(H), only difference with what did in
case (i) is for vLK−1 , vLK . For e = {a, b} ∈ M ,j ∈ {K − 1,K}, {vLj , e} ∈ E(H) if yj ∼ b, a ∼ y′j .
Then dH(vLK−1), dH(vLK ) >
|H|
2 and H − \{vLK−1 , vLK} has a Hamilton cycle and then we obtain
a Hamilton path in H which has vLK−1 , vLK as its two ends. It implies that G contains Lδ.
Claim 6.4. If K ≥ 3 then |Q| ≥ K.
Proof. Suppose not. Then every vertex v ∈ (B2 ∪B′2)\V (Q) has at least K − 2 neighbors in V (Q).
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Hence
|E(V (Q), (B2 ∪B′2)\V (Q))| ≥ (K − 2)|(B2 ∪B′2)\V (Q)|
> (K − 2)(|(B2 ∪B′2)| − 4K)
= (K − 2)(n− δ − 3K)
> (K − 2)(n− δ − 6
√
βn) > Kn/5.
Since for every v ∈ B2 ∪B′2, |N(v) ∩ (B2 ∪B′2)| < (γ + 2
√
β)n,
|E(V (Q), (B2 ∪B′2)\V (Q)) < 4K(γ + 2
√
β)n = 32K
√
βn.
By combining these two inequalities, we obtain
β > (
1
160
)2,
which is a contradiction to β < 1640000 .
By Claim 6.4 and 6.3, we may assume that K ≤ 2. Assume that K = 2. By Claim 6.3,
|Q|+ |Q′| ≤ 1 and then every vertex v ∈ (B2 ∪B′2)\(V (Q)∪V (Q′)) has at least K − 1 neighbors in
V (Q) ∪ V (Q′). By the same calculation as we did in Claim 6.4, we will run into a contradiction.
Finally, suppose that K = 1, i.e, |A2 ∪ A′2| = δ − 1 and δ(G[B2 ∪ B′2]) ≥ 1. By Claim 6.3,
∆(G[B2 ∪ B′2]) ≤ 1, which implies that G[B2 ∪ B′2] is a perfect matching, so |B2 ∪ B′2| is even.
Hence G is a subgraph of the graph from Example 1.5. To prove the ”Moreover” part, we proceed
as follows. Let {v1, v′1}, {v2, v′2} ∈ E(G[B2 ∪ B′2]). We have |N(v1) ∩ N(v2) ∩ A2| ≥ 4|A2|/5 and
|N(v′1) ∩ N(v′2) ∩ A2| ≥ 4|A2|/5. Thus there is a copy of C6 containing {v1, v′1}, {v2, v′2}, say
C6 : x1v1v
′
1x
′
1v2v
′
2x1 where x1, x
′
1 ∈ A2. Similarly, G[A2 ∪A′2 ∪B2 ∪B′2 \V (C6)] contains Lδ−3 such
that z1 ∈ N(x1) ∩B2, z′1 ∈ N(v1) ∩A2 and {z1, z′1} is the first rung of Lδ−3. Let nl ≥ 3. Then the
C6 with first nl − 3 rung contains C2nl and remaining Lδ−3−(nl−3) = Lδ−nl contains disjoint cycles
C2n1 , . . . , C2nl−1 .
7 Final comments
Proof of Corollary 1.7. Let G be a graph on n ≥ N(α/8) vertices such that ||G|| ≥ αn2. If
δ(G) ≥ n/2, then G is pancyclic. If n/2 − 1 > δ(G) ≥ αn/8, then Theorem 1.6 implies that G
contains all even cycles of length 4, . . . , 2δ(G). If δ(G) ≥ n/2 − 1, then G contains all cycle if
lengths 4, . . . , 2δ(G) − 2 by Theorem 1.6 and a cycle on 2δ(G) vertices by Theorem 4.2, Theorem
6.1 and Theorem 5.1.
Otherwise, by Mader’s theorem, G contains a subgraph H which is αn/4-connected. If |H| ≤
2δ(H) then H is pancyclic by Bondy’s theorem and we are done since |H| ≥ αn/4 ≥ 2δ(G). If
δ(H) ≤ |H|/2, then by Theorem 1.6, H contains all even cycles 4, . . . , 2δ(H) and δ(H) ≥ αn/4 ≥
δ(G). 
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