New non-numerical approach to the radial Schrödinger equation is presented. Its lowdegree harmonic-oscillator-like (often called quasi-exact, QE) solvability is studied in the regime of very large spatial dimensions D ≫ 1. We solve the related nonlinear algebraic QE constraints in a new matching-condition arrangement. For the very broad class of the multi-term polynomial potentials V (| r|) (containing 2q+1 coupling constants) we show how our approach fixes the q QE couplings in recurrent manner.
Introduction
In the majority of applications of quantum mechanics, Schrödinger equation is considered in the ordinary differential form. Typically, a given "phenomenological" input potential V (| r|) is confining and the necessary (usually, low-lying) bound states are constructed by a numerical method. However, in an important minority of models based on a few "privileged", exactly solvable (ES) potentials V (ES) (x), all solutions ψ(x) may be obtained in non-numerical form. An illustration of the latter situation is provided by the harmonic oscillator and by a few other ES potentials sampled, e.g., in review [1] .
A "grey zone" between the numerical and ES extremes is occupied by the potentials which are partially solvable. Their most elementary forms were particularly popular in the early seventies. Their deeper analysis proved more productive when their Lie-algebraic interpretation has been found in the eighties [2] . For our present purposes let us emphasize the original discovery, by Singh et al [3] , of the existence of the finite multiplets of the elementary and exact bound states in the sextic well V (Singh) (x) = a x 2 + b x 4 + c x 6 . Our present attention will be paid to the class of the similar, generalized and multiply anharmonic potentials
These multinomials represent one of the most natural generalizations of the above monomial and trinomial examples V (ES) (x) = V [0] (x) and V (Singh) 
respectively. According to Magyari [4] , the partial solvability of V [q] with q > 1 proves controlled by the same type of the algebraic constraints (we shall call them
Magyari's equations, with more details to be given in section 2 below). A strong link between the q = 1 and q > 1 models concerns also their non-QE bound states. For example, our papers [5] offered a natural q > 1 extension of the q = 1 construction of these states in terms of analytic continued fractions [3] .
An immediate inspiration of our present renewed interest in the central QE potentials (1) studied in the limit of the large spatial dimensions D ≫ 1 stemmed, a few years ago, from an unexpected detection of an exact, non-numerical asymptotic factorizability of the corresponding Magyari's secular equations at q = 1 [6] and at q = 2 [7] . For this reason, using the powerful computers and the method of Groöbner bases [8] , we tested and verified this puzzling mathematical phenomenon up to the exponents as large as q = 5 in ref. [9] . At q = 6 our method failed due to its natural limitations given by the capacity of the available computers.
We shall describe the result of our subsequent search for a more efficient and less computer-dependent method. We shall succeed in a partial clarification of the amazing, "unreasonable" solvability of the D ≫ 1 Magyari's equations. First of all, we shall be able to elucidate the apparently mind-boggling dependence of their solutions on their increasing complexity "measured" by the maximal exponent q.
After the preliminary discussion and more explicit formulation of our problem in section 2 we shall concentrate on the special subset of the Magyari's ansatzs where the wave function is represented by the polynomial of a low degree N = 3. Then, in the second preparatory step we shall detect and employ certain elementary symmetries in this reduced problem and describe the formal solution of the asymptotic Magyari's N = 3 recurrences in section 3. The core of our message lies in section 4 where the closed QE form of our bound states will be determined by an appropriate matching of these recurrences. The resulting conditions, equations and a few particular solutions will be finally analyzed, illustrated and summarized in section 5.
2 The formulation of the problem
Quasi-exact solvability and Magyari equations
We shall study the radial Schrödinger equations
assuming that some of their exact solutions ψ(r) remain elementary and formally similar to the well known Hermite-polynomial [10] harmonic oscillators. We employ an ansatz
where the function in the exponent is assumed to be a polynomial as well,
From the r ≫ 1 asymptotic version of eq. (2) and proceeding in the spirit of WKB method we know that the q + 1 parameters in the polynomial λ (q) (r) of eq. (4) must be in a one-to-one correspondence to the q + 1 asymptotically dominant couplings, i.e., α q = √ g 2q > 0, α q−1 = g 2q−1 /(2α q ) etc. A more detailed algebra confirms that in this notation it is useful to re-write our potential in an equivalent arrangement
where a new, uniquely specified auxiliary polynomial has been introduced,
An insertion of the ansatz (3) + (4) transforms our ordinary differential Schrödinger equation (2) for bound states into an equivalent, finite set of the linear (q + 2)−term
All the upper-case coefficients may depend on the energy E ≡ −g −1 as well as on all the coupling constants,
The set of the N + q relations (5) was proposed and discussed by E. Magyari [4] as an implicit definition of the energy E = −g −1 , of the N−plet of the arbitrarily normalized Taylor coefficients h (N ) n and of the specific QE-solvability-admitting subset of q couplings g 0 , g 1 , . . . , g q−1 . The choice of the latter q−plet is responsible for the strict absence of any higher power terms r 2N +ℓ+1+2k exp −λ (q) (r) with k ≥ 0 in the Taylor-like representation (3) of our QE wave functions.
Up to the small domain of the first few lowest integers N and q [11] , the Magyari's equations form a nonlinear algebraic problem which requires a purely numerical treatment. For this reason, they did not attract any noticeable attention in the context of the QE models (cf., e.g., their thorough review in the Ushveridze's monograph [12] ). The bigger was, therefore, our surprise when we revealed that many of these equations become non-numerically solvable in the limit of the very large spatial dimensions D ≫ 1. This observation will be briefly summarized in the next subsection.
What do we know about the domain of large D?
Before we move to D ≫ 1, let us recollect that as long as h 
This means that we achieve a full D−independence of the coefficients
All the rest of eq. (5) remains linearly D−dependent.
Asymptotic Magyari equations
In the spirit of our previous studies [6, 7, 9] , let us now assume that D ≫ 1. This enables us to drop all the subdominant parts of the coefficients and keep their leadingorder components
Once we abbreviate α q = γ and introduce the two auxiliary D−dependent parame-
we may re-scale all the unknown QE couplings in a way described in more detail in [7, 9] ,
The explicit prescription of this type reads
and replaces the set of the recurrences (5) by the asymptotically equivalent matrix
where we merely re-scaled
In ref. [9] we used the straightforward elimination of the variables by the so called Gröbner bases technique [8] and solved the latter equation for all N at the smallest q = 0, 1, 2 and 3, and up to N = 6 and N = 7 at the next q = 4 and 5, respectively.
Beyond these boundaries, unfortunately, no results have been obtained up to now.
A broader background: The more standard large-D expansions
A confinement of a particle in a D−dimensional central well V (| r|) is most often studied in its standard differential-equation representation. A few key ideas of this approach should be recalled as a certain pendant to our forthcoming study.
In the majority of the local models the assumption of an asymptotic growth of the form V (r) ≈ r α , r ≫ 1 is complemented, at the very large spatial dimensions D ≫ 1 at least, by the strong repulsion mediated by the centrifugal forces near the origin. There must exist a point r = R(α) ≫ 1 where one finds a pronounced harmonic-oscillator-like minimum of the effective potential. After the choice of an illustration with α = 4 we may write
near the minimum at R = [ℓ (ℓ + 1)/2] 1/6 ≫ 1. In terms of the "sufficiently small"
≪ 1 we may then decompose V (R + y) = 12 R 2 y 2 + λ V 1 (R + y) and solve eq. (2) by the formal power-series ansatzs in λ,
detailed analysis of the various versions
and sophisticated implementations of the latter approach may be found in numerous review papers [13] and in many other references contained therein.
Magyari's N = recurrences
We shall describe the QE solutions in the D ≫ 1 domain by a new method of the recurrent type. It will enable us to complement the results of ref. [9] by their extension to the very high q's. This project will be shown feasible up to the fairly nontrivial "semi-solvable" choice of N = 3. The N = 1 version of eq. (11) is, verbatim, trivial and compatible only with the vanishing s 1 = s 2 = . . . = s q = 0.
The next, N = 2 case is only slightly more difficult as it requires the analysis of the
With the normalization p 1 = 1 and abbreviations s 1 = a = 0 and p 0 = −1/a we get s k = a k at any k = 2, 3, . . . , q. At the last step we arrive at the selfconsistency condition a q+1 = 1. This equation has a single real root a = 1 at any even q, or two different real roots a = ±1 for all the odd q's.
"Tilding" symmetry
At N = 3, a separate treatment is necessary for the degenerate case with p 1 = 0 where we may infer that s 1 = s 3 = s 5 = . . . = s q = 0. This means that q = 2Q + 1 must be odd and that we in effect return to the N = 2 structure (14). We only have to replace the old unknowns s k by the new, re-scaled quantities s 2k /2. Otherwise, the construction of the solutions remains strictly the same, giving the nontrivial roots etc. Equation (11) acquires a matrix form which is"tilding-symmetric",
For this set of the q + 2 equations, the "tilding" operation may be understood as an "upside-down" reflection with the involution propertyÕ ≡ O. The first and the last line of this set of equations are trivial. We may omit these lines and modify slightly the notation re-writing the q rows of our final N = 3 and D ≫ 1 Magyari's equations in the compactified presentation
The q separate rows of this set of equations have to determine the q unknown quantities a 1 , A 1 , a 2 , A 2 , . . . ,ã 2 ,Ã 1 ,ã 1 where we shall abbreviate a 1 = a andã 1 =ã.
The tilding-invariant solutions
We may change the variables and replace the pair of the two variables a andã by their "tilding-invariant" product ξ = aã =ξ and its "tilding-noninvariant" complement ρ = a/ã = 1/ρ. In an opposite direction we may re-construct a andã from the two quadratic relations
i.e., up to a small indeterminacy in signs. We may pre-multiply the first, second, . . . q−th row of eq. (16) by the respective quantitiesã,ã/a,ã 2 /a,ã 2 /a 2 ,ã 3 /a 2 etc.
After one abbreviates
and postulates that Σ 0 = 2 and σ 1 = 1, this procedure results in the conclusion that our equation (16) may be re-written as the sequence of the coupled pairs of the recurrent relations,
One interprets eqs. (16) or (17) as the mere recurrent definition of an auxiliary sequence of certain "known" functions of our auxiliary real variable ξ,
We see that the functions Σ k (ξ) and σ k+1 (ξ) are both polynomials of the same degree k.
QE bound state solutions
The knowledge of the closed form of the polynomials Σ k (ξ) and σ k+1 (ξ) enables us to define the explicit values of all our coupling constants as functions of the mere two parameters a andã entering also ξ = ξ(a,ã) and ρ = ρ(a,ã),
One could also have constructed this general solution of our recurrences (16) in an opposite, upward direction. For this purpose, it suffices when all the above formulae are modified by a consequent application of the tilding operation.
In order to avoid the redundancy of the double definitions, one must match the two recurrent sequences somewhere in the middle of the matrix equation (16). It makes sense to distinguish between the four possible structures of the matching conditions.
Matching conditions at q = 4K
Whenever q = 4K where K = 1, 2, . . ., the above-mentioned recurrent construction may be started, simultaneously, at both the upper and lower end of eq. (16). Without any difficulties and using eq. (18), the recipe defines all the unknown quantities, i.e., the doublets of pairs of the values
The two middle lines of eq. (16) define the other two "redundant functions" or "non-existent couplings" a K+1 andã K+1 . This induces no real difficulty since the two "initial" or "free" parameters a 1 = a andã 1 =ã are not yet specified. The latter two definitions are not redundant, therefore, as they have to fix these "free" initial values.
The inspection of eq. (16) reveals that our symbol a K+1 is an alternative name for another and well defined couplingÃ K . Similarly, the quantityã K+1 is an "alias"
for A K . We determine the "missing" QE roots a andã via the two "redundant"
Their ratio reads ρ 4K+1 = 1 and gives the unique real root ρ = 1. Our first conclusion is that we must have a =ã. The above two equations coincide and any of them represents our ultimate matching condition or constraint imposed upon ξ = a 2 ,
A sample of its roots may be found in two lines of Table 1 with q = 4K.
Matching conditions at q = 4K + 2
After a move to q = 4K + 2 with K = (0, ) 1, 2, . . ., the previous recipe does not change too much. This time we define all the unknowns in a reversed order,
Mutatis mutandis we find that the central part of eq. (16) defines the other "nonexistent" couplings A K+1 andÃ K+1 so that the doublet of equations A K+1 =ã K+1
andÃ K+1 = a K+1 leads to another set of the selfconsistency conditions,
Their ratio degenerates to the modified constraint ρ 4K+3 = 1 with the same unique real root as above, a/ã = ρ = 1. Both our innovated identities coincide,
and guarantee the desired matching. Its numerical consequences at various K are sampled in the remaining even lines of Table 1 .
Matching conditions at q = 4K + 1
The subset of odd q = 4K + 1 with K = (0, ) 1, 2, . . . requires a more careful analysis.
Although we have the same complete list (21) of the definitions of the QE-fixed couplings as above, its last two items are defined twice, in two different ways. Their necessary compatibility represented by the relation a K+1 =ã K+1 or rather
implies that ρ 2K+1 = 1 so that we must put a/ã = ρ = 1. In the light of this "premature" conclusion, the other two consequences A K+1 =Ã K andÃ K+1 = A K of the two other next-to-central rows of eq. (16) coincide and give the same ultimate matching rule
Its numerical performance appears illustrated by the third subset of roots in Table 1 .
Matching conditions at q = 4K + 3
The last possible choice of the odd exponents q = 4K + 3 in the potential
(with K = (0, ) 1, 2, . . .) leads to a routine completion of all the above analysis.
A marginal modification of the list (19) is needed to specify all the necessary QE couplings, recurrently determined as functions of a andã only,
Nevertheless, the results of the matching become slightly different this time. Although the first, "central-line" rule A K+1 =Ã K+1 prescribes the coincidence of the "latest" items in the standard manner,
its simplification ρ 2K+2 = 1 admits the two alternative signs in the resulting a/ã = ρ = ±1. Under this condition, the other two "redundant" equations (in detail, a K+2 =ã K+1 and its "tilding conjugate"ã K+2 = a K+1 ) coincide as well, giving the same final condition
Curiously enough, this equation is the most easily solvable implicit definition of the QE roots ξ = a 2 =ã 2 (cf. the rest of Table 1 ).
Discussion
At least a part of the undeniable appeal of the harmonic oscillator V [q] with q = 0 issues from the equidistance of its energies which reflects a certain dynamical Lie symmetry there in a way mediated via its linear representation. That's why we were so fascinated by the emergence of the similar manifest equidistance of the generalized eigenvalues s j (cf. refs. [6, 7, 9] ) in the deeply nonlinear Magyari's problem (11) .
Still, the equidistance of the eigenvalues emerged there in different forms and at the several different anharmonic options ranging from q = 1 up to q = 5.
A part of the challenge imposed by these results was purely technical. We were unable to apply the old methods in the domain of the larger q > 5. The natural computer-capacity limitation of the "brute force" approach contributed to our present continuation of the study of the D ≫ 1 Magyari equation (11) . In the domain of the larger q's, the most efficient innovation of its treatment may be seen in a thorough use of the "upside-down" (we called it "tilding") symmetry of the Magyari equations.
As a consequence of the new point of view we were able to offer a partial explanation of a few mysterious regularities encountered in ref. [9] . Let us now discuss this aspect of our present results on the basis of the new secular equations in more detail.
Formulae with the even q = 2Q
The practical numerical search for the roots of our matching conditions proved to be most difficult at the even q = 2Q. One of the reasons is that the pertaining effective, final secular polynomials have a comparatively high degree because they depend also on the odd powers of their variable a. For this reason we have
, which is a polynomial equation in a of the degree 2K + 1. Similarly, at the next q = 4K + 2 we have
We discover, empirically, that the formal factorization of both our secular polynomials P (K,±) (a) into the products of linear terms a − a (j) provides only one "guaranteed" and K−independent non-numerical factor with j = 0 and a (0) = 2. For the sake of brevity, this "trivial" factor will be omitted and ignored in our subsequent discussions and, in particular, in Table 2 .
Last but not least it is instructive to see in Table 1 that the first necessity of solving the cubic equation (by Cardano formulae) emerges at the even q = 6. Also the first "unsolvable" secular equation (= the one of the fifth degree) appears at another even q = 10.
An overall inspection of the list of the roots reveals an interesting regularity in the occurrence of the minus unit root a (1) = −1 at q = 2, q = 8, q = 14 etc. One might also feel tempted to conjecture the presence of the two "golden-mean-like" roots a (1,2) = (−1 ± √ 5)/2 at an equidistant sequence of q = 4, q = 14 etc.
A more detailed information about the position of the roots a has been extracted from our secular polynomials by the purely numerical means. The results are summarized in Figure 1 where a boundedness as well as a smoothness of the Q−dependence of all the roots is illustrated up to Q = 8. We must note that the lines in the Figure   just guide the eye between the neighboring integers Q.
Our last message concerning the q = 2Q effective secular determinants
is delivered in Table 2 . It displays the separate coefficients in our polynomials
(a) and we may see that all of them obey an amusing analogue of the famous Pascal triangle for combinatorial numbers. Via a consequent use of this pattern, we might skip the above-described recurrent construction of our auxiliary polynomials Σ and σ.
Odd q's
Our secular polynomials at all the odd q's are defined by the expressions
The unknown QE parameter a is always sought only in its quadratic version a 2 ≡ ξ.
This lowers the degree of both these polynomials to the shared value K + 1 and simplifies the necessary search for the QE roots.
Besides the above-mentioned (and, remember, above-omitted) quasi-trivial solutions with ξ = 0 (and with a "hidden" N = 2 structure and character), we may now notice the existence of another common and K−independent linear factor ξ − ξ
with ξ (0) = 4 at all the odd q's. We shall again ignore here the existence of this "universal" root as not interesting in a way which parallels the previous similar simplifications of our scheme. In particular, the related factor will be omitted from the secular polynomials which are sampled in our last two Tables 3 and 4 .
An empirical inspection which involves all the odd values of q indicates that the positive unit root ξ (1) = 1 is observed at the regular sequence of the exponents q = 5, q = 11, q = 17 and q = 23 (etc). One could conjecture that, perhaps, also the roots (3 ± √ 5)/2 might appear in a regular manner, viz., for a sequence of the odd q's initiated by q = 9 and q = 19.
5.2.1
The first special subset of the odd q = 4K + 1
For the specific exponents q = 4K + 1, the secular polynomial may be re-written in the compact form
This is illustrated in full detail in Table 3 .
5.2.2
The last and the simplest subset with q = 4K + 3
Even the shortest glimpse at the results of the factorization of the effective secular polynomial R (K,+) (ξ) = σ K+2 (ξ)−σ K+1 (ξ) reveals that the sequence of the exponents q = 4K + 3 might be viewed as the "most privileged" one. The search for its QE roots becomes by far the easiest. Even after we omit the "fixed" roots ξ = 0 and ξ = 4 as "quasi-trivial", we encounter another unexpected symmetry. This surprise is illustrated in Table 4 . One may see there that the full set of the secular roots a 1 = √ ξ exhibits a weird regularity manifested by a reflection symmetry with respect to the center at ξ c = 2. All roots become tractable as certain quasi-conjugated pairs
in a way illustrated in Table 4 in full detail. Besides a purely mathematical appeal of such a hardly comprehensible regularity, an exceptional ease of the construction may prove useful in practice, say, when trying to fit the four free parameters in the K = 0 potential V [3] (x) to some experimentally measured spectra.
We may conclude our discussion by the remark that many questions remained open. One of them parallels the preceding cases and concerns the missing explanation of the empirically observed re-emergence of the root ξ = 2 at q = 7, q = 15 and q = 23 etc, or, similarly, of the root ξ = 3 at q = 11 and q = 23 etc.
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