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Given any wave speed c ∈R, we construct a traveling wave solution
of ut = u + |∇u|2u in an inﬁnitely long cylinder, which connects
two locally stable and axially symmetric steady states at x3 = ±∞.
Here u is a director ﬁeld with values in S2 ⊂ R3: |u| = 1. The
traveling wave has a singular point on the cylinder axis. In view of
the bistable character of the potential, the result is surprising, and
it is intimately related to the nonuniqueness of the harmonic map
ﬂow itself. We show that for only one wave speed the traveling
wave behaves locally, near its singular point, as a symmetric
harmonic map.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let u be a unit vector in R3 deﬁned on the disk DR ⊂ R2 of radius R . Considering the Dirichlet
integral
∫
DR
|∇u|2 dx for u ∈ H1(DR ;S2), the corresponding Euler–Lagrange equation is (see [12])
u + |∇u|2u = 0 in DR :=
{
(x1, x2): x
2
1 + x22 < R2
}
. (1)
Given a constant b > 1R , we associate to Eq. (1) the boundary condition
u(x1, x2) = ub(x1, x2) :=
(
2bx1
1+ b2R2 ,
2bx2
1+ b2R2 ,
1− b2R2
1+ b2R2
)
for (x1, x2) ∈ ∂DR . (2)
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√
x21 + x22, the following two functions are solutions of (1)–(2):
u+(x1, x2) :=
(
2bx1
1+ b2r2 ,
2bx2
1+ b2r2 ,
1− b2r2
1+ b2r2
)
,
u−(x1, x2) :=
(
2bR2x1
r2 + b2R4 ,
2bR2x2
r2 + b2R4 ,
r2 − b2R4
r2 + b2R4
)
.
Observe that |u+| = |u−| = 1 and that u+ and u− are axially symmetric:
u±(x1, x2) =
(
x1
r
sin θ±(r),
x2
r
sin θ±(r), cos θ±(r)
)
,
where
θ+(r) := 2arctan(br) for 0< r  R,
θ−(r) := 2arctan
(
bR2
r
)
= π − 2arctan
(
r
bR2
)
for 0< r  R.
In addition, since bR > 1,
∫
DR
|∇u−|2 dx = 8π
1+ b2R2 <
∫
DR
|∇u+|2 dx = 8b
2R2π
1+ b2R2 . (3)
More precisely, u− is a global minimizer of the Dirichlet integral in H1(DR ;S2) subject to the bound-
ary condition (2), while u+ is a local minimizer.
We consider traveling wave solutions of the equation
ut = u + |∇u|2u in DR ×R (4)
which connect u− at x3 = −∞ to u+ at x3 = ∞:
u(x1, x2, x3, t) = v(x1, x2, x3 − ct) ∈ S2,
where c ∈R and the function v = v(x1, x2, z) is a solution of the problem
⎧⎨
⎩
v + cvz + |∇v|2v = 0 and |v| = 1 in DR ×R,
v(x1, x2,±∞) = u±(x1, x2) for (x1, x2) ∈ DR ,
v = ub on ∂DR ×R.
In other words, the traveling wave is a connecting orbit between the two harmonic maps u− and u+ .
In [1] we have used a variational method to show that for a certain positive wave speed cR there
exists an axially symmetric traveling wave, with a point singularity on the vertical axis of the cylinder.
In view of the energy inequality (3) and the bistable character of the Dirichlet integral—and having in
mind similar results for bistable Ginzburg–Landau systems [9], which can be considered as approxi-
mations of our problem (see [12])—the existence of cR is not surprising.
In the present paper we prove a result which at ﬁrst sight is very surprising: the existence of an
axially symmetric traveling wave for all wave speeds c ∈ R. In view of (3), the result is particularly
counterintuitive if c < 0.
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symmetric traveling waves:
v(x1, x2, z) =
(
x1
r
sin θ(r, z),
x2
r
sin θ(r, z), cos θ(r, z)
)
,
where θ is a solution of the problem
(Ic,R)
⎧⎪⎪⎨
⎪⎪⎩
θrr + 1
r
θr + θzz + cθz − sin(2θ)
2r2
= 0 in (0, R) ×R,
θ(R, z) = 2arctan(bR) for z ∈R,
θ(r,±∞) = θ±(r) for 0< r < R.
In terms of the angle function, the existence of cR can be stated as follows:
Proposition 1.1. (See [1].) Let b, R > 0 be such that bR > 1. Then there exists cR > 0 such that Problem (IcR ,R)
has a solution, θR , which satisﬁes:
(i) θR is real analytic in [0, R] ×R \ {(0,0)};
(ii) θR(0, z) = π if z < 0, θR(0, z) = 0 if z > 0;
(iii) θR is strictly decreasing with respect to z in (0, R) ×R;
(iv) the limits of θR to θ± as z → ±∞ are uniform with respect to r.
The translation invariance of Problem (Ic,R ) with respect to z implies that θR belongs to a one-
parameter family of solutions of Problem (Ic,R ). If bR < 1, the energy inequality (3) is reversed and,
due to the symmetry of the problem, Proposition 1.1 continues to hold with cR < 0.
In the present paper we use θR as initial function for the evolution problem
⎧⎪⎪⎨
⎪⎪⎩
ϑt = ϑzz + cϑz + ϑrr + ϑr
r
− sin(2ϑ)
2r2
in (0, R) ×R×R+,
ϑ(r, z,0) = θR(r, z) in [0, R] ×R,
ϑ(R, z, t) = θ+(R) for z ∈R, t > 0.
(5)
Since θR satisﬁes θzz + cRθz + θrr + θrr − sin(2θ)2r2 = 0, a “trivial” solution of problem (5) is given by
ϑ(r, z, t) = θR
(
r, z − (cR − c)t
)
.
Obviously this solution satisﬁes for t > 0
ϑ(0, z, t) =
{
0 if z > (cR − c)t,
π if z < (cR − c)t,
i.e. ϑ has, at time t , a singularity at the point (0, (cR − c)t).
In [3] and [10] the authors give a speciﬁc example of nonuniqueness of the harmonic map ﬂow
generated by a certain degree of freedom to prescribe the evolution of the solution’s point singularity.
Therefore also problem (5) could possess different solutions corresponding to different evolutions of
the singular point. In particular we shall prove that we may keep the singular point ﬁxed at the
origin:
Theorem 1.2. Let b > 0, R > 0 and bR > 1. Let θR be the solution of Problem (IcR ,R ) deﬁned by Proposition 1.1,
and let c = cR . Then problem (5) has a solution ϑc = ϑc(r, z, t) ∈ C∞((0, R] ×R× [0,∞)) such that
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(ii) for all t > 0
ϑ(0, z, t) =
{
0 if z > 0,
π if z < 0; (6)
(iii) ϑc(r, z, t) → θ±(r) as z → ±∞ uniformly with respect to r ∈ [0, R] and t  0;
(iv) ϑc is decreasing with respect to z;
(v) ϑc is monotone with respect to t, decreasing if c > cR , increasing if c < cR ;
(vi) ϑc(r, z, t) is decreasing with respect to c for (r, z, t) ∈ (0, R] ×R× [0,∞).
By Theorem 1.2(v) we may deﬁne the limit function
θc(r, z) := lim
t→∞ϑc(r, z, t) if (r, z) ∈ [0, R] ×R \
{
(0,0)
}
. (7)
We shall prove that θc is actually a solution of Problem (Ic,R ):
Theorem 1.3. Let the hypotheses of Theorem 1.2 be satisﬁed, and let θc be deﬁned by (7). Then θc is a solution
of Problem (Ic,R ) which satisﬁes:
(i) θc ∈ C∞([0, R] ×R \ {(0,0)});
(ii) θc(0, z) =
{
0 if z > 0,
π if z < 0;
(iii) (θc)z < 0 in (0, R) ×R;
(iv) θc(r, z) is strictly decreasing with respect to c for (r, z) ∈ (0, R) ×R;
(v) θc(r, z) → θ±(r) as z → ±∞ uniformly with respect to r ∈ [0, R].
It is clear from the construction of θc that the nonuniqueness of the wave speed c is intimately
related to the nonuniqueness of the ﬂow itself. Actually Theorem 1.2 supplies a relatively simple
example of nonuniqueness of the ﬂow of director ﬁelds:
Corollary 1.4. Let r =
√
x21 + x22 and let u0 be the director ﬁeld deﬁned by
u0(x1, x2, x3) =
(
x1
r
sin θR(r, x3),
x2
r
sin θR(r, x3), cos θR(r, x3)
)
(8)
for (x1, x2, x3) ∈ Ω = {(x1, x2, x3): x21 + x22 < R2} ⊂R3 . Then the initial–boundary value problem
⎧⎨
⎩
ut − u = |∇u|2u in Ω ×R,
u(x,0) = u0(x) in Ω,
u(x, t) = u0(x) in ∂Ω ×R+
(9)
has inﬁnitely many solutions, uc(x1, x2, x3, t), deﬁned by
(
x1
r
sin θR(r, x3 − cRt), x2
r
sin θR(r, x3 − cRt), cos θR(r, x3 − cRt)
)
if c = cR ,
respectively,
(
x1
r
sinϑc(r, x3 − ct, t), x2
r
sinϑc(r, x3 − ct, t), cosϑc(r, x3 − ct, t)
)
if c = cR .
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uc(x1, x2, x3 + ct, t) →
(
x1
r
sin θc(r, x3),
x2
r
sin θc(r, x3), cos θc(r, x3)
)
as t → ∞.
Brezis, Coron and Lieb [4] have shown that minimizing harmonic maps are symmetric near their
singular points. In case of the variational traveling wave θR , not only this result continues to hold, but
we also obtain an estimate for the convergence rate:
Theorem 1.5. Let b > 0, R > 0 and bR > 1. Let θR be the solution of Problem (IcR ,R ) deﬁned by Proposition 1.1.
Then for any k ∈N
θR(ε cosϕ,ε sinϕ) −π/2+ ϕ = O (ε) in Ck
([−π/2,π/2]) as ε → 0+.
In terms of director ﬁelds this means that the variational traveling wave solution, near its singular
point xR(t) := (0,0, cRt), behaves as
x− xR(t)
|x− xR(t)| .
It turns out that the variational traveling wave is the only one with such symmetric behavior:
Theorem 1.6. Let b > 0, R > 0 and bR > 1. Let θc be deﬁned by (1.3) for c ∈ R and let cR be deﬁned by
Proposition 1.1. Then
θc(ε cosϕ,ε sinϕ) → π/2− ϕ in C
([−π/2,π/2]) as ε → 0+
if and only if c = cR .
We conjecture (see Section 5) that for only one of the wave speeds the corresponding traveling
wave behaves locally, near its singularity, as a stationary solution of the heat ﬂow (see [6]). The
relation with the nonuniqueness of the initial value problem leads immediately to an open problem:
does there exist one and only one stationary solution of the initial value problem? Even in the axially
symmetric case this problem is completely open.
The present paper is organized as follows. In Section 2 we prove Theorems 1.2 and 1.3. The proof
of Theorem 1.2 is based on the construction of barrier functions described in Section 3. In Section 4
we prove Theorems 1.5 and 1.6. In Section 5 we discuss the conjecture about the local behavior near
singularities.
2. Existence of traveling waves for any wave speed
In this section we prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. For every ρ ∈ (0, R), the problem
(Pc,ρ)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ϑt = ϑzz + cϑz + ϑrr + ϑr
r
− sin(2ϑ)
2r2
in (ρ, R) ×R×R+,
ϑ(r, z,0) = θR(r, z) in [ρ, R] ×R,
ϑ(R, z, t) = θ+(R) for z ∈R, t > 0,
ϑ(ρ, z, t) = θR(ρ, z) for z ∈R, t > 0
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facts about Problem (Pc,ρ).
(a1) θ+ and θ− are, respectively, a sub- and a supersolution of (Pc,ρ).
(a2) Since (θR)z < 0 in (0, R)×R, θR is a supersolution of (Pc,ρ) if c > cR and a subsolution if c < cR .
Therefore
∂ϑc,ρ
∂t  0 ( 0) if c > cR (c < cR ).
(a3)
∂ϑc,ρ
∂z  0.
(a4) Let 0 < ρ1 < ρ2 < R . In view of (a2), if c > cR ϑc,ρ1 is a subsolution of (Pc,ρ2 ) and therefore
ϑc,ρ1  ϑc,ρ2 . Analogously, ϑc,ρ1  ϑc,ρ2 if c < cR .
(a5) In view of (a3), given c1, c2 ∈R\{cR}, if c2 > c1, then for every ρ ∈ (0, R) ϑc1,ρ is a supersolution
of (Pc2,ρ) and therefore ϑc1,ρ  ϑc2,ρ .
Properties (a1) and (a4) imply that for every (r, z, t) ∈ (0, R] ×R× [0,∞) we may deﬁne
ϑc(r, z, t) := lim
ρ→0+ϑc,ρ(r, z, t) ∈
[
θ+(r), θ−(r)
]
. (10)
We claim that this function satisﬁes all properties stated in Theorem 1.2.
Property (a5) implies point (vi) of Theorem 1.2. By Schauder-type estimates for parabolic equations,
for every δ ∈ (0, R) there exists C = C(δ, c) > 0 such that for every ρ ∈ (0, δ/2)
‖ϑc,ρ‖C3,2([δ,R]×R×[0,∞))  C .
Hence ϑc is smooth in (0, R] ×R× [0,∞) and solves the differential equation of problem (5). More-
over, we have trivially that (ϑc)z  0, (ϑc)t  0 if c > cR , (ϑc)t  0 if c < cR , ϑc(r, z,0) = θR(r, z) for
all (r, z) ∈ (0, R] ×R, and ϑc(R, z, t) = θ+(R) for all z ∈R and t > 0, and we have obtained points (iv)
and (v) of Theorem 1.2.
We claim that for all t > 0
lim
r→0+
ϑc(r, z, t) =
{
0 if z > 0,
π if z < 0.
(11)
The proof is based on the construction of appropriate barrier functions:
Lemma 2.1.
(i) If c > cR , for every ε > 0 there exists a smooth function
σε : [0, R] ×R \
{
(0,−ε)}→R
such that:
(p1) σε is a subsolution of Problem (Pc,ρ) for every ρ ∈ (0, R),
(p2) σε(0, z) = π for every z < −ε.
(ii) If c < cR , for every ε > 0 there exists a smooth function
Σε : [0, R] ×R \
{
(0, ε)
}→R
such that:
(p3) Σε is a supersolution of Problem (Pc,ρ) for every ρ ∈ (0, R),
(p2) Σε(0, z) = 0 for every z > ε.
M. Bertsch, I. Primi / J. Differential Equations 247 (2009) 69–103 75We postpone the proof of this key result to Section 3 and complete the proof of Theorem 1.2.
If c > cR , we obtain from Lemma 2.1 the inequalities
σε(r, z) ϑc,ρ(r, z, t) θR(r, z)
which are satisﬁed for every ρ ∈ (0, R) and every (r, z, t) ∈ [ρ, R] × R × [0,∞). Passing to the limit
ρ → 0 we ﬁnd that
σε(r, z) ϑc(r, z, t) θR(r, z) (12)
and hence (11) follows from property (p2), Proposition 1.1(ii) and the arbitrariness of ε > 0. Analo-
gously, if c < cR , (11) follows from Lemma 2.1(ii) with (12) replaced by
θR(r, z) ϑc(r, z, t)Σε(r, z). (13)
The monotonicity of ϑc with respect to t and the deﬁnition of θc imply the inequalities
θc(r, z) ϑc(r, z, t) θR(r, z) if c > cR ,
θR(r, z) ϑc(r, z, t) θc(r, z) if c < cR .
Assuming that θc satisﬁes Theorem 1.3, as we shall prove below, we obtain points (i) and (iii) of
Theorem 1.2. This completes the proof of Theorem 1.2. 
Proof of Theorem 1.3. By (7) and parabolic Schauder-type estimates, the function θc is smooth if
r > 0, solves
θrr + θr
r
+ θzz + cθz − sin(2θ)
2r2
= 0 in (0, R) ×R
and satisﬁes the condition θ(R, z) = θ+(R). It follows at once from (7), (12), (13) and Lemma 2.1 that
lim
r→0+
θc(r, z) =
{
0 if z > 0,
π if z < 0.
(14)
Obviously θc satisﬁes (θc)z  0 and θ+(r)  θc(r, z)  θ−(r), and it follows from (14) that θc ∈
C0([0, R] × R \ {(0,0)}). By the strong maximum principle, (θc)z < 0 in (0, R) × R, and, since
θ+(r) ϑc(r, z, t) θR(r, z) if c > cR and θR(r, z) ϑc(r, z, t) θ−(r) if c < cR ,
θ+ < θc < θR if c > cR and θR < θc < θ− if c < cR in (0, R) ×R.
Arguing as in the proof of Proposition 17 in [2], the continuity of θc in [0, R] × R \ {(0,0)} implies
that θc is of class C∞ in this set.
Since θc is bounded and strictly decreasing with respect to z, we may deﬁne
θc,+(r) := lim
z→+∞ θc(r, z), θc,−(r) := limz→−∞ θc(r, z).
Standard Schauder-type estimates imply that θc,+, θc,− ∈ C2((0, R]) and solve the problem
⎧⎨
⎩ψrr +
ψr
r
− sin(2ψ)
2r2
= 0 in (0, R),
ψ(R) = θ (R).
(15)+
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θc,+(0) = 0, θc,−(0) = π.
A straightforward calculation implies that θc,+ ≡ θ+ and θc,− ≡ θ− . By Schauder estimates, the mono-
tonicity in z and the bounds θ+(r)  θc(r, ·)  θ−(r), the convergence of θc to θ± as z → ±∞ is
uniform with respect to r ∈ [0, R]. Finally, by Theorem 1.2(vi), θc(r, z) is decreasing with respect to c
for (r, z) ∈ (0, R] × R. Since (θc)z < 0 in (0, R) × R for every c ∈ R, it follows from the strong max-
imum principle that, given c1, c2 ∈ R, θc2 < θc1 in (0, R) × R if c2 > c1. We conclude that θc is a
solution of Problem (Ic,R ) satisfying properties (i)–(iv) of Theorem 1.3. 
3. Barrier functions
In this section we prove Lemma 2.1. We need the following trivial result.
Lemma 3.1. Let B > 0, δ ∈ [0,1] and
q(r) := 2B
1−δr1+δ
r2 + B2 for r > 0.
Then for every r ∈R+
0 q(r)
{
(1− δ) 1−δ2 (1+ δ) 1+δ2 if δ ∈ [0,1),
2 if δ = 1.
For every C, D > 0 we deﬁne the following functions BC , AD ∈ C∞(R):
BC (z) =
{
Ce1/z if z < 0,
0 if z 0,
AD(z) =
{
0 if z 0,
De−1/z if z > 0.
Throughout this section we consider c as a ﬁxed given number.
Lemma 3.2. For every μ ∈ (0,1) there exists C = C(μ) ∈ (0, R] such that for every C ∈ (0,C] the function
σC (r, z) = 2arctan
(
BC (z)
r
)
+ 2arctan
(
μ
(
r
R
)3/2)
, (r, z) ∈ [0, R] ×R,
satisﬁes the differential inequality
L (σ ) := σzz + cσz + σrr + σr
r
− sin(2σ)
2r2
 0 in (0, R) ×R.
Proof. Let μ ∈ (0,1) be arbitrary and ﬁxed. For the sake of simplicity we denote σC by σ . In (0, R)×
(0,∞), σ(r, z) ≡ γ (r) := 2arctan(μ(r/R)3/2), and
L (σ )(r, z) = γ ′′(r) + γ
′(r)
r
− sin(2γ )
2r2
= 5
4
sin(2γ )
2r2
 0 (16)
because γ (r) 2arctanμ ∈ (0,π/2). Since L (σ ) is continuous in (0, R) ×R, (16) holds up to z = 0,
r ∈ (0, R).
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L (σ ) = φ′ sin f + φ2 sin(2 f )
2
+ cφ sin f + sin(2 f ) + 9/4sin(2γ ) − sin(2 f + 2γ )
2r2
,
where φ = φ(z) := B ′C (z)BC (z) = −(1/z)2 and f = f (r, z) = 2arctan( BC (z)r ).
Choosing C ∈ (0, R], we have that
0< BC (z) C, 0< μ < R/C
and
σ(r, z) = f (r, z) + γ (r) π − 2arctan
(
r
BC (z)
)
+ 2arctan
(
μ
r
R
)
 π − 2arctan
(
r
BC (z)
)
+ 2arctan
(
r
C
)
 π.
Of course also 0 γ  σ . Therefore, by standard trigonometric identities,
sin(2 f ) + 9/4sin(2γ ) − sin(2 f + 2γ ) = 9/4sin(2γ ) − 2cos(2 f + γ ) sinγ
= 2sinγ (5/4cosγ + 2sinσ sin f ) 5/4sin(2γ ),
whence
L (σ ) sin f
(
φ′ + φ2 cos f + cφ)+ 5
4
sin(2γ )
2r2
 sin f
(
φ′ − φ2 + |c|φ)+ 5
4
sin(2γ )
2r2
(17)
in (0, R) × (−∞,0). Since μ ∈ (0,1),
cosγ = 1−μ
2(r/R)3
1+μ2(r/R)3 
1−μ2
1+μ2 > 0
and
sinγ = 2μ(r/R)
3/2
1+μ2(r/R)3 
2μ
1+μ2
(
r
R
)3/2
.
Since φ(z) = −(1/z)2, φ′ − φ2 + |c|φ < 0; substituting δ = 1/2 in Lemma 3.1, we obtain that
sin f (r, z) = 2BC (z)r
r2 + BC (z)2 
4
√
27
2
√
BC (z)
r
 5
4
√
BC (z)
r
.
Hence it follows from (17) that in (0, R) × (−∞,0)
L (σ ) 5r
−1/2
4
((
φ′ − φ2 + |c|φ)√BC + 2μ(1−μ2)
(1+μ2)2 R
−3/2
)
.
Since there exists Q = Q (c) > 0 such that
(
φ′ − φ2 + |c|φ)√BC −Q √C
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L (σ ) 5r
−1/2
4
(
−Q √C + 2μ(1−μ
2)
(1+μ2)2 R
−3/2
)
in (0, R) × (−∞,0).
Therefore there exists C = C(μ, c, R) ∈ (0, R] such that by choosing C ∈ (0,C] L (σ )  0 in
(0, R) ×R. 
Remark 3.3. As shown by the proof of Lemma 3.2, C depends also on c and R . However, since these
are given constants, we have only made explicit the dependence on μ.
We omit the proof of the next result, which is similar to the previous one.
Lemma 3.4. For every μ > 1 there exists D = D(μ) ∈ (0, R] such that for every D ∈ (0, D] the function
ΣD(r, z) = 2arctan
(
μ
(
R
r
)3/2)
− 2arctan
(
AD(z)
r
)
, (r, z) ∈ [0, R] ×R,
satisﬁes the differential inequality
L (Σ) := Σzz + cΣz + Σrr + Σr
r
− sin(2Σ)
2r2
 0 in (0, R) ×R.
We now assume that c > cR and construct the family of functions σε for ε > 0.
From the properties of θR (see Proposition 1.1) we know that for every ε > 0 there exist Cˆ(ε) > 0
and μˆ(ε) ∈ (0,1) such that for every C ∈ (0, Cˆ(ε)] and μ ∈ (0, μˆ(ε)]
2arctan(C/r) + 2arctan(μ(r/R)3/2) θR(r,−ε) for r ∈ [0, R].
Let ε > 0 be given. Taking μ = μˆ(ε), C ∈ (0,min{C(μ), Cˆ(ε)}] and deﬁning σε(r, z) = σC (r, z + ε), we
have that
1. σε is a subsolution of
ϑt = ϑzz + cϑz + ϑrr + ϑr
r
− sin(2ϑ)
2r2
;
2. since θR is decreasing with respect to z, for every z < −ε, r ∈ [0, R]
σε(r, z) 2arctan(C/r) + 2arctan
(
μ(r/R)3/2
)
 θR(r, z);
3. since μ < 1< bR , for every z−ε, r ∈ [0, R]
σε(r, z) = 2arctan
(
μ(r/R)3/2
)
 2arctan
(
μ(r/R)
)
 θ+(r) θR(r, z).
Since σC (0, z) = 0 for z > 0 and σC (0, z) = π for z < 0, we conclude that σε satisﬁes properties (p1)
and (p2).
Analogously, if c < cR , we construct the family {Σε}ε>0. From the properties of θR (see Propo-
sition 1.1) we know that for every ε > 0 there exist D˜(ε) > 0 and μ˜(ε) > 1 such that for every
D ∈ (0, D˜(ε)] and μ μ˜(ε)
2arctan
(
μ(R/r)3/2
)− 2arctan(D/r) θR(r, ε) for r ∈ [0, R].
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satisﬁes (p3) and (p4).
4. Behavior near the singularities
We begin with proving Theorem 1.5.
Following the ideas in [4], we prove in Appendix A that for any k ∈N
θR(ε cosϕ,ε sinϕ) → π/2− ϕ in Ck
([−π/2,π/2]) as ε → 0+. (18)
It remains to prove the estimate for the convergence rate.
Let
r = ex cosϕ, z = ex sinϕ for −π/2 ϕ  π/2, x ∈ (−∞, log R]. (19)
Then θ˜R(x,ϕ) := θR(ex cosϕ, ex sinϕ) satisﬁes the equation
θ˜xx + θ˜x + θ˜ϕϕ − θ˜ϕ tanϕ − sin(2θ˜ )
2cos2 ϕ
+ cRex(θ˜x sinϕ + θ˜ϕ cosϕ) = 0. (20)
Observing that the solutions θ(ϕ) of
⎧⎪⎪⎨
⎪⎪⎩
θ ′′ − θ ′ tanϕ − sin(2θ)
2cos2 ϕ
= 0,
θ
(
π
2
)
= 0, θ
(
−π
2
)
= π
are given by the one-parameter family
θ A(ϕ) = 2arctan
(
A tan(π/4− ϕ/2)), A ∈R+,
it turns out to be useful to introduce the function
f (x,ϕ) = f R(x,ϕ) := log
(
tan(θR(ex cosϕ, ex sinϕ)/2)
tan(π/4− ϕ/2)
)
.
A straightforward calculation leads to the following equation for f R :
fxx + fx + (cos
3 ϕ fϕ)ϕ
cos3 ϕ
+ γR fϕ + cos θ˜R |∇ f |2 + cRex( fx sinϕ + fϕ cosϕ − 1) = 0, (21)
where
γR := 2sinϕ − cos θ˜R
cosϕ
.
Observe that cos θ˜R (and hence γR ) can be expressed in terms of f R and ϕ:
cos θ˜R = 1− e
2 f tan2(π/4− ϕ/2)
2 f 2
.
1+ e tan (π/4− ϕ/2)
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continuity to ϕ = ±π/2 and
∂ f R
∂ϕ
(x,±π/2) = 0 for x ∈ (−∞, log R]. (22)
Setting
wR(x,ϕ) := θ˜R(x,ϕ) −π/2+ ϕ
cosϕ
, x log R, |x| < π/2,
it follows from (18) and the fact that θ˜R(x,π/2) = 0, θ˜R(x,−π/2) = π for x < log R that wR can be
extended with continuity to x= ±π/2 and for any k ∈N
wR → 0 in Ck
([−π/2,π/2]) as x → −∞. (23)
Since it is not diﬃcult to check that f R behaves in ﬁrst approximation as wR if ϕ is near to ±π/2
and x is far from zero, it follows easily from (23) that also
f R → 0 in Ck
([−π/2,π/2]) as x → −∞. (24)
The proof of Theorem 1.5 is completed by the following result:
Lemma 4.1. There exists K > 0 such that for any k ∈N
‖ f R‖Ck([−π/2,π/2])  Kex as x→ −∞.
Proof. Throughout the proof o(1) indicates a generic function g(x,ϕ) which vanishes uniformly in
[−π/2,π/2] as x → −∞ and O (1) denotes a generic uniformly bounded function.
In view of (21) and (24),
fxx + fx + (cos
3 ϕ fϕ)ϕ
cos3 ϕ
− cRex = o(1) fx + o(1) fϕ + o(1)ex,
and setting
f R(x,ϕ) := cR
2
ex + u(x,ϕ)
the function u satisﬁes
uxx + ux + (cos
3 ϕuϕ)ϕ
cos3 ϕ
= o(1)ux + o(1)uϕ + o(1)ex.
We introduce the weighted mean with respect to ϕ:
u(x) :=
∫ π/2
−π/2 u(x,ϕ) cos
3 ϕ dϕ∫ π/2
−π/2 cos3 ϕ dϕ
= 3
4
π/2∫
−π/2
u(x,ϕ) cos3 ϕ dϕ.
Setting
u(x,ϕ) := v(x,ϕ) + u(x),
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u′′ + (1+ a)u′ = R
and
vxx + vx + (cos
3 ϕvϕ)ϕ
cos3 ϕ
= R − R − (a − a)u′, (25)
where
a = o(1) and R = o(1)vx + o(1)vϕ + o(1)ex.
In particular we have that
u′(x) =
x∫
−∞
R(σ )e−
∫ x
σ (1+a(s))ds dσ . (26)
Multiplying Eq. (25) by exv cos3 ϕ and integrating by parts over
Dx := (−∞, x) × (−π/2,π/2)
yields that for any x< log R
∫ ∫
Dx
ey
(
v2x + v2ϕ
)
cos3 ϕ = ex
π/2∫
−π/2
vvx cos
3 ϕ −
∫ ∫
Dx
(
R − R − (a− a)u′)vey cos3 ϕ. (27)
The ﬁrst two eigenvalues of the eigenvalue problem
(
cos3 ϕΦ ′(ϕ)
)′ = −λ cos3 ϕΦ(ϕ) in (−π/2,π/2)
are λ0 = 0 (with constant eigenfunction) and λ1 = 4 (with increasing eigenfunction sinϕ). Therefore
π/2∫
−π/2
cos3(ϕ)v(ϕ)dϕ = 0 ⇒
π/2∫
−π/2
cos3(ϕ)v2(ϕ)dϕ  1
4
π/2∫
−π/2
cos3(ϕ)v2ϕ(ϕ)dϕ. (28)
Hence
∣∣∣∣∣
π/2∫
−π/2
vvx cos
3 ϕ
∣∣∣∣∣ 14
π/2∫
−π/2
v2x cos
3 ϕ +
π/2∫
−π/2
v2 cos3 ϕ  1
4
π/2∫
−π/2
(
v2x + v2ϕ
)
cos3 ϕ,
and it follows from (27) that∫ ∫
Dx
ey
(
v2x + v2ϕ
)
cos3 ϕ
 1
4
ex
π/2∫
−π/2
(
v2x + v2ϕ
)
cos3 ϕ −
∫ ∫
D
(
R − R − (a − a)u′)vey cos3 ϕ. (29)x
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η(x) :=
∫ ∫
Dx
ey
(
v2x + v2ϕ
)
cos3 ϕ 
(
1
4
+ ε
)
ex
π/2∫
−π/2
(
v2x + v2ϕ
)
cos3 ϕ + εe3x. (30)
Indeed, Hölder’s and Young’s inequalities and (28) imply that for any δ > 0
∣∣∣∣
∫ ∫
Dx
Rvey cos3 ϕ
∣∣∣∣ δ
∫ ∫
Dx
ey v2ϕ cos
3 ϕ + 1
δ
∫ ∫
Dx
o(1)ey
(
v2x + v2ϕ + e2y
)
cos3 ϕ (31)
and a similar estimate holds with R replaced by R . Hence, in view of (29), (31) and the deﬁnition
of R , the claim (30) follows if we show that
∫ ∫
Dx
ey
(
u′(y)
)2
cos3 ϕ  C
x∫
−∞
ey R2(y)dy (32)
for −x large enough.
To prove (32) we use the expression (26) for u′: ﬁxing 0< α < 1/3 we assume that −x is so large
that 1+ a(x) 1− α, whence
∫ ∫
Dx
ey
(
u′(y)
)2
cos3 ϕ 
∫ ∫
Dx
ey
[ y∫
−∞
∣∣R(σ )∣∣e−(1−α)(y−σ) dσ
]2
cos3 ϕ
 4
3
x∫
−∞
e−(1−2α)y
[ y∫
−∞
R2(σ )e(2−3α)σ dσ
][ y∫
−∞
eασ dσ
]
dy
= 4
3α
x∫
−∞
e−(1−3α)y
[ y∫
−∞
R2(σ )e(2−3α)σ dσ
]
dy.
Interchanging the order of integration the latter integral becomes
4
3α
x∫
−∞
R2(σ )e(2−3α)σ
[ x∫
σ
e−(1−3α)y dy
]
dσ  4
3α(1− 3α)
x∫
−∞
R2(σ )eσ dσ
and we have found (32).
The inequality (30) can be rewritten as
η(x)
(
1+ 4ε
4
)
η′(x) + εe3x for x< xε,
which is equivalent to
(
e−
4
1+4ε xη(x) − 4ε
1− 12ε e
− 1−12ε1+4ε x
)′
 0.
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e−
4
1+4ε xη(x) − 4ε
1− 12ε e
− 1−12ε1+4ε x  Cε := e− 41+4ε xε η(xε) − 4ε
1− 12ε e
− 1−12ε1+4ε xε ,
i.e.,
η(x) Cε
(
e
4
1+4ε x + 4ε
1− 12ε e
3x
)
.
Since 4/(1+ 4ε) > 3 for ε small enough, this implies that
η(x) =
∫ ∫
Dx
ey
(
v2x + v2ϕ
)
cos3 ϕ = O (1)e3x as x → −∞. (33)
In particular
∫ ∫
Dx
ey R2(y,ϕ) cos3 ϕ = o(1)e3x as x→ −∞ (34)
and
x∫
−∞
ey R2(y) = o(1)e3x as x→ −∞. (35)
Choosing α as before, we obtain from (32) and (35) that
∣∣u′(x)∣∣
x∫
−∞
∣∣R(σ )∣∣e−(1−α)(x−σ) dσ
 e−(1−α)x
( x∫
−∞
eσ R2(σ )
)1/2( x∫
−∞
e(1−2α)σ
)1/2
= o(1)ex as x→ −∞. (36)
Since u(x) vanishes as x → −∞,
u(x) = o(1)ex as x → −∞. (37)
We set
w(x,ϕ) = ex/2v(x,ϕ).
Then w satisﬁes the equation
wxx − 1w + (cos
3 ϕwϕ)ϕ
3
= g(x,ϕ), (38)4 cos ϕ
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∫ ∫
Dx
g2(y,ϕ) cos3 ϕ = o(1)e3x as x → −∞. (39)
We observe that
wxx + (cos
3 ϕwϕ)ϕ
cos3 ϕ
has the structure of a Laplace operator in R5: locally, near ϕ = ±π/2, cosϕ plays the role of a
radial coordinate in R4. Therefore we can apply standard regularity for elliptic equations in R5, in
particular “local” Schauder-type estimates (see for example Theorem 8.10 in [7]) in domains of the
type (x− 3, x) × [−π/2,π/2] (thought as domains in R5) and Sobolev imbedding theorems in order
to obtain estimates in [x− 2, x− 1] × [−π/2,π/2]. Here the estimates (39) and
∫ ∫
Dx
w2 cos3 ϕ =
∫ ∫
Dx
ey v2 cos3 ϕ = O (1)e3x as x → −∞,
viewed as L2-estimates (cos3 ϕ is the natural weight function), are the natural starting point of a
standard bootstrap mechanism which leads to
w(x,ϕ) = O (1)e3x/2 in Ck([−π/2,π/2]) and u(k)(x) = o(1)ex as x→ −∞,
where k ∈N. In view of the deﬁnition of w and u, this completes the proof of the lemma. 
The exponential estimate for f R turns out to be the key to the proof of Theorem 1.6.
We begin with introducing the function
fc(x,ϕ, t) = log
(
tan(ϑc(ex cosϕ, ex sinϕ, t)/2)
tan(π/4− ϕ/2)
)
,
where ϑc is the solution deﬁned by Theorem 1.2, x  log R , −π/2 < ϕ < π/2 and t  0. Observe
that, for t > 0, fc(t) < f R(> f R) in (−∞, log R) × (−π/2,π/2) if c > cR(< cR). By (7) there exists
fc,∞ := limt→∞ fc(·, ·, t) and
fc,∞(x,ϕ) = log
(
tan(θc(ex cosϕ, ex sinϕ)/2)
tan(π/4− ϕ/2)
)
(40)
for x log R and −π/2< ϕ < π/2. Setting
ϑ˜c(x,ϕ, t) := ϑc
(
ex cosϕ, ex sinϕ, t
)= 2arctan(e fc(x,ϕ,t) tan(π/4− ϕ/2)),
fc solves the differential equation
e2x ft = fxx + fx + (cos
3 ϕ fϕ)ϕ
cos3 ϕ
+ γc fϕ + cos ϑ˜c|∇ f |2 + cex( fx sinϕ + fϕ cosϕ − 1), (41)
where
γc := 2sinϕ − cos ϑ˜c .
cosϕ
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ϕ = ±π/2 and
∂ fc
∂ϕ
(x,±π/2, t) = 0 for x ∈ (−∞, log R], t  0. (42)
By the strong comparison principle for parabolic equations, fc(t) < f R(> f R) in (−∞, log R) ×
[−π/2,π/2] if c > cR(< cR).
In the sequel we focus on the case c > cR . If c < cR the proof is similar.
If c > cR , Theorem 1.6 is a consequence of the following result:
Lemma 4.2. For any c > cR there exists β > 0 such that
limsup
x→−∞
fc,∞(x,ϕ)−β for all ϕ ∈ [−π/2,π/2].
Proof. Set
q := fc − f R .
Then q satisﬁes
L(q) := −e2xqt + qxx + qx + (cos
3 ϕqϕ)ϕ
cos3 ϕ
+ γcqϕ + (γc − γR) f Rϕ
+ cos ϑ˜c
(
(q + f R)2x + (q + f R)2ϕ
)− cos θ˜R( f 2Rx + f 2Rϕ)− (c − cR)ex
+ cex(qx sinϕ + qϕ cosϕ) + (c − cR)ex( f Rx sinϕ + f Rϕ cosϕ) = 0.
Here the parabolic operator L(q) is considered as a nonlinear operator in q in the sense that also ϑ˜c
is viewed as a function of q.
We observe that
γc − γR = sin θ˜R
sin(π/2− ϕ) sin ϑ˜c
(
eq − e−q).
Indeed,
γc − γR = −2cos ϑ˜c − cos θ˜R
sin(π/2− ϕ)
and
cos ϑ˜c − cos θ˜R = 1− e
2 fc tan2(π/4− ϕ/2)
1+ e2 fc tan2(π/4− ϕ/2) −
1− e2 f R tan2(π/4− ϕ/2)
1+ e2 f R tan2(π/4− ϕ/2)
= −2 (e
2 fc − e2 f R ) tan2(π/4− ϕ/2)
(1+ e2 fc tan2(π/4− ϕ/2))(1+ e2 f R tan2(π/4− ϕ/2))
= − 2e
fR tan(π/4− ϕ/2)
1+ e2 f R tan2(π/4− ϕ/2) ·
2e fc tan(π/4− ϕ/2)
1+ e2 fc tan2(π/4− ϕ/2) ·
e fc− f R − e f R− fc
2
= −1 sin θ˜R sin ϑ˜c
(
eq − e−q).2
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γc − γR = O (1)
(
eq − e−q) as x→ −∞. (43)
On the other hand
cos ϑ˜c
(
(q + f R)2x + (q + f R)2ϕ
)− cos θ˜R( f 2Rx + f 2Rϕ)
= (cos ϑ˜c − cos θ˜R)
(
f 2Rx + f 2Rϕ
)+ cos ϑ˜c(q2x + q2ϕ)
+ 2cos ϑ˜c( f Rxqx + f Rϕqϕ). (44)
We ﬁx x0 < log R and consider the problem
⎧⎨
⎩
μqt = qxx + q2x for x< x0, t > 1,
q(x0, t) = −β for t > 1,
q(x,1) = 0 for x< x0,
where μ = e2x0 . The constant β > 0 is chosen such that
q(x0,ϕ,1) = fc(x0,ϕ,1) − f R(x0,ϕ)−β for |ϕ| π/2. (45)
Observe that this problem has a selfsimilar solution:
q(x, t) = h
(
x− x0√
t − 1
)
,
where h(y) is the solution of
⎧⎨
⎩−
1
2
μyh′ = h′′ + (h′)2 for y < 0,
h(−∞) = 0, h(0) = −β.
One easily checks that
h(y) = log
(
1−
√
μ
π
(
1− e−β)
y∫
−∞
e−μs2/4 ds
)
.
Since q(x, t) → −β as t → +∞ for any x x0, the proof of the lemma is complete if we show that
q(x,ϕ, t) q(x, t) if x x0, |ϕ| π/2, t  1.
Since q(x,ϕ,1)  0 = q(x,1), it follows from (45) and the comparison principle that it is enough to
show that
L(q) 0 in (−∞, x0) × (−π/2,π/2) × (1,+∞) (46)
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L(q) = −e2xqt + qxx + qx + (γc − γR) f Rϕ
+ cos ϑ˜c
(
(q + f R)2x + (q + f R)2ϕ
)− cos θ˜R( f 2Rx + f 2Rϕ)− (c − cR)ex
+ cexqx sinϕ + (c − cR)ex( f Rx sinϕ + f Rϕ cosϕ)
 −e2x0qt + qxx +
(
1+ o(1))qx + O (1)ex(eq − e−q)
− (1+ o(1))(c − cR)ex + q2x
μqt + qxx + q2x = 0 in (−∞, x0) × (−π/2,π/2) × (1,+∞)
if β is chosen small enough and −x0 is large enough. 
5. A conjecture and concluding remarks
In the previous section we have proved that the functions fc,∞ do not vanish as x → −∞ if c = cR ,
but it is natural to expect that they converge to a constant Ac ∈R as x → −∞. If so, the map c → Ac
is nonincreasing. Actually we expect it to be continuous and strictly decreasing, with Ac → 0 (+∞)
as c → +∞ (−∞). This leads to the following conjecture:
Let c ∈ R and let θc be the solution deﬁned by Theorem 1.3. Then there exists a continuous and strictly
decreasing function from R to R+ , c → Ac , such that θc behaves near the origin as
2arctan
(
Ac tan
(
π
4
− arctan(z/r)
2
))
,
where AcR = 1 and
Ac →
{
0 as c → +∞,
+∞ as c → −∞.
In terms of director ﬁelds, the interpretation of the conjecture is the following: all traveling waves
behave locally, near their singular point, as a harmonic map which varies according to the wave speed.
The conjecture is related to the problem to identify possible uniqueness criteria for harmonic map
ﬂow. As was already suggested by the example given by Pisante ([10]; see also the related papers [3]
and [11]), Theorem 1.2 indicates that, at least in certain cases, one may prescribe the speed of a point
singularity of axially symmetric solutions of the heat ﬂow of harmonic maps. Of course this degree of
freedom causes nonuniqueness of the ﬂow itself. Unfortunately it can hardly be expected that these
observations, although important to get a better understanding in the nonuniqueness phenomena of
the ﬂow, are the clue to settle the nonuniqueness question. For example, if one wants to know if
solutions obtained as singular limits of solutions of Ginzburg–Landau systems deﬁne a uniqueness
class, we probably need a quite different sort of information.
The conjecture suggests that there is a relation between the velocity of the point singularity and
the local behavior of the traveling waves near the singular point and it would be most interesting
to know if this information could be used to settle part of the nonuniqueness question. In particular
the requirement of symmetric behavior, which can be formulated in terms of stationary harmonic
maps (see [5]), is a natural candidate for a uniqueness criterium (actually this is also the reason
that we wanted to prove Theorem 1.6 and that we did not put much effort in proving the more
general conjecture). Along the same lines, since symmetric behavior is closely related to variational
approaches, it is natural to ask whether solutions obtained as limits of discretized problems (with
respect to time) which at each time step are solved variationally, deﬁne a uniqueness class. In this
context it should be observed that it is not clear whether the singular limits of solutions of Ginzburg–
Landau systems have a perfectly symmetric behavior near point singularities.
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per have point singularities of topological degree ±1. In particular the nonuniqueness problem is
restricted to this sort of solutions. We believe that there exist also solutions with only point singular-
ities of zero topological degree. If so, we would not be surprised if they deﬁne a (completely different)
uniqueness class. Also this problem is, to our best knowledge, completely open, even in the context
of axially symmetric solutions.
Appendix A. Proof of (18)
We follow the ideas of the proof of Theorem 1.2 in [4], a similar but much more general result for
harmonic maps. Since the proof in [4] uses in an essential way the work by Schoen and Uhlenbeck
about harmonic maps, we have not tried to adapt it to the traveling wave equation. Instead we shall
use the axial symmetry of our problem to give a self contained proof.
Throughout the appendix we denote cR > 0 and θR by c and θ . We deﬁne, for ρ ∈ (0, R] and
ρ = 1,
Dρ :=
{
(r, z) ∈R+ ×R ∣∣ r2 + z2 < ρ2}, ∂+Dρ := ∂Dρ ∩ {r > 0},
Hρ :=
{
w ∈ L2r (Dρ)
∣∣∣ wr,wz, sinw
r
∈ L2r (Dρ)
}
,
where the subscript r in L2r denotes the weight function r, and
Eρ(v) :=
∫ ∫
Dρ
recz
2
(
v2r + v2z +
sin2 v
r2
)
for v ∈ Hρ.
We set h(r, z) := θ(r, z) − θ+(r) = θ(r, z) − 2arctan(br). In [1] a constrained minimization problem
was introduced to identify the pair (θ, c) (the functional to be minimized was indicated by Φc,R(h)
and the constraint by Γc,R(h)). Locally θ can be thought as the solution of an unconstrained mini-
mization problem:
Lemma A.1. Eρ(θ) = infv∈Hρ , v|∂+Dρ =θ |∂+Dρ Eρ(v) for every ρ ∈ (0, R].
Proof. Arguing by contradiction, we suppose that v ∈ Hρ , v = θ on ∂+Dρ , and Eρ(v) < Eρ(θ). We
deﬁne, for (r, z) ∈ [0, R] ×R,
θ˜ (r, z) =
{
v(r, z) if r2 + z2 < ρ2,
θ(r, z) if r2 + z2  ρ2, h˜(r, z) = θ˜ (r, z) − θ+(r).
Using the notation of Section 2 of [1], we have that h˜ ∈ Yc,R , Γc,R(h˜) < ∞ and
Φc,R(h˜) =
∫ ∫
(0,R)×R
recz
2
(
θ˜2r + θ˜2z +
sin2 θ˜
r2
− (θ ′+)2 − sin2 θ+r2
)
.
Since Φc,R(h˜) − Φc,R(h) = Eρ(v) − Eρ(θ) < 0 and, by Theorem 2.9 of [1], Φc,R(h) = 0, we obtain
that Φc,R(h˜) < 0. On the other hand, by Corollary 2.10 of [1], Φc,R(h˜)  0 and we have found a
contradiction. 
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∫ ∫
Dρ
(1+ cz) re
cz
2
(
θ2r + θ2z +
sin2 θ
r2
)
= ρ
( ∫
∂+Dρ
recz
2
(
θ2r + θ2z +
sin2 θ
r2
)
−
∫
∂+Dρ
recz|∇θ · ν|2
)
, (A.1)
where ν denotes the normal vector (r, z)/
√
r2 + z2 .
Proof. We adapt the proof in [5, p. 102] to the case of angle functions. For every ρ ∈ (0, R) and k > 0
such that [ρ,ρ + k] ⊂ (0, R) we deﬁne
φρ,k(s) =
⎧⎨
⎩
1 if s ρ,
1− s−ρk if s ∈ (ρ,ρ + k),
0 if s ρ + k.
Freezing the values of ρ and k, we set φ = φρ,k . Let δ = δ(ρ,k) ∈ (0,1) be a positive number such
that δ < Rρ+k − 1 and let I be the open interval (−δ, δ). For every t ∈ I and (r, z) ∈ Dρ+k we set
λ(r, z, t) = 1+ tφ(√r2 + z2), θ(t)(r, z) = θ(λ(r, z, t)r, λ(r, z, t)z).
λ and its ﬁrst derivatives are bounded and one easily computes, for t ∈ I ,
Eρ(θ
(t)) =
∫ ∫
D(1+t)ρ
f (r, z, t) :=
∫ ∫
D(1+t)ρ
re
cz
1+t
2(1+ t)
(
θ2r + θ2z +
sin2 θ
r2
)
< ∞.
By the smoothness of θ outside the origin, Eρ+k(θ(t)) − Eρ(θ(t))  C < ∞ for some constant C de-
pending on ρ and k. Since θ(t) ∈ Hρ+k and θ(t) = θ on ∂+Dρ+k for t ∈ I , by Lemma A.1 Eρ+k(θ) 
Eρ+k(θ(t)) for all t ∈ I .
We claim that F (t) := Eρ+k(θ(t)) is differentiable at t = 0. We write F (t) = Eρ(θ(t)) + G1(t) +
G2(t) + G3(t), where
G1(t) :=
∫ ∫
Dρ+k\Dρ
recz
2
(
θ(t)
)2
r , G2(t) :=
∫ ∫
Dρ+k\Dρ
recz
2
(
θ(t)
)2
z ,
G3(t) :=
∫ ∫
Dρ+k\Dρ
recz
2
sin2(θ(t))
r2
.
Since λ is bounded (|λ − 1|  δ < 1) and Lipschitz continuous and θ is smooth outside the origin,
Gi (i = 1,2,3) is differentiable at 0, and one easily computes
G ′i(0) =
∫ ∫
Dρ+k\Dρ
recz
2
J i,
where
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(
φ
(√
r2 + z2)(θr + rθrr + zθrz) + φ′(√r2 + z2) r(rθr + zθz)√
r2 + z2
)
,
J2 = 2θz
(
φ
(√
r2 + z2)(θz + rθzr + zθzz) + φ′(√r2 + z2) z(rθr + zθz)√
r2 + z2
)
,
J3 = φ
(√
r2 + z2) sin(2θ)
r
(rθr + zθz).
In order to study the differentiability of
Eρ
(
θ(t)
)= ∫ ∫
D(1+t)ρ\Dρ
f (r, z, t) +
∫ ∫
Dρ
f (r, z, t),
we write, for t ∈ I \ {0},
Eρ(θ(t)) − Eρ(θ(0))
t
= 1
t
(1+t)ρ∫
ρ
dσ
π/2∫
−π/2
σ f (σ cosϕ,σ sinϕ, t)dϕ
+ 1
t
( ∫ ∫
Dρ
f (r, z, t) −
∫ ∫
Dρ
f (r, z,0)
)
.
Since I = (−δ, δ) with δ ∈ (0,1), t → f (σ cosϕ,σ sinϕ, t) is continuous in I , uniformly with respect
to σ ∈ [(1− δ)ρ, (1+ δ)ρ] and ϕ ∈ [−π/2,π/2], and
1
t
(1+t)ρ∫
ρ
dσ
π/2∫
−π/2
σ f (σ cosϕ,σ sinϕ, t)dϕ
= 1
t
(1+t)ρ∫
ρ
( ∫
∂+Dσ
f (r, z,0)
)
dσ → ρ
∫
∂+Dρ
f (r, z,0) as t → 0.
Finally, by Lebesgue’s Theorem,
lim
t→0
(
1
t
(∫ ∫
Dρ
f (r, z, t) −
∫ ∫
Dρ
f (r, z,0)
))
=
∫ ∫
Dρ
∂ f
∂t
(r, z,0)
= −
∫ ∫
Dρ
(1+ cz) re
cz
2
(
θ2r + θ2z +
sin2 θ
r2
)
.
Hence F is differentiable at 0. Since F (t) = Eρ+k(θt) Eρ+k(θ) = F (0) in I ,
0= dF
dt
(0) = G ′1(0;k) + G ′2(0;k) + G ′3(0;k)
−
∫ ∫
Dρ
(1+ cz) re
cz
2
(
θ2r + θ2z +
sin2 θ
r2
)
+ ρ
∫
∂+Dρ
f (r, z,0). (A.2)
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pass to the limit k → 0+ in (A.2). Since
G ′1(0;k) → −
∫
∂+Dρ
r2eczθr∇θ · ν, G ′2(0;k) → −
∫
∂+Dρ
rzeczθz∇θ · ν
and G ′3(0;k) → 0 as k → 0+ , we obtain the identity (A.1) for ρ ∈ (0, R). By the continuity of θ , (A.1)
is valid up to ρ = R . 
For any ε ∈ (0, R) we deﬁne the function
θε(r, z) = θ(εr, εz) for (r, z) ∈ D1.
We shall use the previous lemma to adapt the classical monotonicity formula for stationary harmonic
maps to the case of traveling waves. The monotonicity formula will imply that E1(θε) is uniformly
bounded with respect to ε ∈ (0, R).
To simplify notation we deﬁne the following functions of ρ ∈ (0, R]:
G(ρ) =
∫
∂+Dρ
recz
2
(
θ2r + θ2z +
sin2 θ
r2
)
, N (ρ) =
∫
∂+Dρ
recz
2
|∇θ · ν|2,
F(ρ) =
ρ∫
0
G(σ )dσ , M(ρ) =
ρ∫
0
N (σ )dσ .
Remark A.3. It is easy to check that for every ρ ∈ (0, R]:
G(ρ) =
∫
∂+D1
recρz
2
(
|∇θρ |2 + sin
2 θρ
r2
)
, N (ρ) =
∫
∂+D1
recρz
2
|∇θρ · ν|2,
F(ρ) = Eρ(θ) = ρ
∫ ∫
D1
recρz
2
(
|∇θρ |2 + sin
2 θρ
r2
)
,
M(ρ) =
∫ ∫
Dρ
recz
2
|∇θ · ν|2 = ρ
∫ ∫
D1
recρz
2
|∇θρ · ν|2.
Lemma A.4.
(i) ddρ (
ecρF(ρ)
ρ ) 0 in (0, R),
(ii) F (ρ)ρ is bounded in (0, R),
(iii) limρ→0+ F(ρ)ρ exists and belongs to [0,∞),
(iv) limρ→0+ M(ρ)ρ = 0.
Proof. By (A.1)
(1+ cρ)F(ρ)
ρ
 G(ρ) − 2N (ρ) (1− cρ)F(ρ)
ρ
for ρ ∈ (0, R].
Hence F ′(ρ) = G  (1− cρ)F(ρ)/ρ and (i) follows from (F(ρ)/ρ)′ + cF(ρ)/ρ  0.
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Since G(ρ) − 2N (ρ) (1− cρ)F(ρ)/ρ for all ρ ∈ (0, R],
F(ρ) −
ρ∫
0
F(σ )
σ
dσ + c
ρ∫
0
F(σ )dσ  2M(ρ),
and choosing K > 0 such that F(ρ)/ρ  K ,
F(ρ)
ρ
− 1
ρ
ρ∫
0
F(σ )
σ
dσ + cKρ
2
 2M(ρ)
ρ
 0. (A.3)
By (i), F(ρ)/ρ can be extended to a continuous function in [0, R] and
lim
ρ→0
(
F(ρ)
ρ
− 1
ρ
ρ∫
0
F(σ )
σ
dσ
)
= 0,
so (iv) follows from (A.3). 
In the remainder of the appendix we set
E(v) :=
∫ ∫
D1
r
2
(
v2r + v2z +
sin2 v
r2
)
for v ∈ H1. (A.4)
The following result follows at once from Lemma A.4 and Remark A.3.
Corollary A.5.
(i) There exists K > 0 such that E(θε) K for ε ∈ (0, R).
(ii) lim
ε→0+
∫ ∫
D1
r
2
|∇θε · ν|2 = 0.
Lemma A.6. For every ρ ∈ (0, R) there exists a constant C = C(ρ) such that ‖θε‖C3([ρ,R]×R)  C for all
ε ∈ (0,1).
Proof. Since 0 θε  π in [0, R/ε] ×R, θε(R/ε, z) = 2arctan(bR), and
(θε)rr + (θε)r
r
− sin(2θε)
2r2
+ (θε)zz + cε(θε)z = 0 in (0, R/ε) ×R (A.5)
for ε ∈ (0,1), the result follows from classical Schauder-type estimates and the translation invariance
(with respect to z) of Eq. (A.5). 
Lemma A.7. Let H01 denote the closed subspace {v ∈ H1 | v|∂+D1 = 0} of H1 . For every f ∈ H01 and ε ∈ (0, R)
∣∣Eε( f + θε) − E( f + θε)∣∣ cεecεQ ( f ),
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Eε(v) :=
∫ ∫
D1
recεz
2
(
v2r + v2z +
sin2 v
r2
)
for v ∈ H1.
Proof. Since |ecεz − 1|  ecε|cεz|, |Eε( f + θε) − E( f + θε)|  ecεcεE( f + θε)  2ecεcε(E( f ) + E(θε))
and the result follows from part (i) of Corollary A.5. 
Proposition A.8. There exist ψ ∈ H1 and a decreasing sequence {εn}n∈N ⊂ (0,min{1, R}) such that εn → 0
as n → ∞ and
(i) ∇θεn ⇀ ∇ψ,
sin θεn
r
⇀
sinψ
r
in L2r (D1);
(ii) θεn → ψ in C2(D1 ∩ {r  ρ}) if 0< ρ < 1.
Moreover, if {εn} is any sequence converging to 0 for which (i) and (ii) are true, the limit function ψ ∈ H1
satisﬁes
(iii) ψ(D1 ∩ {r > 0}) ⊆ [0,π ] and ψz  0;
(iv) ∇ψ · ν = 0 a.e. in D1;
(v) E(ψ) = inf{v∈H1|v|∂+D1=ψ |∂+D1 } E(v).
Proof. (i) and (ii) follow from Corollary A.5 and Lemma A.6, and (iii) follows from
2arctan(bεr) θε(r, z) = θ(εr, εz) π − 2arctan
(
εr
bR2
)
and
∂θε
∂z
(r, z) < 0
for (r, z) ∈ (0, R/ε) ×R. (iv) is a consequence of Corollary A.5.
It remains to prove that E(ψ) E(v) for every v ∈ H1 with v|∂+D1 = ψ |∂+D1 . Setting v = f + ψ ,
f ∈ H01 and
E(v) − E(ψ) = 1
2
‖∇ f ‖2 + 〈∇ f ,∇ψ〉 +
∫ ∫
D1
sin2( f + ψ) − sin2 ψ
2r
, (A.6)
where ‖ · ‖ and 〈·,·〉 are the norm and scalar product in L2r (D1). Similarly,
E( f + θεn ) − E(θεn ) =
1
2
‖∇ f ‖2 + 〈∇ f ,∇θεn 〉 +
∫ ∫
D1
sin2( f + θεn ) − sin2 θεn
2r
(A.7)
for every n ∈N. From simple trigonometric identities we obtain that
∫ ∫
D1
sin2( f + ψ) − sin2 ψ
2r
= I1 + I2,
∫ ∫
D1
sin2( f + θεn ) − sin2 θεn
2r
= I1,n + I2,n,
where
I1 =
∫ ∫
D
sin2 f cos(2ψ)
2r
, I2 =
∫ ∫
D
sin f sinψ cos f cosψ
r
,1 1
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∫ ∫
D1
sin2 f cos(2θεn )
2r
, I2,n =
∫ ∫
D1
sin f sin θεn cos f cos θεn
r
.
It follows from (i) and (ii) that, as n → ∞, I1,n → I1,
sin f cos f cos θεn√
r
→ sin f cos f cosψ√
r
,
sin θεn√
r
⇀
sinψ√
r
in L2(D1),
and therefore I2,n → I2. Hence, by (i), (A.6) and (A.7), E( f + θεn ) − E(θεn ) → E(v) − E(ψ) as n → ∞.
Since, by Lemma A.1, Eεn ( f + θεn ) Eεn (θεn ), we have that for all n ∈N
E( f + θεn ) − E(θεn ) E( f + θεn ) − Eεn ( f + θεn ) + Eεn (θεn ) − E(θεn ). (A.8)
Hence, by Lemma A.7, E(v) E(ψ). 
In what follows {εn}n∈N ⊂ (0, R) will denote a sequence converging to 0 such that the correspond-
ing sequence {θεn } satisﬁes the statements (i) and (ii) of Proposition A.8. Our purpose is to show that
the limit function ψ is given by
ψ(r, z) = π
2
− arctan
(
z
r
)
. (A.9)
The ﬁrst step in this direction is
Lemma A.9. The limit function ψ attains values in [0,π ], is smooth in D1 ∩ {r > 0}, nonincreasing with
respect to z and constant along each radius coming out of the origin. The following three cases can occur:
ψ ≡ 0, or ψ ≡ π, or ψ ∈ C(D1 \ {(0,0)}) and ψ(0, z) =
{
0 if z > 0,
π if z < 0.
Proof. The ﬁrst part of the statement is a direct consequence of Proposition A.8. Since ψ ∈ H1 and
0  ψ  π , we have that ψ(0, z) := limr→0+ ψ(r, z) ∈ {0,π} exists for a.e. z ∈ (−1,1). Since ψz  0,
ψ(0, z) = 0 for all z ∈ (−1,1), or ψ(0, z) = π for all z ∈ (−1,1), or
ψ(0, z) =
{
0 if z > z,
π if z < z
for a suitable z ∈ (0,π). In the ﬁrst case ψ ∈ C0(D1), since ψ is smooth in D1 ∩ {r > 0} and ψz  0.
Since ψ is constant along each radius coming out of the origin, ψ ≡ 0. In the second case a similar
argument implies that ψ ≡ π .
In the latter case it follows from the smoothness of ψ in D1 ∩ {r > 0} and its monotonicity with
respect to z that ψ ∈ C0(D1 \ {(0, z)}). Since ψ is constant along each radius coming out of the origin,
z > 0 would imply ψ ≡ π while z < 0 would imply ψ ≡ 0. Therefore z = 0. 
To prove (A.9) we need to exclude the cases ψ ≡ 0 and ψ ≡ π .
Lemma A.10. ψ ≡ 0 and ψ ≡ π .
Proof. The proof of the two statements is similar and we only prove the latter one.
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numbers such that σ = ζ8 , ζ  log22c and σ + ζ 
√
1− ρ2. We deﬁne, for z ∈ (−ζ − σ , ζ + σ),
α(z) :=
⎧⎨
⎩
σ 2(σ + ζ − z)−2 if z ∈ [ζ, ζ + σ),
1 if z ∈ [−ζ, ζ ],
σ 2(σ + ζ + z)−2 if z ∈ (−ζ − σ ,−ζ ]
and, for (r, z) ∈ [0,ρ] × [−1,1],
ω(r, z) :=
⎧⎨
⎩
0 if z ζ + σ ,
π − 2arctan(α(z)r) if z ∈ (−ζ − σ , ζ + σ),
0 if z−ζ − σ .
By Proposition A.8, we know that, for a suitable decreasing sequence {εn} which vanishes as n → ∞,
θεn → π in C2(D1 ∩ {r  ρ}) for every ρ > 0. Therefore for any ρ ∈ (0, ρ) ⊂ (0,1) there exists ν =
ν(ρ) ∈N such that
π − 2arctanρ  θεn (r, z) π if (r, z) ∈ D1 ∩ {r  ρ} and n ν(ρ).
Hence
π − 2arctanρ  θεn (ρ, z) π if z2  1− ρ2 and n ν(ρ). (A.10)
For all ρ ∈ (0, ρ), n ν(ρ) and (r, z) ∈ D1 we set:
vρ,n(r, z) :=
{
max{ω(r, z), θεn (r, z)} if r < ρ,
θεn (r, z) if r  ρ.
By (A.10) the function vρ,n is continuous at (r, z) if r > 0. Since 1 − r2 > 1 − ρ2 > 1 − ρ2  (σ +
ζ )2, ω(r,
√
1− r2) = 0 for all r ∈ (0,ρ) and vρ,n|∂+D1 = θεn |∂+D1 . Since ω,ωr,ωz, sinωr ∈ L2r ([0,ρ] ×[−1,1]), vρ,n ∈ H1 if ρ ∈ (0,ρ) and n ν(ρ). Since, by Lemma A.1,
Eεn (θεn ) = inf{v∈H1|v|∂+D1=θεn |∂+D1 }
Eεn (v) for n ∈N, (A.11)
the proof is complete if we show that for ρ small enough
Eεn (vρ,n) − Eεn (θεn ) < 0 for all n ν(ρ). (A.12)
We list some properties of ω: 0ω π and for all ρ ∈ (0, ρ]
ρ∫
0
r
2
(
ω2r +
sin2 ω
r2
)∣∣∣∣
z
dr =
⎧⎪⎪⎨
⎪⎪⎩
2ρ2
1+ρ2 if |z| < ζ,
2α2(z)ρ2
1+α2(z)ρ2 if ζ < |z| < ζ + σ ,
0 if |z| > σ + ζ
and
ρ∫
0
r
2
ω2z (r, z)dr =
⎧⎪⎨
⎪⎩
0 if |z| < ζ,
(α′)2
α4
(log(1+ α2ρ2) − α2ρ2
1+α2ρ2 ) if ζ < |z| < ζ + σ ,0 if |z| > ζ + σ .
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(α′)2
α4
(
log
(
1+ α2ρ2)− α2ρ2
1+ α2ρ2
)
 (α
′)2
α3
ρ = 4ρ
σ 2
.
Hence, for all ρ ∈ (0,ρ) and n ν(ρ), Eεn (vρ,n) − Eεn (θεn ) is given by
∫ ∫
(0,ρ)×(−ζ−σ ,ζ+σ)
recεnz
2
(
|∇vρ,n|2 + sin
2 vρ,n
r2
− |∇θεn |2 −
sin2 θεn
r2
)
 J1 + J2 + J3,
where
J1 =
∫ ∫
(0,ρ)×(−ζ,ζ )
recεnz
2
((
∂vρ,n
∂r
)2
+ sin
2 vρ,n
r2
−
(
∂θεn
∂r
)2
− sin
2 θεn
r2
)
,
J2 =
∫ ∫
(0,ρ)×{(−ζ−σ ,−ζ )∪(ζ,ζ+σ)}
recεnz
2
(
ω2r +
sin2 ω
r2
)
,
J3 =
∫ ∫
(0,ρ)×(−ζ−σ ,ζ+σ)
recεnz
2
ω2z .
One easily checks that
J3  2
ζ+σ∫
ζ
ecεnz dz
ρ∫
0
r
2
ω2z dr 
8ρ
σ 2
ecεnζ
ecεnσ − 1
cεn
and
J2  4
ζ+σ∫
ζ
ecεnz dz = 4ecεnζ e
cεnσ − 1
cεn
.
To estimate J1 we observe ﬁrst that, setting E
β
α(w) =
∫ β
α
r
2 (w
2
r + sin
2 w
r2
)dr,
Eβα(w) Eβα
(
kπ + 2arctan(br))= 2
1+ b2α2 −
2
1+ b2β2 (A.13)
for all w ∈ H1(α,β) satisfying w(α) = kπ + 2arctan(bα) and w(β) = kπ + 2arctan(bβ) (see Corol-
lary 21 in [2]). Since θεn (ρ, z) ω(ρ, z) if z2  1− ρ2 and θεn (r, z) → π as r → 0+ if −ζ < z < 0, it
follows from (A.13) that
ρ∫
r
2
((
∂vρ,n
∂r
)2
+ sin
2 vρ,n
r2
)∣∣∣∣
z
dr 
ρ∫
r
2
((
∂θεn
∂r
)2
+ sin
2 θεn
r2
)∣∣∣∣
z
dr (A.14)0 0
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ρ˜(z) := inf{r ∈ [0,ρ] ∣∣ θεn (r, z)ω(r, z)}
and observe that 0 < ρ˜(z)  ρ (by the properties of θ and ω), θεn (r, z) < ω(r, z) for r ∈ [0, ρ˜(z)),
θεn (ρ˜(z), z) = ω(ρ˜(z), z) and, since θεn (ρ, z)ω(ρ, z),
ρ∫
0
r
2
((
∂vρ,n
∂r
)2
+ sin
2 vρ,n
r2
)∣∣∣∣
z
dr −
ρ∫
0
r
2
((
∂θεn
∂r
)2
+ sin
2 θεn
r2
)∣∣∣∣
z
dr

ρ˜(z)∫
0
r
2
(
ω2r +
sin2 ω
r2
)∣∣∣∣
z
dr −
ρ˜(z)∫
0
r
2
((
∂θεn
∂r
)2
+ sin
2 θεn
r2
)∣∣∣∣
z
dr, (A.15)
where we have applied (A.13) to the interval [ρ˜(z),ρ]. By (A.13) and [2, Lemma 20], the right-hand
side of (A.15) is less than or equal to
∣∣ cosω(ρ˜(z), z)− cosω(0, z)∣∣− ∣∣cos θεn (ρ˜(z), z)− cos θεn (0, z)∣∣
= 1+ cosω(ρ˜(z), z)− (1− cos θεn (ρ˜(z), z))= 2cosω(ρ˜(z), z)
= −2cos(2arctan(ρ˜(z)))−2cos(2arctanρ) = −2+ 4ρ2
1+ ρ2 −2+ 4ρ
2.
Combined with (A.14) this yields
J1 
ζ∫
0
(−2+ 4ρ2)ecεnzdz = (−2+ 4ρ2)( ecεnζ − 1
cεn
)
.
The estimates for J1, J2 and J3 imply that for all 0< ρ < ρ and n ν(ρ)
Eεn (vρ,n) − Eεn (θεn )
(−2+ 4ρ2) ecεnζ − 1
cεn
+
(
4+ 8ρ
σ 2
)
ecεnζ
ecεnσ − 1
cεn
. (A.16)
Since σ , ζ  log22c ,
σ  e
cεnσ − 1
cεn
 2σ and ζ  e
cεnζ − 1
cεn
 2ζ,
and since σ = ζ/8 we obtain from (A.16) that
Eεn (vρ,n) − Eεn (θεn )−2ζ + 8ρ2ζ + (1+ 2cεnζ )ζ +
128ρ
ζ
(1+ 2cεnζ )
 (−1+ log2)ζ + 8ρ2ζ + 128ρ
ζ
(1+ log2) if ρ ∈ (0,ρ), n ν(ρ).
But log2< 1 and (A.12) follows for ρ suﬃciently small. 
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ψ(r, z) =
⎧⎪⎨
⎪⎩
2arctan(A tan( π4 − arctan(z/r)2 )) if (r, z) ∈ D1 ∩ {r > 0},
0 if r = 0, z > 0,
π if r = 0, z < 0.
Proof. By Lemma A.9, ψ is constant along each radius coming out of the origin:
ψ(ρ cosϕ,ρ sinϕ) = g(ϕ) := ψ(cosϕ, sinϕ) if 0< ρ  1, −π/2 ϕ  π/2.
By Lemmas A.9 and A.10, g ∈ C0([−π/2,π/2]), g(−π/2) = π and g(π/2) = 0. By part (v) of Propo-
sition A.8, ψ is a smooth solution of the Euler–Lagrange equation of the functional (A.4):
ψzz + 1
r
∂
∂r
(rψr) = sin(2ψ)
2r2
in D1 ∩ {r > 0}.
Since ψ is constant along radia coming out of the origin, rψr + zψz = 0, and therefore
ψzz − z
r
ψzr = sin(2ψ)
2r2
.
Hence
g′′(ϕ) = sin(2g)
2cos2 ϕ
+ g′(ϕ) tanϕ for ϕ ∈ (−π/2,π/2)
and g satisﬁes
{
cosϕ
(
g′(ϕ) cosϕ
)′ = sin g cos g if ϕ ∈ (−π/2,π/2),
g(π/2) = 0, g(−π/2) = π. (A.17)
Multiplying the equation for g by g′(ϕ) and integrating with respect to ϕ ,
cos2 ϕ
(
g′(ϕ)
)2 − sin2 g = C if −π/2< ϕ < π/2
for some constant C . If C < 0, sin2 g  −C > 0, which is impossible since g ∈ C([−π/2,π/2]) and
g(π/2) = 0. If C > 0, g′(ϕ)−C/ cosϕ , which is impossible since g is bounded.
Hence C = 0 and − cos(ϕ)g′(ϕ) = sin g , and a straightforward integration leads to
g(ϕ) = 2arctan
(
A tan
(
π
4
− ϕ
2
))
for some constant A > 0. 
Finally (A.9) is a consequence of
Proposition A.12. Let A be deﬁned by Proposition A.11. Then A = 1.
Proof. Given any a ∈ (−1,1), let (,β) be the polar coordinates of the r–z plane centered at the point
(0,a):
r =  cosβ, z = a+  sinβ.
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(r, z) ∈ D1 ⇔ −π/2 β  π/2, 0  L(β) :=
√
1− a2 cos2 β − a sinβ
and
(r, z) ∈ ∂+D1 ⇔ −π/2< β < π/2,  = L(β).
Let va = va(r, z) be the function deﬁned on D1 by
va( cosβ,a +  sinβ) = q(β) := ψ
(
L(β) cosβ,a + L(β) sinβ)
for −π/2 β  π/2 and 0<  L(β). Observe that
|∇va|2( cosβ,a +  sinβ) = (q
′(β))2
2
and
E(va) =
π/2∫
−π/2
dβ
L(β)∫
0
cosβ
2
((
q′(β)
)2 + sin2 q
cos2 β
)
d
= 1
2
π/2∫
−π/2
L(β) cosβ
((
q′(β)
)2 + sin2 q
cos2 β
)
dβ.
Since L2(β) cos2 β + (a+ L(β) sinβ)2 = 1, for every β ∈ [−π/2,π/2] there exists ϕ(β) ∈ [−π/2,π/2]
such that
cosϕ(β) = L(β) cosβ and sinϕ(β) = a + L(β) sinβ.
The function ϕ(β) is smooth and
cos2 ϕ(β)
cos2 β
= 1+ a2 − 2a sinϕ(β), ϕ′(β) = 1− 2a sinϕ(β) + a
2
1− a sinϕ(β) > 0.
By the deﬁnition of ϕ(β), q(β) = g(ϕ(β)), where g = g(ϕ) is the function deﬁned in the proof of
Proposition A.11. Then
E(va) = 1
2
π/2∫
−π/2
cosϕ(β)
((
g′
(
ϕ(β)
))2(
ϕ′(β)
)2 + sin2 g(ϕ(β))
cos2 ϕ(β)
(
1+ a2 − 2a sinϕ(β)))dβ
= 1
2
π/2∫
−π/2
cosϕ
((
g′(ϕ)
)2 1− 2a sinϕ + a2
1− a sinϕ +
sin2 g
cos2 ϕ
(1− a sinϕ)
)
dϕ < ∞.
Hence E(va) is a smooth function of a ∈ (−1,1) and
d
da
(E(va))∣∣∣
a=0 = −
1
2
π/2∫
−π/2
sinϕ cosϕ
((
g′(ϕ)
)2 + sin2 g(ϕ)
cos2 ϕ
)
dϕ. (A.18)
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coming out of (0,0)), it follows from Proposition A.8 that E(va) E(ψ) = E(v0) for every a ∈ (−1,1).
Therefore formula (A.18) implies that
I g := −1
2
π/2∫
−π/2
sinϕ cosϕ
((
g′(ϕ)
)2 + sin2 g(ϕ)
cos2 ϕ
)
dϕ = 0. (A.19)
On the other hand, by Proposition A.11,
I g = −
π/2∫
−π/2
4A2 cos2 ϕ tanϕ
(1+ A2 + (1− A2) sinϕ)2 dϕ = −
1∫
−1
4A2x
(1+ A2 + (1− A2)x)2 dx.
If A = 1, I g = 0. If A = 1, we use the substitution u = 1+ A2 + (1− A2)x and ﬁnd that
I g = − 4A
2
(1− A2)2
2∫
2A2
u − (1+ A2)
u2
du = − 2 f (A)
(1− A2)2
with f (A) = A4 − 1− 2A2 log A. Since f (A) = 0 for A = 1, (A.19) holds if and only if A = 1. 
Remark. The proof of Proposition A.12 is an axially symmetric version of the proof of a similar result
in [4].
Let ψ(r, z) := π/2 − arctan(z/r). It follows from Corollary A.5, Lemma A.6, Proposition A.8 and
(A.9) that ∇θε ⇀ ∇ψ and (sin θε)/r ⇀ (sinψ)/r in L2r (D1) and, for every r0 ∈ (0,1),
θε → ψ in C2
(
D1 ∩ {r  r0}
)
as ε → 0. (A.20)
Hence (18) follows from:
Lemma A.13. For every ρ0 ∈ (0,1) and k ∈N, θε → π/2−arctan(z/r) in Ck(D1 ∩{r2 + z2  ρ20 }) as ε → 0.
Proof. We ﬁx ρ0 > 0 and consider ﬁrst the case k = 0. Let δ > 0. We claim that there exist εδ > 0 and
rδ > 0 such that
θε < δ if (r, z) ∈ D1, r < rδ, z > ρ0 and 0< ε < εδ. (A.21)
Accepting (A.21) for the moment, in a similar way one proves that we can choose εδ and rδ > 0 such
that
θε > π − δ if (r, z) ∈ D1, r < rδ, z < −ρ0 and 0< ε < εδ, (A.22)
and the required result for k = 0 follows from (A.20), (A.21) and (A.22).
In order to prove (A.21) we observe that, in view of (A.20), for any δ∗ > 0 there exist ε∗ > 0 and
r∗ > 0 such that r∗ → 0 as δ∗ → 0 and
θε(r
∗, z) < δ∗ if (r∗, z) ∈ D1, ρ0 < 2z < 1 and 0< ε < ε∗.
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Vε,δ∗(v) :=
∫ ∫
S∗
recεz
2
(
|∇v|2 + sin
2 v
r2
)
in the class of functions v on S∗ such that v = θε on ∂+S∗ := ∂ S∗ ∩ {r > 0}. Let vε,δ∗ be a minimizer
of Vε,δ∗ in the class of functions such that
v =
⎧⎪⎪⎨
⎪⎪⎩
π on ∂+S∗ ∩ {z = ρ0/2 or z = 1/2},
δ∗ on {(r∗, z): ρ0/2+ r∗  z 1/2− r∗},
L1(z) on {(r∗, z): ρ0/2< z < ρ0/2+ r∗},
L2(z) on {(r∗, z): 1/2− r∗ < z < 1/2},
(A.23)
where Li (i = 1,2) are linear interpolations between δ∗ and π such that vε,δ∗ is continuous on ∂+S∗ .
Since θε < vε,δ∗ on ∂+S∗ if 0< ε < ε∗ , it easily follows that
θε  vε,δ∗ in S∗ if 0< ε < ε∗. (A.24)
Indeed, arguing by contradiction one obtains from the strong maximum principle applied to the two
minimizers min{vε,δ∗ , θε} and θε that vε,δ∗ < θε in S∗ which is obviously false.
We claim that Vε,δ∗(vε,δ∗ ) → 0 as δ∗ → 0, uniformly with respect to ε. It is enough to show
that Vε,δ∗(θ∗) → 0, where θ∗(r, z) = 2arctan(C(z)r) and C(z) is chosen such that θ∗ satisﬁes (A.23).
The only nontrivial part of this explicit calculation concerns the contribution which comes from the
term (θ∗z )2 for those values of z for which C(z) is nonconstant. For example, setting R∗ = [0, r∗] ×[ρ0/2,ρ0/2+ r∗], we have to prove that
I∗ :=
∫ ∫
R∗
r
(
θ∗z
)2
dr dz → 0 as δ∗ → 0 (A.25)
uniformly with respect to ε. Computing C(z) and its derivative, and using the variable y = C(z)r∗ , we
ﬁnd that
I∗ = r∗(π − δ∗)
∞∫
tan(δ∗/2)
g(y)dy, where g(y) := 1+ y
2
y4
log
(
1+ y2)− 1
y2
.
Since g(y) ∈ L1(0,∞), we obtain (A.25).
For any δ∗ > 0 there exists z∗ ∈ (ρ0/2,1/2) such that for any 0< ε < ε∗
r∗∫
0
recεz
∗
2
(
v2r
(
r, z∗
)+ sin2 v(r, z∗)
r2
)
dr  3Vε,δ
∗(vε,δ∗ )
1− ρ0 .
Since Vε,δ∗(vε,δ∗ ) → 0 as δ∗ → 0, for any δ > 0 there exists δ∗ > 0 (and hence r∗ > 0 and ε∗ > 0)
such that for any 0< ε < ε∗
vε,δ∗
(
r, z∗
)
 δ if 0< r < r∗. (A.26)
Since θε is nonincreasing in z, (A.26) and (A.24) imply (A.21) with rδ = r∗ and εδ = ε∗ .
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to the angle function θε and set
uε(x1, x2, z) :=
(
x1
r
sin θε,
x2
r
sin θε, cos θε
)
.
Then, given any ρ ∈ (0,1), uε satisﬁes
u + εcuz + |∇u|2u = 0 in Bρ,1 =
{
(x1, x2, z): ρ
2  x21 + x22 + z2  1
}
.
By (18) with k = 0,
uε → u := (x1, x2, z)√
x21 + x22 + z2
uniformly in Bρ,1 as ε → 0.
Let x0 := (x01, x02, z0) be an interior point of ∈ Bρ,1. Since we may rotate the reference coordinate
system of S2, we may assume without loss of generality that u3(x0) = 1. Hence for any μ → 0 there
exist ε0 and an open neighbourhood N (x0) of x0 in Bρ,1 such that
∣∣(uε)1∣∣, ∣∣(uε)2∣∣μ, (uε)3 > 0 in N (x0) if ε < ε0.
Since (uε)3 =
√
1− (uε)21 − (uε)22 in N (x0), ((uε)1, (uε)2) satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u1 + cεu1z +
(
|∇u1|2 + |∇u2|2 + 1
4(1− u21 − u22)
∣∣∇(u21 + u22)∣∣2
)
u1 = 0,
u2 + cεu2z +
(
|∇u1|2 + |∇u2|2 + 1
4(1− u21 − u22)
∣∣∇(u21 + u22)∣∣2
)
u2 = 0
in N (x0). If we choose μ > 0 small enough and ε < ε0, it follows from Theorem 4.1 in Chapter 8 of
[8] that |∇uε| is uniformly bounded in any compact subset of N (x0). Since x0 is arbitrary, it follows
that |∇uε| is uniformly bounded in Bρ,1 (if x0 ∈ ∂Bρ,1 we can repeat the proof since it follows from
(18) with k = 0 that uε → u uniformly in B ρ
2 ,2
:= {(x1, x2, z): ρ24  x21 + x22 + z2  4} as ε → 0). Hence
|∇u| is uniformly bounded in Bρ,1 and it follows from standard elliptic theory that (18) holds for
any k. 
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