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Abstract. C. Merino proved recently the following identity between evaluations of
the Tutte polynomial of complete graphs: t(Kn+2; 1,−1) = t(Kn; 2,−1). In this
work we extend this result by giving a large class of graphs with this property,
that is, graphs G such that there exist two vertices u and v with t(G; 1,−1) =
t(G − {u, v}; 2,−1). The class is described in terms of forbidden induced subgraphs
and it contains in particular threshold graphs.
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1 Introduction
The Tutte polynomial is one of the most studied polynomial graph invariants.
For a graph G = (V,A), it is given by
t(G;x, y) =
∑
A⊆E
(x− 1)r(G)−r(A)(y − 1)|A|−r(A),
where r(A) is the rank of A, defined as |V | − c(G|A), where c(G|A) is the
number of connected components of the spanning subgraph G|A = (V,A)
induced by A.
We refer to [5] for details about the many combinatorial interpretations
of the evaluations of the Tutte polynomial of a graph in different points of
the plane and also along several algebraic curves. For example, t(G; 1, 1) is
the number of spanning trees of G when G is connected and t(G; 2, 1) is the
number of spanning forests ofG. The hyperbolaeHq = {(x, y) : (x−1)(y−1) =
q} play a significant role in the theory of the Tutte polynomial. In particular,
for q ∈ N the Tutte polynomial specializes on Hq to the partition function
⋆ The third and fourth authors are supported by projects MTM2008-03020 and DGR2009-
SGR1040.
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of the q-state Potts model. A pair of interpretations especially related to our
work are that t(G; 2, 0) is the number of acyclic orientations of G and that
t(G; 1, 0) is the number of acyclic orientations of G with a unique fixed source.
With this in mind, it follows that t(Kn+1; 1, 0) = t(Kn; 2, 0) (in fact, the same
is true of any graph G with a universal vertex).
In this paper we shall be concerned with evaluations of the Tutte poly-
nomial at the points (1,−1) and (2,−1). A combinatorial interpretation for
these evaluations is given in [1]. Merino [4] proved the following identity, which
is the starting point of our work:
t(Kn+2; 1,−1) = t(Kn; 2,−1).
Non-trivial relationships between evaluations of the Tutte polynomial at
points on different hyperbolae are uncommon. Here, the point (2,−1) lies
on the hyperbola H−2 and (1,−1) on the hyperbola H0. We wonder whether
there are other graphs with this property, that is, we search graphs G with a
pair of vertices u, v such that t(G; 1,−1) = t(G−{u, v}; 2,−1). Merino’s proof
used generating functions. It is not very difficult to adapt his proof to show
the property for complete bipartite graphs and for graphs that are the sum
of a clique and a coclique. (By a clique we mean a complete graph, and by
a coclique a graph with no edges; the sum operation adds all edges between
the two summands.) Our main result (Theorem 1 below) generalizes these
examples by giving sufficient conditions for a graph to have this property;
moreover, it describes graphs for which the property holds when each vertex
is replaced by a clique or a coclique of arbitrary order.
The rest of the paper is organized as follows. In the next section we give
the notation needed to state the main theorem, we state it, and we discuss its
consequences. Section 3 is devoted to the proof, including some intermediate
results. We end with some remarks and open questions.
2 Main results
All graphs in this paper are simple. The graph with n vertices and no edges
is denoted by Kn, and usually referred to as a coclique. Let N denote the
set of non-negative integers. Given a connected graph G = (V,E), n ∈ NV
and c ∈ {0, 1}V , define G(c;n) to be the graph obtained from G by replacing
each vertex k ∈ V by a clique on nk vertices if ck = 1 or by a coclique
of nk vertices if ck = 0, and for each edge ij ∈ E join the (co)clique on
ni vertices to the (co)clique on nj vertices, joining each of the ninj pairs
of vertices by an edge in G(c;n). For example, K1(1;n) = Kn, K1(0;n) =
Kn and K2((0, 0); (m,n)) = Km,n. Note that Kr((1, 1, . . . , 1); (n1, . . . , nr)) =
K1(1;n1 + · · ·+ nr) = Kn1+n2+···+nr since the join of two cliques is a clique.
We are looking for parameters G, c with the property that for all n ∈ NV
there exist vertices u, v of G(c;n) such that t(G(c;n); 1,−1) = t(G(c,n) −
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{u, v}; 2,−1), where ni, nj ≥ 1 if u, v belong to the (co)cliques at vertices i, j
of G.
In fact, we will find i, j ∈ V such that for all n ∈ NV with ni, nj ≥ 1 we
have
t(G(c;n); 1,−1) = t(G(c;n′); 2,−1) (1)
where n′ is obtained from n by subtracting 1 from the ith and jth components.
In other words, the vertices u, v of G(c;n) are taken from the fixed (co)cliques
that replace the vertices i and j of G in making the graph G(c;n).
Our first result (Theorem 2 in Section 3) characterizes pairs (G, c) for which
this holds. This can in turn be rewritten in terms of induced subgraphs. See
Figure 1 for an illustration of the statement of the following theorem.
Theorem 1. Let G = (V,E) be a simple graph and i and j distinct vertices
of G such that {i, j} is a vertex cover of G. Let A = {v ∈ V \ {i, j} : vi ∈
E, vj 6∈ E}, B = {v ∈ V \ {i, j} : vi 6∈ E, vj ∈ E} and C = {v ∈ V \ {i, j} :
vi ∈ E, vj ∈ E}.
Then t(G; 1,−1) = t(G− i− j; 2,−1) if the following conditions hold:
(i) G[A] and G[B] are cocliques, and G[C ∪ {i, j}] is a clique (in particular,
ij ∈ E);
(ii) there is no induced pair of disjoint edges 2P2 with endpoints in A ∪ B or
induced path of length four P4 with both endpoints in A or both endpoints
in B;
(iii) there is no induced path of length three P3 with one endpoint in A and the
other in B, nor the complement of such a path.
Furthermore, if G satisfies these conditions then so does any graph obtained
from G by replacing a vertex of A ∪ B ∪ {i, j} by a coclique of twin vertices,
or a vertex of C ∪ {i, j} by a clique of twin vertices.
C
ji
A B
Fig. 1. On the left, structure of the graph described in Theorem 1; A and B induce
cocliques, and C ∪ {i, j} induces a clique. On the right, the five forbidden induced
subgraphs.
Since K2 satisfies the conditions of the theorem (it is the simplest case
A = B = C = ∅), we recover complete graphs, complete bipartite graphs and
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the sum of a clique and a coclique. If we take G = K3, we have A = B = ∅
and |C| = 1. This means that we cannot replace the three vertices of a K3 by
cocliques, but all other possibilities are fine.
The case B = ∅ gives a much richer class of graphs, threshold graphs [3].
They are those graphs with no induced P4, C4 or 2P2. They are also the graphs
that can be constructed by starting fromK1 by repeteadly adding new vertices
that are either isolated or universal.
The next section is devoted to the proof of Theorem 1, which follows from
Theorem 2. The proof follows a generating function approach. The key point
is that it is possible to find the generating function for the Tutte polynomials
of the family G(c,n). Then, the relationship between evaluations at (1,−1)
and (2,−1) is expressed as a differential equation, from whose solutions the
statement of Theorem 2 is read. Then Theorem 1 is deduced from it.
3 Proof
We begin by recalling some well-known properties of the Tutte polyno-
mial: t(Kn;x, y) = 1 and if G has blocks G1, . . . , Gk, then t(G;x, y) =
t(G1;x, y) · · · t(Gk;x, y).
Let us fix a connected graph G with two distinguished vertices i, j and a
{0, 1}-labelling of the vertices, that is, c ∈ {0, 1}V . We look for conditions so
that G(c;n) satisfies (1) for all n ∈ NV with ni, nj ≥ 1.
We start by observing that every vertex k ∈ V \{i, j} is adjacent to either i
or j. Indeed, suppose k is not adjacent to either i or j, and choose a neighbour
l of k. Then it is easy to check that equation (1) does not hold if we take n to
be zero everywhere except ni = nj = nk = nl = 1. So from now on we assume
that i and j together cover V .
The main tool in the proof are generating functions. More concreteley, let
u = (uk : k ∈ V ) and define
T (x, y;u) =
∑
n∈NV
t(G(c;n);x, y)
un
n!
, un =
∏
k
unkk , n! =
∏
k
nk!,
taking t(G(c,0);x, y) = t(∅;x, y) = 1. Equation (1) holds if and only if
∂2T (1,−1;u)
∂ui∂uj
= T (2,−1;u). (2)
Lemma 1. Let G = (V,E) be a connected graph containing vertices i and j
such that ki ∈ E or kj ∈ E for every k ∈ V \ {i, j}. Define
S(z,w;u) =
∑
n∈NV
un
n!
∑
A⊆E(G(c;n))
z|A|wc(A).
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Then
∂2T (x, y;u)
∂ui∂uj
=
1
x− 1
∂2S(y−1, (x−1)(y−1); uy−1)
∂ui∂uj
, (3)
and
T (2, y;u) = S(y−1, y−1; u
y−1). (4)
Proof. Letting |n| =∑k nk denote the number of vertices of G(c;n),
t(G(c;n);x, y) =
∑
A⊆E(G(c;n))
(x− 1)c(A)−c(G(c;n))(y − 1)|A|−|n|+c(A)
= (x− 1)−c(G(c;n))
∑
A⊆E(G(c;n))
[(x−1)(y−1)]c(A)(y − 1)|A|−|n|.
Hence
T (x, y;u) =
∑
n∈NV
t(G(c;n);x, y)
un
n!
=
1
x− 1S(y−1, (x−1)(y−1);
u
y−1)
+
∑
n∈NV
c(G(c;n))6=1
(
1
(x− 1)c(G(c;n)) −
1
x− 1
)
un
n!
×
∑
A⊆E(G(c;n))
[(x−1)(y−1)]c(A)(y−1)|A|−|n|.
Recall that the graph G(c;n) is connected if ni ≥ 1 and nj ≥ 1. It follows
that the second summand on the right-hand side of the above equation for
T (x, y;u) is non-zero only if ni = 0 or nj = 0 and hence vanishes upon
differentiating with respect to ui and uj. This second term also vanishes when
x = 2 because in this case (x− 1)−c = 1 = (x− 1)−1 for any c. ⊓⊔
In order to express S(z,w;u), we introduce
q(n) :=
∑
kl∈E
nknl +
∑
k∈V
ck
(
nk
2
)
,
that is, the number of edges of G(c;n).
Lemma 2.
S(z,w;u) = F (z;u)w where F (z;u) =
∑
n∈NV
(1 + z)q(n)
un
n!
.
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Proof. The key observation is that the connected components of a spanning
subgraph of G(c;n) are connected spanning subgraphs of graphs in the family
{G(c;n) : n ∈ NV }. (For instance, a spanning subgraph of a complete bipar-
tite graph is the union of connected spanning subgraphs of complete bipartite
graphs.) From this and general properties of generating functions it follows
that S(z,w;u) = eC(z;u)w, where C(z;u) is the exponential generating func-
tion for connected spanning subgraphs of {G(c;n) : n ∈ NV } (by number of
edges). Now F (z;u) = eC(z;u) is the exponential generating function of span-
ning subgraphs of {G(c;n) : n ∈ NV }, which is given by the expression in the
statement of the theorem. ⊓⊔
Let f(u) = F (−2;u). By combining Lemmas 1 and 2, equation (2) becomes
∂f(u)
∂ui
∂f(u)
∂uj
− f(u)∂
2f(u)
∂ui∂uj
= 2. (5)
Solving the differential equation (5) will put conditions on the quadratic
form q(n) that translate to structural conditions on the graph G and the
clique/coclique parameter c that specify the graph G(c;n). This is Theorem 2
below.
We use I(P ) to denote the indicator function, equal to 1 when the statement
P is true and 0 otherwise. For a subset of vertices U ⊆ V , G[U ] denotes the
subgraph of G induced by the vertices U .
Theorem 2. A pair G and c satisfies equation (1) if and only if the following
conditions hold:
(i) ij ∈ E;
(ii) for each k ∈ V \ {i, j}, I(ki ∈ E) + I(kj ∈ E) = ck + 1;
(iii) for all U ⊆ V \ {j}, either j has odd degree in G[U ∪ {j}] or there is
a vertex k ∈ U whose degree in the induced subgraph G[U ] has the same
parity as ck.
Proof. Note that have already observed that each k ∈ V \{i, j} is adjacent to
at least one of i and j. We now wish to find f that solve equation (5).
Define the relation k ∼ l to hold if and only if (i) kl ∈ E, or (ii) k = l
and ck = 1. The graph G˜ with edges kl when k ∼ l is equal to the graph
G = (V,E) with loops added to each vertex k such that ck = 1. We have
2q(n) =
∑
(k,l)∈V×V
k∼l
nknl −
∑
k∈V
k∼k
nk. (6)
We have also
f(u) =
∑
n∈NV
(−1)q(n)u
n
n!
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from which we calculate
∂f(u)
∂ui
=
∑
n∈NV
(−1)q(n)+∆iq(n)u
n
n!
,
where ∆iq(n) = q(. . . , ni+1, . . .) − q(. . . , ni, . . .) is the forward difference of
q(n) in the ith component, and
∂2f(u)
∂ui∂uj
=
∑
n∈NV
(−1)q(n)+∆i,jq(n)u
n
n!
,
where ∆i,jq(n) = q(. . . , ni+1, . . . , nj+1, . . .)− q(. . . , ni, . . . , nj , . . .).
Multiplying power series we find that
∂f(u)
∂ui
∂f(u)
∂uj
− f(u)∂
2f(u)
∂ui∂uj
=
∑
n∈NV
∑
m≤n
(−1)q(m)+q(n−m)
(
(−1)∆iq(m)+∆jq(n−m) − (−1)∆i,jq(m)
)∏
k
(
nk
mk
)
un
n!
.
(7)
Here we write m ≤ n to mean mk ≤ nk for each k ∈ V .
After some manipulation, we get that the relative parity of ∆iq(m) +
∆jq(n−m) and ∆i,jq(m) is given by
∆iq(m) +∆jq(n−m) +∆i,jq(m) ≡
∑
k∼j
nk + I(i ∼ j) (mod 2), (8)
which is independent of m. If the right-hand side of equation (8) is zero then
the coefficient of un in equation (7) is equal to zero. Since the constant term
(n = 0) should be equal to 2 it is necessary that i ∼ j. Given i ∼ j, for any
n, if ∑
k∼j
nk ≡ 1 (mod 2)
then the coefficient of un in equation (7) is zero.
Therefore, we need only bother about the coefficients of un where
∑
k∼j nk ≡
0 (mod 2). The coefficient
1
n!
[un]
(
∂f(u)
∂ui
∂f(u)
∂uj
− f(u)∂
2f(u)
∂ui∂uj
)
is given by
2
∑
m≤n
(−1)q(m)+q(n−m)+∆i,jq(m)
∏
k
(
nk
mk
)
.
So we wish to find necessary and sufficient conditions for this coefficient of
1
n!u
n, to equal zero for all n 6= 0 subject to ∑k∼j nj ≡ 0 (mod 2) and i ∼ j.
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So what are the conditions? Again after some easy manipulation, we find that
the coefficient we are interested in vanishes if and only if:
0 =
∑
m≤n
(−1)
∑
kmk
∑
l∼k [nl+I(l=i)+I(l=k)+I(l=k)]
∏
k
(
nk
mk
)
=
∏
k
∑
mk≤nk
(−1)[
∑
l∼k nl+I(i∼k)+I(j∼k)+I(k∼k)]mk
(
nk
mk
)
=
∏
k
[
1 + (−1)
∑
l∼k nl+I(i∼k)+I(j∼k)+I(k∼k)
]nk
. (9)
By taking each nk to be even, for the expression (9) to be zero it is necessary
that, for each k ∈ V ,
I(i ∼ k) + I(j ∼ k) + I(k ∼ k) ≡ 1 (mod 2). (10)
Thus if ck = 1 in G(c;n) (a clique) the vertex k must be adjacent to both i
and j, whereas if ck = 0 (a coclique) then the vertex k must be adjacent to
exactly one of i, j. Since by assumption i ∼ j and ∑l∼j nl ≡ 0 (mod 2) we
can assume nj = 0, otherwise we have a zero factor and we are done.
Since the expression (9) depends only on the parity of each nk, if the
coefficients subject to
∑
k∼j nk ≡ 0 (mod 2) and nk ∈ {0, 1} are all zero apart
from the constant term then the coefficients of un are zero for all n 6= 0. In
terms of the graph G, this is to say we may assume each vertex k is either
deleted (nk = 0) or is present as a single vertex (nk = 1); if this graph satisfies
the required conditions then so does G(c;n) for all n ∈ NV .
Define U ⊆ V \{j} by U = {k ∈ V : nk 6= 0}. Since we assume
∑
k∼j nk ≡ 0
(mod 2) we restrict attention to U such that the induced subgraph G[U ] of G
has the property that the number of vertices k ∈ U such that kj ∈ E is even.
A necessary and sufficient condition that the expression (9) is zero (under the
assumption that i ∼ j, nj = 0 and
∑
k∼j nk ≡ 0 (mod 2)) is that for any such
choice of U there is a vertex k of G[U ] of odd degree if k has a loop or even
degree if k does not have a loop (i.e., a vertex k of degree of the same parity
as ck in the induced subgraph on U). ⊓⊔
From this theorem we wish now to deduce the induced-subgraph charac-
terization of Theorem 1. First we need to give some properties of the pairs
(G, c) that satisfy the conditions in Theorem 2. For the rest of this section,
we will use the following notation:
A = {k ∈ V \ {i, j} : ki ∈ E, ck = 0},
B = {k ∈ V \ {i, j} : kj ∈ E, ck = 0},
C = {k ∈ V \ {i, j} : ki, kj ∈ E, ck = 1}.
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Clearly by condition (ii) these sets partition V \ {i, j} (recall Figure 1).
The next lemma says that the values of ci and cj can be chosen freely (that is,
whether they are replaced by cliques or cocliques does not affect the validity
of equation (1)).
Lemma 3. If G = (V,E), i, j ∈ V and c ∈ {0, 1}V satisfy the conditions of
Theorem 2, then so does G and c′ where c′ is c with ci replaced by 1 − ci or
with cj replaced by 1− cj (or both).
Proof. This is easy to see for j, since the conditions of Theorem 2 are inde-
pendent of the value of cj .
To see that the value of ci does not matter, suppose that on the contrary
that there is an induced subgraph G[U ] with i ∈ U ⊆ V \ {j} which satisfies
the conditions of the theorem but that i is the only vertex of degree congruent
to ci (mod 2) in G[U ] as required by condition (iii).
Suppose first that ci = 0, so that i has even degree in G[U ]. Set A
′ = A∩U ,
B′ = B ∩ U and C ′ = C ∩ U . By assumption all vertices k ∈ U \ {i} have
degree congruent to ck + 1 (mod 2). Since any graph has an even number of
vertices of odd degree we must have |A′| + |B′| even. Also, the vertex j is
adjacent to an even number of vertices in U , including i, so that 1+ |B′|+ |C ′|
is even. This makes |A′|+ |C ′| odd, but this is the degree of i in G[U ], which
by assumption is even. Hence, when ci = 0 the vertex i cannot be the only
vertex of degree congruent to ci (mod 2) in G[U ].
The case ci = 1 is treated by a similar parity argument. ⊓⊔
Note that if G and c satisfy the conditions of Theorem 2 then so for any
U ⊇ {i, j} must the induced subgraph G[U ] with c restricted to U .
Corollary 1. The induced subgraphs G[A] and G[B] are cocliques and the
induced subgraph G[C ∪ {i, j}] is a clique.
Proof. By Lemma 3, we may assume ci = cj = 0. Deleting all vertices in C,
leaves a graph that must satisfy the conditions of Theorem 2. Let k, k′ be two
vertices in A. By taking U = {k, k′}, condition (iii) implies that k and k′ must
have even degree in the subgraph they induce, so they cannot be adjacent.
An analogous argument shows that B is also a coclique.
To show that C ∪ {i, j} induce a clique, argue similarly assuming that
ci = cj = 1. ⊓⊔
Lemma 3 and Corollary 1 imply that condition (iii) of Theorem 2 is satisfied
if and only if:
(⋆)
for all U ⊆ V \{i, j} such that U ∩(B∪C) is even, the induced
subgraph G[U ] contains either a vertex in A∪B of odd degree
or a vertex in C of even degree.
Proof of Theorem 1. Finally we show how to deduce the characterization of
Theorem 1 from this condition (⋆). Clearly if G contains as induced subgraph
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any of the subgraphs described in conditions (ii) and (iii) in Theorem 1, then
this subgraph contradicts condition (⋆). Next we show the converse. (Recall
that the forbidden induced subgraphs are pictured in Figure 1.)
Suppose there is U ⊆ V \ {i, j} such that condition (⋆) fails. Let us focus
first on the case U ⊆ A ∪ B and let us call A′ = A ∩ U and B′ = B ∩ U .
For (⋆) to fail, all vertices must have odd degree. We need to show that G[U ]
contains a 2P2 (two disjoint edges) as an induced subgraph (condition (ii)
in Theorem 1). Since |B′| is even, the total number of edges in the bipartite
graph G[A′ ∪ B′] is even, so |A′| must also be even. Now let x, y ∈ A′ and
let N(x) and N(y) be their respective neighbourhoods in B′. If there exist
z ∈ N(x) \N(y) and w ∈ N(y) \N(x), then the edges xz and yw are a copy
of an induced 2P2, and we are done. Therefore, we can restrict to the case
where either N(x) ⊆ N(y) or N(y) ⊆ N(x) for every pair of vertices x and y
of A′. This implies that the neighbourhoods of the vertices of A′ are nested.
Since every vertex in B′ has at least one neighbour, we deduce that there is
some v ∈ A′ such that B′ = N(v). But this is a contradiction, since |N(v)| is
odd and |B′| is even.
The cases where U ⊆ A∪C and U ⊆ B ∪C are dealt with in a completely
analogous manner. So let us assume now that U contains vertices from all
of A,B, and C; let A′ = A ∩ U , B′ = B ∩ U and C ′ = C ∩ U , all of them
non-empty. We need to show that if condition (⋆) fails then U contains as
induced subgraph one of the five graphs described in Theorem 1.
We start by analysing the neighbourhoods of vertices of C ′ in A′ and B′.
We will assume initially that all vertices of C ′ have neighbours in both A′
and B′. For x ∈ C ′, let Ax and Bx be its neighbourhoods in A′ and B′. If
Ax ∪Bx does not induce a bipartite graph, then G[U ] contains an induced P3
with endpoints in A and B, one of the forbidden induced subgraphs; so we
assume that Ax ∪Bx induces a bipartite graph, otherwise we are done. Now,
for another y ∈ C ′, if the neighbourhoods Ax and Ay are not comparable, we
can find a P4 with both endpoints in A, which is also one of the forbidden
subgraphs. The same holds for the neighbourhoods with respect to B′. From
all this we can conclude that there is an ordering x1, . . . , xr of the vertices
in C ′ such that A1 ⊆ A2 ⊆ · · · ⊆ Ar, where Ai = Axi . We can assume
that the ordering of the neighbourhoods in B′ is the reverse one, that is,
Br ⊆ Br−1 ⊆ · · · ⊆ B1. Indeed, if Ai ⊂ Aj and Bi ⊂ Bj then we could find as
induced subgraph the last configuration shown in Figure 1, and we would be
done.
Now let us consider a vertex z ∈ A1. By construction and the observations
above, z is adjacent to C ′∪B1. If B′ = B1, the degree of z would be even (since
|C ′∪B′| is even), so U would not satisfy condition (⋆). Hence, B′′ = B′ \B1 is
non-empty and of odd cardinality. Moreover, we can assume all neighbours of
vertices inB′′ are inA1, because otherwise x1 and one edge between A′\A1 and
B′′ would give a forbidden induced subgraph. Now we restrict our attention
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to the subgraph induced by A1 and B
′′. Observe that, since the degree of the
vertices of A1 in U is odd, the degree in the induced subgraph G[A1 ∪B′′] is
of opposite parity as |C ′ ∪B1|, which is equivalent to being of opposite parity
as |B′′| (since |B′∪C ′| is even). Also, the degrees of the vertices in B′′ are odd
in G[U ], and since all of its neighbours are in A1, their degrees are also odd
in the subgraph induced by A1 and B
′′. Now, if |B′′| is even, this subgraph
satisfies condition (⋆), and we have already proved that in this case we can
find an induced copy of 2P2. The case |B′′| odd is impossible, because it gives
a graph with an odd number of vertices of odd degree.
To conclude the proof, we should analyse now the case that not all vertices
in C ′ have neighbours in both A′ and B′. This adds some more case-analysis
in the discussion of the previous two paragraphs, but it follows essentially
along the same lines. We omit it for the sake of brevity.
⊓⊔
4 Concluding remarks
Theorem 2 (or its equivalent induced subgraph version) characterizes those
graphs for which we can replace every vertex by either a clique or a co-
clique of arbitrary size and obtain a graph G′ satisfying t(G′; 1,−1) =
t(G′ − {i, j}; 2,−1). But this does not imply that all graphs G for which
there exist two vertices {u, v} such that t(G; 1,−1) = t(G−{u, }; 2,−1) arise
in this way. For instance, taking G to be a cycle of length 6 and u, v two
vertices at distance two in the cycle yields such a graph. Moreover, if the
vertices are, cyclically, u, x1, v, x2, w, x3, one can prove that replacing x1 by a
clique and x2, x3 by a coclique, the result satisfies the equation, yet it is not
of the form described in Theorem 2 (in particular, i and j are not adjacent,
and they do not cover all vertices). Characterizing all graphs for which there
are two vertices for which t(G; 1,−1) = t(G− {u, v}; 2,−1) is probably a too
ambitious problem.
Finally, let us say a few words about the combinatorial meaning of
t(G; 1,−1) and t(G; 2,−1). For an arbitrary graph G, Gessel and Sagan [1]
give intepretations in terms of spanning trees and forests. The case G = Kn
is more interesting. The evaluation t(Kn; 1, y) is the inversion polynomial of
trees, that is the generating function of rooted trees with n vertices counted
by number of inversions (see for instance [2] and the references therein). It
is well-known that the inversion polynomial at y = −1 is the number of al-
ternating permutations, which is also the number of increasing trees (that is,
trees without inversions). It follows from [1] that the evaluation t(Kn; 2,−1)
is the number of increasing forests on n vertices. These interpretations are the
basis of a combinatorial proof of t(Kn+2; 1,−1) = t(Kn; 2,−1) obtained by
the authors of this paper. Although similar interpretations can be found for,
say, a bipartite graph, we know of no combinatorial proof for that case.
378 A. Goodall, C. Merino, A. de Mier, and M. Noy
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