Abstract-Precise mosaicking of underwater images is essential for Mine Counter-Measure (MCM) operations. Inaccuracies in the navigation of the Autonomous Underwater Vehicles (AUV) that acquire the images may complicate the construction of the mosaics and cause ambiguities in the total number of targets and their positions. In this paper a method for automatically mosaicking a set of partially overlapping image tiles is presented. The method uses a robust implementation of image correlation that can cope with different illumination directions. Constraints to the relative positions and orientations of pairs of overlapping tiles are derived from the local correlations, and later used to drive a global optimization method that models the constraints as mechanical forces. Modeling the tiles as rigid rectangular plates, the dynamic evolution of the mechanical system will converge to an equilibrium configuration that corresponds to the optimal solution to the mosaic construction problem.
I. INTRODUCTION
Precise mosaicking of multiple images of an area of operation is important for discarding multiple instances of found objects, a problem that frequently affects automatic target recognition (ATR) [1] . In the case of underwater sonar imaging the production of mosaics is often complicated by the geo-location inaccuracies of Autonomous Underwater Vehicles (AUVs). These vehicles typically use inertial navigation systems (INS) for position estimation, which accumulate errors as the mission progresses [2] . The geo-location errors can nevertheless be reduced by simultaneous localization and mapping (SLAM) techniques [3] [4] , which correct the estimated trajectory of the vehicle using persistent landmarks or control points. Selection of suitable control points is frequently achieved by image correlation, a method that can perform poorly in side-looking sonar images due to the varying shadows associated to different observation directions.
Mosaicking is a particularly effective tool for general underwater surveys, and in particular for mine countermeasure (MCM) operations. It allows for improvements in contact localization, AUV navigation and change detection [5] , and is essential for multi-view fusion [6] . If contacts are localized accurately reacquisition is simplified for the subsequent phases of identification or neutralization. Using the images for vehicle positioning and navigation is another potential benefit, which allows for improvements in AUV survey planning [7] . It is also known that multiple views of targets lead to significant improvements in classification performance [8] . For multi-view analysis the different single view images of a target need to be associated, and in the presence of positional inaccuracies and many potential targets, ambiguities may appear. The better the accuracy is to start with, the more robust contact association and image registration can be expected to be.
In this paper a method for the production of mosaics from overlapping Synthetic Aperture Sonar (SAS) image tiles is presented. The method initially filters the sonar images to reduce the influence of the different insonification directions prior to pair-wise co-registration, which produces a group of control points for every pair of overlapping tiles. The position and orientation of the image tiles are then corrected to ensure optimal global coincidence of found control point pairings, which are used as dynamic constraints to drive the global optimization process. Experimental results are presented using SAS data from the high-end AUV MUSCLE, developed at the NATO Undersea Research Centre (NURC).
II. DATA PREPARATION
In order to reduce the sensitivity of the images to the direction of observation, a convolution mask that focuses on ground areas that won't likely be occluded is applied to the images. The basic idea here is that seafloor regions that are higher than their local neighborhood can't be shadowed, and are therefore better suited to serve as potential regions for searching control points. Furthermore, these regions can be readily identified in the images because they are in fact casting shadows on neighboring regions. The convolution mask thus tries to identify image areas that change from illuminated to shadowed under the current direction of observation, signaling a change in local elevation.
MUSCLE SAS images in sensor space (that is, the waterfall images) appear illuminated from the left side. Therefore any proud object or element of the seafloor will appear as a highlight followed by a shadow, a configuration that can be detected with a similarly shaped filter. In our case this "ridge detection" filter is implemented as a half disk of 1.5m in diameter (Fig.1) , a size that corresponds to the scale of objects relevant for our ATR operations.
Once these reliable zones (the "ridges") have been identified in the images, normalized cross-correlation [9] can be used to identify the control points themselves:
where A and B are the image windows being compared and µ A and µ B are their average pixel values. The value of N will have a maximum in the coordinates (u 0 ,v 0 ) that correspond to the displacement that co-registers both windows.
Fig .2 shows the benefits of using the ridge detection filter before applying correlation methods to detect the matching regions between tiles. Figures 2a and 2b show the same seafloor patch illuminated from opposite directions, and 2e is the result of their normalized cross-correlation. Given that the two images are already registered the crosscorrelation should produce a single centered maximum, but because of the illumination differences, two spurious shifted maxima result in 2e. Nevertheless, previous application of the ridge detection filter to 2a and 2b result in the images 2c and 2d, which correlate as expected, producing a single central maximum (Fig.2f) .
Data preparation for the construction of the mosaic therefore starts with the application of the ridge filter to all image tiles. The resulting ridge images are then georeferenced according to the vehicle's navigation, after which they are ready to be used for the extraction of matching control points between overlapping tiles.
III. CONTROL POINTS
Contacts are found by two-way window correlation on a search area whose size is proportional to the expected navigation error. First the region of overlap of the tiles is computed and augmented with the expected navigation errors to bound the search regions. In our case we set upper bounds of 10m in position and 5 degrees in orientation Extraction of control points is only considered if the overlapping region is big enough to perform a safe search by correlation. In our case we consider for further processing only those tiles that overlap more than 15% of their area.
A grid of equispaced points is then created over the region in one of the images and a small window is extracted there. The window is searched around the corresponding location in the other overlapping tile, assuming the tolerances in position and orientation previously set. If a match is found, the resulting destination point is searched back in the source image using the same algorithm. If a reverse match is found and is close enough to the original grid point, it is kept as a safe pair of control points between the two image tiles.
The list of matches M(i,j) are the coordinates of the control points found between tiles i and j, referred to their local coordinate systems:
where P k i (i,j) are the coordinates x, y of the k th pair of control points found between tiles i and j, in the local coordinate space of tile i. The local coordinate system of each tile is defined with the origin in the centre of the tile and with the x axis in the direction of illumination of the tile (across-track direction).
Position of the centre of the tile C i in the global mosaic and its orientation A i are initially set according to the vehicle's navigation. A coordinate transformation from tile space to mosaic space yields the mosaic coordinates of the control points within the tile:
Ideally, P and P'-the mosaic coordinates of control point k in tile i and those of control point k in tile j-should be equal, but because of the navigation inaccuracies, there will be some distance between their positions in the mosaic (Fig.  3) . The goal of the navigation correction is to minimize those distances between matching points in mosaic space by refining the position and orientation of the tiles.
IV. DYNAMIC CONSTRAINTS
After all control points are found, the positions C i and orientations A i of the image tiles have to be refined so that the physical locations of their control points do match in the final mosaic. Since the control points are found by pairing overlapping images, any image tile will be subject to constraints to every other tile that shares part of the ground area it covers. This poses a global optimization problem where the optimal position and orientation of every image tile has to be determined, and where the cost function to minimize is the total sum of the differences in position between pairs of instances of matched control points.
Our approach to solving this problem is to model the image tiles as rigid rectangular plates that are subject to physical forces applied to the locations of their control points. Every constraint between a pair of control points is then represented as a spring that connects the two instances of the control point in the pair of overlapping tiles.
The force that pulls a pair of control points together will be:
where s k is the spring constant that determines the strength of the spring for constraint k.
In order to avoid the mosaic arbitrarily drifting away with the global resultant of the forces, additional constraints are set from the centre of every tile to a fixed point set at its original position (estimated from the vehicle's navigation). Similarly, to prevent tiles that follow each other in a straight leg from separating, a pair of constraints is set at their common end.
In our implementation the strength of the springs enforcing the three types of constraints (control points, original position and consecutive tiles) have been set to the same value, but in principle the strength of each individual constraint could be set as a function of a confidence parameter (e.g. the correlation values found when searching for control points).
V. GLOBAL SOLUTION
With all the constraints modeled as forces, the physical system is left to evolve until the equilibrium configuration is reached. The position and orientation of the tiles in that configuration will correspond to the optimal solution to the mosaic construction problem.
The equations for the dynamics of the tile as a rigid body are:
where t is time, a i is the acceleration of the tile, m its mass and α i its angular acceleration; I is the moment of inertia, which for a rectangular plate of mass m, height h and width w, equals:
Integration in time of the linear and angular accelerations in (5) describe the evolution of the positions C i and orientations A i of the tiles. Using first order Euler integration [10] we obtain the following equations:
where v i and w i are the linear and angular velocities of the tile and dt indicates the time step.
Given the simple integration method used (7), precautions need to be taken to avoid divergences and instabilities in the Fig. 3 . An example of two tiles related by two constraints. Control points P1 and P1' correspond to the same point of the seafloor (similarly for points P2 and P2') but because of navigation inaccuracies are initially rendered at different positions in the mosaic. Modifying the positions and orientations of the tiles using the constraints as a guidance will result in the control points matching in the corrected mosaic.
evolution of the system. For this, the linear and angular velocities are not allowed to go over a fixed value, limited to a multiple of the mosaic resolution (pixel size).
VI. RESULTS   Fig. 4 shows the results of the proposed method applied to SAS images from the MUSCLE vehicle. A detail of the mosaic obtained when using only the vehicle's navigation for positioning the image tiles is shown in Fig. 4a . The overlapping tiles are simply blended together to form the mosaic. Due to navigation inaccuracies some areas look blurred and there are several seafloor elements that appear duplicated. After the application of the proposed correction method (Fig. 4b) the resulting mosaic shows a clearer, more coherent picture.
VII. CONCLUSIONS AND FUTURE WORK
A method for automatic refinement of sonar mosaics has been presented in this paper. The method corrects the position and orientation of the different mosaic tiles by finding and enforcing constraints between pairs of overlapping tiles. The resulting corrections can be then used to refine the vehicle's inertial navigation, which accumulates errors as the mission progresses.
In the implementation proposed in this article the tiles are modeled as rigid rectangular plates. This is sufficient to ensure a good result when rendering the mosaic and for obtaining a first correction for the navigation of the vehicle. Nevertheless, exact registration at every observed point of the seafloor would require deformation of the tiles according to the bathymetry (orthorectification). A particular instance of this type of correction was developed by the authors to obtain 3D reconstruction of targets from multiple SAS views [6] .
As for the rendering of the final mosaic, basic averaging of the overlapping tiles has been used in this paper. This is enough to show the correction method is working but can still have problems when-for instance-two views from exactly opposite directions are combined, which would result in a flat grey area with no details. For this type of situations, and to obtain generally better results, more advanced image fusion methods should be used, such as those described in [11] .
The results shown in the paper demonstrate that the mosaicking technique works on real state-of-the-art SAS data collected with an AUV. It is nevertheless important to statistically evaluate the improvement of the method on a large number of AUV missions. Further investigations should also be dedicated to the potential benefits of mosaicking for subsequent multi-view target classification or 3D reconstruction. 
