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Markovian master equations, often called Liouvillians or Lindbladians, are used to describe decay
and decoherence of a quantum system induced by that system’s environment. While a natural
environment is detrimental to fragile quantum properties, an engineered environment can drive
the system toward exotic phases of matter or toward subspaces protected from noise. These cases
often require the Lindbladian to have more than one steady state, and such Lindbladians are dis-
sipative analogues of Hamiltonians with multiple ground states. This thesis studies Lindbladian
extensions of topics commonplace in degenerate Hamiltonian systems, providing examples and
historical context along the way.
An important property of Lindbladians is their behavior in the limit of infinite time, and the
first part of this work focuses on deriving a formula for the asymptotic projection — the map
corresponding to infinite-time Lindbladian evolution. This formula is applied to determine the
dependence of a system’s steady state on its initial state, to determine the extent to which decay
affects a system’s linear or adiabatic response, and to determine geometrical structures (holon-
omy, curvature, and metric) associated with adiabatically deformed steady-state subspaces. Us-
ing the asymptotic projection to partition the physical system into a subspace free from nonuni-
tary effects and that subspace’s complement (and making a few other minor assumptions), a
Dyson series is derived to all orders in an arbitrary perturbation. The terms in the Dyson series
up to second order in the perturbation are shown to reproduce quantum Zeno dynamics and the
effective operator formalism.
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“Give me a Hamiltonian and I will move the world.”
– Leonid I. Glazman
1
I N T R O D U C T I O N A N D M O T I VAT I O N
1.1 the field of study
1.1.1 Applied quantum physics
We are often taught in school that physics consists of the never-ending interplay between theorist
and experimentalist. Theorists propose models for experimentalists to verify, while unexpected
experimental results cause theorists to adjust their models. While this type of science is currently
happening in high-energy areas of physics (such as dark matter detection), other areas have
become more crystallized and their theories more verified. One such area can be called low-
energy or applied quantum physics. In this broad field, the theory — quantum mechanics — is used
to describe almost all processes and is not generally questioned. In other words, enough evidence
has been gathered showing that the vast majority of processes on nanometer length scales and
at nanoKelvin temperatures are most effectively and to a high degree of precision described by
quantum mechanics. Instead of testing theories, some primary aims of this field are to notice
interesting quantum mechanical effects, to demonstrate (or realize) these effects using various
currently available quantum technologies, and to develop devices based on these effects which
have potential applications to the “real world”. In the past, examples of such devices include
the laser, the transistor, and nuclear magnetic resonance imagers. Although these devices can
be described using mostly classical physics [113, 266], it is difficult to do so without resorting to
the discretized nature of quantum energy levels and even more difficult to claim that the rise of
quantum mechanics did not directly contribute to their development.
Currently, a primary potential application of this field is the development of a quantum computer
[117, 311] — a device that has been theoretically proven to perform certain computational tasks
significantly faster than any ordinary computer. By “significantly”, we mean that the time taken
by a quantum computer to perform a task is a couple of days while a classical computer would
take at least until the sun burns out. Since one of the tasks — integer factorization — can be
used to crack an often-used encryption scheme used to communicate securely over the internet
and since quantum technologies are improving very quickly, quantum computation continues to
steadily gain attention from the non-scientific community.
10
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Another important task that “quantum computers can do in their sleep” [117] is quantum sim-
ulation — the tailoring of one quantum system, in this case the quantum computer, to simulate
another, less well-understood quantum system. Therefore, the development of a quantum com-
puter should in principle lead to a qualitatively improved understanding of quantum processes
in other fields such as chemistry or biology.
A closely related field is quantum metrology and sensing — the use of quantum devices to per-
form precise measurements and microscopy which are not possible with “classical devices”. This
field’s associated quantum technologies have promising applications ranging from table-top mea-
surements of nature’s fundamental constants to imaging of biological systems.
Developments in applied quantum physics should also potentially allow one to better under-
stand and even synthesize exotic quantum phases of matter. “For a large collection of similar
particles, a phase is a region in some parameter space in which the thermal equilibrium states
possess some properties in common that can be distinguished from those in other phases” [239].
Naturally, a quantum phase of matter is one which is most efficiently described by quantum
mechanics. More such phases have been predicted and theoretically studied than realized in the
laboratory, and one of the goals of this field is to bridge this gap.
Another primary application of this field is quantum communication — using the properties of
quantum mechanics to communicate in such a way that any eavesdropper is readily noticed as
soon as they try to intercept any communication. Such secure quantum communication channels
not only have obvious applications in society, but also have lead to the development of the field
of quantum information theory — a merging of applied quantum physics and information theory
which analyzes, among other things, how much information can securely go through quantum
communication channels [301].
While the applications are clear, it is currently unclear which technology will actually build
the first practical (i.e., scalable!) quantum computer. Consequently, this lack of a precise focus
on one technology has stimulated a broad and thrilling theoretical investigation into all areas of
quantum mechanics which are even remotely useful in building quantum devices. The area that
characterizes this thesis is open quantum systems — the study of quantum systems which are in
contact with a larger environment or reservoir.
1.1.2 Open quantum systems
Introductory physics courses devote much time to studying systems which are isolated from
their environments. Examples include an object falling without air resistance or, more informally,
a “spherical cow in vacuum”. Besides being necessary for a complete understanding of the
systems in question, environmental effects can also steer the systems in favorable directions. For
example, including air resistance in the calculation of a falling object leads to the understanding
that a parachute can prevent said object from falling too quickly.
Environmental effects are even more pronounced in quantum systems. On the one hand, en-
vironment or quantum reservoir engineering is poised to synthesize longer-lasting quantum memo-
ries, faster quantum computers, and exotic and previously inaccessible quantum phases of matter.
On the other hand, commonplace environmental effects are known to destroy delicate quantum
states, preventing us from observing them in our everyday lives. One aspect of the field of open
quantum systems deals with understanding the limitations and possibilities of using the environ-
ment of a quantum system to further the aforementioned goals of applied quantum physics.
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While ordinary or closed quantum system dynamics is generated by a Hamiltonian, open
quantum system dynamics is generally not. We now derive the most general form of evolution
of a system coupled to an environment (see, e.g., [67], Sec. 3.2.1). Assuming that the dynamics of
the universe is generated by a Hamiltonian, the reduced dynamics of any open quantum system
S coupled to an environment E can be derived starting from the joint Hamiltonian equation of
motion (in units of h¯ = 1)
dρSE
dt
= −i [HSE, ρSE] , (1.1)
where ρSE is the quantum-mechanical density matrix of S and E, HSE is the Hamiltonian govern-
ing the dynamics of S and E, and [A, B] ≡ AB− BA is the commutator of A and B. The reduced
density matrix of the system at time t is then
ρ (t) ≡ TrE {ρSE (t)} = TrE
{
e−iHSEtρSE (0) eiHSEt
}
, (1.2)
where TrE{A} ≡ ∑`〈`|A|`〉 is a tracing out of the environment and {|`〉}` is a basis of states
for the environment. Closed-system evolution preserves the purity of quantum states, i.e., ρ(t)
can be written as a rank-one projection1 onto some state |ψ(t)〉 [ρ(t) = |ψ(t)〉〈ψ(t)|, assuming
that ρ(0) = |ψ(0)〉〈ψ(0)|]. In the open scenario, the system and the environment may become
entangled under HSE and the resulting initially pure reduced density matrix may become mixed
(i.e., not pure). Therefore, throughout this thesis, we will always denote a quantum state by its
density matrix, which happens to also be an operator on the Hilbert space.
For simplicity, let us now make the assumption that the initial state factorizes. In other words,
ρSE (0) = ρin ⊗ |0〉〈0|, where ρin is an arbitrary initial state of the system and |0〉 = |` = 0〉.2
Explicitly writing out TrE, we can massage ρ (t) into the alternative form
ρ (t) =∑
`
E` (t) ρinE`† (t) , (1.3)
where the Kraus operators E` (t) ≡ 〈`|e−iHSEt|0〉 operate only on the system Hilbert space. This
Kraus map [164], quantum channel, or completely positive trace-preserving (CPTP) map is the most
general map from density matrices to density matrices that respects the laws of quantum me-
chanics, namely ([227], Ch. 3),
1. it preserves the trace of ρ: Tr{ρ (t)} = 1 for all t,
2. it preserves positivity: ρ (t) ≥ 0 for all t, and
3. it preserves positivity when acting on a part of a larger system.
The unitarity of e−iHSEt and completeness of {|`〉}` can be used to derive the constraint
∑
`
E`† (t) E` (t) = I , (1.4)
where I is the identity on the system. This constraint is equivalent to Property 1 above. Equa-
tion (1.3) can arguably be taken as the starting point of the entire field of open quantum systems
1 We remind the reader that the rank of a diagonalizable matrix is the number of its not necessarily distinct nonzero
eigenvalues.
2 The following derivation is easily extendable to an environment in an arbitrary initial state, ρE = ∑` c`|`〉〈`|, as long
as the joint initial state is factorizable, ρSE (0) = ρin ⊗ ρE [220].
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and there are many types of such quantum channels [307]. In the next Section, we simplify it to
derive the Lindbladian — the most restrictive form of open-system evolution but also the simplest
non-trivial extension of Hamiltonian-based quantum mechanics.
1.2 what is a lindbladian?
Let us study the time evolution of the system density matrix ρ (t) over an infinitesimal time
increment dt, following Ch. 3 of Ref. [227]. We assume that the time evolution over only this
increment takes the same form as eq. (1.3), namely,
ρ (t + dt) =∑
`
E` (dt) ρ (t) E`† (dt) ≡ Edt [ρ (t)] . (1.5)
This assumption implies that the behavior of ρ (t + dt) depends only on ρ (t) and not any pre-
vious times τ < t. Such a statement is commonly known as the Markov approximation, and it is
necessary to obtain a Lindbladian from the more general form (1.3). We proceed to approximate
Edt and construct a bona fide linear differential equation for ρ, but first let us sketch what this
will accomplish. Namely, we show that evolution due to any quantum channel Et is generated
by a Lindbladian when t is “small”:
Edt = I + dtL+ · · · and L ≡ lim
dt→0
Edt − I
dt
, (1.6)
where I is the identity channel, I (ρ) = ρ, and L is a Lindbladian. To determine the precise form
of L, we expand E` (dt) and keep only the terms up to order O(dt). If evolution of ρ is governed
by a Hamiltonian H only, then E0 = I − iHdt and all other E`>0 = 0, yielding the von Neumann
equation dρdt = −i[H, ρ] analogous to eq. (1.1). However, in this more general case, we include an
order O(
√
dt) dependence of E`, which contributes another piece of order O(dt) since E` acts on
both sides of ρ (t) simultaneously. Without loss of generality, let us write
E0 (dt) ∼ I + (−iH +V) dt and E`>0 (dt) ∼
√
κ`dtF` , (1.7)
where κ` are real nonzero rates and V is a to-be-determined Hermitian operator. To determine
V, we plug these leading-order forms into eqs. (1.4-1.5) and keep only terms up to O(dt). Since
we want eq. (1.4) to be satisfied to this order, we require V = − 12 ∑`>0 F`†F`. Plugging this into
eq. (1.5) and dividing both sides by dt yields the Lindbladian
dρ
dt
= L (ρ) ≡ −i[H, ρ] + 1
2 ∑
`>0
κ`
(
2F`ρF`† − F`†F`ρ− ρF`†F`
)
, (1.8)
with Hamiltonian H, jump operators F`, and rates κ` > 0. The recycling, sandwich, or jump term
F` · F`† acts non-trivially on the state from both sides simultaneously and is the reason one cannot
reduce the above equation to one involving only a ket-state |ψ〉. The remaining terms F`†F` can
combined with H to form the non-Hermitian operator
K ≡ H − i
2 ∑
`>0
κ`F`†F` . (1.9)
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This operator generates the deterministic or no-jump part of the evolution and its contribution can
be expressed as a modified von Neumann equation using the redefined commutator [K, ρ]# ≡
Kρ − ρK†. Together, the recycling and deterministic terms conspire to make the evolution of
ρ preserve properties 1-3 listed in the previous Section, unlike systems whose time evolution
is generated by a non-Hermitian operator alone.3 In particular, using the cyclic property of
the trace, it is straightforward to show that Tr{ρ} remains conserved throughout the evolution:
Tr{dρ/dt} = 0. In this way, the jump term compensates for the decay of probability caused by the
deterministic term.
Solving eq. (1.8) yields the system density matrix for all times,
ρ (t) ≡ etL (ρin) , (1.10)
where etL is a formal power series in tL and ρin is the initial state of the system. The exponential
can be done directly by re-expressing the N×N density matrix as an N2× 1 vector (assuming the
system Hilbert space is N-dimensional), which in turn allows one to re-express L as an N2 × N2
matrix acting from the left on the vector version of ρ (see Sec. 1.6 for further details). However,
there is another method to solve the above equation for initially pure ρin = |ψ〉〈ψ| that allows
one to work with N × N matrices instead of N2 × N2 ones. This method is based on an average
over multiple instances (or quantum trajectories) of a procedure applied to the initial ket-state |ψ〉
[224]. During a trajectory of a typical version of this unraveling procedure, the system is acted on
by one instance of the jump term (and then renormalized) at a discrete set of certain randomly
generated times {τn} and otherwise evolved deterministically under K during the increments of
time between neighboring τn. More specifically, at time t = 0 and assuming one jump operator, a
random number r ∈ [0, 1] is generated and the system evolves under K until its norm decreases to
r, i.e., until a time τ1 at which |eiτ1K|ψ〉|2 = r. Then, the evolved state is acted on by the jump term
and renormalized, resulting in the state |ψ1〉 = Feiτ1K|ψ〉/|Feiτ1K|ψ〉|. The same procedure is then
repeated with |ψ1〉 until the desired time of evolution t is reached. It turns out that, in the limit
of an infinite number of such trajectories, the average over the final states of the trajectories is
exactly ρ(t) from eq. (1.10). Unraveling is not only useful from a numerical standpoint, but it also
has a physical analogy to the evolution of a continuously measured quantum state conditioned
on the results of the measurement. For example, if the measured quantity is a photon detector
and the sole jump operator represents photon loss, clicks of the detector are associated with
applications of the jump term to the density matrix while periods of time for which the detector
is quiet are associated with evolution under K.
1.3 a brief historical context
Lindbladians (1.8) are also called Louivillians, Lindblad master equations, Lindblad-Kossakowski
differential equations, or GKS-L equations. Those names mostly stem from two nearly simulta-
neous papers, one by Gorini, Kossakowski, and Sudarshan [125] that derives the equation for
finite-dimensional systems and the other by Lindblad [177] for the infinite-dimensional case.
Variations of eq. (1.8) were written down earlier [48, 169], although complete positivity of L was
not proven (see [92] for a history). Note also a later chain of interest from the high-energy com-
3 Systems where the evolution is governed by K only are also sometimes called “open quantum systems” [248] despite
not preserving Properties 1-3 listed above.
1.3 a brief historical context 15
Applied quantum 
physics
Open quantum
systems
Non-Hermitian systems
Quantum geometry 
and quantized 
response 
Driven-dissipative/non-
equilibrium quantum 
phases of matter
Quantum dynamical 
semigroups
Quantum optics
Quantum information 
processing and error 
correction
Control of 
continuous-time 
dynamical systems
Figure 1.1: Sketch of some of the ways in which Lindbladians (L) fit into the field of quantum physics
and of connections between them and other subfields. Details and references are provided in
Sec. 1.3.
munity (e.g., [58]), started by Ref. [36]. Equation (1.8) is most general form for time-independent
Hamiltonian and jump operators, but time-dependent extensions are also possible [91].
The heuristic derivation of L in the previous section has not covered all of the conditions on
a system and reservoir for which Lindbladian evolution captures the dynamics of the system.
The standard treatment [12] covers three common types of derivations of L starting from HSE:
the weak coupling limit, the low density approximation, and the singular coupling limit. Each
of these relies on specific physical assumptions regarding, e.g., correlation functions of the en-
vironment. For example, in the weak coupling limit derivation, one typically assumes that (a)
correlations of the system with the environment develop slowly, (b) excitations of the environ-
ment caused by system decay quickly, and (c) terms which are fast-oscillating when compared
to the system timescale of interest can be neglected. These three approximations are called Born,
Markov (as already discussed above), and rotating wave, respectively. The weak coupling limit
is common in quantum optical scenarios (e.g., Ch. 1 of Ref. [80]), and there are comparisons to
other models [157] and analyses studying its validity in said scenarios [65, 246] as well as in heat
or electron transport [111, 245, 299] and many-body systems [124, 133].
Lindbladians lie at the nexus of a multitude of topics in applied quantum physics and beyond,
some of which are listed in Fig. 1.1. We conclude this Section by commenting about each of them
in approximately chronological order, noting that this is by no means a complete survey.
1. Studies of general Lindbladians arose in mathematical physics under the umbrella of quan-
tum dynamical semigroups [137, 161] — continuous, one-parameter families of dynamical
maps satisfying the (homogeneous) semigroup property TtTs = Tt+s (clearly satisfied when
Tt = etL). Early work (e.g., [13, 126, 273]) often focused on Lindbladians with a unique
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steady state, on systems stabilizing states in thermal equilibrium, and on systems satisfy-
ing detailed balance. Unbounded generators, a topic outside the scope of this thesis, have
been rigorously studied in this field (e.g., [103, 267]). Overviews are provided in the books
[12, 244, 276] and an important relatively recent work is Ref. [45].
2. Physicists’ interest in Lindbladians initiated in quantum optics, where the approximations
needed to derive the Lindblad form are often well-justified. Expositions of this literature
are provided in the books [80, 120], interesting methods to tackle such problems are given
in Refs. [112, 155], and some specific older references are discussed in the beginning of
Sec. 3.3. The term “reservoir engineering” was coined in this context [226].
3. At the turn of the millennium, researchers began to realize the potential for Lindbladians to
stabilize subspaces for quantum information and error correction [316]. In other words, Lind-
bladians with multiple steady states are the focus of this field. Their steady-state subspaces
can be decoherence-free subspaces [175], noiseless subsystems [156], and, most generally,
information-preserving structures [60, 61]. These structures are covered thoroughly in this
thesis and have been realized in various quantum technologies, including quantum optics
[64, 166], liquid-state NMR [63, 118, 292], trapped ions [40, 41, 152, 235, 247, 256], and
circuit QED [168, 286]. Such Lindbladians can also model an autonomous version of quan-
tum error-correction [6, 39, 219], where syndromes are measured and corrections applied
in continuous fashion using L’s jump operators. Holonomic quantum computation [317]
with such information-preserving structures and its associated literature are discussed in
the beginning of Ch. 5.
4. Some researchers began to take a look at Lindbladians from the mathematical perspective
of control/systems theory with the goal of controllability [15, 16] and state/subspace stabi-
lization [106, 107, 193, 258], with earlier discussions focused on more general quantum
channels [182]. We discuss some of this literature in Sec. 3.4. Researchers also applied the
well-developed theory of continuous monitoring and feedback to state stabilization, at first
for the simplest case of a two-level system [296, 305] and later more generally (e.g., [280]);
see the books [37, 304] for an introduction and further literature. The effect of a generic
measurement on a system can also be described by a Lindbladian, collapsing the system to
a convex combination of pointer states in a quantum-to-classical transition [324]; see Sec. 3.1
for such a Lindbladian.
5. Physicists started thinking about using many-body Lindbladians to stabilize non-equilibrium
(i.e., not in the form of a Gibbs ensemble) steady states (NESS). Most of the initial theory
[104, 119, 163] was motivated by cold atom physics, but another early work [84] focused
on optical cavities. Besides state generation, researchers found they could engineer phase
transitions [228, 232] and encode the outcome of a quantum computation into the steady
state [288]. These early works initiated the burgeoning field of driven-dissipative open systems
— an extension of the study of Hamiltonian-stabilized phases and phase transitions to
Lindbladians; we discuss some of this literature in Sec. 3.4. The reader should consult
Refs. [207, 208] for more thorough reviews of driven-dissipative systems.
6. A series of works [25, 26, 29] thoroughly investigated Lindbladian generalizations of geo-
metric/quantized adiabatic response. We investigate these and related efforts in Chs. 4-5
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and provide a review and generalization of the quantum geometric tensor (QGT), a related
geometric quantity [56, 233], in Ch. 6. These works rely on a rigorous formulation of the
adiabatic theorem for Lindbladians, which is reviewed in Ch. 5.
7. A simple “classical” open system with loss and gain is one where time evolution is gen-
erated by a “non-Hermitian Hamiltonian,” which is similar to the deterministic term K (1.9).
However, the dependence of the eigenvalues and eigenvectors of L on K, and therefore
the connection between Lindbladians and systems with loss and gain, is not completely
understood. We show in Sec. 2.1.3 that, for certain types of L, a subspace of the system
undergoes exactly the evolution generated by K and the recycling term merely takes one
out of that subspace. There also exist methods to extend a given K into full Lindblad form
[58, 261]. Such methods, and Lindbladians in general, may be useful as phenomenological
models of resonance decay [122].
1.4 which lindbladians are the focus of this work?
Initial states ρin undergoing Lindbladian evolution (1.10) evolve into infinite-time or asymptotic
states ρ∞ for sufficiently long times [45],
ρin
t→∞−−→ ρ∞ ≡ lim
t→∞ e
tL (ρin) = e−iH∞tP∞ (ρin) eiH∞t . (1.11)
The non-unitary effect of Lindbladian time evolution is encapsulated in the asymptotic projection
superoperator P∞ (with P2∞ = P∞). The extra Hamiltonian H∞ quantifies any residual unitary
evolution, which persists for all time and, of course, does not cause any further decoherence.
The various asymptotic states ρ∞ are elements of an asymptotic subspace As(H) — a subspace of
the space of operators Op(H) acting on the system Hilbert space H,
As(H) ≡ P∞Op(H) . (1.12)
The asymptotic subspace attracts all initial states, is free from the non-unitary effects of L, and
any remaining time evolution within As(H) is exclusively unitary. The asymptotic subspace
can thus be thought of as a Hamiltonian-evolving subspace embedded in a larger Lindbladian-
evolving space. If As(H) has no residual unitary evolution, then H∞ is zero and all ρ∞ are stationary
or steady.
The results presented in this thesis, with the notable exception of Ch. 7, are novel for Lindbla-
dians which (a) admit multiple steady states and (b) cause one (or more) state population to decay.
We clarify these notions in this Section, introducing convenient notation along the way.
1.4.1 Multiple steady states
When dim As(H) = 1, only one asymptotic state exists and all ρin converge to it. This is what
happens generically, i.e., if one were to pick a Lindbladian at random. Therefore, for the same
reason as Hamiltonians with degenerate ground states, the set of Lindbladians with multiple
steady states is “small” (i.e., of measure zero) compared to the set of all L. In general however,
As(H) may be multi-dimensional and, in that case, the resulting asymptotic state will depend
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on the initial condition ρin. Such Lindbladians are interesting to study (once again) for similar
reasons as Hamiltonians with degenerate ground states, although one most likely needs a prop-
erly engineered environment to synthesize such Lindbladians. Subspace stabilization is also the
default scenario from the systems theory perspective [280, 281, 283]; this work however focuses
on asymptotics and response instead of stabilizability of particular states or subspaces.
On one hand, As(H) which can support quantum information are promising candidates for
storing, preserving, and manipulating such information, particularly when their states can be
engineered to possess favorable features (e.g., topological protection [38, 105]). With many exper-
imental efforts (see Sec. 1.3) aimed at engineering environments admitting nontrivial asymptotic
subspaces, it is important to gain a comprehensive understanding of any differences between the
properties of these subspaces and analogous subspaces of Hamiltonian systems (e.g., subspaces
spanned by degenerate energy eigenstates).
On the other hand, response properties of As(H) which do not necessarily support quantum
information can help model experimental probes into driven-dissipative open systems. Due to,
for example, symmetry [8, 71] or topology [105], the asymptotic subspace can be degenerate yet
not support a qubit. For example, an As(H) spanned by two orthogonal pure state projections
Ψ0 = |ψ0〉〈ψ0| and Ψ1 = |ψ1〉〈ψ1| (see Sec. 3.1) only consists of density matrices which are their
convex superpositions, ρ∞ = cΨ0 + (1 − c)Ψ1 with 0 ≤ c ≤ 1, so no off-diagonal coherences
between Ψ0 and Ψ1 are present. For these and similar cases, standard thermodynamical concepts
[13, 99, 141, 275] (see Ref. [180] for a review) may not apply and steady states may no longer be
thermal or even full-rank. The work here is directly tailored to such systems, i.e., those possessing
one or more non-equilibrium steady states whose rank is less than dimH. The rank constraint
implies the presence of population decay, which is the remaining feature that we now address.
1.4.2 Presence of population decay
Unlike Hamiltonians, Lindbladians have the capacity to model decay. As a result, Lindbladians
are often used to describe commonplace non-Hamiltonian processes (e.g., cooling to a ground
state). We define the presence of population decay as the disappearance of at least one population
component of all possible ρin in the infinite-time limit. In other words, there exist one or more
states |ψ〉 such that
〈ψ|etL(|ψ〉〈ψ|)|ψ〉 t→∞−−→ 0 . (1.13)
Before proceeding, it is important to make a clear distinction between the decaying and non-
decaying parts of the N-dimensional system Hilbert space H. Let us group all non-decaying parts
of Op(H), the space of operators on H, into the upper left corner [of the matrix representation of
Op(H)] and denote them by the “upper-left” block . Thereby, any completely decaying parts will
be in the complementary block, and coherences between the two will be in the “off-diagonal”
blocks . We can discuss such a decomposition in the familiar language of NMR [113]: the
block consists of a degenerate ground state subspace {|ψk〉}d−1k=0 immune to nonunitary effects,
the block contains the set of populations decaying with rates commonly known as 1/T1, and
the block is the set of coherences dephasing with rate 1/T2. While we have implicitly assumed
only one pair of decay times T1,2 for simplicity, in general every population in and coherence
in has its own decay time.
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Figure 1.2: Decompositions of the space of matrices Op(H) acting on a Hilbert space H using the projections
{P, Q} defined in (1.14) and their corresponding superoperator projections {P ,P ,P ,P }
defined in (1.16). Panel (a) depicts the block diagonal structure of the asymptotic subspace
As(H), which is spanned by steady-state basis elements Ψµ (cf. [61], Fig. 3). Panel (b) de-
picts the subspace of Op(H), spanned by conserved quantities Jµ. These quantities determine
dependence of the final (asymptotic) state ρ∞ on the initial state ρin.
For the NMR case above, As(H) = forms a d2-dimensional decoherence-free subspace (DFS)
[175]. More generally, there can be further dephasing within without population decay. While
we postpone the discussion of the (many!) types of As(H) until Ch. 2, let us briefly mention one
illustrative example. In the NMR case, As(H) is spanned by {|ψk〉〈ψl |}d−1k,l=0. If we add a dephas-
ing process which makes all coherences |ψk〉〈ψl 6=k| between the degenerate ground states decay,
As(H) will then reduce to the d-dimensional subspace spanned by only the state populations
{|ψk〉〈ψk|}d−1k=0 . This is a case of As(H) ⊂ , but As(H) ⊆ in general. An example of As(H) which
includes dephasing is shown in the gray region in Fig. 1.2(a).
Let us now formally define the superoperator projections on the blocks. The subspaces , , ,
and are just four blocks (or corners) making up a matrix, so a nonspecialist reader may simply
visualize them without focusing too much on their technical definitions in this paragraph. Let P
be the orthogonal operator projection (P = P2 = P†) on and only on the non-decaying subspace
of H (also, the maximal invariant subspace). This projection is uniquely defined by the following
conditions:
ρ∞ = Pρ∞P ∀ ρ∞ ∈ As(H) ,
Tr{P} = max
ρ∞
{rank(ρ∞)} . (1.14)
The first condition makes sure that P projects onto all non-decaying subspaces while the second
guarantees that P does not project onto any decaying subspace. Naturally, the orthogonal pro-
jection onto the maximal decaying subspace of H is Q ≡ I − P (with PQ = QP = 0). Therefore,
population decay (1.13) occurs for any part of ρin that is in :
Qρ(t)Q→ 0 as t→ ∞ . (1.15)
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The projection P is also the projection on the range or support4 of P∞ (I). We define the four-corners
projections acting on A ∈ Op(H) as follows:
A ≡ P (A) ≡ PAP
A ≡ P (A) ≡ PAQ
A ≡ P (A) ≡ QAP
A ≡ P (A) ≡ QAQ .
(1.16)
By our convention, taking the conjugate transpose of the upper-right part places it in the lower-
left subspace (projection acts before adjoint): A† ≡ (A )† = (A†) . The superoperators P (with
∈ { , , , }) are projections (P = P2) which partition the identity I on Op(H),
P + P + P + P = I , (1.17)
analogous to P + Q = I. They conveniently add, e.g.,
P ≡ P + P and P ≡ P + P . (1.18)
The subspace ≡ P Op(H) consists of all coherences between PH and QH, and the “diago-
nal” subspace ≡ P Op(H) consists of all operators which do not contain any such coherences.
While most of the cases we focus on have 6= 0, for completeness we mention two cases which
do not contain decaying subspaces. The four-corners projections are different from those of the
Nakajima-Zwanzig method [203, 325] and are instead somewhat related to the Feshbach projec-
tion method [116, 248] (see Sec. 2.1.3).
hamiltonian case : If L = −i[H, ·] for some Hamiltonian, any state written in terms of the
N eigenstate projections |Ek〉〈Ek| of H (H|Ek〉 = Ek|Ek〉) is a steady state. Therefore, there is no
decaying subspace in Hamiltonian evolution (P = I).
unique state case (full-rank): In the case of a one-dimensional As(H), P is the projec-
tion on the rank of the unique steady state ρ∞ ≡ $. If the state’s spectral decomposition is $ =
∑
d$−1
k=0 λk|ψk〉〈ψk| (with d$ being the number of nonzero eigenvalues of $), then P = ∑
d$−1
k=0 |ψk〉〈ψk|.
If all N eigenvalues are nonzero, then $ is full-rank (e.g., in a Gibbs state) and there is no decaying
subspace (P = I).
1.5 summary and reading guide
Nontrivial decaying subspaces are ubiquitous in actively researched quantum information
schemes (e.g., [194, 218, 240]). For example, consider driven two-photon absorption — a bosonic
Lindbladian with jump operator
F = a2 − α2 , (1.19)
4 The support (kernel) of an operator A is the set of all vectors |x〉 which are not mapped (are mapped) to zero under A.
The range of A is the set of all vectors |y〉 which are mapped to under action of A on some other vector |x〉: A|x〉 = |y〉.
If A|y〉 /∈ ker(A) if and only if |y〉 ∈ ran(A), then the range and the support of A are equal (up to the zero vector).
Whenever we use the word support, we will be describing operators for which this is true.
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bosonic lowering operator a ([a, a†] = I), and real non-negative parameter α. The steady states of
such a Lindbladian are the two coherent states |α〉 and |−α〉, since both are annihilated by F. (In
this Section, we always consider the α 1 limit, meaning that the overlap between the two states
is negligible.) In this pseudo double-well system (recently realized experimentally [168, 286]), the
asymptotic subspace As(H) = is spanned by the outer products |α〉〈α|, |α〉 〈−α|, |−α〉 〈α|, and
|−α〉 〈−α|, and the projection P (1.14) generating the four-corners decomposition (in the large α
limit) is
P = |α〉〈α|+ |−α〉 〈−α| . (1.20)
All states orthogonal to |±α〉 constitute QH and the decaying subspace is spanned by outer
products of those states. Similarly, the coherences are spanned by all states of the form |±α〉 〈ψ|
and |ψ〉 〈±α|, where 〈±α|ψ〉 = 0. For simplicity, we phrase the concepts tackled in this work in
terms of questions about this particular example. While many of the questions we consider have
already been answered for this type of As(H), it is simpler to first state them in this context and
detail the extensions to the various types of As(H) later. We summarize the remaining chapters
below, explicitly mention all collaborators directly related to this thesis, and end with a brief
reading guide.
chapter two contains an application of the four-corners decomposition to Lindbladians and
a derivation of when Lindbladians admit a decaying subspace (Thm. 2). In process, we
present various types of L, making contact with quantum channel simulation and non-
Hermitian systems. It turns out that, while not all quantum channels can be expressed
as etL for any finite t (since L generates only Markovian channels), all channels can be
embedded in some asymptotic projection P∞ = limt→∞ etL (assuming H∞ 6= 0).
Building on previous results [8, 140], we then proceed to derive an analytical formula for
the asymptotic projection P∞ from eq. (1.11) in terms of conserved quantities of L (Thms. 3-
4). For driven two-photon absorption and other examples where As(H) = , the formula
states
ρ∞ = P∞ (ρin) = P (ρin)−P LP L−1P (ρin) . (1.21)
One can see that there are two terms. The first (P ) term states the obvious: if one starts in
As(H), then nothing happens for all time. The second term shows how an initial state in
is transferred to an asymptotic state in . Since there are no other terms, it turns out that
ρ∞ does not depend on any initial coherences in . We summarize the ramifications of a
more general version of this formula in terms of the no-leak (LP1) and the clean-leak (LP2)
properties. We then overview the various types of As(H), summarize the results derived in
Chs. 4-5 for each As(H) type, and build notation for the various types that is used to derive
said results.
We conclude the chapter in Sec. 2.6 with some statements about the relation between con-
served quantities and symmetries of Lindbladians. Symmetries of a Hamiltonian H are
powerful tools since they can be used to block-diagonalize H,
H =
⊕
k
Hk , (1.22)
such that all states in a given block Hk have the same eigenvalue of the symmetry operator.
Each block can then be further diagonalized by finding its eigenstates {|Ek〉}, and each pro-
jection |Ek〉〈Ek| is a steady state ([H, |Ek〉〈Ek|] = 0). So if each block is dk dimensional, then
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Hk admits at least dk steady states. Turning to Lindbladians, one can also use symmetries
on the superoperator level to block-diagonalize L,
L =⊕
κ
Oκ , (1.23)
where each superoperator Oκ is not generally in Lindblad form. Therefore, Oκ may not
admit any steady states at all! We will learn in the correspondence from Thm. 3 that there
are as many steady-state basis elements as there are conserved quantities. Thus, if Oκ does
not admit any steady states, it also does not admit any conserved quantities. This is a key
difference between Hamiltonians and Lindbladians that breaks the usual duality between
symmetries and conserved quantities known as Noether’s theorem. We explore this idea in
Sec. 2.6.
This chapter is technical and heavily based on Albert and Jiang [8] and Albert, Bradlyn,
Fraas, and Jiang [10], although some parts have been expanded and further clarified. The
connection to non-Hermitian systems in Sec. 2.1.3 is new.
chapter three reviews examples of conserved quantities from few-qubit systems and un-
driven (α = 0) two-photon absorption. We begin with the simplest possible example —
a single two-level system admitting a two-dimensional As(H) and expound on its relation
to more complicated systems. We continue with a two-qubit example, studying (among
other things) the effect of residual unitary evolution on ρ∞ [H∞ 6= 0 in eq. (1.21)]. In turns
out that in general P∞ depends on H∞, leading to additional dephasing of ρ∞ caused by a
“misalignment” of the driving inside As(H) with the decay coming from outside. We con-
clude with a many-body example which allows stabilization of the ground-state subspace
of any frustration-free Hamiltonian (Thm. 5), making contact with and reviewing earlier
work on state stabilization.
This chapter is non-technical and is a collection of single-body examples from Refs. [8, 10].
The many-body example in Sec. 3.4 is synthesized from Refs. [281, 282] (see also [283]).
chapter four studies Lindbladian perturbation theory. We begin with the effect of Hamilto-
nian perturbations on ρ∞. One can show numerically [194] that applying a perturbation of
the type
V = e(a + a†) (1.24)
to the two-photon absorption Lindbladian generates, to linear order, motion within As(H)
due to the effective Hamiltonian V ≡ PVP. Related results [314, 315] also show that
Hamiltonian perturbations and perturbations to the jump operators of L generate unitary
evolution within some As(H) to linear order. Do these results hold in general? In Sec. 4.1.1,
we apply our formula for P∞ to prove that such perturbations induce unitary evolution
within all As(H) to linear order. This result also holds for perturbations to the jump opera-
tors, F → F + f , extending the capabilities of environment-assisted quantum computation
and quantum Zeno dynamics ([22, 115, 255, 268]; see also [18, 47]).
Extending Ref. [212], we determine the energy scale governing leakage out of As(H) due
to Hamiltonian perturbations, jump operator perturbations, and adiabatic evolution (the
latter is shown in the next chapter). Contrary to popular belief, this scale is not always the
dissipative gap of L — the nonzero eigenvalue with the smallest real part [see eq. (1.32)].
On the contrary, this leakage scale is the dissipative gap of P LP ≡ L . The derivation
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is given in Sec. 4.1.2 for Hamiltonian/jump operator perturbations and in Sec. 5.3 for non-
adiabatic corrections.
More generally, Ch. 4 contains an application of the four-corners ( ) partition to the Kubo
formula, splitting the formula into a part within As(H) which closely corresponds to the
ordinary Hamiltonian-based formula and parts which cause leakage out of As(H) and con-
tain non-unitary effects. Theorem 6 provides an all-order Dyson expansion for cases where
dim As(H) ≥ 1, given a slowly ramping-up perturbation and assuming the initial state is
already in As(H). An important distinction from most previous work is that we do not
assume anything about L or its steady states (their number, detailed balance, thermody-
namic equilibrium, etc.), making this analysis applicable to thermodynamic and quantum
computational systems alike. It turns out that the number of terms to each order in this
expansion is equal to a Catalan number. We finish the chapter by making contact with dark
states [163], geometric response [25], and the effective operator formalism [241].
All first-order perturbation theory results are from Ref. [10]. The exact Dyson series for all
higher orders and connections to previous work in Sec. 4.2 are new and will be studied
further in a future publication [7].
chapter five studies the geometric “phase” acquired by ρ∞ after cyclic adiabatic deformations
of L. Adiabatically changing the value of α of a coherent state |α〉 in our two-photon
absorption example over a closed path produces a Berry phase (more generally, a holonomy)
proportional to the area enclosed by the path [87]. However, does this result still hold
when the coherent state is part of an As(H) of an open system? Can Lindbladians induce
any additional undesirable effects in the adiabatic limit for the various types of As(H)? We
extend previous results [11, 25, 83, 212, 252] to show in Sec. 5.3 that cyclic Lindbladian-
based [26] adiabatic evolution of states in As(H) is always unitary. This result extends the
capabilities of holonomic quantum computation [214, 313, 317] via reservoir engineering.
This chapter also contains an application of the four-corners partition of the leading non-
adiabatic corrections to adiabatic evolution.
This chapter is a reshuffled version of the results from Ref. [10].
chapter six introduces a Lindbladian version of the quantum geometric tensor (Quantum ge-
ometric tensor — a quantity providing a metric on and encoding the geometric phase
properties of a subspace (QGT)) [56, 233] which encodes both the curvature associated with
the aforementioned adiabatic deformations and a metric associated with distances between
adiabatically connected steady states. We also construct other geometric tensors and dis-
cuss why these are not always relevant to adiabatic deformations.
This chapter is a reshuffled version of the results from Ref. [10].
chapter seven applies what the results derived from the previous chapters to the driven two-
photon absorption system. We discuss in detail the steady states for all parameters α and
derive the system’s conserved quantities. Using said conserved quantities, we find out ρ∞
for various initial states. We then study the leading-order effect of the aforementioned
Hamiltonian perturbation (1.24) and two types of noise — dephasing and loss. The per-
turbation theory formalism of Ch. 4 reveals that the system’s steady states are resilient to
dephasing noise. We then apply the adiabatic results of Ch. 5 and review a way to induce
holonomic quantum computation within As(H) by adiabatically varying the state parame-
ters |±α〉.
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The conserved quantities and all perturbative effects are from Mirrahimi, Leghtas, Albert,
Touzard, Schoelkopf, Jiang, and Devoret [194] while the holonomic quantum computation
results are from Albert, Shu, Krastanov, Shen, Liu, Yang, Schoelkopf, Mirrahimi, Devoret,
and Jiang [11]. However, application of perturbation theory to eq. (1.24) in Sec. 7.4.1 is new,
providing a theoretical underpinning to the numerical results of Ref. [194].
chapter eight discusses single- and multi-mode extensions of the driven two-photon absorp-
tion example and their relation to cat codes [11, 94, 167, 194] in coherent state quantum
information processing.
The single-mode extensions were first introduced in the Supplement of Ref. [253] and
further discussed in Refs. [11, 52] and Li, Zou, Albert, Muralidharan, Girvin, and Jiang
[174]. The multi-mode extensions in Secs. 8.2-8.3 are studied in Albert, Mundhada, Grimm,
Touzard, Devoret, and Jiang [9].
The only recommended prerequisites for understanding about 80% of this work are a course
in introductory quantum mechanics and a course in linear algebra (taught by a mathematician).
Readers unfamiliar with Lindbladians are welcome to continue reading the introduction below
and are encouraged to consult the simpler examples in the first part of Ch. 3 if things become
too general in Chs. 2, 4, or 5. Applied physicists and quantum computing researchers familiar
with open systems are encouraged to skip ahead to Chs. 7-8 to enjoy the fruits of the labor of
the previous chapters applied to concrete examples; links to the general derivations are provided
there for convenience. Mathematicians are encouraged to read the Theorems below and in Ch. 2.
An outlook is presented in Ch. 9.
1.6 a technical introduction
1.6.1 The playground and its features
This subsection contains a standard introduction into superoperators and double-ket notation [86,
113, 162, 199]. Lindbladians operate on the space of (linear) operators on H, or Op(H) ≡ H⊗ H?
(also known as Liouville, von Neumann, or Hilbert-Schmidt space). This space is also a Hilbert
space when endowed with the Hilbert-Schmidt inner product and Frobenius norm (for N ≡
dimH < ∞). An operator A in quantum mechanics is thus both in the space of operators acting
on ordinary states and in the space of vectors acted on by superoperators. We denote the two
respective cases as A|ψ〉 and O|A〉〉 (for |ψ〉 ∈ H and for a superoperator O). Strictly speaking,
|ρ〉〉 is an N2-by-1 vector and ρ is an N-by-N matrix, and superoperators acting on the vector
version of ρ are constructed according to the conversion rule
AρB↔ (A⊗ BT)|ρ〉〉 , (1.25)
where BT is the transpose of B. This extra transpose is necessary because the bra (row) part
of the outer products making up ρ is flipped when ρ is written as a (column) vector, |ψ〉〈φ| →
|ψ〉(|φ〉)? (see Sec. 2.1.4.5 of [113] for details). The double-ket notation differentiates between
superoperators acting on the matrix or vector versions of operators: O|A〉〉 and |O(A)〉〉 are
written in vector form while O(A) is a matrix.
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Figure 1.3: A plot of a spectrum of an example L with 21 eigenvalues Λ in the complex plane.
For A, B ∈ Op(H), the Hilbert-Schmidt inner product and Frobenius norm are respectively
〈〈A|B〉〉 ≡ Tr{A†B} and ‖A‖ ≡
√
〈〈A|A〉〉 . (1.26)
The inner product allows one to define an adjoint operation ‡ which complements the adjoint
operation † on matrices in Op(H):
〈〈A|O(B)〉〉 = 〈〈A|O|B〉〉 = 〈〈O‡(A)|B〉〉 . (1.27)
Writing O as an N2-by-N2 matrix, O‡ is just the conjugate transpose of that matrix. For example,
if O(·) = A · B, then one can use eq. (1.26) to verify that
O‡(·) = A† · B† . (1.28)
Similar to the Hamiltonian description of quantum mechanics, O is Hermitian if O‡ = O. For
example, all projections P from eq. (1.16) are Hermitian.
1.6.2 More on Lindbladians
The form of the Lindbladian (1.8) is not unique due to the following “gauge” transformation (for
complex g`),
H → H − i
2∑
`
κ`(g?`F
` − g`F`†)
F` → F` + g` I ,
(1.29)
that allows parts of the Hamiltonian to be included in the jump operators (and vice versa) while
keeping L (1.8) invariant. Note that there exists a unique “gauge” in which F` are traceless ([125],
Thm. 2.2). The Lindbladian is also invariant under unitary transformations on the jumps: for any
unitary matrix u``′ , √
κ`F` →∑
`′
u``′
√
κ`′F`
′
. (1.30)
1.6 a technical introduction 26
It is easy to determine how an observable A ∈ Op(H) evolves (in the Heisenberg picture) using
the definition of the adjoint (1.27) and cyclic permutations under the trace:
L‡(A) = −H(A) + 1
2∑
`
κ`
(
2F`† AF` −
{
F`†F`, A
})
. (1.31)
The superoperator H(·) ≡ −i[H, ·] corresponding to the Hamiltonian (more precisely, the adjoint
representation of H) is therefore anti-Hermitian because we have absorbed the “i” in its definition.
The norm of a wavefunction corresponds to the trace of ρ (Tr{ρ} = 〈〈I|ρ〉〉); we have already
seen in Sec. 1.2 that it is preserved under both Hamiltonian and Lindbladian evolution. It is
easy to check that the exponential of any superoperator of the above form preserves both trace
[〈〈I|L|ρ〉〉 = 0 with I the identity operator] and Hermiticity {L(A†) = [L(A)]† as can be verified
from eq. (1.8)}. However, the norm/purity of ρ (〈〈ρ|ρ〉〉 = Tr{ρ2}) is not always preserved under
Lindbladian evolution.
While L may not be diagonalizable, one can still obtain information about the dynamics by
observing its eigenvalues (see Fig. 1.3). All eigenvalues Λ lie on the non-positive plane and
non-real eigenvalues exist in complex conjugate pairs (hence the symmetry under complex con-
jugation). The dots with zero real part in the Figure represent As(H), whose eigenstates have
pure imaginary eigenvalues (Λ = i∆ for real ∆) and thus survive in the infinite-time limit. The
value
∆dg ≡ min
ReΛ 6=0
|ReΛ| (1.32)
is the dissipative/dissipation/damping/relaxation gap (also, asymptotic decay rate [151]) – the slowest
non-zero rate of convergence toward As(H).
One can eigendecompose L to obtain, in principle, the evolution for all time. Let us first
assume that L is diagonalizable with eigenvalues Λ, an additional index µ which labels any
degeneracies for each Λ, right eigenmatrices RΛµ (L|RΛµ〉〉 = Λ|RΛµ〉〉), and left eingematrices
LΛµ (L‡|LΛµ〉〉 = Λ?|LΛµ〉〉). Then, the evolution superoperator (1.10) can be written as
etL|ρin〉〉 = ∑
Λ,µ
eΛt|RΛµ〉〉〈〈LΛµ|ρin〉〉 . (1.33)
If L is not diagonalizable, there exists at least one Jordan block of L (in Jordan normal form)
which has only one eigenmatrix, with the remaining matrix basis elements in the support of
the block making up the block’s generalized eigenmatrices (e.g., [236], Sec. 10.2). Exponentiating
such an L brings about extra powers of t in front of the exponent eΛt above as well as off-
diagonal elements of the form |RΛµ〉〉〈〈LΛ,ν 6=µ|. For example, if Λ has a two-dimensional Jordan
block with right eigenmatrix |RΛ0〉〉 (L|RΛ0〉〉 = Λ|RΛ0〉〉) and generalized right eigenmatrix |RΛ1〉〉
(L|RΛ1〉〉 = |RΛ0〉〉+Λ|RΛ1〉〉), then etL on that block is
eΛt
(
|RΛ0〉〉〈〈LΛ0|+ t|RΛ1〉〉〈〈LΛ0|+ |RΛ1〉〉〈〈LΛ1|
)
≡ eΛt
(
1 t
0 1
)
. (1.34)
Let us partition the Jordan normal form of L into blocks that are either diagonal or have an upper
diagonal of ones. Since there could exist blocks associated with a particular Λ which contain both
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Operator Superoperator
Notation Notation
L(ρ) L|ρ〉〉
Tr{A†O(ρ)} 〈〈A|O|ρ〉〉
−i[H, ρ] H|ρ〉〉
−i[V, ρ] V|ρ〉〉
UρU† U|ρ〉〉
SρS† S|ρ〉〉
Operator Superoperator
Notation Notation
A ≡ PAP |A 〉〉 ≡ P |A〉〉
A ≡ PAQ |A 〉〉 ≡ P |A〉〉
A ≡ QAP |A 〉〉 ≡ P |A〉〉
A ≡ QAQ |A 〉〉 ≡ P |A〉〉
PL(QρQ)P P LP |ρ〉〉
iTr{H[Ψµ,Ψν]} 〈〈Ψµ|H|Ψν〉〉
Table 1.1: Comparison of operator and superoperator notations for symbols used throughout the text (cf.
Table 3.2 in [199]). L is a Lindbladian superoperator (1.8), O is a superoperator, A is an op-
erator, and ρ is a density matrix. Hamiltonians H and V have corresponding Hamiltonian
superoperators H and V , respectively. Unitary operators U and S have corresponding unitary
superoperators U and S , respectively. The projection P (3.34) projects onto the largest subspace
whose states do not decay under L and Q ≡ I − P with I the identity. The last two entries
respectively represent the part P LP of the projection decomposition of L (1.8) acting on ρ
and a (superoperator) matrix element of H in terms of a Hermitian matrix basis {Ψµ}.
diagonal and off-diagonal sub-blocks, the sum over Λ has to include each sub-block separately.
Generalizing eq. (1.33), the full expansion of etL is then
etL|ρin〉〉 = ∑
Λ,µ
eΛt|RΛµ〉〉 ∑
ν≥µ
(δΛt)ν−µ
(ν− µ)! 〈〈L
Λν|ρin〉〉 , (1.35)
with µ, ν ∈ {0, 1, · · · } indexing either the degeneracy of the eigenspace of each Λ if the Jordan
block associated with Λ is diagonal (δΛ = 0; here 00 = 1) or indexing the generalized eigenmatri-
ces of Λ’s Jordan block if the block is not diagonal (δΛ = 1).
Equations (1.34-1.35) immediately reveal that all Jordan blocks with pure imaginary eigenval-
ues Λ = i∆ are diagonal ([258], Sec. 5; [45], Thm. 18; [306], Prop. 6.2). By contradiction, if one
assumes that L is not diagonalizable in the subspace of the Jordan normal form with diagonals of
zero real part, then exponentiating those Jordan blocks causes the dynamics to diverge as t→ ∞.
1.6.3 Double-bra/ket basis for steady states
We now bring in intuition from Hamiltonian-based quantum mechanics by building bases for
Op(H) from those for H. Given any orthonormal basis {|φk〉}N−1k=0 for H, one can construct the
corresponding orthonormal (under the trace) outer product basis for Op(H),
{|Φkl〉〉}N−1k,l=0 , where Φkl ≡ |φk〉〈φl | . (1.36)
The analogy with quantum mechanics is that the matrices Φkl ↔ |Φkl〉〉 and Φ†kl ↔ 〈〈Φkl | are
vectors in the vector space Op(H) and superoperators O are linear operators on those vectors.
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Furthermore, one can save an index and use properly normalized Hermitian matrices Γ†κ = Γκ to
form an orthonormal basis {|Γκ〉〉}N2−1κ=0 :
〈〈Γκ|Γλ〉〉 ≡ Tr{Γ†κ Γλ} = Tr{ΓκΓλ} = δκλ . (1.37)
Each Γκ consists of Hermitian linear superpositions of the outer products |φk〉〈φl | and is not a
density matrix. For example, an orthonormal Hermitian matrix basis for Op(H) with H two-
dimensional consists of the identity matrix and the three Pauli matrices, all normalized by 1/
√
2.
An example for N = 3 is the set of properly normalized Gell-Mann matrices.
It is easy to see that the coefficients in the expansion of any Hermitian operator in such a
matrix basis are real. For example, the coefficients cκ in the expansion of a density matrix,
|ρ〉〉 =
N2−1
∑
κ=0
cκ|Γκ〉〉 with cκ = 〈〈Γκ|ρ〉〉 , (1.38)
are clearly real and represent the components of a generalized Bloch/coherence vector [12, 258].
Furthermore, defining
Oκλ ≡ 〈〈Γκ|O|Γλ〉〉 ≡ Tr{Γ†κO(Γλ)} (1.39)
for any superoperator O, one can write
O =
N2−1
∑
κ,λ=0
Oκλ|Γκ〉〉〈〈Γλ| . (1.40)
There are many physical O for which the “matrix” elements Oκλ are real. For example, we define
the superoperator equivalent of a Hamiltonian H acting on a state ρ as H(ρ) ≡ −i[H, ρ] [so that
if H generates time evolution, ∂tρ = H(ρ)]. For this case, it is easy to show that matrix elements
Hκλ are real using cyclic permutations under the trace and Hermiticity of the Γ’s:
H?κλ = 〈〈Γκ|H|Γλ〉〉? = iTr{Γλ[H, Γκ]} = −iTr{Γκ[H, Γλ]} = 〈〈Γκ|H|Γλ〉〉 = Hκλ . (1.41)
This calculation easily extends to all Hermiticity-preserving O, i.e., superoperators such that
O(A†) = [O(A)]† for all operators A.
Given a Lindbladian, one can provide necessary and sufficient conditions under which it gen-
erates Hamiltonian time evolution. This early key result in open quantum systems can be used
to determine whether a perturbation generates unitary evolution.
Theorem 1 (When Lindbladians generate unitary evolution [161]). The matrix Lκλ = 〈〈Γκ|L|Γλ〉〉
is real. Moreover,
Lλκ = −Lκλ ⇔ L = −i [H, ·] with Hamiltonian H. (1.42)
Proof. To prove reality, use the definition of the adjoint of L, Hermiticity of Γκ, and cyclicity under
the trace:
L?κλ = 〈〈Γλ|L‡|Γκ〉〉 = 〈〈L(Γλ)|Γκ〉〉 = 〈〈Γκ|L|Γλ〉〉 = Lκλ . (1.43)
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⇐ Assume L generates unitary evolution. Then there exists a Hamiltonian H such that L|Γκ〉〉 =
−i|[H, Γκ]〉〉 and L is antisymmetric:
Lλκ = −iTr{Γλ[H, Γκ]} = iTr{Γκ[H, Γλ]} = −Lκλ . (1.44)
⇒5 Assume Lκλ is antisymmetric, so L‡ = −L. Then the dynamical semigroup {etL; t ≥ 0} is
isometric (norm-preserving): let t ≥ 0 and |A〉〉 ∈ Op(H) and observe that
〈〈etL(A)|etL(A)〉〉 = 〈〈A|e−tLetL|A〉〉 = 〈〈A|A〉〉 . (1.45)
Since it is clearly invertible, etL : Op(H) → Op(H) is a surjective map. All surjective isometric
one-parameter dynamical semigroups can be expressed as etL(ρ) = UtρU†t with Ut belonging to
a one-parameter unitary group {Ut; t ∈ R} acting on H ([161], Thm. 6). Therefore, there exists a
Hamiltonian H such that Ut = e−iHt and L(ρ) = −i[H, ρ].
5 An alternative way to prove this part is to observe that all eigenvalues of L lie on the imaginary axis and use Thm. 18-3
in [45].
“[...] the orientation in the literature on semigroups
is towards the proof of rigorous mathematical results
and hence the connections to quantum optics
applications are somewhat indirect.”
– Howard J. Carmichael
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2.1 four-corners partition of lindbladians , with examples
From the previous chapter, we learned that the four-corners projections (1.16) partition every
operator A ∈ Op(H) into four independent parts. Combining this notation with the vectorized or
double-ket notation for matrices in Op(H) (see Sec. 1.6), we can express any A as a vector whose
components are the respective parts. The following are therefore equivalent,
A =
(
A A
A A
)
←→ |A〉〉 =
 |A 〉〉|A 〉〉
|A 〉〉
 , (2.1)
and A = A + A . With A written as a block vector, superoperators can now be represented
as 3-by-3 block matrices acting on said vector. Note that we use square-brackets for partitioning
superoperators and parentheses for operators in Op(H) [as in Fig. 1.2 and eq. (2.1)]. We will do so
with the Lindbladian L (1.8). Recall that
L(ρ) = −i[H, ρ] + 1
2∑
`
κ`
(
2F`ρF`† − F`†F`ρ− ρF`†F`
)
(2.2)
with Hamiltonian H, jump operators F` ∈ Op(H), and positive rates κ`. By writing L = ILI
using eqs. (1.17) and (1.18), we find that
L =
 L P LP P LP0 L P LP
0 0 L
 , (2.3)
where L ≡ P LP . Note that L is a bona fide Lindbladian governing evolution within . The
reason for the zeros in the first column is the inability of L to take anything out of (stemming
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from the definition of the four-corners projections). This turns out to be sufficient for P LP to
also be zero, leading to the block upper-triangular form above. These constraints on L translate
to well-known constraints on the Hamiltonian and jump operators as follows.
Theorem 2 (When Lindbladians generate decay [10, 45, 262, 280]). Let {P, Q} be projections on H
and {P ,P ,P ,P } be their corresponding projections on Op(H). Then
F` = 0 for all ` (2.4)
H = − i
2∑
`
κ`F`†F` . (2.5)
Proof. By definition (1.14), is the smallest subspace of Op(H) containing all asymptotic states.
Therefore, all states evolving under L converge to states in as t → ∞ ([45], Thm. 2-1). This
implies invariance, i.e., states ρ = P (ρ) remain there under application of L:
L(ρ ) = LP (ρ) = P LP (ρ) . (2.6)
Applying P , we get P LP (ρ) = ∑` κ`F`ρF`† = 0 since the projections are mutually orthogo-
nal. Taking the trace, 〈〈I|P LP |ρ〉〉 = ∑` κ`Tr{ρF`†F`} = 0. If ρ is a full rank density matrix
(rank{ρ} = Tr{P}), then each summand above is non-negative (since κ` > 0 and F`†F` are pos-
itive semidefinite). Thus the only way for the above to hold for all ρ is for F`†F` = 0 for all `,
which implies that F` = 0. Applying P to eq. (2.6) and simplifying using F` = 0 gives
P LP (ρ) = Pρ
(
iH − 1
2∑
`
κ`F`†F`
)
= 0 , (2.7)
implying the condition on H .
The constraints on H and F` (due to Hermiticity, H = H† ) leave only their complements
as degrees of freedom. The four-corners decomposition provides simple expressions for the
surviving matrix elements of L (2.3) in terms of H , F` ; these are shown below. From eq. (2.5),
one can see that H in general depends on the nonzero jump operator rates κ`, demonstrating an
intricate cancellation of Lindbladian effects via a Hamiltonian term. However, P is independent
of κ` in many physically relevant (κ-robust [280]) Lindbladians, and in those cases H = 0 and
either F` = 0 or F` = 0 for each `.
We now list all of the matrix elements of L (2.3) and mention important special cases of DFS
type, making contact with previous works and applications. Based on conditions (1.14) and after
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simplifications due to Thm. 2, the non-zero elements of eq. (2.3) acting on a Hermitian matrix
ρ = ρ + ρ + ρ are
L (ρ) = −i [H , ρ ] + 1
2∑
`
κ`
(
2F`ρ F`† − F`†F`ρ − ρ F`†F`
)
(2.8a)
L (ρ) = −i (H ρ − ρ H ) + 1
2∑
`
κ`
[
2F`ρ F`† − F`†F`ρ − ρ (F`†F`)
]
(2.8b)
L (ρ) = [L (ρ)]† (2.8c)
L (ρ) = −i [H , ρ ] + 1
2∑
`
κ`
[
2F`ρ F`† − (F`†F`) ρ − ρ (F`†F`)
]
(2.8d)
P LP (ρ) =∑
`
κ`
(
F`ρ F`† − ρ F`†F`
)
+ H.c. (2.8e)
P LP (ρ) =∑
`
κ`
(
F`ρ F`† − F`†F`ρ
)
+ H.c. (2.8f)
P LP (ρ) =∑
`
κ`F`ρ F`† . (2.8g)
Note that (F`†F`) = F`†F` + F`†F` , that P LP = P LP = 0, i.e., evolution of coherences de-
couples under this decomposition, and that the transfer term P LP is in the form of a quantum
channel.
2.1.1 DFS case
Recall from Sec. 1.4.2 that now As(H) = and P = ∑d−1k=0 |ψk〉〈ψk| is the projection on the DFS
states {|ψk〉}d−1k=0 . In the case of a non-steady DFS, any residual evolution within is exclusively
unitary and generated by the Hamiltonian superoperator H∞ ≡ L . The jump operators in
L (2.8a) must then act trivially, and the most general condition for them (for some complex
constants a`) is
F` = a`P . (2.9)
This implies that P LP (2.8e) is zero and the partition (2.3) becomes
L =
 H∞ 0 P LP0 L P LP
0 0 L
 . (2.10)
This extra zero will prove important when we examine the Kubo formula for this case in Ch. 4.
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2.1.2 Semisimple DFS case
A simplified (semisimple [175]) DFS case can be obtained by setting F` = 0, i.e., a` = 0. Then, all
DFS states are annihilated by the jumps,
F`|ψk〉 = 0 . (2.11)
If |ψk〉 are also eigenstates of H, they are called dark states [163]. We can also set H = 0, meaning
that the DFS is stationary (H∞ = 0). Stationarity leads to only one new zero matrix element of L,
L =
 0 0 P LP0 L P LP
0 0 L
 . (2.12)
However, the part now decays deterministically:
L (ρ) = −1
2∑
`
κ`{ρ , (F`†F`) } ≡ −{ρ , Hedg} , (2.13)
where the ground states of the decoherence [148] or parent [135] Hamiltonian Hedg are exactly the
DFS states. We see that the excitation gap ∆edg (where edg stands for effective dissipative gap)
of this Hamiltonian is relevant in Lindbladian first-order perturbation theory in Sec. 4.3.1. All
examples considered in Chs. 7-8 are of this type.
2.1.3 Non-Hermitian Hamiltonian systems
Now let us keep H 6= 0 and further simplify the jumps to
F = F . (2.14)
Having F = 0 leads to significant simplification of the matrix elements of L for the DFS case
(2.10). Now, P LP = 0 and evolution within has no jump terms and is governed solely by
the deterministic part (1.9) of L,
K = K ≡ H − i 1
2∑
`
κ`F`†F` with superoperator K(ρ) ≡ −i(Kρ− ρK†) . (2.15)
Since K = H , evolution within is unitary and governed by the Hamiltonian piece H . The
remaining parts evolve under K , which includes the positive definite (∑` κ`F`†F` > 0 on )
contribution due to the jumps and thereby guarantees decay of everything initially in . Due
to trace preservation, the transfer term (2.8g) P LP 6= 0 makes sure that populations in are
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transferred into in the limit of infinite time, making up the only non-deterministic part of the
evolution. The full decomposition is then
L =
 K 0 P LP0 K 0
0 0 K
 . (2.16)
Thus, in the sector, the evolution is generated by the non-Hermitian Hamiltonian K. In a related
work [78], a non-Hermitian Hamiltonian governs evolution in but not in .
It is useful here to remark on the relation between the four-corners projections and the Fesh-
bach projection method [116, 248]. The former splits the Hilbert space into decaying and non-
decaying parts while the latter splits it into subspaces spanned by bound and scattering states.
Connections between the two become clearer when one looks at the effect of perturbations which
excite states from into on L of the type (2.16). We calculate leading-order corrections to evolu-
tion within due to these effects in Sec. 4.3.6, showing that they are identical to those derived by
the effective operator formalism [241] — an extension of the Feshbach method to Lindbladians.
2.1.4 Quantum channel simulation
In this most simplified example, As(H) is a steady DFS (H∞ = H = 0) of dimension d and there
is a decaying subspace of dimension N − d. We assume that F = F , that all rates κ` of the
Lindbladian are equal to one rate κeff, and that
∑
`
F`†F` =∑
`
F`†F` = Q . (2.17)
The last condition guarantees that the transfer term (2.8g), P LP ≡ κeffE , is proportional to a
bona fide quantum channel E from a N− d-dimensional input space to a d-dimensional output
space . The condition (2.17) also makes sure that decays uniformly:
L = κeff
 0 0 E0 − 12P 0
0 0 −P
 . (2.18)
The rate κeff is the inverse of the uniform relaxation time T1 for . Notice how the uniform
coherence relaxation time T2 = 12 T1.
The example is constructed such that the piece of the asymptotic projection P∞P (1.11) taking
states from into is exactly the channel E . While we derive the equation for P∞ below, we
apply that result (Thm. 4) here since the simplifications are trivial:
P∞P = −(P LP )L−1 = 1
κeff
P LP = E . (2.19)
In other words, all quantum channels can be embedded in some P∞ = limt→∞ etL. Note that
this scheme is different from constructing a Lindbladian L ≡ E − I out of a channel E , shown
in eq. (3.42). Here, the channel E does not act on all of Op(H) because the channel’s input and
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output spaces are different subspaces of Op(H). It is impossible to simulate a more general
channel that maps all of Op(H) to itself using only a Lindbladian [307].
The immediate application of this construction is quantum error correction [277], where is
the subspace into which a protected state (initially in ) is taken after application of an error
channel. The channel P∞P then recovers the information, and the above construction shows that
all such recovery channels can be implemented to arbitrary accuracy by turning on Lindbladian
evolution for a sufficiently long period of time.
2.2 the asymptotic projection
Armed with the partition of L from eq. (2.3), here we study cases where As(H) contains unitarily
evolving states [H∞ 6= 0 from eq. (1.11)] and formally introduce the asymptotic projection P∞. The
basis for As(H) consists of right eigenmatrices of L with pure imaginary eigenvalues. Recalling
eq. (1.35), we can expand |ρ∞〉〉 in such a basis since exponentials (etΛ) of any eigenvalues Λ
with negative real parts decay to zero for large t. We call the non-decaying eigenmatrices right
asymptotic eigenmatrices |Ψ∆µ〉〉 or As(H) basis elements with purely imaginary eigenvalue Λ = i∆
(used here as an index) and degeneracy index µ (that depends on ∆ ∈ R). By definition, |Ψ∆µ〉〉 ∈
and the eigenvalue equation is
L|Ψ∆µ〉〉 = i∆|Ψ∆µ〉〉 . (2.20)
Since L is not always diagonalizable, any degeneracy may induce a non-trivial Jordan block struc-
ture for a given ∆ (see Sec. 1.6.2). However, we show below that all Jordan blocks corresponding
to asymptotic eigenmatrices are diagonal. Therefore, there exists a dual set of conserved quantities
or left asymptotic eigenmatrices 〈〈J∆µ| such that
〈〈J∆µ|L = i∆〈〈J∆µ| ←→ L‡(J∆µ) = −i∆(J∆µ) . (2.21)
We state and prove this duality in the following correspondence.
Theorem 3 (Conserved quantity – steady state correspondence [8]). Let {|Ψ∆µ〉〉}∆,µ be an orthonor-
mal basis for As(H) ⊆ Op(H) of dimension D, i.e., 〈〈Ψ∆µ|ΨΘν〉〉 = δ∆Θδµν. Then, for all ρin ∈ Op(H), the
asymptotic state ρ∞ is expressible as
|ρ∞(t)〉〉 =∑
∆,µ
c∆µei∆t|Ψ∆µ〉〉 (2.22)
and there exist D conserved quantities {J∆µ}∆,µ such that
c∆µ ≡ 〈〈J∆µ|ρin〉〉 = Tr{(J∆µ)†ρin} (2.23)
〈〈J∆µ|ΨΘν〉〉 = δ∆Θδµν . (2.24)
Proof. The matrix form of L can be put into Jordan normal form C via a non-unitary similarity
transformation Z ,
L = Z−1CZ . (2.25)
We have already seen from eq. (1.34) that all Jordan blocks with pure imaginary eigenvalues
i∆ must be diagonal in order for the rules of quantum mechanics to not be violated as t →
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∞. Therefore, the respective transformed left and right eigenmatrices, |Ψ˜∆µ〉〉 = Z|Ψ∆µ〉〉 and
〈〈 J˜∆µ| = 〈〈J∆µ|Z−1, are linearly independent and orthogonal to all other basis matrices of Op(H).
Thus they can be made to be biorthogonal [186], 〈〈J∆µ|ΨΘν〉〉 = δ∆Θδµν, by a procedure similar to
the Gram-Schmidt process. It is clear that once the transformed vectors are biorthogonal, the
original ones are also, satisfying eq. (2.24). Taking the expectation value of J∆µ with respect to ρ∞
yields
〈〈J∆µ|ρ(t)〉〉 = 〈〈J∆µ|etL|ρin〉〉 = ei∆t〈〈J∆µ|ρin〉〉 ≡ c∆µei∆t . (2.26)
Since J∆µ are dual to Ψ∆µ in the sense described above, eq. (2.22) holds.
The coefficients c∆µ determine the footprint that ρin leaves on ρ∞, implying that ρ∞ does not de-
pend on dynamics at any intermediate times. In general, any part of |ρin〉〉 not in the kernel of P∞
imprints on the asymptotic state since, by definition, that part overlaps with some J∆µ. Equation
(2.26) tells us that the J∆µ are either conserved in time (when ∆ = 0) or oscillating indefinitely.
While the term non-decaying quantity is thus more accurate, we use the term conserved quantity
to describe all J∆µ since they are are bona fide conserved quantities in the rotating frame of H∞ (as
we now show). Since it was shown that evolution of asymptotic states is exclusively unitary ([45],
Thm. 2), it must be that the eigenvalue set {∆} is that of a Hamiltonian superoperator, which
we define to be H∞ ≡ −i[H∞, ·]. In other words, we use the set {∆} to construct a Hamiltonian
H∞ ∈ (defined up to a constant energy shift) such that each ∆ is a difference of the energies of
H∞ and |Ψ∆µ〉〉 are eigenmatrices of H∞.1 Because of this, the eigenmatrices {Ψ, J} must come in
complex conjugate pairs: Ψ−∆µ = Ψ†∆µ (which obstructs us from constructing a Hermitian basis
for {Ψ∆6=0,µ}) and same for J∆µ. The explicit form of H∞ depends on the structure of As(H).
Combining P∞ with the definition of H∞ allows us to rearrange eq. (2.22) into
|ρ∞(t)〉〉 ≡ lim
t→∞ e
tL|ρin〉〉 = etH∞∑
∆,µ
|Ψ∆µ〉〉〈〈J∆µ|ρin〉〉 = etH∞P∞|ρin〉〉 , (2.27)
where the outer products are used to express the asymptotic projection
P∞ ≡∑
∆,µ
|Ψ∆µ〉〉〈〈J∆µ| . (2.28)
This is indeed a projection (P2∞ = P∞) due to eq. (2.24). This projection is onto the peripheral
spectrum of etL — all eigenvalues of etL (for t > 0) whose modulus is one. As a result, one can
apply standard formulas to express it in two other ways,
P∞ = lim
T→∞
1
T ∑
∆
Tˆ
0
dtet(L−i∆) = − 1
2pii
˛
Γ
dz (L− z)−1 . (2.29)
The first (ergodic) way is to take a proper limit such that the projections on all eigenspaces asso-
ciated with i∆ remain [[306], eq. (6.15)]. The second way defines P∞ in terms of Riesz projections
on the relevant eigenspaces: Γ is the contour in the complex plane which encircles all i∆ and
no other points in the spectrum of L [[150], Ch. 1, eq. (5.23)]. While both ways exist and are
1 The eigenvalues i∆ can be extracted from H , as shown in eq. (2.40). Note that H∞ shares the same eigenvalues as
P∞LP∞, but H∞ 6= P∞LP∞ because the latter is not anti-Hermitian.
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equal to each other since we assume a finite-dimensional Op(H), they are also valid for some
infinite-dimensional examples (see Chs. 7-8).
2.3 analytical formula for conserved quantities
We proceed to determine J∆µ by plugging in the four-corners partition of L (2.3) into the eigen-
value equation (2.21). The block upper-triangular structure of L readily implies that |J∆µ〉〉 are
left eigenmatrices of L :
〈〈J∆µ|L = i∆〈〈J∆µ| . (2.30)
Writing out the conditions on the remaining components |J∆µ〉〉 yields an analytic expression
for |J∆µ〉〉. We state this formula below, noting that [L ,P ] = 0. Plugging that result into
eq. (2.28) and setting ∆ = 0 yields the formula for P∞ (1.21) for the case when H∞ = 0. We finish
this Chapter by going through the ramifications of the formula for P∞ for the various types of
As(H), introducing notation used throughout the rest of the thesis, and comparing our conserved
quantities to those of Hamiltonian-based systems. In Ch. 3, we apply the decomposition of P∞
into conserved quantities J∆µ to study examples of footprints left on ρ∞ by ρin.
Theorem 4 (Analytical expression for conserved quantities [10]). The left eigenmatrices of L corre-
sponding to pure imaginary eigenvalues i∆ are
〈〈J∆µ| = 〈〈J∆µ|
(
P −L PL − i∆P
)
←→ J∆µ = J∆µ −P L‡ P
L‡ + i∆P
(J∆µ) , (2.31)
where 〈〈J∆µ| are left eigenmatrices of L .
Proof. 2For a left eigenmatrix 〈〈J∆µ| with eigenvalue i∆, L‡|J∆µ〉〉 = −i∆|J∆µ〉〉. Now partition this
eigenvalue equation using the projections {P ,P ,P }. Taking the adjoint of the partitioned L
from eq. (2.3) results in
L‡|J∆µ〉〉 =

L‡ 0 0
P L‡P L‡ 0
P L‡P P L‡P L‡


|J∆µ〉〉
|J∆µ〉〉
|J∆µ〉〉
 . (2.32)
The eigenvalue equation is then equivalent to the following three conditions:
−i∆J∆µ = L‡ (J∆µ) (2.33a)
−i∆J∆µ = P L‡P (J∆µ) + L‡ (J∆µ) (2.33b)
−i∆J∆µ = P L‡P (J∆µ) + L‡ (J∆µ) + P L‡P (J∆µ) . (2.33c)
We now examine them in order.
2 There exist related formulas for the parts of P∞P corresponding to fixed points of discrete-time quantum channels in
Lemma 5.8 of Ref. [61] and Prop. 7 of Ref. [93] and of Markov chains in Thm. 3.3 of Ref. [209].
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1. Condition (2.33a) implies that [F`†, J∆µ] = 0 for all `.3 To show this, we use the dissipation
function J associated with L [177]. For some A ∈ ,
J(A) ≡ L‡ (A† A)−L‡ (A†)A− A†L‡ (A) =∑
`
κ`[F` , A]†[F` , A] . (2.34)
Using (2.33a) and remembering that J∆µ† = J−∆µ, the two expressions for J(J∆µ) imply that
L‡ (J∆µ† J∆µ) =∑
`
κ`[F` , J
∆µ
]†[F` , J∆µ]. (2.35)
We now take the trace using the full rank steady-state density matrix
|ρ∞〉〉 = P |ρ∞〉〉 ≡∑
µ
cµ|Ψ0µ〉〉 . (2.36)
Such an asymptotic state is simply that from eq. (2.22) with c∆µ = δ∆0cµ and cµ 6= 0. It is
full rank because it is a linear superposition of projections on eigenstates of H∞ and such
projections provide a basis for all diagonal matrices of . Taking the trace of the left-hand
side of eq. (2.35) yields
〈〈ρss|L‡ (J∆µ† J∆µ)〉〉 = 〈〈L (ρss)|J∆µ† J∆µ〉〉 = 0 , (2.37)
implying that the trace of the right-hand side is zero:
∑
`
κ`Tr{ρss[F` , J∆µ]†[F` , J∆µ]} = 0 . (2.38)
Each summand above is non-negative (since κ` > 0, the commutator products are positive
semidefinite, and ρss is positive definite). Thus the only way for the above to hold is for
[F` , J∆µ]†[F` , J∆µ] = 0, which implies that F` and J∆µ commute for all `,∆, µ. If we once
again remember that J∆µ† = J−∆µ and that the eigenvalues come in pairs ±∆, then
[F`†, J∆µ] = [F` , J∆µ] = 0 . (2.39)
With the jump operators out of the picture, condition (2.33a) now becomes
− i[H , J∆µ] = i∆J∆µ , (2.40)
confirming that ∆ are differences of eigenvalues of a Hamiltonian.
2. Now consider condition (2.33b). The first term on the right-hand side can be obtained from
eq. (2.8e) and is as follows:
P L‡P (J∆µ) =∑
`
κ`(F`† J
∆µF` − J∆µF`†F`) +∑
`
κ`(F`† J
∆µF` − F`†F` J∆µ) . (2.41)
3 This part is essentially the Lindblad version of a similar statement for quantum channels ([61], Lemma 5.2). Another
way to prove this is to apply “well-known” algebra decomposition theorems (e.g., [156], Thm. 5).
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This term is identically zero due to eq. (2.39), reducing condition (2.33b) to L‡ (J∆µ) =
−i∆J∆µ. We now show that this implies
P |J∆µ〉〉 = |J∆µ〉〉 = 0 (2.42)
for all ∆ and µ. By contradiction, assume J∆µ ( 6= 0) is a left eigenmatrix of L . Then there
must exist a corresponding right eigenmatrix Ψ′∆µ = P (Ψ′∆µ) since Ψ and J are biorthogonal
by Thm. 3. However, all right eigenmatrices are contained in by definition (1.14), so we
have a contradiction and J∆µ = 0.
3. Finally consider condition (2.33c). Applying eq. (2.42) removes the last term on the right-
hand side of that condition and simplifies it to
[L‡ + i∆P ](J∆µ) = −P L‡(J∆µ) . (2.43)
Now we can show that the operator L‡ + i∆P is invertible when restricted to using a
proof by contradiction similar to the one used to prove eq. (2.42). Inversion gives a formula
for J∆µ which, along with eq. (2.42), yields the statement.
2.4 no-leak and clean-leak properties
Armed with the analytical formula for J∆µ from Thm. 4, we can now construct the most general
P∞. We state our result for the H∞ = 0 case and outline the non-trivial consequences of H∞ 6= 0 in
Sec. 3.2.3. We can split P∞ as follows:
P∞ = P∞P + P∞P = PΨ(I − LL−1) , (2.44)
where PΨ is the minimal projection that further projects onto As(H). The form of PΨ, the
asymptotic projection of L (which does not admit a decaying subspace), depends on the details
of As(H) and is already known [45, 61]. Our work therefore extends previous Lindbladian results
to cases when a decaying subspace is present. Of course, any pair {L ,PΨ} can be extended (via
Thm. 2) to the pair {L,P∞} that admits an arbitrarily large decaying subspace . The first (P∞P )
terms states that if one starts in , then one is simple projected into As(H) ⊆ . The second term
(P∞P ) shows that an initial state in is transferred to an asymptotic state in via application
of the projected inverse L−1. Since the projection P is not present in the above formula, we can
immediately read off that no coherences between the non-decaying subspace and its counterpart
are preserved (see Sec. 7.3). Thus, the above formula allows us to determine which parts of ρin
are preserved in the large-time limit. The DFS case (when PΨ = P ) was addressed in Sec. 1.5.
Since superoperator perturbation theory requires spectral projections such as P∞, the above for-
mula is also useful in determining how states that are already in As(H) respond to perturbations.
We now switch gears and sketch the effect of small perturbations O on a state ρ∞ already in As(H)
in order to lay the groundwork for Chs. 4-6. The perturbations of interest are either Hamiltonian
perturbations V ≡ −i[V, ·] (with Hamiltonian V and small parameter e) or derivatives ∂α ≡ ∂/∂xα
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(with parameters xα and adiabatic evolution time T) of the now parameter-dependent ρ∞(xα) and
L(xα):
O ∈
{
eV , 1
T
∂α
}
. (2.45)
In Chs. 4-5, we show that both of these can be used to induce unitary operations on As(H).
The latter determine adiabatic connection(s) and thus help with defining parallel transport (i.e.,
adiabatic evolution) of As(H). We show in Ch. 4 that this analysis holds for jump operator
perturbations F` → F` + f ` as well, but omit discussing those perturbations for now to keep
things simple. Within first order for the case of perturbation theory (e → 0) and approaching
the adiabatic limit for the case of parallel transport (T → ∞), two relevant perturbative processes
after the action of O on an asymptotic state are (A) subsequent projection onto As(H) and (B)
leakage out of As(H) via the perturbation and L−1:
ρ∞ → P∞O(ρ∞)−L−1O(ρ∞) . (2.46)
We study these terms here and show later that they occur both in the Kubo formula and in
adiabatic response.
We first observe that O is limited in its effect on ρ∞. Acting with O once does not connect
with because O does not act non-trivially on ρ∞ from both sides simultaneously. This no-
leak property can be understood if one observes that Hamiltonian superoperator perturbations V
act nontrivially on ρ∞ only from one side at a time due to their commutator form. Likewise,
derivatives ∂α act nontrivially on either the “ket” or “bra” parts of all basis elements used to
write ρ∞ due to the product rule. Therefore, acting with O once only connects to itself and
nearest-neighbor squares and does not cause “transitions” into :
O(ρ∞) = P O(ρ∞) , (LP1)
where P ≡ I − P . Moreover, despite two actions of O connecting to , (LP1) still provides
some insight into second-order effects (see Sec. 4.3.5).
The no-leak property is important in determining the energy scale governing leakage out of
As(H). Let us apply this property to the second term in eq. (2.46):
L−1O(ρ∞) = L−1P O(ρ∞) = L−1O(ρ∞) , (2.47)
where L−1 ≡ (P LP )−1 with being any block(s). Note that the last step in eq. (2.47) also
uses P LP = 0 from eq. (2.3). Since the restriction to studying L on in linear response
has previously gone unnoticed, it is conventionally believed that the leakage energy scale is
determined by the dissipative gap ∆dg (1.32) — the nonzero eigenvalue of L with smallest real
part. As shown in eq. (2.47), that energy scale is actually governed by the effective dissipative gap
∆edg ≥ ∆dg — the nonzero eigenvalue of L with smallest real part. In Hamiltonian systems
(L = −i[H, ·]), a special case of the no-leak property states that the energy denominator in the
first-order perturbative correction to the kth eigenstate of H contains only energy differences
involving the energy Ek of that eigenstate (and not, e.g., Ek−1 − Ek+1).
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Figure 2.1: Sketches of various types of As(H) (gray) embedded in a 25-dimensional space of matrices
Op(H) (corresponding to a five-dimensional Hilbert space H). The number of (non-overlapping)
gray squares counts the dimension of As(H) for each type. The first two admit no decaying
subspace and correspond to (a) unitary evolution and (b) evolution due to a dephasing Lindbla-
dian (see Sec. 3.1), where all coherences are absent in the ∞-time limit. The last three admit
a decaying subspace and correspond to Lindbladian evolution admitting (c) a unique pure
steady state, (d) a unique mixed steady state of rank two, (e) a qubit decoherence-free subspace,
and (f) a qubit noiseless subsystem with a two-dimensional auxiliary subspace.
We now project O(ρ∞) back to As(H) to examine the first term in eq. (2.46). Applying P∞ to
eq. (LP1) and using P∞P = 0 from eq. (2.44) removes two more squares:
P∞O(ρ∞) = (P∞P )(P O)(ρ∞) = P∞P O(ρ∞) = PΨOPΨ(ρ∞) . (LP2)
The clean-leak property shows that any leakage of the perturbed ρ∞ into does not contribute
to the first-order effect of O within As(H). Essentially, the clean-leak property makes As(H)
resistant to the non-unitary effects of Lindbladian evolution and allows for a closer analogue
between As(H) and subspaces of unitary systems. The clean-leak property simplifies calculations
of both Hamiltonian perturbations and adiabatic/Berry connections. It can be used to show that
PΨ (instead of P∞) fully governs adiabatic evolution, so a natural Lindbladian generalization of
the quantum geometric tensor (QGT) is
Qαβ ≡ PΨ∂αPΨ∂βPΨPΨ . (2.48)
In Ch. 6, we show that the part of the QGT anti-symmetric in α, β corresponds to the adiabatic
curvature Fαβ (determined from the Berry connections) and, for most relevant As(H), derive a
metricMαβ on the parameter space from the part of the QGT symmetric in α, β.
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2.5 summary of applications to various as(h)
2.5.1 Hamiltonian case
As a sanity check, let us review how the structures we are studying (trivially) simplify when
L = −i[H, ·] [Fig. 2.1(a)]. Then, there is no decaying subspace (P = I) and there is no extra
dephasing either [As(H) = Op(H)]. Literally everything is preserved in the long-time limit, so
P∞ = I .
2.5.2 Unique state case
The most common case occurs when L admits only one steady state [Fig. 2.1(c,d)], i.e., there
exists a unique state $ ∈ As(H) such that
L($) = 0 . (2.49)
Recall that, according to the duality from Thm. 3, there is a unique conserved quantity whose
expectation value is preserved in the infinite-time limit. Due to trace preservation of etL, that
quantity is just the identity I, L‡(I) = 0, and the only quantity preserved is the trace of the initial
state. In the double-ket notation, the asymptotic projection can be written as P∞ = |$〉〉〈〈I|. In the
case when $ is not full-rank, $ ∈ and there is a decaying subspace . Then, the projection P on
the support of $ is the conserved quantity of L and the minimal projection is PΨ = |$〉〉〈〈P|.
This case is relatively trivial when examining its perturbation theory: since As(H) is one-
dimensional, there is nowhere to move within As(H). Indeed, it is easy to show that for any
trace-preserving perturbation O,
P∞O = |$〉〉〈〈I|O = |$〉〉〈〈O‡(I)| = 0 . (2.50)
The unique case does nevertheless admit a nontrivial QGT and corresponding metric,
Mαβ = Tr
{
∂(αP∂β)$
}
, (2.51)
where A(αBβ) = AαBβ+AβBα. This metric is distinct from the Hilbert-Schmidt metric Tr{∂(α$∂β)$}
for mixed $ and is nonzero only when $ is not full-rank. For pure steady states, both metrics
reduce to the Fubini-Study metric [233].
2.5.3 DFS case
Recall that the simplest multi-dimensional As(H) which stores quantum information is a decoherence-
free subspace or DFS [Fig. 2.1(e)]. A d2-dimensional DFS block
As(H) = (2.52)
2.5 summary of applications to various as(h) 43
is spanned by matrices {|ψk〉〈ψl |}d−1k,l=0, where {|ψk〉}d−1k=0 is a basis for a subspace of the d ≤ N-
dimensional system space. The decaying block is then spanned by {|ψk〉〈ψl |}N−1k,l=d. Evolution
of the DFS under L is exclusively unitary,
∂t(|ψk〉〈ψl |) = L(|ψk〉〈ψl |) = −i [H∞, |ψk〉〈ψl |] , (2.53)
where H∞ = H is the asymptotic Hamiltonian and k, l ≤ d− 1.
Since the entire upper-left block is preserved for a DFS,
PΨ(ρin) = P (ρin) = PρinP . (2.54)
We can thus deduce from (LP2) that the effect of Hamiltonian perturbations V within As(H) is
V = PVP — the Hamiltonian projected onto the DFS (see Sec. 4.1.1). Likewise, if O = ∂α, then
the Lindbladian adiabatic connection can be shown to reduce to ∂αP · P, the adiabatic connection
of the DFS (see Sec. 5.3.1). Naturally, the QGT and its corresponding metric also reduces to that
of the DFS states. In other words, all such results are the same regardless of whether the states
form a DFS of a Lindbladian or a degenerate subspace of a Hamiltonian. We apply this powerful
formula to coherent state quantum information processing schemes in Chs. 7-8. Applications of
this formula to waveguide QED quantum computation schemes can be found in Ref. [218]. We
note that this extends a previous related result (Ref. [314], footnote [23]).
Since all states in are asymptotic, the steady-state basis elements and conserved quantities of
L = H∞ = −i[H∞, ·] are equal. In the notation of Thm. 4, J∆µ = Ψ∆µ. The structure of the piece
J∆µ can be determined by Thm. 4 and depends on the L .
2.5.4 NS case
This important case is a combination of the DFS and unique steady-state cases [Fig. 2.1(f)]. In
this case, the non-decaying portion of the system Hilbert space (PH) factors into a d-dimensional
subspace Hdfs spanned by DFS states and a dax-dimensional auxiliary (also, gauge) subspace Hax
which is the range of some unique steady state $ax,
dax = dim(Hax) = rank($ax) . (2.55)
This combination of a DFS tensored with the auxiliary state $ax is called a noiseless subsystem (NS)
[156]. For one NS block, H and Op(H) decompose as
H = PH⊕QH = (Hdfs ⊗Hax)⊕QH (2.56a)
Op(H) = ⊕ = [Op(Hdfs)⊗Op(Hax)]⊕ . (2.56b)
An NS block is possible if L respects this decomposition and does not cause any decoherence
within the DFS part. The Lindbladian in is then
L = Hdfs ⊗Pax + Pdfs ⊗Lax = H∞ + Pdfs ⊗Lax , (2.57)
where Pdfs (Pax) is the superoperator identity on the DFS (auxiliary) space. The auxiliary state
$ax is the unique steady state of the Lindbladian Lax.
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Note that the auxiliary factor becomes trivial when $ax is a pure state (dax = 1), reducing the
NS to a DFS. This means that the NS case is distinct from the DFS case only when $ax is mixed
(dax 6= 1). Similarly, if the dimension of the DFS d2 = d = 1, the NS reduces to the unique
steady-state case. The NS case thus encapsulates both the DFS and unique state cases.
The DFS basis elements |ψk〉〈ψl | from eq. (2.53) generalize to |ψk〉〈ψl | ⊗ $ax. Let us now focus
on a stationary NS (H∞ = 0) and construct a basis that will be used throughout the rest of the
thesis. Denote the respective As(H) basis elements and conserved quantities as |Ψµ〉〉 ≡ |Ψ∆=0,µ〉〉
and |Jµ〉〉 ≡ |J∆=0,µ〉〉. Since As(H) is stationary, we can construct a Hermitian matrix basis for
both As(H) and the corresponding conserved quantities that uses one index and is orthonormal
(see Sec. 1.6). For the DFS part of the NS, we define the Hermitian matrix basis {|Ψdfsµ 〉〉}d
2−1
µ=0 . In
this new notation, the basis elements for one NS block are then
|Ψµ〉〉 = 1nax
(
|Ψdfsµ 〉〉 ⊗ |$ax〉〉 0
0 0
)
. (2.58)
We have normalized the states using the auxiliary state norm (purity)
nax ≡
√
〈〈$ax|$ax〉〉 =
√
Tr{$2ax} (2.59)
to ensure that 〈〈Ψµ|Ψν〉〉 = δµν. Since an NS block is a combination of the unique and DFS cases,
the conserved quantities of (i.e., of L ) are direct products of the DFS and auxiliary conserved
quantities [45, 61]. The unique auxiliary conserved quantity is Pax, the identity on the auxiliary
subspace Hax. Combining this with the result above and multiplying by nax so that Ψµ and Jµ are
biorthogonal [see eq. (2.24)], we obtain
〈〈Jµ| = nax
(
〈〈Ψdfsµ | ⊗ 〈〈Pax| 0
0 〈〈Jµ|
)
. (2.60)
We use the NS block basis of the above form throughout the thesis. The two projections are then
P∞ =∑
µ
|Ψµ〉〉〈〈Jµ| = PΨ −PΨLL−1 (2.61a)
PΨ =∑
µ
|Ψµ〉〉〈〈Jµ| ≡ Pdfs ⊗ |$ax〉〉〈〈Pax| , (2.61b)
where the superoperator projection onto the DFS is explicitly
Pdfs(·) =∑
µ
|Ψdfsµ 〉〉〈〈Ψdfsµ |·〉〉 = Pdfs · Pdfs . (2.62)
Therefore, states in are not perfectly preserved, but are instead partially traced over the auxil-
iary subspace:
PΨ(ρin) = Trax {PρinP} ⊗ $ax , (2.63)
where P = Pdfs ⊗ Pax and Pdfs (Pax) is the identity on Hdfs (Hax).
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For this case, the effect of perturbations V on As(H) is more subtle due to the auxiliary factor,
but the induced time evolution on the DFS is still unitary. The effective DFS Hamiltonian can be
extracted from PΨVPΨ (see Sec. 4.1.1) and is
W = Trax {$axV } . (2.64)
Similarly, if we define generators of motion Gα in the xα-direction in parameter space (i.e., such
that ∂αρ∞ = −i[Gα, ρ∞]; see Sec. 5.3.1), then the corresponding holonomy (Berry phase) after a
closed path is the path-ordered integral of the various DFS adiabatic connections
A˜dfsα = Trax {$ax(Gα) } . (2.65)
In both cases, the effect of the perturbation on the DFS part depends on $ax, meaning that $ax
can be used to modulate both Hamiltonian-based or holonomic quantum gates. Making contact
with adiabatic evolution, Zanardi and Campos Venuti showed that first-order Hamiltonian evo-
lution within As(H) can be thought of as a holonomy. The results (2.64-2.65) further develop a
connection between holonomies and first-order perturbative effects within As(H) ([315], Prop. 1)
by showing that, for both processes, evolution is generated by the same type of effective Hamil-
tonian (W and A˜dfsα , respectively).
The QGT for this case is rather complicated due to the $ax-assisted adiabatic evolution. How-
ever, we devote Ch. 6 to showing that the QGT does endow us with a metric on the parameter
space for one NS block.
2.5.5 Multi-block case
The noiseless subsystem is the most general form of one block of asymptotic states of L, and the
most general As(H) is a direct sum of such NS blocks [45, 102, 280] (also called “superselection
sectors” [216]) [see Fig. 1.2(a)] with corresponding minimal projection PΨ. This important result
applies to all quantum channels [46, 60, 61, 79, 178] and stems from a well-known algebra de-
composition theorem (see [306] for a technical introduction). More technically, As(H) is a matrix
or von Neumann algebra, but with each block κ distorted [61, 146] (see also Corr. 6.7 in Ref. [306])
by its corresponding fixed auxiliary steady state $(κ)ax :
As(H) =
⊕
κ
Op
(
H
(κ)
dfs
)
⊗ $(κ)ax . (2.66)
Of course, the above reduces to the NS case when there is only one block. Throughout the text,
we explicitly calculate properties of one NS block and sketch any straightforward generalizations
to the multi-block case. To reiterate, the subtleties of As(H) ⊆ are independent of the presence
of a decaying subspace .
If there are two NS blocks (characterized by projections P(κ)dfs ⊗ P(κ)ax with κ ∈ {1, 2}) and no
decaying subspace, then the conserved quantities Jκ,µ = Ψdfsκ,µ ⊗ P(κ)ax do not have presence in the
subspace of coherences between the blocks. The blocks in which Jµ 6= 0 are shaded in gray in
Fig. 1.2(b), dual to Ψµ in Fig. 1.2(a).
Both eqs. (2.64) and (2.65) extend straightforwardly to the multi-block case, provided that the
blocks maintain their shape during adiabatic evolution. We make the same connection between
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ordinary and adiabatic perturbations to jump operators of L; the latter were first studied in
Avron et al. [25]. If we add in jump operator perturbations F → F + f , then the generalization of
the effective Hamiltonian V (2.64) is derived in Sec. 4.1.3 to be
X ≡ V + i
2
κ
(
F† f − f †F
)
(2.67)
projected onto all of the NS blocks. This quantity has previously been introduced ([25], Thm. 5)
as the operator resulting from joint adiabatic variation of the Hamiltonian and jump operators of
L. It is thus not surprising that the effect of perturbations to the Hamiltonian and jump operators
on ρ∞ is X projected onto As(H).
2.6 relation of conserved quantities to symmetries
For H∞ = 0, all J∆µ = J∆=0,µ are conserved quantities, and a natural question is whether they
always commute with the Hamiltonian H and the jump operators F`. It turns out that they do
not always commute [8, 45], and so various generalizations of Noether’s theorem have to be
considered [25, 127].
2.6.1 A Noether’s theorem for Lindbladians?
Hamiltonian case
In a unitary system, an (explicitly time-independent) observable J = J† is a conserved quantity
(i.e. constant of motion) if and only if it commutes with the Hamiltonian (e.g., angular mo-
mentum of the hydrogen atom). In the spirit of Noether’s theorem, one can then generate a
continuous symmetry U = exp(iφJ) (for real φ) that leaves the Hamiltonian invariant. There is
thus the following set of equivalent statements for continuous symmetries in unitary evolution
(with one-sided arrows depicting an “if-then” statement, two-sided arrows depicting “iff,” and
the dot being total time derivative):
[J, H] = 0
⇔ ⇔
J˙ = 0 ⇔ U†HU = H
(2.68)
We call the above triple iff relationship Noether’s theorem.
Lindbladian case
A conserved quantity in Lindbladian systems is one where L†(J) = 0 (2.21). Let us define the
superoperator corresponding to J,
J (·) ≡ +i[J, ·], and its corresponding unitary U = exp(φJ ) . (2.69)
Just like with Hamiltonians H and their superoperators H,
U ‡(F`) ≡ U†F`U. (2.70)
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We consider only superoperators U which can be written in terms of a J on the operator level.
Using this notation, one produces an analogous set of statements for L:
[J, H] = [J, F`] = 0 ∀`
⇐ ⇒
J˙ = L‡(J) = 0 U ‡LU = L
. (2.71)
In comparison to the original theorem (2.68), four arrows are lost! The two arrows emanating
from U ‡LU = L are lost because there exist operators which leave L invariant but are neither
conserved nor commute with everything. A simple example of a symmetry that neither com-
mutes with F` nor is conserved is J = a†a ≡ nˆ for a bosonic L with the lowering operator F = a,
H = 0; we discuss this case in detail in Sec. 2.6.2. The loss of the two arrows emanating from
J˙ = L‡(J) = 0 is due to the decaying subspace, which guarantees that conserved quantities J
generally contain the piece J . However, it turns out that certain conditions can restore these
arrows: (1) these arrows are restored in and (2) they are restored for any J which squares to the
identity. We discuss these cases below, noting that the above theorem was motivated by Ref. [45].
Noether’s theorem partially restored in non-decaying subspace
The only restriction on the Lindbladian L is that it contains a full-rank steady state. It turns out
that this restriction is sufficient to partially restore Noether’s theorem. Recall that each conserved
quantity Jµ = Jµ + Jµ. Using the dissipation function from the proof of Thm. 4, one can show
that [F` , Jµ] = 0 for all ` and µ. This restores some of the arrows and produces
[J , H ] = [J , F` ] = 0 ∀`
⇔ ⇒
J˙ = L‡ (J ) = 0 ⇒ U ‡L U = L
, (2.72)
a partially restored Noether’s theorem that holds in . While being in is thus a sufficient
condition for the above to hold, it is not a necessary one (see Sec. 3.2.1 for an example).
Parity & discrete rotations
Having omitted discrete symmetries (U where φ takes discrete values), we expound on parity
since it is the simplest discrete symmetry and it is a good starting point for the further examples
in Chs. 3 and 7. Equation (2.71) shows that if one can find a non-trivial operator that commutes
with everything in L, then one is lucky to have found both a symmetry and a conserved quantity.
It turns out that systems with parity conservation necessarily have such an operator and parity
can be thought of as a symmetry almost in the unitary sense of eq. (2.68):
[P, H] = [P, F`] = 0 ∀l
⇔ ⇒
P˙ = L†(P) = 0 ⇒ [P ,L] = 0
. (2.73)
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In the above, P(F`) = PF`P. The proof is simple. Assuming L‡(P) = 0, it is possible to construct
conserved positive- and negative-parity projections Π± = 12 (I± P), which in turn must commute
with all operators in L ([45], Lemma 7). Therefore, P must commute with everything as well.
In general, any set of d conserved projection operators partitions Op(H) into d2 subspaces
which evolve independently under L ([45], Thm. 3), with at least d of the subspaces having their
own steady state. In each of the d subspaces, the steady state basis element is a population
[e.g., |n〉〈n| with n ∈ {0, 1, · · · d− 1}; see Fig. 2.1(b)] and an As(H) such as this corresponds to a
classical dit (see Sec. 3.1). However, such a symmetry is neither necessary nor sufficient for the
existence of a DFS, i.e., for cases where all d2 subspaces each have one steady-state basis element.
Regarding the necessary condition, we study examples with symmetries which do admit a DFS
in Sec. 3.3 and there exist other examples which do not [71]. Regarding sufficiency, steady-state
coherences Ψµ,ν 6=µ can exist with or without a discrete symmetry (e.g., Sec. 5.3 in Ref. [45]). Both
of these cases are demonstrated pictorially via the two types of ρ∞ below:
Ψ00 Ψ01 ←
Ψ10 Ψ11 ←
↑ ↑ ↖
 ,

Ψ00 ← Ψ01 ←
↑ ↖ ↑ ↖
Ψ10 ← Ψ11 ←
↑ ↖ ↑ ↖
 . (2.74)
In the above list, arrows represent parts of the space which converge to Ψµν ∈ As(H), which
form a qubit DFS. The left example symbolizes a system with no parity symmetry. In the right
example of a system with parity symmetry, the full space is “cut-up” into four independent
subspaces, each of which converges to a steady state/coherence.
2.6.2 Symmetries
We now partially extend the parity discussion in the previous Subsection to more general sym-
metries. As mentioned in eq. (2.71), a continuous symmetry U is a unitary operator whose
corresponding superoperator U = eφJ is such that U ‡LU = L, or equivalently [J ,L] = 0. It is
therefore easy to see that both U and U ‡ are symmetries of both L and L‡. To state in a different
way, U commutes with time-evolution generated by L,
etLU ‡(ρin) = etL(U†ρinU) = U†etL(ρin)U = U ‡etL(ρin) (2.75)
for any ρin ∈ Op(H). Examples of symmetries include any U such that UHU† = H and UF`U† =
eiφl F` [38] or any permutations among the jump operators F` that leave L invariant [71]. Note
that the former case provides an example of a symmetry whose generator doesn’t commute
with F`. The Lindbladian can be block-diagonalized by U (with each block corresponding to
an eigenvalue of U ) in the same way that a Hamiltonian can be block-diagonalized by U (with
each block corresponding to an eigenvalue of U). Symmetries can thus significantly reduce
computational cost, with the additional complication that the blocks of L may not be further
diagonalizable. However, symmetries by themselves do not determine the dimension of As(H)
because some blocks may contain only decaying subspaces and no steady states. Diagonal parts
of ρin will always be in blocks with steady states since the trace is preserved. For a unitary U
such that [U, H] = [U, F`] = 0, dim{As(H)} will be at least as much as the number of distinct
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eigenvalues of U ([71], Thm. A.1). One can see this by decomposing U into a superposition of
projections on its eigenspaces and applying eq. (2.73) to each projection. However, such a result
once again does not say anything about whether As(H) will be a quantum memory or a classical
one.
An example of a symmetry is invariance of the zero-temperature cavity — L with F = a and
H = 0 — under bosonic rotations Rφ ≡ eiφnˆ (with nˆ = a†a). This is an example of a continuous
symmetry which does not stem from a conserved quantity in Op(H). Instead, this symmetry
stems from the generator N of the corresponding Rφ ≡ eiφN , which commutes with L. The
generator acts as N (ρin) = nˆρin − ρinnˆ and its commutation with L can be easily checked. The
block diagonalization of L stemming from this symmetry corresponds to equations of motion
for matrix elements 〈n|ρin|m〉 with m− n = r being decoupled from those with m− n 6= r {[120],
eq. (6.1.6)}. This will be used to calculate conserved quantities in Sec. 3.3. In this way, symmetries
can help compartmentalize evolution of both states and operators.
Any symmetry of L leaves the asymptotic subspace invariant,
U ‡LU = L ⇒ U ‡P∞U = P∞ . (2.76)
This is because one can create a basis for As(H) which consists of eigenstates of U . Symmetries
can thus classify [38] unique steady states and/or constrain their properties [225, 245]. For the
example of the previous paragraph, the vacuum |0〉〈0| is rotationally invariant under Rφ. When
As(H) is not one dimensional, symmetries will rotate As(H) into itself and so can act nontrivially
on any given state ρ∞ ∈ As(H). Symmetries can thus be used to perform unitary rotations on the
steady-state subspace. We briefly mention the existence of anti-commuting symmetries such as
chiral [38] or parity-time [230, 231] for dissipative dynamics. These can reveal symmetries in the
spectrum of L and L‡ [231], similar to the spectrum of a chirally-symmetric Hamiltonian being
symmetric around zero. A brute-force approach of finding all symmetries of L is to find the null
space of the commutator super-superoperator [L, ·] ([257], Appx. A; see also [320]).
“Never do a calculation until you know the answer.”
– Steven M. Girvin
3
E X A M P L E S
Here, we present examples of L which do not have a unique steady state. The first three Sections
focus on calculating conserved quantities of single-body systems such as qubits and oscillators
[8, 10]. The last section takes the systems theory perspective and reviews standard techniques
for stabilizing ground state subspaces of many-body frustration-free Hamiltonians.
3.1 single-qubit dephasing
In this example, As(H) is two-dimensional: all steady states can be written as convex combina-
tions of two orthogonal basis states Ψ0 and Ψ1. In other words, such an As(H) stores one classical
bit (i.e., one probability’s worth of information). Such an As(H) can also be thought of as a one-
dimensional simplex [187] and is the simplest version of an information-preserving structure [61].
In the many-body case, such a system is called bistable [171]. We also initially assume that there
is no decaying subspace (P = I).
Consider one qubit undergoing dephasing on two of the three axes of its Bloch sphere, thereby
stabilizing the Bloch vector onto the third axis. In this case, there is one jump operator F = Z
(with X, Y, Z the usual Pauli matrices) and no Hamiltonian. The master equation simplifies to
the Poisson semigroup generator (i.e., a Lindbladian with a unitary jump operator [177])
L(ρ) = ZρZ− 1
2
{I, ρ} = ZρZ− ρ = −1
2
[Z, [Z, ρ]] . (3.1)
Picking the eigenbasis of Z, Z|µ〉 = (−)µ|µ〉 with µ = 0, 1, one can see that the states Ψµ = |µ〉〈µ|
will be steady but the coherence |0〉〈1| will not survive. The steady-state density matrix is then
ρ∞ = lim
t→∞ e
tL(ρin) = P∞(ρ∞) = c0|0〉〈0|+ c1|1〉〈1| . (3.2)
Naturally, one expects the system to record the initial Z-component of ρin. One can see that
L‡ = L since the jump operator is Hermitian, so the conserved quantities Jµ = Ψµ. Letting cZ =
Tr{Zρin}, one indeed determines that the Z-component is preserved and cµ = 12 [1+ (−)µcZ].
This example can be straightforwardly generalized to an N-dimensional system whose As(H)
is spanned by all diagonal populations |µ〉〈µ| (for µ = 0, 1, · · · , N − 1) and where there is still
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no decaying subspace. Lindbladians with such As(H) include dephasing Lindbladians [29] [see
Fig. 2.1(b)]. These systems can be used to model what happens in a measurement [298], with Ψµ
interpreted as pointer states of the system [324].
One can also extend this qubit example to include a decaying subspace . While the structure
of As(H) would remain the same, cµ would additionally store information about the populations
(and possibly the coherences) of states initially in . For example, consider adding a third level
|2〉 to the Hilbert space and adding another jump operator F′ = |0〉〈2| which decays that new
level to |0〉. Then, the conserved quantity associated with |0〉 gains an additional term which
“catches” the decayed population: J0 = Ψ0 + |2〉〈2|.
Finally, this example can be extended to cases where the two (or more) Ψµ are mixed states.
One can imagine such a case in an thermal equilibrium system with a parity symmetry: ρ∞ =
c0Ψ0 + c1Ψ1, where Ψµ are the unique steady states in each parity sector. We direct the interested
reader to further examples of such systems in spin chains [71, 136, 191, 195, 196], fermionic
systems ([229], Example 5.2), and quantum transport in models of energy harvesting [188].
3.2 two-qubit dissipation
In this example, As(H) is initially a one-qubit DFS with H∞ = 0 and there is a two-dimensional
decaying subspace . This example is taken from recent experimental work that stabilizes Bell
states using trapped ions [41] and is closely related to stabilizer generators of qubit codes [254].
We study this case in detail by adding different Hamiltonians and jump operators [8, 10] and
seeing how the structure of As(H) and the conserved quantities changes.
3.2.1 Clean case
Let Op(H) be the space of matrices acting on the Hilbert space H of two qubits. Let L have one
jump operator (c in Box 1 of [41])
F =
1
2
(I − Z1Z2)X2 , (3.3)
where the subscript labels the qubit. Intuitively, As(H) is equivalent to the space spanned by
|ψk〉〈ψl |, where k, l ∈ {0, 1} and the Bell states |ψk〉 ≡ 1√2 [|01〉+ (−)k|10〉]. While we can operate
using the original Pauli matrices, let us instead call the other two Bell states |ψ⊥k 〉 ≡ 1√2 [|00〉+
(−)k|11〉] and re-write the jump using this basis:
F =
1
∑
k=0
|ψk〉〈ψ⊥k | =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 = F . (3.4)
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This allows us to conform to the structure, which is delineated using the two lines in the matrix
above: the first two Bell states {|ψ0〉, |ψ1〉} form the DFS and the latter two {|ψ⊥0 〉, |ψ⊥1 〉} decay
into the DFS. Obviously, As(H) is spanned by
Ψkl = |ψk〉〈ψl | . (3.5)
The conserved quantities can be determined by the formula in Thm. 4:
Jkl = |ψk〉〈ψl |+ |ψ⊥k 〉〈ψ⊥l | . (3.6)
One would think that since there is a decaying subspace, the conserved quantities do not com-
mute with F (see Sec. 2.6.1). However, the presence of is not a sufficient condition and we
do in fact have [Jkl , F] = 0 because there is no extra decoherence in (F = 0) and because the
decay of states is one-to-one (|ψ⊥k 〉 → |ψk〉 for k = 0, 1). A few sanity checks: the steady diagonal
state basis elements add up to the projection onto the DFS, P = Ψ00 + Ψ11, and the diagonal
conserved quantities correspondingly add up the identity, I = J00 + J11. Both Jkl and Ψkl form
the Lie algebra u(2). The steady state ρ∞ ∈ As(H) for initial state ρin ∈ Op(H) can be expressed as
ρ∞ =
1
∑
k,l=0
Tr{Jkl†ρin}|ψk〉〈ψl | = PρinP +
1
∑
k,l=0
〈ψ⊥k |ρin|ψ⊥l 〉|ψk〉〈ψl | . (3.7)
Notice that Π = J00 − J11 is a parity operator, meaning that the analysis from Sec. 2.6.1
holds and we can partition the evolution into invariant blocks. Everything in L commutes
with Π, so Op(H) can be partitioned into four blocks of matrices that are built out of the two
subspaces of H of positive and negative parity. Each block (indexed by k, l) is of the form
{|ψk〉〈ψl |, |ψk〉〈ψ⊥l |, |ψ⊥k 〉〈ψl |, |ψ⊥k 〉〈ψ⊥l |}, and there are four of them since k, l ∈ {0, 1}. Each block
has its own steady state basis element Ψkl and conserved quantity Jkl and evolves independently
from the other blocks.
3.2.2 Coherence suppressed by a jump
Continuing from the previous DFS example, let us add a term to F :
F =
1
∑
k=0
|ψk〉〈ψ⊥k |+ α
1
∑
k=0
(−1)k|ψ⊥k 〉〈ψ⊥k | =

0 0 1 0
0 0 0 1
0 0 α 0
0 0 0 −α
 , (3.8)
where the α-dependent term F now dephases the non-DFS Bloch vector (with α ∈ R). The
steady-state basis elements are still Ψkl = |ψk〉〈ψl | since F = 0. To determine the corresponding
Jkl , we use eq. (2.31). Acting on Ψkl with L‡ (1.31) and then the adjoint of L−1 (2.8d) yields the
corresponding conserved quantities
Jkl = |ψk〉〈ψl |+
|ψ⊥k 〉〈ψ⊥l |
1+ 2α2(1− δkl) . (3.9)
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The only non-trivial feature of the steady state is due to F and L−1. Namely, an initial nonzero
coherence 〈ψ⊥0 |ρin|ψ⊥1 〉 leads necessarily to a mixed steady state due to coherence suppression of
order O(α−2).
3.2.3 Coherence suppressed by a Hamiltonian (H∞ 6= 0)
A similar coherence suppression can be achieved by adding the Hamiltonian
H =
1
2
β(|ψ0〉〈ψ0| − |ψ1〉〈ψ1|) = H (3.10)
(with β ∈ R) to the original jump F from eq. (3.4). Now the DFS is non-stationary (with H∞ = H)
and the off-diagonal DFS elements Ψk 6=l rotate. Abusing notation by omitting the corresponding
eigenvalue ∆ = β, the left asymptotic eigenmatrices become
Jkl = |ψk〉〈ψl |+
|ψ⊥k 〉〈ψ⊥l |
1+ iβ(−)l(1− δkl) . (3.11)
Despite the fact that F = 0, the inverse (L− i∆) from Thm. 4 still inflicts damage to the initial
state due to H∞ (for nonzero β), but now the coherence suppression is of order O(β−1).
The coherence suppression shown above is due to rotating while states from flow into it.
It turns out that one can cancel that suppression by also rotating in the same direction. If we
add another term to the Hamiltonian,
H′ =
1
2
α(|ψ⊥0 〉〈ψ⊥0 | − |ψ⊥1 〉〈ψ⊥1 |) = H′ , (3.12)
then, once again due to the inverse piece (L− i∆) in determining Jkl ,
J01 = J10† = |ψ0〉〈ψ1|+ |ψ
⊥
0 〉〈ψ⊥1 |
1+ i (α− β) . (3.13)
Setting α = β means that the coherence suppression can be canceled by a proper rotation in the
decaying subspace . This effect will be studied in a future work.
3.2.4 Driven case
As a final example, let us take this DFS case and convert it into an NS by changing the original
jump from eq. (3.4) to (assuming γ ∈ R)
F =
1
∑
k=0
|ψk〉〈ψ⊥k | − γI . (3.14)
Note that we could have equivalently added the Hamiltonian
H = −iγ
1
∑
k=0
|ψk〉〈ψ⊥k |+ H.c. (3.15)
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due to the “gauge” transformation (1.29). This driving expands the DFS into a qubit NS [Fig. 2.1(f)],
absorbing the decaying subspace . Since the new jump still commutes with everything the orig-
inal (γ = 0) jump commuted with, we still have a parity symmetry and therefore can study each
individual block of states {|ψk〉〈ψl |, |ψk〉〈ψ⊥l |, |ψ⊥k 〉〈ψl |, |ψ⊥k 〉〈ψ⊥l |}. Now, the steady state basis
element in each block is
Ψkl =
(
1+ γ2
) |ψk〉〈ψl |+ γ|ψk〉〈ψ⊥l |+ γ|ψ⊥k 〉〈ψl |+ γ2|ψ⊥k 〉〈ψ⊥l |√
1+ 4γ2 + 2γ4
, (3.16)
where we are adding γ-dependent factors so that 〈〈Ψkl |Ψpq〉〉 = δkpδlq. The previous conserved
quantities are carried over since they commute with F for all values of γ, but now we have to
add extra factors in order to make sure 〈〈Jkl |Ψpq〉〉 = δkpδlq:
Jkl =
√
1+ 4γ2 + 2γ4
1+ 2γ2
(
|ψk〉〈ψl |+ |ψ⊥k 〉〈ψ⊥l |
)
. (3.17)
Let us now organize Op(H) in a different way in order to reveal the NS structure and its associated
quantities, introduced in Sec. 2.5. Both the Ψ’s and J’s can be put into the following factored form:
Ψkl = |k〉〈l| ⊗ $axnax and J
kl = |k〉〈l| ⊗ naxPax , (3.18)
where the auxiliary steady state, identity, and square-root of purity (nax ≡
√
Tr{$2ax}) are
$ax ≡ 11+ 2γ2
(
1+ γ2 γ
γ γ2
)
, Pax ≡
(
1 0
0 1
)
, nax ≡
√
1+ 4γ2 + 2γ4
1+ 2γ2
(3.19)
and |k〉〈l| is the basis for the DFS part of the NS. Naturally, the NS reduces to a DFS as γ → 0,
whereas the dissipation and driving balance out and produce a maximally mixed $ax when
γ→ ∞.
3.3 many-photon absorption
In this example, As(H) is initially a DFS with H∞ = 0 and there is an infinite-dimensional decaying
subspace . This family of examples includes single-mode two-photon [3, 123, 183, 269, 270] and
d > 2-photon [154, 293, 323] absorption. Their dynamics has been analytically solved for all
time in the aforementioned references, but studying As(H) does not require that tedious algebra.
These and related quantum optical systems (see Ref. [109] for a brief review of the older literature)
have been recently gaining interest from the quantum information (see Ch. 7) and optomechanics
[62, 210] communities.
3.3.1 Two-photon case
Consider bosonic systems with jump operator F = a2 with [a, a†] = I and no Hamiltonian. While
this system is infinite, one can successfully analyze it for finite energy using a large finite Fock
space spanned by {|n〉}Nn=0 (where N  1) [258]. Here, As(H) has the same qubit DFS structure
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as in Example 3.2, with basis Ψkl = |k〉〈l| in Fock space (with k, l = 0, 1), as well as a similar
parity symmetry. The diagonal conserved quantities Jkk correspond to projectors on the even and
odd subspaces respectively:
Jkk ≡
∞
∑
n=0
|2n + k〉〈2n + k| ≡ Πk , (3.20)
and we can once again build a parity operator J00 − J11 that commutes with F. Due to this
symmetry, Op(H) is once again split into four independent subspaces: the four blocks {|2n +
k〉〈2m + l|}∞n,m=0 (labeled by k, l ∈ {0, 1}) evolve independently of each other.
The conserved quantity for the off-diagonal subspace,
J01 =
(nˆ− 1)!!
nˆ!!
Π0a, (3.21)
where (m + 2)!! ≡ (m + 2) · m!! is the double factorial [128], does not commute with the jump
operator F. This conserved quantity (3.21), derived first in Ref. [270], has provided the primary
motivation for the initial portions of this body of work. One can obtain this quantity by first
using the parity symmetry to isolate the subspace where it exists and then solving the equation
L‡(J) = 0 in that subspace. Due to the parity structure, we know that J01 is off-diagonal in
the sense that J01 = Π0 J01Π1. Furthermore, since 〈〈J01|Ψ01〉〉 = 1, J01 has to overlap with its
corresponding steady-state coherence Ψ01 = |0〉〈1|. With those two constraints and symmetry of
L under V = eiφnˆ (see Sec. 2.6.2), J01 must consist only of elements from the sector {|2n〉〈2n +
1|}∞n=0. Assuming a solution of the form J01 = j(nˆ)Π0a and plugging into L‡(J01) = 0 yields a
recursion relation for j(nˆ), whose solution is eq. (3.21).
Physically, J01 represents how the environment distinguishes components of ρin. It partially
preserves information only from elements {|2n〉〈2n+ 1|}∞n=0 since, in that case, the same number
of photon pairs is lost in relaxing to |0〉〈1|. In all other even-odd basis sectors, e.g., {|2n〉〈2n−
1|}∞n=0, different numbers of photon pairs are lost (n vs. n− 1 pairs for the example). While J01
tells us exactly which sector contributes to the asymptotic state, it does not tell us how coher-
ences decay as photons are lost. To determine intermediate-time behavior, one should consider
the eigenvalues of the other eigenmatrices of L in each sector [see eq. (1.35)]. In fact, not all
information is preserved even in the {|2n〉〈2n + 1|}∞n=0 sector! The remaining left eigenmatrices
{L01,m}∞m=0 in that sector are of the same form as J01, namely L01,m = l01,m (nˆ)Π0a, but with the
double factorials generalized to operators whose nonzero entries are
〈2n|l01,m (nˆ) |2n〉 = 1√
2m + 1
n
∏
k=m+1
k (2k− 1)
2 (k2 −m2) (3.22)
and with the convention that the sum ∏lk=j f (k) = 1 when j = l + 1 and zero when j > l + 1
[323]. Their corresponding eigenvalues are λ01,m = −4m2 and one can see that L01,0 = J01. The
smallest Fock state in the support of l01,m (nˆ) is |2m〉, implying that the coherences |2m〉〈2m + 1|
decay no faster than e−4m2t.
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3.3.2 d-photon case
Let us now generalize the d = 2 case to all d > 0 and consider the jump operator F = ad. Note
that the d = 1 case is simply single-photon loss, which has the vacuum Fock state as its unique
steady state. For the general case, let
Πk =
∞
∑
n=0
|dn + k〉〈dn + k| = 1
d
d−1
∑
l=0
ei
2pi
d (nˆ−k)l (3.23)
be d different projections with k, l ∈ {0, 1, · · · , d − 1}. Noting the cyclic relationship among
projection operators,
Πka = aΠ(k+1)mod d = ΠkaΠ(k+1)mod d, (3.24)
one can see that [Πk, ad] = 0. According to Sec. 2.6.1, the Fock space is then partitioned into d2
subspaces, each evolving independently. We can thus write
ρ∞ =
d−1
∑
k,l=0
ckl |k〉〈l| (3.25)
with ckl = Tr{J†klρin}. Extending the recipe of the d = 2 case, there are d2 conserved quantities
Jkl =
jkl (nˆ)√
(l)l−k
Πkal−k , (3.26)
where the square-root is to satisfy the biorthogonality condition (2.24), Jlk = J†kl ,
〈dn + k|jkl (nˆ) |dn + k〉 =
n−1
∏
p=0
2 (dp + l)l−k
(dp + l)l−k + (dp + l + d)l−k
(3.27)
(for all n ∈ N) and zero elsewhere, and the falling factorial (x)n = x (x− 1) ... (x− n + 1). Since
(x)0 = 1, the diagonal conserved quantities simplify to Jkk = Πk. Since ∑d−1k=0 Jkk = I, only d
2 − 1
quantities are independent. The off-diagonal quantity simplifies to eq. (3.21) for d = 2 and only
the identity remains for d = 1. The Jkl are reducible into a direct sum of u(d) Lie algebras. In
other words, ∑d−1k,l=0 Jkl forms an infinite block-diagonal matrix with blocks of length d, diagonal
entries of 1, and off-diagonal entries depending on jkl(nˆ).
3.3.3 Steady state for an initial coherent state
As an example calculation, we determine ρ∞ when ρin = |β〉〈β|, a coherent state a|β〉 = β|β〉 with
β ∈ C. Note that only the piece of ρin that initially lives in a given subspace, ΠkρinΠl , contributes
to the corresponding ckl in ρ∞. Since a coherent state fills the entire Fock space, all subspaces
evolve non-trivially and equilibrate to
ckl =
β?l−ke−|β|
2√
(l)l−k
∞
∑
n=0
jkl(dn + k)
(dn + k)!
(|β|2)dn+k. (3.28)
3.4 ground state subspaces of frustration-free hamiltonians 57
Since the factors Pn = jkl(dn + k)/(dn + k)! are polynomials in n, ckl are generalized hypergeo-
metric functions whose arguments are be roots of Pn+1/Pn [222]. The diagonal elements simplify
if instead we express Πk using the right-hand side of eq. (3.23),
ckk =
1
d
d−1
∑
l=0
e−i
2pi
d kl exp
[
|β|2
(
ei
2pi
d l − 1
)]
. (3.29)
In the large |β| limit, ckk → 1/d, distributing populations equally among the diagonal steady
states. For k 6= l in this limit, ckl converges to a constant times e−iθ(k−l), thus storing the phase
θ ≡ arg(β) of the initial coherent state for any d. Taking a look at specific cases, for d = 1,
eq. (3.28) is just c00 = 1. For d = 2, expressing in the |k〉〈l| basis,
ρ∞ =
(
1
2 (1+ e
−2|β|2) β?e−|β|
2
I0(|β|2)
c.c. 12 (1− e−2|β|
2
)
)
, (3.30)
where I0 is the modified Bessel function of the first kind [201]. In the large |β| limit, c01 →
e−iθ/
√
2pi. We consider a generalized version of this case in Ch. 7.
3.4 ground state subspaces of frustration-free hamiltonians
This final case is discussed primarily to present “many-body” Lindbladian examples and discuss
some related work.1 The focus here is not on conserved quantities, but on a recipe for jumps that
guarantees stabilization of the ground state subspace of any given frustration-free Hamiltonian.
The presentation is standalone for convenience, and these results can be reconstructed from, e.g.,
Thm. 1 of Ref. [281] and Corr. 1 of Ref. [282].
These many-body examples feature a uniformly factorizable Hilbert space H = H⊗M0 (a term
borrowed from [216]), where H0 is the Hilbert space of some “local” site (such as a spin) and M
is the number of such sites. A Hamiltonian H is frustration-free if all ground states of H are also
ground states of all individual terms used to construct H. The ground states of H thus form the
As(H) = of the Lindbladian constructed out of said jumps, making this a DFS case. To make
things concrete, we state the following theorem and provide an expository proof.
Theorem 5 (Stabilizing frustration-free Hamiltonian ground states [281, 282, 288]). Let the Hilbert
space H = H⊗M0 , H = ∑k Hk, where Hk is a Hamiltonian acting nontrivially on a subset of the M sites,
and assume that H is frustration-free. Then, for each Hk, there exist jump operators {Fk,`}` such that
Fk,` act nontrivially on the same subset of sites as Hk and the ground states of H form the DFS ( ) of the
Lindbladian constructed out of {Fk,`}k,`. Moreover, the jump operators satisfy
Fk,` = Fk,` (3.31)
∑
k,`
Fk,`†Fk,` > 0 . (3.32)
Proof. The strategy is two-fold: first construct {Fk,`}` whose Lindbladian Lk stabilizes the ground
states of Hk and then show that the full Lindbladian L = ∑k Lk stabilizes only the ground states
of H.
1 However, this is by no means an attempt to review the disconnected literature.
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We can shift Hk by a constant such that Hk ≥ 0 for all k, meaning that all ground states of
Hk have eigenvalue zero. For each k, define the projection Qk to be on the excited states (also,
range or support; see footnote 4 in Ch. 1) of Hk: Hk = Qk HkQk. Define Pk = I − Qk to be the
projection on the kernel of Hk, i.e., HkPk = Pk HkPk = 0. The strategy is to create jumps Fk,` which
take us from the range to the kernel. If the range and kernel are the same dimension, we can
do this by just having one jump Fk which is the isometry (Fk†Fk = Qk) acting on states in ranQk
and taking them to ker Qk. If the range is bigger than the kernel, then we can have isometries
Fk,` between distinct and non-overlapping subspaces of the range and the kernel. In other words,
if dim ker Qk = d and dim ranQk = D, we can have dD/de jumps {Fk,`}dD/de`=1 with d ones on a
diagonal in the upper right sector such that together they form the matrix
0 Fk,1 Fk,2 · · · Fk,dD/de
0
0
. . .
0

, (3.33)
where the upper left block is the d-dimensional ker Qk and lower right block is D-dimensional
ranQk. One can verify by simple block matrix multiplication that the Hamiltonian formed by our
jumps,
Kk =
1
2∑
`
Fk,`†Fk,` =
(
0 0
0 12 ∑` F
k,`†Fk,` > 0
)
, (3.34)
is positive definite in the block corresponding to ranQk. Recall from Sec. 1.2 that one can think
of evolution due to Lk (constructed out of {Fk,`}`) as being composed of a deterministic part,
the anticommutator generated by −Kk, and a recycling part, generated by applications of the
recycling term Fk,` · Fk,`†. Due to the structure of Fk,`, the recycling term always takes states
out of ranQk and maps them into ker Qk. Due to Kk > 0, the deterministic part always decays
anything in ranQk. To show this, one can consider the change in population on ranQk,
Tr{Qkρ˙} = Tr{QkLk(ρ)} = −2Tr{Kρ} < 0 , (3.35)
where we have used the structure of Fk,` and the fact that K > 0 on ranQk. A similar calculation,
now using the four-corners ( ) decomposition, is now going to be done for the full Lindbladian
L = ∑k Lk.
Each dissipator Lk drives states to the ground states subspace of its corresponding Hk accord-
ing to the above procedure. The full generator L = ∑k Lk should then drive states into — the
intersection of the ground state spaces of all Hk, i.e., the ground state subspace of H. To prove
this, we show that all states initially in decay to zero in . The change in population in is
Tr {ρ˙} = 〈〈I|P L|ρ〉〉, where P is the superoperator projection onto . We need to examine
how the Fk,`’s decompose under the new block structure. Since is their joint kernel, all jumps
annihilate states in (Fk,` = 0) and no jump can take states out (Fk,` = 0). Therefore, Fk,` = Fk,`.
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Since there is no Hamiltonian, this implies that the jumps in L satisfy Thm. 2, meaning that L
cannot take states in to . Applying this yields
Tr {ρ˙} = 〈〈I|P L|ρ〉〉 = 〈〈I|P LP |ρ 〉〉 ≡ 〈〈I|L |ρ 〉〉 . (3.36)
The relevant piece L (2.8d) is
L (ρ ) =∑
k,`
Fk,`ρ Fk,`† −∑
k
{
Kk , ρ
}
. (3.37)
The Hamiltonian Kk consists of two pieces,
Kk =
1
2∑
`
(
Fk,`†Fk,`
)
=
1
2∑
`
Fk,`†Fk,` + Fk,`†Fk,` . (3.38)
The F piece of Kk conspires with the recycling term Fk,` · Fk,`† and creates a bona fide Lindbladian
with jump operator F . Since Lindbladians are trace-preserving, the F pieces do not contribute
to Tr (ρ˙). The F has no corresponding recycling term, so that part is not of Lindblad form. The
F parts instead give us a potential decrease in trace:
Tr {ρ˙} = −∑
k,`
Tr
{
Fk,`†Fk,`ρ
}
. (3.39)
Since Fk,`†Fk,` ≥ 0 and ρ ≥ 0, each term in the above sum is ≤ 0. We show that it is < 0,
meaning that everything in decays. Since is the intersection of the kernels of all Fk,` and
since we are in , there exists at least one Fj,m for which Tr
{
Fj,m†Fj,mρ
}
> 0. This provides a
lower bound on the decay,
Tr {ρ˙} ≤ −Tr
{
Fj,m†Fj,mρ
}
< 0 , (3.40)
ensuring that all states initially in decay into . Since the above is true for all ρ , ∑k,` F
k,`†Fk,` >
0 on and all steady states of L are in .
The above procedure has been used in several specific cases throughout the literature, for
example in obtaining stabilizer quantum error-correcting code states [101, 163, 200]or ground
states of the AKLT model [163, 321]. However, the above recipe for Fk,` is not unique. Instead of
having each jump be an isometry from part of the range to the kernel of Hk, forming the shape
in eq. (3.33), one can instead have Fk (for each k) act like a ladder operator. In other words,
Fk =

0 f k,1 0 · · · 0
0 f k,2 0
...
0
. . . 0
. . . f k,dD/de
0

, (3.41)
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where the upper left block is the d-dimensional ker Qk and lower right block is the D-dimensional
ranQk. To ensure that f k,p transfers all states in the block below it into the block to the left, we
need to have f k,p† f k,p > 0 when restricted to the block below f k,p. If done this way, only one
jump per each k is sufficient. We note that the conserved quantities of L = ∑k Lk are complicated
since L 6= 0 for both recipes, but they can nevertheless be determined by Thm. 4. One nice
example of these types of jumps was used to stabilize the ground states of the Kitaev Majorana
wire Hamiltonian [105] (see also [38]). Conversely, there exists an algorithm [279] (see also [310])
which, given a subspace , tries to decompose a jump operator into a structure similar to the
above in order to check whether all states converge to , failing if the f in the lower right corner
is not positive definite.
Of course, other stabilization schemes exist besides those described above [e.g., [288], eq. (6)].
A quite elegant family of schemes is based on the idea that, given a quantum channel E , the
Lindbladian
L ≡ E − I (3.42)
is one whose semigroup etL has the same fixed points as that of E [217, 307]. Therefore,
given a cleverly chosen E which stabilizes some desirable states, the asymptotic projection
P∞ = limt→∞ etL generated by the above L will also stabilize those states. In another work, it is
shown that only one jump operator is required to stabilize any state [284]. Note that Hamiltonian-
based feedback control can also be used to make sure that the states of interest are stabilized
([281], Thm. 2). Since all local gapped Hamiltonians can be with approximated with ones that
are frustration-free [132], the above recipes allow for stabilization of states close to any phase of
matter that can be generated by such Hamiltonians. Extensions to stabilization of mixed states
using frustration-free Lindbladians can be found in Ref. [146].
The bad news regarding all of these preparation schemes is that, for “exotic” states such as 2D
topological phases and assuming some notion of locality for the jumps, the speed of convergence
(i.e., inverse of the dissipative gap ∆dg) increases with the length scale L associated with the system
size. For example, an optimal toric code stabilizer [101] has gap ∆dg = O(1/L), meaning that the
system has arbitrarily small excitations above the steady state in the thermodynamic limit.
“I don’t always integrate, but when I do, I integrate
by parts.”
– Nicholas Read
4
T I M E - D E P E N D E N T P E RT U R B AT I O N T H E O RY
In this chapter, we apply the four-corners decomposition to the first-order terms in ordinary
time-dependent perturbation theory [10]. In Sec. 4.1, we determine that the first-order correction
within As(H) is of Hamiltonian form and the energy scale of the first-order term causing leakage
out of As(H) is governed by the dissipative gap of L . We extend these conclusions to jump
operator perturbations F` → F` + f `. In Sec. 4.2, we determine the full Dyson expansion to all
orders exactly, given a perturbation which slowly ramps up to a constant and an initial state
that is a steady state of the unperturbed L. We conclude in Sec. 4.3 by making contact with
previously studied topics: dark states, geometric linear response, the Dyson series for the case
of an unperturbed L with a unique steady state, quantum Zeno dynamics, and the effective
operator formalism.
4.1 decomposing the kubo formula
Let us assume that time evolution is governed by a time-independent Lindbladian L and that the
system is perturbed as
L → L+ g(t)O , (4.1)
where the perturbation superoperator O is multiplied by a slowly ramping up time-dependent
factor g(t) from time −∞ to a time t. The Lindbladian-based Kubo formula [33, 34, 53, 54, 76, 141,
199, 264, 290, 297] is derived analogously to the Hamiltonian formula, i.e., it is a leading-order
Dyson expansion of the full evolution.1 The main difference is that the derivation is performed
in the superoperator formalism. However, the superoperator formalism lends a natural interpre-
tation of the terms in the superoperator Dyson series. As a result, we use the intuitiveness of
the terms to justify the expansion, omitting the quite standard technical modifications needed to
obtain them.
The first term in such a series acts on a state ρ as [290]
T (1)t |ρ〉〉 =
ˆ t
0
dτg (τ) e(t−τ)LOeτL|ρ〉〉 . (4.2)
1 We note that there exists an adiabatic derivation as well [88], which is not addressed here.
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We remind the reader that we use vectorized notation for matrices and the Hilbert-Schmidt inner
product 〈〈A|ρ (t)〉〉 ≡ Tr {A†ρ (t)} (see Ch. 1.6). This term offers an intuitive interpretation if
one thinks of the system as evolving from the right side of the expression to the left. Reading
the integrand from right to left, the initial state ρ evolves under the unperturbed Lindbladian L
to time τ, is perturbed by O, and then evolves under L from τ to t. The integral represents a
sum over all possible acting times τ of the perturbation. Applying an observable 〈〈A| from the
left is equivalent to evaluating said observable at time t. If we now also make the assumption
that we are in an initially steady state ρ = ρ∞, the right-most exponential eτL is removed since
L|ρ∞〉〉 = 0. Since we do not have any evolution until the time of the perturbation with such an
assumption, we can extend the initial time from 0 to −∞. These manipulations then produce the
Kubo formula [165]
〈〈A|T (1)t |ρ∞〉〉 =
ˆ t
−∞
dτg (τ) 〈〈A|e(t−τ)LO|ρ∞〉〉 . (4.3)
We proceed to apply the four-corners decomposition to this formula. However, before doing to,
let us show that this is indeed the original Kubo formula.
hamiltonian case Let us set L = H = −i [H, ·], O = −i[V, ·] for a Hamiltonian V, and
massage eq. (4.3) into standard form. For that, define O(t) ≡ eiHtOe−iHt = e−tH (O) and recall
that [H, ρ∞] = 0 since ρ∞ is generically a superposition of projections on eigenstates of H. We can
then commute eiHt with ρ∞ and cyclically permute under the trace to obtain
〈〈A|T (1)t |ρ∞〉〉 =
1
i
ˆ t
−∞
dτg (τ)Tr {[A (t− τ) , V] ρ∞} , (4.4)
recovering the usual time-ordered commutator expression.
The perturbations considered here are Hamiltonian and jump operator perturbations of L (2.2),
respectively
H → H + g (t)V (4.5a)
F` → F` + g (t) f ` (4.5b)
[for V, f ` ∈ Op(H) and V† = V]. It will be shown that both generate unitary evolution within all
As(H) and leakage caused by both does not take states into . We first handle the Hamiltonian
case first for simplicity,
O = −i [V, ·] ≡ V , (4.6)
returning to the jump case in Sec. 4.1.3.
We now use four-corners projections P to partition eq. (4.3). Due to the no-leak property
(LP1), we have P VP = 0. Remembering that the Lindbladian is block upper-triangular in the
four-corners partition [see eq. (2.3)], it follows that etL is also block upper-triangular. We do not
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Figure 4.1: Sketch of regions of linear response of the asymptotic subspace As(H) (gray) to a Hamiltonian
perturbation. Each of three regions A, B, and C corresponds to the respective response term
(4.7A), (4.7B), and (4.7C) in the text.
make any assumptions on the observable: A = A + A + A . Further decomposing the first
term using the asymptotic projection P∞ from eq. (2.61a) and its complement Q∞ ≡ I −P∞ yields
〈〈A|T (1)t |ρ∞〉〉 =
ˆ t
−∞
dτg (τ) 〈〈A |e(t−τ)H∞P∞VP∞|ρ∞〉〉 (4.7A)
+
ˆ t
−∞
dτg (τ) 〈〈A |e(t−τ)LQ∞P V|ρ∞〉〉 (4.7B)
+
ˆ t
−∞
dτg (τ) 〈〈A |e(t−τ)LP V|ρ∞〉〉 . (4.7C)
The terms differ by which parts of V perturb ρ∞ and also which parts of A “capture” the evolved
result. The three relevant parts of A correspond to the three labels in Fig. 4.1. One can readily see
that A is irrelevant to this order due to (LP1). The term (4.7A) consists of perturbing and evolv-
ing within the asymptotic subspace A, shaded gray in the Figure. The effect of the perturbation
within As(H) is P∞VP∞ (shown in Sec. 4.1.1 to be of Hamiltonian form), and H∞ is the part of the
unperturbed L that generates unitary evolution within As(H). The term (4.7A) therefore most
closely resembles the traditional Hamiltonian-based Kubo formula. The remaining two terms
quantify leakage out of As(H) and contain non-Hamiltonian contributions. The term (4.7B) con-
sists of perturbing into regions B and C in Fig. 4.1, but then evolving under P etLP strictly into
region B (since P∞etLQ∞ = 0). The term (4.7C) consists of perturbing into region C and remaining
there after evolution due to P etLP . This term is eliminated if A = 0, i.e., if the observable is
strictly in .
dfs case Recall that in this case is a DFS (P∞P = P ), and we do not assume it is stationary
(H∞ 6= 0). From eq. (2.10), we can see that L cannot take any coherences in back into the DFS
4.1 decomposing the kubo formula 64
(P LP = 0). Therefore, the interference term (4.7B) is eliminated and the response formula
reduces to
〈〈A|T (1)t |ρ∞〉〉 =
ˆ t
−∞
dτg (τ) 〈〈A |e(t−τ)H∞P∞VP∞|ρ∞〉〉 (4.8A)
+
ˆ t
−∞
dτg (τ) 〈〈A |e(t−τ)LP V|ρ∞〉〉. (4.8C)
If furthermore A = 0, there are no interference terms coming from outside of the DFS and
the Lindbladian linear response reduces to the purely Hamiltonian-based term (4.8A). Such a
simplification can also be achieved when V = 0, which implies that the Hamiltonian does not
take ρ∞ out of the DFS to begin with (P VP = 0).
For the rest of this chapter, we set H∞ = 0 and have the time-dependent part g (t) of our
perturbation ramp up to a constant at t = 0:
g (t) = lim
η→0
eηtΘ(−t) =
limη→0 eηt t < 01 t ≥ 0 , (4.9)
where Θ(t) is the Heaviside step function. As a result, the integrals in the Kubo formula can be
performed exactly (see Sec. 4.2.1), simplifying the formula to2
〈〈A|T (1)t |ρ∞〉〉 =
(
t +
1
η
)
〈〈A|P∞VP∞|ρ∞〉〉 − 〈〈A|L−1V|ρ∞〉〉 . (4.10)
This version, which is true for more general perturbations in Lindblad form (V → O), invites
an analogy with degenerate perturbation theory, in which P∞VP∞ is the superoperator analogue
of the perturbation projected onto the subspace of interest and L−1V is an analogue of the term
governing corrections to the wavefunction and including the famous “energy denominator”. The
1/η factor, an “infinity”, is the (unfortunate) consequence of the perturbation acting on the steady-
state subspace for an infinite amount of time during the time interval (−∞, 0] and in the η → 0
limit.3 While this choice of g (t) creates this uncomfortable, but explainable, infinity within As(H),
it allows us to write the leakage term strictly in terms of
L−1 = Q∞L−1Q∞ ≡ −
ˆ t
−∞
dτg (τ) e(t−τ)LQ∞ = −
ˆ ∞
0
dτeτLQ∞ . (4.11)
This pseudo-inverse (L−1L = LL−1 = Q∞) is also the inverse of all invertible parts in the
Jordan normal form of L ([314], Appx. D). In the context of finite matrices, it is called the Drazin
pseudoinverse [[49], eq. (41) for k = 1]. In the Hamiltonian context, this is the familiar Green’s
2 We also note that one can have a sudden perturbation g (t) = Θ (t) [314]. In that case, one does not obtain the 1/η
term, but the leakage term now contains a “ringdown” contribution due to the sudden onset of the perturbation:
L−1V → (etL − 1)L−1V . None of the results in Sec. 4.1 depend on which g (t) one picks, but the all-order Dyson
series in Thm. 6 relies on using a slowly ramping up perturbation in order to avoid the ringdown terms.
3 Note that, when evaluating the response in frequency space, a more careful treatment of η may be necessary [66].
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function in Op(H) (i.e., Liouville space [199]). In the context of linear operators, this is simply the
resolvent of L at z = 0, i.e.,
L−1 = − 1
2pii
˛
Γ
dz
z
(L− z)−1 , (4.12)
where Γ is the contour which encircles zero and no other points in the spectrum of L [see [25],
eq. (70) or [150], Ch. 3, eq. (6.23)]. Note that L−1 is not the Moore-Penrose pseudoinverse; while
L−1 inverts the Jordan normal form of L, the Moore-Pensore inverse inverts the diagonal matrix
in the singular-value decomposition of L. While L−1 appears naturally in the above formulation,
the Moore-Penrose inverse can be used to study time-independent Lindbladian perturbation
theory [172]. Since both pseudoinverses are basically identical for diagonalizable L, we anticipate
that differences between the formalisms (if any) should arise only in those parts of L which are
not diagonalizable.
In the next Subsections, we use the no-leak and clean-leak properties to determine that evolu-
tion within As(H) is of Hamiltonian form and to quantify the leakage scale of the second term in
eq. (4.10).
4.1.1 Evolution within As(H)
Let us focus on the term P∞VP∞ from eq. (4.10), which quantifies the effect of the perturbation
within As(H). A swift application of the no-leak and clean-leak properties (LP1-LP2) allows us to
substitute PΨ ≡ P∞P for P∞. Recalling that P VP = 0 and that P∞VP∞ is strictly acting on states
ρ∞ ∈ As(H) yields
P∞VP∞ = P∞P VP∞ = PΨVPΨ . (4.13)
It turns out that this first-order effect of the perturbation within As(H) is always of Hamiltonian
form, for some effective Hamiltonian that we determine now.
dfs case Here, we can immediately read off the effective Hamiltonian. Since PΨ = P for
the DFS case,
P∞VP∞ = −i [V , ·] (4.14)
with V the perturbation projected onto the DFS.
ns case In this case, we have to use the formula for PΨ from eq. (2.61b), re-stated below:
PΨ = Pdfs ⊗ |$ax〉〉〈〈Pax| , (4.15)
with Pdfs(·) = Pdfs · Pdfs being the superoperator projection on the DFS part, Pax being the operator
projection on the auxiliary part, and P = Pdfs ⊗ Pax. Direct multiplication yields
P∞VP∞ = PΨVPΨ = 〈〈Pax|V|$ax〉〉 ⊗ |$ax〉〉〈〈Pax| , (4.16)
where the evolution within the auxiliary part is trivial and evolution within the DFS part is
generated by the effective DFS Hamiltonian W:
〈〈Pax|V|$ax〉〉 = −i [Trax{$axV }, ·] ≡ −i [W, ·] . (4.17)
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To better reveal the effect of $ax, it is worthwhile to express V as a sum of tensor products
of various DFS and auxiliary Hamiltonians: V = ∑ι V ι ⊗ V ιax. The effective Hamiltonian then
becomes
W =∑
ι
Trax{$axV ιax}V ι . (4.18)
In words, P∞VP∞ is a linear combination of Hamiltonian perturbations V ι on the DFS, with each
perturbation weighted by the expectation value of the corresponding auxiliary operator V ιax in
the state $ax.
4.1.2 Leakage out of As(H)
Now we can apply the clean-leak property (LP2) to narrow down those eigenvalues of L which
are relevant in characterizing the scale of the leakage term L−1V from the simplified Kubo for-
mula (4.10). By definition (4.11), L−1 has the same block upper-triangular structure as L from
eq. (2.3). This fact conspires with P VP = 0 to allow us to ignore L and write
L−1V|ρ∞〉〉 = L−1V|ρ∞〉〉 . (4.19)
Therefore, the relevant gap is the nonzero eigenvalue of L with the smallest absolute value.
However, we now show how the spectrum of L is actually contained in the spectrum of L +
L . Recalling the block upper-triangular structure of L from eq. (2.3), one can establish that
its eigenvalues must consist of eigenvalues of L , L , and L . However, evolution of the two
coherence blocks is decoupled, L = L +L (see Sec. 2.1), and eigenvalues of L come in pairs.
Therefore, one can then define the effective dissipative gap ∆edg to be the nonzero eigenvalue of
L + L with the smallest absolute value. If we want leakage to be suppressed, we want ∆edg to
be as large as possible.
dfs case Assume that we have a DFS case: all of evolves unitarily, so L = H∞ does not
have a dissipative gap. In that case, we can omit from eq. (4.19) and simplify it to
L−1V|ρ∞〉〉 = L−1V|ρ∞〉〉 . (4.20)
Therefore, the effective dissipative gap ∆edg is just the dissipative gap of L .
4.1.3 Jump operator perturbations
Having covered Hamiltonian perturbations, let us return to jump operator perturbations of the
Lindbladian (2.2). Recall from eq. (4.5b) that
F → F + g (t) f (4.21)
with g (t) a ramping function and f ∈ Op(H), not necessarily Hermitian. It was first shown
in Ref. [315] that such perturbations actually induce unitary evolution on NS blocks of those
Lindbladians which do not possess a nontrivial decaying space (P = I). Here we extend this
interesting result to cases where P 6= I, thereby covering all L. Namely, just like Hamiltonian
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perturbations V , jump operator perturbations induce unitary evolution within As(H) and the
leakage scale associated with them is still ∆edg.
Returning to eq. (4.6), the action of the perturbation to first order in g is
O(ρ) ≡ Y(ρ) = κ
(
Fρ f † + H.c.− 12
{
f †F + F† f , ρ
})
, (4.22)
where κ is the rate corresponding to the jump operator F (we ignore the index ` for clarity). We
hope to invoke the clean-leak property (LP2) once again, but the first term on the right-hand side
of the above acts simultaneously and non-trivially on both sides of ρ. There is thus a possibility
that one can reach when acting with Y on a steady state. However, the condition F = 0 from
Thm. 2 implies that P (Fρ f †) is zero for all f , so one can still substitute PΨ for P∞:
P∞YP∞|ρ∞〉〉 = PΨYPΨ|ρ∞〉〉 . (4.23)
Furthermore, the fact that P YP = 0 allows us to ignore in determining the leakage en-
ergy scale associated with these jump operator perturbations. We finish with calculating the
corresponding effective Hamiltonian for the most general cases.
ns case Having eliminated the influence of the decaying subspace , we can now repeat the
calculation done for Hamiltonian perturbations using the NS projection (4.15), yielding
PΨYPΨ = 〈〈Pax|Y|$ax〉〉 ⊗ |$ax〉〉〈〈Pax| . (4.24)
After some algebra, the DFS part reduces to Hamiltonian form [315]: 〈〈Pax|Y|$ax〉〉 = −i[Y, ·]
where
Y ≡ i
2
κTrax
{
$ax
(
F† f − f †F
)}
. (4.25)
multi-block case We now sketch the calculation of both Hamiltonian and jump operator
perturbations, O = V + Y , for the most general case of housing multiple NS blocks. Once
again, we can get rid of the decaying subspace and substitute PΨ for P∞. In addition, since PΨ
does not have any presence except within the (gray) NS blocks of [see Fig. 1.2], PΨ does not
project onto any coherences between the NS blocks. The contributing part of P∞OP∞ thus consists
of the Hamiltonian and jump operator perturbations projected to each NS block. Combining the
effective Hamiltonians arising from V and Y [respectively eqs. (4.17) and (4.25)], the effective
evolution within the DFS part of each NS block (indexed by κ) is generated by the Hamiltonian
X(κ) ≡ Tr(κ)ax
{
$
(κ)
ax
(
V +
i
2
κ(F† f − f †F )
)}
. (4.26)
The unprojected Hamiltonian X ≡ V + i2κ
(
F† f − f †F) is exactly the operator resulting from joint
variation of the Hamiltonian and jump operators of L ([25], Thm. 5).
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Let us now return to general Lindbladian perturbations O and study how higher-order terms in
the Dyson series are also naturally interpreted from right to left. For example, the second-order
term acts on a states in As(H) as [290]
T (2)t P∞ ≡
tˆ
−∞
g(τ2)dτ2e(t−τ2)LO
τ2ˆ
−∞
g(τ1)dτ1e(τ2−τ1)LOP∞ , (4.27)
and one can see that it is a sum over all possible pairs of times τ1 ≤ τ2 at which the perturbation
can be applied. The P∞ on the left means that the initial state is necessarily in As(H), and we
study the full Dyson series with this restriction from now on. The full time-ordered (T) evolution
operator is expanded as
Te
´ t
τ=−∞ dt(L+g(τ)O)P∞ =
∞
∑
N=0
T (N)t P∞ = P∞ + T (1)t P∞ + T (2)t P∞ + · · · , (4.28)
where we have already seen the first two terms T (1) (4.2) and T (2) (4.27). The Nth order term
T (N)t P∞ consists of N applications of the perturbation g (τ)O at times τ1 ≤ τ2 ≤ · · · ≤ τN with
evolution generated by the unperturbed term L between those times. Let us define the operator
which acts with the perturbation g (τ)O at time τn, evolves with the unperturbed L from τn to
τm, and sums up over all possible τn:
Sm,n ≡
τmˆ
−∞
g (τn) dτne(τm−τn)LO . (4.29)
Also, let τt ≡ t so that St,n is an integral over τn from −∞ to t. Then, the Nth order term can be
expressed as a convolution of S ’s,
T (N)t = St,N−1SN−1,N−2 · · · S3,2S2,1 . (4.30)
By convolution, we mean that Sn,n−1 is a function of the variable τn which is integrated out by
Sn+1,n. This way, the T ’s can be defined recursively:
T (N+1)t = St,N+1T (N)N+1 . (4.31)
We return to the case of g (τ) slowly ramping up to a constant, as in eq. (4.9), and continue
analyzing terms for N > 1. While the 1/η infinity is ever-present in the entire expansion, eq. (4.9)
allows us to compute all of the integrals in the series (4.28) exactly. We state the result first and
prove it in the next Subsection.
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Theorem 6 (Exact all-order Dyson expansion). The Nth order term in the Dyson series (4.28), given
a slowly ramping up perturbation (4.9) and an initial state in As(H), is
T (N)t =
(
1+
∂t
η
) N
∑
M=0
tN−M
(N −M)! ∑
λ∈CatNM
N
∏
n=1
X (λn) , (4.32)
where λ = (λ1,λ2, · · · ,λN) is a sequence of N nonnegative integers, CatNM is a particular set of such
sequences,
CatNM =
λ such that l∑n=1λN+1−n
≤ min {l, M} 1 ≤ l < N
= M l = N
 , (4.33)
and the operator that is put into the product for each element λn is
X (λn) =
−L−λnO λn > 0P∞O λn = 0 . (4.34)
The pseudoinverse L−1 is defined in eq. (4.11) and it is implied that L−1 and its powers act on
the range of L, i.e., L−1 = L−1Q∞. The sequences and their corresponding terms are presented
in Tab. 4.1 up to N = 4. Recall that (1 + 1η ∂t)t
N−M/ (N −M)! prepends and P∞ appends each
term.
The sequences readily lend themselves to a diagrammatic interpretation. Consider all paths
on a two-dimensional grid from a point (N, N) down to the point (0, M) where one can only
perform only the following types of steps: one step to the left (O), no steps at all (P∞), or λn steps
down (−L−λn for λn > 0). Using these rules for the steps allows one to associate each sequence
λ ∈ CatNM (4.33) with its own path from (N, N) to (0, M). It should be clear that each path
contains exactly N steps to the left (i.e., N instances of O) and M steps down (∑n λn = M). Such
a diagrammatic interpretation, along with its close connection to well-established perturbative
methods [59, 70, 153], will be considered in a future publication [7].
Counting the sequences λ ∈ CatNM and the corresponding set of all sequences required to
construct T (N),
CatN ≡
N⋃
M=0
CatNM , (4.35)
reveals a quite interesting connection to the Catalan numbers — a sequence of numbers which
has 215 different combinatorial interpretations [274]! The number of possible sequences λ of
length N that sum up to M is
|CatNM| =
(N + M)! (N + 1−M)
M! (N + 1)!
≡ C (N, M) , (4.36)
where C (N, M) is an entry in Catalan’s triangle [160] and we define C (N) ≡ C (N, N). As a
result of the properties of Catalan’s triangle (see Tab. 4.2), the total number of terms for order N
is the N + 1st Catalan number:
N
∑
M=0
C (N, M) =
(2N + 2)!
(N + 1)! (N + 2)!
= C (N + 1) . (4.37)
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N\M 0 1 2 3 4
0 1
1 1 1
2 1 2 2
3 1 3 5 5
4 1 4 9 14 14
Table 4.2: Catalan’s triangle. Note how each term is a sum of entries above and to the left.
The first few entries in Catalan’s triangle are reproduced in Tab. 4.2. Thus, the number of terms
in the Nth order piece T (N) scales as
C (N + 1) ∼ 4
N+1
(N + 1)3/2
√
pi
, (4.38)
indicating an exponentially increasing number of terms.
4.2.1 Proof
Since T (N)’s can be defined recursively, we prove eq. (4.28) by induction on N.
base case This corresponds to N = 1. Explicitly,
T (1)t P∞ =
tˆ
−∞
g(τ1)dτ1e(t−τ1)LOP∞ . (4.39)
Inserting the decomposition I = P∞ +Q∞ to the left of O and simplifying yields
T (1)t P∞ =
tˆ
−∞
g(τ1)dτ1P∞OP∞ +
tˆ
−∞
dτ1e(t−τ1)LQ∞OP∞ , (4.40)
where the η → 0 limit can readily be taken in the second integral. Performing both integrals and
omitting Q∞ for conciseness yields
T (1)t P∞ =
[(
t +
1
η
)
P∞O + L−1O
]
P∞ =
(
1+
∂t
η
)(
tP∞O + L−1O
)
P∞ . (4.41)
For N = 1, the two sequences λ which satisfy the rules from eq. (4.33) are λ = (0) and λ = (1).
These respectively correspond to the two terms above. The corresponding elements in the second
line of Catalan’s triangle are C (1, 0) = 1 and C (1, 1) = 1, which sum up to the Catalan number
C (2, 2) = 2.
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inductive case Assume that eq. (4.28) is true for N and show that it is true for N + 1.
Explicitly,
T (N+1)t = St,N+1T (N)N+1 (4.42a)
=
tˆ
−∞
g(τN+1)dτN+1e(t−τN+1)L
N
∑
M=0
(
1+
∂τN+1
η
)
τN−MN+1
(N −M)! ∑
λ∈CatNM
O
N
∏
n=1
X (λn) . (4.42b)
We once again split the integrals using I = P∞ +Q∞:
T (N+1)t =
N
∑
M=0
tˆ
−∞
g(τN+1)dτN+1
(
1+
∂τN+1
η
)
τN−MN+1
(N −M)! P∞ ∑
λ∈CatNM
O
N
∏
n=1
X (λn) (4.43a)
+
N
∑
M=0
tˆ
−∞
dτN+1
(
1+
∂τN+1
η
)
τN−MN+1
(N −M)! e
(t−τN+1)LQ∞ ∑
λ∈CatNM
O
N
∏
n=1
X (λn) (4.43b)
We now simplify the integrals.
• Let us first simplify those integrals in T (N+1)t which involve g(τN+1), i.e., eq. (4.43a). For
each M, split each of the two integrals into an integral over (−∞, 0] and [0, t], just like in the
base case. All (−∞, 0] integrals are zero, which we prove by using the following indefinite
integral for some a ∈ R (proven using integration by parts):
ˆ T2
T1
dτeaτ
τM
M!
= (−)M eaτ
M
∑
K=0
(−τ)K
K!
a−(M+1−K)
∣∣∣∣∣
T2
T1
. (4.44)
For the (−∞, 0] integrals, a = η. The above is zero when evaluated at T1 = −∞ due to
the exponential eητ. It produces the “infinity” (−)M /ηM+1 at T2 = 0. The only remaining
integrals are those over [0, t], which are trivially evaluated. The two infinities coming from
the integrals of τN−MN+1 and τ
N−M−1
N+1 over t ∈ (−∞, 0] cancel due to having different signs,
and, after simplification, all of this yields
tˆ
−∞
g(τN+1)dτN+1
(
1+
∂τN+1
η
)
τN−MN+1
(N −M)! =
(
1+
∂t
η
)
tN+1−M
(N + 1−M)! . (4.45)
• Now let us apply eq. (4.44) to the integrals in eq. (4.43b). This procedure is significantly
simplified by observing that
ˆ
dτeaτ∂τ
τM
M!
= (−)M eaτ∂τ
M
∑
K=0
(−τ)K
K!
a−(M+1−K) . (4.46)
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When performing integrals of eτL, we can heuristically pretend L is a scalar since we are
working only on its range. Performing these manipulations and simplifying signs yields
tˆ
−∞
dτN+1
(
1+
∂τN+1
η
)
τN−MN+1
(N −M)! e
(t−τN+1)LQ∞ =
(
1+
∂t
η
) N−M
∑
K=0
tK
K!
[
−L−(N+1−M−K)
]
Q∞ .
(4.47)
Plugging eqs. (4.45) and (4.47) and into T (N+1)t (4.43a) yields
T (N+1)t =
(
1+
∂t
η
) N
∑
M=0
N+1−M
∑
K=0
tK
K!
X (N + 1−M− K) ∑
λ∈CatNM
N+1
∏
n=2
X (λn) , (4.48)
where we are now using the rule for X from eq. (4.34) and have also shifted the labeling of the
sequences λ by one (λn → λn+1) for later convenience. Now, let us switch the order of the sums,
sum over K backwards (∑N+1k=0 ak = ∑
N+1
k=0 aN+1−k), and rename indices as M↔ K, yielding
T (N+1)t =
(
1+
∂t
η
) N+1
∑
M=0
t(N+1−M)
(N + 1−M)!
M−δM,N+1
∑
K=0
X (M− K) ∑
λ∈CatNK
N+1
∏
n=2
X (λn) . (4.49)
The Kronecker delta δM,N+1 is there because the sum over K for M = N + 1 has only N + 1 (and
not N + 2) terms. For each M, we proceed to rewrite the sum over K in terms of new sequences
λ′ and show that those sequences are elements of CatN+1M .
• According to eq. (4.33), the elements in each sequence λ ∈ CatNK sum to K. Therefore, if we
prepend these sequences with λ1 = M− K, we obtain new sequences
λ′ = (λ1,λ2, · · · ,λN+1) (4.50)
whose elements sum to M. Since all elements λn≥2 satisfy eq. (4.33) and since 0 ≤ λ1 ≤
N + 1, the new sequences satisfy
l
∑
n=1
λN+2−n
≤ min {l, M} 1 ≤ l < N + 1
= M l = N + 1
. (4.51)
Therefore, for each M, all of the new sequences λ′ ∈ CatN+1M .
• According to eq. (4.36), the total number of the old sequences λ is |CatNK | = C (N, K) for
each K. Therefore, the total number of new sequences λ′ for each M is
M−δM,N+1
∑
K=0
C (N, K) = C(N + 1, M− δM,N+1) , (4.52)
where the right-hand side is true because of a property of Catalan’s triangle, namely, each
term is a sum of entries above and to the left [160]. Therefore, the total number of sequences
λ′ for each M is C(N + 1, M) = |CatN+1M | [for this formula, we do not need the Kronecker
4.3 relation to previous work 74
delta because C(N + 1, N) = C(N + 1)]. Using once again properties of Catalan numbers,
the total number of terms for N + 1 is
N+1
∑
M=0
C (N + 1, M) = C (N + 2) = |CatN+1| . (4.53)
Having shown that, for each M, the sum over K can be rearranged as a sum over terms corre-
sponding to all of the sequences in CatN+1M , we can rewrite eq. (4.49) as
T (N+1)t =
(
1+
∂t
η
) N+1
∑
M=0
t(N+1−M)
(N + 1−M)! ∑
λ′∈CatN+1M
N+1
∏
n=1
X (λn) , (4.54)
thereby completing the inductive step and the proof. 
4.3 relation to previous work
We now mention six connections of the above general derivations to previous works studying
more specific cases. The first two deal with first-order perturbation theory while the last five
make contact with higher-order effects.
4.3.1 Decoherence Hamiltonian and dark states
Focusing on the DFS case, we have L−1V|ρ∞〉〉 = L−1V|ρ∞〉〉 (4.20) and the leakage rate ∆edg is the
dissipative gap of L . However, we can show something more with a few minor assumptions.
Moreover, we show that for the semisimple DFS cases of Sec. 2.1.2, the dissipative gap of L is
the excitation gap of a related Hamiltonian. We assume that L (1.8) can be written without a
Hamiltonian part,
L(ρ) = 1
2∑
`
κ`(2F`ρF`† − F`†F`ρ− ρF`†F`) , (4.55)
and that DFS states are annihilated by the jump operators, F`|ψk〉 = 0 (if |ψk〉 are also eigenstates
of H, they are called dark states [163]). This implies that F` = PF`P = 0 (with P = ∑d−1k=0 |ψk〉〈ψk|).
We now determine ∆edg for such systems. Borrowing from Sec. 2.1 and using the above assump-
tions, L (ρ) = − 12 ∑` κ`Pρ
(
F`†F`
)
(2.13). From this, we can extract the decoherence [148] or
parent [135] Hamiltonian
Hedg ≡ 12∑
`
κ`F`†F` . (4.56)
The (zero-energy) ground states of Hedg are exactly the DFS states |ψk〉 [135, 148] and the excita-
tion gap of Hedg is ∆edg. We come back to this case in Ch. 7.
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4.3.2 Geometric linear response
We can avoid having to calculate the Green’s function L−1 in the Kubo formula (4.10) by clev-
erly choosing an observable to measure. In what is essentially a linear response version of the
adiabatic response calculation of Ref. [25], Thm. 9, let us define the flux of an operator X
A ≡ X˙ = L‡(X) . (4.57)
If we measure said flux A, a simple manipulation of the Kubo formula (4.10) yields
〈〈A|T (1)t |ρ∞〉〉 = 〈〈L‡(X)|[(t + 1η )P∞ −L−1V ]|ρ∞〉〉 (4.58a)
= 〈〈X|L[(t + 1η )P∞ −L−1V ]V|ρ∞〉〉 (4.58b)
= −〈〈X|LL−1V|ρ∞〉〉 (4.58c)
= −〈〈X|Q∞V|ρ∞〉〉 . (4.58d)
One can see that L is not present in the above result. Therefore, if one perturbs with a current
V = i∂α (i.e., −i[V, ρ] = ∂αρ for all ρ) and measures the flux of X = i∂β (for some parameters
α, β), then one obtains a Berry curvature in what can be called geometric linear response. This
is a generalization of the geometric linear response of Hamiltonian systems ([129], Appx. C of
Ref. [66]) to Lindbladians. A more detailed linear response calculation can be found in Sec. IV.A.1
of Ref. [10], complementing the earlier adiabatic response calculation in Sec. 7 of [25].
4.3.3 Dyson series for unique state case
Assume that the steady state is unique, so P∞ = |$〉〉〈〈I|. Then, assuming a trace-preserving
perturbation, P∞O = |$〉〉〈〈O‡(I)| = 0 (2.50), all sequences λ with λn = 0 for some n in the Dyson
expansion in Thm. 6 vanish. The only sequences that remain are of the form λ = (1, 1, · · · , 1)
and the Nth order term reduces to
T (N)t = (−L−1O)N . (4.59)
This matches the time-independent perturbation theory calculation from Ref. [172]. Contrary
to the exponentially increasing number of terms when there is more than one steady state, the
number of terms in the Nth order Dyson series term for an unperturbed L with a unique steady
state is just... one!
4.3.4 Quantum Zeno dynamics
Recall that the power of t prepending each term is N −M, meaning that the highest power of t
always prepends the sole M = 0 term
tN
N!
(P∞OP∞)N , (4.60)
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associated with the sequence λ = (0, 0, · · · , 0). Therefore, if we rescale our perturbation as
O → 1TO and evolve to time T  1, then, for each N, the term (4.60) is dominant and of order
O(1) while the remaining M > 0 terms are of order O(1/TM). Since this dominant term acts
within As(H) and does not cause any leakage out of As(H), it is often said to generate quantum
Zeno dynamics ([22, 115, 255]; see also [18, 47]). This effect has already been mentioned in
Appx. D of Ref. [314] and derived to within first order using related methods [31, 218]. Since
we have shown in Sec. 4.1.1 that P∞OP∞ is unitary for O being a Hamiltonian (V) and/or jump
operator (Y) perturbation, we can see that Zeno dynamics is always unitary for all perturbations of
those forms for any order N in the T → ∞ limit.
4.3.5 Second-order terms
Omitting the 1/η infinity, the N = 2 terms are explicitly
T (2)t P∞ =
(tP∞OP∞)2
2!
− t(P∞OL−1 + L−1OP∞)OP∞ + L−1(OL−1 −L−1OP∞)OP∞ . (4.61)
Being the first nonunitary correction to As(H), the term
Leff ≡ −P∞OL−1OP∞ (4.62)
is relevant in a variety of many-body contexts [71, 73, 119, 170, 191, 195, 196, 260, 322] and quan-
tum optical scenarios (see next Subsection). This term can also generate universal Lindbladian
evolution on As(H) using the following clever Zeno-like scheme [319]. Assume that we have a
rescaled Hamiltonian perturbation O = 1√
T
V and that P∞VP∞ = 0. Then, we can see that only
Leff and 1TL−1VL−1VP∞ remain, but the former is dominant in the T → ∞ limit. The first or-
der leakage term 1√
T
L−1VP∞ is then the dominant correction, being of order O(1/√T). We note
that, in general, this term does not have to be in Lindblad form [319] and therefore can generate
continuous-time but non-Markovian evolution.
Just like for N = 1, we can continue to apply the four-corners decomposition to the N ≥ 2
terms. For the case of Hamiltonian (O = V) and/or jump operator (O = Y) perturbations, the
piece L is also not relevant in Leff . Since P OP = 0 (see Sec. 4.1.1), one has
Leff = −P∞OL−1OPΨ . (4.63)
However, we cannot replace the remaining P∞ with PΨ since two actions of V can take the state
from to . Moreover, this is not always true when the perturbation O is of general Lindblad
form.
4.3.6 Effective operator formalism
Let us return to the type of L studied in Sec. 2.1.3 and assume that F = F , H = H , and the
perturbation O = V = −i[V, ·] is Hamiltonian with V = V . Then, Leff (4.62) is exactly that
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from the effective operator formalism of Ref. [241] (with H = 0 for simplicity). Recall that now
L ≡ K, where K(ρ) ≡ −i[Kρ− ρK†] and the “non-Hermitian Hamiltonian”
K = K ≡ H − i
2∑
`
F`†F` (4.64)
(with K > 0 on ). We show that Leff is a Lindbladian,
Leff(ρ) = −i[Heff , ρ] + FeffρF†eff −
1
2
{F†effFeff , ρ} , (4.65)
with Hamiltonian Heff = − 12 V(K−1 + K−1†)V and jump operators F`eff = F`K−1V .
Recall that P∞ splits into two terms, and that, for this DFS case, the terms simplify to
P∞ = P + P∞P = P −P LL−1 = P −P LK−1 . (4.66)
Given right and left eigenstates |n〉 and 〈m˜| of K and their respective eigenvalues λn and λm,
K−1(|n〉〈m˜|) = i |n〉〈m˜|
λn − λ?m
. (4.67)
Using the formula for P∞, recalling (4.20), and remembering that Leff acts on ρ∞ ∈ yields
Leff =
(
−P + P LK−1
)
VK−1VP . (4.68)
Let us first calculate the piece VK−1VP above:
VK−1VP (ρ∞) = −iVK−1(V ρ∞ − ρ∞V ) (4.69a)
= V(K−1V ρ∞ + ρ∞V K−1†) (4.69b)
= −i(V ρ∞V K−1† − K−1V ρ∞V +V K−1V ρ∞ − ρ∞V K−1†V ) . (4.69c)
Here, K−1 can be expressed in terms of K−1 by using eq. (4.67) and observing that either the bra
or ket in each outer product of operators in is in the kernel of K. We now examine the first and
second pair of terms to obtain the recycling and deterministic terms in Leff .
• The first two terms in eq. (4.69c) involve V ρ∞V ∈ and are the terms seen by the second
term of Leff (4.68). By decomposing V ρ∞V into outer products |n〉〈m˜| ∈ of eigenstates
of K, we can simply study each outer product.4 For each |n〉〈m˜|,
K−1(|n〉〈m˜|K−1† − K−1|n〉〈m˜|) =
(
1
λ?m
− 1
λn
)
K−1 (|n〉〈m˜|) (4.70a)
=
λn − λ?m
λnλ?m
i
|n〉〈m˜|
λn − λ?m
= i
|n〉〈m˜|
λnλ?m
(4.70b)
= iK−1|n〉〈m˜|K−1† . (4.70c)
4 This assumes that K is diagonalizable, although we are confident this treatment can be extended.
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Plugging this in and using P LP (·) = ∑` F` · F`† (2.8g) yields the second term in Leff ,
P LK−1VK−1VP (ρ∞) =∑
`
F`K−1V ρ∞V K−1†F`† ≡∑
`
Feffρ∞F†eff . (4.71)
• The second two terms in eq. (4.69c) involve V K−1V ρ∞ − H.c. ∈ and are the terms seen
by the second term of Leff (4.68). Here, it is useful to decompose K−1 = K−1+ + K−1− , where
K± = 12 (K
−1±K−1†). The K+ term produces an effective Hamiltonian Heff part of V K−1V
while the K− term can be combined with eq. (4.64) to relate V K−1V to the anti-commutator
piece consisting of ∑` F†effFeff :
−iV K−1− V = −iV
1
2
(K−1 − K−1†)V = − i
2
V K−1†(K− K†)K−1V (4.72a)
= − i
2
V K−1†
(
−i∑
`
F`†F`
)
K−1V = −1
2∑
`
F†effFeff . (4.72b)
Thus, we have constructed both the jump and deterministic terms of eq. (4.65) and concisely
linked the effective operator formalism to ordinary second-order perturbation theory.
“In general one may expect such effects whenever an
isolated system is considered as being divided into
two interacting parts, each slaved to a different
aspect of the other. The systems considered [...]
might be regarded as a special case, in which the
coupling is with ’the rest of the Universe’ (including
us as observers). The only role of the rest of the
Universe is to provide a Hamiltonian with
slowly-varying parameters, thus forcing the system
to evolve adiabatically with phase continuation
governed by the time-dependent Schrödinger
equation.”
– Michael V. Berry
5
A D I A B AT I C P E RT U R B AT I O N T H E O RY
We now apply the four-corners decomposition to adiabatic perturbation theory. The leading
order term governs adiabatic evolution within As(H) while all other terms are non-adiabatic
corrections. We show that for a cyclic adiabatic deformation of steady As(H), the holonomy is
unitary [10]. We also determine that the energy scale governing non-adiabatic corrections is once
again governed by the effective dissipative gap ∆edg. We begin by reviewing the adiabatic/Berry
connection for a Hamiltonian system in Sec. 5.1 and the DFS case in Sec. 5.2. We then continue
to do full adiabatic perturbation theory for the Lindbladian case in Sec. 5.3.
The adiabatic limit has been generalized to Lindbladians [1, 25, 26, 77, 147, 259] and all orders
of corrections to adiabatic evolution have been derived (e.g., [26], Thm. 6). By “the adiabatic
limit”, we mean that dominated by the steady states of L. Another adiabatic limit exists which
is dominated by eigenstates of the Hamiltonian part of L [98, 221, 278], which we do not ad-
dress here. Unlike adiabatic evolution of “non-Hermitian Hamiltonian” systems, Lindbladian
adiabatic evolution always obeys the rules of quantum mechanics (i.e., is completely-positive
and trace-preserving). In this work, we do not make the adiabatic approximation to Hamiltoni-
ans (and later to Lindbladians [251]) since it is not sufficient for the adiabatic theorem to hold.
In the adiabatic approximation, one assumes that certain (seemingly reasonable) quantitative re-
quirements on eigenstates and their derivatives w.r.t. parameters are sufficient for the system to
be approximately adiabatic. However, those conditions have been shown to be insufficient (see
[213] and refs. therein), so here we work strictly in the adiabatic limit and do not assume any
of the conditions of the adiabatic approximation. We assume that As(H) is steady (H∞ = 0), but
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note that this analysis can be extended to non-steady As(H) by carefully including a “dynamical
phase” contribution from H∞.
The first work to make contact between adiabatic/Berry connections and Lindbladians was
Ref. [252]. Avron et al. ([26], Prop. 3) showed that the corresponding holonomy is trace-
preserving and completely positive. Reference [83] (see also [82]) showed that the holonomy
is unitary for Lindbladians possessing one DFS block. Reference [212] proposed a theory of adia-
baticity which extended that result to the multi-block case and arrived at eq. (5.45). They showed
that corrections to their result were O (1/
√
T) (with T being the traversal time), as opposed to
O (1/T) as in a proper adiabatic limit. By explicitly calculating the adiabatic connections below,
we connect the result of Ref. [212] with the formulation of Ref. [252], showing that non-adiabatic
corrections are actually O (1/T). We also extend Ref. [212] to NS cases where the dimension of
the auxiliary subspace (i.e., the rank of $ax) can change. Regarding leakage out of As(H), the idea
that is not relevant to first-order non-adiabatic corrections is mentioned in the Supplemental
Material of Ref. [212].
5.1 hamiltonian case
First, let us review two important consequences of the (Hamiltonian) quantum mechanical adi-
abatic theorem. Namely, adiabatic evolution can be thought of as either (1) being generated by
an effective operator [149] or (2) generating transport of vectors in parameter space, leading to
Abelian [5, 55, 215, 291] or non-Abelian [300] holonomies. We loosely follow the excellent ex-
positions in Ch. 2.1.2 of Ref. [90] and Sec. 9 of Ref. [27]. We conclude with a summary of four
different ways (Hol1-Hol4) of writing holonomies for the non-degenerate case and outline the
generalizations done in the following Sections.
Let |ψ(t)0 〉 be the instantaneous unique (up to a phase) zero-energy ground state of a Hamilto-
nian H(t). We assume that the ground state is separated from all other eigenstates of H(t) by a
nonzero excitation gap for all times of interest. Let us also rescale time (s = t/T) such that the
exact state |ψ(s)〉 evolves according to
1
T
∂s|ψ(s)〉 = −iH(s)|ψ(s)〉 . (5.1)
The adiabatic theorem states that |ψ(s)〉 (with |ψ(0)〉 = |ψ(s=0)0 〉) remains an instantaneous eigen-
state of H(s) (up to a phase θ) in the limit as T → ∞, with corrections of order O(1/T). Let
P(s)0 = |ψ(s)0 〉〈ψ(s)0 | be the projection onto the instantaneous ground state. In the adiabatic limit,
|ψ(s)〉 = eiθ(s)|ψ(s)0 〉 (5.2)
and the initial projection P(0)0 evolves into
P(s)0 = Uad(s)P
(0)
0 U
†
ad(s) (5.3)
(with Uad generating purely adiabatic evolution). The adiabatic evolution operator Uad is deter-
mined by the Kato equation
∂sUad = −iKUad , (5.4)
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with so-called Kato Hamiltonian [149] (P˙0 ≡ ∂sP0)
K = i[P˙0, P0] . (5.5)
Such an adiabatic operator Uad can be shown to satisfy eq. (5.3) (see [90], Prop. 2.1.1) using
P0P˙0P0 = Q0P˙0Q0 = 0 . (5.6)
The P0P˙0P0 = 0 is a key consequence of the idempotence of projections while Q0P˙0Q0 = 0 is
obtained by application of the no-leak property (LP1); both are used throughout the text. The
conventional adiabatic evolution operator is then a product of exponentials of −iK ordered along
the path s′ ∈ [0, s] (with path-ordering denoted by P):
Uad(s) = P exp
(ˆ s
0
[P˙0, P0]ds′
)
. (5.7)
Due to the intertwining property (5.3), Uad(s) simultaneously transfers states in P
(0)
0 H to P
(s)
0 H
and states in Q(0)0 H to Q
(s)
0 H (with Q0 ≡ I − P0) without mixing the two subspaces during the
evolution. The term P˙0P0 in eq. (5.5) is responsible for generating the adiabatic evolution of
P0H while the term P0P˙0 generates adiabatic evolution of Q0H. To see this, observe that the
adiabatically evolving state |ψ(s)〉 = Uad(s)|ψ(s=0)0 〉 ∈ P(s)0 H obeys the Schrödinger equation
∂s|ψ(s)〉 = [P˙0, P0]|ψ(s)〉 . (5.8)
Applying property (5.6), the second term in the commutator can be removed without changing
the evolution. Since we are interested only in adiabatic evolution of the zero-eigenvalue subspace
P0H (and not its complement), we can simplify Uad by removing the second term in the Kato
Hamiltonian. This results in the adiabatic equation
∂s|ψ(s)〉 = P˙0P0|ψ(s)〉 (5.9)
and effective adiabatic evolution operator
U(s) = P exp
(ˆ s
0
P˙0P0ds′
)
. (5.10)
We now assume that s parameterizes a path in the parameter space M of some external time-
dependent parameters of H(s). For simplicity, we assume that M is simply-connected.1 By writ-
ing P0 and P˙0 in terms of |ψ0〉 and explicitly differentiating, the adiabatic Schrödinger equation
(5.9) becomes
∂s|ψ〉 = (I − P0)∂s|ψ〉. (5.11)
This implies a parallel transport condition
0 = P0∂s|ψ〉 = 〈ψ|∂sψ〉|ψ〉 , (5.12)
1 If M is not simply connected (i.e., has holes), then the Berry phase may contain “topological” contributions. Such
effects are responsible for anyonic statistics (e.g., [237], Sec. I.B) and can produce Berry phases even for a one-
dimensional parameter space [312].
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which describes how to move the state vector from one point in M to another. The particular
condition resulting from adiabatic evolution eliminates any first-order deviation from the unit
overlap between nearby adiabatically evolving states [271]:
〈ψ(s + δs)|ψ(s)〉 = 1+O(δs2) . (5.13)
Therefore, we have shown two interpretations stemming from the adiabatic theorem. The first is
that adiabatic evolution of |ψ(s)〉 (with |ψ(0)〉 = |ψ(s=0)0 〉) is generated (in the ordinary quantum
mechanical sense) by the P˙0P0 piece of the Kato Hamiltonian K. The second is that adiabatic
evolution realizes parallel transport of |ψ(s)〉 along a curve in parameter space. As we show
now, either framework can be used to determine the adiabatically evolved state and the resulting
Berry phase.
We now define a coordinate basis {xα} for the parameter space M. In other words,
∂t =
1
T
∂s =
1
T ∑α
x˙α∂α , (5.14)
where ∂s is the derivative along the path, ∂α ≡ ∂/∂xα are derivatives in various directions in
parameter space, and x˙α ≡ dxαds are (dimensionless) parameter velocities. Combining eqs. (5.2)
and (5.14) with the parallel transport condition (5.12) gives
0 = P0∂s|ψ〉 = i∑
α
x˙α(∂αθ − Aα,00)|ψ〉 , (5.15)
where the adiabatic/Berry connection Aα,00 = i〈ψ0|∂αψ0〉 is a vector/gauge potential in parameter
space. The reason we can think of Aα,00 as a gauge potential is because it transforms as one under
gauge transformations |ψ0〉 → eiϑ|ψ0〉 where ϑ ∈ R:
Aα,00 → Aα,00 − ∂αϑ . (5.16)
These structures arise because the adiabatic theorem has furnished for us a vector bundle over
the parameter-space manifold M [27, 271]. More formally, given the trivial bundle M×H (where at
each point in M we have a copy of the full Hilbert space H), the projection P0 defines a (possibly
nontrivial) sub-bundle of M× H (in this case, a line bundle, since P0 is rank one). The trivial
bundle has a covariant derivative ∇α ≡ ∂α with an associated connection that can be taken to
vanish. The Berry connection Aα,00 is then simply the connection associated with the covariant
derivative P0∇α induced on the sub-bundle defined by P0.
The Berry connection describes what happens to the initial state vector as it is parallel trans-
ported. It may happen that the vector does not return to itself after transport around a closed
path in parameter space (due to e.g., curvature or non-simple connectedness of M). Given an ini-
tial condition θ(0) = 0, the parallel transport condition (5.15) uniquely determines how θ changes
during adiabatic traversal of a path C parameterized by s ∈ [0, 1], i.e., from a point x(s=0)α ∈ M to
x(1)α . For a closed path (x
(1)
α = x
(0)
α ) and assuming Aα,00 is defined uniquely for the whole path
[237], the state transforms as |ψ(0)〉 → B|ψ(0)〉 with resulting gauge-invariant holonomy (here,
Berry phase)
B ≡ exp
(
i∑
α
˛
C
Aα,00dxα
)
. (Hol1)
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Alternatively, we can use (5.14) and the Schrödinger equation (5.9): |ψ(0)〉 → U|ψ(0)〉 with
holonomy
U ≡ P exp
(
∑
α
˛
C
∂αP0P0dxα
)
. (Hol2)
Since the geometric and Kato Hamiltonian formulations of adiabatic evolution are equivalent,
eqs. (Hol1-Hol2) offer two ways to get to the same answer. They reveal two representations of
the Berry connection and holonomy: the coordinate representation {iAα,00, B}, which determines
evolution of θ from eq. (5.2), and the operator representation {∂αP0P0, U}, which determines evolu-
tion of |ψ0〉 {Prop. 1.2 of [23], eq. (5) of [29]}. Despite the latter being a path-ordered product of
matrices, it simplifies to the Berry phase in the case of closed paths.
For completeness, we also state an alternative form for each holonomy representation (Hol1-
Hol2). If there are two or more parameters, the coordinate representation can be expressed in
terms of the (here, Abelian) Berry curvature Fαβ,00 ≡ ∂αAβ,00 − ∂βAα,00 using Stokes’ theorem:
B = exp
(
i
2∑
α,β
¨
S
Fαβ,00dxαdxβ
)
, (Hol3)
where S is a surface whose boundary is the contour C. The operator representation can also be
written as a product of the path-dependent projections P0:
U = P∏
s∈C
P(s)0 , (Hol4)
where P∏ denotes a continuous product ordered from right to left along the path C {eq. (47) of
[26], Prop. 1 of [315]}. This form of the holonomy should be reminiscent of the Pancharatnam
phase [90, 215] and, more generally, of a dynamical quantum Zeno effect ([22, 115, 255]; see also
[18, 47]).
In the following Sections, we generalize both representations to multi-dimensional subspaces
in operator form, superoperator form, and to Lindblad NS blocks, so (in that order) the relevant
quantities generalize to
P0 → {Pdfs,Pdfs,P∞}
A → {Adfs,Adfs,A}
B → {Bdfs,Bdfs,B}
U → {Udfs,Udfs,U} .
5.2 dfs case
We now generalize the above to a degenerate d-dimensional instantaneous ground state eigenspace
spanned by orthonormal basis states {|ψ(s)k 〉}d−1k=0 of a Hamiltonian H(s). Due to the clean-leak
condition (LP2), this analysis also holds if that same eigenspace comprises the DFS of a Lindbla-
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dian. For notational convenience, we indicate the s-dependence as a superscript. We denote the
respective operator and superoperator projections as
P(s)dfs =
d−1
∑
k=0
|ψ(s)k 〉〈ψ(s)k |
P (s)dfs (ρ) =
d2−1
∑
µ=0
|Ψdfsµ (s)〉〉〈〈Ψdfsµ (s)|ρ〉〉 = P(s)dfs ρP(s)dfs
(5.17)
[where Ψdfsµ ∈ span{|ψk〉〈ψl |} is a Hermitian matrix basis for the DFS, P†dfs = Pdfs, P‡dfs(ρ) =
P†dfsρP
†
dfs = Pdfs, and ρ ∈ Op(H)] in order to make contact with the next Section, where such a set
is the DFS part of an NS block. For now however, adiabatic evolution of {|ψk〉} occurs under the
ordinary Hamiltonian Schrödinger eq. (5.1).
Adiabatic evolution generalizes straightforwardly from the previous Section by letting P(s)0 →
P(s)dfs . The resulting Wilczek-Zee adiabatic connection [300] becomes a Hermitian matrix (for each
α) with elements
Adfsα,kl ≡ i〈ψk|∂αψl〉 . (5.18)
This connection transforms as a gauge potential under transformations |ψk〉 → |ψl〉Rlk, where
R ∈ U(d) is a unitary rotation of the DFS states:
Adfsα → R† Adfsα R + iR†∂αR . (5.19)
The holonomy (here, Wilson loop) is given by the matrix
Bdfs = P exp
(
i∑
α
˛
C
Adfsα dxα
)
(5.20)
acting on the vector of coefficients ck. Generalizing eq. (Hol1), |ψ〉 transforms under the holon-
omy as
|ψ(0)〉 =
d−1
∑
k=0
ck|ψ(0)k 〉 →
d−1
∑
k,l=0
Bdfskl cl |ψ(0)k 〉 . (5.21)
We now express the above structures in superoperator form in order to bridge the gap between
unitary and Lindblad systems. To do this, we upgrade the state basis {|ψk〉}d−1k=0 to the matrix basis
{|Ψdfsµ 〉〉}d
2−1
µ=0 . The adiabatic Schrödinger equation can equivalently be expressed in operator and
superoperator form using the superoperator projection from eq. (5.17):
∂sρ = |∂sψ〉〈ψ|+ |ψ〉〈∂sψ| = P˙dfsPdfs(ρ) (5.22)
since |∂sψ〉 = P˙dfsPdfs|ψ〉, P˙dfs(ρ) = P˙dfsρPdfs + PdfsρP˙dfs, and P˙dfs = ∂sPdfs. The operator representa-
tion of the holonomy is then the path-ordered product of exponentials of the generator P˙dfsPdfs.
The superoperator version of the coordinate form of the DFS connection is then
Adfsα,µν = 〈〈Ψdfsµ |∂αΨdfsν 〉〉 = Tr{Ψdfsµ ∂αΨdfsν } . (5.23)
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Sticking with the convention that Ψdfs0 ≡ 1√d Pdfs is the only traceful element and using property
(5.6), Ψdfs0 ∂αΨ
dfs
0 Ψ
dfs
0 = 0 and we can see that Adfsα,µ0 = Adfsα,0µ = 0 for all µ. Thus, Adfsα consists of a
direct sum of zero with a (d2 − 1)-dimensional anti-symmetric matrix acting on the Bloch vector
components {|Ψdfsµ 6=0〉〉}. Since the latter is anti-symmetric, the holonomy is unitary. Formally,
letting Op(H)? be the space of traceless d-dimensional Hermitian matrices, Pdfs defines a sub-
bundle of the trivial bundle M×Op(H)? and Adfsα is the connection associated with the covariant
derivative Pdfs∂α induced on that sub-bundle.
5.3 lindbladian case
Throughout this entire Section, we assume that As(H) is steady (H∞ = 0). Recall that a system
evolves in a rescaled time s ≡ t/T ∈ [0, 1] according to a time-dependent Lindbladian L (s),
where the end time T is infinite in the adiabatic limit. For all s, we define a continuous and
differentiable family of asymptotic projections
P (s)∞ =∑
µ
|Ψ(s)µ 〉〉〈〈Jµ(s)| , (5.24)
steady-state basis elements Ψ(s)µ (such that L(s)|Ψ(s)µ 〉〉 = 0), and conserved quantities Jµ(s) (such
that 〈〈Jµ(s)|L(s) = 0). Each projection therefore is associated with its own instantaneous asymp-
totic subspace, P (s)∞ Op(H). The dimension of the instantaneous subspaces (i.e., the rank of P (s)∞ )
is assumed to stay constant during this evolution. In other words, the zero eigenvalue of L (s)
is isolated from all other eigenvalues at all points s by the dissipative gap ∆dg [analogous to the
excitation gap in Hamiltonian systems; see eq. (1.32)]. We once again assume that s ∈ [0, 1] pa-
rameterizes a path in a space of control parameters M, whose coordinate basis is {xα}, and use
the parameterization from the Hamiltonian case in eq. (5.14):
∂t =
1
T
∂s =
1
T ∑α
x˙α∂α , (5.25)
where ∂s is the derivative along the path, ∂α ≡ ∂/∂xα are derivatives in various directions in
parameter space, and x˙α ≡ dxαds are (unitless) parameter velocities.
Following Ref. [26], starting with an initially steady state |ρ(0)〉〉 ∈ As(H), adiabatic perturba-
tion theory is an expansion of the equation of motion
1
T
∂s|ρ(s)〉〉 = L(s)|ρ(s)〉〉 (5.26)
in a series in 1/T. Each term in the expansion is further divided using the decomposition I =
P∞ +Q∞ into terms inside and outside the instantaneous As(H). This allows one to derive both
the adiabatic limit (when T → ∞) and all corrections. The O(1/T) expansion for the final state
from Thm. 6 of Ref. [26] reads
|ρ (s)〉〉 = U (s,0)|ρ(0)〉〉+ 1
T
L−1 (s) P˙ (s)∞ U (s,0)|ρ(0)〉〉
+
1
T
ˆ s
0
drU (s,r){P˙∞L−1P˙∞}(r)U (r,0)|ρ(0)〉〉 , (5.27)
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where all quantities in curly brackets are functions of r, P˙∞ ≡ ∂sP∞, Q∞ ≡ I − P∞, and L−1 is the
instantaneous inverse (4.11). The superoperator
U (s,s′) = P exp
(ˆ s
s′
P˙ (r)∞ P (r)∞ dr
)
(5.28)
parallel transports states in P (s′)∞ Op(H) to states in P (s)∞ Op(H) and is a path-ordered product of
exponentials of the adiabatic connection P˙∞P∞, the generator of Lindbladian adiabatic evolution.
Like the Kubo formula, all terms can be interpreted when read from right to left. The first term
in eq. (5.27) represents adiabatic evolution of As(H), the (second) leakage term quantifies leakage
of |ρ(0)〉〉 out of As(H), and the (last) tunneling term represents interference coming back into
As(H) from outside. This term is a continuous sum of adiabatically evolved steady states which
are perturbed by P˙∞L−1P˙∞ at all points r ∈ [0, s] during evolution. Due to its dependence on the
spectrum of L, this term needs to be minimized to determine the optimal adiabatic path through
As(H) [24]. Notice also the similarity between the leakage term and the leakage term (4.19) of
the Kubo formula. Motivated by this, we proceed to apply the four-corners decomposition to all
three terms.
5.3.1 Evolution within As(H)
Let us now assume a closed path [L (s) = L (0)]. In the adiabatic limit [according to eq. (5.27)], an
initial steady state evolves in closed path C as
|ρ(0)〉〉 → U|ρ(0)〉〉 (5.29)
and acquires a holonomy
U ≡ U (1,0) = P exp
(˛
C
P˙∞P∞ds
)
. (5.30)
This is operator version of the holonomy and connection (P˙∞P∞) since the above expression acts
on the steady-state basis elements Ψ(s=0)µ used to express the initial steady state
|ρ (0)〉〉 =∑
µ
cµ|Ψ(0)µ 〉〉 . (5.31)
Let us now study the coordinate representation of the holonomy. This can be done by a
straightforward generalization of the Hamiltonian analysis of Sec. 5.2 to Lindbladians [26, 252],
which produces a parallel transport condition
P∞∂s|ρ〉〉 = 0 (5.32)
characterizing the Lindbladian adiabatic limit. After expressing ∂s in terms of the various ∂α’s
(5.25), this condition provides an equation of motion for the coordinate vector cµ from eq. (5.31).
Solving this equation yields the coordinate representation of the holonomy
B = P exp
(
−∑
α
˛
C
Aαdxα
)
(5.33)
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and corresponding adiabatic connection
Aα,µν ≡ 〈〈Jµ|∂αΨν〉〉 . (5.34)
Note that Aα is a real matrix since {Jµ,Ψµ} are Hermitian. The connection transforms as a gauge
potential under |Ψµ〉〉 → |Ψν〉〉Rνµ and 〈〈Jµ| → R−1µν 〈〈Jν| for any R ∈ GL [dim As(H),R]:
Aα → R−1AαR+R−1∂αR . (5.35)
Upon evolution in the closed path, the density matrix transforms as
|ρ(0)〉〉 =
d2−1
∑
µ=0
cµ|Ψ(0)µ 〉〉 →
d2−1
∑
µ,ν=0
Bµνcν|Ψ(0)µ 〉〉 , (5.36)
equivalent to the operator representation (5.29). We study both representations below, showing
that the holonomy is unitary for all As(H).
First, let us remove the decaying subspace from both representations of the connection by
applying the clean-leak property (LP2). Simplifying Aα turns out to be similar to calculating the
effective Hamiltonian perturbationW within As(H) in Sec. 4.1.1. By (LP2),
Aα,µν ≡ 〈〈Jµ|∂αΨν〉〉 = 〈〈Jµ|∂αΨν〉〉 . (5.37)
For the operator representation, one first applies (LP2) to the parallel transport condition (5.32):
0 = P∞|∂sρ〉〉 = PΨ|∂sρ〉〉 . (5.38)
Then, one uses this condition to obtain an equation of motion for ρ:
|∂sρ〉〉 = (I − PΨ) |∂sρ〉〉 = P˙ΨPΨ|ρ〉〉 . (5.39)
The last equality above can be checked by expressing both sides in terms of the steady-state
basis elements Ψµ and conserved quantities Jµ. For a closed path, the solution to this equation
of motion is then the same holonomy, but now with the minimal projection PΨ instead of the
asymptotic projection P∞:
U = P exp
(˛
C
P˙ΨPΨds
)
. (5.40)
The holonomy U thus does not depend on the piece P∞P associated with the decaying subspace.
Unique state case
Now the only conserved quantity is the identity J = I, so it is easy to show that
Aα = 〈〈I|∂α$〉〉 = Tr {∂α$} = 0 . (5.41)
The unique steady state can never acquire a Berry phase. This may clash with the reader’s
memories from introductory quantum mechanics, where a nonzero Berry phase was calculated
for a Hamiltonian with a unique ground state. Such a phase is undetectable since it is an overall
phase of the ground-state wavefunction. This phase disappears when the state is written as
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density matrix. Since the Lindbladian formalism deals with density matrices directly, one never
encounters such an overall phase. This should not be confused with interferometry experiments
used to detect Berry phases. Such experiments implicitly assume that the adiabatically evolving
subspace is more than one-dimensional. In that case, a phase gained by one basis component
and not the others is then not an overall phase, but a relative (and thus observable) phase.
NS case
For this case, the NS factors into a DFS and an auxiliary part for each s ∈ [0, 1]. The DFS part
is mapped into a reference DFS space spanned by a (parameter-independent Hermitian matrix)
basis {|Ψdfsµ 〉〉}d
2−1
µ=0 .
2 We let S(s) (with S(ρ) ≡ SρS†) be the unitary operator which simultaneously
maps the instantaneous basis elements |Ψ(s)µ 〉〉 into the reference DFS basis and diagonalizes $(s)ax .
Similarly, this S(s) factors the instantaneous conserved quantities 〈〈Jµ(s)| into a DFS part and the
identity P(s)ax on the auxiliary space. Therefore, we define the family of instantaneous minimal
projections as
P (s)Ψ = S(s)
(
Pdfs ⊗ |$(s)ax 〉〉〈〈P(s)ax |
)
S‡(s) , (5.42)
where Pdfs(·) = ∑d2−1µ=0 |Ψ
dfs
µ 〉〉〈〈Ψdfsµ |·〉〉 = Pdfs · Pdfs is the superoperator projection onto the xα-
independent DFS reference basis. The generators of motion
Gα ≡ iS†∂αS and Gα ≡ −i[Gα, ·] (5.43)
can mix up the DFS with the auxiliary part, generating novel dissipation-assisted adiabatic dy-
namics.
We note that $(s)ax (and therefore P
(s)
ax ) can change rank (d
(s)
ax ), provided that P (s)Ψ remains differen-
tiable. For example, one can imagine $(s)ax to be a thermal state associated with some Hamiltonian
on Hax whose rank jumps from one to dax as the temperature is turned up from zero. This im-
plies that P(s) and thus P (s) can change rank also. However, such deformations do not change the
dimension d2 of the steady-state subspace and thus do not close the dissipative gap. To account
for such deformations in the one NS block case, the path can be partitioned into segments of
constant rank{P} and the connection calculation below can be applied to each segment.
Simplifying eq. (5.37) by invoking the reference basis structure of {J,Ψ} from eq. (5.42) gives
Aα = A˜dfsα +Aaxα = −i[A˜dfsα , ·]⊗ |$ax〉〉〈〈Pax|+Aaxα , (5.44)
where the DFS effective Hamiltonian is [212]
A˜dfsα ≡ Trax
{(
Pdfs ⊗ $(s)ax
)
Gα
}
(5.45)
and the second term is the nax-dependent constant
Aaxα,µν = −∂α ln n(s)ax δµν . (5.46)
2 Note that in general |Ψdfsµ 〉〉 6= |Ψdfsµ (s = 0)〉〉 since s parameterizes a particular path in M while {|Ψdfsµ 〉〉} is fixed.
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The first term clearly leaves the auxiliary part invariant and generates unitary evolution within
the DFS part of the NS. We can thus see that DFS holonomies can be influenced by $(s)ax . We will
see that the second term’s only role is to preserve the trace for open paths.
Sticking with the convention that Ψ(s)0 is traceful and the traceless Ψ
(s)
µ 6=0 carry the DFS Bloch
vector, we notice that Aα transforms as a gauge potential under orthogonal Bloch vector rotations
R ∈ SO(d2 − 1):
|Ψµ 6=0〉〉 → |Ψν 6=0〉〉Rνµ and |Jµ 6=0〉〉 → |Jν 6=0〉〉Rνµ . (5.47)
In addition, one has the freedom to internally rotate $ax without mixing Ψµ with Ψν 6=µ. Under
such a transformation Sax,
|Ψµ〉〉 → Sax|Ψµ〉〉 = S
∣∣∣∣Ψdfsµ ⊗ Rax$axR†axnax
〉〉
(5.48)
for some Rax ∈ U(dax) and the connection transforms as an Abelian gauge potential:
Aα,µν → Aα,µν + 〈〈Jµ|S‡ax∂αSax|Ψν〉〉 . (5.49)
Plugging in eq. (5.44) into the Lindblad holonomy (5.33), we can see that Aaxα is proportional
to the identity matrix (of the space of coefficients cµ) and thus can be factored out. Therefore,
B = exp
(
∑
α
˛
C
∂α ln naxdxα
)
Bdfs , (5.50)
where Bdfs is the unitary $ax-influenced holonomy associated with A˜dfs. The first term in the
above product for an open path s ∈ [0, 1] is simply n(1)ax /n(0)ax , providing the proper re-scaling of
the coefficients cµ to preserve the trace of |ρ(0)〉〉.3 For a closed path, this term vanishes (since nax
is real and positive) and B = Bdfs. Thus, we have shown that the holonomy after a closed-loop
traversal of one NS block is unitary.
Multi-block case
The generalization to multiple NS blocks is straightforward: the reference basis now consists of
multiple blocks. Recall that Jµ do not have presence in the off-diagonal parts neighboring the NS
blocks [Fig. 1.2(b)] and that the only NS block that ∂αΨµ has presence in is that of Ψµ. Therefore,
each NS block is imparted with its own unitary holonomy.
5.3.2 Adiabatic curvature
The adiabatic connection Aα (5.34) can be used to define an adiabatic curvature defined on
the parameter space induced by the steady states. For simply-connected parameter spaces M
(see footnote 1), the adiabatic curvature can be shown to generate the corresponding holonomy.
More precisely, the Ambrose-Singer theorem ([202], Thm. 10.4) implies that the holonomy for
an infinitesimal closed path C with basepoint x(0)α is the adiabatic curvature at x
(0)
α . One can
3 For open paths, B is related to non-cyclic geometric phases in other dissipative systems {e.g., [272], eq. (47)} and
non-Hermitian systems [289].
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alternatively use a generalization of Stokes’ theorem to non-Abelian connections [21] to express
the holonomy in terms of a “surface-ordered” integral of the corresponding adiabatic curvature,
generalizing the Abelian case (Hol3). Letting ∂[αAβ] = ∂αAβ − ∂βAα, the curvature is
Fαβ,µν ≡ ∂[αAβ],µν + [Aα,Aβ]µν . (5.51)
Using the NS adiabatic connection (5.44) and remembering that ∂αAaxβ is symmetric in α, β, the
adiabatic curvature for one NS block,
Fαβ,µν = ∂[αA˜dfsβ],µν + [A˜dfsα , A˜dfsβ ]µν , (5.52)
is just the curvature associated with the connection A˜dfs.
5.3.3 Leakage out of the asymptotic subspace
We now return to the adiabatic response formula (5.27) to apply the four-corners decomposition
to the O (1/T) non-adiabatic corrections. By definition (4.11), L−1 has the same block upper-
triangular structure as L from eq. (2.3). The derivative of the asymptotic projection has partition
P˙∞ =
 (P˙Ψ) P P˙∞P P P˙∞PP P˙ΨP 0 P P˙∞P
0 0 0
 . (5.53)
One can interpret P˙∞ as a perturbation, analogous to V from Ch. 4, and observe from the above
partition that P˙∞ does not connect block diagonal spaces: P P˙∞P = 0. In addition, whenever
P˙ (r)∞ acts on a parallel transported state living in P (r)Op(H), only the first column in the above
partition (P˙∞P ) is relevant. These observations result in L−1 → L−1 and the replacement of two
factors of P˙∞ with P˙Ψ in eq. (5.27). Interestingly, we cannot replace the remaining P˙∞ since P P˙∞P
contains contributions from |Ψµ〉〉〈〈∂s Jµ|P :
|ρ (s)〉〉 = U (s,0)|ρ(0)〉〉+ 1
T
L−1 (s) P˙ (s)Ψ U (s,0)|ρ(0)〉〉
+
1
T
ˆ s
0
drU (s,r){P˙∞L−1P˙Ψ}(r)U (r,0)|ρ(0)〉〉 . (5.54)
Using the results of Sec. 4.1.2, the energy scale governing the leading-order non-adiabatic cor-
rections is once again the effective dissipative gap ∆edg — the nonzero eigenvalue of L + L
with the smallest real part. A similar result is shown for the leakage term in the Supplement
of Ref. [212]. In addition, the tunneling term, which is similar to the second-order perturbative
correction P∞VL−1VP∞ discussed in Sec. 4.1.2, does not contain contributions from L .
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Q U A N T U M G E O M E T R I C T E N S O R
Here, we introduce the Lindbladian QGT Q and explicitly calculate it for the unique state and
NS block cases [10]. The anti-symmetric part of the QGT is equal to the curvature F generated
by the connection A (see Sec. 5.3.2). We show here that the symmetric part of the QGT produces
a generalized metric tensor M for parameter spaces associated with Lindbladian steady-state
subspaces. We first review the Hamiltonian QGT for a single state in Sec. 6.1 and then extend
to the DFS case in Sec. 6.2. The Lindbladian QGT is calculated in Sec. 6.3. We introduce other
geometric quantities in Sec. 6.4, including an alternative geometric tensor Qalt whose curvature
is different from the adiabatic curvature, but whose metric appears in the Lindbladian adiabatic
path length. Most of the relevant quantities for the Hamiltonian, DFS, and Lindbladian cases are
summarized in Table 5.1.
The original geometric quantity, later called the QGT by Berry [56], is introduced for Hamil-
tonian systems in Ref. [233]. This quantity encodes both a metric for measuring distances [19]
and the adiabatic curvature. The QGT is experimentally probeable (e.g., via current noise mea-
surements [205]). The Berry curvature can be obtained from adiabatic transport in Hamiltonian
[28, 238, 309] and Lindbladian [25, 29] systems and even ordinary linear response (see Sec. 4.3.2).
Singularities and scaling behavior of the metric are in correspondence with quantum phase tran-
sitions [75, 158, 318]. Conversely, flatness of the metric and curvature may be used to quantify
stability of a given phase [44, 108, 139, 250], a topic of particular interest due to its applications in
engineering exotic topological phases. Regarding generalization of the QGT to Lindbladians, to
our knowledge there has been no introduction of a tensor including both the adiabatic curvature
and a metric associated with As(H). However, Refs. [35, 189] did apply various known metrics
to study distinguishability within families of Gaussian fermionic and spin-chain steady states,
respectively.
6.1 hamiltonian case
First let us review the non-degenerate Hamiltonian case before generalizing to degenerate Hamil-
tonians in operator/superoperator form. We recommend Refs. [27, 159] for detailed expositions.
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Continuing from Sec. 5.1, we begin with an instantaneous zero-energy state |ψ0〉 and projection
P0 = |ψ0〉〈ψ0| which are functions of a vector of control parameters {xα}. The distance between
the projections P(s)0 and P
(s+δs)
0 along a path parameterized by s ∈ [0, 1] (with parameter vectors
x(s)α at each s) is governed by the QGT
Qαβ,00 = 〈ψ0|∂αP0∂βP0|ψ0〉 (6.1a)
= 〈∂αψ0|(I − P0)|∂βψ0〉 . (6.1b)
The second form can be obtained from the former by explicit differentiation of P0 and ∂αP0∂βP0 =
(∂αP0)(∂βP0) by convention. The I − P0 term makes Qαβ,00 invariant upon the gauge transforma-
tions |ψ0〉 → eiϑ|ψ0〉. The tensor can be split into symmetric and anti-symmetric parts,
2Qαβ,00 = Mαβ,00 − iFαβ,00 , (6.2)
which coincide with its real and imaginary parts. The anti-symmetric part is none other than
the adiabatic/Berry curvature from eq. (Hol3). The symmetric part is the quantum Fubini-Study
metric tensor [233]
Mαβ,00 = Tr{P0∂(αP0∂β)P0} = Tr{∂αP0∂βP0} , (6.3)
where A(αBβ) = AαBβ + AβBα and the latter form can be obtained using P0∂αP0P0 = 0. This
quantity is manifestly symmetric in α, β and real; it is also non-negative when evaluated in
parameter space (see [242], Appx. D).
6.2 dfs case
For degenerate Hamiltonian systems [185, 242] and in the DFS case, the QGT Qdfs is a tensor in
both parameter (α, β) and state (k, l) indices and can be written as
Qdfsαβ,kl = 〈ψk|∂αPdfs∂βPdfs|ψl〉 (6.4a)
= 〈∂αψk|(I − Pdfs)|∂βψl〉 , (6.4b)
where Pdfs = ∑d−1k=0 |ψk〉〈ψk| is the projection onto the degenerate zero eigenspace of H(s). Since
projections are invariant under changes of basis of their constituents, it is easy to see that Qdfsαβ →
R†Qdfsαβ R under DFS changes of basis |ψk〉 → |ψl〉Rlk for R ∈ U(d). Notice that the QGT in
eq. (6.4b) consists of overlaps between states outside of the zero eigenspace. For our applications,
we write the QGT in a third way such that it consists of overlaps within the zero eigenspace only:
Qdfsαβ,kl = −i∂αAdfsβ,kl − (Adfsα Adfsβ )kl − 〈ψk|∂α∂βψl〉 , (6.4c)
where Adfsα is the DFS Berry connection and we used
0 = ∂β〈ψk|ψl〉 = 〈∂βψk|ψl〉+ 〈ψk|∂βψl〉
∂α〈ψk|∂βψl〉 = 〈∂αψk|∂βψl〉+ 〈ψk|∂α∂βψl〉 .
(6.5)
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The Berry curvature is the part of the QGT anti-symmetric in α, β (here, also the imaginary part
of the QGT): Fdfsαβ = iQ
dfs
[αβ]. From (6.4c) we easily recover the proper form of the DFS Berry
curvature listed in Table 5.1.
The symmetric part of the QGT appears in the infinitesimal distance between nearby parallel
transported rays (i.e., states of arbitrary phase) ψ(s) and ψ(s + δs) in the degenerate subspace:
〈∂sψ|∂sψ〉 = 〈∂sψ|(I − Pdfs)|∂sψ〉 , (6.6)
where we used the parallel transport condition Pdfs|∂sψ〉 = 0. Expanding ∂s into parameter
derivatives using eq. (5.14) and writing out |ψ〉 = ∑d−1k=0 ck|ψk〉 yields
〈∂sψ|∂sψ〉 = 12∑
α,β
d−1
∑
k,l=0
Qdfs(αβ),kl x˙αx˙βc
?
k cl . (6.7)
The corresponding Fubini-Study metric on the parameter space M is Qdfs(αβ) traced over the degen-
erate subspace:
Mdfsαβ ≡
d−1
∑
k=0
Qdfs(αβ),kk = 〈〈Pdfs|∂(αPdfs∂β)Pdfs〉〉 . (6.8)
All of this reasoning easily extends to the superoperator formalism (|ψk〉 → |Ψdfsµ 〉〉). The
superoperator QGT corresponding to Qdfs can be written as
Qdfsαβ,µν = 〈〈Ψdfsµ |∂αPdfs∂βPdfs|Ψdfsν 〉〉 (6.9)
= ∂αAdfsβ,µν + (Adfsα Adfsβ )µν − 〈〈Ψdfsµ |∂α∂βΨdfsν 〉〉 ,
where Adfsα is the adiabatic connection (5.23). The QGT is a real matrix (since Adfsα is real) and
consists of parts symmetric (Qdfs(αβ)) and antisymmetric (Qdfs[αβ]) in α, β. Observing the second line
of (6.9), it should be easy to see that the Berry curvature Fdfsαβ = Qdfs[αβ]. The symmetric part
of the superoperator QGT appears in the infinitesimal Hilbert-Schmidt distance ([50], Sec. 14.3)
between nearby parallel transported DFS states ρ(s) and ρ(s + δs):
〈〈∂sρ|∂sρ〉〉 = 〈〈∂sρ|(I − Pdfs)|∂sρ〉〉 , (6.10)
where we used the parallel transport condition Pdfs|∂sρ〉〉 = 0. Similar manipulations as with the
operator QGT, including the expansion |ρ〉〉 = ∑d2−1µ=0 cµ|Ψdfsν 〉〉, yield
〈〈∂sρ∞|∂sρ∞〉〉 = 12∑
α,β
d2−1
∑
µ,ν=0
Qdfs(αβ),µνx˙αx˙βcµcν . (6.11)
The corresponding superoperator metric
Mdfsαβ ≡ Tr{Pdfs∂(αPdfs∂β)Pdfs} , (6.12)
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where Tr is the trace in superoperator space, is the symmetric part of the superoperator QGT
traced over the degenerate subspace. Since Op(H) = H⊗ H?, it is not surprising that Mdfsαβ is
proportional to the operator metric Mdfsαβ :
Mdfsαβ =
d2−1
∑
µ=0
Qdfs(αβ),µµ = 2dMdfsαβ . (6.13)
6.3 lindbladian case
Now let us turn to the Lindbladian QGT and show that its symmetric part produces a generalized
metric tensor for parameter spaces associated with Lindbladian steady-state subspaces. In Ch. 6,
we showed using the operator representation of the adiabatic connection and the conditions (LP1-
LP2) that the minimal projection PΨ = P∞P (and not P∞) generates adiabatic evolution within
As(H). Following this, we define
Qαβ ≡ PΨ∂αPΨ∂βPΨPΨ (6.14)
to be the associated QGT. While PΨ = ∑µ |Ψµ〉〉〈〈Jµ| is not always Hermitian due to Jµ 6= Ψµ (e.g.,
in the NS case), we show that the QGT nevertheless remains a meaningful geometric quantity.
Looking at the matrix elements of Qαβ and explicitly plugging in the instantaneous PΨ (5.42)
yields the following three forms:
Qαβ,µν ≡ 〈〈Jµ|∂αPΨ∂βPΨ|Ψν〉〉 (6.15a)
= 〈〈∂α Jµ| (I − PΨ) |∂βΨν〉〉 (6.15b)
= ∂αAβ,µν + (AαAβ)µν − 〈〈Jµ|∂α∂βΨν〉〉 , (6.15c)
with Aα the Lindblad adiabatic connection (5.34). Since Aα,µν are real and {Jµ,Ψν} are Hermitian,
the matrix elements are all real. From its second form, one easily deduces that the QGT trans-
forms as Qαβ → R−1QαβR for any basis transformation R ∈ GL [dim As(H),R] [see eq. (5.35)].
Each matrix Qαβ consists of parts symmetric (Q(αβ)) and antisymmetric (Q[αβ]) in α, β. From the
third form, it is evident that its anti-symmetric part is exactly the adiabatic curvature Fαβ from
eq. (5.51) (cf. [25], Prop. 13). The rest of this Section is devoted to calculating the symmetric part
and its corresponding metric on M, which is defined as the trace of the symmetric part of the
QGT,
Mαβ ≡ Tr{PΨ∂(αPΨ∂β)PΨ} =
d2−1
∑
µ=0
Q(αβ),µµ . (6.16)
Before proving that this is a metric for some of the relevant cases, let us first reveal how such a
structure corresponds to an infinitesimal distance between adiabatically connected Lindbladian
steady states by adapting results from non-Hermitian Hamiltonian systems [68, 69, 204]. The
zero eigenspace of L is diagonalized by right and left eigenmatrices |Ψµ〉〉 and 〈〈Jµ|, respectively.
In accordance with this duality between Ψ and J , we introduce an associated operator |ρ̂∞〉〉 [68,
69],
|ρ∞〉〉 =
d2−1
∑
µ=0
cµ|Ψµ〉〉 ↔ |ρ̂∞〉〉 ≡
d2−1
∑
µ=0
cµ|Jµ〉〉 , (6.17)
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to every steady-state subspace operator |ρ∞〉〉. This allows us to define a modified inner product
〈〈Â|B〉〉 for matrices A and B living in the steady-state subspace. Since Ψµ and Jµ are biorthog-
onal (〈〈Jµ|Ψν〉〉 = δµν), this inner product is surprisingly equivalent to the Hilbert-Schmidt inner
product 〈〈A|B〉〉. However, the infinitesimal distance is not the same:
〈〈∂sρ̂∞|∂sρ∞〉〉 6= 〈〈∂sρ∞|∂sρ∞〉〉 . (6.18)
The symmetric part Q(αβ) shows up in precisely this modified infinitesimal distance. Using
eq. (6.17), the parallel transport condition (5.32), and parameterizing ∂s in terms of the ∂α’s (5.25)
yields
〈〈∂sρ̂∞|∂sρ∞〉〉 = 12∑
α,β
d2−1
∑
µ,ν=0
Q(αβ),µνx˙αx˙βcµcν , (6.19)
as evidenced by the second form (6.15b) of the Lindblad QGT. Tracing the symmetric part over
the steady-state subspace gives the metricMαβ.
6.3.1 Unique state case
Here things simplify significantly, yet the obtained metric turns out to be novel nonetheless. The
asymptotic projection is PΨ = |$〉〉〈〈P| and a straightforward calculation using eq. (6.15b) yields
Mαβ = 〈〈∂(αP|∂β)$〉〉 . (6.20)
Using the eigendecomposition $ = ∑
d$−1
k=0 λk|ψk〉〈ψk|,
Mαβ = 2
d$−1
∑
k=0
λk〈∂(αψk|Q|∂β)ψk〉 , (6.21)
where Q = I − P and 〈∂(αψk|Q|∂β)ψk〉 is the Fubini-Study metric corresponding to the eigenstate
|ψk〉. In words, Mαβ is the sum of the eigenstate Fubini-Study metrics weighted by their respec-
tive eigenvalues/populations. If $ is pure, then it is clear that Mαβ reduces to the Fubini-Study
metric. Finally, if $ is full rank, then P = I andMαβ = 0. This means that the metric is non-zero
only for those $ which are not full rank.
6.3.2 NS case
Recall from eq. (5.42) that adiabatic evolution on the NS is parameterized by the instantaneous
minimal projections
P (s)Ψ = S(s)
(
Pdfs ⊗ |$(s)ax 〉〉〈〈P(s)ax |
)
S‡(s) , (6.22)
where Pdfs(·) = ∑d2−1µ=0 |Ψ
dfs
µ 〉〉〈〈Ψdfsµ |·〉〉 = Pdfs · Pdfs is the superoperator projection onto the xα-
independent DFS reference basis. We remind the reader (see Sec. 5.3.1) that the only assumption
of such a parameterization is that the state |ρ(s)∞ 〉〉 is unitarily equivalent (via unitary S) to a tensor
product of a DFS state and auxiliary part for all points s ∈ [0, 1] in the path.
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We can simplify Mαβ and show that it is indeed a metric (more technically, a semi-metric).
In the reference basis decomposition of PΨ from eq. (6.22), the operators Gα ≡ iS†∂αS (with
S(s)|ρ〉〉 ≡ |SρS†〉〉) generate motion in parameter space. After significant simplification, one can
expressMαβ in terms of these generators:
Mαβ =M(1)αβ +M(2)αβ (6.23)
M(1)αβ = 2d〈〈Pdfs ⊗ $ax|G(α(I − Pdfs ⊗ Pax)Gβ)〉〉
M(2)αβ = 2d〈〈G(α|P
?
dfs ⊗Oax|Gβ)〉〉
with projection P?dfs consisting of only traceless DFS generators (we set Ψdfs0 = 1√d Pdfs),
P?dfs ≡
d2−1
∑
µ=1
|Ψdfsµ 〉〉〈〈Ψdfsµ | = Pdfs − |Ψdfs0 〉〉〈〈Ψdfs0 | , (6.24)
and auxiliary superoperator defined (for all auxiliary operators A) asOax(A) ≡ (A−〈〈$ax|A〉〉)$ax.
The quantityMαβ is clearly real and symmetric in α, β, so to show that it is a metric, we need
to prove positivity (wαMαβwβ ≥ 0, with sum over α, β implied, for all vectors w in the tangent
space TM(x) at a point x ∈ M [202]). Since $ax is positive definite, one can show that the first
term in (6.23)
wαM(1)αβwβ = 4d〈〈O|O〉〉 ≥ 0 (6.25)
with O = (I − Pdfs ⊗ Pax)(Gαwα)(Pdfs ⊗√$ax). For the second termM(2)αβ , we can see that P
?
dfs is
positive semidefinite since it is a projection. We show that Oax is positive semidefinite by utilizing
yet another inner product associated with open systems [13]. First note that
〈〈A|Oax|A〉〉 = Tr{$axA† A} − |Tr {$axA}|2 . (6.26)
Since $ax is full-rank, 〈〈A|B〉〉$ax ≡ Tr{$axA†B} is a valid inner product [13] and 〈〈A|Oax|A〉〉 ≥ 0
is merely a statement of the Cauchy–Schwarz inequality associated with this inner product. For
Hermitian A, (6.26) reduces to the variance of 〈〈A|$ax〉〉.
Roughly speaking, the first term M(1)αβ describes how much the DFS and auxiliary parts mix
and the second termM(2)αβ describes how much they leave the block while moving in parameter
space. For the DFS case, M(2)αβ = 0 (due to Oax = 0 for that case) and the metric reduces to the
standard DFS metric covered in Sec. 6.2. For the unique state case,M(2)αβ is also zero (due to P
?
dfs
not containing any traceful DFS elements and thus reducing to zero when Pdfs = 1). The mixing
termM(2)αβ is thus of course nonzero only in the NS block case.
6.4 other geometric tensors
In the previous Section, we showed that the anti-symmetric part of the QGT
Q = PΨ∂PΨ∂PΨPΨ (6.27)
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corresponds to the curvature F associated with the adiabatic connection A from Ch. 6. We thus
postulate that this QGT and its corresponding symmetric part should be relevant in determining
distances between adiabatically connected Lindbladian steady states. However, the story does
not end there as there are two more tensorial quantities that can be defined using the steady-
state subspace. The first is an extension of the Fubini-Study metric to non/pseudo-Hermitian
Hamiltonians [68, 69, 197, 198] (different from [204]) that can also be generalized to Lindblad
systems; we do not further comment on it here. The second is the alternative geometric tensor
Qalt = P‡Ψ∂P‡Ψ∂PΨPΨ , (6.28)
which is different from the QGT due to PΨ not being Hermitian. We show that Qalt appears
in a bound on the adiabatic path length for Lindbladian systems, which has traditionally been
used to determine the shortest possible distance between states in a parameter space M. Here we
introduce the adiabatic path length, generalize it to Lindbladians, and comment on Qalt.
6.4.1 Hamiltonian case
The adiabatic path length for Hamiltonian systems quantifies the distance between two adiabati-
cally connected states |ψ(s=0)0 〉 and |ψ(1)0 〉. The adiabatic evolution operator (derived in Sec. 5.1)
for an arbitrary path s ∈ [0, 1] and for initial zero-energy state |ψ(0)0 〉 is
U(1) = P exp
(ˆ 1
0
P˙0P0ds
)
. (6.29)
Consider the Frobenius norm (1.26) of U(1). By expanding the definition of the path-ordered
exponential, one can show that ‖U(1)‖ ≤ exp(L0) with path length
L0 ≡
ˆ 1
0
‖P˙0P0‖ds . (6.30)
Remembering that ‖A‖ = √Tr{A† A} and writing ∂s in terms of parameter derivatives, we see
that the Fubini-Study metric appears in the path length:
‖P˙0P0‖2 = 12∑
α,β
Mαβ,00x˙αx˙β . (6.31)
Therefore, the shortest path between states in Hilbert space projects to a geodesic in parameter
space satisfying the Euler-Lagrange equations associated with the metric Mαβ,00 and minimizing
the path length {e.g., [202], eq. (7.58)} (with sum implied)
L0 =
ˆ 1
0
√
1
2 Gαβ,00x˙αx˙βds . (6.32)
In Hamiltonian systems, the adiabatic path length appears in bounds on corrections to adiabatic
evolution ([142], Thm. 3; see also [242]). This path length is also applicable when one wants
to simulate adiabatic evolution in a much shorter time (counter-diabatic/superadiabatic dynamics
6.4 other geometric tensors 99
[100, 176, 287] or shortcuts to adiabaticity [57, 285]) by explicitly engineering the Kato Hamiltonian
i[P˙0, P0] from eq. (5.5).
6.4.2 Lindbladian case
The tensor Qaltαβ arises in the computation of the corresponding Lindbladian adiabatic path length
L ≡
ˆ 1
0
‖P˙ΨPΨ‖ds , (6.33)
where the superoperator norm of P˙ΨPΨ is the analogue of the operator Frobenius norm from
eq. (1.26): ‖O‖ ≡ √Tr{O‡O} where O is a superoperator. This path length provides an upper
bound on the norm of the Lindblad adiabatic evolution superoperator (5.30)
U (1,0) = P exp
(ˆ 1
0
P˙ΨPΨds
)
. (6.34)
Using properties of norms and assuming one NS block, it is straightforward to show that
‖U (1,0)‖ ≤ exp(L) with L =
ˆ 1
0
√
1
2 daxMaltαβx˙αx˙β ds (6.35)
(with sum over α, β implied). The metric governing this path length turns out to be
Maltαβ = 〈〈$ax|$ax〉〉∑
α,β
Qalt(αβ),µµ . (6.36)
For a unique steady state $, this alternative metric reduces to the Hilbert-Schmidt metric
Maltαβ = 〈〈∂(α$|∂β)$〉〉 . (6.37)
Note the subtle difference between this metric and the QGT metric Mαβ = 〈〈∂(αP|∂β)$〉〉 (6.20).
This difference is precisely due to the absence of $ in the left eigenmatrices J . For the QGT
metric, $ is never in the same trace twice while for the alternative metric, the presence of P‡Ψ
yields such terms. We note that for a pure steady state $ = P (with P being rank one), both
metric tensors reduce to the Fubini-Study metric.
Another notable example is the DFS case ($ax = 1). In that case, J
µ
= Ψµ — the QGT and
alternative tensor become equal (Qalt = Q). It is therefore the presence of $ax that allows for two
different metrics Mαβ and Maltαβ. However, for the NS case, the “alternative” curvature Qalt[αβ],µν
does not reduce to the adiabatic curvature Fαβ,µν associated with the connection Aα (unlike the
QGT curvature). How this subtle difference between Qαβ and Qaltαβ for the NS and unique steady
state cases is relevant in determining distances between adiabatic steady states of Lindbladians
should be a subject of future investigation.
“At the first of the 1960’s Rochester Coherence
Conferences, I suggested that a license be required
for use of the word ’photon’, and offered to give such
a license to properly qualified people. My records
show that nobody working in Rochester, and very
few other people elsewhere, ever took out a license to
use the word ’photon’.”
– Willis E. Lamb
7
A P P L I C AT I O N : D R I V E N T W O - P H O T O N A B S O R P T I O N
This chapter consists of a detailed investigation of a Hamiltonian-driven version of the two-
photon absorption process from Sec. 3.3.1 ([130]; [236], Sec. 13.2.2). This is also the same case
we discussed in the overview of results in Sec. 1.5. Variants of this case are also manifest in the
degenerate parametric oscillator ([308]; see also [81], eq. 12.10), a laser-driven trapped ion ([226],
Fig. 2d; see also [85, 121]), nano-mechanical systems [294], and superconducting qubit systems
[11, 30, 42, 95, 114, 168, 192, 194, 286] (where this case is colloquially known as the “two-cat
pump”).
7.1 the lindbladian and its steady states
Consider a Lindbladian with a single jump operator
F = a2 − α2 = (a− α) (a + α) , (7.1)
where α ∈ R, [a, a†] = I and nˆ ≡ a†a. Due to the “gauge” symmetry (1.29), this is equivalent
to adding a squeezing Hamiltonian H = −iα2(a2 − a†2) to a Lindbladian with the undriven two-
photon absorption jump operator F = a2. Unlike the driven case of the two-qubit example from
Sec. 3.2.4, in which driving takes the DFS into an NS, here the undriven DFS remains a DFS for
all driving parameters. Recall from Sec. 3.3.1 that, for α = 0, As(H) is a qubit and consists of
Fock states |k〉, k ∈ {0, 1} (since F annihilates both). We have also already mentioned in Ch. 1
that, for large enough α, As(H) remarkably retains its qubit form, which this time is spanned by
superpositions of coherent states |±α〉. Here, a treatment is given which is valid for all α. One
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Figure 7.1: Schematic of the cat-state Bloch sphere in the large α limit. Cat states |kα〉, k ∈ {0, 1}, form the
z-axis while coherent states |±α〉 form the x-axis.
may have noticed that both states |±α〉 go to |0〉 in the α → 0 limit and do not reproduce the
α = 0 steady state basis. This issue is resolved by introducing the cat state basis [110]
|kα〉 ≡ e
− 12 α2√
pik
∞
∑
n=0
α2n+k√
(2n + k)!
|2n + k〉 ∼
|k〉 α→ 01√
2
(|α〉+ (−)k |−α〉) α→ ∞
(7.2)
with normalization pik ≡ 12 [1 + (−)k exp(−2α2)]. As α → 0, cat states approach Fock states
while for α → ∞, the cat states (exponentially) quickly become “macroscopic” superpositions of
|±α〉. This Lindbladian thus has only two distinct parameter regimes: one in which coherent states
come together (α ≈ 1) and one in which they are well-separated (α  1, or more practically
α ? 2). Eq. (7.2) shows that (for large enough α) cat states and coherent states become conjugate
z- and x-bases respectively, forming the As(H) qubit (see Fig. 7.1). Using projections Πk =
∑∞n=0 |2n + k〉〈2n + k| (3.20), cat states can be concisely written as projected (and normalized)
coherent states:
|kα〉 ≡ Πk|α〉√〈α|Πk|α〉 with normalization pik ≡ 〈α|Πk|α〉 = 1+ (−)
ke−2α2
2
. (7.3)
The projections are orthogonal: ΠkΠl = δmod 2kl Πk, where δ
mod 2
qp = 1 whenever q = p mod 2.
Action of lowering or raising operators switches subspaces [see eq. (3.24)], implying that
aΠk = Πk+1mod 2a . (7.4)
The cat state label k ∈ {0, 1} corresponds to the respective ±1 eigenspace of the parity operator
(−)nˆ = Π0 − Π1. This parity operator commutes with F for all α, so Op(H) is split into four
blocks,
{|2n + k〉〈2m + l|}∞n,m=0 (labeled by k, l ∈ {0, 1}) , (7.5)
which evolve independently of each other. The outer product Ψkl ≡ |kα〉〈lα| is the unique steady-
state basis element in the respective block {|2n+ k〉〈2m+ l|}∞n,m=0, and together the basis elements
{Ψkl}1k,l=0 span As(H) = . Outer products of all states orthogonal to |kα〉 span the decaying
subspace .
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The cat state basis, unlike the coherent state basis, is orthonormal for all values of α and simpli-
fies most of the calculations done here, with all of the complexity coming from the normalization
factors pik. For example, using eqs. (7.3-7.4), orthogonality of projections, and the property of
coherent states a|α〉 = α|α〉, the cat states have average occupation number
〈kα|nˆ|kα〉 = α 〈α|Πka
†Πk+1|α〉
pik
= α2
pik+1
pik
=
k +O(α4) α→ 0
α2 +O(α2e−2α2) α→ ∞
. (7.6)
This is sensible since Fock states have distinct average occupation numbers while coherent states
with the same magnitude α have the same average occupation number.
7.2 conserved quantities
We now search for the four conserved quantities corresponding to Ψkl . By the correspondence
from Thm. 3, there exist four {Jkl}1k,l=0 such that
L‡(Jkl) = F† Jkl F− 1
2
{F†F, Jkl} = 0 . (7.7)
Since parity symmetry is preserved, the diagonal k = l conserved quantities remain the same as
for the α = 0 case: Jkk = Πk. One can use Thm. 4 to determine the remaining conserved quantity
J01. However, since F 6= 0, inverting L is non-trivial. Fortunately, this inversion can be avoided
and we can use the α = 0 conserved quantity (3.26; now renamed to J01,q=0) to determine J01.
To do so, we apply L‡ to J01,0, which yields nonzero terms only from the α-dependent part of
L‡ (since J01,0 is conserved under the α-independent part). These nonzero terms, which we call
J01,q=±1, can in turn be plugged into L‡ themselves. Such recursive steps produce a pattern: the
quantities J01,q (labeled by q ∈ Z) turn out to be
J01,q =

(nˆ−1)!!
(nˆ+2q)!!Π0a
2q+1 q ≥ 0
Π0a†2|q|−1 nˆ!!(nˆ+2|q|−1)!! q < 0
(7.8)
and the equation of motion they satisfy is
L‡
(
J01,q
)
=
1
2
(2q + 1)
[
α2
(
J01,q−1 − J01,q+1
)
− 2qJ01,q
]
. (7.9)
Recall that we are looking for a conserved quantity J01 such that L‡(J01) = 0. Since J01 → J01,q=0
for α → 0 and since the set {J01,q}q∈Z is closed under application of L‡, J01 for any α must be
constructed out of the J01,q’s:
J01 ∝ ∑
q∈Z
aq J01,q , (7.10)
with some coefficients aq. Determining these coefficients becomes easy when one notices that the
equations of motion for J01,q mimic the recurrence relation
α2
[
Iq−1
(
α2
)− Iq+1 (α2)]+ 2qIq (α2) = 0 (7.11)
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satisfied by the modified Bessel functions of the first kind Iq [201]. Taking care of the factor of
2q + 1 in eq. (7.9) and an extra q-dependent sign yields
aq =
(−)q
2q + 1
Iq
(
α2
)
. (7.12)
Now all that is left is to biorthogonalize the J01 with its corresponding As(H) basis element Ψ01,
i.e., make sure that 〈0α|J01†|1α〉 = 1. Explicitly calculating
〈〈J01,q|Ψ01〉〉 = 〈0α|J01,q†|1α〉 =
√
2α2
sinh 2α2
Iq
(
α2
)
(7.13)
and using eq. (5.8.6.2) from [234],
∑
q∈Z
(−)q
2q + 1
Iq
(
α2
)
Iq
(
α2
)
=
sinh 2α2
2α2
, (7.14)
we obtain the properly normalized conserved quantity
J01 =
√
2α2
sinh 2α2 ∑q∈Z
(−)q
2q + 1
Iq
(
α2
)
J01,q . (7.15)
One can check that L‡(J01) = 0 as follows. First, use linearity and the equation of motion (7.9)
for J01,q. Then, observe that each J01,q is supported on a different set of Fock state outer products
({|2n〉〈2n + 2q + 1|}∞n=0 for q ≥ 0 and {|2n + 2|q|〉〈2n + 1|}∞n=0 for q < 0). This means that the
coefficient in front of each J01,q must be zero for J01 to be conserved. Rearranging the three infinite
sums (coming from J01,q, J01,q+1, and J01,q−1) in order to obtain that coefficient yields exactly the
Bessel function recursion relation above.
7.3 state initialization
We now determine the asymptotic state
ρ∞ =
1
∑
k,l=0
cklΨkl =
1
∑
k,l=0
ckl |kα〉〈lα| (7.16)
starting from an initial coherent state ρin = |β〉〈β|. By the correspondence from Thm. 3, we know
that ckl = 〈〈Jkl |ρin〉〉.
7.3.1 Steady state for an initial fixed-parity state
Due to the decoupling of the blocks {|2n + k〉〈2m + l|}∞n,m=0 (7.5), any state which starts exclu-
sively in one of the blocks evolves within that block into the block’s fixed point |kα〉〈lα|. Therefore,
if we start in any state of fixed parity k ∈ {0, 1} [i.e., (−)nˆ = (−)k for that state], we necessarily
converge to the pure asymptotic state ρ∞ = |kα〉〈kα|. This holds true for mixed fixed-parity initial
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states as well, which is an example of the environment (which induces this Lindbladian) taking
entropy out of the system.
7.3.2 Steady state for an initial coherent state
Now let ρin = |β〉〈β| for some β ∈ C. The diagonal quantities ckk = 〈〈Jkk|ρin〉〉 have already been
determined in eq. (3.29). The tricky part is the off-diagonal quantity, which simplifies to
c01 = 〈β|J01†|β〉 = iαβ
?e−|β|2√
2 sinh 2α2
ˆ pi
φ=0
dφe−iφ I0
(∣∣∣α2 − β2e2iφ∣∣∣) . (7.17)
To derive this, we first apply eq. (7.15) to obtain the sum
c01 =
√
2αβ?e−|β|2√
sinh 2α2
∑
q∈Z
(−)q
2q + 1
Iq
(
α2
)
Iq
(
|β|2
)
e−i2qθ , (7.18)
where θ = arg β. This sum is convergent because the sum without the 2q + 1 term is an addition
theorem for Iq [eq. (5.8.7.2) from [234]]. To put the above into integral form, we use the identity
(derivable from the addition theorem)
Iq
(
α2
)
Iq
(
|β|2
)
=
1
2pi
ˆ 2pi
φ=0
dφeiq(φ+pi) I0
(∣∣∣α2 − |β|2 eiφ∣∣∣) . (7.19)
Plugging in the above identity into eq. (7.18), interchanging the sum and integral (possible be-
cause of convergence), evaluating the sum (which is a simple Fourier series), and performing a
change of variables yields the integral formula for c01.
Using eq. (5.8.1.15) from [234], one can calculate limits for large |β| along the real and imagi-
nary axes in phase space of β:
lim
β→∞
c01 =
1
2
erf(
√
2α)√
1− e−4α2
α→∞−→ 1
2
and lim
β→i∞
c01 = −i 12
erfi(
√
2α)√
e4α2 − 1
α→∞−→ 0 , (7.20)
where erf and erfi are the error function and imaginary error function, respectively. Recalling that
ckk → 12 in both limits (see Sec. 3.3.3), we see that ρ∞ becomes pure when β is real and large and
that ρ∞ becomes maximally mixed when β is pure imaginary and large. To study the remaining
sectors of β phase space, we numerically calculate the purity for a lattice of β’s in Fig. 7.2 for
α being 0.001, 12 , 1, and 5. The rightmost panel shows the behavior for large α, showing that
initial states β near the respective steady states |±α〉 converge to pure states. In fact, one can
show that those pure states are exactly |±α〉. In other words, the two-photon system is similar to
a classical double-well system in the combined large α, β regime. However, starting in the state
∝ |β〉+ |−β〉 for any β guarantees a pure asymptotic state by the symmetry arguments of the
previous Subsection. Therefore, while a “classical” initial state |iα〉 results in a maximally mixed
asymptotic state (in the large α limit), the |−iα〉 component in an initial cat state ∝ |iα〉+ |−iα〉
cancels that effect and results in a pure asymptotic state!
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Figure 7.2: Purity of the asymptotic state of the driven two-photon absorption Lindbladian. The four
panels correspond to α being 0.001, 12 , 1, and 5, respectively. For each panel, a point β in
phase space corresponds to the purity (Tr{ρ2∞}) of the asymptotic state ρ∞ (7.16) given an initial
coherent state |β〉. Besides ρ∞ being pure away from the vertical axis when α  1, one can
observe that ρ∞ is also pure for initial states near the center of phase space. Indeed, starting in
the vacuum state (β = 0), a fixed-parity state, the system is driven to the pure Schrödinger cat
state |0α〉 (7.3).
7.3.3 Steady state for an initial cat state
Now let us briefly consider an initial state proportional to |α〉+ eiθ |β〉 with β 6= −α, i.e., a cat
state in which one component is already in As(H). For simplicity, let us consider the large α limit,
meaning that all we say is true up to exponentially small corrections due to the overlap between
coherent states. For this case, it is useful to consider the four-corners decomposition, in which
As(H) = is the cat-state subspace with projection
P = |0α〉〈0α|+ |1α〉〈1α| α→∞∼ |α〉〈α|+ |−α〉 〈−α| . (7.21)
We have seen above that initial states |β〉 which are much closer to |α〉 than they are to |−α〉
(i.e., |β+ α|  |β− α|) converges to |α〉. The same can be said of |−α〉 , the other “well” in this
(approximately) double-well system. Let us assume that β is much closer to −α so that both
components in the initial cat state do not converge to the same well. However, we keep in mind
that, in this approximation, 〈β|α〉 ≈ 0, so |β〉 is still outside of both wells. This is a case in which
ρin contains components in all four corners of Op(H):
ρin =
(
(ρin) (ρin)
(ρin) (ρin)
)
=
(
|α〉〈α| eiθ |α〉〈β|
e−iθ |β〉〈α| |β〉〈β|
)
. (7.22)
Due to Thm. 4, we know that the asymptotic projection P∞ = P∞P , meaning that coherences
are not preserved in the infinite-time limit. In the language of conserved quantities, Jkl = 0. This
means that θ is not imprinted on ρ∞. Moreover, since the component in converges to a different
location in than the component already in , we necessarily have a mixed asymptotic state
(ρ∞ = 12 P).
7.4 ordinary perturbation theory
Let us know apply the first-order perturbation theory developed in Ch. 4 to study the behavior of
the cat-state As(H) under both Hamiltonian and Lindbladian perturbations. We learn how to in-
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duce induce unitary evolution within As(H) using Hamiltonians and that the driven two-photon
absorption Lindbladian suppresses the effect of some (but not all) noise. In process, we apply
Thm. 4, which greatly simplifies the calculations. All studied effects are verified numerically in
Ref. [194], and the Hamiltonian perturbation calculations here offer another way to get to the
same answers.
7.4.1 A Hamiltonian-based gate
Recall from eq. (4.10) that first-order response of a state in As(H) due to a slowly ramped-up
perturbation O is
T (1)t |ρ∞〉〉 = tP∞OP∞|ρ∞〉〉 − L−1O|ρ∞〉〉 , (7.23)
where we have omitted the “infinity” which occurs within As(H) (due to the slow ramp-up of
the perturbation) since it doesn’t affect our conclusions (see footnote 2 in Ch. 4). Recall also from
Sec. 4.3 and the References therein that if we rescale the perturbation as V → 1TV and evolve to
a time t = T, then the “Zeno term” P∞VP∞ is order O (1) and dominates the O(1/T) leakage term
as T → ∞. We use this effect to induce a Hamiltonian-based gate on As(H).
evolution within As(H) According to Sec. 4.1.1, P∞VP∞ is of Hamiltonian form and, for
DFS cases, reduces to
P∞VP∞ = −i[V , ·] ≡ −i[PVP, ·] , (7.24)
where P (7.21) is the projection onto the cat subspace. In other words, while V can in general
drive states in As(H) = out of As(H), V 6= 0, that part of V does not contribute to within first
order in the perturbation. Consider the perturbative Hamiltonian
V = iβ
(
a†e−iθ − aeiθ
)
(7.25)
with β ∈ R and an angle θ = [0, 2pi). After writing out both projections in V = PVP in terms
of cat states, we need to calculate the matrix elements of V in As(H), i.e., 〈kα|V|lα〉. A calculation
similar to the one from eq. (7.6) yields
〈kα|V|lα〉 = iδmod 2l,k+1 αβ
(√
pik
pik+1
e−iθ − eiθ
√
pik+1
pik
)
. (7.26)
To make sense of these matrix elements, we consider the small and large α limits. Plugging the
expansions from eq. (7.6) into V yields the two cases
V ∼
iαβe−iθ |0〉〈1|+ H.c. α→ 02αβ sin θ (|0α〉〈1α|+ H.c.) α→ ∞ . (7.27)
For small α, V is a rotation on As(H), which is now spanned by outer products of Fock states
|k〉 (k ∈ {0, 1}), and the axis of the rotation is determined by θ. For large α, V is also a rotation,
but its axis is fixed to be the x-axis of the cat-qubit Bloch sphere from Fig. 7.1 and only its
strength is dependent on θ. For maximum effect in this limit, θ needs to be pi/2, which translates
to driving perpendicular to the horizontal line connecting α and −α in the phase space of the
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Figure 7.3: Plot of the effective dissipative gap ∆edg, the nonzero eigenvalue of L with smallest real part,
and the dissipative gap ∆dg (1.32) versus α for the Lindbladian with jump operator F = a2− α2.
One can see that ∆edg ≥ ∆dg.
oscillator ([194], Fig. 3). Graphically, such a gate shifts the fringes in the Wigner function of a cat
state and produces the same effect as the holonomic gate from Fig. 7.5a. This gate was realized
experimentally in Ref. [286].
leakage out of As(H) Let us now return to the leakage term L−1V . Since we have a DFS
case, we can apply the example from Sec. 4.3.1. The leakage caused by a Hamiltonian pertur-
bation is then restricted to be in , L (ρ) = −{(Hedg) , ρ }, and the decoherence Hamiltonian
is
Hedg ≡ 12 F
`†F` =
1
2
[
nˆ(nˆ− 1)− α2(a2 + a†2) + α4
]
. (7.28)
The ground states of Hedg are exactly the cat states |kα〉, meaning that this Hamiltonian provides
another way to stabilize such states [puri2016, 94]. Moreover, ∆edg is the excitation gap of Hedg.
It turns out that, for large enough α, ∆edg is larger than the dissipative gap ∆dg of the full L,
thereby providing another layer of protection against leakage besides the T → ∞ Zeno limit. The
excitation gap of Hedg (∆edg) is plotted in Fig. 7.3 vs. α, along with ∆dg and the eigenvalue of L
with smallest real part. One can see that for α > 1.5, the dissipative gap of L is smaller and does
not coincide with the energy scale governing leakage.
7.4.2 Passive protection against dephasing noise
Let us now take a look at a perturbation of Lindblad form and consider the P∞OP∞ (7.23) for
O(ρ) = 1
2
κ
(
2nˆρnˆ− {nˆ2, ρ}) . (7.29)
The above Lindbladian occurs when there are fluctuations in the frequency parameter of the
oscillator and is called the dephasing error channel or, more colloquially, dephasing noise. The
term P∞OP∞ governs evolution within As(H), which no longer has to be unitary since O is not in
Hamiltonian form. Since we cannot reduce this term to an operator like we did in the previous
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Subsection, we have to consider the full superoperator and decompose the asymptotic projection
in terms of steady states and conserved quantities,
P∞ =
1
∑
k,l=0
|Ψkl〉〉〈〈Jkl | . (7.30)
That way, P∞OP∞ is determined by the 16 matrix elements of O within As(H), 〈〈Jkl |O|Ψpq〉〉 for
k, l, p, q ∈ {0, 1}. Luckily, dephasing noise preserves parity, so it also does not couple the blocks
{|2n + k〉〈2m + l|}∞n,m=0 (7.5). Therefore, we can immediately say that 〈〈Jkl |O|Ψpq〉〉 ∝ δkpδlq. Mov-
ing O to act on the J’s and using Ψ†kl = Ψlk (same for Jkl) and O‡ = O, we can instead consider
how O acts on the conserved quantities:
〈〈Jkl |O|Ψkl〉〉 = Tr{Jkl†O(Ψkl)} = Tr{O‡(Jlk)Ψkl} = 〈〈Ψlk|O|Jlk〉〉 . (7.31)
Since O(eipinˆ) = 0, the diagonal conserved quantities Jkk remain conserved. Moreover, since
J10 = J01† and O(J†) = [O(J)]† for any O in Lindblad form, we need only to determine the
effect of O on J01. Recall that J01 (7.15) is a superposition of J01,q’s for q ∈ Z, which in turn are
composed of superpositions of {|2n〉〈2n + 2q + 1|}∞n=0 for q ≥ 0 and {|2n + 2|q|〉〈2n + 1|}∞n=0 for
q < 0. Applying O to each J01,q and simplifying yields the simple equation
O|J01,q〉〉 = −1
2
κ (2q + 1)2 |J01,q〉〉 , (7.32)
signaling that J01,q are actually eigenstates of O. One of the 2q+ 1 terms cancels the 2q+ 1 in the
denominator of the sum used to write J01 in terms of J01,q’s. The matrix element is then
〈〈Ψ01|O|J01〉〉 =
√
2α2
sinh 2α2 ∑q∈Z
(−)q
2q + 1
Iq
(
α2
) 〈〈Ψ01|O|J01,q〉〉 (7.33a)
= −1
2
κ
√
2α2
sinh 2α2 ∑q∈Z
(−)q (2q + 1) Iq
(
α2
) 〈〈Ψ01|J01,q〉〉 (7.33b)
= −1
2
κ
2α2
sinh 2α2 ∑q∈Z
(−)q (2q + 1) Iq
(
α2
)
Iq
(
α2
)
(7.33c)
= − κα
2
sinh 2α2
, (7.33d)
where in the last two steps we used eq. (7.13) and eq. (5.8.7.2) from Ref. [234], respectively. In
the Zeno limit discussed above, the quantity c01 = 〈〈J01|ρ∞〉〉 representing the coherence of the
cat qubit decays exponentially at the rate 〈〈Ψ01|O|J01〉〉. For small α, the rate reduces to the usual
dephasing rate κ/2 induced on the Fock state outer product |0〉〈1| by O. However, for large α, the
rate itself is exponentially suppressed for large α since 〈〈Ψ01|O|J01〉〉 ∼ −2κα2e−2α2 .
We have numerically confirmed that eq. (7.33d) is indeed the first-order correction to As(H) due
to O. In Fig. 7.4, versus α and for various κ, we plot the dissipative gap of L+O restricted to the
block spanned by {|2n〉〈2m + 1|}∞n,m=0. For small values of κ, the numerical result approaches
our above analytical estimate. In fact, a similar trend holds for large values of κ, indicating that
higher-order terms (see Sec. 4.2) should scale in a similar fashion. Since the Lindbladian itself
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Figure 7.4: Plot versus α of the dissipative gap (scaled by −κ/2) of L + O (7.29) restricted to the “off-
diagonal” block spanned by Fock state basis elements {|2n〉〈2m + 1|}∞n,m=0 for various values
of κ. The plot includes the result from the perturbative calculation from eq. (7.33d) (dashed).
One can see that the effect of the perturbation quickly tends to zero with increasing cat size α.
is preventing dephasing noise from acting within As(H), we can say that the cat pump passively
protects (in the sense of Ref. [277]) from this error process.
It is illuminating to determine the degree to which the protection from dephasing noise is
coming from the driven two-photon Lindbladian L. To do so, we can split the perturbation into
two terms,
P∞OP∞ = P OP + P∞P OP , (7.34)
and calculate the first term (which would be the only term if L had been Hermitian). The second
term is purely a dissipative effect and is due to L not being Hermitian and therefore not having
the same left and right eigenmatrices (Jkl = Ψkl + Jkl 6= Ψkl ; see Thm. 4). The first term has matrix
elements 〈〈Ψkl |O|Ψkl〉〉, which are easily evaluated using techniques from eq. (7.6):
〈〈Ψkl |O|Ψkl〉〉 = −12κα
2
(
pik+1
pik
+
pil+1
pil
− 2α2
[
pik+1pil+1
pikpil
− 1
])
∼
− 12κ (k− l)2 α→ 0−κα2 α→ ∞ .
(7.35)
Therefore, for large α, the piece P OP ∼ −κα2P is not trace-preserving. This shows the impor-
tance of using proper Lindbladian perturbation theory instead of merely projecting perturbations
onto .
It is worth noting that the leakage term L−1O from eq. (7.23) dephases the cat-state basis
elements that comprise the cat qubit, reducing the purity of the full density matrix T (1)t |ρ∞〉〉
(7.23). In phase space, this effect translates to a slight smearing of the two Gaussian peaks that
represent each cat state. However, since this effect is due to leakage outside of As(H), the quantum
information that is stored within As(H) (and represented by ckl = 〈〈Jkl |ρ∞〉〉) is not affected.
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7.4.3 Decoherence under single-photon loss
While the cat pump is resilient to dephasing noise, it is unfortunately incapable of protecting the
quantum information in from the most common type of error in photonic systems — amplitude
damping,
O(ρ) = 1
2
κ
(
2aρa† − {nˆ, ρ}
)
. (7.36)
Let us show how the qubit in breaks down under this type of error process by calculating
P∞OP∞. We are interested in large α, so we work in the coherent state basis |±α〉 (meaning that
everything below is accurate up to exponential corrections due to the overlap between the two
states). Luckily, the recycling term a · a† keeps us in since a|pα〉 = pα|pα〉 with p = ±1. In
addition, the anti-commutator acts only from one side at a time and so does not take into
by (LP1). Therefore, P∞P OP∞ = 0 and we luckily only need to calculate P OP . Since |±α〉 are
approximately orthogonal, P OP is diagonal in the coherent state basis. Letting p, q ∈ {±1}, a
straightforward calculation in the large α limit yields
〈pα|O (|pα〉〈qα|) |qα〉 ∼ −κα2 (1− pq) . (7.37)
This perturbative result shows that the coherence |α〉 〈−α| decays as −2κα2t, in agreement with
the small κ limit of the exact decay rate −2α2(1− e−κt) {[155], below eq. (9.11)}.
7.5 holonomic quantum control
Here, we apply the ideas learned in Ch. 5 to study holonomies on the cat-state As(H). Recall that
a slow (i.e., adiabatic) variation of the parameters of a system in a closed loop returns the system
to its initial state, up to an operation (called a holonomy) which is due to curvature and/or non-
simple-connectedness of the parameter space. Such holonomies can be used to perform quantum
gates, either on the ground states of a Hamiltonian or the As(H) of a Lindbladian, in a process
called holonomic quantum computation [214, 313, 317]. We show how to perform such computation
on the qubit spanned by the cat states |kα〉, k ∈ {0, 1}.
In order to perform one of the gates, we need to introduce another parameter into the previous
Lindbladian, so from now we consider a slightly more general L with jump operator
F = (a− α0)(a− α1) , (7.38)
where αl , l ∈ {0, 1}, depend on time. This jump operator stabilizes a two-dimensional As(H)
for all values of α0 and α1. To see this, observe that this new jump operator can be obtained by
defining α± = 12 (α0 ± α1) and conjugating a2 − α2− with the displacement operator Dα (which
acts on the vacuum state as Dα|0〉 = |α〉):
Dα+
(
a2 − α2−
)
D†α+ = (a− α+)2 − α2− = (a− α0)(a− α1) = F . (7.39)
Since the two jumps are related by a unitary conjugation, all spectral properties of L with the
original jump, including the existence of a dissipative gap, hold for this case as well. Most
importantly, the two steady states are the displaced cat states Dα+ |kα−〉. While we can use this
exact form of the steady states in the following calculations, we instead use the coherent state
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Figure 7.5: (a) Wigner function sketch of the state before (top) and after (bottom) a loop gate acting on
|−α〉, depicting the path of |α1(t)〉 during the gate (blue) and a shift in the fringes between
|±α〉. (b) Phase space diagram for the loop gate; X = 12 〈a + a†〉 and P = − i2 〈a − a†〉. The
parameter α1(t) is varied along a closed path (blue) of area A, after which the state |−α〉 gains
a phase θ = 2A relative to |α〉. (c) Effective Bloch sphere of the |±α〉 qubit depicting the rotation
caused by the d = 2 loop gate. Black arrow depicts initial state while red arrow is the state after
application of the gate. The dotted blue arrow does not represent the path traveled since the
states leave the logical space |±α〉 during the gate. (d-f) Analogous descriptions of the collision
gate, which consists of reducing α to 0, driving back to α exp(iφ), and rotating back to α.
basis and work in the |α0 − α1|  1 limit for some of the time in order to simplify calculations.
In this limit, As(H) is spanned by the two coherent states |αl〉, l ∈ {0, 1}.
The positions of the cat-qubit’s two states |αl(t)〉 in phase space are now each controlled by
a tunable parameter. We let α0(0) = −α1(0) ≡ α, meaning that the states |±α〉 are the starting
point of parameter space evolution and the qubit defined by them (for large enough α) is shown
in Fig. 7.1. We now introduce two different gates for this cat-qubit, the loop gate and the colli-
sion gate, which together allow us to universally control said qubit. We work in the adiabatic
limit, meaning that the time T used to perform the parameter path is taken to infinity. Before
proceeding, we want to briefly mention that the leading-order O(1/T) non-adiabatic correction
in the adiabatic perturbation theory expansion from Sec. 5.3.3 that causes leakage out of As(H)
is still governed by the dissipative gap ∆edg of L−1 and not that of L−1. This is identical to the
effect of the leakage term L−1V = L−1V in the ordinary perturbation theory calculations studied
in Sec. 7.4, given a Hamiltonian perturbation V .
7.5.1 Loop gate
The loop gate involves an adiabatic variation of α1(t) through a closed path in phase space (see
Fig. 7.5b). The state |α1(t)〉 follows the path and, as long as the path is well separated from
|α0(t)〉 = |α〉, picks up a Berry phase of θ = 2A, with A being the area enclosed by the path [87].
It should be clear that initializing the qubit in |−α〉 produces only an irrelevant overall phase
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upon application of the gate. However, once the qubit is initialized in a superposition of the two
coherent states with coefficients c±, the gate imparts a relative phase:
c+|α〉+ c− |−α〉 −→ c+|α〉+ c−eiθ |−α〉 . (7.40)
Recalling that |α〉 lies on the x-axis of the cat-qubit Bloch sphere from Fig. 7.1, this gate can be
thought of as a rotation around that axis (depicted blue in Fig. 7.5c). Similarly, adiabatically
traversing a closed and isolated path with the other state parameter |α0(t)〉 induces a phase on
|α〉.
7.5.2 Collision gate
For this gate, we utilize the small α regime to perform rotations around the Bloch sphere z-axis
(Fig. 7.5f), which effectively induce a collision and population transfer between |α〉 and |−α〉. The
procedure hinges on the following observation: applying a bosonic rotation Rφ ≡ exp(iφnˆ) to
well-separated coherent or cat state superpositions does not induce state-dependent phases while
applying Rφ to Fock state superpositions does. Only one tunable parameter α0(t) = −α1(t) is
necessary here, so F =
√
κ[a2 − α0(t)2] with |α0(0)| = α. The collision gate consists of reducing
α to 0, driving back to α exp(iφ), and rotating back to α (Fig. 7.5e). Recall from Sec. 5.2 that, for
the DFS case, the holonomy corresponding to As(H) is generated by ∂λPP (for some parameter
λ). Using eq. (Hol4), we can represent this holonomy as a path-ordered product of projections
Pα = |0α〉〈0α|+ |1α〉〈1α| onto the DFS. Therefore, the part of the path which corresponds to the
nonunitary driving from 0 to α exp(iφ) can be approximated as Sφ ≈ Pαeiφ · · · P 2M αeiφP 1M αeiφ for
integer M  1. Similarly, the part which “deflates the cat” from α to 0 is approximately S†0.
Combining these with the rotation for the last segment of the path, the full “pizza-slice” path is
represented by R†φSφS
†
0. Since
R†φSφR
†
0 = R
†
φ(RφS0R
†
φ)S
†
0 = S0R
†
φS
†
0 , (7.41)
the collision gate is equivalent to reducing α, applying R†φ on the steady-state Fock basis |k〉 =
|kα=0〉, and driving back to α. The net result is thus a relative phase between the states |kα〉:
c0 |0α〉+ c1 |1α〉 −→ c0 |0α〉+ c1e−iφ |1α〉 . (7.42)
In the coherent state basis, this translates to a coherent population transfer between |±α〉.
Both gates can also be understood in terms of Berry connections of the cat states,
Aλkl ≡ i〈kα|∂λlα〉 , (7.43)
where λ is a parameter that is varied during the path. (Recall from Ch. 5 that Aλ is the coordinate
representation of the connection ∂λPP.) For example, the collision gate arises from changes in
the magnitude and phase of the coherent state parameter αeiϕ. Therefore, λ ∈ {|α|, arg α ≡ ϕ}
and a simple calculation reveals
A|α|kl = 0 and A
ϕ
kl = −δkl〈kα|nˆ|kα〉 . (7.44)
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Recalling the small and large α limits of the average occupation number from eq. (7.6), this
confirms that the effective operation induced by the collision gate is indeed caused by the rotation
induced on the Fock states at α = 0.
“For today’s electrical engineers worrying about
[Moore’s Law], quantum mechanics is a bug, but the
hope is that we can turn it into a feature.”
– Robert J. Schoelkopf
8
A P P L I C AT I O N : S I N G L E - A N D M U LT I - M O D E C AT C O D E S
We now proceed to state a series of extensions of the cat-state As(H) stabilized by the “two-cat
pump” of the previous chapter. The single-mode generalizations are called cat codes [9, 11, 94, 167,
194] — quantum memories for coherent-state quantum information processing [131, 144] which
store information in superpositions of well-separated coherent states evenly distributed around
the origin of phase space. Here, we review the single-mode generalizations and introduce an M-
mode generalization of cat-codes, making contact with the Lindbladians necessary to generate
these codes. We note that the states we consider have been studied in a quantum optical context
for M = 2 [89, 181] and M = 3 [17].
8.1 single-mode cat codes
In the previous chapter, we studied features of the Lindbladian generated by the jump operator
F = a2 − α2, which stabilized an As(H) consisting of cat states |kα〉, k ∈ {0, 1} (7.3). Through the
lens of quantum information, this As(H) is part of a quantum code — a subspace that is used to
store an arbitrary quantum state in order to prevent its quantum information from decohering or
changing without notice. While we saw that such an As(H) is passively protected from dephasing
noise, it is not protected from amplitude damping. We now double the size of this As(H) in order
to accommodate (and thus protect from) the effects of amplitude damping.
Notice that the amplitude damping process (7.36) is generated by the jump operator a, which
decreases the occupation number of a state by one, thereby flipping the occupation number parity.
If we had some way of storing information in a subspace of fixed (say, even) occupation number
parity which then could “jump” into an error subspace of odd parity after being acted upon
by a, then we could in principle track such a jump and prevent the quantum information from
decohering. This is similar to more traditional multi-qubit stabilizer codes [206], which provide a
large enough number of error subspaces for a code such that the quantum information can, after
undergoing an error, “jump” from the code subspace into an error subspace without overlapping
with itself and decohering. However, here we gain an additional advantage: we do not have to
correct the error and can simply track which subspace our quantum information is in. In order
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to allow for the tracking of loss events a, all we have to do is to make sure we have both an even-
and an odd-parity subspace in our As(H), each of which are large enough to store a qubit. This
can be achieved by “doubling” the jump operator to
F = a4 − α4 . (8.1)
For large enough α, the four coherent states |ikα〉, k ∈ {0, 1, 2, 3}, form the As(H) of the Lindbla-
dian generated by this jump operator. However, we once again would like to build an orthonor-
mal basis valid for all α whose states are eigenstates of the parity operator (−)nˆ. Redefining
projections Πk = ∑∞n=0 |4n + k〉〈4n + k|, the “four-cat” state basis consists of
|kα〉 ≡ Πk|α〉√〈α|Πk|α〉 with normalization pik ≡ 〈α|Πk|α〉 . (8.2)
Similar to the two-cat pump states, these become Fock states |k〉 for small α and equal super-
positions of coherent states {|ikα〉}3k=0 for large α. The states |0α〉, |2α〉 are even parity states —
(−)nˆ |0α〉 = |0α〉 and same for |2α〉 — while the states |1α〉, |3α〉 are odd parity. Instead of using
the entire four-dimensional space to store a quartrit, we can use the even parity subspace as the
(qubit) code subspace and the odd parity subspace as the error subspace. That way, it is possible
to track loss events as they happen. Such tracking has been experimentally realized in Ref. [211].
The new “four-cat pump” Lindbladian generated by F from eq. (8.1) enjoys many of the same
features as the two-cat pump. A Hamiltonian-based gate can be performed on the quantum
information in either the even or odd-parity subspace using the Hamiltonian V = a2 + H.c., just
like V = a+ H.c. performed a gate on the two-dimensional As(H) of the two-cat pump in Sec. 7.4.
The new jump operator is also of the type F = F , meaning that the effective dissipative gap ∆edg
is the excitation gap of 12 F
†F. While an analytic representation for the 16 conserved quantities of
this case has not yet been found, it has been numerically determined that dephasing noise is also
suppressed ([194], Fig. A1b). Holonomic quantum control can be performed on the entire As(H)
or only on its even/odd parity blocks [11].
We can continue along this line of reasoning and consider having d − 1 error subspaces in
order to track up to d− 1 loss events ([253], Supplementary Material; [52, 174]). Such a scheme
is realized by the jump operator
F = a2d − α2d . (8.3)
This operator annihilates the (unnormalized) states
Πk|α〉 = e− 12 α2
∞
∑
n=0
α2dn+k√
(2dn + k)!
|2dn + k〉 , (8.4)
where k ∈ {0, 1, · · · , 2d− 1} and the 2d projections from eq. (3.23) are
Πk =
∞
∑
n=0
|2dn + k〉〈2dn + k| = 1
2d
2d−1
∑
l=0
ei
pi
d (nˆ−k)l . (8.5)
These states are eigenstates of the discrete rotation operator ei
pi
d nˆ, just like the two-cat states
are eigenstates of the parity operator eipinˆ. The power of a is 2d (instead of d) because this
provides enough room for (a two-dimensional) code subspace and the d− 1 (two-dimensional)
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error subspaces that are required to track up to d− 1 loss events. If one wants to store a quDit’s
worth of information in the code subspace while still protecting from d− 1 loss events, then one
can consider the jump operator F = aDd − αDd.
The above schemes can be extended even further by considering jump operators which are
polynomials in a,
F =
d−1
∏
k=0
(a− αk) (8.6)
for some complex αk. Assuming that each αk is well-separated from the others in phase space,
the kernel of the jump operator is spanned by the d coherent states {|αk〉}d−1k=0 . Holonomic gates
on such As(H) have been considered in Ref. [11]. However, this general case (for d > 2) is more
complicated to work with because, unlike the d = 2 case (see Sec. 7.5), it is not unitarily related
to ad − αd for some α.
8.2 two-mode cat codes
Let us now consider a generalization of single-mode cat-codes to two modes [9] using the pair-
coherent/Barut-Girardello states [2, 4, 43]. Recall that, in the single mode case, our codes were
eigenstates of powers of the lowering operator a. In this case, our code states are eigenstates
of powers of ab, where b is the lowering operator for another oscillator. Naturally, [b, b†] = 1
and mˆ ≡ b†b. Recall also that cat states were built by projecting (using Πk) a coherent state |α〉
onto eigenspaces of the rotation operator ei
2pi
2d nˆ. We perform the same trick with ab. However,
while a has only one type of eigenstate (|α〉), ab has a countable infinity of types, each of which
is indexed by a continuous parameter! Therefore, a careful analysis of the eigenstates of ab is
required before we consider its higher powers.
An easy way to determine the eigenstates of a is to simply plug in a general state |ψ〉 =
∑∞n=0 cn|n〉 into the eigenvalue relation
a|ψ〉 = α|ψ〉 (8.7)
and solve for the coefficients cn = α
n√
n!
. If we do this procedure with a two mode state |ψ〉 =
∑∞n,m=0 cn,m|n, m〉, then we have two indices to consider. Instead, we can first use symmetries to
restrict what types of states |ψ〉 we can plug in and thereby avoid having to deal with two indices.
Notice that [ab, mˆ− nˆ] = 0, meaning that ab preserves the occupation number difference
∆ˆ ≡ mˆ− nˆ . (8.8)
Therefore, any eigenstates of ab are also eigenstates of ∆ˆ. The latter can be organized into sub-
spaces of the same eigenvalue ∆ ∈ Z, namely {|n, n + ∆〉}∞n=0 for ∆ ≥ 0 and {|n + ∆, n〉}∞n=0 for
∆ < 0. That way, ∆ˆ|ψ〉 = ∆|ψ〉 for any state |ψ〉 lying in a subspace of fixed ∆.
For convenience, we can introduce the exchange operator
X ≡ exp
[
i
pi
2
(a† − b†)(a− b)
]
, which acts as X|n, m〉 = |m, n〉 , (8.9)
and write the subspaces for all negative ∆ as {X|n, n + ∆〉}∞n=0. From now on, we assume that
∆ ≥ 0, remembering that an application of X yields the corresponding results for ∆ < 0.
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The projections onto each of the subspaces are
P∆ ≡
∞
∑
n=0
|n, n + ∆〉〈n, n + ∆| = 1
2pi
2piˆ
0
dθei(mˆ−nˆ−∆)θ (8.10)
(for ∆ ≥ 0 and XP|∆|X for ∆ < 0). Since ab is block diagonal in the decomposition of subspaces
of fixed ∆ˆ, we have to only consider general states in each subspace:
ab|ψ∆〉 ≡ ab
∞
∑
n=0
cn|n, n + ∆〉 = γ2|ψ∆〉 , (8.11)
with eigenvalue γ2. Solving this equation by acting with ab on each Fock state yields the solution
cn =
γ2n+D√
n!(n+∆)!
, and the resulting normalized state is the pair-coherent state
|γ∆〉 = 1√
I∆(2|γ|2)
∞
∑
n=0
γ2n+∆√
n! (n + ∆)!
|n, n + ∆〉 , (8.12)
where I∆ is the modified Bessel function of the first kind [201]. These well-known states satisfy
several of the properties of ordinary coherent states: they are eigenstates of a lowering operator
(ab) and they are overcomplete (on each subspace of fixed ∆). However, they are not generated
by a displacement-like operator: exp(γ?ab − H.c.)|0, 0〉 does not produce |γ∆〉 but instead pro-
duces what is known as a two-mode squeezed state [scully]. Nevertheless, such states can be
conveniently related to a two-mode coherent state |γ,γ〉 via the projections (8.10):
|γ∆〉 = P∆|γ,γ〉√〈γ,γ|P∆|γ,γ〉 . (8.13)
Having introduced all of the eigenstates of ab, we can now further apply projections Πk of the
type discussed in the previous Section in order to present two-mode cat codes. Notice that, for
the single-mode case in eq. (8.4), applying Πk to a coherent state |α〉 is equivalent to having the
index n of the sum over Fock states of |α〉 transform as n → 2dn + k. Here, we observe a similar
pattern, but this time for the index n in the sum of the pair coherent state (8.12). Let us introduce
projections onto eigenspaces of the joint rotation ei
2pi
4d (nˆ+mˆ) (where there is an extra factor of 2
compared to the single-mode case, ei
2pi
2d nˆ, corresponding to there being two modes),
Πk ≡ 14d
4d−1
∑
l=0
ei
pi
2d (nˆ+mˆ−k)l =
∞
∑
n,m=0
|n, m〉〈n, m|δmod 4dn+m,k , (8.14)
where δmod 4dn+m,k = 1 whenever n + m = k modulo 4d. Notice that [Πk, P∆] = 0 since they are both
functions of nˆ, mˆ only and that Πka = aΠ(k+1)mod 4d (and same for b). This implies that
Πk(ab)2d = a2dΠk+2db2d = (ab)2dΠk+4d = (ab)2dΠk , (8.15)
meaning that any eigenstates of (ab)2d are also those of Πk.
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Applying Π2k+∆ to |γ∆〉 produces the two-mode cat code state
|kγ,∆〉 = Π2k+∆P∆|γ,γ〉√
pik,∆
(8.16)
with normalization pik,∆ ≡ 〈γ,γ|Π2k+∆P∆|γ,γ〉 and k ∈ {0, 1, · · · , 2d− 1}. Fixing γ to be real, the
Fock state representation of these states is
|kγ,∆〉 = e
−γ2
√
pik,∆
∞
∑
n=0
γ2dn+k+
1
2∆√
(2dn + k)!(2dn + k + ∆)!
|2dn + k, 2dn + k + ∆〉 . (8.17)
To show this, first observe that P∆|γ,γ〉 consists of Fock states from the subspace {|n, n+ ∆〉}∞n=0.
Then, notice that Π2k+∆ projects those Fock states further onto the subspace for which the total
occupation number
2n + ∆ = 2k + ∆ mod 4d . (8.18)
This implies that n = k modulo 2d. Therefore, for a given k, the subspace of the states {|n, n +
∆〉}∞n=0 that is preserved under Π2k+∆ is {|2dn + k, 2dn + k + ∆〉}∞n=0.
One can check that |kγ,∆〉, k ∈ {0, 1, · · · , 2d − 1}, are eigenstates of (ab)2d, meaning that the
jump operator used to stabilize an As(H) consisting of them is
F = (ab)2d − γ2d . (8.19)
As with the single-mode cat codes, we have verified numerically that this Lindbladian suppresses
dephasing noise in both modes for d = 1. In addition, this As(H) can store a qubit (say, in the
∆ = k = 0 subspace) that can be protected from arbitrary single-mode loss events an and bm for
n, m ∈ {1, 2, · · · ,∞} as well as joint events (ab)p for p ≤ d− 1. This protection can be understood
by studying how these loss events interact with the projections P∆ and Π2k+∆.
1. Single-mode loss events an and bm shift the value of ∆:(
a
b
)
P∆ =
(
P∆+1a
P∆−1b
)
. (8.20)
Since the value of ∆ is shifted in different directions depending on which mode incurred
the losses, it is possible to track those events by continuously monitoring the occupation
number difference ∆ˆ = mˆ− nˆ. Since the eigenvalues of ∆ˆ are integers, an arbitrary amount
of single-mode loss events can be detected. Note that single-mode events also do not
commute with Π2k+∆, meaning that the error subspace to which the qubit jumps to after
such events have different values of both nˆ + mˆ (modulo 4d) and ∆ˆ.
2. For each ∆, there are 2d states of fixed photon number difference. A joint loss event ab
commutes with P∆ but not with Πk, shifting k→ k− 1:
Π2k+∆ab = abΠ2(k−1)+∆ . (8.21)
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Since the eigenspace of ∆ˆ doesn’t change upon these errors, the syndrome set is differ-
ent from that associated with the single-mode events above. Since there are d − 1 error
subspaces for each ∆, it is possible to track up to d− 1 such joint loss events.
Some of the Hamiltonian-based and holonomic gates discussed in the previous chapter can also
be extended to these cases. For example, for d = 1, the Hamiltonian V = ab + H.c. performs a
gate between the two states |kγ,∆〉, k ∈ {0, 1}, for each ∆. A holonomic gate which consists of the
path γ→ 0→ γeiφ → γ, a generalization of the single-mode collision gate from Sec. 7.5, induces
a similar effect (again for each ∆).
8.3 M-mode cat codes
The two-mode generalization above can be naturally extended to M modes, whose corresponding
operators are labeled {am, a†m, nˆm} with m ∈ {1, 2, · · · , M}. Such codes for M ≥ 3 gain the
additional advantage of being able to correct for higher-weight products of losses or for photon
losses and gains at the same time (see Ref. [9]). One way to characterize their code states is to
use to a vector of M− 1 occupation number differences between neighboring modes,
~ˆ∆ = 〈nˆ2 − nˆ1, nˆ3 − nˆ2, · · · , nˆM − nˆM−1〉 . (8.22)
Projections onto subspaces of fixed differences ~∆ = 〈∆1,∆2, · · · ,∆M−1〉 are
P~∆ =
∞
∑
n=0
M⊗
m=1
∣∣∣∣∣n + m−1∑p=1 ∆p
〉〈
n +
m−1
∑
p=1
∆p
∣∣∣∣∣ (8.23)
for ∆p ≥ 0 and projections on the total occupation number Nˆ ≡ ∑Mm=1 nˆm generalize straightfor-
wardly from eq. (8.14):
Πk =
1
2dM
2dM−1
∑
l=0
ei
pi
dM (Nˆ−k)l . (8.24)
As an example, we write down only the ~∆ = ~0 and d = 1 states, which are permutation
symmetric. For k ∈ {0, 1},
|kγ,~0〉 ≡
ΠkP~0 · |γ〉⊗M√
pik,~0
∝
∞
∑
n=0
γM(2n+k)
M⊗
m=1
|2n + k〉√
(2n + k)!
, (8.25)
with normalization pik,~0 ≡ 〈γ|⊗M ·ΠkP~0 · |γ〉⊗M. The jump operator which annihilates these states
is
F =
(
M
∏
m=1
am
)2
− γ2M . (8.26)
Once again, the analysis of the previous chapter is extendable to these codes.
“Rather than working on No-Go theorems, I prefer
to do Lego experiments.”
– Michel H. Devoret
9
O U T L O O K
This work is concerned with Lindbladians which admit more than one steady state. The mo-
tivation for studying such Lindbladians is two-fold. First, using a set of techniques typically
characterized as quantum reservoir engineering, such Lindbladians can be used to stabilize exotic
phases of matter (corresponding to possibly degenerate ground states), quantum entanglement
(for quantum communication or metrology), or desirable subspaces (for quantum information
processing). Second, such Lindbladians can be used for autonomous/passive quantum error cor-
rection [277], suppressing the effect of errors on a steady-state subspace containing quantum
information and/or driving any leaked quantum information back into said subspace after an
error. We have reviewed and made contact with previous work, detailed relevant manuscripts
to which the author of this thesis contributed, and presented previously unpublished results. A
summary can be found in Sec. 1.5.
One item that is anticipated to gain further application is the all-order Dyson series for slowly
ramping-up perturbations in Ch. 4. Due to no restrictions on the unperturbed Lindbladian, the
number and type of its steady states, and the type of perturbation, that analysis is just about
as general as one could hope for while still adhering to the laws of quantum mechanics. While
we focus on response to Hamiltonian perturbations within first-order and evolution within the
adiabatic limit, it would be of interest to further study other Lindbladian perturbations [76] and
their corresponding higher-order effects. While several elements of this study consider asymp-
totic subspaces consisting of only one block of steady states, it is not unreasonable to imagine
that the aforementioned second-order and/or non-adiabatic effects could produce transfer of
information between two or more blocks. Recently developed diagrammatic series aimed for
determining perturbed steady states [173] (see also [172]) may benefit from the four-corners de-
composition (whenever the unperturbed steady state is not full-rank). The all-order Dyson series
should provide insight into reservoir engineering theory and experiments in which the “good”
dissipation is stronger than any “bad” noise. Finally, while we have applied the general result
of Thm. 4 to ordinary (time-dependent) and adiabatic perturbation theory, future work could
include an application to singular perturbation theory and adiabatic elimination techniques [31, 32,
193] or quasi-degenerate perturbation theory ([303], Appx. B).
A glaring item that is missing from this work, with the notable exception of the frustration-free
Lindbladians of Sec. 3.4, is an application to many-body open systems with non-equilibrium steady
120
outlook 121
states (NESS). This is not necessarily exclusive to this work, as many concepts are only recently
being extended to NESS. Examples include topological order [72, 134, 243], Thouless pumping
[179], and spontaneous symmetry breaking [302] to name a few. It would also be of interest to
determine how the effective dissipative gap scales with system size vs. the true dissipative gap
in many-body systems [73, 135, 302, 322]. Other many-body concepts have yet to be extended
to Lindbladians with multiple NESS. Matrix product methods determining the steady state of a
Lindbladian [97] and current applications of the Keldysh formalism to Lindbladians [265] do not
tackle degenerate cases. Stability of NESS studied for the unique state case [96] should also be
extendable.
Given a quantum channel E , there exists a recipe (see Sec. 2.1.4 and Ref. [10]) for a Lindbladian
L whose time evolution in the infinite-time limit contains one action of E . Such an embedding
may prove useful in autonomous error correction and experimental quantum channel simulation.
It would be of interest to study the applicability of this recipe in the broader context of previous
efforts on channel simulation, both theoretical [20, 138, 182, 263, 295] and experimental [184, 190].
The metric stemming from the QGT will be examined in future work, particularly to see
whether it reveals information about bounds on convergence rates [74, 145, 223, 249]. It re-
mains to be seen whether the scaling behavior of the metric is correlated with phase stability [44,
108, 139, 250] and phase transitions [75, 158, 318] for NESS. We do not derive a QGT or metric
for the case of multiple NS blocks, so taking into account any potential interaction of the blocks
during adiabatic evolution remains an open problem.
It has recently been postulated [187] that Lindbladian meta-stable states also possess the same
structure as the steady states. This may mean that our results regarding conserved quantities
(which are dual to the steady states) also apply to the pseudo-conserved quantities (dual to the
meta-stable states).
Lastly, the properties of Lindbladian eigenmatrices should be extendable to memory-kernel
dynamics [143] and can be extended to eigenmatrices of more general quantum channels [46, 60,
61, 79]. Statements similar to Thm. 4 exist for fixed points of quantum channels [61, 93] and
their extension to rotating points will be a subject of future work. These results may also be
useful in determining properties of asymptotic algebras of observables [14, 103] and properties
of quantum jump trajectories when the Lindbladian is “unraveled” [51, 304].
B I B L I O G R A P H Y
[1] W. K. Abou Salem, On the Quasi-Static Evolution of Nonequilibrium Steady States, Ann. Henri Poincare 8, 569
(2007) (cit. on p. 79).
[2] G. S. Agarwal, Generation of Pair Coherent States and Squeezing via the Competition of Four-Wave Mixing and
Amplified Spontaneous Emission, Phys. Rev. Lett. 57, 827 (1986) (cit. on p. 116).
[3] G. S. Agarwal, Squeezing in two photon absorption from a strong coherent beam, Opt. Commun. 62, 190 (1987)
(cit. on p. 54).
[4] G. S. Agarwal, Nonclassical statistics of fields in pair coherent states, J. Opt. Soc. Am. B 5, 1940 (1988) (cit. on
p. 116).
[5] Y. Aharonov and J. Anandan, Phase change during a cyclic quantum evolution, Phys. Rev. Lett. 58, 1593 (1987)
(cit. on p. 80).
[6] C. Ahn, A. C. Doherty, and A. J. Landahl, Continuous quantum error correction via quantum feedback control, Phys.
Rev. A 65, 042301 (2002) (cit. on p. 16).
[7] V. V. Albert, Z. K. Minev, and L. Jiang, Perturbation theory of Lindbladians with multiple steady states, in prepara-
tion (cit. on pp. 23, 69).
[8] V. V. Albert and L. Jiang, Symmetries and conserved quantities in Lindblad master equations, Phys. Rev. A 89,
022118 (2014) (cit. on pp. 18, 21, 22, 35, 46, 50, 51).
[9] V. V. Albert, S. O. Mundhada, A. Grimm, S. Touzard, M. H. Devoret, and L. Jiang, Multimode cat codes,
arXiv:1801.05897 (cit. on pp. 24, 114, 116, 119).
[10] V. V. Albert, B. Bradlyn, M. Fraas, and L. Jiang, Geometry and Response of Lindbladians, Phys. Rev. X 6, 041031
(2016) (cit. on pp. 22, 23, 31, 37, 50, 51, 61, 75, 79, 92, 121).
[11] V. V. Albert, C. Shu, S. Krastanov, C. Shen, R.-B. Liu, Z.-B. Yang, R. J. Schoelkopf, M. Mirrahimi, M. H. Devoret,
and L. Jiang, Holonomic Quantum Control with Continuous Variable Systems, Phys. Rev. Lett. 116, 140502 (2016)
(cit. on pp. 23, 24, 100, 114–116).
[12] K. Alicki and R. Lendi, Quantum Dynamical Semigroups and Applications (Springer-Verlag, Berlin/Heidelberg,
2007) (cit. on pp. 15, 16, 28).
[13] R. Alicki, On the detailed balance condition for non-hamiltonian systems, Rep. Math. Phys. 10, 249 (1976) (cit. on
pp. 15, 18, 97).
[14] S. Alipour, D. Chruscinski, P. Facchi, G. Marmo, S. Pascazio, and A. T. Rezakhani, Dynamical algebra of observ-
ables in dissipative quantum systems, J. Phys. A: Math. Theor. 50, 065301 (2017) (cit. on p. 121).
[15] C. Altafini, Controllability properties for finite dimensional quantum Markovian master equations, J. Math. Phys. 44,
2357 (2003) (cit. on p. 16).
[16] C. Altafini, Coherent control of open quantum dynamical systems, Phys. Rev. A 70, 062321 (2004) (cit. on p. 16).
[17] N. B. An, Even and odd trio coherent states: number distribution, squeezing and realization scheme, Phys. Lett. A 312,
268 (2003) (cit. on p. 114).
[18] J. Anandan and Y. Aharonov, Geometric quantum phase and angles, Phys. Rev. D 38, 1863 (1988) (cit. on pp. 22,
76, 83).
[19] J. Anandan and Y. Aharonov, Geometry of quantum evolution, Phys. Rev. Lett. 65, 1697 (1990) (cit. on p. 92).
[20] E. Andersson and D. K. L. Oi, Binary search trees for generalized measurements, Phys. Rev. A 77, 052104 (2008)
(cit. on p. 121).
[21] I. Y. Aref’eva, Non-Abelian stokes formula, Theor. Math. Phys. 43, 353 (1980) (cit. on p. 90).
[22] C. Arenz, D. Burgarth, P. Facchi, V. Giovannetti, H. Nakazato, S. Pascazio, and K. Yuasa, Universal Control
Induced by Noise, Phys. Rev. A 93, 062308 (2016) (cit. on pp. 22, 76, 83).
[23] J. E. Avron, L. Sadun, J. Segert, and B. Simon, Chern numbers, quaternions, and Berry’s phases in Fermi systems,
Commun. Math. Phys. 124, 595 (1989) (cit. on p. 83).
122
Bibliography 123
[24] J. E. Avron, M. Fraas, G. M. Graf, and P. Grech, Optimal time schedule for adiabatic evolution, Phys. Rev. A 82,
040304 (2010) (cit. on p. 86).
[25] J. E. Avron, M. Fraas, and G. M. Graf, Adiabatic Response for Lindblad Dynamics, J. Stat. Phys. 148, 800 (2012)
(cit. on pp. 16, 23, 46, 65, 67, 75, 79, 92, 95).
[26] J. E. Avron, M. Fraas, G. M. Graf, and P. Grech, Adiabatic Theorems for Generators of Contracting Evolutions,
Commun. Math. Phys. 314, 163 (2012) (cit. on pp. 16, 23, 79, 80, 83, 85, 86).
[27] J. E. Avron, “Adiabatic Quantum Transport,” in Proceedings of les houches summer school lxi: mesoscopic quantum
physics, edited by E. Akkermans, G. Montambaux, J. Pichard, and J. Zinn-Justin (Elsevier, Amsterdam, 1995)
(cit. on pp. 80, 82, 92).
[28] J. E. Avron and R. Seiler, Quantization of the Hall Conductance for General, Multiparticle Schrödinger Hamiltonians,
Phys. Rev. Lett. 54, 259 (1985) (cit. on p. 92).
[29] J. E. Avron, M. Fraas, G. M. Graf, and O. Kenneth, Quantum response of dephasing open systems, New J. Phys.
13, 053042 (2011) (cit. on pp. 16, 51, 83, 92).
[30] R. Azouit, A. Sarlette, and P. Rouchon, “Convergence and adiabatic elimination for a driven dissipative quan-
tum harmonic oscillator,” in 2015 54th ieee conference on decision and control (cdc) (2015), pp. 6447–6453
(cit. on p. 100).
[31] R. Azouit, A. Sarlette, and P. Rouchon, “Adiabatic elimination for open quantum systems with effective
Lindblad master equations,” in 2016 ieee 55th conference on decision and control (cdc) (2016), pp. 4559–4565
(cit. on pp. 76, 120).
[32] R. Azouit, F. Chittaro, A. Sarlette, and P. Rouchon, Towards generic adiabatic elimination for bipartite open quantum
systems, Quantum Sci. Technol. 2, 044011 (2017) (cit. on p. 120).
[33] M. Ban, Linear response theory for open quantum systems within the framework of the ABL formalism, Quant. Stud.
Math. Found. 2, 51 (2015) (cit. on p. 61).
[34] M. Ban, S. Kitajima, T. Arimitsu, and F. Shibata, Linear response theory for open systems: Quantum master equation
approach, Phys. Rev. A 95, 022126 (2017) (cit. on p. 61).
[35] L. Banchi, P. Giorda, and P. Zanardi, Quantum information-geometry of dissipative quantum phase transitions, Phys.
Rev. E 89, 022102 (2014) (cit. on p. 92).
[36] T. Banks, L. Susskind, and M. E. Peskin, Difficulties for the evolution of pure states into mixed states, Nucl. Phys.
B 244, 125 (1984) (cit. on p. 15).
[37] A. Barchielli and M. Gregoratti, Quantum Trajectories and Measurements in Continuous Time: the Diffusive Case
(Springer, Berlin/Heidelberg, 2009) (cit. on p. 16).
[38] C.-E. Bardyn, M. A. Baranov, C. V. Kraus, E Rico, A Imamoglu, P Zoller, and S Diehl, Topology by dissipation,
New J. Phys. 15, 085001 (2013) (cit. on pp. 18, 48, 49, 60).
[39] J. P. Barnes and W. S. Warren, Automatic Quantum Error Correction, Phys. Rev. Lett. 85, 856 (2000) (cit. on p. 16).
[40] J. T. Barreiro, P. Schindler, O. Gühne, T. Monz, M. Chwalla, C. F. Roos, M. Hennrich, and R. Blatt, Experimental
multiparticle entanglement dynamics induced by decoherence, Nat. Phys. 6, 943 (2010) (cit. on p. 16).
[41] J. T. Barreiro, M. Müller, P. Schindler, D. Nigg, T. Monz, M. Chwalla, M. Hennrich, C. F. Roos, P. Zoller, and
R. Blatt, An open-system quantum simulator with trapped ions, Nature 470, 486 (2011) (cit. on pp. 16, 51).
[42] N. Bartolo, F. Minganti, W. Casteels, and C. Ciuti, Exact steady state of a Kerr resonator with one- and two-photon
driving and dissipation: Controllable Wigner-function multimodality and dissipative phase transitions, Phys. Rev. A
94, 033841 (2016) (cit. on p. 100).
[43] A. O. Barut and L. Girardello, New “coherent” states associated with non-compact groups, Commun. Math. Phys.
21, 41 (1971) (cit. on p. 116).
[44] D. Bauer, T. S. Jackson, and R. Roy, Quantum geometry and stability of the fractional quantum Hall effect in the
Hofstadter model, Phys. Rev. B 93, 235133 (2016) (cit. on pp. 92, 121).
[45] B. Baumgartner and H. Narnhofer, Analysis of quantum semigroups with GKS–Lindblad generators II. General, J.
Phys. A: Math. Theor. 41, 32 (2008) (cit. on pp. 16, 17, 27, 29, 31, 36, 39, 44–48).
[46] B. Baumgartner and H. Narnhofer, The Structures of State Space Concerning Quantum Dynamical Semigroups, Rev.
Math. Phys. 24, 1250001 (2012) (cit. on pp. 45, 121).
Bibliography 124
[47] A. Beige, D. Braun, B. Tregenna, and P. L. Knight, Quantum Computing Using Dissipation to Remain in a
Decoherence-Free Subspace, Phys. Rev. Lett. 85, 1762 (2000) (cit. on pp. 22, 76, 83).
[48] A. A. Belavin, B. Ya. Zel’dovich, A. M. Perelomov, and V. S. Popov, Relaxation of Quantum Systems with
Equidistant Spectra, Sov. Phys. JETP-USSR 29, 145 (1969) (cit. on p. 14).
[49] A. Ben-Israel and T. N. Greville, Generalized Inverses: Theory and Applications, 2nd (Springer-Verlag, New York,
2000) (cit. on p. 64).
[50] I. Bengtsson and K. Zyczkowski, Geometry of Quantum States: an Introduction to Quantum Entanglement (Cam-
bridge University Press, Cambridge, 2006) (cit. on p. 94).
[51] T. Benoist, C. Pellegrini, and F. Ticozzi, Exponential Stability of Subspaces for Quantum Stochastic Master Equations,
Ann. Henri Poincare 18, 2045 (2017) (cit. on p. 121).
[52] M. Bergmann and P. van Loock, Quantum error correction against photon loss using multicomponent cat states,
Phys. Rev. A 94, 042332 (2016) (cit. on pp. 24, 115).
[53] J. Z. Bernád, M. Jääskeläinen, and U. Zülicke, Effects of a quantum measurement on the electric conductivity:
Application to graphene, Phys. Rev. B 81, 073403 (2010) (cit. on p. 61).
[54] J. Z. Bernád, A. Bodor, T. Geszti, and L. Diósi, Application of continuous measurement theory to the current through
quantum dots, Phys. Rev. B 77, 073311 (2008) (cit. on p. 61).
[55] M. V. Berry, Quantal Phase Factors Accompanying Adiabatic Changes, Proc. R. Soc. A 392, 45 (1984) (cit. on p. 80).
[56] M. V. Berry, “The Quantum Phase, Five Years After,” in Geometric phases in physics, edited by F. Wilczek and
A. Shapere (World Scientific, Singapore, 1989) Chap. 1 (cit. on pp. 17, 23, 92).
[57] M. V. Berry, Transitionless quantum driving, J. Phys. A: Math. Theor. 42, 365303 (2009) (cit. on p. 99).
[58] R. A. Bertlmann, W. Grimus, and B. C. Hiesmayr, Open-quantum-system formulation of particle decay, Phys. Rev.
A 73, 054101 (2006) (cit. on pp. 15, 17).
[59] C. Bloch, Sur la theorie des perturbations des etats lies, Nucl. Phys. 6, 329 (1958) (cit. on p. 69).
[60] R. Blume-Kohout, H. K. Ng, D. Poulin, and L. Viola, Characterizing the structure of preserved information in
quantum processes. Phys. Rev. Lett. 100, 030501 (2008) (cit. on pp. 16, 45, 121).
[61] R. Blume-Kohout, H. K. Ng, D. Poulin, and L. Viola, Information-preserving structures: A general framework for
quantum zero-error information, Phys. Rev. A 82, 062306 (2010) (cit. on pp. 16, 19, 37–39, 44, 45, 50, 121).
[62] K. Borkje, A. Nunnenkamp, J. D. Teufel, and S. M. Girvin, Signatures of Nonlinear Cavity Optomechanics in the
Weak Coupling Regime, Phys. Rev. Lett. 111, 053603 (2013) (cit. on p. 54).
[63] N. Boulant, L. Viola, E. M. Fortunato, and D. G. Cory, Experimental implementation of a concatenated quantum
error-correcting code. Phys. Rev. Lett. 94, 130501 (2005) (cit. on p. 16).
[64] M. Bourennane, M. Eibl, S. Gaertner, C. Kurtsiefer, A. Cabello, and H. Weinfurter, Decoherence-Free Quantum
Information Processing with Four-Photon Entangled States, Phys. Rev. Lett. 92, 107901 (2004) (cit. on p. 16).
[65] D. Boyanovsky and D. Jasnow, Heisenberg-Langevin versus quantum master equation, Phys. Rev. A 96, 062108
(2017) (cit. on p. 15).
[66] B. Bradlyn, M. Goldstein, and N. Read, Kubo formulas for viscosity: Hall viscosity, Ward identities, and the relation
with conductivity, Phys. Rev. B 86, 245309 (2012) (cit. on pp. 64, 75).
[67] F. Breuer and H.-P. Petruccione, Theory of Open Quantum Systems (Oxford University Press, New York, 2002)
(cit. on p. 12).
[68] D. C. Brody, Biorthogonal quantum mechanics, J. Phys. A: Math. Theor. 47, 035305 (2014) (cit. on pp. 95, 98).
[69] D. C. Brody and E.-M. Graefe, Information Geometry of Complex Hamiltonians and Exceptional Points, Entropy 15,
3361 (2013) (cit. on pp. 95, 98).
[70] C. Brouder, A. Mestre, and F. Patras, Tree expansion in time-dependent perturbation theory, J. Math. Phys. 51,
072104 (2010) (cit. on p. 69).
[71] B. Bucˇa and T. Prosen, A note on symmetry reductions of the Lindblad equation: transport in constrained open spin
chains, New J. Phys. 14, 073007 (2012) (cit. on pp. 18, 48, 49, 51, 76).
[72] J. C. Budich and S. Diehl, Topology of density matrices, Phys. Rev. B 91, 165140 (2015) (cit. on p. 121).
[73] Z. Cai and T. Barthel, Algebraic versus Exponential Decoherence in Dissipative Many-Particle Systems, Phys. Rev.
Lett. 111, 150403 (2013) (cit. on pp. 76, 121).
Bibliography 125
[74] A. del Campo, I. L. Egusquiza, M. B. Plenio, and S. F. Huelga, Quantum Speed Limits in Open System Dynamics,
Phys. Rev. Lett. 110, 050403 (2013) (cit. on p. 121).
[75] L. Campos Venuti and P. Zanardi, Quantum Critical Scaling of the Geometric Tensors, Phys. Rev. Lett. 99, 095701
(2007) (cit. on pp. 92, 121).
[76] L. Campos Venuti and P. Zanardi, Dynamical response theory for driven-dissipative quantum systems, Phys. Rev. A
93, 032101 (2016) (cit. on pp. 61, 120).
[77] L. Campos Venuti, T. Albash, D. A. Lidar, and P. Zanardi, Adiabaticity in open quantum systems, Phys. Rev. A
93, 032118 (2016) (cit. on p. 79).
[78] L. Campos Venuti, Z. Ma, H. Saleur, and S. Haas, Topological protection of coherence in a dissipative environment,
Phys. Rev. A 96, 053858 (2017) (cit. on p. 34).
[79] R. Carbone and Y. Pautrat, Irreducible Decompositions and Stationary States of Quantum Channels, Rep. Math.
Phys. 77, 293 (2016) (cit. on pp. 45, 121).
[80] H. J. Carmichael, Statistical Methods in Quantum Optics 1: Master Equations and Fokker-Planck Equations (Springer-
Verlag, Berlin/Heidelberg, 1999) (cit. on pp. 15, 16).
[81] H. J. Carmichael, Statistical Methods in Quantum Optics 2: Non-classical fields (Springer-Verlag, Berlin/Heidel-
berg, 2008) (cit. on p. 100).
[82] A. Carollo, I. Fuentes-Guridi, M. F. Santos, and V. Vedral, Geometric Phase in Open Systems, Phys. Rev. Lett. 90,
160402 (2003) (cit. on p. 80).
[83] A. Carollo, M. F. Santos, and V. Vedral, Coherent Quantum Evolution via Reservoir Driven Holonomies, Phys. Rev.
Lett. 96, 020403 (2006) (cit. on pp. 23, 80).
[84] I. Carusotto, D. Gerace, H. E. Tureci, S. De Liberato, C. Ciuti, and A. Imamoglu, Fermionized Photons in an
Array of Driven Dissipative Nonlinear Cavities, Phys. Rev. Lett. 103, 033601 (2009) (cit. on p. 16).
[85] A. R. R. Carvalho, P. Milman, R. L. de Matos Filho, and L. Davidovich, Decoherence, Pointer Engineering, and
Quantum State Protection, Phys. Rev. Lett. 86, 4988 (2001) (cit. on p. 100).
[86] C. M. Caves, Quantum Error Correction and Reversible Operations, J. Supercond. 12, 707 (1999) (cit. on p. 24).
[87] S. Chaturvedi, M. S. Sriram, and V. Srinivasan, Berry’s phase for coherent states, J. Phys. A: Math. Gen. 20, L1071
(1987) (cit. on pp. 23, 111).
[88] R. Chetrite and K. Mallick, Quantum Fluctuation Relations for the Lindblad Master Equation, J. Stat. Phys. 148,
480 (2012) (cit. on p. 61).
[89] J. R. Choi and K. H. Yeon, SU(1,1) Coherent States for the Generalized Two-Mode Time-Dependent Quadratic Hamil-
tonian System, Int. J. Theor. Phys. 47, 1891 (2008) (cit. on p. 114).
[90] D. Chruscinski and A. Jamiolkowski, Geometric Phases in Classical and Quantum Physics (Birkhauser, Boston,
2004) (cit. on pp. 80, 81, 83).
[91] D. Chruscinski and A. Kossakowski, Non-Markovian Quantum Dynamics: Local versus Nonlocal, Phys. Rev. Lett.
104, 070406 (2010) (cit. on p. 15).
[92] D. Chruscinski and S. Pascazio, A Brief History of the GKLS Equation, Open Syst. Inf. Dyn. 24, 1740001 (2017)
(cit. on p. 14).
[93] G. I. Cirillo and F. Ticozzi, Decompositions of Hilbert spaces, stability analysis and convergence probabilities for
discrete-time quantum dynamical semigroups, J. Phys. A: Math. Theor. 48, 085302 (2015) (cit. on pp. 37, 121).
[94] P. T. Cochrane, G. J. Milburn, and W. J. Munro, Macroscopically distinct quantum-superposition states as a bosonic
code for amplitude damping, Phys. Rev. A 59, 2631 (1999) (cit. on pp. 24, 107, 114).
[95] J. Cohen, W. C. Smith, M. H. Devoret, and M. Mirrahimi, Degeneracy-Preserving Quantum Nondemolition Mea-
surement of Parity-Type Observables for Cat Qubits, Phys. Rev. Lett. 119, 060503 (2017) (cit. on p. 100).
[96] T. S. Cubitt, A. Lucia, S. Michalakis, and D. Perez-Garcia, Stability of Local Quantum Dissipative Systems, Com-
mun. Math. Phys. 337, 1275 (2015) (cit. on p. 121).
[97] J. Cui, J. I. Cirac, and M. C. Banuls, Variational Matrix Product Operators for the Steady State of Dissipative
Quantum Systems, Phys. Rev. Lett. 114, 220601 (2015) (cit. on p. 121).
[98] E. B. Davies and H. Spohn, Open quantum systems with time-dependent Hamiltonians and their linear response, J.
Stat. Phys. 19, 511 (1978) (cit. on p. 79).
Bibliography 126
[99] W. De Roeck and C. Maes, Steady state fluctuations of the dissipated heat for a quantum stochastic model, Rev. Math.
Phys. 18, 619 (2006) (cit. on p. 18).
[100] M. Demirplak and S. A. Rice, Adiabatic Population Transfer with Control Fields, J. Phys. Chem. A 107, 9937 (2003)
(cit. on p. 99).
[101] J. Dengis, R. Konig, and F. Pastawski, An optimal dissipative encoder for the toric code, New J. Phys. 16, 013023
(2014) (cit. on pp. 59, 60).
[102] J. Deschamps, F. Fagnola, E. Sasso, and V. Umanita’, Structure of Uniformly Continuous Quantum Markov Semi-
groups, Rev. Math. Phys. 28, 1 (2016) (cit. on p. 45).
[103] A. Dhahri, F. Fagnola, and R. Rebolledo, The decoherence-free subalgebra of a quantum markov semigroup with
unbounded generator, Infin. Dimens. Anal. Qu. 13, 413 (2010) (cit. on pp. 16, 121).
[104] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P. Büchler, and P. Zoller, Quantum states and phases in driven open
quantum systems with cold atoms, Nat. Phys. 4, 878 (2008) (cit. on p. 16).
[105] S. Diehl, E. Rico, M. A. Baranov, and P. Zoller, Topology by dissipation in atomic quantum wires, Nat. Phys. 7, 971
(2011) (cit. on pp. 18, 60).
[106] G. Dirr and U. Helmke, Lie Theory for Quantum Control, GAMM-Mitteilungen 31, 59 (2008) (cit. on p. 16).
[107] G. Dirr, U. Helmke, I. Kurniawan, and T. Schulte-Herbruggen, Lie-semigroup structures for reachability and
control of open quantum systems: kossakowski-lindblad generators form lie wedge to markovian channels, Rep. Math.
Phys. 64, 93 (2009) (cit. on p. 16).
[108] E. Dobardžic´, M. V. Milovanovic´, and N. Regnault, Geometrical description of fractional Chern insulators based on
static structure factor calculations, Phys. Rev. B 88, 115117 (2013) (cit. on pp. 92, 121).
[109] V. V. Dodonov and S. S. Mizrahi, Exact stationary photon distributions due to competition between one- and two-
photon absorption and emission, J. Phys. A: Math. Gen. 30, 5657 (1997) (cit. on p. 54).
[110] V. V. Dodonov, I. Malkin, and V. Man’ko, Even and odd coherent states and excitations of a singular oscillator,
Physica 72, 597 (1974) (cit. on p. 101).
[111] J. E. Elenewski, D. Gruss, and M. Zwolak, Communication: Master equations for electron transport: The limits of
the Markovian limit, J. Chem. Phys. 147, 151101 (2017) (cit. on p. 15).
[112] B.-G. Englert and G. Morigi, “Coherent Evolution in Noisy Environments,” in Coherent evolution in noisy envi-
ronments, Vol. 611, edited by A. Buchleitner and K. Hornberger, Lecture Notes in Physics (Springer, Berlin/Hei-
delberg, 2002) Chap. 2, pp. 55–106 (cit. on p. 16).
[113] R. R. Ernst, G. Bodenhausen, and A. Wokaun, Principles of Nuclear Magnetic Resonance in One and Two Dimen-
sions (Clarendon Press, Oxford, 1987) (cit. on pp. 10, 18, 24).
[114] M. J. Everitt, T. P. Spiller, G. J. Milburn, R. D. Wilson, and A. M. Zagoskin, Engineering Dissipative Channels for
Realizing Schrodinger Cats in SQUIDs, English, Frontiers in ICT 1, 1 (2014) (cit. on p. 100).
[115] P. Facchi and S. Pascazio, Quantum Zeno Subspaces, Phys. Rev. Lett. 89, 080401 (2002) (cit. on pp. 22, 76, 83).
[116] H. Feshbach, Unified theory of nuclear reactions, Ann. Phys. 5, 357 (1958) (cit. on pp. 20, 34).
[117] R. P. Feynman, Simulating physics with computers, Int. J. Theor. Phys. 21, 467 (1982) (cit. on pp. 10, 11).
[118] E. M. Fortunato, L. Viola, J. Hodges, G. Teklemariam, and D. G. Cory, Implementation of universal control on a
decoherence-free qubit, New J. Phys. 4, 5 (2002) (cit. on p. 16).
[119] J. J. Garcia-Ripoll, S. Durr, N. Syassen, D. M. Bauer, M. Lettner, G. Rempe, and J. I. Cirac, Dissipation-induced
hard-core boson gas in an optical lattice, New J. Phys. 11, 013053 (2009) (cit. on pp. 16, 76).
[120] C. Gardiner and P. Zoller, Quantum Noise (Springer, Berlin/Heidelberg, 2000) (cit. on pp. 16, 49).
[121] B. M. Garraway, P. L. Knight, and M. B. Plenio, Generation and Preservation of Coherence in Dissipative Quantum
Optical Environments, Phys. Scripta T76, 152 (1998) (cit. on p. 100).
[122] M Genkin and E Lindroth, Description of resonance decay by Lindblad operators, J. Phys. A: Math. Theor. 41,
425303 (2008) (cit. on p. 17).
[123] L. Gilles and P. Knight, Two-photon absorption and nonclassical states of light, Phys. Rev. A 48, 1582 (1993) (cit. on
p. 54).
[124] J. O. Gonzalez, L. A. Correa, G. Nocerino, J. P. Palao, D. Alonso, and G. Adesso, Testing the Validity of the ’Local’
and ’Global’ GKLS Master Equations on an Exactly Solvable Model, Open Syst. Inf. Dyn. 24, 1740010 (2017) (cit. on
p. 15).
Bibliography 127
[125] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, Completely positive dynamical semigroups of N-level systems,
J. Math. Phys. 17, 821 (1976) (cit. on pp. 14, 25).
[126] V. Gorini, A. Frigerio, M. Verri, A. Kossakowski, and E. Sudarshan, Properties of quantum Markovian master
equations, Rep. Math. Phys. 13, 149 (1978) (cit. on p. 15).
[127] J. E. Gough, T. S. Ratiu, and O. G. Smolyanov, Noether’s theorem for dissipative quantum dynamical semi-groups, J.
Math. Phys. 56, 022108 (2015) (cit. on p. 46).
[128] H. Gould and J. Quaintance, Double fun with double factorials, Math. Mag. 85, 177 (2012) (cit. on p. 55).
[129] V. Gritsev and A. Polkovnikov, Dynamical quantum Hall effect in the parameter space. PNAS 109, 6457 (2012)
(cit. on p. 75).
[130] E. Hach III and C. Gerry, Generation of mixtures of Schrödinger-cat states from a competitive two-photon process,
Phys. Rev. A 49, 490 (1994) (cit. on p. 100).
[131] S. Haroche and J.-M. Raimond, Exploring the quantum: atoms, cavities, and photons (Oxford University Press,
Oxford, 2006) (cit. on p. 114).
[132] M. B. Hastings, Solving gapped Hamiltonians locally, Phys. Rev. B 73, 085115 (2006) (cit. on p. 60).
[133] P. P. Hofer, M. Perarnau-Llobet, L. D. M. Miranda, G. Haack, R. Silva, J. B. Brask, and N. Brunner, Markovian
master equations for quantum thermal machines: local versus global approach, New J. Phys. 19, 123037 (2017) (cit. on
p. 15).
[134] Z. Huang and D. P. Arovas, Topological Indices for Open and Thermal Systems Via Uhlmann’s Phase, Phys. Rev.
Lett. 113, 076407 (2014) (cit. on p. 121).
[135] F. Iemini, D. Rossini, R. Fazio, S. Diehl, and L. Mazza, Dissipative topological superconductors in number-conserving
systems, Phys. Rev. B 93, 115113 (2016) (cit. on pp. 33, 74, 121).
[136] E. Ilievski and T. Prosen, Exact steady state manifold of a boundary driven spin-1 Lai-Sutherland chain, Nucl. Phys.
B 882, 485 (2014) (cit. on p. 51).
[137] R. Ingarden and A Kossakowski, On the connection of nonequilibrium information thermodynamics with non-
hamiltonian quantum mechanics of open systems, Ann. Phys. 89, 451 (1975) (cit. on p. 15).
[138] R. Iten, R. Colbeck, and M. Christandl, Quantum circuits for quantum channels, Phys. Rev. A 95, 052316 (2017)
(cit. on p. 121).
[139] T. S. Jackson, G. Möller, and R. Roy, Geometric stability of topological lattice phases. Nat. Commun. 6, 8629 (2015)
(cit. on pp. 92, 121).
[140] M. Jakob and S. Stenholm, Variational functions in degenerate open quantum systems, Phys. Rev. A 69, 042105
(2004) (cit. on p. 21).
[141] V. Jakšic´, C.-A. Pillet, and M. Westrich, Entropic Fluctuations of Quantum Dynamical Semigroups, J. Stat. Phys.
154, 153 (2013) (cit. on pp. 18, 61).
[142] S. Jansen, M.-B. Ruskai, and R. Seiler, Bounds for the adiabatic approximation with applications to quantum compu-
tation, J. Math. Phys. 48, 102111 (2007) (cit. on p. 98).
[143] M. Janssen, On Generated Dynamics for Open Quantum Systems: Spectral Analysis of Effective Liouville, (2017),
arXiv:1707.09660 (cit. on p. 121).
[144] H. Jeong and T. C. Ralph, “Schrodinger Cat States for Quantum Information Processing,” in Quantum infor-
mation with continuous variables of atoms and light, edited by N. J. Cerf, G. Leuchs, and E. S. Polzik (World
Scientific, London, 2007) Chap. 9 (cit. on p. 114).
[145] J. Jing, L.-A. Wu, and A. del Campo, Fundamental Speed Limits to the Generation of Quantumness, Sci. Rep. 6,
38149 (2016) (cit. on p. 121).
[146] P. D. Johnson, F. Ticozzi, and L. Viola, General fixed points of quasi-local frustration-free quantum semigroups: from
invariance to stabilization, Quantum Inf. Comput. 16, 0657 (2016) (cit. on pp. 45, 60).
[147] A. Joye, General Adiabatic Evolution with a Gap Condition, Commun. Math. Phys. 275, 139 (2007) (cit. on p. 79).
[148] R. I. Karasik, K.-P. Marzlin, B. C. Sanders, and K. B. Whaley, Criteria for dynamically stable decoherence-free
subspaces and incoherently generated coherences, Phys. Rev. A 77, 052301 (2008) (cit. on pp. 33, 74).
[149] T. Kato, On the adiabatic theorem of quantum mechanics, J. Phys. Soc. Jpn. 5, 435 (1950) (cit. on pp. 80, 81).
[150] T. Kato, Perturbation Theory for Linear Operators (Springer-Verlag, Berlin/Heidelberg, 1995) (cit. on pp. 36, 65).
Bibliography 128
[151] E. M. Kessler, G. Giedke, A. Imamoglu, S. F. Yelin, M. D. Lukin, and J. I. Cirac, Dissipative phase transition in a
central spin system, Phys. Rev. A 86, 012116 (2012) (cit. on p. 26).
[152] D. Kielpinski, V. Meyer, M. A. Rowe, C. A. Sackett, W. M. Itano, C. Monroe, and D. J. Wineland, A Decoherence-
Free Quantum Memory Using Trapped Ions, Science 291, 1013 (2001) (cit. on p. 16).
[153] D. J. Klein, Degenerate perturbation theory, J. Chem. Phys. 61, 786 (1974) (cit. on p. 69).
[154] A. B. Klimov and J. L. Romero, An algebraic solution of Lindblad-type master equations, J. Opt. B - Quantum S. O.
5, S316 (2003) (cit. on p. 54).
[155] A. B. Klimov and S. M. Chumakov, A Group-Theoretical Approach to Quantum Optics (Wiley, Weinheim, 2009)
(cit. on pp. 16, 110).
[156] E. Knill, R. Laflamme, and L. Viola, Theory of Quantum Error Correction for General Noise, Phys. Rev. Lett. 84,
2525 (2000) (cit. on pp. 16, 38, 43).
[157] D. Kohen, C. C. Marston, and D. J. Tannor, Phase space approach to theories of quantum dissipation, J. Chem. Phys.
107, 5236 (1997) (cit. on p. 15).
[158] M. Kolodrubetz, V. Gritsev, and A. Polkovnikov, Classifying and measuring geometry of a quantum ground state
manifold, Phys. Rev. B 88, 064304 (2013) (cit. on pp. 92, 121).
[159] M. Kolodrubetz, D. Sels, P. Mehta, and A. Polkovnikov, Geometry and non-adiabatic response in quantum and
classical systems, Phys. Rep. 697, 1 (2017) (cit. on p. 92).
[160] T. Koshy, Catalan Numbers with Applications (Oxford University Press, New York, 2009) (cit. on pp. 69, 73).
[161] A. Kossakowski, On quantum statistical mechanics of non-Hamiltonian systems, Rep. Math. Phys. 3, 247 (1972)
(cit. on pp. 15, 28, 29).
[162] R. L. Kosut and D. A. Lidar, Quantum error correction via convex optimization, Quantum Inf. Process. 8, 443
(2009) (cit. on p. 24).
[163] B. Kraus, H. Büchler, S. Diehl, A. Kantian, A. Micheli, and P. Zoller, Preparation of entangled states by quantum
Markov processes, Phys. Rev. A 78, 042307 (2008) (cit. on pp. 16, 23, 33, 59, 74).
[164] K Kraus, General state changes in quantum theory, Ann. Phys. 64, 311 (1971) (cit. on p. 12).
[165] R. Kubo, Statistical-Mechanical Theory of Irreversible Processes. I. General Theory and Simple Applications to Magnetic
and Conduction Problems, J. Phys. Soc. Jpn. 12, 570 (1957) (cit. on p. 62).
[166] P. G. Kwiat, A. J. Berglund, J. B. Altepeter, and A. G. White, Experimental Verification of Decoherence-Free
Subspaces, Science 290, 498 (2000) (cit. on p. 16).
[167] Z. Leghtas, G. Kirchmair, B. Vlastakis, R. J. Schoelkopf, M. H. Devoret, and M. Mirrahimi, Hardware-Efficient
Autonomous Quantum Memory Protection, Phys. Rev. Lett. 111, 120501 (2013) (cit. on pp. 24, 114).
[168] Z. Leghtas, S. Touzard, I. M. Pop, A. Kou, B. Vlastakis, A. Petrenko, K. M. Sliwa, A. Narla, S. Shankar, M. J.
Hatridge, M. Reagor, L. Frunzio, R. J. Schoelkopf, M. Mirrahimi, and M. H. Devoret, Confining the state of light
to a quantum manifold by engineered two-photon loss, Science 347, 853 (2015) (cit. on pp. 16, 21, 100).
[169] R. H. Lehmberg, Radiation from an N-Atom System. I. General Formalism, Phys. Rev. A 2, 883 (1970) (cit. on
p. 14).
[170] I. Lesanovsky and J. P. Garrahan, Kinetic Constraints, Hierarchical Relaxation, and Onset of Glassiness in Strongly
Interacting and Dissipative Rydberg Gases, Phys. Rev. Lett. 111, 215305 (2013) (cit. on p. 76).
[171] F. Letscher, O. Thomas, T. Niederprum, M. Fleischhauer, and H. Ott, Bistability Versus Metastability in Driven
Dissipative Rydberg Gases, Phys. Rev. X 7, 021020 (2017) (cit. on p. 50).
[172] A. C. Y. Li, F Petruccione, and J. Koch, Perturbative approach to Markovian open quantum systems. Sci. Rep. 4,
4887 (2014) (cit. on pp. 65, 75, 120).
[173] A. C. Y. Li, F. Petruccione, and J. Koch, Resummation for Nonequilibrium Perturbation Theory and Application to
Open Quantum Lattices, Phys. Rev. X 6, 021037 (2016) (cit. on p. 120).
[174] L. Li, C.-l. Zou, V. V. Albert, S. Muralidharan, S. M. Girvin, and L. Jiang, Cat Codes with Optimal Decoherence
Suppression for a Lossy Bosonic Channel, Phys. Rev. Lett. 119, 030502 (2017) (cit. on pp. 24, 115).
[175] D. A. Lidar, I. L. Chuang, and K. B. Whaley, Decoherence-Free Subspaces for Quantum Computation, Phys. Rev.
Lett. 81, 2594 (1998) (cit. on pp. 16, 19, 33).
Bibliography 129
[176] R. Lim and M. V. Berry, Superadiabatic tracking of quantum evolution, J. Phys. A: Math. Gen. 24, 3255 (1991)
(cit. on p. 99).
[177] G. Lindblad, On the generators of quantum dynamical semigroups, Commun. Math. Phys. 48, 119 (1976) (cit. on
pp. 14, 38, 50).
[178] G. Lindblad, A General No-Cloning Theorem, Lett. Math. Phys. 47, 189 (1999) (cit. on p. 45).
[179] D. Linzner, L. Wawer, F. Grusdt, and M. Fleischhauer, Reservoir-induced Thouless pumping and symmetry-
protected topological order in open quantum chains, Phys. Rev. B 94, 201105 (2016) (cit. on p. 121).
[180] F. Liu, Heat and work in Markovian quantum master equations: concepts, fluctuation theorems, and computations,
(2017), arXiv:1710.02311 (cit. on p. 18).
[181] X.-M. Liu, Even and odd charge coherent states and their non-classical properties, Phys. Lett. A 279, 123 (2001) (cit.
on p. 114).
[182] S. Lloyd and L. Viola, Engineering quantum dynamics, Phys. Rev. A 65, 010101 (2001) (cit. on pp. 16, 121).
[183] R. Loudon, Squeezing in two-photon absorption, Opt. Commun. 49, 67 (1984) (cit. on p. 54).
[184] H. Lu, C. Liu, D.-S. Wang, L.-K. Chen, Z.-D. Li, X.-C. Yao, L. Li, N.-L. Liu, C.-Z. Peng, B. C. Sanders, Y.-A.
Chen, and J.-W. Pan, Experimental quantum channel simulation, Phys. Rev. A 95, 042310 (2017) (cit. on p. 121).
[185] Y.-Q. Ma, S. Chen, H. Fan, and W.-M. Liu, Abelian and non-Abelian quantum geometric tensor, Phys. Rev. B 81,
245129 (2010) (cit. on p. 93).
[186] A. Maassen van den Brink and K Young, Jordan blocks and generalized bi-orthogonal bases: realizations in open
wave systems, J. Phys. A: Math. Gen. 34, 2607 (2001) (cit. on p. 36).
[187] K. Macieszczak, M Guta, I. Lesanovsky, and J. P. Garrahan, Towards a Theory of Metastability in Open Quantum
Dynamics, Phys. Rev. Lett. 116, 240404 (2016) (cit. on pp. 50, 121).
[188] D. Manzano and P. I. Hurtado, Symmetry and the thermodynamics of currents in open quantum systems, Phys. Rev.
B 90, 125138 (2014) (cit. on p. 51).
[189] U. Marzolino and T. Prosen, Quantum metrology with nonequilibrium steady states of quantum spin chains, Phys.
Rev. A 90, 062130 (2014) (cit. on p. 92).
[190] W. McCutcheon, A. McMillan, J. G. Rarity, and M. S. Tame, Experimental demonstration of a measurement-based
realisation of a quantum channel, New J. Phys., (accepted) (2017) (cit. on p. 121).
[191] M. V. Medvedyeva, T. Prosen, and M. Znidaric, Influence of dephasing on many-body localization, Phys. Rev. B 93,
094205 (2016) (cit. on pp. 51, 76).
[192] F. Minganti, N. Bartolo, J. Lolli, W. Casteels, and C. Ciuti, Exact results for Schrödinger cats in driven-dissipative
systems and their feedback control, Sci. Rep. 6, 26987 (2016) (cit. on p. 100).
[193] M. Mirrahimi and P. Rouchon, Singular perturbations and Lindblad-Kossakowski differential equations, (2008),
arXiv:0801.1602 (cit. on pp. 16, 120).
[194] M. Mirrahimi, Z. Leghtas, V. V. Albert, S. Touzard, R. J. Schoelkopf, L. Jiang, and M. H. Devoret, Dynamically
protected cat-qubits: a new paradigm for universal quantum computation, New J. Phys. 16, 045014 (2014) (cit. on
pp. 20, 22, 24, 100, 106, 107, 114, 115).
[195] C. Monthus, Boundary-driven Lindblad dynamics of random quantum spin chains: strong disorder approach for the
relaxation, the steady state and the current, J. Stat. Phys. 2017, 043303 (2017) (cit. on pp. 51, 76).
[196] C. Monthus, Dissipative random quantum spin chain with boundary-driving and bulk-dephasing: magnetization and
current statistics in the non-equilibrium-steady-state, J. Stat. Phys. 2017, 043302 (2017) (cit. on pp. 51, 76).
[197] A. Mostafazadeh, Quantum Brachistochrone Problem and the Geometry of the State Space in Pseudo-Hermitian Quan-
tum Mechanics, Phys. Rev. Lett. 99, 130502 (2007) (cit. on p. 98).
[198] A. Mostafazadeh, Hamiltonians generating optimal-speed evolutions, Phys. Rev. A 79, 014101 (2009) (cit. on p. 98).
[199] S. Mukamel, Principles of Nonlinear Optical Spectroscopy (Oxford University Press, New York, 1995) (cit. on
pp. 24, 27, 61, 65).
[200] M. Muller, K. Hammerer, Y. L. Zhou, C. F. Roos, and P. Zoller, Simulating open quantum systems: from many-body
interactions to stabilizer pumping, New J. Phys. 13, 085007 (2011) (cit. on p. 59).
[201] NIST Digital Library of Mathematical Functions, DLMF, Release 1.0.6 (cit. on pp. 57, 103, 117).
[202] M. Nakahara, Geometry, Topology, and Physics, 2nd (IOP Publishing, Bristol, 2003) (cit. on pp. 89, 97, 98).
Bibliography 130
[203] S. Nakajima, On Quantum Theory of Transport Phenomena, Prog. Theor. Phys. 20, 948 (1958) (cit. on p. 20).
[204] A. I. Nesterov, Non-Hermitian Quantum Systems and Time-Optimal Quantum Evolution, SIGMA 5, 69 (2009) (cit.
on pp. 95, 98).
[205] T. Neupert, C. Chamon, and C. Mudry, Measuring the quantum geometry of Bloch bands with current noise, Phys.
Rev. B 87, 245103 (2013) (cit. on p. 92).
[206] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge University Press,
Cambridge, 2011) (cit. on p. 114).
[207] C. Noh and D. G. Angelakis, Quantum simulations and many-body physics with light, Rep. Prog. Phys. 80, 016401
(2017) (cit. on p. 16).
[208] C. Noh, S. R. Clark, D. Jaksch, and D. G. Angelakis, “Out-of-Equilibrium Physics in Driven Dissipative Pho-
tonic Resonator Arrays,” in Quantum simulations with photons and polaritons (2017), pp. 43–70 (cit. on p. 16).
[209] J. Novotný, G. Alber, and I. Jex, Asymptotic properties of quantum Markov chains, J. Phys. A: Math. Theor. 45,
485301 (2012) (cit. on p. 37).
[210] A. Nunnenkamp, K. Borkje, and S. M. Girvin, Cooling in the single-photon strong-coupling regime of cavity optome-
chanics, Phys. Rev. A 85, 051803 (2012) (cit. on p. 54).
[211] N. Ofek, A. Petrenko, R. Heeres, P. Reinhold, Z. Leghtas, B. Vlastakis, Y. Liu, L. Frunzio, S. M. Girvin, L. Jiang,
M. Mirrahimi, M. H. Devoret, and R. J. Schoelkopf, Extending the lifetime of a quantum bit with error correction
in superconducting circuits, Nature 536, 441 (2016) (cit. on p. 115).
[212] O. Oreshkov and J. Calsamiglia, Adiabatic Markovian Dynamics, Phys. Rev. Lett. 105, 050503 (2010) (cit. on
pp. 22, 23, 80, 88, 90).
[213] J. Ortigoso, Quantum adiabatic theorem in light of the Marzlin-Sanders inconsistency, Phys. Rev. A 86, 032121 (2012)
(cit. on p. 79).
[214] J. Pachos, P. Zanardi, and M. Rasetti, Non-Abelian Berry connections for quantum computation, Phys. Rev. A 61,
010305 (1999) (cit. on pp. 23, 110).
[215] S. Pancharatnam, Generalized theory of interference, and its applications, P. Indian Acad. Sci. A 44, 247 (1956)
(cit. on pp. 80, 83).
[216] F. Pastawski and J. Preskill, Code Properties from Holographic Geometries, Phys. Rev. X 7, 021022 (2017) (cit. on
pp. 45, 57).
[217] F. Pastawski, L. Clemente, and J. I. Cirac, Quantum memories based on engineered dissipation, Phys. Rev. A 83,
012304 (2011) (cit. on p. 60).
[218] V. Paulisch, H. J. Kimble, and A. González-Tudela, Universal quantum computation in waveguide QED using
decoherence free subspaces, New J. Phys. 18, 043041 (2016) (cit. on pp. 20, 43, 76).
[219] J. P. Paz and W. H. Zurek, Continuous error correction, Proc. R. Soc. A 454 (1998) (cit. on p. 16).
[220] P. Pechukas, Reduced Dynamics Need Not Be Completely Positive, Phys. Rev. Lett. 73, 1060 (1994) (cit. on p. 12).
[221] J. P. Pekola, V. Brosco, M. Möttönen, P. Solinas, and A. Shnirman, Decoherence in Adiabatic Quantum Evolution:
Application to Cooper Pair Pumping, Phys. Rev. Lett. 105, 030401 (2010) (cit. on p. 79).
[222] M. Petkovsek, H. Wilf, and D. Zeilberger, A=B (AK Peters, Ltd., 1997), p. 34 (cit. on p. 57).
[223] D. P. Pires, M. Cianciaruso, L. C. Céleri, G. Adesso, and D. O. Soares-Pinto, Generalized Geometric Quantum
Speed Limits, Phys. Rev. X 6, 021031 (2016) (cit. on p. 121).
[224] M. B. Plenio and P. L. Knight, The quantum-jump approach to dissipative dynamics in quantum optics, Rev. Mod.
Phys. 70, 101 (1998) (cit. on p. 14).
[225] V. Popkov and R. Livi, Manipulating energy and spin currents in non-equilibrium systems of interacting qubits, New
J. Phys. 15, 023030 (2013) (cit. on p. 49).
[226] J. F. Poyatos, J. I. Cirac, and P. Zoller, Quantum Reservoir Engineering with Laser Cooled Trapped Ions, Phys. Rev.
Lett. 77, 4728 (1996) (cit. on pp. 16, 100).
[227] J. Preskill, Lecture notes on Quantum Computation, 2004 (cit. on pp. 12, 13).
[228] T. Prosen, Third quantization: a general method to solve master equations for quadratic open Fermi systems, New J.
Phys. 10, 043026 (2008) (cit. on p. 16).
Bibliography 131
[229] T. Prosen, Spectral theorem for the Lindblad equation for quadratic open fermionic systems, J. Stat. Mech. 2010, P07020
(2010) (cit. on p. 51).
[230] T. Prosen, Generic examples of PT-symmetric qubit (spin-1/2) Liouvillian dynamics, Phys. Rev. A 86, 044103 (2012)
(cit. on p. 49).
[231] T. Prosen, PT-Symmetric Quantum Liouvillean Dynamics, Phys. Rev. Lett. 109, 090404 (2012) (cit. on p. 49).
[232] T. Prosen and I. Pizorn, Quantum Phase Transition in a Far-from-Equilibrium Steady State of an X Y Spin Chain,
Phys. Rev. Lett. 101, 105701 (2008) (cit. on p. 16).
[233] J. P. Provost and G. Vallee, Riemannian structure on manifolds of quantum states, Commun. Math. Phys. 76, 289
(1980) (cit. on pp. 17, 23, 42, 92, 93).
[234] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichev, Integrals and Series Vol. 2: Special Functions, 1st (Gordon
and Breach Science Publishers, 1998) (cit. on pp. 103, 104, 108).
[235] T. Pruttivarasin, M. Ramm, S. G. Porsev, I. I. Tupitsyn, M. S. Safronova, M. A. Hohensee, and H Häffner,
Michelson-Morley analogue for electrons using trapped ions to test Lorentz symmetry. Nature 517, 592 (2015) (cit. on
p. 16).
[236] R. R. Puri, Mathematical methods of quantum optics (Springer, Berlin/Heidelberg, 2001) (cit. on pp. 26, 100).
[237] N. Read, Non-Abelian adiabatic statistics and Hall viscosity in quantum Hall states and px+ipy paired superfluids,
Phys. Rev. B 79, 045308 (2009) (cit. on pp. 81, 82).
[238] N. Read and E. H. Rezayi, Hall viscosity, orbital spin, and geometry: Paired superfluids and quantum Hall systems,
Phys. Rev. B 84, 085316 (2011) (cit. on p. 92).
[239] N. Read, Topological phases and quasiparticle braiding, Phys. Today 65, 38 (2012) (cit. on p. 11).
[240] F. Reiter, A. S. Sorensen, P. Zoller, and C. A. Muschik, Dissipative quantum error correction and application to
quantum sensing with trapped ions, Nat. Commun. 8, 1822 (2017) (cit. on p. 20).
[241] F. Reiter and A. S. Sorensen, Effective operator formalism for open quantum systems, Phys. Rev. A 85, 032111 (2012)
(cit. on pp. 23, 34, 77).
[242] A. T. Rezakhani, D. F. Abasto, D. A. Lidar, and P. Zanardi, Intrinsic geometry of quantum adiabatic evolution and
quantum phase transitions, Phys. Rev. A 82, 012321 (2010) (cit. on pp. 93, 98).
[243] A. Rivas, O. Viyuela, and M. A. Martin-Delgado, Density-matrix Chern insulators: Finite-temperature generaliza-
tion of topological insulators, Phys. Rev. B 88, 155141 (2013) (cit. on p. 121).
[244] A. Rivas and S. F. Huelga, Open Quantum Systems, SpringerBriefs in Physics (Springer Berlin Heidelberg,
Berlin, Heidelberg, 2012) (cit. on p. 16).
[245] A. Rivas and M. A. Martin-Delgado, Topological Heat Transport and Symmetry-Protected Boson Currents, Sci. Rep.
7, 6350 (2017) (cit. on pp. 15, 49).
[246] A. Rivas, A. D. K. Plato, S. F. Huelga, and M. B. Plenio, Markovian master equations: a critical study, New J. Phys.
12, 113032 (2010) (cit. on p. 15).
[247] C. F. Roos, M Chwalla, K Kim, M Riebe, and R Blatt, ’Designer atoms’ for quantum metrology. Nature 443, 316
(2006) (cit. on p. 16).
[248] I. Rotter and J. P. Bird, A review of progress in the physics of open quantum systems: theory and experiment, Rep.
Prog. Phys. 78, 114001 (2015) (cit. on pp. 14, 20, 34).
[249] P. Rouchon and A. Sarlette, “Contraction and stability analysis of steady-states for open quantum systems de-
scribed by Lindblad differential equations,” in 52nd ieee conference on decision and control (2013), pp. 6568–
6573 (cit. on p. 121).
[250] R. Roy, Band geometry of fractional topological insulators, Phys. Rev. B 90, 165139 (2014) (cit. on pp. 92, 121).
[251] M. S. Sarandy and D. A. Lidar, Adiabatic approximation in open quantum systems, Phys. Rev. A 71, 012331 (2005)
(cit. on p. 79).
[252] M. S. Sarandy and D. A. Lidar, Abelian and non-Abelian geometric phases in adiabatic open quantum systems, Phys.
Rev. A 73, 062101 (2006) (cit. on pp. 23, 80, 86).
[253] A. Sarlette, Z. Leghtas, M. Brune, J. M. Raimond, and P. Rouchon, Stabilization of nonclassical states of one- and
two-mode radiation fields by reservoir engineering, Phys. Rev. A 86, 012114 (2012) (cit. on pp. 24, 115).
Bibliography 132
[254] G. Sarma and H. Mabuchi, Gauge subsystems, separability and robustness in autonomous quantum memories, New
J. Phys. 15, 035014 (2013) (cit. on p. 51).
[255] F. Schäfer, I. Herrera, S. Cherukattil, C. Lovecchio, F. S. Cataliotti, F. Caruso, and A. Smerzi, Experimental
realization of quantum zeno dynamics, Nat. Commun. 5 (2014) (cit. on pp. 22, 76, 83).
[256] P. Schindler, M. Müller, D. Nigg, J. T. Barreiro, E. A. Martinez, M. Hennrich, T. Monz, S. Diehl, P. Zoller, and
R. Blatt, Quantum simulation of dynamical maps with trapped ions, Nat. Phys. 9, 361 (2013) (cit. on p. 16).
[257] S. G. Schirmer, “Quantum control using Lie group decompositions,” in Ieee decis. contr. p. Vol. 1 (2001),
p. 298 (cit. on p. 49).
[258] S. G. Schirmer and X. Wang, Stabilizing open quantum systems by Markovian reservoir engineering, Phys. Rev. A
81, 062306 (2010) (cit. on pp. 16, 27, 28, 54).
[259] J. Schmid, Adiabatic theorems with and without spectral gap condition for non-semisimple spectral values, arXiv:1401.
0089 (cit. on p. 79).
[260] B. Sciolla, D. Poletti, and C. Kollath, Two-Time Correlations Probing the Dynamics of Dissipative Many-Body Quan-
tum Systems: Aging and Fast Relaxation, Phys. Rev. Lett. 114, 170401 (2015) (cit. on p. 76).
[261] S. Selsto, Formulae for partial widths derived from the Lindblad equation, Phys. Rev. A 85, 062518 (2012) (cit. on
p. 17).
[262] A. Shabani and D. A. Lidar, Theory of initialization-free decoherence-free subspaces and subsystems, Phys. Rev. A
72, 042303 (2005) (cit. on p. 31).
[263] C. Shen, K. Noh, V. V. Albert, S. Krastanov, M. H. Devoret, R. J. Schoelkopf, S. M. Girvin, and L. Jiang, Quantum
channel construction with circuit quantum electrodynamics, Phys. Rev. B 95, 134501 (2017) (cit. on p. 121).
[264] H. Z. Shen, W. Wang, and X. X. Yi, Hall conductance and topological invariant for open systems, Sci. Rep. 4, 6455
(2014) (cit. on p. 61).
[265] L. M. Sieberer, M Buchhold, and S Diehl, Keldysh field theory for driven open quantum systems, Rep. Prog. Phys.
79, 096001 (2016) (cit. on p. 121).
[266] A. E. Siegman, Lasers (University Science Books, Mill Valley, California, 1986) (cit. on p. 10).
[267] I. Siemon, A. S. Holevo, and R. F. Werner, Unbounded Generators of Dynamical Semigroups, Open Syst. Inf. Dyn.
24, 1740015 (2017) (cit. on p. 16).
[268] A. Signoles, A. Facon, D. Grosso, I. Dotsenko, S. Haroche, J.-M. Raimond, M. Brune, and S. Gleyzes, Confined
quantum Zeno dynamics of a watched atomic arrow, Nat. Phys. 10, 715 (2014) (cit. on p. 22).
[269] H. D. Simaan and R. Loudon, Quantum statistics of single-beam two-photon absorption, J. Phys. A: Math. Gen. 8,
539 (1975) (cit. on p. 54).
[270] H. D. Simaan and R. Loudon, Off-diagonal density matrix for single-beam two-photon absorbed light, J. Phys. A:
Math. Gen. 11, 435 (1978) (cit. on pp. 54, 55).
[271] B. Simon, Holonomy, the Quantum Adiabatic Theorem, and Berry’s Phase, Phys. Rev. Lett. 51, 2167 (1983) (cit. on
p. 82).
[272] N. A. Sinitsyn, The stochastic pump effect and geometric phases in dissipative and stochastic systems, J. Phys. A: Math.
Gen. 42, 193001 (2009) (cit. on p. 89).
[273] H. Spohn, An algebraic condition for the approach to equilibrium of an open N-level system, Lett. Math. Phys. 2, 33
(1977) (cit. on p. 15).
[274] R. P. Stanley, Catalan Numbers (Cambridge University Press, New York, 2015) (cit. on p. 69).
[275] P. Strasberg, G. Schaller, T. Brandes, and M. Esposito, Thermodynamics of quantum-jump-conditioned feedback
control, Phys. Rev. E 88, 062107 (2013) (cit. on p. 18).
[276] V. E. Tarasov, Quantum Mechanics of Non-Hamiltonian and Dissipative Systems (Elsevier, Amsterdam, 2008) (cit.
on p. 16).
[277] B. M. Terhal, Quantum error correction for quantum memories, Rev. Mod. Phys. 87, 307 (2015) (cit. on pp. 35, 109,
120).
[278] P. Thunstrom, J. Aberg, and E. Sjoqvist, Adiabatic approximation for weakly open systems, Phys. Rev. A 72, 022328
(2005) (cit. on p. 79).
Bibliography 133
[279] F. Ticozzi, R. Lucchese, P. Cappellaro, and L. Viola, Hamiltonian Control of Quantum Dynamical Semigroups:
Stabilization and Convergence Speed, IEEE T. Automat. Contr. 57, 1931 (2012) (cit. on p. 60).
[280] F. Ticozzi and L. Viola, Quantum Markovian Subsystems: Invariance, Attractivity, and Control, IEEE T. Automat.
Contr. 53, 2048 (2008) (cit. on pp. 16, 18, 31, 45).
[281] F. Ticozzi and L. Viola, Analysis and synthesis of attractive quantum Markovian dynamics, Automatica 45, 2002
(2009) (cit. on pp. 18, 22, 57, 60).
[282] F. Ticozzi and L. Viola, Stabilizing entangled states with quasi-local quantum dynamical semigroups. Philos. T. Roy.
Soc. A 370, 5259 (2012) (cit. on pp. 22, 57).
[283] F. Ticozzi and L. Viola, Steady-State Entanglement by Engineered Quasi-Local Markovian Dissipation, Quantum Inf.
Comput. 14, 0265 (2014) (cit. on pp. 18, 22).
[284] F. Ticozzi, S. G. Schirmer, and X. Wang, Stabilizing Quantum States by Constructive Design of Open Quantum
Dynamics, IEEE T. Automat. Contr. 55, 2901 (2010) (cit. on p. 60).
[285] E. Torrontegui, S. Ibáñez, S. Martínez-Garaot, M. Modugno, A. del Campo, D. Guéry-Odelin, A. Ruschhaupt,
X. Chen, and J. G. Muga, “Shortcuts to Adiabaticity,” in Adv. atom. mol. opt. phy. 62, edited by E. Arimondo,
P. R. Berman, and C. C. Lin (Elsevier, 2013) Chap. 2, pp. 117–169 (cit. on p. 99).
[286] S. Touzard, A. Grimm, Z. Leghtas, S. Mundhada, P. Reinhold, R. Heeres, C. Axline, M. Reagor, K. Chou, J.
Blumoff, K. Sliwa, S. Shankar, L. Frunzio, R. J. Schoelkopf, M. Mirrahimi, and M. Devoret, Coherent oscillations
in a quantum manifold stabilized by dissipation, arXiv:1705.02401 (cit. on pp. 16, 21, 100, 107).
[287] G. Vacanti, R Fazio, S Montangero, G. M. Palma, M Paternostro, and V Vedral, Transitionless quantum driving
in open quantum systems, New J. Phys. 16, 053017 (2014) (cit. on p. 99).
[288] F. Verstraete, M. M. Wolf, and J. I. Cirac, Quantum computation and quantum-state engineering driven by dissipation,
Nat. Phys. 5, 633 (2009) (cit. on pp. 16, 57, 60).
[289] D. Viennot, A. Leclerc, G. Jolicard, and J. P. Killingbeck, Consistency between adiabatic and non-adiabatic geometric
phases for non-self-adjoint Hamiltonians, J. Phys. A: Math. Theor. 45, 335301 (2012) (cit. on p. 89).
[290] B. M. Villegas-Martínez, F. Soto-Eguibar, and H. M. Moya-Cessa, Application of Perturbation Theory to a Master
Equation, Adv. Math. Phys. 2016, 9265039 (2016) (cit. on pp. 61, 68).
[291] S. I. Vinitskii, V. L. Derbov, V. M. Dubovik, B. L. Markovski, and Y. P. Stepanovskii, Topological phases in
quantum mechanics and polarization optics, Sov. Phys. Uspekhi 33, 403 (1990) (cit. on p. 80).
[292] L. Viola, E. M. Fortunato, M. A. Pravia, E Knill, R Laflamme, and D. G. Cory, Experimental realization of noiseless
subsystems for quantum information processing. Science 293, 2059 (2001) (cit. on p. 16).
[293] H. Voigt, A. Bandilla, and H. H. Ritze, Exact analytical solution for the change of the photon statistics due tok-photon
absorption, Z. Phys. B: Cond. Mat. 36, 295 (1980) (cit. on p. 54).
[294] A. Voje, A. Croy, and A. Isacsson, Multi-phonon relaxation and generation of quantum states in a nonlinear mechan-
ical oscillator, New J. Phys. 15, 053041 (2013) (cit. on p. 100).
[295] D.-S. Wang and B. C. Sanders, Quantum circuit design for accurate simulation of qudit channels, New J. Phys. 17,
043004 (2015) (cit. on p. 121).
[296] J. Wang and H. M. Wiseman, Feedback-stabilization of an arbitrary pure state of a two-level atom, Phys. Rev. A 64,
063810 (2001) (cit. on p. 16).
[297] J. H. Wei and Y. Yan, Linear response theory for quantum open systems, arXiv:1108.5955 (cit. on p. 61).
[298] S. Weinberg, What happens in a measurement? Phys. Rev. A 93, 032124 (2016) (cit. on p. 51).
[299] H. Wichterich, M. J. Henrich, H.-P. Breuer, J. Gemmer, and M. Michel, Modeling heat transport through completely
positive maps, Phys. Rev. E 76, 031115 (2007) (cit. on p. 15).
[300] F. Wilczek and A. Zee, Appearance of Gauge Structure in Simple Dynamical Systems, Phys. Rev. Lett. 52, 2111
(1984) (cit. on pp. 80, 84).
[301] M. M. Wilde, Quantum Information Theory, 2nd (Cambridge University Press, Cambridge, 2013) (cit. on p. 11).
[302] H. Wilming, M. J. Kastoryano, A. H. Werner, and J. Eisert, Emergence of spontaneous symmetry breaking in
dissipative lattice systems, J. Math. Phys. 58, 033302 (2017) (cit. on p. 121).
[303] R. Winkler, Spin-Orbit Coupling Effects in Two-Dimensional Electron and Hole Systems, Vol. 191, Springer Tracts
in Modern Physics (Springer, Berlin, Heidelberg, 2003) (cit. on p. 120).
Bibliography 134
[304] H. M. Wiseman and G. J. Milburn, Quantum Measurement and Control (Cambridge University Press, Cambridge,
2009) (cit. on pp. 16, 121).
[305] H. M. Wiseman, S. Mancini, and J. Wang, Bayesian feedback versus Markovian feedback in a two-level atom, Phys.
Rev. A 66, 013807 (2002) (cit. on p. 16).
[306] M. M. Wolf, Quantum Channels & Operations Guided Tour, 2010 (cit. on pp. 27, 36, 45).
[307] M. M. Wolf and J. I. Cirac, Dividing Quantum Channels, Commun. Math. Phys. 279, 147 (2008) (cit. on pp. 13,
35, 60).
[308] M. Wolinsky and H. J. Carmichael, Quantum noise in the parametric oscillator: From squeezed states to coherent-state
superpositions, Phys. Rev. Lett. 60, 1836 (1988) (cit. on p. 100).
[309] D. Xiao, M.-C. Chang, and Q. Niu, Berry phase effects on electronic properties, Rev. Mod. Phys. 82, 1959 (2010)
(cit. on p. 92).
[310] S. Ying, Y. Feng, N. Yu, and M. Ying, “Reachability Probabilities of Quantum Markov Chains,” in Concur 2013 -
concurrency theory, edited by P. R. D’Argenio and H. Melgratti (Springer Berlin Heidelberg, 2013), pp. 334–348
(cit. on p. 60).
[311] Yu. I. Manin, Computable and Uncomputable (in Russian) (Sovetskoye Radio, Moscow, 1980) (cit. on p. 10).
[312] J. Zak, Berry’s phase for energy bands in solids. Phys. Rev. Lett. 62, 2747 (1989) (cit. on p. 81).
[313] P. Zanardi, “Holonomic quantum computation,” in Quantum error correction, edited by D. A. Lidar and T. A.
Brun (Cambridge University Press, Cambridge, 2013) Chap. 16, pp. 397–411 (cit. on pp. 23, 110).
[314] P. Zanardi and L. Campos Venuti, Coherent Quantum Dynamics in Steady-State Manifolds of Strongly Dissipative
Systems, Phys. Rev. Lett. 113, 240406 (2014) (cit. on pp. 22, 43, 64, 76).
[315] P. Zanardi and L. Campos Venuti, Geometry, robustness, and emerging unitarity in dissipation-projected dynamics,
Phys. Rev. A 91, 052324 (2015) (cit. on pp. 22, 45, 66, 67, 83).
[316] P. Zanardi and M. Rasetti, Noiseless Quantum Codes, Phys. Rev. Lett. 79, 3306 (1997) (cit. on p. 16).
[317] P. Zanardi and M. Rasetti, Holonomic quantum computation, Phys. Lett. A 264, 94 (1999) (cit. on pp. 16, 23, 110).
[318] P. Zanardi, P. Giorda, and M. Cozzini, Information-Theoretic Differential Geometry of Quantum Phase Transitions,
Phys. Rev. Lett. 99, 100603 (2007) (cit. on pp. 92, 121).
[319] P. Zanardi, J. Marshall, and L. Campos Venuti, Dissipative universal Lindbladian simulation, Phys. Rev. A 93,
022312 (2016) (cit. on p. 76).
[320] R. Zeier and T. Schulte-Herbruggen, Symmetry principles in quantum systems theory, J. Math. Phys. 52, 113510
(2011) (cit. on p. 49).
[321] L. Zhou, S. Choi, and M. D. Lukin, Symmetry-protected dissipative preparation of matrix product states, (2017),
arXiv:1706.01995 (cit. on p. 59).
[322] M. Žnidaricˇ, Relaxation times of dissipative many-body quantum systems, Phys. Rev. E 92, 042143 (2015) (cit. on
pp. 76, 121).
[323] M. S. Zubairy, Quantum statistics of multimode m-photon absorption process, J. Math. Phys. 21, 2690 (1980) (cit. on
pp. 54, 55).
[324] W. H. Zurek, Decoherence, einselection, and the quantum origins of the classical, Rev. Mod. Phys. 75, 715 (2003)
(cit. on pp. 16, 51).
[325] R. Zwanzig, Ensemble Method in the Theory of Irreversibility, J. Chem. Phys. 33, 1338 (1960) (cit. on p. 20).
