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Practical implementations of quantum information-theoretic applications rely on phase coher-
ences between systems. These coherences are disturbed by misalignment between phase references.
Quantum states carrying phase-asymmetry act as resources to counteract this misalignment. In this
paper, we construct protocols for interconverting these resources by first estimating the misalign-
ment. Our method achieves sublinear, but otherwise arbitrarily high, asymptotic rate of conversion
of pure resource states to mixed ones. No other method is known for asymptotic pure-to-mixed state
conversion. Our method also has the advantage of achieving phase reference alignment in addition
to resource conversion.
I. INTRODUCTION
All tasks and protocols in quantum information
theory—quantum cryptography, quantum computation,
quantum metrology, etc.—depend on reference frames for
physical degrees of freedom, because the transformations
and measurements involved in such tasks are defined rel-
ative to reference frames [1]. Reference frames associ-
ated with different subsystems involved in a task often
become mutually misaligned. Such misalignment can be
corrected for by exchanging quantum states carrying in-
formation about the relative alignment between the ref-
erence frames. This information is in the form of asym-
metry of the state with respect to the degree of freedom
associated with the reference frame.
The asymmetry contained in quantum states deterio-
rates and gets exhausted with use. For this reason, it is
considered a resource. The resource theory of asymmetry
characterizes and quantifies the resource of asymmetry,
and formulates protocols to interconvert between various
forms of asymmetry [1–7]. It has also been established
(see [1], for example) that the imposition of a so-called
“superselection rule” (SSR) with respect to a group G
of transformations (abbreviated G-SSR) is equivalent to
lacking alignment with a reference frame with respect to
G, and therefore leads to a resource theory of asymmetry
with respect to G.
An example of such a situation is when two remote
parties, Alice and Bob, share an optical communication
channel but lack a common reference for the optical phase
∗Electronic address: vnarasim@ucalgary.ca
of the light. This can result due to phase noise [8]. In
such a case, the only operations that they can perform
on the mode of light are those that do not need infor-
mation about the relative misalignment of their optical
phase references. If Alice sends Bob many states that
encode phase information, say coherent states of a cer-
tain amplitude, then Bob can use those states to estimate
the misalignment, or directly as a quantum reference for
the phase. In this sense, states containing asymmetry
relative to the phase degree of freedom are resources.
The above example corresponds mathematically to an
SSR relative to the group U(1) (the circle group). Ref-
erence frames associated with U(1) are required in all
applications that depend on phase coherences in optical
and atomic states, such as quantum cryptography [9] and
quantum clock-synchronization [10]. We develop a pro-
tocol for converting an arbitrarily large number of copies
of a “source” phase-asymmetry resource to copies of a
“target” resource in the presence of an SSR. This task
is known as asymptotic interconversion. Our protocol
first uses the source copies as input in a phase estimation
method, first developed in [11], and used in [12]. There-
after, we prepare the target resource as though there were
no SSR, using the newly-acquired alignment information.
We call this method “estimation-preparation”. Existing
methods for asymptotic interconversion [4–7] try to in-
terconvert resources directly without aligning reference
frames. Our method has the advantage that it can con-
vert pure resource states to mixed resource states, for
which no direct transformation method is known. Fur-
thermore, since our method uses phase estimation, it re-
sults in the acquisition of alignment information, in ad-
dition to preparing the target state. This information is
classical and stays forever, facilitating future tasks.
Other than our main result on U(1)-SSR, we also ap-
ply the estimation-preparation method to the finite cyclic
groups, Zd. This kind of SSR occurs, for example, when
agents lack a reference frame with respect to chirality
[13, 14]. In this case we are able to achieve arbitrar-
ily high asymptotic rate of interconversion between re-
sources. This is not in conflict with the linear intercon-
version rate result obtained in [4] using direct transforma-
tion methods, since our figure of merit is fundamentally
different from theirs.
This paper is organized as follows: In Section II, we
give a brief background of the relevant concepts, and lay
out the estimation-preparation method. In Section III,
we state and prove the main result on U(1)-SSR. In Sec-
tion IV we present the result on Zd-SSR. Finally, we give
concluding remarks, including a comparison of the esti-
mation strategy with direct transformation, in Section V.
II. ESTIMATION-PREPARATION METHOD
In quantum theory, superselection rules (SSR’s) are
certain constraints on the allowed dynamics, in addition
to the fundamental selection rules that arise from the
properties of atomic and nuclear systems [1–3]. An SSR
is a rule forbidding any quantum evolution that violates
certain symmetries. SSR’s arise naturally in any context
where a reference frame for a certain degree of freedom is
missing. Another way to look at this connection between
SSR’s and reference frames is that access to appropriate
reference frames can help in circumventing, partially or
even completely, the imposition of SSR’s.
Let U : G → L(H) be a unitary representation of a
group G, acting on a Hilbert space H.1 Consider an
SSR that allows only operations which commute with the
action of U(G). We refer to it as an SSR with respect to
the group G, or G-SSR. Under a G-SSR, all states that
are invariant under the action of U(G) are considered free
of cost: {
ρ ∈ D(H) : ∀g ∈ G, U(g)ρU †(g) = ρ} .
Here, by D(H) we mean the set of all normalized density
operators on H. All states outside the free set contain
some amount of asymmetry, and are therefore resources.
The allowed operations are all completely-positive (CP)
maps E : H+(H)→ H+(H) such that ∀g ∈ G,
U(g)E(·)U †(g) = E (U(g)(·)U †(g)) ,
that is, all CP maps whose action commutes with that
of the unitary group U(G). These are called G-covariant
operations.
1 L(H) denotes the set of linear operators on H.
Viewing an SSR as a restriction on the allowed opera-
tions has been previously referred to as the “constrained-
dynamical” perspective [5]. We will take advantage of the
fact that a G-SSR is mathematically equivalent to the
lack of a reference frame for a degree of freedom associ-
ated with G. All our analysis will be based on a model of
G-SSR where there exists a “standard” reference frame
and an “available” reference frame. The “correct” orien-
tation with respect to the G degree of freedom is given
by the standard frame, but the available frame is mis-
aligned from this standard by a transformation g0 ∈ G
that is completely unknown to us. This has been called
the “information-theoretic” perspective towards SSR’s in
[5], and has been formally presented, for example, in [1].
In our information-theoretic perspective, we model the
complete ignorance about g0 by treating g0 as a random
variable distributed by the Haar measure on G (the uni-
form distribution in the case of finite groups):
Pr(g0) =
{
dg0, G a compact Lie group,
1
|G| , G a finite group.
(2.1)
Note that the measure dg0 is the group’s invariant mea-
sure, and therefore independent of g0; we use this no-
tation merely as an index which will be convenient for
summation.
In any quantum resource theory, the task of state in-
terconversion encompasses the most general information-
theoretic task one might have to perform: any task con-
sists of taking as input some quantum and classical in-
formation, and producing as output some other quantum
and classical information. In particular, we consider the
task of asymptotic interconversion, which is to convert an
arbitrarily large number of copies of a “source” resource
state to copies of a desired “target” state:
σ⊗N 7→ τ⊗M .
The aim is to maximize the yield M for a given N , as
the latter approaches infinity. In fact, the requirement of
exact conversion to copies of the output state is too strict
and unnecessary. In asymptotic interconversion, we only
require that there exist sequences M(N) and τ (N) such
that
lim
N→∞
F
(
τ (N), τ⊗M(N)
)
= 1, (2.2)
with the conversion σ⊗N 7→ τ (N) achievable for every
N ∈ N using the allowed operations. Here F (·, ·) denotes
the fidelity of a pair of density matrices.
In asymptotic interconversion, one is usually interested
in finding such a sequenceM(N) whose terms get as large
as possible asymptotically. However, we use a slightly,
yet fundamentally, different notion of “success” at this
task. As per our view of the G-SSR as the application of
an unknown transformation g0 ∈ G, the target state is
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not a fixed state τ , but rather a function of the random
variable g0:
τg0 := U(g0)τU
†(g0).
Our asymptotic conversion method, which we call
“estimation-preparation”, first produces an estimate g
for g0, and then prepares copies of the state τg. Instead
of the condition (2.2), we require that
lim
N→∞
∫∫
g0,g∈G
F
(
τ⊗M(N)g , τ
⊗M(N)
g0
)
Pr (g0, g) = 1, (2.3)
where Pr (g0, g) is the joint distribution of the true mis-
alignment g0 and estimate g. This distribution consists
of the uniform distribution (2.1) of g0 combined with the
conditional distribution Pr(g|g0), which is decided by the
estimation protocol and the source state used as input.
We use the estimation method of [11], consisting of sub-
jecting the source σ⊗N to the measurement given by the
POVM
E(B) =
∫
g∈B
U(g) |η〉 〈η|U †(g) dg, (2.4)
where B ⊂ G is a measurable subset of G, dg is the
Haar measure on G (or just 1/|G| for a finite group), and
|η〉 ∈ H is a special vector known as a class vector2. This
is called the covariant measurement seeded by |η〉. For the
source state σ⊗N , the actual input to the measurement
is σ⊗Ng0 (due to the misalignment). The measurement
results in the conditional distribution
Pr(g|g0) = Tr
(
σ⊗Ng0 U(g) |η〉 〈η|U †(g) dg
)
,
whence the joint distribution is
Pr (g0, g) = 〈η|U(g−1g0)σ⊗NU †(g−1g0) |η〉dg0 dg.
(2.5)
In the following sections, we will apply this method
to the groups U(1) and Zd. The essential objective is
as follows: for a given pair of source and target states
(σ, τ), we want to find the best possible asymptotic scal-
ing M(N) such that (2.3) is satisfied for the distribution
given by (2.5). We will restrict to pure source states, but
the target is allowed to be mixed.
III. U(1)-SSR
In this section we consider the case of an SSR with
respect to the U(1) group. Such an SSR arises, for ex-
ample, when we lack a reference for the optical phase
2 We are taking H large enough to accommodate spaces that carry
tensor product copies of U(G) as well.
of a mode of light. A unitary representation of U(1)
can be decomposed into its one-dimensional irreducible
representations (irreps), inducing a decomposition of the
Hilbert space as H ≡ ⊕n∈ZMn ⊗ Nn, where eachMn = Span {|n〉} is 1-dimensional and carries the ir-
rep associated with n, while Nn has dimension equalling
the multiplicity of that irrep, and carries a trivial rep-
resentation of U(1). The action of the representation is
given by U(θ) (|n〉 ⊗ |α〉) = einθ |n〉⊗ |α〉, where |α〉 is an
arbitrary vector in Nn. The free states in the associated
resource theory are all states that are U(1)-invariant, i.e.
all states block-diagonal with respect to the index n of
the irrep.
For a pure state |ψ〉 = ∑n cn |n〉 ⊗ |αn〉, we will call
the set {n : cn 6= 0} the number spectrum of |ψ〉.
Our main result is the following.
Theorem 1. Under a U(1)-SSR, using the estimation-
preparation method, a pure resource state |φ〉 can be
converted to a pure or mixed resource state τ =∑
1 tk |ψk〉 〈ψk| at a sublinear, but otherwise arbitrarily
high, asymptotic conversion rate, provided that |φ〉 and
the spectral components |ψk〉 of τ have gapless number
spectra.
The remainder of this section consists of a proof of
Theorem 1: the asymptotic rate at which pure and mixed
target states can be obtained from pure source states
using the estimation-preparation method introduced in
Section II. We will prove the result first for pure target
states.
A. Pure target states
We want to convert copies of some pure state to those
of another pure state:
|φ〉⊗N 7→ |ψ〉⊗M .
Here we shall restrict consideration to pure states whose
number spectra are bounded on at least one side. This
restriction is naturally obeyed, for example, for the rep-
resentation of U(1) associated with the optical phase of a
mode of light, but not for that associated with the gauge
phase conjugate to electric charge. With this restriction,
it is known from previous work [4] that any pure state
can be reversibly converted by U(1)-covariant operations
to a “standard” state of the following form:
|ψ〉 =
∞∑
n=0
√
cn |n〉 ,
where c0 > 0, cn ≥ 0 and |n〉 ≡ |n〉 ⊗ |Repn〉 is
a “representative” vector in the eigenspace correspond-
ing to index n. Throughout this subsection, where we
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consider only pure states, we will restrict to the space
H :=⊕∞n=0 Span (|n〉).
Let the input state be
|φ〉 =
m1∑
n=0
√
pn |n〉
such that each pn 6= 0 in the sum (i.e. a gapless spec-
trum)3. In the limit of large N , the central limit theorem
[15] guarantees that
|φ〉⊗N =
Nm1∑
n=0
√
P˜n |n〉 ⊗ |αn〉 .
Here P˜ is some distribution close to
Pn :=
e
− (
n−Nµφ)
2
2Nσ2
φ√
2πNσ2φ
, (3.1)
where µφ is the mean and σ
2
φ the variance of the distribu-
tion p. The error in the approximation can be bounded
in the ℓ1 distance between the distributions:
∥∥∥P˜−P∥∥∥
1
= O
(
1√
N
)
. (3.2)
The multiplicity of each irrep would no longer be re-
stricted to 1 when the tensor product of copies of the orig-
inal representation is decomposed. Therefore, instead of
having a unique, state-independent |n〉 as before, we have
here some |n〉 ⊗ |αn〉 where |αn〉 ∈ Nn depends on the
single-copy state |φ〉. However, we can again take this
state to its standard form, ignoring the multiplicities.
In the case of U(1), the seed |η〉 of the measurement
E shown in (2.4) can be chosen to be
|η〉 :=
Nm1∑
n=0
|n〉 . (3.3)
Note that this is equivalent to using the bipartite seed
described in [11], because all irreps of U(1) are 1-
dimensional. The limits of the sum are chosen so that
this POVM is complete on the support of |φ〉 〈φ|⊗N . Let
θ0 be the true misalignment. With the input state |φ〉⊗N ,
we use (2.5) to obtain the posterior joint distribution of
3 The case of pure states with number spectra without upper
bound can be incorporated by later taking m1 →∞. This does
not pose any convergence problems so long as the state is nor-
malized. For clarity, we shall restrict to finite m1, without loss
of generality.
the misalignment and estimate:
Pr (θ0, θ) =
dθ0
2π
dθ
2π
∑
m,n
e
i(m−n)(θ−θ0) 〈m|φ⊗N |n〉
≈dθ0
2π
dθ
2π
∑
m,n
√
PmPne
i(m−n)(θ−θ0)
≈dθ0
2π
dγ√
2Nπσ2φ
∣∣∣∣∣∣∣∣
∞∫
−∞
e
− (
m−Nµφ)
2
4Nσ2
φ
+imγ
√
2π
dm
∣∣∣∣∣∣∣∣
2
=
dθ0
2π
dγ
√
2Nσ2φ
π
e
−2Nσ2φγ2 , (3.4)
where γ := θ−θ0, and we have used the arguments elabo-
rated in [12] to approximate the sum by an integral. The
approximation in the second line incurs an O
(
1/
√
N
)
error (see (3.2)), which is also the order of the error as-
sociated with the third line [12]. Therefore, the overall
error is O
(
1/
√
N
)
.
Having used this estimation strategy, we wish to pre-
pare an approximant to M copies of some state |ψ〉 =∑
n
√
qn |n〉, which we assume also has a gapless spec-
trum. For large M ,
|ψ〉⊗M ≈
∣∣∣ψ(M)〉 :=∑
n
√
Qn |n〉 ,
where
Qn :=
e
− (
n−Mµψ)
2
2Mσ2
ψ√
2πMσ2ψ
, (3.5)
µψ being the mean, and σ
2
ψ the variance, of the distribu-
tion q. Here the approximation error is O
(
1/
√
M
)
in
terms of the trace distance between distributions, as in
(3.2).
Given outcome θ of our estimation POVM, we prepare
the state ∣∣∣ψ(M)θ 〉 :=∑
n
e
inθ
√
Qn |n〉 .
The fidelity of the prepared state with the true target
state is
F
(
ψ⊗Mθ0 , ψ
⊗M
θ
) ≈ ∣∣∣〈ψ(M)θ ∣∣∣ψ(M)θ0
〉∣∣∣2
=
∣∣∣∣∣
∑
n
e
in(θ−θ0)Qn
∣∣∣∣∣
2
≈
∣∣∣∣∣∣
∞∫
−∞
dn√
2πMσ2ψ
e
inγ
e
− (
n−Mµψ)
2
2Mσ2
ψ
∣∣∣∣∣∣
2
=e−Mσ
2
ψγ
2
. (3.6)
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Both of the approximations above are toO
(
1/
√
M
)
, and
so the overall error isO
(
1/
√
M
)
. We sum the above over
the probability distribution (3.4) to obtain our figure of
merit:
f [φ,N ;ψ,M ] :=
∫∫
θ0,θ∈U(1)
F
(
ψ⊗Mθ0 , ψ
⊗M
θ
)
Pr (θ0, θ)
≈
√
2Nσ2φ
π
∫∫
θ0,γ
dθ0
2π
e
−Mσ2ψγ2−2Nσ2φγ2 dγ
≈ 1√
1 +
Mσ2
ψ
2Nσ2
φ
(3.7)
for large N and M . The errors accrued in the
two approximations above are O
(
1/
√
N + 1/
√
M
)
and O
[
exp
(
−π2
(
Mσ2ψ + 2Nσ
2
φ
)2)
/
√
M
]
, respec-
tively. Therefore, the overall error is O
(
1/
√
M
)
. Note
that σφ and σψ do not change with N : they are just
properties of the single-copy states. Therefore, in order
for f to approach 1 asymptotically, N must dominateM .
The asymptotic expansion of f is of the form
f [φ,N ;ψ,M ] = 1 +O
(
M
N
)
+O
(
1√
M
)
.
We see that any yield rate M(N) that grows strictly
sublinearly in N allows f to approach 1 for large N .
Therefore, we may choose any rate function M(N) that
grows strictly sublinearly in N .
B. Mixed target states
We now extend the proof in the previous section to
the case of mixed target states. To this end, we use some
results on typical sequences, which we provide first in
Section III B 1. Thereafter, in Section III B 2, we prove
Theorem 1 for mixed target states.
1. AEP applied to simplify tensor products
In the case where mixed states are involved, we must
necessarily consider the multiplicity structure arising
from a tensor product. Recall that the Hilbert space
carrying the representation can be decomposed in the
manner H ≡ ⊕nMn ⊗ Nn, where Mn = Span {|n〉}
is 1-dimensional and carries the irrep associated with n,
while Nn has dimension equalling the multiplicity of that
irrep, and carries a trivial representation of U(1).
Consider a mixed resource state ρ = τ⊗M , where
τ =
Rτ∑
k=1
tk |ψk〉 〈ψk|
is a spectral decomposition of τ , with
|ψk〉 =
∑
n
√
p
(k)
n |n〉 ⊗
∣∣∣ψ(k)n 〉 .
We restrict to the case where each |ψk〉 has a gapless
number spectrum.
For large M , ρ can be approximated well by consider-
ing only the most typical pure states in its decomposition,
i.e. those where |ψk〉 appears ∼ tkM times in the tensor
product, for each k. To make this notion precise, let us
introduce a sequence of small real numbers ǫ (M) ≥ 0
whose asymptotic limit is zero, but whose convergence
to the limit is “slow enough”:
ǫ (M) = o
(
M0
)
,
√
logM
M
= o (ǫ (M)) .
For any ǫ ≥ 0, define the set of Rτ -dimensional probabil-
ity distributions
Rǫ :=
{
Probability distributions t˜ ∈ RRτ : ∥∥t˜− t∥∥
1
≤ ǫ} ,
where ‖·‖1 is the ℓ1 distance between probability distri-
butions. The asymptotic equipartition property (AEP)
of strongly-typical sequences [16] allows us to restrict
the expansion of τ⊗M =
(∑Rτ
k=1 tk |ψk〉 〈ψk|
)⊗M
to only
those terms where each |ψk〉 appears t˜kM times in the
tensor product for t˜ ∈ Rǫ(M), incurring an overall error
in trace norm of O (ǫ (M)):
ρ = δρρ
res +
Rρ∑
j=1
rj
∣∣∣β(j)〉〈β(j)∣∣∣ (3.8)
with 0 ≤ δρ = O (ǫ (M)), rj ≥ 0, and ρres, β(j) normal-
ized density operators.
Here, for each j ∈ {1, . . . , Rρ},
∣∣∣β(j)〉 = Uπj
Rτ⊗
k=1
|ψk〉⊗t
(j)
k
M
,
where t(j) ∈ Rǫ(M), and Uπj is a unitary that permutes
the M subsystems by some permutation πj ∈ SM . Now,
for each k ∈ {1, . . . , Rτ},
|ψk〉⊗t
(j)
k
M =
∑
n
√
P˜
(j,k)
n |n〉 ⊗
∣∣∣ψ(j,k)n 〉 ,
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where
∥∥∥P˜(j,k) −P(j,k)∥∥∥
1
= O(1/
√
M) with
P (j,k)n =
e
− (
n−t
(j)
k
Mµψk
)
2
2t
(j)
k
Mσ2
ψk√
2πt
(j)
k Mσ
2
ψk
, (3.9)
We can now find the number distribution in
∣∣β(j)〉 us-
ing the fact that the sum of independent normally-
distributed variables is also normally distributed. Defin-
ing
P (j)n :=
e
− (
n−Mµ
(j)
τ )
2
2M(σ(j)τ )
2
√
2πM
(
σ
(j)
τ
)2
with µ
(j)
τ :=
∑Rτ
k=1 t
(j)
k µψk and σ
(j)
τ :=
√∑Rτ
k=1 t
(j)
k σ
2
ψk
,
we have ∣∣∣β(j)〉 =∑
n
√
P˜
(j)
n |n〉 ⊗
∣∣∣β(j)n 〉
for some
∣∣∣β(j)n 〉 ∈ Nn and ∥∥∥P˜(j) −P(j)∥∥∥
1
= O(1/
√
M).
2. Proof for mixed target states
Now let the state ρ = τ⊗M of Section III B 1 be the
target state of the estimation-preparation protocol. For
a true misalignment θ0 ∈ U(1) and an estimate θ, using
(3.8), the fidelity between the true target and prepared
target states would be
F
(
τ⊗Mθ0 , τ
⊗M
θ
) ≥δρF (ρresθ0 , ρresθ )+
Rρ∑
j=1
rjF
(
β
(j)
θ0
, β
(j)
θ
)
≥ (1 + o(M0))min
j
F
(
β
(j)
θ0
, β
(j)
θ
)
,
(3.10)
where we have used the joint concavity of the fidelity
function in its arguments, and the fact that δρ =
O (ǫ(M)) = o(M0).
For each j the state β(j) is pure, and therefore
F
(
β
(j)
θ0
, β
(j)
θ
)
can be calculated by the same method as
in Section III A (cf. (3.6)), yielding
F
(
β
(j)
θ0
, β
(j)
θ
)
= e−M(σ
(j)
τ θ)
2
+O
(
1√
M
)
,
where θ = θ − θ0 and σ(j)τ :=
√∑Rτ
k=1 t
(j)
k σ
2
ψk
. Let the
minimum be attained by j = j0. Then, we have
F
(
τ⊗Mθ0 , τ
⊗M
θ
) ≥ e−M(σ(j0)τ θ)2 +O( 1√
M
)
.
Since the source is a pure state φ⊗N , we use the same
method as in (3.7), together with the above bound on
the fidelity, to obtain the bound
f [φ,N ; τ,M ]
≥ 1√
1 +
M
(
σ
(j0)
τ
)2
2Nσ2
φ
+O
(
1√
M
)
+O
(
1√
N
)
= 1 +O

M
(
σ
(j0)
τ
)2
N

+O
(
1√
M
)
+O
(
1√
N
)
.
(3.11)
But since t(j0) ∈ Rǫ(M), σ(j0)τ = στ + O (ǫ (N)), where
στ :=
√∑Rτ
i=1 tkσ
2
ψk
. This leaves us with
f [φ,N ; τ,M ] ≥ 1 +O
(
M
N
)
+O
(
Mǫ (M)
N
)
+O
(
1√
M
)
+O
(
1√
N
)
. (3.12)
Therefore, we again recover the result that perfect
asymptotic conversion is achievable at any rate M(N)
that grows sublinearly in N .
IV. Zd-SSR
Here we consider an SSR with respect to a unitary
representation U of Zd. Such a representation can be
generated by U1 such that ∀j ∈ Zd, U(j) = (U1)j . It acts
on a d-dimensional Hilbert space Hd := Span {|j〉}j∈Zd ,
where ∀j, k ∈ Zd,
〈j| k〉 = δjk
and
U1 |j〉 = ωj |j〉 ,
with ω := ei
2pi
d .
The case of Zd is very different from that of U(1): in
this case, there exist quantum states whose single copy
can completely obviate the SSR. For example, let the
unknown misalignment be m ∈ Zd, and suppose that we
are given just one copy of the state |η0〉 := 1√
d
∑
j∈Zd |j〉
from the source. Due to the interjection of the unknown
m, the state in our reference frame is
U(m) |η0〉 =: |ηm〉 = 1√
d
∑
j∈Zd
ωmj |j〉 .
If we perform a von Neumann measurement in the basis
{|ηj〉}j∈Zd (which is always an orthonormal basis span-
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ningHd)4, then we get the correct valuem with certainty.
Thereafter, this perfect estimate may be used to prepare
any state.
Since just one copy of this state suffices, using one
such copy, we can prepare any state at an infinite rate
(and even restore the copy we used in the measurement).
However, if no copy of such an “ultimate resource” is
available, but we have many copies of a different pure
state, then what rate can be achieved?
The groups Zd have the property that for k copies{
U(i)
}k
i=1
of the representation U ,
k⊗
i=1
U(i) ∼= U ⊗ Tdk−1 ,
where Tdk−1 is an d
k−1-dimensional trivial representation
of Zd. The Hilbert space carrying the direct product rep-
resentation likewise becomes the direct product of one
copy of Hd and a multiplicity space carrying the trivial
representation. Any transformation within the multiplic-
ity space is free. Therefore, since we consider only pure
states, we may replace any pure state on the product
space by a “canonical representative” state on Hd.
Suppose now that we are given N copies of a state
|ψ〉 := ∑j∈Zd √pj |j〉. These copies can be replaced by
the representative
|ψN 〉 =
∑
j∈Zd
√
cj |j〉 ,
where
cj :=
∑
t∈S(N,j)
(
N
t
) ∏
k∈Zd
ptkk ,
with S(N, j) the collection of all d-tuples t of nonnegative
integers such that
∑
k∈Zd tk = N and
∑
k∈Zd ktk
∼= j
mod d. From the analysis shown in [12], it follows that
for any p with at least 2 nonzero components5,
cj =
1
d
+O
(
ǫN
)
, (4.1)
with 0 ≤ ǫ < 1.
Now, if we measure this state using the measurement
mentioned before, namely the von Neumann projective
measurement in the basis {|ηj〉}j∈Zd , then the probability
of getting a particular wrong outcome m1 6= m is
Pr (m1|m) = |〈ηm1 |U(m) |ψN 〉|2 =
∣∣∣∣∣∣
∑
j
ω(m1−m)j
√
cj
∣∣∣∣∣∣
2
.
4 This measurement is in fact the coherent measurement seeded
by |η0〉 (see (2.4)).
5 That is, any p such that ∄j : pj = 1.
Using (4.1),
√
cj =
1√
d
+O
(
ǫN
)
,
whence
Pr (m1|m) =
∣∣∣∣∣∣
∑
j
ω(m1−m)j
(
1√
d
+O
(
ǫN
))∣∣∣∣∣∣
2
=
1
d
∣∣∣∣∣∣
∑
j
ω(m1−m)j +O
(
ǫN
)∣∣∣∣∣∣
2
=O
(
ǫ2N
)
, (4.2)
where we have used the fact6 that
∑
j ω
(m1−m)j = 0 for
any m1 ≇ m mod d.
Therefore, the probability of getting the correct out-
come is bounded below as
Pr (m|m) = 1−
∑
m1∈Zd\{m}
Pr (m1|m) = 1−O
(
ǫ2N
)
.
Since the fidelity of preparation of any target state
is perfect whenever the outcome is correct, this gives
us trivially that the average fidelity (over all m) is also
bounded from below by the same quantity. Because this
bound depends only on the number of input copies and
not on the output state or the number of output copies, in
the asymptotic limit we may choose any preparation rate
M(N), without bound, for pure or mixed target states.
Note that this result on Zd-SSR is not in conflict with
our result on U(1)-SSR (Section III), where our method
achieves a sublinear rate. The two cases are fundamen-
tally different: our method in the Zd case relies on being
able to make the number of copies N arbitrarily large,
not just absolutely, but also in particular relative to d.
On the other hand, in the U(1) case we were able to
appeal to the law of large numbers to approximate cer-
tain probability distributions by Gaussian distributions,
and to extend the domain of the sample space to all real
numbers, only by assuming that this domain is, as such,
much wider than the scale of N . Only after this step do
we allow N itself to grow to infinity.
V. DISCUSSION AND CONCLUSION
In this paper, we formulate an estimation-preparation
strategy for asymptotic state interconversion in the
presence of a symmetry superselection rule (SSR).
6 Note that this is true for composite d as well.
7
Estimation-preparation consists of first estimating the
unknown misalignment of the reference frame using the
methods described in [11], and thereafter using the ob-
tained alignment information to prepare the target state.
In the case of an SSR associated with a phase (U(1)-
SSR), our estimation strategy can achieve a sublinear,
but otherwise arbitrarily high, rate of conversion asymp-
totically, as long as the source state is pure and has a
gapless number spectrum. In [4], a direct transformation
strategy has been constructed to convert pure states to
pure states. This direct strategy achieves a linear conver-
sion rate, compared to the sublinear rate of our method.
However, our method performs equally well in the case
where the target state is mixed, whereas no direct strat-
egy is known in this case.
Furthermore, since our method includes a step where
the reference frame misalignment is estimated, the result
of the protocol is not only the preparation of the de-
sired target state, but also an alignment of the reference
frame. This alignment is in the form of classical infor-
mation, and therefore, can be reused in future tasks. In
direct transformation strategies, on the other hand, the
misalignment remains even after state conversion.
For an SSR associated with one of the finite cyclic
groups, Zd, our strategy can achieve arbitrarily high
asymptotic conversion rate when the source state is pure.
This does not conflict with the result of [4] that the op-
timal rate is linear: their figure of merit is the fidelity of
the prepared state and a fixed target state, under con-
strained dynamics, whereas ours is the average of the
fidelity over all possible target states (corresponding to
all possible misalignments).
There is scope for future research in the problem of
extending the estimation method to allow efficient state
preparation from mixed sources. It also remains to de-
termine whether the measurement we have used is op-
timal for estimation-preparation (although it is known
to be optimal for estimation alone, under some condi-
tions [11]). Another future direction is the application
of our method to SSR’s associated with more complex
groups such as SU(2) (spatial rotation-symmetry SSR)
and Sn (particle-exchange SSR). Finally, there remains
the problem of resource conversion in the non-asymptotic
(single-shot) regime, where finite copies of resources are
considered. This case would not admit such convenient
mathematical simplifications as the central limit theo-
rem and asymptotic equipartition property, and presents
a challenging problem for future work.
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