The refinement of crystal structures using X-ray powder data in a two-stage method is described. (1) The integrated intensities of the individual reflections are derived by a profile fitting method in which the profile shapes are accurately defined using an experimentally determined instrument function and the sum of Lorentzian curves. (2) These values are then used in a powder least-squares refinement for structure determination. The results obtained with three simple structures (silicon, quartz and corundum) gave R(Bragg) values of 0.7 to 2.5%. The necessity of correcting for preferred orientation and the importance of proper specimen preparation are also discussed.
Introduction
In recent years, there has been a large increase in publications on the refinement of crystal structures using powder data. Much of this activity can be traced to the algorithms and programs published by Rietveld (1967 Rietveld ( , 1969 , who developed a full-pattern-refinement method for fixed-wavelength neutron diffraction. There have been several recent reviews which give details of the method: Cheetham & Taylor (1977) , Sakata & Cooper (1979) , Young & Wiles (1981) and Albinati & Willis (1982) , and a modification described by Cooper, Rouse & Sakata (1981) . The Rietveld method was later modified for use with X-ray powder data (see, for example, Malmros & Thomas (1977) , Khattak & Cox (1977) and Young, Mackie & Von Dreele (1977) ). However, the precision of the X-ray results were significantly lower than those of neutron diffraction. The purpose of this paper is to present an alternative method which gives good results for the X-ray case. Some of the procedures may also be relevant to neutron studies.
The major difference between the Rietveld method and the method presented here is that we first determine the integrated intensities of the individual reflec-*Permanent address: Mineralogisch lnstitut, l]niversitfit Bonn, Poppelsdorfer Schloss, D-5300 Bonn, Federal Republic of Germany.
tions from the observed patterns taking into account the instrument function, and then the structure parameters are refined in a manner analogous to singlecrystal structure determination. In the Rietveld method, both the integrated intensities and the structure parameters of the whole pattern are simultaneously refined from the observed data. Our method was used in neutron diffraction as early as 1962 (Will, Frazer & Cox, I965) although the integrated intensities were derived by conventional methods.
In the original Rietveld program, a Gaussian function was used for the neutron diffraction profiles and reasonably good fittings and relatively small R(Bragg) values were achieved. The Gaussian is also a good approximation for energy-dispersive diffraction profiles (Sparks & Gedke, 1972; Mantler, 1982) . A number of authors have recognized that some difficulties occur in the use of the Gaussian function for wavelengthdispersive X-ray powder diffractometry because of inaccurate definition of the profile shapes. Other types of functions have been used with varying degrees of success (Young & Wiles, 1981) including the Voigt function which is a convolution of Gauss and Lorentz functions (Langford, 1978; Suortti, Ahtee & Unonius, 1979) .
In X-ray powder diffractometry, the profiles are asymmetric and the shapes vary with 20 due to various aberrations and the K~ doublet. These shapes cannot be accurately described by a Gaussian or other single function. Consequently, the R(Bragg) values obtained in the Rietveld X-ray work have been considerably poorer than those derived from neutrons. To avoid problems caused by the K~ doublet that arise in using the Rietveld method, Khattak & Cox (1977) used Cu Kfl radiation and a modified Lorentzian function to refine corundum and perovskite-type structures. However, they reported difficulties in deriving proper temperature factors and the Kfl intensities were only about 15% of the K~., making the experiment very long. Malmros & Thomas (1977) used a Guinier camera and Cu KT~ radiation to avoid the doublet problem.
There is confusion in the nomenclature because the term 'profile fitting' has been applied to both Rietveld and our method although the two are different. It appears that the name 'Rietveld method' should be retained for the full-pattern-fitting structure refinement as recommended at the 1978 Crackow meeting on Diffraction Line Profile Analysis and 'profile fitting" used for our method of analyzing the individual reflections without regard to the use of the data for structure refinement or other purposes.
Profile fitting method
In our method (Huang & Parrish, 1975; Parrish, Huang & Ayers, 1976 , we use the K~ doublet to determine the integrated intensities of the reflections in a two-stage profile fitting procedure: (1) First the instrument function of the experimental diffractometer set-up is accurately determined by measuring a set of reflections from several carefully selected standard powder specimens free of line broadening and other defects. These isolated reflections cover the entire angular range with separations of about 5 to 10 °. The computer synthesizes the instrument functions from a sum of seven Lorentzians which most closely matches each of the experimental profiles. The derived Lorentzian parameters are stored in the computer for later use.
(2) The integrated intensities of the material being analyzed are then determined from the convolution of the stored instrument profile functions and the true diffraction effects from the specimen using a single Lorentzian for each reflection as described below.
The application of the method generally does not require prior knowledge of the positions or intensities of the peaks or any other crystallographic information but these data may be entered if desired. The peak positions derived from profile fitting have also been used to determine the reflection angles and lattice parameters with high precision . The basis of the method is that the observed (experimental) profile Y(20) is a convolution of the X-ray line spectrum W and the instrumental and geometrical aberrations G with the true diffraction effects of the specimen S:
In the present case, W is the intensity distribution of the Cu K~ spectral lines obtained with a bent-graphite diffracted-beam monochromator. The G function represents all the instrumental and geometrical factors which contribute to the shape of Y(20), such as the incident and diffracted beam apertures (slit sizes), alignment and related factors. In practice, we measure the convolution W,G, which is the instrument function for the particular experimental conditions used. Each set of slit sizes, wavelengths or other factors contributing to the line shape requires a separate set of W,G profiles.
This profile fitting method is inherently capable of determining the integrated and peak intensities and the reflection angles with high accuracy because it (1) uses the experimentally determined instrument function, (2) can resolve overlapping reflections with far greater resolution than the diffractometer, (3) uses all the measured data points and (4) works over a very large intensity range.
Determination of the instrument function
The profiles obtained with powder diffractometers have asymmetries and widths which vary with reflection angle (Wilson, 1963; Parrish, 1965) . The shapes of the low-angle profiles arise mainly from instrumental aberrations and the high-angle shapes are dominated by the forms of the spectral lines.
The W,G function is independent of the specimens used. It is therefore essential that the standard powders selected to determine W,G be well crystallized and free of line broadening arising from small crystallite sizes, strain and similar factors that modify the shapes. Carefully prepared specimens of silicon, tungsten, ~-quartz, diamond, Gd3GasO12 garnet (GGG) and a zeolite were used to obtain sets of isolated profiles. About 25 profiles were measured with a 1divergence slit to cover the angular range 20-110, and a dozen with 4 ° slit for 80-160. These profiles were measured with a computer-controlled diffractometer, with step sizes A20=0.01 or 0.0T and counting time long enough to accumulate about 50 000 counts on the K~I peaks . Each W,G profile can be mathematically represented by the sum of seven gorentzian curves, three each for K~ 1 and K~2 and one for the weak satellite K~ 3 (Huang & Parrish, 1975) : W,,.~(i,j) and 20w~(i,j) are the integrated intensity, half width at half maximum (HWHM) and the peak position of thejth Lorentzian in the ith W,G profile, respectively. The 21 parameters are adjusted by the computer program until the calculated profile makes the best fit with the experimental data which may contain 150 to 300 points. These W,G profiles are sufficiently close on the 20 scale for the program to interpolate linearly the Lorentzian-curve parameters between adjacent profiles to obtain a continuous function over the entire angular range covered. The derived profile parameters are normalized and stored in the computer for later use.
The profiles shown in Fig. 1 are typical of the data and results obtained with the method. The closeness of fit between the profile synthesized from the sum of seven Lorentzians and the experimental points in all portions of the profile is shown by the low values of R(PF) and RI(PF) as defined below.
Determination of the integrated intensities
The next step is to collect data on the powder specimen by step scanning the full pattern and to derive the integrated intensities by the profile fitting method. If the specimen itself produces no asymmet- rical broadening (other than that due to the W,G 
where Ii, W~ and 20~ are the integrated intensity, half width at half maximum and 20 position of the ith reflection of the specimen, respectively, and n is the number of observed reflections in the pattern. S is obtained by the computer program which adjusts these three parameters for all reflections together with the linear background so that the pattern Y(calc) calculated from (1) matches the experimental points Y(obs) as closely as possible. The solution is reached when the sum of squares of the differences between Yi(calc) and Y~(obs) data is a minimum. The effect of the integration range on the determination of integrated intensities is described in the silicon results, § 5.2. The experimental method is described in § 4.
Profile .fitting accuracy
The profile fitting method works over a very wide range of intensities and even very weak peaks can be reliably measured. For example, in the quartz frontreflection pattern, the ratio of the observed integrated intensities of the highest 101 and lowest 222 reflections was over 5000:1 with the 222 K~ 1 peak having a peakbackground (P-B) count of only 10 counts s-
The goodness-of-fit R(PF) (R = reliability, PF = profile fitting) of the calculated to the observed profile is related to the differences between Y/(calc) and Y/(obs) at the observed 20 points. It may be calculated for the entire pattern, a cluster of peaks or a single reflection.
The match of the calculated integrated intensity with the observed integrated intensity of the entire profile or full pattern is
The profile fitting program has high precision in computing the integrated intensities from the fitted experimental profiles. Data from many silicon runs (where the intensities were high with no overlapping reflections) using a variety of specimens and stepscanning conditions averaged about 0.2%. The peak and integrated intensities were determined with higher precision by profile fitting than would be expected from only the counting statistical precision of the observed data (Parrish & Huang, 1983) . Even in complex patterns of lower intensity, RI rarely exceeds a few tenths of one percent.
Profile fitting resolution
The profile fitting method can resolve reflections which are overlapped in the original diffractometer experimental data. In general, two reflections can be resolved and their individual integrated intensities determined if their K~ peaks are separated by more than the HWHM regardless of the proximity of the Kc~ 2 peaks. For lower-symmetry crystals it may be helpful to input some of the peak positions computed from the lattice parameters or peak search program (Parrish, Ayers & Huang, 1982) , as an aid in resolving closely spaced peak clusters. In practice, the resolution is also dependent on the receiving-slit width, counting statistical accuracy, step size and the relative intensities.
PO WLS crystal-structure refinement
The integrated intensities of all reflections of the powder diagram derived from the profile fitting procedure are used as the input values for the ensuing crystal-structure refinement. The refinement program POWLS (POWder Least Squares) (Will, 1979 ) is shown in block diagram form in Fig. 2 . This program, designed to refine atomic positional parameters, temperature factors, and other crystallographic parameters as needed, can also handle unresolved reflections which are intrinsically overlapped in a powder diagram, or peaks that one may wish to treat as a group because of correlations.
The refinement is carried out on a general observed quantity G(obs), a vector or a one-column matrix with n components gi. This is approximated by a vector C = G(calc) with the components ci calculated from a set of parameters described by a parameter vector P with m<n components p~. The quantity to be minimized is then in general terms.
where R is the vector of the residuals, with the components ri = gi-ci(P),
R r is the transposed matrix of R, and W an (estimated) weight matrix similar to that used in single-crystal least-squares procedures. W is proportional to the inverted variance-covariance matrix of G. In this case, the gi's are identical with the integrated intensities I(hkl)'s, or the sum of rs in a group of unresolved reflections. The gi's are derived from the profile fitting procedure. They are not correlated and therefore W is diagonal and (6) reduces to
where K is a scale factor. The proper weighting system used in POWLS is the inverse variance-covariance matrix calculated in the course of the profile analysis. When the g~'s are not correlated, W is diagonal. The degree of correlation depends very much on the profile analysis and thereby especially on the intervals between the data points. High correlations are observed when the peaks are too close together. POWLS provides the means to avoid such problems by treating overlapping reflections in the subroutine FUNN Y.
POWLS is a general program, and for the often encountered cases where W is not available we assume the w~ to be proportional to the reciprocal variances 1/a 2 of the gi. Because of the unknown contribution from the background, it is appropriate to add a constant, yielding a = constant + SQRT(I).
(In the calculations we have set the constant equal to 2o.)
We tried a number of weighting schemes and obtained about the same results, including calculations with unit weights. A possible explanation may be that the precisions of the strong and weak reflections determined by profile fitting have approximately the same magnitude. However, the method permits the use of weighting if desired.
POWLS reduces the general nonlinear least-squares problem to a linear form by using a Taylor-series expansion. We assume that the original parameter vector p can be replaced by a better parameter vector D obeying the equation
with t] the components of a remaining residual vector /~<R. The mathematical problem is to find the --POWD ]
[PRECOR ] 
and referring to (7) and (9) we obtain
This is an overdetermined system of linear equations, which can be handled by least-squares formalism meeting the requirements of (6). This procedure (Hamilton, 1964) leads to
which is the matrix equation that is formed and solved by POWLS.
The Taylor-series expansion of (11)is an approximation that is valid only for small x~. In general, several cycles of refinement are required to find the best value P.
The procedure is as follows: for the first cycle we choose a set of initial values for the parameters Pl ..... P,n as close as possible to the true values. In the usual least-squares routines no starting increments are needed. In POWLS we base our derivatives on Taylor expansions, where we form partial derivatives numerically:
For the first cycle, we therefore need the increment Apj. For the ensuing cycles, the program calculates the increments from the standard deviations determined at each cycle
We recently modified the program for cases where the user has forgotten to name an increment; the program then will use a small estimated value to begin the calculation.
The values found for the xj provide new and better values of the parameters dj = pj + xj. In each following cycle, the vector P is replaced by the vector D and new parameter increments Apj are calculated from the standard deviation of the x2. The iteration is continued until the adjustment vector X is small or zero, i.e. until there is no significant difference between P and D, and until we find R _~/~ from (7) and (9).
The MAIN program first reads the input data and organizes the program with respect to the subroutines.
The initial weight matrix W is formed by using either an input correlation matrix or by using estimates of the standard deviations of the observed data.
The subroutine XTAL organizes the calculation of the structure factors F(hkl)'s for all reflections allowed by the space group. Form factors are calculated from tables taken from International Tables for X-ray Crystallography (1962) and stored in the computer. The extinction conditions are calculated from space-group conditions also permanently stored. The space-group number, together with a set of atomic coordinates is thus sufficient as input.
The structure factors are calculated in the problemoriented subroutine FUNNY, and the vectors of the reduced intensities G are determined. FUNNY is the central subroutine of the whole program. It has a loop through all reflections allowed by the space-group conditions and a second loop through all the atoms per unit cell. FUNNY also provides the user with the possibility to calculate and refine, if necessary, parameters not commonly used, like partial site occupancies or magnetic properties in neutron diffraction. After having called PRECOR and OLAPP, it calculates the theoretical intensities l(calc) [identical with C= G(calc)] for the ensuing least-squares procedure.
Preferred orientation was found to be of significance in all structures we have studied and the subroutine PRECOR is designed to make corrections for this effect (see § 5.1).
The addition of overlapping (hkl) planes to one observation is done in the subroutine OLAPP. In those cases where the powder method gives exact overlaps, e.g. 333/511 in cubic or 10.1/01.1 in rhombohedral materials, the two reflections are lumped together. In cases of a small group of very closely spaced unresolved reflections, the intensities may be summed and used as a group. OLAPP also arranges the input codes concerning the superposition of reflections under one observation. In order to make the whole program easy for the user, a very simple input code is used to tell the program the connection between observations and Miller planes. This simple coding system is very important in practical applications, so that different assignments can be handled very easily.
With 
where C is a scaling factor; a separate C is used for each experimental condition such as change of slit sizes which changes the observed intensities; j is the multiplicity factor for each reflection hkl and is determined by the program; the first geometrical term is the Lorentz-polarization factor for this diffractometer geometry; the next term is the correction for the graphite monochromator with m=l.7 (described later) and 20M = 26"55 ° for Cu K~ radiation; F(hkt)= structure factor of the hkl reflection; B=isotropic temperature factor (anisotropic temperature factors flij can also be used); the last term is a correction factor for preferred orientation and is described later. The structural refinement residual was used in the form ~wil Ii(obs) -li(calc) I R(Bragg)w= ~= l x 100%, (16)
wili(°bs)
i=I where w is a weight factor based on standard deviations of the observed intensities. In the work reported here, w was constant for all reflections.
POWLS is capable of refining all the structure parameters at the same time. Usually, all parameters converged after several cycles in a few seconds of CPU time on the IBM 3033.
Experimental techniques and instrumentation
Extreme care is required in the specimen preparation and the experimental methods to obtain powder data of sufficient accuracy for structure refinement. The methods require a great deal more planning and time than those used in routine powder applications. The following brief description outlines the methods we used. Norelco long fine-focus copper-anode X-ray tubes with the tube shield modified for 12 ° take-off angle for higher intensity were operated at 50 kV, 20 mA from a DC constant-potential Philips PW1310 generator. Although the voltage and current are highly stabilized, we found it necessary to warm-up the generator for several hours at full power and keep it there during the set of runs. The long-term stability was checked by measuring a high-intensity reflection before and after each run to determine if drifts had occurred. In general, the drifts were small enough to avoid corrections.
We used a modified Norelco focusing diffractometer with 0-20 scanning in the vertical plane, radius--185 cm, and rotating reflection specimen (Parrish, 1965) . The modifications include a vacuum beam path which eliminated air scatter and increased the intensity about 35%, provisions for the higher take-off angle and monochromator. The incident-beam aperture was 1 ° from front reflection and 4 ° for back reflection. The incident-beam axial divergence was 4.5 ° and no parallel foils were used in the diffracted beam (see below). An antiscatter slit with aperture to match the divergence slit was used between the specimen and receiving slit. The horizontal beam width was limited to 12 mm by bands on the specimen chamber.
For a given set of experimental conditions, the resolution and intensity are inversely related and determined primarily by the receiving-slit width, Fig. 3 . We used a 0-35 mm slit which gave 0.137 ° (20) FWHM, sufficient resolution for the patterns analyzed. For patterns with severe overlapping, the FWHM can be reduced to 0.083 ° with a 0"075 mm slit but the intensity would be 68% lower. Different receiving slits could be used for different portions of the pattern but would require additional scaling factors, calibration and W,G's. Alternatively, the dispersion could be increased by using Cr K~ radiation which would give much larger separation of the overlaps than the use of narrower slits with Cu K~; however, the intensity would be lower than Cu K~ by about a factor of two or more (Parrish, 1968) . The curved-graphite monochromator, R = 224 mm, was mounted between the receiving slit and the detector. It reflects about 50% of Cu K~, about the same as the transmission of 0.015 mm nickel foil, and also acts as a collimator so that the parallel foils in the diffracted beam could be eliminated. This increased the intensity by a factor of two over the nickel filter, and the background is much lower. A correction [in (15)] for the partial polarization by the monochromator was added to the Lorentz factor in the subroutine FUNN Y. The exponent was determined at the outset by including it in the list of variables in the least-squares refinement of silicon. The value determined, m = 1.7, was used in the following calculations.
A NaI.TI scintillation counter and single-channel pulse-amplitude discrimination with window set symmetrically to transmit about 95% Cu K~ was used. The resolving time of the detector system including the Series/1 instrument control-card scaling circuit was measured with a set of 20 equal-thickness (0.01 mm) aluminum foils. A single-crystal (111) silicon wafer and 15 kV X-ray tube voltage were used to avoid the 2/2 and 2/3 components in the calibration. The slit widths and lengths were reduced to limit the count rate to a maximum of 40 k counts s-~ with one foil to avoid pulse pile-up; the count time was 100 s per foil. The dead time was determined from several sets of measurements with the foils in different orders. The value determined, 2.0 Its, was entered in the computer instrumentation program to correct the experimental data.
Computer automation and data reduction
The IBM Series/1 minicomputer X-ray analysis automation system was used for automated data collection (Parrish, Ayers & Huang, 1980 , 1982 . It permitted a number of all day/night runs without operator attention to be set up. The stepping motor was mounted on the rear of the diffractometer to drive the large worm gear directly.
Two parameters must be selected in the step-scan data collection, the step increment A20 and count time per step t; these are the same for all the points in a run but can be changed in different runs. The selection depends on the total time T available and the required precision. Because the forms of the profile are known, low values of RI(PF) can be derived using relatively large A20's up to 0-05 ° . To measure regions of considerable overlapping A20= 0-01 or 0-02 ° should be used. In planning the runs, the pattern can be split into a number of sections and different values of A20 and t selected for each section depending on the intensities and degree of overlapping. Typically, the low-angle reflections have higher intensities with little overlapping compared to the higher-angle region and the runs should be planned accordingly.
Because the final runs might take five, ten, or more hours, it was desirable to make preliminary runs to determine the best experimental parameters. The required count times, step sizes and angular ranges could be determined quickly using large steps and short count times, e.g. A20=0-05 :j and t=0-25 s. The relative and absolute intensities were determined with a fast and precise peak search data reduction program (Parrish, Ayers & Huang, 1982) .
The experimental data collected by Series/l were automatically transferred to an IBM 3033 host computer for analysis by the profile fitting and POWLS programs. The overall performance of the experimental and profile fitting methods was very high. For example, in an orthorhombic pattern which was scanned over a 91 ° range with A20=0.02 ~, t= 12 s, T ~ -15 h, the profile fitting measured 157 peaks with R(PF)= 2.3% and RI(PF) <0.I %. The host CPU time for a W,G profile or (W,G).S for a complete pattern was typically a few seconds.
Specimen preparation
It is evident that the powder specimen preparation is a crucial factor in achieving good results. A completely random orientation of crystallites is essential to determine the true relative intensities, but is rarely achieved and correction factors are necessary. Only about 0.1 cm 3 volume takes part in X-ray powder diffraction and the surface layer is the main contributor. Much larger samples are used in neutron diffraction and virtually the whole volume contributes, making it more likely to achieve a more random distribution.
It requires a great deal of patience to prepare powder specimens of quality suitable for structure determination. To minimize problems which arise from large particle sizes and microabsorption, a technique was developed to sift the powders into small particle-size ranges. We used special micromesh made of 0.035 mm nickel foil with 5, 10, 20 Itm etc. square holes (Bucknee-Mears, Minneapolis, Minnesota). The foils were mounted on a ring and placed in an acoustically driven air column to sift the powders. The best structure results were obtained with < 10 Itm particles.
To prepare specimens which could be easily handled the sifted powders were mixed with several drops of a 5% collodion solution in amyl acetate on the specimen mount. Two forms of mounts were used depending on the amount of available powder. For larger volumes, the powder was packed into a 0.5 or 1 mm deep 25 mm diameter recess of a cylindrical aluminum holder. If only small amounts were available the powder was spread on a single-crystal silicon plate cut parallel to (510), which also was mounted on an aluminum holder. This crystal orientation has no reflections in the Cu K range and gives virtually no background. After drying at room temperature, the surface was scraped with the edge of a microscope slide and then lightly lapped on a dry glass and the loose excess powder rubbed off to obtain a smooth surface. The surface must be flat and normal to the axis of rotation as tested with a precision square.
If the specimen has low absorption, a correction may be required for the unabsorbed portion of the primary beam because the path length in the specimen decreases with increasing 20. Whenever possible, several specimens were prepared to test the reproducibility. The specimens were then inspected with a binocular microscope and several X-ray tests. A routine diffractometer run was made to determine if the specimen was a single phase and a few profiles measured to determine the width and shape.
The particle sizes and homogeneity of the specimens were tested by setting the diffractometer at the peak of a high-intensity reflection while the specimen was rotating rapidly (about 60 r min-1) and left in that position. The rotational speed was then reduced to 1/7 r min-1 and the variations of peak intensity with slowly changing azimuth orientation ~o recorded with a strip chart (de Wolff, Taylor & Parrish, 1959; Parrish & Huang, 1983) . A few typical recordings are shown in Fig. 4 . The larger the particle sizes, the larger the departures from the average intensity obtained with the fast rotation. Large particles not removed in the sifting may be detected by higher than average spikes. Inhomogeneity can be sometimes detected by a gradual change of the average intensity with q~. Rapid rotation removes the effect of in-plane preferred orientation but has no effect on orientation parallel to the surface. There is no correlation between the slow rotation patterns of different reflections from the same specimen preparation and it is evident that specimen rotation is essential to obtain correct relative intensities.
The smaller-particle-size specimens show some symmetrical line broadening. For example, the FWHM of the quartz 100 reflection is increased about 0.015 ° when the particle sizes are reduced from 5-10 < 5 ~m.
Examples
Three simple structures were selected to test the method and to evaluate the factors which determine the accuracy limits. The results for silicon, quartz, ~-SiO2, and corundum, ~-A1203, are given below. More complex structures were also studied and will be reported separately. We will first describe the preferred orientation correction which is essential in obtaining accurate values.
Preferred orientation correction
Specimens with completely random orientation are generally hard to prepare and some preferred orientation evidently occurs even in powders without good cleavage or pronounced crystal habit such as silicon and quartz. Despite rotating the sample and using small particle sizes, the data were always improved by adding a correction in the subroutine PREFOR in which a quantity G(po)is included in the list of variables.
The expression for preferred orientation used in this study is )2] l(corr) = I(obs) exp G(po) --~ ,
in which ~ is the acute angle between the diffraction plane and the selected preferred orientation plane.
The expression exp[-G0t z] used by Rietveld (1969) for transmission neutron diffraction was also tried but (17) gave lower R(Bragg) values; see also Cox, Moodenbaugh, Sleight &Chen (1980) . The optimum method to handle preferred orientation is currently unclear and further study is needed in both the specimen preparation and the correction factor.
Silicon
The powder samples were prepared from National Bureau of Standards Standard Reference Material 640 using fractions which passed through 10 ~tm micromesh (Parrish & Huang, 1983) . There are no overlapping reflections in the pattern and the atomic positions are fixed by symmetry. Structure refinements were carried out on three sets of profile-fitted data obtained from two specimens and two diffractometers. Three parameters were used in the refinement: an isotropic temperature factor B, the preferred orientation factor G(po)r (17)] and a scale factor.
The refinements assuming (111), (110) and (100) as preferred orientation planes all showed improvement of the R(Bragg) values over those obtained without the 111 -0"13 -0-14 -0.08 511/333 +0"03 0"00 +0'06 220 +0"04 +0"06 +0"06 440 -0"i8 -0.04 -0"04 311 -0-07 0"00 0-00 531 -0"05 -0-05 +0"05 400 -0.13 0-00 0.00 620 +0"81 -0"15 -0"28 331 0-00 +0"08 0-00 533 +1"38 -0"11 -0.07 422 -0"24 -0.12 0"00 444 +0-48 +0-51 +1"57 correction. The correction brought the ratios of eight reflections close to 1-0 but the remaining four became slightly worse. The lowest value was obtained with (111) while (1 10) and (100) had negative Gtpo} values indicating they were physically incorrect. Typical data for one of the silicon runs are given in Table 1 . Table l(b) compares the observed and calculated intensities of a run using all 12 Cu Ka reflections and a 20 integration range of 4 ° + (0~ 2 --~ 1) ° for each reflection in the profile fitting. The same set of experimental data were recalculated with smaller angular limits to determine if there was an optimum range. The results are listed in Table l(c) which shows the percentage differences compared to the 4 ° range used in Table l(b). The l(obs)'s are virtually unchanged except in the far back-reflection region where dispersion increases rapidly and errors larger than 1% might occur unless the integration range is increased. The range normally used is 1-2 ° .
The R(Bragg) values for all runs ranged from 0.7 to 1.6%. The lowest value, R(Bragg)=0"74%, was obtained using only the first eight reflections with a 1 ° divergence slit; this avoided use of the 4 ° aperture which required an extra scaling factor. The only reflection that was consistently out of line was 400. Tanaka, Fujishita, Shiozaki & Sawaguchi (1980) also used silicon to determine the precision of the Rietveld
Quartz
The powders were prepared by crushing a number of wafers cut from large oscillator plate-quality single crystals from Minas Gerias, Brazil. The pattern was measured over a range of 19 to 109 ° with Cu K~. Because of the trigonal symmetry the 40 resolved measurable reflections contained 62 (hkl) planes. The intrinsic symmetry causes exact superposition of planes with d(hOl)=d(Ohl) but with different intensities F(hOl)~ F(Ohl). The subroutine FUNNY and OLAPP are programmed to handle these.
The structure analysis was done by refining four positional parameters, the scale factor and two (for isotropic) or ten (for anisotropic) values for the temperature factors. The overlapping of a number of highangle reflections and the wide range of integrated intensities provided a good test of the profile fitting method in deriving accurate intensities.
We studied ten samples of various particle sizes using several different step-scanning conditions. There was a significant improvement of the refined R(Bragg) values with decreasing particle size. The < 5 lam fraction gave the best values 0-8 to 1.0% (depending on other factors described below), 10-20 I,tm gave 1.7 to 2.0% and >30 gm around 3% .
The results including intensities and structural parameters are compiled in Tables 2(a) and 2(b). The quartz data calculated from the intensities determined by the POWLS structure refinement and generated into a powder pattern by the W,G profile fitting function are shown in Fig. 5 . The profile fitting function overlays the experimental pattern, but the match is too close to separate them. The small differences, which can be seen in the top horizontal A lines, show the excellent agreement between measured and calculated intensities.
The observed values were derived directly by profile fitting of the experimental data without entering any structural information. The agreement of the structural parameters with previously published data is reasonably good.
As in the refinement of the silicon data, a correction for nonrandom particle distribution gave a significant improvement in the R(Bragg) value. It was surprising that the preferred orientation plane was (00.1) because it is not a cleavage plane and does not occur in natural crystals. The structural parameters were not affected by the correction. The inclusion of anisotropic temperature factors fli.j further improves the R(Bragg) values.
. 1 -4 ! Although there is good agreement of our fli.j values with single-crystal data, we believe that powder data are not well suited for deriving either isotropic or anisotropic temperature factors. Many systematic errors in the experimental method and sample preparation can be generally accounted for by an exponential function and such errors are consequently very likely to be absorbed in the temperature factors.
Corundum
We used Linde A synthetic ~-A1203,<5 gm particles. The original white powder became lightly colored on exposure to the X-ray beam. The refinements were made with 24 front reflections (up to 94°20) using two positional parameters, two isotropic temperature factors and a scale factor. Three specimens were analyzed and gave R(Bragg) values of 1"7 to 2"6%. The specimen with the lowest R(Bragg) value was further refined with the preferred orientation correction. Using (00.1) as the preferred plane, R(Bragg) was reduced from 1.7 to 1.5%. A further reduction to 1"4% was obtained by adding the anomalous dispersion correction to the form factor. The results are summarized in Tables 3(a) and 3(b).
The corundum had line broadening due to strain and possibly some small particle sizes. The profile fitting results were not as accurate as for better crystallized materials with R(PF)_~5% and RI(PF) -~ 0.4%. This demonstrates another use for the profile fitting method. Since W,G is only dependent on the instrument function of profile fitting (W,G),S can be used in determining the broadening caused only by the samples.
Conclusions
The two-stage structure refinement method is shown to produce good results. The profile fitting method has several advantages: it gives accurate integrated intensities, the experimentally determined instrument function is used to define the profile shapes at all reflection angles, the resolution is greater than the original diffractometer pattern in separating overlapping reflections, and it works over a very large range of intensities. Structure refinements using the profile fitting integrated intensities and the POWLS program had good R(Bragg) values of 0-7 to 2.5%. This twostage data analysis method is relatively rapid. The CPU time is only a few seconds on an IBM 3033 for both the profile fitting and structure refinement analyses.
The practical application of the method requires extreme care in the experimental procedures and a computer-automated diffractometer is essential. The specimen preparation must also be done with great care using small particle sizes < 10 gm. The elimination of preferred orientation or incomplete randomness is a basic problem that needs further study.
