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Abstract
We prove an analogue of a theorem of Avrunin and Scott for truncated polynomial algebras Λm :=
k[X1, . . . ,Xm]/(X2i ) over an algebraically closed field of arbitrary characteristic. The Avrunin and Scott
theorem relates the support variety for a finite-dimensional kE-module to its rank variety (where char(k) =
p and E is an elementary abelian p-group). The analogue of the Avrunin and Scott theorem relates the
support variety for a finite-dimensional Λm-module (using Hochschild cohomology) to its rank variety
(developed in [K. Erdmann, M. Holloway, Rank varieties and projectivity for a class of local algebras,
Math. Z. 247 (2004) 441–460] using Clifford algebras). Along the way to proving our main result we
provide a new proof of the Avrunin and Scott theorem for elementary abelian p-group algebras which we
are then able to generalise to the setting of Λm-algebras.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The theories of support and rank varieties for kG-modules (with G a finite group and k an
algebraically closed field of characteristic p > 0 dividing |G|) have had a significant impact on
modular representation theory. Inspired by this success similar theories have been developed in
other contexts. In particular for: p-restricted Lie algebras (see [14,19]) and subsequently for the
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K. Erdmann, M. Holloway / Journal of Algebra 299 (2006) 344–373 345more general set up of finite group schemes (see [3–5,15,16]), Steenrod algebras (see [20,22]),
quantum groups (see [17,21,23,24]) and complete intersections (see [1]). In addition the theory
of support varieties has been developed for (well behaved) finite-dimensional selfinjective k-
algebras using the Hochschild cohomology ring as a replacement for the group cohomology ring
(see [13,25]).
One of the main results in the support variety theory for groups is a theorem of Avrunin and
Scott (see [2]) extending Quillen’s stratification theorem for VG = VG(k) (the support variety
of the trivial module) to a stratification of VG(M) the support variety of M an arbitrary finite-
dimensional kG-module. A crucial part of their result was a theorem proving what was then
Carlson’s conjecture. This conjecture stated that for elementary abelian p-groups the support
variety of a finite-dimensional module is the same as the rank variety for the module (the rank
variety having been introduced by Carlson, the definition making no reference to cohomology).
It is worth noting that subsequently Carlson gave another proof of his conjecture (see [10]) but
his approach does not seem to generalise to our setting. Further details on the background and
history of the Avrunin and Scott theorem and Carlson’s conjecture can be found in [2].
It is this theorem of Avrunin and Scott establishing Carlson’s conjecture and its obvious ana-
logue for a certain truncated polynomial algebra that is the subject and motivation for this paper
and for clarity we should say that throughout this paper when we refer to the Avrunin and Scott
theorem we have in mind the theorem establishing Carlson’s conjecture. In Section 4 we present
a new proof of the Avrunin and Scott theorem by providing a more representation theoretic de-
scription of the support and rank varieties (we call these stable map descriptions). We then turn to
a certain class truncated polynomial algebras, Λm, which possess a rank variety theory (see [12]).
Moreover, these algebras satisfy appropriated finiteness conditions allowing the support variety
theory (developed in [25] and further extended in [13]) to be applicable. We consider the ana-
logue of the Avrunin and Scott theorem for these algebras and, with our more representation
theoretic perspective, prove the corresponding analogue (Theorem 8.2).
The paper is organised as follows. In Section 2 we recall the definition of the support va-
riety for a kG-module, and in Section 2.3 give our stable map description of these varieties.
In Section 3 we review the definition of the rank variety for a kE-module and provide a stable
map description of these varieties. In Section 4 we state the Avrunin and Scott theorem and give a
proof using our stable map description of the varieties involved. The rest of the paper is concerned
with the class of algebras Λm, which are defined in Section 5. Section 6 briefly recalls some of
the definitions and results of the support variety theory for general selfinjective k-algebras, while
Section 7 does the same for the rank variety theory for the algebras Λm. Finally, in Section 8,
motivated by the arguments used in our proof of the Avrunin and Scott theorem, we prove the
analogue for the algebras Λm. Appendix A contains some background details; in Appendix A.1
on the varieties considered in the paper and in Appendix A.2 on the Bockstein map in group
cohomology. Appendix B describes, for the interested reader, some the technicalities involved
with other proofs of the Avrunin and Scott theorem.
Throughout the paper k will always denote an algebraically closed field and where char(k) =
p  0 becomes important we will specify it explicitly. G will denote an arbitrary finite group,
with p > 0 dividing |G|, and E will always be an elementary abelian p-group of rank n.
All algebras considered will be finite-dimensional k-algebras and given such an algebra Λ we
will denote by J (Λ) (or simply J if the context makes it clear which Λ is being referred to)
the Jacobson radical of Λ. All modules considered will be finite-dimensional Λ-modules and
the category of left (respectively right) Λ-modules will be denoted by Λ-mod (respectively
mod-Λ). The full subcategory of projective Λ-modules will be denoted by Λ-proj (respec-
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shift. We adopt the following notation for dualities D− := Homk(−, k) :Λ-mod → mod-Λ and
−∨ := HomΛ(−,Λ) :Λ-proj → proj-Λ. For symmetric algebras, such as group algebras, it is
well know that D− ∼= −∨ and we simply denote this common duality by −∗. Recall also that
for a symmetric algebra Λ, if M is a Λ-bimodule which is projective as a left or right Λ-module
then M∗ ⊗Λ − is both left and right adjoint to M ⊗Λ −. Given a finite-dimensional k-algebra Λ,
Λe := Λ⊗k Λop denotes the enveloping algebra and we will freely view Λ-bimodules as equiv-
alent to left Λe-modules. Given a graded ring R = R∗, the degree of a homogeneous element
z ∈ R will be written deg(z).
2. The support variety for group algebras
In this section we recall the definition and some of the properties of support varieties for group
algebras that do not depend upon the Avrunin and Scott theorem. A good reference for the results
quoted here (and much more) can be found in the two volumes [6,7]. We then re-interpret some
of them to provide what we call a stable map description of the support variety for a module.
Recall that for M,M ′ ∈ kG-mod, ζ ∈ ExtnkG(k, k) and η ∈ ExtmkG(M,M ′) we have the cup
product ζ ∪η ∈ Extm+nkG (M,M ′) which turns Ext∗kG(M,M ′) into a graded H ∗(G, k)-module. We
denote the ideal that is the annihilator of this module by I (M,M ′). In the particular case when
M = M ′ and η is the identity map 1M ∈ HomkG(M,M) then we have the ring homomorphism
H ∗(G, k) −⊗kM−−−−→ Ext∗kG(M,M),
and we will write I (M) := ker(−⊗k M). The cup product factorises as ζ ∪ η = (ζ ⊗k M ′) ◦ η =
±η ◦ (ζ ⊗k M), where ◦ denotes Yoneda composition, so that
I (M ′,M) ⊇ I (M)+ I (M ′). (2.1)
Thanks to the Evens, Golod and Venkov theorem we know that H ∗(G, k) is an affine k-algebra
and that all the above modules (over H ∗(G, k)) are finitely generated. Hence we can define
the affine variety VG := MaxSpec-H ∗(G, k), and the support variety associated to the pair of
modules M,M ′ to be the affine subvariety defined by the ideal I (M,M ′), that is
VG(M,M
′) := V (I (M,M ′))= {m ∈ VG | I (M,M ′) ⊆ m}.
The variety associated to a single module M is then simply defined as VG(M) := VG(M,M) (the
variety associated to the ideal I (M)). It follows from (2.1) that VG(M,M ′) ⊆ VG(M)∩VG(M ′).
We summarise further properties of these support varieties, which have proofs independent of
the Avrunin and Scott theorem. (For parts (i)–(iv) see [7]; for part (vi) see [13], and (v) follows
from (vi).) The first proof of (vi) was given by Avrunin and Scott [2].
Proposition 2.1. If M,M ′ ∈ kG-mod then the following hold:
(i) VG(M) = VG(M∗) = VG(ΩM).
(ii) VG(M ⊕M ′) = VG(M)∪ VG(M ′).
(iii) VG(M) =⋃S VG(S,M), where S runs over the composition factors of M .
K. Erdmann, M. Holloway / Journal of Algebra 299 (2006) 344–373 347(iv) VG(M) = {0} ⇔ M is projective.
(v) VG(M)∩ VG(M ′) = {0} ⇒ ExtnkG(M,M ′) = 0, for n > 0.
In addition we have the tensor intersection rule:
(vi) VG(M ⊗k M ′) = VG(M)∩ VG(M ′).
2.1. The Lζ -modules
Here we recall the construction of an important class of modules, Lζ , defined by homogeneous
elements ζ ∈ H ∗(G, k). Given ζ ∈ Hn(G,k) we can represent ζ as a map ζ :Ωnk → k, and Lζ is
defined to be the kernel of this map. In fact, with P an injective hull for Ωnk, and Mζ := Ω−1Lζ
we have the following diagram.
0 0
Lζ Lζ
0 Ωnk
ζ
P Ωn−1k 0
0 k Mζ Ωn−1k 0
0 0
What this diagram is really saying is that we have the following triangle in kG-mod:
Ωnk
ζ−→ k → Mζ → Ω−1
(
Ωnk
)
.
Rotating the triangle we have
k → Mζ → Ωn−1k −Ω
−1(ζ )−−−−−→ Ω−1k. (2.2)
We will need the following important fact about these modules, which can be proved without
recourse to the Avrunin and Scott theorem, for example essentially the same proof as that used
in [13] will do (but compare with [7]).
Theorem 2.2.
VG(Mζ ) = VG(Lζ ) = V
(〈ζ 〉).
Remark 2.3. V (〈ζ 〉) is the variety associated to the ideal generated by ζ and is therefore the
hypersurface determined by the element ζ .
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Let E denote an elementary abelian p-group of rank n. The cohomology ring of E (see
[6, Corollary 3.5.7]) is given by following theorem.
Theorem 2.4.
H ∗(E, k) ∼=
{
k[y1, . . . , yn] with deg(yi) = 1 for p = 2,
k[z1, . . . , zn] ⊗Λ(y1, . . . , yn) with deg(yi) = 1, deg(zi) = 2 for p > 2.
Here Λ(y1, . . . , yn) is the exterior algebra. In the case p > 2 a Noether normalisation for
H ∗(E, k) is given by the polynomial subalgebra k[z1, . . . , zn]. Clearly in this case a choice of
k-basis for the vector subspace of H 2(E, k) spanned by the {zi} determines an identification
VE ∼= An. This vector subspace is the image of the Bockstein map β :H 1(E, k) → H 2(E, k)
(see Appendix A.2). The case p = 2 is simpler with H ∗(E, k) already a Noether normalisation
and choice of system of parameters amounting to a choice of k-basis for H 1(E, k) = Ext1kE(k, k).
For the case G = E, we can take, for p > 2, the generators {zi} of the Noether normalisation
as zi = β(yi). If p = 2, then β(yi) = y2i .
2.3. The stable map description
For M ∈ kG-mod we know that VG(M) is a homogeneous affine variety. Given a point
α ∈ VG, we denote by α the line in VG through α (see Appendix A.1 for the meaning of lines).
In the case G is a p-group (primarily we will be interested in G = E being elementary abelian)
we will re-interpret some well-known results about the support variety to provide a stable map
criterion for determining which lines α are contained in VG(M). In order to do this we will need
to construct modules which have varieties exactly α . That this is possible follows from more
general facts about support varieties for G an arbitrary finite group.
Theorem 2.5. (Carlson [9]) Given any closed homogeneous subvariety V ⊆ VG there exists a
module M ∈ kG-mod such that VG(M) = V .
Note for V = α every indecomposable non-projective submodule of the module given also
has variety α . The following result describes modules whose varieties are lines.
Theorem 2.6. (Carlson [8]) If M ∈ kG-mod is indecomposable and has variety a line, then M
is a periodic module and the period must divide the degree of one of the generators of a Noether
normalisation of H ∗(G, k).
There is also a converse result [7, Corollary 5.10.3] which says
Theorem 2.7. If M ∈ kG-mod is indecomposable and periodic, then VG(M) is a single line
through the origin in VG.
For us the upshot of these theorems is contained in the following proposition.
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ΩTα ∼= Tα and VG(Tα) = α.
Proof. By Theorem 2.5 there exists M ∈ kG-mod such that VG(M) = α . Choose M ′ to be any
indecomposable non-projective summand of M (it has a non-projective summand as otherwise
VG(M) = {0}). By Theorem 2.6 M ′ is periodic of period r say. Now Tα := M ′ ⊕ · · · ⊕Ωr−1M ′
clearly has the desired properties. 
Remarks 2.9.
(1) Given α ∈ VG the Tα given by Proposition 2.8 is not unique. In the sequel we will write Tα
to mean any module given by Proposition 2.8.
(2) In the particular case when G = E is an elementary abelian group we will use the identifi-
cation VE ∼= An, with α ∈ VE corresponding to λ ∈ kn, so that we have Tλ ∈ kE-mod, with
VE(Tλ) = λ (note in this case that the r appearing in the proof of Proposition 2.8 will be
r  2).
For p-groups the modules Tα have exactly the properties needed to give a stable map descrip-
tion of the support variety. To emphasise that it is the properties of the Tα-modules (rather than
their particular construction) that are important we have the following theorem.
Theorem 2.10. Let G be a p-group, 0 = α ∈ VG and Xα ∈ kG-mod be such that VG(Xα) = α ,
then, for M ∈ kG-mod,
α ⊆ VG(M) ⇔ HomkG(Xα,M) = 0.
Proof. By the tensor intersection property, VG(Xα ⊗k M∗) = VG(Xα) ∩ VG(M∗) = VG(Xα) ∩
VG(M). But VG(Xα) = α and so
α ⊆ VG(M) ⇔ VG(Xα ⊗k M∗) = {0}.
Moreover, by 2.1(iv) we know VG(Xα ⊗k M∗) = 0 if and only if Xα ⊗k M∗ is not pro-
jective. Since G is a p-group, this is equivalent with HomkG(Xα ⊗k M∗, k) = 0, that is
HomkG(Xα,M) = 0. 
Corollary 2.11. Let 0 = λ ∈ kn and M ∈ kE-mod then
λ ⊆ VE(M) ⇔ HomkE(Tλ,M) = 0.
Proof. Immediate from Theorem 2.10 upon setting Xα = Tλ, if α ∈ VE corresponds to λ, and
using Proposition 2.8. 
3. The rank variety for elementary abelian p-group algebras
In this section we recall Carlson’s definition of the rank variety for an elementary abelian
p-group. We then re-interpret the definition to provide a stable map description of these varieties
analogous to that given in Theorem 2.10.
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Given E, an elementary abelian p-group of rank n, the rank variety assigns a homogeneous
affine variety (or projective variety), denoted by V rE(M) to M ∈ kE-mod. In order to define this
variety we will need to fix a coordinate system for the underlying affine space V rE := An and this
means choosing a k-basis for the n-dimensional vector space J (kE)/J 2(kE). If E is presented
as E := 〈g1, . . . , gn | gpi , [gi, gj ]〉 then an obvious basis for J (kE)/J 2(kE) is given by the
cosets of {xi := gi − 1}, for 1 i  n. Clearly xpi = 0 and we have
kE = k〈x1, . . . , xn〉 ∼= k[X1, . . . ,Xn]/
(
X
p
i
)
.
Before recalling the definition of the rank variety, note that a choice of k-basis for
J (kE)/J 2(kE) is equivalent, via duality, to a choice of basis for the vector space
Homk
(
J (kE)/J 2(kE), k
)∼= HomkE(J (kE)/J 2(kE), k).
But we have a natural isomorphism
HomkE
(
J (kE)/J 2(kE), k
)∼= Ext1kE(k, k).
To summarise, a choice of identification V rE ∼= An is equivalent to fixing a k-basis for the vector
space Ext1kE(k, k).
The definition of the rank variety rests upon the notion of a shifted cyclic subgroup. Given
0 = λ = (λ1, . . . , λn) ∈ kn define
uλ :=
n∑
i=1
λixi ∈ kE
and note that upλ = 0, so that 〈1+uλ〉 is a cyclic p-group inside kE; a so-called shifted subgroup.
Definition 3.1. Given M ∈ kE-mod, then the rank variety of M is defined by
V rE(M) := {0} ∪
{
0 = λ ∈ V rE | rank(uλ) <
(
(p − 1)/p)dimM},
where uλ :M → M is multiplication by uλ.
Remarks 3.2.
(i) This is clearly a homogeneous affine variety.
(ii) The rank condition is equivalent to the condition that M↓〈1+uλ〉 is not a free k〈1 + uλ〉-
module. This follows easily by considering the structure of indecomposable modules for a
cyclic p-group. The same considerations also show that the rank condition is equivalent to
the condition
nullity(uλ)− dimM + nullity
(
u
p−1
λ
)
> 0.
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properties of the cyclic modules kEuλ.
Proposition 3.3. Let 0 = λ ∈ kn. The cyclic module kEuλ ∈ kE-mod has the following proper-
ties:
(1) kEuλ is indecomposable, Ω(kEuλ) ∼= kEup−1λ and Ω2(kEuλ) ∼= kEuλ. So, in particular, it
is a periodic module of period 2 if p > 2 and period 1 if p = 2.
(2) V rE(kEuλ) = λ.
Proof. Property (1) is easy to see, for we may choose a basis of J (kE)/J 2(kE) starting with uλ.
That is we may assume uλ = x1 (so λ = (1,0, . . . ,0)) and now (1) is obvious. For property (2)
we can assume n  2 since it is trivially true for n = 1. Keeping the assumption uλ = x1, and
considering the map uμ : kEuλ → kEuλ, we have to show that
nullity(uμ) pn−2(p − 1) if μi = 0, for some i > 1,
nullity(uμ) > pn−2(p − 1) if μ = (1,0, . . . ,0).
If some μi = 0 (for i > 1) then we may take this as our second basis vector in a basis of
J (kE)/J 2(kE). That is we may assume x2 = uμ and so we need to examine ker(uμ). But it
is clear that
{
n∏
i=3
x
si
i x
p−1
2 x
r
1
∣∣∣∣ 1 r  p − 1 and 0 si  p − 1 for i > 2
}
is a basis of ker(uμ) therefore nullity(uμ) = pn−2(p − 1) and hence μ /∈ V rE(kEx1), if some
μi = 0 (for i > 1). The only possibility left is μi = 0 for i > 1, which means uμ = μ1x1, but in
this case it is easy to see that
{
n∏
i=2
x
si
i x
p−1
1
∣∣∣∣ 0 si  p − 1 for i > 1
}
is a basis for ker(uμ), so nullity(uμ) = pn−1 > pn−2(p− 1), and therefore V rE(kEuλ) = λ. 
3.2. The stable map description
The elements uλ ∈ kE, for 0 = λ ∈ kn, can be used to give the following, stable map, descrip-
tion of the rank variety. The proof of this is essentially contained in [12, Lemma 3.7], but for
completeness we include a proof here.
Theorem 3.4. If M ∈ kE-mod and 0 = λ ∈ kn then
λ ⊆ V rE(M) ⇔ HomkE(kEuλ,M) = 0 ⇔ HomkE
(
kEu
p−1
λ ,M
) = 0.
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kE
u
p−1
λ−−−→ kE → kEuλ → 0,
and using the identification HomkE(kE,M) ∼= M , it is easy to see that HomkE(kEuλ,M) ∼=
ker(up−1λ :M → M). Similarly HomkE(kEup−1λ ,M) ∼= ker(uλ :M → M).
Now apply HomkE(−,M) to the short exact sequence
0 → kEup−1λ → kE uλ−→ kEuλ → 0.
This gives the exact sequence
0 → HomkE(kEuλ,M) → HomkE(kE,M) → HomkE
(
kEu
p−1
λ ,M
)→ Ext1kE(kEuλ,M) → 0.
Using the identifications above together with Ext1kE(kEuλ,M) ∼= HomkE(ΩkEuλ,M) ∼=
HomkE(kEu
p−1
λ ,M), then on taking the alternating sum of the dimensions we arrive at
nullity(uλ)− dimM + nullity
(
u
p−1
λ
)= dim HomkE(kEup−1λ ,M).
Interchanging the role of uλ and up−1λ we get
nullity
(
u
p−1
λ
)− dimM + nullity(uλ) = dim HomkE(kEuλ,M).
These two formulae together finish the proof by Remarks 3.2(ii). 
4. The Avrunin and Scott theorem
In this section we prove the Avrunin and Scott theorem (Theorem 4.2) using the stable map
descriptions of both the rank and support varieties described earlier and refer the interested reader
to Appendix B for a discussion of some of the technicalities involved with earlier proofs of the
Avrunin and Scott theorem. Given M ∈ kE-mod we have two different varieties associated to M :
the support variety VE(M), and the rank variety V rE(M) and the Avrunin and Scott theorem says
that these two varieties agree. To be more precise there exists a morphism of the underlying affine
varieties F :V rE → VE which maps the subvariety V rE(M) onto VE(M). To define the morphism
F we must choose a system of coordinates for V rE and VE (equivalently identifications V rE ∼= An
and VE ∼= An). In Section 2.2 a system of coordinates for VE was shown to amount to a choice
of k-basis for the k-vector space Ext1kE(k, k), while from Section 3.1 we saw that a system of
coordinates for V rE was also equivalent (via duality) to a choice of k-basis for Ext1kE(k, k). Clearly
we should make the same choice of k-basis for Ext1kE(k, k) and once this has been done we can
define the morphism F as follows.
Definition 4.1. Given a fixed k-basis for Ext1kE(k, k), and hence identifications V
r
E
∼= An ∼= VE .
Define the morphism F :V rE → VE by, for λ = (λ1, . . . , λn) ∈ V rE ,
F(λ) =
{
(λ1, . . . , λn) if p = 2,
(λ
p
1 , . . . , λ
p
n ) if p > 2.
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whose image W is the subspace of Ext2kE(k, k) spanned by the generators of a Noether normali-
sation. Moreover, in the case p > 2, the map F is a morphism of varieties and a bijection of sets,
but clearly there is no inverse morphism to F in this case.
Theorem 4.2. (Avrunin and Scott [2]) Given M ∈ kE-mod then
F
(
V rE(M)
)= VE(M).
To prove Theorem 4.2 we will use the stable map descriptions of the support variety (Theo-
rem 2.10) and the rank variety (Theorem 3.4). The main fact to establish in proving Theorem 4.2
is the following proposition.
Proposition 4.3. If 0 = λ ∈ kn then VE(kEuλ) = F(λ).
Assuming this proposition for the moment we can prove Theorem 4.2 as follows.
Proof of Theorem 4.2. Define
XF(λ) := kEuλ.
By Proposition 4.3, XF(λ) clearly satisfies the conditions of Theorem 2.10 and so
F(λ) ⊆ VE(M) ⇔ HomkE(XF(λ),M) = 0.
The stable map description of the rank variety, Theorem 3.4, implies
λ ⊆ V rE(M) ⇔ HomkE(XF(λ),M) = 0.
Taken together they clearly finish the proof of 4.2. 
Recall from Theorem 2.4 that the {yi} appearing in Theorem 2.4 are a k-basis for Ext1kE(k, k),
and that a Noether normalisation for H ∗(E, k) can be generated by the {yi} if p = 2 and the
{zi = β(yi)} if p > 2. If we choose a presentation of kE = k〈x1, . . . , xn〉 as described in Section 3
(so in particular the {xi} are a k-basis for J (kE)/J 2(kE)) then the dual space is Ext1kE(k, k).
Hence to define F as in Definition 4.1 we must make the same choice of k-basis for Ext1kE(k, k)
and so we will take, for 1 i  n, yi = x∨i to be the dual basis vectors. For the rest of this section
we assume that this has been done and we keep this notation.
To prove Proposition 4.3, we will need to understand how the elements
yi ∈ Ext1kE(k, k) ∼= HomkE(Ωk, k) for p = 2, and
zi = β(yi) ∈ Ext2kE(k, k) ∼= HomkE
(
Ω2k, k
)
for p > 2
act when interpreted as maps in the stable module category. In what follows we will take as a
representative of Ωk ∈ kE-mod, the module J (kE).
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Ω−1zi = πηi where π : kE → kE/ sockE ∼= Ω−1k is the natural quotient map and ηi :Ωk →
kE is the linear map defined by
ηi |radΩk = 0 and ηi(xj ) =
{0 if i = j ,
ci :=∏{s|s =i} xp−1s if i = j .
For p = 2 the map Ω−1yi ∈ HomkE(k,Ω−1k) factorises as Ω−1yi = πηi with π as before and
ηi : k → kE defined by
ηi(1) = ci :=
∏
{s|s =i}
xs.
Proof. We will only prove the case p > 2 (the argument in the case p = 2 is similar and some-
what simpler). We can use the fact that
kE = k〈x1, . . . , xn〉 ∼= k[X1, . . . ,Xn]/
(
X
p
i
)∼= k[X1]/(Xp1 )⊗k · · · ⊗k k[Xn]/(Xpn )
to see that the cohomology of kE can be obtained, by the Künneth theorem, from tensoring
together the cohomologies of the various k[Xi]/(Xpi ). In particular it is clear that zi = β(yi) ∈
Ext2kE(k, k) is given by 1 ⊗k · · · ⊗k z′i ⊗k · · · ⊗k 1, where z′i is defined by the diagram
0 kXp−1i
z′i
k[Xi]/(Xpi )
Xi
k[Xi]/(Xpi )
k
with z′i mapping X
p−1
i to 1. Forming the tensor product it is clear that zi comes from the diagram
0 Ω2(k)
zi
⊕n
kE
m=(x1,...,xn)
kE
k
The module Ω2(k) has generators (0, . . . , xp−1i ,0, . . .) with the non-zero entry in the ith
coordinate, and (0, . . . , xi,0, . . . ,−xj ,0, . . .), for all 1  i < j  n. In the above diagram, zi
maps (0, . . . ,0, xp−1i ,0, . . .) to 1 and all other generators to zero. To calculate Ω−1(zi) we must
calculate a map αi in the following (commutative) diagram.
0 Ω2(k)
zi
⊕n
kE
αi
im(m) = Ω(k)
Ω−1(zi )
0
0 k kE
π
kE/ soc(kE) 0
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⊕n
kE to
ci =∏{s|s =i} xp−1s , and sending other summands to 0. Hence Ω−1(zi) factorises as desired. 
Given 0 = μ = (μ1, . . . ,μn) ∈ kn, define
ζ :=
{∑n
i=1 μizi ∈ Ext2kE(k, k) if p > 2,∑n
i=1 μiyi ∈ Ext1kE(k, k) for p = 2.
(Note, by Lemma 4.4, Ω−1ζ = πη where η =∑ni=1 μiηi .) The module Mζ constructed in Sec-
tion 2.1 has, by Theorem 2.2, support variety VE(Mζ ) = V (〈ζ 〉) which is the hypersurface
determined by the element ζ . But clearly under our identification VE ∼= An, this hypersurface
is the hyperplane through the origin perpendicular to the line μ and we will denote this hyper-
plane by ⊥μ so that VE(Mζ ) = ⊥μ. Keeping this notation the key fact we will need to establish
Proposition 4.3 is the following lemma.
Lemma 4.5. If 0 = λ, μ ∈ kn are such that F(λ) ∈ ⊥μ (i.e. ∑ni=1 λpi μi = 0 if p > 2 and∑n
i=1 λiμi = 0 if p = 2) then there is a monomorphism kEuλ → Mζ which gives a non-zero
map in HomkE(kEuλ,Mζ ).
Proof. Assume p > 2 and recall the diagram defining Mζ .
0 k Mζ Ωk
−Ω−1ζ
0
0 k kE
π
Ω−1k 0
It is sufficient to find a map f such that the following composition is zero:
kEuλ
f−→ kE ⊕Ωk (π,Ω−1ζ )−−−−−−→ Ω−1k.
Since kEuλ is a cyclic module we only have to determine the image of uλ. Setting f (uλ) =
(η(uλ),−uλ) (recall Ω−1ζ = πη), we will have such a map, provided the annihilator of uλ kills
f (uλ). But the annihilator of uλ is generated by up−1λ and so we must check that u
p−1
λ η(uλ) = 0.
By Lemma 4.4 η(uλ) =∑ni=1 λiμici , and an elementary calculation shows up−1λ ci = λp−1i c,
where c =∏ni=1 xp−1i generates the socle of kE. Hence
u
p−1
λ η(uλ) =
(
n∑
i=1
λ
p
i μi
)
c
and this is zero by assumption.
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0 k Mζ k
−Ω−1ζ
0
0 k kE
π
Ω−1k 0
Again it suffices to find a map f for which the following diagram is exact:
kEuλ
f−→ kE ⊕ k (π,Ω−1ζ )−−−−−−→ Ω−1k.
Setting f (uλ) = (η(1),−1) will work (Ω−1ζ = πη) provided, as before, the annihilator of uλ
kills f (uλ). But the annihilator of uλ is generated by uλ itself and clearly kills the trivial module
k, so we have to check that uλη(1) = 0. By Lemma 4.4 η(1) =∑ni=1 μici , and we have
uλ
(
n∑
i=1
μici
)
=
∑
i,j
λjμixj ci =
(
n∑
i=1
λiμi
)
c
where c =∏ni=1 xi generates the socle of kE. So we require ∑ni=1 λiμi = 0, and this is our
assumption.
In both constructions it is clear that f is a monomorphism and it is also easy to see that f
does not factor through a projective module and hence is non-zero in HomkE(kEuλ,Mζ ). 
Proof of Proposition 4.3. Proposition 3.3 and Theorem 2.7 together imply VE(kEuλ) = γ , for
some 0 = γ ∈ kn. Now consider 0 = μ ∈ kn and
ζ :=
{∑n
i=1 μizi ∈ Ext2kE(k, k) if p > 2,∑n
i=1 μiyi ∈ Ext1kE(k, k) for p = 2.
Then, as noted before Lemma 4.5, we have VE(Mζ ) = ⊥μ. If we now define
Xγ := kEuλ
so that VE(Xγ ) = γ then, by Theorem 2.10, we have
γ ⊆ ⊥μ = VE(Mζ ) ⇔ HomkE(Xγ ,Mζ ) = 0.
But by Lemma 4.5 HomkE(Xγ ,Mζ ) = 0 if F(γ ) ∈ ⊥μ. Hence γ lies in every hyperplane that
contains F(γ ). The intersection of all hyperplanes containing a given line is precisely that line,
hence we have γ = F(λ) as required. 
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For the remainder of this paper we will be concerned with looking at the analogous situation
for a certain class of finite-dimensional symmetric k-algebras Λm. In particular we will use our
fresh perspective on the Avrunin and Scott theorem to prove an analog for the algebras Λm. We
begin with the definition of our class of algebras.
Definition 5.1. Let k be an algebraically closed field and m be a positive integer. The finite-di-
mensional k-algebra Λm is defined by
Λm := k[X1, . . . ,Xm]/
(
X2i
)
.
Remarks 5.2.
(1) Note that no restriction on the characteristic of the field k is made.
(2) If char(k) = 2 then Λm is just the group algebra of an elementary abelian 2-group of rank m.
(3) If char(k) = 2 then Λm will not be a group algebra nor even a Hopf algebra in any obvious
way. In particular we cannot just naively copy the support variety set up for group algebras
to give a support variety theory for Λm. Nor can we just copy the rank variety theory for
elementary abelian 2-groups to give a rank variety theory for Λm (because (
∑m
i=1 λiXi)2 is
not necessarily zero in Λm).
In the light of Remarks 5.2(3) we will need to develop a support and rank variety theory
for the algebra Λm. Fortunately there does exist a rank variety theory for the algebra Λm (see
[12]) and we recall the relevant facts in Section 7. We are also fortunate that, in the context of
well-behaved finite-dimensional selfinjective k-algebras a theory of support varieties has been
developed in analogy to that for the group algebra (see [13,25]). In this theory, the role played
by the group cohomology ring is taken up by the Hochschild cohomology ring. In Section 6
we will recall the necessary details of the support varieties, focusing on how they apply to the
algebra Λm.
But first it is worth recording the structure of the Hochschild cohomology ring, HH∗(Λnm),
of Λnm. More generally for the truncated polynomial algebra Λnm := k[X1, . . . ,Xm]/(Xni ), we
have the following result.
Theorem 5.3. (Holm [18]) Let char(k) = p  0. Then
HH∗
(
Λnm
)∼= k[x1, . . . , xm, y1, . . . , ym, z1 . . . , zm]/I
where deg(xi) = 0, deg(yi) = 1 and deg(zi) = 2 for 1 i m and the ideal I is defined by
I :=
⎧⎨
⎩
(xni , y
2
i ) if p | n and p = 2 or p = 2 and n ≡ 0 mod (4),
(xni , y
2
i − xn−2i zi) if p = 2, p | n and n ≡ 2 mod (4),
(xni , nx
n−1
i zi , yix
n−1
i , y
2
i ) if p  n.
Remark 5.4. The Hochschild cohomology ring HH(Λnm) is a graded commutative ring, so that
for homogeneous elements α,β ∈ HH(Λnm), αβ = (−1)deg(α)deg(β)βα. Such commutativity re-
lations (up to a possible sign) are implicitly understood and are therefore not explicit in the ideal
I of Theorem 5.3.
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HH∗(Λm) ∼= k[x1, . . . , xm, y1, . . . , ym, z1 . . . , zm]/I
where deg(xi) = 0, deg(yi) = 1 and deg(zi) = 2 for 1 i m and the ideal I is defined by
I :=
{
(x2i , y
2
i − zi) if p = 2,
(x2i , xizi , yixi, y
2
i ) if p = 2.
6. Support varieties for finite-dimensional selfinjective k-algebras
In this section we recall some of the main results from [13,25] which detail the theory of
support varieties for finite-dimensional selfinjective k-algebras. Our aim is to record sufficient
results so as to allow us to provide a stable map description of these varieties, for the algebra Λm,
in Section 6.2.
The theory of support varieties for group algebras rests upon the foundation stone of the
Evens, Golod and Venkov theorem (see, for example, [7]) which says that the cohomology ring,
H ∗(G, k) is an affine ring and that cohomology of a finitely generated module is itself a finite
module over H ∗(G, k). In order to develop a similar theory for a finite-dimensional selfinjective
k-algebra Λ, one needs to obtain a (graded) ring, R∗ say, dependent on Λ such that:
(1) R∗ is an affine k-algebra.
(2) Given M,N ∈ Λ-mod then Ext∗Λ(M,N) is a (graded) R∗-module in a natural way.
(3) Ext∗Λ(M,N) is a finite R∗-module.
Addressing the existence of an R∗ and (2) first, the starting point in [25] is to consider R∗ =
HH∗(Λ) (or suitable graded subalgebras). This is because HH∗(Λ) is a graded commutative k-
algebra, and given M ∈ Λ-mod we do have an action of HH∗(Λ) on Ext∗Λ(M,M) given by the
map
HH∗(Λ) −⊗ΛM−−−−→ Ext∗Λ(M,M)
and more generally, for M,N ∈ Λ-mod, an action of HH∗(Λ) on Ext∗Λ(M,N) given by the
composite map
HH∗(Λ) −⊗ΛM−−−−→ Ext∗Λ(M,M) Yoneda composition−−−−−−−−−−−→ Ext∗Λ(M,N).
It is worth recalling Theorem 1.1 in [25] which shows that this composite map is also (gradedly)
equal to composite map
HH∗(Λ) −⊗ΛN−−−−→ Ext∗Λ(N,N) Yoneda composition−−−−−−−−−−−→ Ext∗Λ(M,N).
This clearly satisfies requirement (2). In the absence of an Evens, Golod, Venkov result for Λ we
address requirements (1) and (3) above by making them assumptions. More precisely we recall
the finite generation assumptions on Λ that form the basis for the support variety in [13].
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(i) H is a commutative affine ring,
(ii) H 0 = HH0(Λ) = Z(Λ),
(iii) Ext∗Λ(Λ/J,Λ/J ) is a finitely generated H -module.
Remarks 6.1.
(1) These are assumptions Fg1 and Fg2 in [13].
(2) Clearly property (1) and (2) hold with R∗ = H ∗. That property (3) also holds easily follows
from (iii) (this is [13, Proposition 2.4]).
For the rest of this section Λ is an algebra for which Assumption 1 holds, and recall (see
[13,25]) some definitions and basic properties of support varieties.
The underlying affine variety, VH is defined to be
VH := MaxSpec-H.
Given M,N ∈ Λ-mod then Ext∗Λ(M,N) is a finite H -module. Let its annihilator be I (M,N)
and define the support variety for the pair of modules (M,N) to be the variety associated to the
ideal I (M,N), that is
VH (M,N) :=
{
m ∈ VH | I (M,N) ⊆ m
}
.
The support variety for M ∈ Λ-mod is then defined by
VH (M) := VH (M,M).
The obvious modifications to these definitions are made for M ∈ mod-Λ. We also have VH =
VH (Λ/J ) [25, Proposition 4.4] and for M,N ∈ Λ-mod we have [25, Proposition 3.1]
VH (M,N) ⊆ VH (M)∩ VH (N).
These support varieties are homogeneous affine varieties and satisfy analogues of the elemen-
tary properties (i)–(iv) in Proposition 2.1 (see [13,25] for details).
Proposition 6.2. Given M,M ′ ∈ Λ-mod then the following hold.
(i) VH (M) = VH (DM) = VH (ΩM).
(ii) VH (M ⊕M ′) = VH (M)∪ VH (M ′).
(iii) VH (M) = VH (M,Λ/J ) = VH (Λ/J,M).
(iv) VH (M) = {0} ⇔ M is projective.
(v) VH (M)∩ VH (M ′) = {0} ⇒ ExtnΛ(M,M ′) = 0, for n  0.
Remark 6.3. Because Λ is not necessarily a Hopf algebra it does not make sense for M ⊗k M ′ to
be a Λ-module, so we cannot directly have the analog of Proposition 2.1(vi). Nevertheless there
is a sort of replacement, involving analogues of the Lζ -modules of Section 2.1, which will now
be described in Section 6.1.
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We will briefly recall the construction of the Λ-bimodules Mζ (for ζ ∈ H ∗ a homogeneous
element), given in [13]. These bimodules are the analogues of the kG-modules Mζ = Ω−1(Lζ )
considered in Section 2.1.
Let ζ ∈ Hn be a homogeneous element, of degree n say, which we choose to be represented
as a Λ-bimodule map ζ :ΩnΛe(Λ) → Λ. The Λe-module Mζ is then defined by the following
pushout diagram.
0 ΩnΛe(Λ)
ζ
P n−1 Ωn−1Λe (Λ) 0
0 Λ Mζ Ωn−1Λe (Λ) 0
Here Pn−1 is a projective Λ-bimodule. The following result is the replacement to Proposi-
tion 2.1(vi) alluded to in Remark 6.3, it may also be viewed as a sort of analogue of Theorem 2.2.
Theorem 6.4. [13, Proposition 4.3] Let ζ ∈ H be a homogeneous element, and M ∈ Λ-mod.
Then
VH (Mζ ⊗Λ M) = VH
(〈ζ 〉)∩ VH (M).
Remarks 6.5.
(1) VH (〈ζ 〉) denotes the hypersurface in VH determined by the homogeneous element ζ .
(2) If we define Lζ := Mζ ⊗Λ Λ/J ∈ Λ-mod then VH (Lζ ) = VH (〈ζ 〉).
(3) The Λ-bimodule Mζ is projective when viewed as a left or right Λ-module.
Just as in the situation for group algebras, the modules Mζ can be used to construct modules
with arbitrary homogeneous closed varieties. In particular the following result is the analogue to
Theorem 2.5.
Theorem 6.6. [13, Theorem 4.4] Let V be a closed homogeneous subvariety of VH . Then there
exists a module M ∈ Λ-mod such that VH (M) = V .
Finally, before turning to Λm and a stable map description of its support varieties in Sec-
tion 6.2, we recall the analogous results to Theorems 2.6 and 2.7.
Theorem 6.7. [13, Theorem 4.3] If M ∈ Λ-mod is indecomposable and has variety a line, then
M is a periodic module. Moreover, the period must divide the degree of one of the homogeneous
generators of H .
Theorem 6.8. [13, Proposition 4.2] If M ∈ Λ-mod is an indecomposable periodic module then
VH (M) is a line.
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Here we want to specialise to the case Λ = Λm and use the above results to provide a stable
map description of support varieties for Λm-modules analogous to that given in Corollary 2.11
for kE-modules. However before going further we must address the fact that all the results
(even definitions!) quoted above for support varieties for a general finite-dimensional selfinjec-
tive k-algebra Λ were based upon Assumption 1 holding. From now on we will only consider
the case Λ = Λm and we define
H = H ∗ :=
{
HH even(Λm) if p = 2,
HH ∗(Λm) if p = 2.
It follows from Corollary 5.5 that Assumption 1(i) and (ii) hold and the following result imme-
diately implies that (iii) also holds so that Assumption 1 is satisfied for Λm.
Lemma 6.9. As a graded ring (under Yoneda composition as product) we have
Ext∗Λm(k, k) ∼= k〈α1, . . . , αm〉/(αiαj + αjαi, ∀i = j)
where deg(αi) = 1, for 1  i  m. The ring map φ := − ⊗Λm k|H :H → Ext∗Λm(k, k) is asfollows. For 1 i m,
φ(zi) = α2i , φ(xi) = 0 if p = 2,
φ(yi) = αi, φ(xi) = 0 if p = 2.
Proof. The algebra Λm is easily seen to be a Koszul algebra and general structure theory shows
that Ext∗Λm(k, k) is of the form as stated. The final part concerning im(φ) is straightforward and
follows directly from considering the case m = 1. We have Ω2
Λe1
(Λ1) ∼= Λ1 as a bimodule and z1
can be represented by the identity map of Λ1; and then z1 ⊗Λ1 k obviously represents α21 . 
Corollary 5.5 shows that VH ∼= Am with μ ∈ km corresponding to a point in VH . Given 0 =
μ = (μ1, . . . ,μm) ∈ km define ζ ∈ H as follows:
ζ =
{∑m
i=1 μizi ∈ HH2(Λm) if p = 2,∑m
i=1 μiyi ∈ HH2(Λm) if p = 2.
Then the hypersurface given by the variety associated to the ideal 〈ζ 〉 is simply the hyperplane
⊥μ (recall this is the hyperplane perpendicular to the line μ). Now given a line λ ⊆ Am, let⊥γ1 , . . . ,⊥γm−1 be m− 1 hyperplanes such that
m−1⋂
i=1
⊥γi = λ.
If now ζi ∈ H is such that VH (〈ζi〉) = ⊥γi for 1 i m − 1 then it follows from Theorem 6.4
that if we define Mζ := Mζ1 ⊗Λm · · · ⊗Λm Mζm−1 then
VH (Mζ ⊗Λm k) = λ. (6.1)
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Theorem 6.4.
Corollary 6.10. Let 0 = λ ∈ Am and let M ∈ Λm-mod. Then
λ ⊆ VH (M) ⇔ VH (Mζ ⊗Λm M) = 0.
We will also need to consider the dual bimodules, M∗ζ . In particular we need the following
result.
Theorem 6.11. Let ζ ∈ H be a homogeneous element and let M ∈ Λm-mod, then
VH
(
M∗ζ ⊗Λm M
)= VH (〈ζ 〉)∩ VH (M).
Proof. We would like to argue as follows. Using Proposition 6.2(iii) and the fact that
Ext∗Λm
(
M∗ζ ⊗Λm M,k
)∼= Ext∗Λm(M,Mζ ⊗Λm k)
by adjointness of the functors Mζ ⊗Λm −, M∗ζ ⊗Λm −, we have
VH
(
M∗ζ ⊗Λm M
)= VH (M∗ζ ⊗Λm M,k)= VH (M,Mζ ⊗Λm k).
If M = k then we are done by Proposition 6.2(iii) and Remarks 6.5(2), but in general all we can
say without further analysis is (by the observations before Proposition 6.2) VH (M,Mζ ⊗Λm k) ⊆
VH (M)∩ VH (〈ζ 〉). To argue further we must examine the Λm-bimodule M∗ζ in more detail.
Suppose deg(ζ ) = n and consider the dual diagram to the pushout diagram defining Mζ . The
top row of this dual diagram is
0 → (Ωn−1Λem (Λm))∗ → M∗ζ → Λ∗m → 0.
Using the fact that (Ωk(−))∗ ∼= Ω−k(−∗) together with Λ∗m ∼= Λm as Λm-bimodules (because
Λm is a symmetric k-algebra) we can apply Ωn−1(−) to the above sequence and obtain the short
exact sequence of Λm-bimodules
0 → Λ → Ωn−1Λem
(
M∗ζ
)⊕ proj → Ωn−1Λem (Λm) → 0.
By considering a projective Λm-bimodule resolution of Λm we must have some η ∈ HHn(Λm)
giving us the following diagram (where Pn−1 is some projective Λem-module).
0 ΩnΛem(Λm)
η
P n−1 Ωn−1Λem (Λm) 0
0 Λm Ωn−1Λem (M
∗
ζ ) Ω
n−1
Λem
(Λm) 0
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following isomorphism of Λm-bimodules:
Mη ∼= Ωn−1Λem
(
M∗ζ
)⊕ proj.
We can now use the fact that
Ωn−1Λem
(
M∗ζ
)⊗Λm M ∼= Ωn−1Λm (M∗ζ ⊗Λm M)⊕ proj
together with Proposition 6.2 (i) and (iv) to get
VH (Mη ⊗Λm M) = VH
(
Ωn−1Λem
(
M∗ζ
)⊗Λm M)= VH (M∗ζ ⊗Λm M).
Theorem 6.4 finishes the proof once we know that VH (〈η〉) = VH (〈ζ 〉), but this follows because
we already know the desired result in the case M = k. 
We are now in a position to provide a stable map description of the support variety for Λm-
modules analogous to that given in Corollary 2.11 for kE-modules. Before doing so we need to
define (for 0 = λ ∈ km) a Tλ ∈ Λm-mod to play the analogous role to its kE-module namesake.
Given 0 = λ ∈ km by the construction following Lemma 6.9 we have a sequence ζ = (ζi) (with
ζi ∈ H 2 for 1  i  m − 1) and a Λm-bimodule Mζ := Mζ1 ⊗Λm · · · ⊗Λm Mζm−1 such that
VH (Mζ ⊗Λm k) = λ. Define Tλ to be the non-projective Λm-module summand of Mζ ⊗Λm k so
that VH (Tλ) = λ. Moreover, by Theorem 6.7, each indecomposable summand of Tλ is periodic
of period at most 2 and hence Tλ itself is also periodic of period at most 2. With this construction
and notation we can now state the stable map description of Λm-support varieties.
Theorem 6.12. Let 0 = λ ∈ km and M ∈ Λm-mod. Then
λ ⊆ VH (M) ⇔ HomΛm(Tλ ⊕ΩTλ,M) = 0.
Proof. By repeated use of Theorem 6.11 and construction of ζ we have
VH
(
M∗ζm−1 ⊗Λm · · · ⊗Λm M∗ζ1 ⊗Λm M
)= λ ∩ VH (M).
It follows from this and Proposition 6.2 that
λ ⊆ VH (M) ⇔ VH
(
k,M∗ζm−1 ⊗Λm · · · ⊗Λm M∗ζ1 ⊗Λm M
) = 0
⇔ ExtiΛm
(
k,M∗ζm−1 ⊗Λm · · · ⊗Λm M∗ζ1 ⊗Λm M
) = 0 for i  0.
But by repeated use of adjointness we have
ExtiΛm
(
k,M∗ζm−1 ⊗Λm · · · ⊗Λm M∗ζ1 ⊗Λm M
)= ExtiΛm(Mζ ⊗Λm k,M).
Finally by construction, for i > 0, ExtiΛm(Mζ ⊗Λm k,M) ∼= ExtiΛm(Tλ,M) and since ΩiTλ ∼= Tλ(respectively ΩTλ) if i is even (respectively i odd) the result follows. 
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lary 2.11). This is because we cannot just rely upon the properties of the Tλ-modules (i.e.
VH (Tλ) = λ and Tλ periodic of period at most 2) but also have to use the fact that they are
the non-projective summands of the Mζ -bimodules. This reflects the fact that in the group case
Corollary 2.11 made essential use of the tensor intersection property whereas for Λm-modules
the closest we have is Theorem 6.4.
7. Rank varieties for Λm-modules
Having established a stable map description of the support variety for a Λm-module, we turn in
this section to doing the same for the rank variety of a Λm-module. As noted in Remarks 5.2(3),
in the case char(k) = 2 it is far from obvious that Lm-modules have rank varieties. The existence
of suitable rank varieties for Λm-modules was established in [12] and in this section we wish
to recall those details of the construction and results from [12] that will be needed in Section 8
when we come to establishing the analogue of the Avrunin and Scott theorem for Λm.
In [12] the problems identified in Remarks 5.2(3) are circumvented by use of Clifford alge-
bras. Recall that the m-generated Clifford algebra (over k) Cm is defined as follows.
Definition 7.1.
Cm := k〈e1, . . . , em〉/
(
e2i + 1, eiej + ej ei for i = j
)
.
Remarks 7.2.
(1) If char(k) = 2 then Cm is the group algebras of an elementary abelian 2-group of rank m.
(2) If char(k) = 2 then Cm is a semisimple k-algebra. Up to isomorphism it has only 1 (respec-
tively 2) simple module if m is even (respectively if m odd).
To define a rank variety for Λm-modules we need a replacement to the module map multipli-
cation by uλ in Section 3.1. To do this fix an irreducible representation ρ :Cm → GL(W). We
have the following definition from [12].
Definition 7.3. If 0 = λ ∈ km and M ∈ Λm-mod let
σM(λ) :=
m∑
j=1
λjρ(ej )⊗k Xj :W ⊗k M → W ⊗k M.
Remarks 7.4.
(1) We identify Xj ∈ Λm, for 1  j  m, with the map Xj : M → M that is multiplication
by Xj .
(2) By construction σM(λ)2 = 0.
(3) If char(k) = 2 then σM(λ) is the map multiplication by uλ.
We can now define the rank variety for Λm-modules [12, Definition 4.1].
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V r(M) := {0} ∪ {0 = λ ∈ km | rank(σM(λ))< (1/2)dim(W)dim(M)}.
Remarks 7.6.
(1) In [12] V r(M) is defined to be a projective variety, but for consistency with the other varieties
considered here we view it as an affine variety. It is of course a homogeneous affine variety.
(2) In the case char(k) = 2 and m odd the choice of irreducible representation W is unimportant;
another choice only changes the signs of the λi , but V r(M) is invariant under all changes of
signs of the λi .
We recall some elementary properties of the rank variety.
Proposition 7.7. Given Mi ∈ Λm-mod, for 1 i  3, then:
(1) V r(M1 ⊕M2) = V r(M1)∪ V r(M2).
(2) V r(ΩM1) = V r(M1).
(3) If 0 → M1 → M2 → M3 → 0 is a short exact sequence then V r(Mi) ⊆ V r(Mj ) ∪ V r(Ms)
for {i, j, s} = {1,2,3}.
We will also need one of the main results from [12] showing that the rank variety detects
projectivity (in the case of rank varieties for elementary abelian p-groups this result goes back
to Dade’s lemma; see [11, Lemma 11]).
Theorem 7.8. [12, Theorem 4.3] If M ∈ Λm-mod then V r(M) = {0} ⇔ M ∈ Λm-proj.
To provide a stable map description for these rank varieties we must recall the definition and
properties of the modules V (λ) defined in [12] which play the role of the modules kEuλ in
Section 3.2.
Definition 7.9. If 0 = λ ∈ km let V (λ) ∈ Λm-mod be defined by V (λ) := im(σΛm(λ)).
Some of the properties of the modules V (λ) are given in the following result.
Proposition 7.10. If 0 = λ ∈ km then V (λ) ∈ Λm-mod is such that:
(1) dim(V (λ)) = (1/2)dim(W)dim(Λm).
(2) A minimal projective resolution for V (λ) is
· · · → W ⊗k Λm σΛm−−→ W ⊗k Λm σΛm−−→ W ⊗k Λm.
(3) Ω(V (λ)) ∼= V (λ).
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V (λ) ∼=
{⊕2t/2V if m is odd,
⊕2(t+1)/2V if m is even,
with V an indecomposable Λm-module.
Proof. Properties (1), (2) and (3) are fairly easy results whose proofs can be found in Proposi-
tion 3.4 in [12] (indeed property (3) is immediate from property (2)). For property (4), the result
follows from Lemma 3.5 in [12] provided one can establish it for the case t = m. That is we
need to show that if t = m then V (λ) is indecomposable. To do this we use Proposition 3.4 in
[12] which says that V (λ) restricted to Λm−1 is free of rank dim(W); for the rest of this proof
we identify Λm−1 with the subalgebra of Λm generated by {Xi | 1 i m − 1}. Since σΛm(λ)
annihilates V (λ) the action of Xm on V (λ), viewed as a free Λm−1-module of rank dim(W), is
easily seen to be given by
−(λmρ(em))−1 m−1∑
i=1
λiρ(ei)⊗k Xi. (7.1)
It is clear that Endk(V (λ)↓Λm−1) ∼= ρ(Cm) ⊗k Λm−1 and therefore the endomorphism ring
EndΛm(V (λ)) can be identified with the centraliser of (7.1) in ρ(Cm)⊗k Λm−1. Because λi = 0
for 1 i m− 1 it now follows that any element in this centraliser is a sum of an invertible el-
ement and a nilpotent element (the non-nilpotent part must lie in ρ(Cm) ⊗k 1 and centralise
each ρ(ei) ⊗k Xi and therefore actually lie in Z(ρ(Cm)) ⊗k 1 and so is invertible). Hence
EndΛm(V (λ)) is a local ring and therefore V (λ) is indecomposable. 
We can now state the stable map description of the rank variety for a Λm-module.
Theorem 7.11. [12, Lemma 3.7] Let 0 = λ ∈ km and M ∈ Λm-mod then
λ ⊆ V r(M) ⇔ HomΛm
(
V (λ),M
) = 0.
We finish this subsection with an easy observation that will prove useful.
Lemma 7.12. Let ζ ∈ H be some homogeneous and M ∈ Λm-mod. Then
V r(Mζ ⊗Λm M) ⊆ V r(M).
Proof. Suppose deg(ζ ) = n and consider the second row in the pushout diagram of Λm-
bimodules that defines Mζ . Since all modules in this row are projective as right Λm-modules,
upon applying the functor − ⊗Λm M to this row we have the short exact sequence of left Λm-
modules
0 → M → Mζ ⊗Λm M → Ωn−1Λem (Λm)⊗Λm M → 0.
Now use the fact that Ωn−1Λem (Λm)⊗Λm M ∼= Ωn−1(M)⊕ proj together with Proposition 7.7 and
Theorem 7.8 to finish the proof. 
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Now that we have at our disposal both support and rank varieties for Λm-modules it is natural
to ask whether an analogue of the Avrunin and Scott theorem (Theorem 4.2) for kE-modules,
also holds for Λm-modules. In this section we show (Theorem 8.2) that this is indeed the case.
Before we can proceed we need to define the morphism F between our two varieties and that
means fixing a system of parameters for the underlying affine m-space Am. However in the case
char(k) = 2 the situation is simpler than in the group case, kE, because the {Xi} in Definition 5.1
are a distinguished set of generators for the algebra Λm (as noted in Remarks 5.2(3) a linear
combination cannot be a generator, i.e. square to 0). The rank variety was defined in terms of
these generators and for the support variety the generators {zi} in H 2 are again distinguished
(being determined by the {Xi}). In the case char(k) = 2 then, as in Section 3.1, an identification
V r ∼= Am amounts to a choice of k-basis for J (Λm)/J (Λm)2, whilst an identification VH ∼= Am
amounts to a choice of generators {yi} which is a k-basis of H 1 = HH1(Λm). But in this case
HH1(Λm) is the k-space of derivations of Λm (any inner derivation is zero as Λm is commutative)
and a choice of k-basis is determined by a choice of k-basis for the dual space J/J 2. Hence in
this, as we did in the group case, we choose the dual basis. With these identifications assumed
we can now define the morphism F : V r → VH as follows.
Definition 8.1. With the identifications V r ∼= Am and VH ∼= Am already fixed in the case
char(k) = 2 and chosen compatibly (by fixed choice of k-basis for J/J 2) in the case char(k) = 2,
we define the morphism F :V r → VH by, for λ = (λ1, . . . , λm) ∈ km,
F(λ) =
{
(λ1, . . . , λm) if char(k) = 2,
(λ21, . . . , λ
2
m) if char(k) = 2.
We can now state the analogue of the Avrunin and Scott theorem for Λm-modules.
Theorem 8.2. Given M ∈ Λm-mod then
F
(
V r(M)
)= VH (M).
To prove this theorem we will imitate our proof of the Avrunin and Scott theorem in Section 4.
In particular we will make use of the stable map descriptions of both the support and rank variety
described in Sections 6.2 and 7. As in the group case the main task will be to establish the
following proposition.
Proposition 8.3. If 0 = λ ∈ km then VH (V (λ)) = F(λ).
Assuming this proposition the proof of Theorem 8.2 proceeds as follows.
Proof of Theorem 8.2. The stable map description of the rank variety, Theorem 7.11, says
λ ⊆ V r(M) ⇔ HomΛm
(
V (λ),M
) = 0.
Because V (λ) is periodic, with period 1, we have
HomΛ
(
V (λ),M
) = 0 ⇔ ExtiΛ (V (λ),M) = 0 (for i  0).m m
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ExtiΛm
(
V (λ),M
) = 0 (for i  0) ⇒ VH (V (λ))∩ VH (M) = {0}.
By Proposition 8.3, this is equivalent to F(λ) ⊆ VH (M) and hence we have the inclusion
F(V r(M)) ⊆ VH (M). To obtain the reverse inclusion let 0 = μ ∈ km be such that μ ⊆ VH (M)
and let Mζ be the Λm-bimodule constructed in Section 6.2 such that VH (Mζ ⊗Λm k) = μ. Then
VH (Mζ ⊗Λm M) = μ by Corollary 6.10. Now consider F(V r(Mζ ⊗Λm M)). We have already
established that
F
(
V r(Mζ ⊗Λm M)
)⊆ VH (Mζ ⊗Λm V (λ))= μ.
Suppose F(V r(Mζ ⊗Λm M)) = {0} so that V r(Mζ ⊗Λm V (λ)) = {0}, then this would mean
Mζ ⊗Λm M is projective, by Theorem 7.8 and hence VH (Mζ ⊗Λm M) = {0}. Since this is not
the case and V r(M) is a homogeneous affine variety, we must have V r(Mζ ⊗Λm M) = {λ |
F(λ) = μ} (see Remarks 7.6(2)). To finish we simply use Lemma 7.12 to see that F−1(μ) =
{λ | F(λ) = μ} ⊆ V r(M). 
The proof of Proposition 8.3 will be, with suitable modifications, a variation on that given for
Proposition 4.3 in the group case. We begin by giving the suitable modification of Lemma 4.4.
Here we need to understand how the elements
yi ⊗Λm k ∈ Ext1Λm(k, k) ∼= HomΛm(Ωk, k) for char(k) = 2, and
zi ⊗Λm k ∈ Ext2Λm(k, k) ∼= HomΛm
(
Ω2k, k
)
for char(k) > 2
act when interpreted as maps in the stable module category. In what follows we will take as a
representative of Ωk ∈ Λm-mod, the module J (Λm).
Lemma 8.4. For 1 i m and char(k) > 2 the map Ω−1(zi ⊗Λm k) ∈ HomΛm(Ωk,Ω−1k) fac-
torises as Ω−1(zi ⊗Λm k) = πηi where π :Λm → Λm/ socΛm ∼= Ω−1k is the natural quotient
map and ηi :Ωk → Λm is the linear map defined by
ηi |radΩk = 0 and ηi(Xj ) =
{0 if i = j ,
ci :=∏{s|s =i} Xs if i = j .
For char(k) = 2 the map Ω−1(yi ⊗Λm k) ∈ HomΛm(k,Ω−1k) factorises as Ω−1(yi ⊗Λm k) =
πηi with π as before and ηi : k → Λm defined by
ηi(1) = ci :=
∏
{s|s =i}
Xs.
Proof. Exactly the same as that for Lemma 4.4. 
We also need a modification of Lemma 4.5. Given 0 = μ = (μ1, . . . ,μm) ∈ km, define
ζ :=
{∑m
i=1 μizi ∈ H 2 if char(k) > 2,∑m
μiyi ∈ H 1 if char(k) = 2.i=1
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∑m
i=1 μiηi . Recall that the Λm-bimodule,
Mζ , constructed in Section 6.1 is such that VH (Mζ ⊗Λm k) = V (〈ζ 〉), which is the hypersurface
determined by the element ζ and under the identification VH ∼= Am, this is the hyperplane ⊥μ.
With this notation we have the following analogue to Lemma 4.5.
Lemma 8.5. If 0 = λ,μ ∈ km are such that F(λ) ∈ ⊥μ (i.e. ∑mi=1 λ2i μi = 0 if char(k) > 2 and∑m
i=1 λiμi = 0 if char(k) = 2) then there is a monomorphism V (λ) → Mζ ⊗Λm k which gives a
non-zero element in HomΛm(V (λ),Mζ ⊗Λm k).
Proof. It would suffice to construct a map from V (λ) to a finite direct sum of Mζ ⊗Λm k which
has the stated properties and in fact we will construct a map to W ⊗k (Mζ ⊗Λm k). With this
aim in mind, let σ := σΛm(λ) :W ⊗k Λm → W ⊗k Λm, so that V (λ) = im(σ ) and let ζˆ :=
Ω−1(ζ ⊗Λm k) = πη :Ωk → Ω−1k be as above. We can now use the construction of Mζ ⊗Λm k
as the pull-back in the diagram
Mζ ⊗Λm k Ωk
ζˆ
Λm
π
Ω−1k
to see that it suffices to find a map f such that the following composition:
V (λ)
f−→ W ⊗k Λm ⊕W ⊗k Ωk (W⊗kπ,W⊗k ζ˜ )−−−−−−−−−→ W ⊗Ω−1k
is zero. To define f we will actually construct a map g such that the following composition:
W ⊗k Λm g=(g1,g2)−−−−−−→ W ⊗k Λm ⊕W ⊗k Ωk (W⊗kπ,W⊗k ζ˜ )−−−−−−−−−→ W ⊗Ω−1k
is zero. Simply take g2 := −W ⊗k σ and, because W ⊗k Λm is a free module, to describe g1 it
suffices to describe the images of a basis for W ⊗k Λm. We define g1 by mapping basis elements
to their images under the linear map (W ⊗k η) ◦ σ . It is clear that the resulting map g satisfies
our requirements.
We can now use the exact sequence
V (λ) ↪→ W ⊗k Λm → W ⊗k Λm/V (λ) ∼= V (λ)
derived from property (2) of Proposition 7.10, to see that g will induce our map f (by factoring
through the cokernel) if g restricts to zero on the submodule V (λ). This is immediate for g2 and
for g1 this will be the case if the images of basis elements are annihilated by σ and so we require
σ ◦ (W ⊗k η) ◦ σ = 0. But
σ(W ⊗k η)σ = σ
[∑
λjρ(ej )⊗k μj cj
]
=
(∑
λiρ(ei)⊗k Xi
)(∑
λjρ(ej )⊗k μj cj
)
=
(∑
λ2i μi
)
c
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the map f does not factor through a projective module and hence we have our non-zero element
in HomΛm(V (λ),Mζ ⊗Λm k) as required. 
Before we prove Proposition 8.3 we need one further lemma.
Lemma 8.6. For 0 = μ,λ ∈ km let Tλ ∈ Λm-mod be such that VH (Tλ) = λ then
HomΛm(Tλ,Mζ ⊗Λm k) = 0 ⇔ λ ⊆ ⊥μ.
Proof. We have by adjunction,
HomΛm(Tλ,Mζ ⊗Λm k) = 0 ⇔ HomΛm
(
M∗ζ ⊗Λm Tλ, k
) = 0.
But
HomΛm
(
M∗ζ ⊗Λm Tλ, k
) = 0 ⇔ VH (M∗ζ ⊗Λm Tλ) = {0},
and by Theorem 6.11 we have
VH
(
M∗ζ ⊗Λm Tλ
)= V (〈ζ 〉)∩ VH (Tλ) = ⊥μ ∩ λ.
The result follows. 
Proof of Proposition 8.3. Thanks to Proposition 7.10 we know that V (λ) decomposes into a
direct sum of copies of V , an indecomposable periodic module, of period 1. By Theorem 6.8 the
support variety of V and hence that of V (λ) must be a line. That is, VH (V (λ)) = α say, for some
0 = α ∈ km. Now choose 0 = μ ∈ km and take ζ ∈ H 2(Λm) such that VH (Mζ ⊗Λm k) = ⊥μ.
Since VH (V (λ)) = α Lemma 8.6 says
α ⊆ ⊥μ ⇔ HomΛm
(
V (λ),Mζ ⊗Λm k
) = 0.
But we know from Lemma 8.5 that if we choose 0 = μ ∈ km so that F(λ) ∈ ⊥μ, then
HomΛm(V (λ),Mζ ⊗Λm k) = 0. The proof is now exactly the same as that in Proposition 4.3
and we conclude VH (V (λ)) = F(λ) as required. 
Appendix A. Background details
A.1. The varieties considered
The support varieties associated to modules are subvarieties of a variety V , associated to a
finitely generated graded local ring R = R∗ =⊕n0 Rn where we may assume k = R0 so that
R is an affine k-algebra (typically we are concerned with Ext∗kG(M,M) with M indecomposable
and we implicitly take R to be the quotient of Ext∗kG(M,M) by the nilpotent maximal ideal in
EndkG(M) = Ext0kG(M,M), which does not affect the varieties). In particular V is defined as the
maximal ideal spectrum, V := MaxSpec-R. Now V has a distinguished point, viz the maximal
ideal R+ =⊕i1 Ri . Moreover, the ideals I , that define the support subvarieties of V , will be
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that contain the distinguished point.
A presentation of R as R = k[x1, . . . , xn]/J (with xi homogeneous elements, deg(xi) =
ni > 0 and J a homogeneous ideal) yields an embedding of V as a closed set in An. More-
over, R+ then corresponds to the origin in An under this embedding. Typically, because the
varieties considered are homogeneous, one can view them as collections of lines through the
origin. However one has to be careful, taking into account the grading, in defining the lines (see
[7, Section 5.4]). To be more precise, given λ ∈ k, there is a ring homomorphism mλ :R → R
which simply multiplies an element of degree r by λr . The induced map m∗λ :V → V , is called
dilation by λ and given a point α ∈ V , the set {m∗λα | λ ∈ k} forms a homogeneous subvariety of V
that is a line in V . For example, if R = k[x, y, z], with deg(x) = 1, deg(y) = 2, deg(z) = 3, then
the line through (1,2,2) ∈ V would be defined by the homogeneous ideal (2x2 −y,2x3 −z). Be-
cause the varieties considered are invariant under dilation, it might be more efficient to consider
the projective variety
V = ProjR := {p  R+, p a homogeneous prime ideal}.
However in this paper (in keeping with the existing literature) we will view the varieties consid-
ered as homogeneous affine varieties.
A.2. The Bockstein map
The Bockstein homomorphism is a degree 1 graded map β :H ∗(G,Fp) → H ∗+1(G,Fp). It
is defined to be the connecting homomorphism in the long exact sequence associated to the short
exact sequence
0 → Fp → Z/p2 → Fp → 0.
Given a field extension k ⊇ Fp then we have H ∗(G, k) ∼= k ⊗Fp H ∗(G,Fp). The Bockstein map
is extended semilinearly, through the Frobenius map on k, to a map β :H ∗(G, k) → H ∗+1(G, k).
That is, given
∑
i λixi ∈ Hr(G,k), with xi ∈ Hr(G,Fp), λi ∈ k, then
β
(∑
i
λixi
)
=
∑
i
λ
p
i β(xi).
Appendix B. Aspects of other proofs of the Avrunin and Scott theorem
We recall some of the aspects of the existing proofs of the Avrunin and Scott theorem (Theo-
rem 4.2 in Section 4) for elementary abelian p-group algebras. For more details and background
on the issues involved see [7].
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a cyclic shifted subgroup of kE, the following diagram does not necessarily commute.
Ext∗kE(k, k)
resE,Hα
−⊗M Ext∗kE(M,M)
resE,Hα
Ext∗kHα (k, k)
−⊗M Ext∗kHα (M,M)
Let us assume p > 2 and suppose that the above diagram did commute and then see how an
argument proving Theorem 4.2 would proceed. Let J (M) = I (M) ∩ k[x1, . . . , xn] be the ideal
defining the variety VE(M), that is J (M) is the annihilator, in the Noether normalisation subring
of H ∗(E, k), of 1M ∈ Hom(M,M) the identity map. Let ζ ∈ J (M) be a homogeneous element,
say ζ = f (x1, . . . , xn), then to establish
F
(
V rE(M)
)⊆ VE(M)
we would want to see that f (αp1 , . . . , α
p
n ) = 0 for α = (α1, . . . , αn) ∈ V rE(M).
With the above diagram commuting we would have
resE,Hα (ζ )1M = resE,Hα (ζ1M) = 0.
A result of Carlson [8, Proposition 2.20] says
resE,Hα (ζ ) = f
(
α
p
1 , . . . , α
p
n
)
γ
where γ is the canonical generator of Ext∗kHα (k, k) in degree 2 deg(f ). By construction
α ∈ V rE(M) means M↓Hα is not free and so γ 1M = 0. Hence f (αp1 , . . . , αpn ) = 0 as desired.
To obtain the reverse inclusion
VE(M) ⊆ F
(
V rE(M)
)
,
consider the corresponding inclusion of ideals. One would want to know that for ζ homogeneous
and arbitrary subject to resE,Hα (ζ ) = 0 for all α ∈ V rE(M) (in other words ζ is obtained from
a polynomial defining V rE(M) by raising coefficients to the power p), then ζ ∈ I (VE(M)) =√
J (M). Still assuming the commutativity of the diagram we have
0 = resE,Hα (ζ )1M = resE,Hα (ζ1M).
Another theorem of Carlson [10, Theorem 3.1] says that θ ∈ ExttkE(M,M) (t  0) is nilpotent
if and only if resE,Hα (θ) is nilpotent for all Hα such that α ∈ V rE(M). Hence ζ1M is nilpotent,
i.e. ζ ∈ √J (M), and we have the reverse inclusion.
In any event the above diagram does not necessarily commute, essentially because in restrict-
ing to a shifted subgroup we are changing the group action on the image of the functor −⊗k M .
In [7] this problem is somewhat circumvented by noting that VE(M) = VE(k,M) (as E is a p-
group) and that the action of H ∗(E, k) on VE(k,M) employs Yoneda composition, i.e. not the
Hopf structure needed for tensor products over k (this same observation lies behind the stable
K. Erdmann, M. Holloway / Journal of Algebra 299 (2006) 344–373 373map description of support varieties for p-groups given in Theorem 2.10). However one still has
to check that the morphism F (equivalently the Bockstein) is unaffected by changing to a shifted
subgroup and this is what is done in [7].
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