Abstract. In this paper we first present an error analysis for the process of estimates generated by the Wonham filter when it is used for the estimation of the (finite set-valued) jump-Markov parameters of a random parameter linear stochastic system and further give bounds on certain functions of these estimates. We then consider a certainty equivalence adaptive linear-quadratic Gaussian feedback control law using the estimates generated by the nonlinear filter and demonstrate the global existence of solutions to the resulting closed-loop system. A stochastic Lyapunov analysis establishes that the certainty equivalence law stabilizes the Markov jump parameter linear system in the mean square average sense. The conditions for this result are that certain products of (i) the parameter process jump rate and (ii) the solution of the control Riccati equation and its second derivatives should be less than certain given bounds. An example is given where the controlled linear system has state dimension 2. Finally, the stabilizing properties of certainty equivalence laws which depend on (i) the maximum likelihood estimate of the parameter value and (ii) a modified version of this estimate are established under certain conditions.
The model (1.1), (1.2) is particularly appropriate for the analysis of the control of time varying systems, since (1.1) has a variable structure. As indicated by the dependence of all matrix parameters on the indicator process (I)t, it can be used as a model for systems subject to random failures and structural changes. Moreover, (1.2) is a general model for jump-Markov parameter processes (see, e.g., Liptser and Shiryaev (1977) ).
Control problems for such systems in a nonadaptive setting have been the subject of considerable theoretical research for the past two decades and Sworder and Chou (1985) and Ezzine and Haddad (1989) have given surveys of previous work on this topic.
Generally speaking, the previous works can be classified into three groups: one group (see, e.g., Sworder and Chou (1985) ; Ezzine and Haddad (1989) ; Mariton and Bertrand (1985) ; Mariton (1986) ; Ji and Chizeck (1990) ; Feng, Loparo, Ji, and Chizeck (1992) ) deals with the case where the system state process x and the jump parameter process can be observed completely at any time instant. The second group (see, e.g., Wonham (1965) , Rishel (98) , Caines and Chen (1985) , Chen and Caines (1989) , Helmes and Rishel (990) , Caines and Nassiri-Toussi (1991) ) is concerned with the adaptive case where the system state process x can be observed, but the jump parameter process q) cannot be directly observed and is consequently estimated. This may, for instance, be carried out by an application of the Wonham filter (see, e.g., Caines and Chen (1985) , Chen and Caines (1989) , Caines and Nassiri-Toussi (1991) ). The third group (see, e.g., Sworder (1991) ) discusses the adaptive case where neither the system state process x nor the jump parameter process q) can be observed.
Among the first group, it is worth mentioning that Ji and Chizeck (1990) and Feng, Loparo, Ji, and Chizeck (1992) examine the relationship between appropriately defined controllability and stabilizability properties, and establish necessary and sufficient conditions for (i) system stabilization and (ii) infinite time jump linear quadratic (JLQ) optimal controls to exist. However, in most situations, direct observation of system parameters is impossible and this leads to the use of adaptive control. Caines and Chen (1985) used the Wonham filter and a dynamic programming approach to obtain a finite-horizon adaptive optimal control law for a general jump-Markov system. In a continuation of this work, Caines and Nassiri-Toussi (1991) and Nassiri-Toussi and Caines (1991) carried out a stochastic Lyapunov analysis of a certainty equivalence stabilizing control law and gave an analysis of the resulting ergodic behavior of the system. It is shown that, under rather strong conditions on the magnitude of the jumps of the parameters and the rate of the jump parameter process, a certainty equivalence linear feedback regulator (using the parameter estimates generated by the Wonham filter) gives rise to stable ergodic behavior of the system (1.1), (1.2). In some special cases, where the system is deterministic or where indirect observations of the parameter are available, special solutions to this problem have also been given in Sworder and Chou (1985) , while the general adaptive control problem for stochastic jump-Markov parameter systems is addressed in Rishel (1981) , Caines and Chen (1985) , Chen and Caines (1989) , Helmes and Rishel (1990) , Sworder (1991) , Caines and Nassiri-Toussi (1991) , Caines (1991), and Dufour and Bertrand (1993) . It should be remarked that Rishel (1981) 
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