Abstract. Dual equivalence graphs are a powerful tool in symmetric function theory that provide a general framework for proving that a given quasisymmetric function is symmetric and Schur positive. In this paper, we study a larger family of graphs that includes dual equivalence graphs and define maps that, in certain cases, transform graphs in this larger family into dual equivalence graphs. This allows us to broaden the applications of dual equivalence graphs and points the way toward a broader theory that could solve many important, long-standing Schur positivity problems.
Introduction
A quintessential problem in symmetric function theory that often arises in connections with representation theory or geometry is to prove that a given function has nonnegative integer coefficients when expressed in the Schur basis. For example, the product of two Schur functions is Schur positive, and these LittlewoodRichardson coefficients that arise as structure constants for Schur functions give multiplicities of irreducible representations in tensor products of representations for the general linear group as well as intersection numbers for Grassmannian subvarieties of the flag manifold. More generally, the LLT polynomials introduced by Lascoux, Leclerc, and Thibon [LLT97] give a q-analog of these coefficients that arise from Fock space representations of quantum affine Lie algebras. In certain cases, the Schur coefficients of LLT polynomials are known to be nonnegative [LT00, vL05, Ass15] , but the general case remains open. Many important symmetric functions can be expressed naturally as a nonnegative sum of LLT polynomials, adding emphasis to this important problem. For example, Macdonald polynomials [Mac88] have a monomial expansion due to Haglund, Haiman and Loehr [Hag04, HHL05] that easily gives an LLT expansion as well. While Macdonald polynomials are known to expand non-negatively into the Schur basis by the representation theory developed by Garsia and Haiman [GH96] and the algebraic geometry developed by Haiman [Hai01] , it remains an important open problem to give a combinatorial proof of Schur positivity.
In this paper, we study a combinatorial construction called a dual equivalence graph [Ass07, Ass15] by which one can establish the symmetry and Schur positivity of a function expressed in Gessel's fundamental basis for quasisymmetric functions. This powerful tool has been studied from many perspectives 1 since its introduction in [Ass07] , though the initial definitions did not appear until [Ass15] . Among other applications, dual equivalence graphs give a simple proof of positivity of the Littlewood-Richardson coefficients in general as well as the LLT q-analogs indexed by two shapes [Ass15] , the latter of which implies a combinatorial proof of Macdonald positivity for two column shapes. Moreover, the approach of this paper has led to a simple combinatorial formula for the Schur expansion of Macdonald polynomials indexed by a partition with second part at most 2 [Ass] , a case that has not been proved by any other means. While this paper is self-contained, the reader is encouraged to consult its predecessor [Ass15] for a basic introduction to dual equivalence graphs. Nevertheless, we begin in Section 2 by presenting the essentials of quasisymmetric functions as they relate to Schur functions and, in particular, the approach for which we advocate. We recall the definition of dual equivalence graphs from [Ass15] and recall the main theorem from [Ass15] , that putting a dual equivalence graph structure on a combinatorial set establishes the Schur positivity of the generating function. We refer to reader to [Ass15] for explicit examples of the standard dual equivalence graphs on tableaux as well as for the explicit structure defined for LLT and Macdonald polynomials. The examples throughout this paper will be of abstract graphs with vertices denoted by •.
Picking up from this point, in Section 3, we define a larger class of locally Schur positive graphs. The motivation for this definition comes from the re-characterization of the axioms for dual equivalence graphs in [Ass15] that states that a function that is locally a Schur function is globally a Schur function provided there exists a family of commuting involutions with prescribed fixed points. Note that this commutativity condition is necessary and, as such, will never be omitted.
2 A locally Schur positive graph is one whose degree 4, 5, 6 restricted generating functions are Schur positive. This family includes the graphs constructed for LLT and Macdonald polynomials [Ass15] as well as those for k-Schur functions [AB12] . It is not known whether this family includes graphs whose full generating functions are not Schur positive. 3 We prove basic results for low degree graphs both to motivate the transformations to come, one for each of degrees 4, 5, 6, and to give a sense of the style of diagram chasing arguments to follow.
The three transformations are discussed in Section 4 for degree 6 (equivalently, axiom 6), Section 5 for degree 4, and Section 6 for degree 5 (these latter two together are equivalent to axiom 4). For each case, we define and investigate in detail a transformation on graphs that focuses on the restricted generating functions of the given degree. We give necessary and sufficient conditions for the maps to be applied to a graph, and prove that the maps maintain the lower structure of the graph. In Section 7, we introduce a third transformation designed to facilitate the application of the others, and we prove that together these maps can transform a locally Schur positive graph into a dual equivalence graph if only the highest color edges need adjustment. While theoretically necessary, this additional transformation is not needed to carry out the described transformation of the graphs for LLT polynomials, Macdonald polynomials, or k-Schur functions up to degree 12.
Finally, in Section 8, we explore the shortfalls of these transformations, presenting necessary additional axioms that must be maintained in order for the maps to maintain the upper structure of the graph. Not only do the graphs for LLT polynomials, Macdonald polynomials, and k-Schur functions all satisfy these additional axioms, but we prove that the transformations cannot create new violations of them. The question remains as to whether they are implied by degree 6 local Schur positivity as well as whether they are sufficient to ensure the transformation to a dual equivalence graph can always be carried out.
Dual equivalence graphs
We begin with functions expressed in terms of Gessel's fundamental quasisymmetric functions [Ges84] . For σ ∈ {±1} n−1 , the fundamental quasisymmetric function Q σ (X) is defined by (2.1) Q σ (X) = i1≤···≤in σj =−1⇒ij <ij+1
2 The examples in [BF17] (Proposition 3.8) are counter-examples to the false statement the authors considered: that dual equivalence axiom 5 can be omitted without consequence. This was a natural consideration from their algebraic reformulation of dual equivalence graphs, though from the graph perspective axiom 5 is clearly necessary. Those examples have no relevance to dual equivalence graphs nor to the generalizations considered in this paper since we always assume axiom 5 holds.
3 The 4950 vertex graph G * of degree 8 in [Bla16a] (Section 7.6) is not locally Schur positive.
We have indexed quasisymmetric functions by sequences of +1's and −1's to facilitate the study of signed graphs. By setting D(σ) = {i | σ i = −1}, we may change the indexing to the more familiar subsets of [n−1] = {1, 2, . . . , n − 1}. A standard Young tableau is bijection T from the cells of a partition λ of n to [n] such that entries increase along rows and columns. To connect quasisymmetric functions with Schur functions, for T a standard Young tableau on [n] , define the descent signature σ(T ) ∈ {±1} n−1 by (2.2) σ(T ) i = +1 if i appears weakly above i+1 in T −1 if i+1 appears strictly above i in T .
We can now define a Schur function as the generating function for standard Young tableaux. Q σ(T ) (X).
Dual equivalence graphs provide a general framework for proving that a given function, expressed in terms of fundamental quasisymmetric functions, is symmetric and Schur positive. The motivating idea is to collect together terms in the fundamental quasisymmetric expansion of a function into equivalence classes so that each class is a single Schur function, or, more generally, is Schur positive.
Given a set A of combinatorial objects and a signature function σ : A → {±1} n−1 , we can form the quasisymmetric generating function for A with respect to σ by
where stat is some positive integer statistic on A.
In order to prove that f (X; q) is Schur positive, we group together terms of A into equivalence classes so that each class has a constant stat value and the quasisymmetric generating function for a class is a Schur function. To put added structure, we define not only equivalence classes, but elementary equivalence relations between objects of A, and we record this structure with a signed, colored graph.
Definition 2.2 ([Ass15])
. A signed, colored graph of type (n, N ) consists of the following:
• a finite vertex set V ;
• a signature function σ : V → {±1} N −1 ; • for each 1 < i < n, a collection E i of pairs of distinct vertices of V . We denote such a graph by G = (V, σ, E 2 ∪ · · · ∪ E n−1 ) or simply by (V, σ, E).
Here the vertex set V corresponds to the combinatorial set A and the edges correspond to elementary equivalence relations. For example, if we take A to be standard Young tableaux of shape (3, 2) with σ as in (2.2), and elementary equivalence relations that swap i with whichever of i ± 1 lies further away, we obtain the standard dual equivalence graph shown in Figure 1 . Its generating function is s (3,2) (X). In general terms, the goal is for the connected components, which correspond to equivalence classes, to be Schur functions. This notion is captured by the following definition, Definition 3.2 from [Ass15] .
Definition 2.3 ([Ass15])
. A signed, colored graph G = (V, σ, E) of type (n, N ) is a dual equivalence graph of type (n, N ) if n ≤ N and the following hold:
(ax1) For w ∈ V and 1 < i < n, σ(w) i−1 = −σ(w) i if and only if there exists x ∈ V such that {w, x} ∈ E i . Moreover, x is unique when it exists. (ax2) For {w, x} ∈ E i , σ(w) j = −σ(x) j for j = i−1, i, and σ(w) h = σ(x) h for h < i−2 and h > i+1. Figure 2 and every connected component of (V, σ, E i−2 ∪ E i−1 ∪ E i ) appears in Figure 3 . (ax5) If {w, x} ∈ E i and {x, y} ∈ E j for |i − j| ≥ 3, then {w, v} ∈ E j and {v, y} ∈ E i for some v ∈ V . (ax6) Any two vertices of a connected component of (V, σ, E 2 ∪ · · · ∪ E i ) may be connected by a path crossing at most one E i edge.
• Figure 2 . Allowed 2-color connected components of a dual equivalence graph.
• Note that Figure 3 implies Figure 2 . Therefore in graph of type (n, N ) with n ≥ 5, axiom 4 is equivalent to all connected component of (V, σ, E i−2 ∪ E i−1 ∪ E i ) appearing in Figure 3 . Moreover, if n ≤ 5, then inspecting Figures 2 and 3, we see that axiom 4 implies axiom 6. In [Ass15] , we prove that both axioms 4 and 6 may be replaced with local Schur positivity conditions, though for our current purposes we prefer to study the explicit structure of the graph.
As a first example, we note that the graph structure on standard Young tableaux of shape λ given by elementary dual equivalence moves is a dual equivalence graph. This is proved in Proposition 3.3 of [Ass15] . For this reason, we call these the standard dual equivalence graphs and denote them by G λ .
When two graphs satisfy axiom 1, as all graphs in this paper do, we define an isomorphism between them, Definition 3.5 from [Ass15] , to be a sign-preserving bijection on vertex sets that respects color-adjacency.
Definition 2.4 ([Ass15]).
A morphism between two signed, colored graphs of type (n, N ) satisfying dual equivalence graph axiom 1, say G = (V, σ, E) and H = (W, τ, F ), is a map φ : V → W such that
• for every 1 ≤ i < N , we have σ(v) i = τ (φ(v)) i , and • for every 1 < i < n, if {u, v} ∈ E i , then {φ(u), φ(v)} ∈ F i . A morphism is an isomorphism if it is a bijection on vertex sets.
One of the main results from [Ass15] , Theorem 3.7, is the following structure theorem.
Theorem 2.5 ( [Ass15] ). Every connected component of a dual equivalence graph of type (n, n) is isomorphic to G λ for a unique partition λ of n.
In [Ass15] , and earlier in [Ass07] , we define a graph structure for the combinatorial objects that generate Macdonald polynomials and, more generally, LLT polynomials [Ass15, Ass] as well as k-Schur functions [AB12] . In certain cases, these are dual equivalence graphs, and so the following combinatorial formula, Corollary 3.8 from [Ass15] , applies to give the Schur expansion.
Corollary 2.6 ([Ass15]). Let G be a dual equivalence graph of type (n, n) such that every vertex is assigned some additional statistic α that is constant on connected components of G. Then
where the inner sum is over connected components of G that are isomorphic to G λ . In particular, the generating function for G so defined is symmetric and Schur positive.
These graphs are not, in general, dual equivalence graphs. In particular, for Macdonald polynomials this fails for µ 1 > 3 or µ 2 > 2. However, we conjecture that the graphs for LLT polynomials, Macdonald polynomials, and k-Schur functions have Schur positive connected components. This has been tested by computer up to n = 12. Moreover, using the algorithms described in this paper, we obtain explicit formulas for the Schur expansion in certain cases [Ass] .
Local Schur positivity
The graphs for LLT polynomials, Macdonald polynomials, and k-Schur functions all have similar local structure. In order to study these graphs and expand the applicability of dual equivalence, we introduce terminology to characterize certain local properties.
Definition 3.1. A signed, colored graph G = (V, σ, E) of type (n, N ) is Schur multiplicity-free for degree m, denoted by LSF m , if for every m − 2 < i < n and every connected component C of (V, σ, E i−(m−3) ∪ · · · ∪ E i ), there exists some λ such that
A graph is locally Schur multiplicity-free if it is Schur multiplicity-free for degrees up to 6.
In [Ass15] , we show that for a connected graph, if axiom 5 holds, then locally Schur multiplicity-free implies LSF m for all m. That is, locally a Schur function implies globally a Schur function. Translating the axioms to local positivity conditions, axiom 1 is equivalent to LSF 3 , Figure 2 is equivalent to LSF 4 , Figure 3 is equivalent to LSF 5 , and axiom 6 is equivalent to LSF 6 . Axioms 2 and 5 are the commutativity axioms. Definition 3.2. A signed, colored graph G = (V, σ, E) of type (n, N ) is Schur positive for degree m, denoted by LSP m , if for every m − 2 < i < n and every connected component C of (V, σ, E i−(m−3) ∪ · · · ∪ E i ), the restricted degree m generating function
is symmetric and Schur positive.
We can now see how axiom 3 fits into this picture. In some sense, it is redundant since it is implied by axiom 4. However, since we aim to generalize dual equivalence graphs, it serves as a useful guide.
The graphs mentioned above for LLT polynomials, Macdonald polynomials, and k-Schur functions all satisfy axioms 1, 2, 3 and 5 and are locally Schur positive. Therefore these conditions provide a good starting point for a more general study of signed, colored graphs. Definition 3.4. A signed, colored graph G = (V, σ, E) of type (n, N ) is locally Schur positive if it satisfies dual equivalence graphs axioms 1, 2, 3, and 5 and has LSP m for m = 4, 5, 6.
The idea for transforming a locally Schur positive graph G into a dual equivalence graph G with the same quasisymmetric generating function is to construct a sequence of signed, colored graphs G = G 2 , . . . , G n−1 = G on the same vertex set such that G i−1 is a locally Schur positive and the (i, N )-restriction of G i−1 is a dual equivalence graph. We wish to define a transformation by identifying two i-edges on the same connected component of E 2 ∪ · · · ∪ E i and swapping the connections in the unique way that maintains the reversal of σ i−1 and σ i required by dual equivalence axiom 1, as indicated in Figure 4 . Since axiom 1 implies LSF 3 , this degree is resolved, so we focus on three transformations to address LSF 4 , LSF 5 , and LSF 6 , respectively. These transformations are depicted in Figure 5 . To see why these transformations are natural, let us consider graphs is increasing sizes that satisfy LSF i for i < n and LSP n .
• Figure 5 . Illustrations of the involutions ϕ i , ψ i , and θ i used to redefine E i .
Given a connected signed, colored graph of degree 4 having LSF 3 , if the graph is locally Schur positive (in this case, meaning has LSP 4 ) but the generating function is not a single Schur function, then there are only a few possibilities for the generating function, similar to Proposition 3.9.
Proposition 3.5. Let G be a connected, locally Schur positive graph of degree 4. Then the quasisymmetric generating function for G is either s λ for some partition λ of 4 or has the form s (3,1) +ks (2,2) , ks (2,2) , s (2,1,1) + ks (2,2) , for some positive integer k.
Proof. By axiom 1 (equivalently LSF 3 ), every vertex has at most one 2-edge and at most one 3-edge. Therefore edges must alternate between 2 and 3, so G is either a path or a closed loop. Using axiom 1 again, a vertex has no edges if and only if it has signature + + + or − − −, in which case the generating function is s (4) or s (1,1,1,1) , respectively. Moreover, a vertex has a 2-edge but not a 3-edge if and only if it has signature − + + or + − −, and similarly, a vertex has a 3-edge but not a 2-edge if and only if it has signature + + − or − − +. Therefore G is a closed loop if and only if all vertices admit both a 2 and a 3 edge if and only if all vertices have signature + − + or − + −. In this case, axiom 1 ensures that these signatures alternate across edges, and so there must be an even number of vertices. Therefore the generating function is kQ +−+ + kQ −+− = ks (2,2) for some positive integer k. If G is a path, then there are exactly two vertices that admit one color edge and not the other, and all other vertices admit both a 2 and a 3 edge. The two vertices admitting a single color edge contribute only to s (3,1) or s (2,1,1) , and so both must contribute to the same function to ensure local Schur positivity. By axioms 1 and 3, if σ(w) = + + −, then w has a 3-edge and not a 2-edge, and σ(E 3 (w)) = + − +, and similarly if σ(v) = − + +, then v has a 2-edge and not a 3-edge, and σ(E 2 (v)) = + − +. Therefore these either agree, meaning E 3 (w) = E 2 (v) giving generating function s (3,1) , or we may toggle by pairs of 2 and 3 edges k times, with vertices having signatures + − +, − + −, + − +, giving generating function s (3,1) + ks (2,2) .
For examples when k > 0, see Figure 6 . The top left graph has generating function s (3,1) + s (2,2) , the bottom left graph has generating function s (2,1,1) + s (2,2) and the right graph has generating function 2s (2,2) .
• ++− Having LSF 4 restricts the lengths of 2-color strings by forcing the number of edges of a nontrivial connected component of E i−1 ∪ E i to be two, either with three distinct vertices (corresponding to s (3,1) or s (2,1,1) ) or forming a cycle with two vertices (corresponding to s (2,2) ). The map ϕ i swaps i-edges on connected components of E i−1 ∪ E i with more than two edges. This map is studied in Section 5.
Given a connected signed, colored graph of degree 5 having LSF 3 and LSF 4 , if the graph is locally Schur positive (in this case, meaning has LSP 5 ) but the generating function is not a single Schur function, then there are again only a few possibilities for the generating function.
Proposition 3.6. Let G be a connected, locally Schur positive graph of degree 5 having LSF 4 . Then the quasisymmetric generating function for G is either s λ for some partition λ of 5 or has the form s 3,2 + ks 3,1,1 , ks 3,1,1 , s 2,2,1 + ks 3,1,1 , for some positive integer k.
Proof. If G is a single vertex with no edges, then by axiom 1, the vertex has signature + + ++ or − − −−, in which case the generating function is s (5) or s (1,1,1,1,1) . If G has a vertex, say u, that admits a 2-edge but neither a 3-edge nor a 4-edge, the by axiom 1, u must have signature − + ++ or + − −−. Suppose the former is the case. By LSF 4 for E 2 ∪ E 3 , there must be vertices v = E 2 (u) and w = E 3 (v) such that w does not have a 2-edge. By axioms 1 and 3, we have σ(v) = + − ++, and by those same axioms again we have σ(w) = + + −+. Finally, by LSF 4 for E 3 ∪ E 4 , we must have x = E 4 (w) with σ(v) = + + +−. In particular, the generating function of G is s (4,1) . The same argument applies when u has signature +−−− by multiplying the signature component wise by −1 to conclude the G has generating function s (2,1,1,1) . From these two cases, reversing signature shows that if G has a vertex admitting a 4-edge but neither a 2-edge nor a 3-edge then it has generating function s (4,1) or s (2,1,1,1) . Therefore we may assume every vertex of G has either a 3-edge (possibly with other edges as well) or both a 2-edge and a 4-edge.
By axiom 1, a vertex u has a 2-edge and a 3-edge but no 4-edge if and only if it has signature + − ++ or
, then E 2 (u) has signature − + ++ or + − −−, which, by axiom 1, implies it has no 3-edge or 4-edge contradicting the assumption on G. Therefore we must have E 2 (u) = E 3 (u) and this vertex, say v, has signature − + −+ or + − +−, respectively. By axiom 1, v has a 4-edge, say w = E 4 (v), and by LSP 4 , σ(w) = − + +− or + − −+, respectively. Therefore, by axiom 1, w has a 2-edge but no 3-edge, and x = E 2 (w) has signature + − +− or − + −+, respectively. Now, by axiom 1, x has a 3-edge and a 4-edge. If E 3 (x) = E 4 (x), then these five vertices comprise all of G which has generating function s (3,2) or s (2,2,1) , respectively. Otherwise, by LSP 4 , E 3 (x) has signature + + −− or − − ++, forcing the generating function to include s (3,1,1) . We may continue following the 2-edges and 4-edges, alternating along and sprouting a 3-edge every other step, and this process can only terminate when the 3-edge and 4-edge coincide. Moreover, it must do this after an even number, say 2k, of lone 3-edges sprouting up, and the resulting generating function will be s (3,2) + ks (3,1,1) or s (2,2,1) + ks (3,1,1) , respectively. Reversing signatures, the same argument shows that beginning with a vertex that has a 4-edge and a 3-edge but no 2-edge results in the same possibilities. If no vertex on G has a 3-edge and exactly one other edge, then the same case analysis shows that the 2-edges and 4-edge must alternate, sprouting an even number, say 2k, of lone 3-edges at every other vertex, and the resulting graph has generating function ks (3,1,1) .
For examples, see Figure 7 . The top left graph has generating function s (3,2) + s (3,1,1) , the bottom left graph has generating function s (2,2,1) + s (3,1,1) and the right graph has generating function 2s (3,1,1) .
• Having LSF 5 forces the number of edges of a nontrivial connected component of E i−2 ∪ E i to be one (corresponding to s (4,1) or s (2,1,1,1) ) or four, where there are either five distinct vertices (corresponding to s (3,2) or s (2,2,1) ) or four vertices forming a cycle (corresponding to s (3,1,1) . The map ψ i swaps i-edges on connected components of E i−2 ∪ E i with more than four edges. This map is studied in Section 6.
Given a connected signed, colored graph of degree 6 having LSF 3 , LSF 4 and LSF 5 , a stronger statement holds. This follows from Theorem 3.11 and Corollary 3.14 of [Ass15] , which we recall below.
Theorem 3.7 ([Ass15]). Let G be a connected signed, colored graph of type (n+1, n+1) satisfying axioms 1 through 5 such that each connected component of the (n, n)-restriction of G is isomorphic to a standard dual equivalence graph. Then there exists a morphism φ from G to G λ for some unique partition λ of n+1.
The morphism of Theorem 3.7 is necessarily surjective, though in general it need not be injective. For example, Figure 8 gives such a graph that is a two-fold cover of G (3,2,1) .
Corollary 3.8 ( [Ass15] ). Let G be a signed, colored graph of degree n satisfying dual equivalence axioms 1 through 5 such that the (n−1)-restriction satisfies dual equivalence axiom 6 as well. Then the quasisymmetric generating function for G is given by
for some partition λ of n and some positive integer k.
Applying Corollary 3.8 to a graph of degree 6, we have the following. Proposition 3.9. Let G be a connected graph of degree 6 having LSF 3 , LSF 4 and LSF 5 . The quasisymmetric generating function for G is either s λ for some partition λ of 6 or ks (3,2,1) for some positive integer k.
Proof. If G satisfies dual equivalence axiom 6, then by Theorem 2.5, G is isomorphic to G λ for some partition λ of 6, and so its quasisymmetric generating function is s λ . Otherwise, if G fails dual equivalence axiom 6, then by Corollary 3.8, its quasisymmetric generating function is ks λ for some positive integer k. However, if λ is a partition of 6 other than (3, 2, 1), then λ has at most 2 removable corners, so there are at most two possible isomorphism classes for the (5, 6)-restriction of G. Therefore each can occur at most once, so G = G λ .
For example, Figure 8 gives such a graph with generating function 2s (3,2,1) . The hypotheses for Corollary 3.8 are quite strong. One can construct a signed, colored graph of degree 7 satisfying dual equivalence axioms 1 through 5 such that the generating function has distinct Schur functions appearing with positive multiplicity. Nevertheless, computer exploration for graphs up to degree 12 suggests the following conjecture, which might be proved using the transformations described in this paper.
Conjecture 3.10. For any signed, colored graph G of degree n satisfying dual equivalence axioms 1 through 5, the quasisymmetric generating function for G is symmetric and Schur positive. 
Resolving axiom 6
We begin our study of locally Schur positive graphs by considering graphs that satisfy dual equivalence axioms 1 through 5 but not necessarily satisfying axiom 6. Precisely, let G be a locally Schur positive graph of type (n, N ) such that the (i, N )-restriction of G is a dual equivalence graph and the (i+1, N )-restriction of G satisfies dual equivalence axiom 4 (equivalently, has LSF 4 and LSF 5 ). Having LSF 6 , which is equivalent to axiom 6, restricts the size of E 2 ∪ · · · ∪ E i−1 isomorphism classes of a connected component of E 2 ∪ · · · ∪ E i to be one. The map θ i swaps i-edges on connected components of E 2 ∪ · · · ∪ E i with more than one member of a given E 2 ∪ · · · ∪ E i−1 isomorphism class.
By Theorem 3.7, for each connected component H of the (i + 1, i + 1)-restriction of G, there exists a morphism φ from H to G λ for a unique partition λ of i+1, and the fiber over each vertex of G λ has the same cardinality. By Theorem 2.5, H satisfies axiom 6 if and only if φ is an isomorphism. Figure 9 highlights the isomorphism classes of the (5, 6)-restriction of the graph in Figure 8 that is a 2-fold cover of G (3,2,1) .
We define an involution θ i on vertices of H admitting an i-neighbor as indicated in Figure 10 and use it to redefine i-edges that are in violation of axiom 6. Definition 4.1. Let H be a connected component of the (i+1, i+1)-restriction of G and let C be a connected component of the (i, i)-restriction of H. Let E i (C) be the union of all connected components B of the (i, i)-restriction of H such that B = C and {w, u} ∈ E i for some w ∈ C and some u ∈ B. For each connected component
Define E ′ i to be the set of pairs {v, θ C i (v)} for all vertices v admitting an i-neighbor. Define a signed, colored graph θ
In order to ensure that axiom 3 is maintained, one must be careful in the choice of C. Definition 4.2. Let H be a connected component of the (i+1, i+1)-restriction of G, and let λ be the unique partition of i+1 such that there is a surjective morphism from H to G λ . A connected component C of the (i, i)-restriction of H is negatively dominant if one of the following holds:
We now show that for a suitably chosen C, the map θ C i is well-defined and brings the graph closer to satisfying dual equivalence axiom 6. 
Then the choice of C as negatively dominant ensures that σ(C) i+1 = −1 and that µ > α. Further, since axiom 3 holds for G, the preceding characterization ensures that β > µ. Therefore β > α and axiom 3 holds for θ C i (G) as well. We must consider the local Schur positivity, and show that it is maintained when applying θ C i . This is not difficult to show when the (i+3, N )-restriction of G satisfies dual equivalence axiom 4. 
By Proposition 4.3, if local Schur positivity fails, then it must do so for some connected component of
i results in the two components being joined for all three cases since there i+1-edges do not change. In this case, local Schur positivity is preserved since components are combined. Therefore we may assume this is not the case. For E i ∪ E i+1 , since these components appear in Figure 2 , each chain must have one E i edge and one E i+1 edge. Therefore if some component is not locally Schur positive in θ C i (G), then it must be that one chain has two E i+1 edges while the other has none, violating axiom 3 contradicting Proposition 4.3. Thus θ C i (G) maintains LSP 4 . By symmetry, we may assume u and x admit i+1-neighbors, and w and v do not as shown in Figure 11 . Note that by axioms 3 and 4, we have σ(
Consider now components of
Neither of the i-edges between w and x nor between u and v can be double edges with i−1 since the vertices lie on difference components of the i+1-restriction. Therefore the restricted degree 5 generating functions cannot be s (3,2) or s (2,2,1) . Therefore the restricted degree 5 generating function for the top component is s (3,1,1) if and only if x has an i − 1-neighbor, and restricted degree 5 generating function for the bottom component is s (3,1,1) if and only if u has an i − 1-neighbor. By axiom 3, exactly one of w and x has an i − 1-neighbor and exactly one of u and v has an i − 1-neighbor, and by Proposition 4.3, θ C i preserves axiom 3, and so exactly one of w and u has an i − 1-neighbor. Combining these, the restricted degree 5 generating function for the top component is s (3,1,1) if and only if the restricted degree 5 generating function for the bottom component is s (3,1,1) . When this is the case, both resulting components after applying θ C i will have generating function s (3,1,1) . When this is not the case, by Proposition 4.3, θ C i preserves axiom 2, and so both components must have generating function s (4,1) or s (2,1,1,1) , and so both resulting components after applying θ C i will again have the same generating function. Thus connected components of E i−1 ∪ E i ∪ E i+1 remain locally Schur positive.
Consider now components of E i ∪ E i+1 ∪ E i+2 . All or none of u, v, w, x admit an i+2-neighbor. None do if and only if both of the two components have restricted degree 5 generating function s (4,1) or s (2,1,1,1) , in which case both resulting components after applying θ C i will still have that generating function. Therefore assume all four vertices have an i+2-neighbor. If one of the components has restricted degree 5 generating function s (3,1,1) , then applying θ C i results in the two components being joined, and so local Schur positivity is preserved since components are combined and generating functions are added. In the alternative case, both of the two components have restricted degree 5 generating function s (3,2) or s (2,2,1) , in which case both resulting components after applying θ C i will still have the same generating function. Thus connected components of E i ∪ E i+1 ∪ E i+2 remain locally Schur positive, and so θ C i (G) has LSP 5 . The conclusion that is missing from Theorem 4.4 is that the (i+3, N )-restriction of the resulting graph still satisfies axiom 4. As suggested by the proof for the two instances when components are combined, this is not, in general, the case. This fact is the main impediment to establishing Conjecture 3.10. The transformations defined in the following two sections directly address this issue by resolving axiom 4.
Two color components
In order to determine locally when axiom 4 fails, we introduce the notion of the i-type of a vertex.
Definition 5.1. Let G be a signed, colored graph of type (n, N ) satisfying axioms 1, 2, 3 and 5. For i ≤ n with i < N , we say that a vertex w has i-type W if it has an i−1-neighbor and σ(w) i = −σ(E i−1 (w)) i .
For i = 2, no vertex can have i-type W since there are no i−1-edges. If {w, x} ∈ E i−1 and neither has an i-edge, then by axiom 1 they must have signatures + − − and − + +, in which case they violate axiom 3. Therefore when we refer to the i-type of a vertex as W or not, we implicitly assume that the vertex has an i-edge and that i ≥ 3.
In a dual equivalence graph, the vertices of i-type W are precisely those that are part of a double edge for E i−1 and E i . Vertices of i-type W are crucial to understanding how LSF 4 can fail in a graph with LSP 4 .
•
Figure 12. An illustration of vertices w of i-type W and neighboring E i−2 and E i−1 edges. Figure 12 shows the E i−2 , E i−1 and E i edges neighboring a vertex with i-type W. The top row contains the possibilities in a dual equivalence graph, while the lower row gives the additional possibilities in the more general setting when axiom 4 does not hold.
Remark 5.2. By axioms 1, 2 and 5, edges E j with j ≤ i−4 or j ≥ i+2 do not change whether or not a vertex is i-type W, i.e. w is i-type W if and only if E j (w) is i-type W. In contrast, E i−3 often changes whether or not a vertex is i-type W, as does E i+1 , so these cases require some care.
Note that w has i-type W if and only if E i−1 (w) has i-type W, so in some sense i-type W is a property of i−1-edges rather than of vertices. It is helpful to have a dual property for i-edges.
Definition 5.3. Let G be a signed, colored graph of type (n, N ) satisfying axioms 1, 2, 3 and 5. For i < n, a vertex w has a flat i-edge if w has an i-edge and σ(
In a signed, colored graph satisfying axioms 1, 2, 3 and 5, flat i-edges relate to i-type W in the following way: a vertex w has a flat i-edge if and only if at most one of w and E i (w) has i-type W. By axiom 1, a vertex w has a flat i-edge if and only if exactly one of w and E i (w) has an i−1-neighbor.
Definition 5.4. Let G be a signed, colored graph of type (n, N ) satisfying axioms 1, 2, 3 and 5. For i < n, a non-flat i-chain is a sequence (w 1 , w 2 , . . . , w 2h−1 , w 2h ) of distinct vertices such that
Implicitly, every vertex on a non-flat i-chain has an i-neighbor, and every vertex except, perhaps, the first and last has an i−1-neighbor. In particular, each i-edge of a non-flat i-chain is non-flat, except, perhaps, the first or last, and w j has i-type W for 1 < j < 2h. In a dual equivalence graph, every non-flat i-chain has length 2. Define W i (G) to be the set of vertices that lie on a non-flat i-chain of length greater than 2, i.e.
(5.1) W i (G) = {w ∈ V | w = w j on a non-flat i-chain of length 2h with 1 < j < 2h} .
Equivalently, W i is the set of vertices w for which w has i-type W and E i−1 (w) = E i (w).
Proposition 5.5. Let G be a signed, colored graph of type (n, n) satisfying dual equivalence axioms 1, 2, 3 and 5 that has LSP 4 . Then G has LSF 4 if and only if W i (G) is empty for all 1 < i < n.
Proof. When LSF 4 holds for G, non-flat i-chains have length at most 2, so W i (G) is empty. Conversely, suppose W i (G) is empty for all i. By axioms 1 and 2, a vertex u has i-type W if and only if both u and E i−1 (u) have an i-neighbor. In this case, u lies on a non-flat i-chain of length at most 2 if and only if
. Alternatively, if u admits an i-edge but does not have i-type W, then by the previous analysis neither does E i (u), and so the i-edge is flat. In particular, the connected component of E i−1 ∪ E i containing u is a path with three vertices. Therefore all connected components of E i−1 ∪ E i appear in Figure 2 .
By Proposition 5.5, LSF 4 holds if and only if W i is empty. We construct a map ϕ w i with the goal of reducing the cardinality of W i . This map, illustrated in Figure 14 , takes as input an element w ∈ W i (G) and redefines i-edges so that E i−1 (w) = E i (w), thereby removing w (and E i−1 (w)) from W i . How ϕ w i acts on the connected component of E i−1 ∪E i is straightforward given that there is a unique choice that preserves axiom 1. By axiom 5, if {w, x} ∈ E i and {x, y} ∈ E j for |i − j| ≥ 3, then {w, v} ∈ E j and {v, y} ∈ E i for some v ∈ V . Changing a single i-edge may result in a violation of this condition. Therefore when one i-edge is changed, all other i-edges that subsequently violate axiom 5 must also be changed, as illustrated in Figure 15 . Definition 5.6. Let (V, σ, E) be a signed, colored graph of type (n, N ) satisfying axioms 1, 2 and 5. For a vertex w, the i-package of w is the connected component of
By axiom 2, both σ i−1 and σ i are constant on i-packages. Therefore w admits an i-neighbor if and only if every vertex of the i-package of w admits an i-neighbor. By axiom 5, knowing E i (w) determines E i on the entire i-package of w. That is to say, E i may be regarded as an isomorphism between the i-packages of w and E i (w) that preserves σ 1 , . . . , σ i−3 , σ i+2 , . . . , σ N −1 . If the four vertices in Figure 4 have isomorphic i-packages, we can swap all i-edges on the corresponding i-packages while maintaining axioms 2 and 5.
First, Lemma 3.11 from [Ass15] shows that if ignoring the highest color edges of a graph results in a dual equivalence graph of degree n − 1, then there is a unique dual equivalence graph of degree n into which the restriction embeds. To be precise, for partitions λ ⊂ ρ, with |λ| = n and |ρ| = N , choose a tableau A of shape ρ/λ with entries n + 1, . . . , N . Consider the set of standard Young tableaux T ∈ SYT(ρ) such that T restricted to ρ/λ is A. Let G λ,A be the signed, colored graph of type (n, N ) on this set with i-edges given by elementary dual equivalences for i−1, i, i+1 with i < n. Then G λ,A is a dual equivalence graph of type (n, N ), and the (n, n)-restriction of G λ,A is G λ .
Lemma 5.7 ([Ass15]). Let G = (V, σ, E) be a connected dual equivalence graph of type (n, N ) with n < N , and let φ be an isomorphism from the (n, n)-restriction of G to G λ for some partition λ of n. Then there exists a semi-standard tableau A of shape ρ/λ, |ρ| = N , with entries n + 1, . . . , N such that φ gives an isomorphism from G to G λ,A . Moreover, the position of the cell of A containing n + 1 is unique.
Lemma 5.8. Let G be a signed, colored graph of type (n, N ) satisfying dual equivalence axioms 1, 2, 3 and 5, and suppose that the (i − 2, N )-restriction of G is a dual equivalence graph. Let w be a vertex of i-type W such that every vertex on the i−1-package of w has a flat i−1-edge. Then there exists an isomorphism between the i-packages of w and E i−1 (w).
Proof. If E i−1 (w) = E i (w), then the result follows immediately from axioms 2 and 5. Suppose then that w ∈ W i (G), and set u = E i−1 (w). Recall that E i−1 may be regarded as an involution on vertices that admit an i−1-neighbor. Regarded as such, by axioms 1, 2 and 5, E i−1 gives an involution between i−1-packages of w and u. Therefore we need only show that this isomorphism restricted to E 2 ∪ · · · ∪ E i−4 extends to an isomorphism for E 2 ∪ · · · ∪ E i−3 , since the isomorphism for E i+3 ∪ · · · ∪ E n−1 is already established.
By the assumption that all vertices v on the i−1-package of w have flat i−1-edges, we know σ(v) i−3 = σ(E i−1 (v)) i−3 . Therefore E i−1 gives an involution between the (i−3, i−2)-restrictions of the i-packages of w and u. We extend this isomorphism as illustrated in Figure 16 . Figure 16 . Extending the isomorphism of i−1-packages to an isomorphism of i-packages By Lemma 5.7 and the hypothesis that the (i−2, N )-restriction of G is a dual equivalence graph, there exist isomorphisms, say f w and f u , from the (i − 3, i − 2)-restrictions of the i-packages of w and u to the augmented dual equivalence graph G µ,A for a unique partition µ of i−3 and a unique single cell augmenting tableau A. By Theorem 3.7, the two isomorphism extend consistently across E i−3 edges to give isomorphisms f w and f u from the (i−2, i−2)-restrictions of the connected components containing w and u, respectively, to G λ where λ is the shape of µ augmented by A. In particular, the composition of these isomorphisms gives an isomorphism between the (i−2, i−2)-restrictions of the i-packages of w and u.
The hypotheses of Lemma 5.8 cannot be relaxed, so these vertices are of particular importance. Therefore we define the set
In a dual equivalence graph, these sets coincide, as follows from the following.
Proposition 5.9. If every connected component of Figure 2 , then the i−1-edge at v is not flat if and only if E i−1 (v) = E i−2 (v). In this case, by axiom 2, σ(
Since σ i is constant on i-packages, no vertex on the i-package of v has i-type W. Therefore,
We use the isomorphism of Lemma 5.8 to define an involution ϕ 
Since the isomorphisms from Lemma 5.8 for w and u = E i−1 (w) are inverse to one another, we abuse notation in Definition 5.10 by letting φ denote either. Note as well that ϕ
The goal is to use the maps ϕ i to transform LSP 4 into LSF 4 . For example, the graph in Figure 17 , which arises from the graph for the Macdonald polynomial H (5) (X; q, t), is locally Schur positive but fails LSF 4 . The transformation of this graph into a dual equivalence graph requires only ϕ 3 and ϕ 4 . The result is the dual equivalence graph given in Figure 18 . We note, however, that order matters. For the depicted transformation, we first applied ϕ 3 twice and then applied ϕ 4 twice. Had we applied the maps in a different order, the resulting graphs would be different, though in this case it would still be a dual equivalence graph. It suffices to consider v on the i-packages of w and E i (w). We claim that for any v on the i-package of w, E i−1 (v) = E i (v). By axiom 5, both E i−1 and E i commute with E h for h ≤ i − 4 and h ≥ i + 3. Therefore, if the claim holds for some vertex v, then it holds for any vertex connected to v by edges in 
. It suffices to show the claim for v = E i−3 (w) since, by axiom 6, any vertex on the i-package of w can be reached by crossing at most one E i−3 edge. Figure 19 . An illustration when w ∈ W i (G) and E i−3 (w) ∈ W i (G) has i-type W.
Let v = E i−3 (w) and suppose that E i−1 (v) = E i (v) as illustrated in Figure 19 . Consider the degree 5 generating function of the component of E i−3 ∪ E i−2 ∪ E i−1 containing w and v. It cannot be s (4,1) or s (2,1,1,1) since w admits both an i−1 and an i−3 neighbor. Therefore E i−1 (w) also has an i−3-neighbor. Suppose, for contradiction, that the generating function is s (3,2) or s (2,1,1,1) . Then either w or E i−1 (w) has a double edge for i−3 and i−2. By axioms 1 and 3, since both w and v = E i−3 (w) have an i−1-neighbor, we cannot have v = E i−2 (w) as well, so it must be the case that E i−1 (w) has a double edge for i−3 and i−2. Consulting Figure 3 , this forces the i − 1-edge at v to be a double edge with i − 2, which is impossible since we are assuming it is a double edge with i. Therefore the generating function must be s (3,1,1) .
By Figure 3 , this means E i−1 (v) = E i−3 E i−1 (w). Using this together with axiom 5, we have
. By axiom 1, this implies E i (w) = E i−1 (w), contradicting the assumption that w ∈ W i (G). Thus for any v on the i-package of w, E i−1 (v) = E i (v). By axiom 1, the same now holds for vertices on the i-package of E i (w). Therefore Remark 5.12. If w is the second vertex of a non-flat i-chain of length greater than 4, then rather than taking u = E i−1 (w) in Definition 5.10, we make take u = E i−1 E i E i−1 (w) instead as depicted in Figure 20 . Since both w, u ∈ W 0 i (G), Lemma 5.8 applies. More generally, we may take u = E i−1 (E i E i−1 ) r (w) whenever all vertices on the E i−1 ∪ E i path between w and u lie in W Figure 21 . Consider the degree 5 generating function for the connected component of E i−3 ∪ E i−2 ∪ E i−1 containing w. Since w admits both E i−3 and E i−1 , it cannot have generating function s (4,1) or s (2,1,1,1) .
If the degree 5 generating function for the connected component of E i−3 ∪ E i−2 ∪ E i−1 containing w is s (3,1,1) , then by ,1) , thus establishing LSP 4 in this case as well.
The conclusion missing from Lemma 5.13 and the impediment to applying ϕ w i repeatedly is that LSP 5 is not guaranteed to hold. Therefore we turn our attention next to degree 5 components.
Three color components
To identify locally components failing LSF 5 , we introduce a more general notion of the i-type of a vertex. Vertices of i-types A, B, and C should, if LSF 5 held, belong to degree 5 components with generating functions s 4,1 or s 2,1,1,1 , s 3,2 or s 2,2,1 , and s 3,1,1 , respectively. Moreover, in the case of a dual equivalence graph, the i-type determines the shape of the connected component of (V, σ, E i−2 ∪ E i−1 ∪ E i ) containing the vertex; for an illustration, compare Figure 3 with i-types A, B, and C in Figures 22, 23, and 24 , respectively. Definition 6.1. Let G be a signed, colored graph of type (n, N ) satisfying axioms 1, 2, 3 and 5. For i ≤ n with i < N , the i-type of a vertex w of G admitting an i-neighbor such that σ(w) i = σ(E i−1 (w)) i is
• i-type A if σ(w) i = σ(E i−1 (w)) i and w does not admit an i−2-neighbor;
• i-type B if σ(w) i = σ(E i−1 (w)) i and w admits an i−2-neighbor and if w admits an i−1-neighbor,
w)) i and w admits an i−2-neighbor and if w admits an i−1-neighbor, then σ(w) i−1 = σ(E i−2 (w)) i−1 ; otherwise, σ(w) i = σ(E i−1 E i−2 (w)) i .
• w • • w i−1 i i Figure 22 . An illustration of vertices w of i-type A and neighboring E i−2 and E i−1 edges. For i ≤ 3, the i-type of a vertex cannot be A, B or C since there are not E i−2 edges. Therefore when we refer to a vertex as having (or not having) i-type A, B or C, we implicitly assume that the vertex has an i-edge and that i ≥ 4. Notice that i-type W is mutually exclusive of i-types A, B and C.
The i-type of w is determined by the connected component of E i−2 ∪ E i−1 containing w (note that this restriction includes σ i for every vertex on the restricted component). In general, for i-types B and C, if w admits an i − 2-neighbor but not an i − 1-neighbor, then by axiom 3, E i−2 (w) admits an i − 1-neighbor. Figures 22, 23, and 24 show the E i−2 , E i−1 and E i edges neighboring a vertex with a given i-type. The top row for i-type B are the possibilities in a dual equivalence graph, while the lower row gives the additional possibilities in the more general setting when axiom 4 does not hold.
In a dual equivalence graph, a vertex w has i-type C if and only if E i−2 (w) has i-type C. Furthermore, in a dual equivalence graph where no vertex has i−1-type W, w has i-type C if and only if both admit flat i-edges. This motivates the following definition.
Definition 6.2. Let G be a signed, colored graph of type (n, N ) satisfying axioms 1, 2, 3 and 5. For i < n, a flat i-chain is a sequence (x 1 , x 2 , . . . , x 2h−1 , x 2h ) of distinct vertices admitting i−2-edges such that
for nonnegative integers m j such that (E i−1 E i−2 ) mj (x 2j ) does not have i−1-type W.
• • Implicit in the definition is the fact that every vertex on a flat i-chain has an i-edge. However, we now require that each vertex also has an i−2-edge. By dual equivalence axioms 1 and 2, this forces each i-edge of a flat i-chain to be flat.
In a dual equivalence graph, a vertex of i-type A does not belong to a flat i-chain, a vertex of i-type B belongs to a flat i-chain of maximal length 2, and a vertex of i-type C belongs to a flat i-chain of maximal length 4. Define C i (G) to be the set of vertices that lie on a flat i-chains of length greater than 4, i.e.
(6.1) C i (G) = {x ∈ V | x = x j on a flat i-chain of length 2h with 2 < j < 2h − 1} .
Together with W i (G), C i (G) measures how far G is from satisfying dual equivalence axiom 4, specifically, how many connected components of (V, σ, E i−2 ∪ E i−1 ∪ E i ) do not appear in Figure 3 . Proposition 6.3. Let G be a locally Schur positive graph of type (n, n). Then G satisfies dual equivalence axiom 4 if and only if both W i (G) and C i (G) are empty for all 1 < i < n.
Proof. When axiom 4 holds for G, as discussed above, flat i-chains have length at most 4. Therefore, by Proposition 5.5, both W i (G) and C i (G) are empty. Now suppose that both W i (G) and C i (G) are empty for all i. By Proposition 5.5, LSF 4 holds. In particular, in (6.1), we always have m j = 0 for Definition 6.2. If a vertex u admitting an i-edge lies on a flat i-chain of length 4, say (x 1 , x 2 , x 3 , x 4 ), then we claim x 4 = E i−2 (x 1 ) and the component of E i−2 ∪ E i−1 ∪ E i containing u appears as the fourth graph in Figure 3 (type C). By axiom 2 and the flatness of the i-edges of the chain, we may assume by symmetry that x 1 , x 3 admit i − 1-edges but x 2 , x 4 do not. If the claim is false, then either E i−2 (x 1 ) = E i−1 (x 1 ) or there is a flat i-edge at E i−2 (x 1 ). Similarly, either E i−2 (x 4 ) has i-type W or there is a flat i-edge at E i−2 (x 4 ). Since no flat i-chain can have length greater than 4, we must have E i−2 (x 1 ) = E i−1 (x 1 ) and E i−2 (x 4 ) has i-type W. Since x 3 does not have i-type W, E i−1 (x 3 ) does not admit an i-edge. Since E i−1 (x 3 ) cannot have i − 1-type W, it also does not admit an i − 2-edge. Therefore the component of E i−2 ∪ E i−1 ∪ E i containing u appears as in Figure 26 . Neither of the two possible signature assignments for this graph results in a Schur positive generating function, so we have our contradiction. If a vertex u admitting an i-edge does not lie on a flat i-chain, then either u or E i (u) does not admit an i−2-edge. If neither of them does, then the i-edge is flat, and exactly one of them, say u, must admit an i−1-edge. Then E i (u) = E i−1 (u), and so from the earlier discussion, u cannot have i-type W. Therefore E i−1 (u) does not admit an i-edge. Since u does not admit an i−2-edge, E i−1 (u) admits an i−2-edge and does not have i−1-type W. Therefore E i−2 E i−1 (u) admits neither an i−1-edge nor an i-edge, and the component of E i−2 ∪ E i−1 ∪ E i containing u appears as the second graph in Figure 3 (type A).
If exactly one of u and E i (u) has an i − 2-edge, say u does, then u has i-type W and, by the previous arguments, E i−1 (u) = E i (u). Then since u is assumed to admit an i−2-edge, it cannot have i−1-type W, and so E i−2 (u) must admit an i-edge and no i−1-edge. Therefore E i−2 (u) has a flat i-edge, and so E i E i−2 (u) admits an i−2-edge. If that i−2-edge has i−1-type W, then the component of E i−2 ∪ E i−1 ∪ E i containing u appears as the third graph in Figure 3 (type B). If not, then E i−2 E i E i−2 (u) admits an i-edge but not an i−1-edge, and so the i-edge is flat and E i E i−2 E i E i−2 (u) will admit an i−2-edge, resulting in a flat i-chain of length 4. By the previous analysis, this must be a loop, giving us our contradiction.
Proposition 6.4. Let G be a signed, colored graph of type (i, N ) such that the (i−2, N )-restriction of G is a dual equivalence graph and the (i, N )-restriction of G satisfies axiom 4. If a vertex w of G has i-type W, then any vertex v on the i-package of w that has i-type C satisfies E i−2 (v) = E i−3 (v).
Proof. For G a dual equivalence graph of type (n, N ) with i ≤ n, we claim that if a vertex w of G has i-type W, then any vertex v on the i-package of w that has i-type C satisfies E i−2 (v) = E i−3 (v). By Theorem 2.5 and Lemma 5.7, we may assume G = G µ,A for some partition µ of i and some augmenting tableau A containing entries i+1, . . . , N . Let λ be the uniquely determined shape of µ together with the cell in A containing i+1.
A tableau T ∈ G λ has i-type W if and only if both i−2 and i+1 lie between i−1 and i in the reading word of T . From the proof of Theorem 3.7, a tableau T ∈ G λ has i-type C if and only if i−1 lies between i and i+1 in the reading word of T . For h ≤ i−3, an E h edge does not change the positions of entries greater than i−2, and for h ≥ i+3, an E h edge does not change the positions of entries less than i+2. In particular, the positions of i−1, i, i+1 are constant on i-packages. The result follows, as does the proposition. Figure 27 , takes as input an element x ∈ C i (G). The goal with ψ x i is to redefine i-edges so that E i−2 E i (x) = E i E i−2 (x), that is, so that x is not in C i (G).
• The definition of ψ x i on the connected component of E i−2 ∪ E i containing x is straightforward provided neither x nor E i (x) has i−1-type W. In general, ψ x i will be defined whenever some vertex on the connected component of E i−2 ∪ E i−1 containing E i (x) does not have i−1-type W. As before, the first step in defining the transformation is to extend it to i-packages.
Lemma 6.5. Let G be a signed, colored graph of type (n, N ) satisfying dual equivalence axioms 1, 2, 3 and 5, and suppose that the (i−2, N )-restriction of G is a dual equivalence graph. Let x not admit an i−1-neighbor but have a flat i-edge such that neither x nor (E i−1 E i−2 ) m E i (x) has i−1-type W for some m ≥ 0, and suppose all vertices between x and (E i−1 E i−2 ) m E i (x) have flat i−2-edges throughout their i−2-packages. Then the i-package of E i−2 (x) is isomorphic to the i-package
. By axioms 1, 2 and 5, E i−2 , E i−1 , E i all commute with E h for h ≥ i+3, so the restriction of the i-package of any vertex on the connected component of E i−2 ∪ E i−1 ∪ E i containing x to E i+3 ∪ · · · ∪ E n−1 are isomorphic. Therefore we focus our attention on extending the restriction to
Since all E i−2 edges between E i (x) and u are flat along their i−2-packages, Lemma 5.8 applies to each. Therefore, since E i−1 always gives an isomorphism of i−1-packages, the i−1-package of E i (x) is isomorphic to the i − 1-package of u. Further, each E i−2 or E i−1 edge changes σ j for j = i − 3, i − 2, i − 1, and so σ(u) j = σ(E i (x)) j for j ≤ i−1 and j ≥ i+1. By axiom 2, the E i−2 edges preserve σ i . Therefore, by axiom 1, E i−2 E i (x) does not admit an i-neighbor, so neither E i−2 E i (x) nor E i−1 E i−2 E i (x) has i-type W. Continuing the argument along to u, no vertex of the form E i−2 (E i−1 E i−2 ) k E i (x) admits an i-neighbor for 0 ≤ k < m, and so none of the vertices after E i (x) can have i-type W. In particular, each E i−1 edge from E i (x) to u preserves σ i as well, and so σ(u) = σ(E i (x)).
Therefore we have an isomorphism between the (i−3, i−2)-restrictions of the i-packages of E i (x) and u. By the same argument used in the proof of Lemma 5.8, we invoke Lemma 5.7 and the hypothesis that the (i−2, N )-restriction of G is a dual equivalence graph to extend this to an isomorphism between the i-packages of E i (x) and u and σ(u) = σ(E i (x)). Regarding E i as an isomorphism of i-packages, it follows that x and u also have isomorphic i-packages. Thus, by Theorem 2.5 and Lemma 5.7, the connected components of the (i−2, i−1)-restriction of G containing x and u are both isomorphic to G µ,A for the same partition µ of i−2 and the same augmenting tableau A consisting of a single cell containing i−1. Denote these isomorphisms by f x and f u , respectively, and let λ be the shape of µ augmented by A.
Since the (i−1, i−1)-restriction of G satisfies the hypotheses of Theorem 3.7, the isomorphisms f x and f u extend to morphisms f x and f u from the connected components of the (i−1, i−1)-restriction of G containing x and u to G λ . The picture is very similar to Figure 16 , though now the top map is E i and the extended maps are surjective though not necessarily injective. Despite the lack of injectivity, the uniqueness of λ and the extended maps ensures that the (i−2, i−1)-restriction of G λ containing E i−2 (x) is isomorphic to the (i−2, i−1)-restriction of G λ containing E i−2 (u), thereby establishing the desired isomorphism of i-packages.
As with Lemma 5.8, the hypotheses of Lemma 6.5 cannot be relaxed, so these vertices are of particular importance. Therefore we define the set C
where m ≥ 0 is such that (
Proposition 6.6. If every connected component of E i−3 ∪ E i−2 appears in Figure 2 , then Figure 2 , then if the i − 2-edge at x is not flat, by axiom 4, E i−2 (x) = E i−3 (x). By axiom 2, this ensures that E i−2 (x) does not have i−1-type W, so we are in the case where m = 0. By axiom 5,
, contradicting the assumption that x ∈ C i (G). Therefore, whenever every connected component of E i−3 ∪ E i−2 appears in Figure 2 , provided there exists m for which ( 
Define E ′ i to be the set of pairs {v, ψ x i (v)} for each v admitting an i-neighbor. Define a signed, colored graph ψ
We again abuse notation by letting φ denote both the isomorphism from the i-package of x to the i-package of u and its inverse. Note that ψ Parallel to the case with ϕ i , the goal is to use the maps ψ i to transform LSP 5 into LSF 5 . For example, the graph in Figure 28 is not a dual equivalence graph. Figure 28 shows the resulting dual equivalence graph after implementing ψ 4 as well as ϕ 3 and ϕ 4 . 
, contradicting the hypothesis that it is. Hence x ∈ C i (G) with m = 0.
The i-type of a vertex is determined by the connected component of E i−2 ∪ E i−1 containing it, so the i-type of a vertex remains unchanged by ψ x i . No E i−3 edge on the i-package of x or E i (x) is part of a double edge with E i−2 , so whether or not the vertex admits an i−1-neighbor is preserved. Therefore to show that
It suffices to consider v on the i-packages of x and E i (x). By axiom 5, E i−2 and E i all commute with E h for h ≤ i−5 and h ≥ i+3. Therefore if the claim holds for some vertex v, the it holds for every vertex on the connected component of
, by axiom 3 neither E i−3 (x) nor E i−3 E i (x) admits an i−2-neighbor, so neither can have i-type C. By axiom 6, it suffices to show the claim for v = E i−4 (x). Consider the i−2-type of x and E i (x), which must be the same since, by axiom 5, E i commutes with both E i−4 and E i−3 . From before, both x and E i (x) have flat i − 2-edge, and so, by axiom 4, they cannot have i−2-type W. Since by assumption both admit an i−4-neighbor, they cannot have i−2-type A. If they have i−2-type C, then the top row of Figure 30 commutes with E i−4 , so E i−4 (x) ∈ C i (G) and E i−4 (x) ∈ C i (ψ Remark 6.9. Given x ∈ C 0 i (G) the third vertex of a flat i-chain of length greater than 6, rather than taking u = E i (x) in Definition 6.7, we make take u = E i E i−2 E i E i−2 E i (x) instead as indicated in Figure 31 . As with ϕ w i , Lemma 6.5 applies, and, in general, we may take u = ( . Since the i-edge between x and E i (x) is flat, exactly one of these vertices admits an i−1-neighbor, say E i (x) does and x does not. Since x does not admit an i−1-neighbor, by axiom 3, E i−2 (x) does. Since x ∈ C i (G), E i−2 (x) has a flat i-edge, and so since E i−2 (x) admits an i−1-neighbor, E i E i−2 (x) does not. On the other side, since E i (x) admits an i−1-neighbor but does not have i−1-type W, E i−2 E i (x) does not admit an i−1-neighbor. Therefore neither
admit an i−1-neighbor, LSP 4 for the connected component containing E i−2 E i (x) is preserved. By axioms 2 and 5, both E i−1 and E i commute with E h for h ≤ i−4, so LSP 4 is maintained on E 2 ∪ · · · ∪ E i−4 . Since both E i−2 (x) and E i−2 E i (x) have flat i−2-edges, neither has i−2-type W, and so if either, and hence both, admits an i−3-neighbor, the i−3-edge must preserve σ i−1 . Thus LSP 4 extends across a single E i−3 edge as well. By axiom 6, the claim follows.
As with Lemma 5.13 for ϕ w i , the conclusion missing from Lemma 6.10 and the impediment to applying ψ x i repeatedly is that LSP 5 is not guaranteed to hold. i (G), then by Theorems 5.11 and 6.8, we could always apply one of the maps until both W i and C i were both empty. With this idea in mind, define a set
.
is nonempty, then we may select either w ∈ W i (G) or x ∈ C i (G) and apply the corresponding map, either ϕ w i or ψ x i , to transform G into a locally Schur positive graph that is measurably closer to being a dual equivalence graph. Therefore we focus on when U i (G) is empty.
We note that when W i (G) ∪ C i (G) is nonempty and U i (G) is empty, no vertex has i-type A.
S. ASSAF
Lemma 7.1. Let G be a locally Schur positive graph of type (i+1, i+1), and suppose that the (i−2, i+1)-restriction of G is a dual equivalence graph and that the (i, i + 1)-restriction of G satisfies dual equivalence axiom 4. If a connected component of E i−2 ∪ E i−1 ∪ E i not appearing in Figure 3 has no element in U i (G), then no vertex on the component has i-type A.
Proof. If there is a vertex of i-type A, then we claim there exists a vertex u admitting an i−2-neighbor but not an i−1-neighbor nor an i-neighbor. Suppose w has i-type A. Then either there exists w admitting neither an i−1-neighbor nor an i−2-neighbor, or there exists w admitting an i−1-neighbor but not an i−2-neighbor such that E i−1 (w) does not admit an i-neighbor. In the former case, σ i−3,i−2,i−1,i (w) = + + +− or − − −+, which, by LSP 5 , must be contribute to the Schur function s 4,1 or s 2,1,1,1 , respectively. Therefore there must be a vertex u with signature σ i−3,i−2,i−1,i (u) = − + ++ or + − −−, respectively, and so u admits an i−2-neighbor but not an i−1-neighbor nor an i-neighbor. In the latter case, since the (i, i+1)-restriction satisfies axiom 4, E i−1 (w) cannot have i − 1-type W, and so u = E i−2 E i−1 (w) will admit neither an i − 1-neighbor nor an i-neighbor, thereby establishing the claim. If E i−1 E i−2 (u) has a flat i-edge, then the component appears in Figure 3 after all, so assume it has a non-flat i-edge. Since the component of E i−1 ∪ E i begins at E i−2 (u) with σ(E i−2 (u)) i−3,i−2,i−1,i = + − ++ or −+−−, LSP 4 ensures that after an even number of alternating E i−1 and E i edges, the components ends after a flat i-edge at a vertex v with σ(v) i−2,i−1,i = + + − or − − +, respectively. Each E i−1 edge on the component must be flat, since otherwise by Figure 2 it would be a double edge with E i−2 , and by axiom 4 E i fixes σ i−3 , so σ(v) i−3 = σ(E i−2 (u)) i−3 . Therefore applying the longest possible ϕ w i , as discussed in Remark 5.12, removes a component of E i−2 ∪ E i−1 ∪ E i with generating function s 4,1 or s 2,1,1,1 , respectively, contradicting the assumption that U i (G) is empty. Hence no vertex on the component has i-type A.
Remark 7.2. The usefulness of Lemma 7.1 lies in the fact that the degree 5 generating function for a locally Schur positive nontrivial connected component of E i−2 ∪ E i−1 ∪ E i with no vertex of i-type A must be f = bs (3,2) + cs (3,1,1) + ds (2,2,1) for b, c, d ≥ 0. If g is any Schur positive function, then f − g is Schur positive if and only if it is a nonnegative sum of fundamental quasisymmetric functions. Therefore if a locally Schur positive piece is removed from such a component, the remaining structure is also locally Schur positive.
is empty, we can apply a slight variant of the map ψ i , denoted by γ i , to G so that U i (G) is nonempty. The map γ i is depicted in Figure 32 . As usual, we begin by establishing the necessary isomorphism of i-packages. Lemma 7.3. Let G be a signed, colored graph of type (n, N ), and suppose that the (i−2, N )-restriction of G is a dual equivalence graph. Let z have a non-flat i-edge such that no vertex between z and (E i−1 E i ) m (z) has i−1-type W, and suppose z and (E i−1 E i ) m (z) have i-neighbors and flat i−2-edges. Then the i-package
Proof. Since z has a non-flat i-edge, E i (z) must have i-type W, and so, too, must
has a non-flat i-edge, then the pattern persists so that all vertices between z and u = (E i−1 E i ) m (z) have i-type W, and all E i edges between them are non-flat. Thus each E i−1 edge between z and u toggles σ i−2,i−1 by axiom 2 and toggles σ i since it has i−1-type W. Similarly, each E i edge between z and u toggles σ i−1,i by axiom 2 and toggles σ i−2 since it is non-flat. Finally, since there is an even number of edges between u and z each of which toggles σ i−2,i−1,i , we have σ(z) i−2,i−1,i = σ(u) i−2,i−1,i . In particular, both or neither admit an i−2-neighbor. If neither does, the result is clearly true, so assume both do. By Lemma 5.8 and the fact that E i gives an isomorphism of i-packages, the i-package of z is isomorphic to the i-package of u. Now the same argument in Lemma 6.5 applies to extend the i-package isomorphisms across the flat E i−2 edges since neither has i−1-type W.
Following the familiar pattern, we use the isomorphism of Lemma 7.3 to define an involution γ z i . Definition 7.4. For z not i−1-type W with a non-flat i-edge and a flat i−2-edge, let u = (E i−1 E i ) m (z), m > 0, such that u does not have i−1-type W and has a flat i−2-edge. Let φ denote the isomorphism of Lemma 7.3. Define the involution γ z i on all vertices admitting an i-neighbor as follows. 
Remark 7.5. Note that the m > 0 case for ψ i handles the situation where vertices have i−1-type W, that is, components of E i−2 ∪ E i−1 that do not appear in Figure 2 . The map γ i is similar, but it handles the situation where vertices have i-type W, that is, components of E i−1 ∪ E i do not appear in Figure 2 . Therefore while applying ψ i for m > 0 is relatively rare (e.g. does not arise when axiom 4 holds for the (i, N )-restriction), γ i is often indispensable, at least in theory.
The map γ does not separate connected components of E i−2 ∪ E i−1 ∪ E i , so LSP 5 is trivially maintained. While γ z i (G) does not decrease W i or C i , neither does it increase them. Its usefulness lies in the fact that it increases U i . Specifically, when W i (G) ∪ C i (G) is nonempty and U i (G) is empty, the flatness of the i − 2-edges in Definition 7.4 always holds, that is, γ i applies.
Lemma 7.6. Let G be a locally Schur positive graph of type (i+1, i+1), and suppose that the (i−2, i+1)-restriction of G is a dual equivalence graph and that the (i, i + 1)-restriction of G satisfies dual equivalence axiom 4. If a connected component of E i−2 ∪ E i−1 ∪ E i not appearing in Figure 3 has no element in U i (G), then for any z such that z has an i−2-edge and a non-flat i-edge but does not have i−1-type W, both z and u = (E i−1 E i ) m (z) have flat i−2-edges, where m > 0 and u has an i-neighbor and does not have i−1-type W.
Proof. Since the (i, i+1)-restriction of G satisfies dual equivalence axiom 4, an E i−2 edge between two vertices is non-flat if and only if it is a double edge with E i−3 . Similarly, a vertex has i−1-type W if and only if it has a double edge for E i−2 and E i−1 . Keeping these in mind, we consider the i−2-edges at u and z in turn. First suppose that the i−2-edge at u is non-flat, and so has a double edge for E i−3 and E i−2 . By axiom 5, we have E i−3 E i (u) = E i E i−3 (u) = E i E i−2 (u). By axiom 4 for E i−3 ∪ E i−2 ∪ E i−1 , x = E i−3 E i−1 (u) must have a double edge for E i−2 and E i−1 . By axiom 2, E i−3 (u) = E i−2 (u) does not admit an i−1-neighbor. Therefore the i-edge at E i−3 (u) = E i−2 (u) is flat and w = E i E i−2 (u) admits an i−1-neighbor. Therefore we have the case depicted in Figure 33 . Since the i-edge at w is flat and E i (w) admits an i − 2-neighbor, w also admits an i − 2-neighbor. In particular, σ i−3,i−2,i−1,i (w) = σ i−3,i−2,i−1,i (x). If E i−2 (w) = E i−3 (w), then ϕ u i carves the connected component of E i−2 ∪ E i−1 ∪ E i into two pieces, one of which (the piece containing u and x) has generating function s (3,2) or s (2,2,1) . By Lemma 7.1 and Remark 7.2, this contradicts the assumption that U i (G) is empty. If E i−2 (w) = E i−1 (w), then applying ϕ u i carves the connected component of E i−2 ∪E i−1 ∪E i into three pieces, one of which (the piece containing u and x) has generating function s (3,2) or s (2,2,1) , and the generating function of the piece containing E i−3 (z) remains unchanged. Thus we once again have u ∈ U i (G) contradicting the assumption that U i (G) is empty. Therefore by axiom 4 for E i−3 ∪ E i−2 ∪ E i−1 , we must have E i−1 E i−3 (w) = E i−3 E i−1 (w). In particular, the i-edge at u is not flat, so E i (u) admits an i − 1-neighbor. Furthermore, E i (u) does not admit an i − 2-neighbor since the i-edge is non-flat, and so by axiom 3, E i−1 E i (u) must admit an i−2-neighbor. Therefore E i−1 E i (u) must also admit an i-neighbor, since otherwise it has i-type A, which is disallowed by Lemma 7.1. Since E i−3 E i−1 (w) = E i−1 E i (u), by axioms 2 and 5 E i−1 (w) also admits an i-neighbor, and the scenario repeats by replacing u with E i−1 E i (u). By the finiteness of the graph, a contradiction must eventually be reached. Therefore it must be that u has a flat i−2-edge. Now suppose that the i − 2-edge at z is non-flat, and so has a double edge for E i−3 and E i−2 . Let
. By axiom 2, since z has an i−1-neighbor, E i−3 (z) = E i−2 (z) does not. Therefore, by axiom 3, x has a flat i-edge and both an i−1-neighbor and an i−2-neighbor. If x has i−1-type W, then
, u must have a double edge for E i−3 and E i−2 contradicting the assumption that u has a flat i−2-edge. Thus we may assume that x does not have i−1-type W.
By axiom 4 for
Since u admits an i-neighbor, by axiom 2 so must E i−3 (u) = E i−1 (x), forcing x to have i-type W. Set w = E i E i−1 (x). By axiom 5, we must have E i−3 E i (u) = w. Since u admits an i − 2-neighbor and has a flat i-edge, axiom 3 ensures that E i (u) admits an i − 2-neighbor as well. Since x admits an i − 2-neighbor and does not have i−1-type W, by axiom 3 again E i−1 (x) does not admit an i−2-neighbor. By axiom 2, E i−3 (z) = E i−2 (z) does not admit an i−1-neighbor, and so by LSP 4 , w must admit an i−1-neighbor. Therefore the i-edge at w is not flat, and so w must also admit an i−2-neighbor. Since both w and E i−3 (w) = E i (u) admit i − 2-edges, by axiom 4 we must have E i−3 (w) = E i−2 (w). Therefore the situation is as depicted in Figure 34 . breaks the graph up to three components. By axiom 4 for E i−2 ∪ E i−1 , neither E i−1 (z) nor E i−1 (w) admits an i − 2-neighbor. If neither admits an i-neighbor, then a component with generating function s (3,1,1) has been removed. By axiom 4, E i−2 (x) does not admit an i − 1-edge, and so by axioms 2 and 3 it must admit a necessarily flat i-edge. If E i E i−2 (x) has i − 1-type W, then a component with generating function s (3,2) or s (2,2,1) has been removed thereby ensuring that the third component remains locally Schur positive as well, contradicting the assumption that U i (G) is empty. If E i E i−2 (x) does not have i−1-type W, then axioms 2, 3, 4 again ensure that E i−2 E i E i−2 (x) admits a necessarily flat i-edge. In this case, ψ EiEi−2(x) i applies to the original component without breaking it, once again contradicting the assumption that U i (G) is empty. Thus, by symmetry, we may assume E i−1 (w) admits an i-neighbor. In this case, w has i-type W, and so w ∈ W 0 i (G). Now we are once again in the case of the right side of Figure 21 (with w representing w), and ϕ w i removes a component with generating function s (3,2) or s (2,2,1) , either way maintaining local Schur positivity and contradicting that U i (G) is empty.
Next we show that when W i (G) ∪ C i (G) is nonempty and U i (G) is empty, the structure of connected components of E i−2 ∪ E i−1 ∪ E i is that of a rooted tree.
Lemma 7.7. Let G be a locally Schur positive graph of type (i+1, i+1), and suppose that the (i−2, i+1)-restriction of G is a dual equivalence graph and that the (i, i + 1)-restriction of G satisfies dual equivalence axiom 4. If a connected component of E i−2 ∪ E i−1 ∪ E i not appearing in Figure 3 has no element in U i (G), then, treating double edges as single edges, the component is a tree. Moreover, the component contains a unique vertex w not admitting an i−2-neighbor such that E i−1 (w) = E i (w).
Proof. Suppose there is a sequence of at least three edges forming a loop. If the loop consists entirely of E i−2 and E i edges, then following signatures around the loop using axiom 2, the number of edges must be a multiple of 4. If there are more than 4 edges in the loop, one of the vertices lies in C i (G) and applying ψ i will remove a component of E i−2 ∪ E i−1 ∪ E i with generating function s (3,1,1) , contradicting the assumption that U i (G) is empty. If there are 4 edges, then some vertex on the loop is in W i (G) and applying ϕ i does not split the component, thus maintaining local Schur positivity and contradicting that U i (G) is empty. Therefore the loop must contain a vertex of i-type W. In this case, there are only two ways for ϕ i to break the component: if the loop consists of more than two E i−1 and E i edges or if the loop is as in Figure 34 . The latter case is resolved as in the proof of Lemma 7.6, so the only possible loops are with E i−1 and E i edges. Chasing signatures using axioms 2 and 3 shows that there are an even number, say 2k, of edges in the loop and that every other vertex admits an i−2-neighbor.
We next claim that there is a vertex w such that E i−1 (w) = E i (w) and that this is the only loop consisting solely of E i−1 and E i edges. If no vertex has left i-type B, meaning the component of i-type B on the left side of Figure 23 , then LSP 5 dictates that no vertex can have right i-type B either since both vertices can only contribute to the Schur function s (3,2) or s (2,2,1) , and so no vertex can have i-type W. Thus all vertices have i-type C, in which case the finiteness of the graph ensures there is a closed loop of E i−2 and E i edges, contradicting the previous result. Therefore there must be a vertex with left i-type B. Starting from this vertex, we can follow the graph outwards never looping back. If we reach a vertex with i-type C, then the E i−1 leads to a leaf and the other edge continues on. If we reach a vertex with left i-type B, then we reach a leaf since we must follow the double edge between E i−2 and E i−1 . If we reach a vertex with right i-type B, then we reach a vertex with i-type W. At this point, if E i−1 and E i form a double edge, then we have reached a leaf. Otherwise, we branch in two directions. Therefore every path must end in a double edge. If all endings are at vertices with a double edge between E i−2 and E i−1 , then there will be one more left i-type B component than right i-type B component, contradicting that G is LSP 5 .
Follow edges from w, say starting with E i−2 . Each time we reach a vertex v admitting an i-edge, either v does not admit an i−1-neighbor, thereby forcing the i-edge to be flat, or v ∈ W i (G). In either case, we cannot have E i−1 (v) = E i (v), so the vertex w is unique up to interchanging w and E i−1 (w) = E i (w). Since exactly one of the two admits an i−2-neighbor, the lemma follows.
With the structure of graphs where W i (G) ∪ C i (G) is nonempty and U i (G) is empty rigidly established, we now show that there exists z such that γ Consider the graph with nodes given by these components and directed edges given by i-edges directed away from the root. Since the graph is a tree, every node has a unique incoming i-edge. Furthermore, L-nodes correspond precisely to leaves, a C-node has one outgoing flat i-edge, and an R-node has one outgoing flat i-edge and one outgoing non-flat i-edge. In the case of the root, an R-node, the outgoing non-flat i-edge is a double edge with E i−1 , i.e. a loop back to the root, and this is the only loop in the graph. Figure 35 illustrates three situations that cannot arise in this graph when U i (G) is empty. First, if an R-node goes to an L-node by a flat i-edge, then ϕ i preserves local Schur positivity as depicted in the left case of Figure 35 . Second, if a C-node goes to another C-node (necessarily by a flat i-edge), then ψ i preserves local Schur positivity as depicted in the middle case of Figure 35 . The third case is more complicated. If an R-node goes to another R-node by a flat i-edge and each of these R-nodes goes to an L-node by a non-flat i-edge, then ψ i preserves local Schur positivity. This is the rightmost case depicted in Figure 35 . The assumption that U i (G) is empty forbids these cases. Figure 36 depicts two cases that are easily resolved with γ i . The left hand case depicts the situation when an R-node goes to a C-node by a non-flat i-edge and that C-node goes to an L-node (necessarily by a flat i-edge). In this case, applying γ i interchanges the subtree below the R-node with that subtree below the C-node, and the result is an instance of the leftmost case of Figure 35 where ϕ i can by applied. The right hand case of Figure 36 depicts that situation when both the flat and non-flat i-edges from an R-node go to C-nodes. Once again, applying γ i interchanges the subtrees, now resulting in an instance of the middle case of Figure 35 where ψ i can by applied. We claim that this analysis resolves all configurations for edges coming from an R-node, except for the four shown in Figure 37 or the case where the non-flat edge connected to another R-node. For the figures, we draw flat i-edges vertically and non-flat i-edges horizontally. If the non-flat i-edge of the R-node goes to an L-node, then the flat i-edge must either go to a C-node or another R-node, since the left side of Figure 35 precludes an L-node. In the former case, the (necessarily flat) i-edge from the C-node must go either to an L-node or an R-node, the left two cases of Figure 37 , since the middle case of Figure 35 precludes another C-node. In the latter case, the non-flat i-edge of the second R-node must go to a C-node, since the right case of Figure 35 precludes another L-node. The flat i-edge from the second R-node cannot go to an L-node (by the left case of Figure 35 ) nor to a C-node (by the right case of Figure 36 ), so it must go to another R-node. Similarly, the (necessarily flat) i-edge from the C-node cannot go to another C-node (by the middle case of Figure 35 ) nor to an L-node (by the left case of Figure 36 ), so it must go to yet another R-node. The resulting case is the third of Figure 37 . This handles all cases where the non-flat i-edge of an R-node goes to an L-node, so consider the alternative case in which the non-flat i-edge must go to a C-node. The analysis here is identical to the previous case, resulting in the rightmost case in Figure 37 . Thus the claim is proved, and Figure 37 contains all the remaining cases. Moreover, the root, necessarily an R-node, must be one of the middle two cases but with the non-flat edge looping instead of going to an L-node. Figure 37 . The four possible scenarios for edges emanating from an R + -node, where horizontal edges are flat and vertical edges are non-flat.
For the case where long chains of R-nodes are connected by non-flat edges, the finiteness of the graph ensures that eventually one of these R-nodes must connect to either an L-node or a C-node, so this last R-node will also fall into one of the four cases depicted in Figure 37 .
Associate a sign to each node as follows. For C-nodes, the sign is positive if σ i−3 (v) = + + −− where v is the vertex admitting neither an i−2-neighbor nor an i-neighbor and negative otherwise. For L-nodes and R-nodes, the sign is positive if the component belongs to G (3,2) and negative if it belongs to G (2,2,1) . Then the graph described in this way has LSP 5 if and only if Note that a flat edge changes the sign except for leaves, and a non-flat edge preserves the sign except for leaves. Note that if the leaf reached from the root using only flat edges has the same sign as the root, then the longest application of ψ i , as discussed in Remark 6.9, may be applied to remove this leaf and the root, which has generating function s (3,2) if positive or s (2,2,1) if negative. Given the four possibilities in Figure 37 , the only terminal case is the leftmost. Since the graph is locally Schur positive, (7.4) ensures that there must be some leaf with the same sign as the root and a flat incoming edge. In the two rightmost cases in Figure 37 , the map γ i may always be applied and doing so swaps the subtrees from the lower two R-nodes, similar to the scenarios in Figure 36 . Therefore we may use γ i to swap subtrees until this leaf lies on the flat path from the root.
We can summarize the state of the transformations with the following result showing that a locally Schur positive graph of degree n for which the n− 1-restriction is a dual equivalence graph can itself be transformed into a dual equivalence graph. In particular, it has a Schur positive quasisymmetric generating function.
Theorem 7.9. Let G be a locally Schur positive graph of type (n, n), and suppose that the (i−2, n)-restriction of G is a dual equivalence graph and that the (i, n)-restriction of G satisfies dual equivalence axiom 4. Then we can apply ϕ i , ψ i , γ i , and θ i in such a way that the resulting graph still satisfies axioms 1, 2 and 5, the (i+1, N )-restriction is a dual equivalence graph.
Proof. By Theorem 7.8, we may always apply either ϕ i or ψ i , perhaps with an intermediate application of γ i . By Theorem 5.11, each application of ϕ i strictly decreases |W i |, and by Theorem 6.8 applying ψ i does not increase |W i |, so eventually W i will be empty. By Theorem 6.8, applying ψ i strictly decreases |C i |, so once W i is empty, ϕ i will no longer be applied, and repeated applications of ψ i will result in C i being empty as well. At this point, by Proposition 6.3, axiom 4 holds for the (i+1, N )-restriction. By construction, these maps maintain axioms 1, 2 and 5, and axiom 4 implies axiom 3 for the (i+1, N )-restriction.
By Proposition 4.3, if axiom 6 fails for the (i+1, N )-restriction, then we may choose a negatively dominant (i, i)-restricted component C and apply θ At this point, we have only to consider the effect of the transformations on edges E j for j > i. For j ≥ i+3, the extension of the maps to i-packages ensures that local Schur positivity is preserved. However, in general, these maps do not preserve local Schur positivity for E i+1 or E i+2 .
Additional axioms
It is not the case, in general, that ϕ i maintains local Schur positivity. The following condition is essential for ensuring that there is a way to maintain LSP 4 for edges greater than i. The hypotheses of axiom 4 ′ a ensure that both w and E i−1 (w) admit an i−2, an i−1 and an i-neighbor. If E i−1 ∪ E i forms a closed loop through w, then each edge toggles σ i−2 . By axiom 2, E i preserves σ i−3 . Since w admits an i−2-neighbor, E i (w) does not. By axiom 2, E i−1 E i (w) therefore admits an i−2-neighbor and the cycle continues so that (E i−1 E i ) m (w) admits an i−2-neighbor and E i (E i−1 E i ) m (w) does not for all m > 0. By the assumption that the component is a loop, we must have w = (E i−1 E i ) m (w) for some m > 0, so then E i (w) = E i (E i−1 E i ) m (w) does not admit an i−2-neighbor. This contradiction works for E i−2 ∪ E i−1 as well, therefore neither can be a loop. This leaves two ways to align the two-color strings sharing an E i−1 edge. One way results in the same degree 4 signatures while the other is given in Figure 38 . Note that applying ϕ w i−1 in this case breaks LSP 4 , if it held for the graph, for E i−1 ∪ E i and ϕ w i cannot be applied since the i−1-edge at w is not flat. Moreover, this is the only case where both maps fail. Figure 39 shows a graph with LSP 4 and LSP 5 that violates axiom 4 ′ a. The generating function is not Schur positive. Here ϕ 4 is needed in two places, and in both instances breaks local Schur positivity. There are two places requiring ϕ 5 , however neither satisfies the hypotheses necessary to apply the map.
As with ϕ i , it is not the case, in general, that ψ i maintains local Schur positivity. The following condition is essential for ensuring that there is a way to maintain LSP 4 for edges greater than i. Definition 8.2. A locally Schur positive graph G satisfies axiom 4 ′ b if the following condition holds: if x ∈ C i (G) has i+1-type W, then there is a maximal length flat i-chain such that every vertex before x or every vertex after x has i+1-type W.
The hypotheses of axiom 4 ′ b ensure that both x and E i (x) admit an i+1-neighbor (though E i+1 edges need not exist). By axioms 2 and 1, both E i−2 (x) and E i−2 (E i (x)) must admit an i+1-neighbor (again, E i+1 edges need not exist, though if they do, axiom 5 ensures the shown commutativity). The forbidden conclusion is that neither E i E i−2 (x) nor E i E i−2 (E i (x)) admits an i+1-neighbor as depicted on the right side of Figure 40 . Note that applying ψ x i in this case breaks LSP 4 , if it held for the graph, for E i ∪ E i+1 and fails axiom 3. Applying ϕ x i+1 breaks LSP 4 , if it held for the graph, for E i ∪ E i+1 across the E i−2 edges, which are part of the i+1-package of w. Again, this is the only case where both maps fail. Figure 41 shows a graph that violates axiom 4 ′ b. The generating function is not Schur positive. Neither ϕ 3 nor ϕ 4 is needed. Each of ϕ 5 , ψ 4 and ψ 5 can be applied in exactly one place, and none of these preserves local Schur positivity. In fact, both ϕ 5 and ψ 4 would create a violation of axiom 3. Proof. There are three cases to consider for axiom 4 ′ a: E i−2 ∪E i−1 ∪E i , E i−1 ∪E i ∪E i+1 , and E i ∪E i+1 ∪E i+2 . By LSP 4 of G, the overlapping two color strings that satisfy the hypotheses for axiom 4 ′ a both have generating functions s (3,1) + ms (2,2) or both have s (2,1,1) + ms (2,2) for some m > 0. Since LSP 4 is assumed to be maintained by each of the maps in question, the only change in generating function is to reduce m. If m becomes 0, the hypotheses of axiom 4 ′ a are not met, and if m remains positive then the quasisymmetric functions that appear remain unchanged. Therefore none of the maps can create a violation of axiom 4 ′ a provided LSP 4 holds.
There are two cases to consider for axiom 4 ′ b: E i−2 ∪ E i and E i ∪ E i+2 . The latter case is easily resolved by axiom 2 since all edges involved in an application of ϕ For the right edge, let x, w, u, v be as depicted in the right side of Figure 42 . If x does not admit an i+1-neighbor, then by axiom 2, w must. By axioms 1 and 2, this ensures that u does not admit an i+1-neighbor. Therefore the i-edge between v and x is the right edge in a violation of axiom 4 ′ b in ϕ w i (G) only if the i-edge between v and u is the right edge in a violation of axiom 4 ′ b in G. The case for left edge is similarly resolved. For the middle edge, let x, w, u, v be as depicted in the left side of Figure 42 . By axiom 2 and the fact that the i-edge between u and v is not flat, u has no i−2-neighbor since v does. By axiom 2 again, w must admit an i−2-neighbor. Since x also admits an i−2-neighbor, the i-edge between w and x must be flat by axiom 3, and so they lie on a flat i-chain. Now for i+1-neighbors, by axiom 2, σ(u) i+1 = σ(w) i+1 and, by axiom 1, σ(u) i = −σ(w) i . Therefore exactly one of u and w admits an i+1-neighbor, so we consider each case in turn. If w admits an i+1-neighbor, then the i-edge between w and x is the middle edge in a violation of axiom 4 ′ b for E i−2 ∪ E i in G, a contradiction. Alternatively, if u admits an i+1-neighbor, then by axiom 4 ′ a for E i−1 ∪ E i ∪ E i+1 in G, following the E i ∪ E i+1 string from u through v and onwards must terminate in an i-edge. In particular, E i+1 (v) admits an i-neighbor, say z = E i E i+1 (v). Axioms 2 and 3 ensure that both v and z admit an i − 1-neighbor while E i+1 (v) = E i (z) does not. Moreover, all of v, E i+1 (v) = E i (z) and z admit an i−2-neighbor. In particular, the i-edge between E i (z) and z is flat, and, since E i (z) does not admit an i − 1-neighbor, neither E i (z) nor E i−2 E i (z) has i − 1-type W. Therefore by axioms 2 and 3, E i−2 E i (z) admits an i-neighbor, so we again have a flat i-chain. By axiom 5, E i−2 E i+1 (v) = E i+1 E i−2 (v), and the assumption on G is that E i E i−2 (v) does not admit an i+1-neighbor. Therefore by local Schur positivity of E i ∪ E i+1 in G, the E i ∪ E i+1 string beginning at E i E i−2 (v) ends with an i + 1-edge. In particular, this implies E i E i−2 E i (z) admit an i+1-neighbor. At long last, this creates a violation of axiom 4 ′ b in G, another contradiction.
By Theorem 4.4, it suffices to show that axiom 4 ′ is maintained. Since axiom 4 holds for the (i+3, N )-restriction of G, even after applying θ C i , axiom 4 ′ a is vacuously satisfied since only E i ∪ E i+1 strings have the potential not to appear in Figure 2 . Similarly, axiom 4 ′ b is vacuous for E i−2 ∪ E i . For axiom 4 ′ b for E i ∪ E i+2 , consider {w, x}, {u, v} ∈ E i (G) with θ C i (w) = u and θ C i (x) = v. If neither w, x nor u, v has i + 2-type C, then C i (θ C i (G)) remains empty, so assume w, x have i + 2-type C. In this case, either all of w, x, E i (w), E i (x) have i+3-type W or none does. Therefore if u, v also have i+2-type C, then we have the situation depicted in the left side of Figure 43 . In this case, the maximal flat i+2-chain (w, E i (w), E i (x), x, v, E i (v), E i (u), u) has either all, none, the first four, or the last four vertices of i+3-type W, thereby satisfying axiom 4 ′ b.
• If u, v instead have i + 2-type B, say where E i+2 (v) = E i+1 (v) and so E i E i+2 (u) = E i+1 E i+2 (u), then we have the situation depicted on the right side of Figure 43 . In this case, the maximal flat i + 2-chain is (E i+2 (u), u, w, E i+2 (w), E i+2 (x), x), where all or none of the last four vertices have i + 3-type W, again satisfying axiom 4 ′ b.
The question remains as to whether axiom 4 ′ is sufficient to guarantee that these transformations can be applied in a suitable way to maintain local Schur positivity throughout. Extensive computer evidence suggests that the graphs for Macdonald polynomials, LLT polynomials, k-Schur functions, and Schubert times Schur coefficients all enjoy Schur positive components, and may all be transformed systematically by the maps presented in this paper (interestingly, without the need for γ z i ). Studying these transformations in detail has led to a formula for Macdonald polynomials in cases where the corresponding graph is not a dual equivalence graph [Ass] . A deeper study of these transformations applied to these specific graphs may yield a comprehensive theory that encompasses these and further applications.
