Introduction
Ordinary memory produces the data at a given address. Conversely, a content-addressable memory (CAM) [5] produces the address of the given data. If the given data does not exist anywhere in the CAM, a special address (e.g. 00. . . 0) is produced. CAMs are often used in pattern matching applications, since they are much faster than software implementations. Other applications include routers for the internet [2, 4, 6, 15] , processor caches, translation lookaside buffers (TLB), data compression applications, database accelerators, and neural networks. Several implementations of multiple-valued CAMs have been proposed [3, 14] .
p-valued CAMs store p-nary vectors. We consider three types of p-valued CAMs: ordinary CAM (CAM), distance d CAMs, and *CAM. CAMs produce an address only if there is an exact match to the input data. A distance d CAM is similar to a CAM except that there can be d or fewer mismatches. Distance d CAMs are used in pattern matching applications. A *CAM is similar to a CAM except there can be a mismatch only in positions designated by a *. Therefore, a binary *CAM stores a three valued vector, where each element is chosen from {0, 1, *} 1 . Such CAMs are 1 *CAMs are sometimes called ternary CAMs or TCAM [6] . often used in routers for the internet.
We present a method to implement a CAM function by an LUT cascade, which is a series connection of RAMs. We show that this results in a simple implementation. The LUT cascade uses ordinary RAMs instead of special semiconductor CAMs, and show significant promise in reducing power dissipation, which is the problem in existing CAMs [9, 15] . 
Content Addressable Memory
We adopt the following definitions, which are intended to model certain physical devices 2 . 
CAM

Distance d CAM
A distance d CAM is used for pattern recognition and electronic dictionary [7, 8] 
1). ( E n do fE x a m p l e )
*CAMs for p = 2 are extensively used in routing tables for the internet. A routing table specifies an interface identifier corresponding to the longest prefix that matches an incoming packet, in a process called Longest Prefix Match The column multiplicity of a decomposition chart is equal to the width of the MTMDD (multi-terminal multivalued decision diagram). So, the C-measure of a logic function is equal to the maximum width of the MTMDD for the given ordering of the input variables. having small C-measures have efficient LUT cascade realizations.
Lemma 3.1 For a given function f , let k be the number of the input combinations that produce non-zero output values.
Then, the C-measure of f is at most k + 1. (Proof) The number of non-zero outputs of the CAM function is at most k. From Lemma 3.1, the C-measure is at most k + 1.
CAM
(Q.E.D.) Theorem 3.1 shows that the worst case value of the Cmeasure is k + 1. A worst case occurs when the non-zero CAM table entries are widely scattered. However, in practical applications, such as TLBs, the virtual page address will be clustered due to frequent access to the same blocks of memory (e.g., the program or stack). Thus, we expect the actual value of the C-measure to be smaller in practical applications.
Distance 1 CAM
Theorem 3.2 Consider a CAM table that stores k vectors of n digits. Then, the C-measure of the distance 1 CAM function is at most kn(p −
(Proof) In the CAM table, for each vector, generate n(p − 1) adjacent vectors, and generate the truth table of the CAM function that shows exact matches and distance 1 matches. Note that the number of non-zero output values of the CAM function is at most k(n(p − 1) + 1). From Lemma 1, the Cmeasure is at most k(n(p − 1) + 1) + 1.
(Q.E.D.) , x i+1 , ... , x n label the rows. An "empty" standard decomposition chart has a unique column pattern (all 0's). Let the first vector be α = (a 1 , a 2 , ..., a m ,  * ,  * , ...,  * ) , where a j ∈ P. If m > i, then the first vector changes only a proper subset of elements in one column. If m = i (m < i), then the new vector changes all elements in one (or more) complete column(s) to the vector's output value in the LPM table. In either case, at most one distinct column pattern is added to the standard decomposition chart.
*CAM
Because the second vector has no more * entries than the first vector, adding it will change columns only among a subset of the two distinct columns so far in the standard decomposition chart. 
LUT Cascade
It is possible to realize a CAM function by a standard RAM. For example, the 7-entry CAM shown in Table 2 .1 can be realized by a 16-word RAM, where each word has 3 bits, as shown in Table 2 .2. The size of the RAM is exponential in the number of bits n used to store the CAM data, even though the CAM contains relatively few data words. The LUT cascade takes advantage of this, offering a way to reduce memory requirements substantially. often reduce the size of memory to implement the function. This technique is functional decomposition.
By applying functional decomposition repeatedly to the given function, we have the LUT cascade [11] shown in Fig. 4.2 . The cascade consists cells, and the wires connecting adjacent cells are rails. Functions with small Cmeasure require fewer rails, and thus have more compact LUT cascade realizations. To derive C-measures, we need not use decomposition charts. We can efficiently obtain the C-measure from a binary decision diagram (BDD for CF) that represents the characteristic function for the multipleoutput function [12] . 
CAM
For CAM tables, we choose the probability of a 0 and a 1 in the entries to be the same. Table 5 .1 shows the result. n denotes the number of variables in the CAM function, and k denotes the number of vectors in the CAM table. Cmeas shows the C-measure (i.e., the maximum width of the MTBDD). This confirms that the C-measure upper bound (Theorem 3.1) of k + 1 is firm.
In these example runs, the numbers of CAM table entries are small compared to the total number of possible entries. For example, when n = 32, the CAM table with k = 1000 represents 1000 2 32 = 2.3 × 10 −7 of the total number of entries in the truth table. We expect, therefore, the entries to be widely scattered. Tables 5.2 and 5.3 show the results for different numbers of vectors k, and different numbers of inputs n, respectively.
Distance 1 CAM
The expression for the upper bound on the C-measure for distance 1 CAM functions from Theorem 3.2, nk(p − 1) + k + 1, suggests an approximately equal dependence on n and k, when p = 2, and especially when n and k are large. However, in comparing the experimental values for the C-measure shown in Tables 5.2 and 5 .3, one sees a much stronger dependence on k than on n. That is, Table 5 .2, where n is fixed, shows that the C-measure is approximately a linear function of k. However, Table 5 .3, where k is fixed, shows that the C-measure not strongly dependent n.
*CAM
General *CAM Table
Here, we assume that p = 2. For *CAM tables, we choose the probability of a 0, 1, and * (don't care) in the entries of the *CAM table to be the same. 
LPM Table
Here, we assume that p = 2. In the LPM tables, we generated random prefixes consisting of 0's and 1's. The lengths of the prefixes were chosen from 22 to 26, and we chose the probability of a 0 and 1 to be the same. Table 5 .5 shows that the C-measure is k + 1. Table 5 .5 shows that Theorem 3.4 holds. Compared with the result in [10] , the C-measure in our experimental results is about 10 times larger. This is because practical routing tables were used in [10] , while we used randomly generated LPM tables.
Experiment: Multi-Valued Case
For the multiple-valued case, instead of using randomly generated function, we used lists of English words as benchmark functions. We only considered English words with at most 8 letters. For the words with fewer than 8 letters, blanks are appended to the end of the words to make them 8 letters. So, the function has 5 × 8 = 40 input variables. u552 consist of 552 words having 8 letters. u1245 consist of 1245 words having 7 or 8 letters. u2061 consist of 2061 words having 6 or 7 or 8 letters. u3366 consist of 3366 words having 3 to 8 letters. Table 6 .1 shows the experimental results for CAMs, distance 1 CAMs, * CAMs, and LPM CAMs.
CAM: For u3366, the C-measure is k + 1 = 3367. However, for other functions, the C-measures are slightly smaller than k.
Distance 1 CAM: The C-measures are approximately 2k. The bound given by Theorem 3.2 is kn(p − 1) + k + 1 k(40 × 25), which is much larger than the actual values.
*CAM: To generate random *CAMs, for each word, we replaced just one letter with a "*". The C-measures are always larger than those of corresponding CAMs. The bound given from Theorem 3.3 is p t k + 1 = 26 × k + 1, which is much larger than the actual values.
LPM CAM: The C-measures are the same as that of the CAM cases. The bound given from Theorem 3.4 is k + 1. Note that the exact value matches that of CAMs.
LUT Cascade Realization
Consider the CAM realization of u3366. The C-measure is 3367. Note that log 2 3367 = 12. Thus, by Theorem 4.1, the CAM can be implemented by binary cells with 13 inputs and 12 outputs. By Theorem 4.2, the number of cells is s = n − r K − r = 40 − 12 13 − 12 = 28, since r = log 2 3367 = 12, and K = 13. Thus, the total amount of memory is at most s · 2 K · r = 28 × 2 13 × 12 = 336 × 2 13 2.7 × 10 6 bits. Note that the straightforward implementation by a single memory requires 2 40 × 12 1.3 × 10 13 bits.
Concluding Remarks
In this paper, we showed a method to implement multiple-valued CAM functions by using LUT cascades. We also defined the C-measure that shows the complexity of LUT cascade. The C-measure is easy to obtain from the MTMDD of the given function. As shown in this paper, LUT cascades are promising for the realization of CAM, LPM, and distance 1 CAM functions. However, an LUT cascade may be too large for the replacement of *CAMs of general functions especially when the *CAM table has many don't cares.
