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Abstract
Let A be a commutative noetherian ring and I an ideal in A. We char-
acterize algebraically when all the minimal primes of the associated graded
ring GIA contract to minimal primes of A/I . This, applied to intersec-
tion theory, means that there are no embedded distinguished varieties of
intersection. The characterization is in terms of the analytic spread of
certain localizations of I , the symbolic Rees algebra and the normaliza-
tion of the Rees algebra, and extends results of Huneke, Vasconcelos and
Mart´i-Farre´.
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Introduction
For two equidimensional closed subschemes X , Y of PnK , Severi (see [16, in
particular no. 11, Bemerkung I]) gave a dynamical procedure which assigns to
each irreducible component of X ∩Y an intersection number such that Bezout’s
theorem holds. Nowadays we know that sometimes also embedded components
have to be counted, see [5, p. 10] for the following example in P2:
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By symmetry each line of X ∩ Y should have the same intersection number
but this contradicts the fact that Bezout’s number degX · deg Y = 9 is odd.
Severi’s original idea can be modified and corrected, see [5], [10] and [4, Ch. 11].
The method of Fulton and MacPherson is based on passing to products and
deforming to the normal cone. Let p : C → X ∩Y be the normal cone to X ∩Y
diagonally embedded in X×Y . If Ci are the irreducible components of C, then
the subvarieties Zi = p(Ci) ⊆ X ∩ Y are the so-called distinguished varieties
of the intersection, which contribute to the intersection cycle. The irreducible
components of X∩Y are always distinguished varieties, but there may be more:
in the example above the origin is distinguished with multiplicity 7. We recall
that van Gastel [6] proved that the distinguished varieties of intersection of
Fulton and MacPherson are precisely the K-rational or fixed components of the
Stu¨ckrad-Vogel cycle ([17], [20] and [3, 2.4]; see also Section 3.1). Stu¨ckrad and
Vogel work with the ruled join J(X,Y ) of X and Y in P2n+1 instead of the
product X × Y and consider the empty subvariety as a possible component of
the intersection cycle. Equivalently, if Xˆ and Yˆ are the affine cones of X and
Y respectively in An+1, they work with the product Xˆ × Yˆ in An+1 ×An+1.
The aim of this paper is to characterize algebraically when there are no
embedded distinguished varieties, that is, when Bezout’s number can be de-
composed into local contributions, one for each irreducible component of X ∩Y
(Severi’s claim).
Let A be a commutative noetherian ring, I an ideal in A. The form ring or
associated graded ring of A with respect to I is
G := GIA = A/I ⊕ I/I2 ⊕ · · · .
If A is the ring of coordinates of Xˆ × Yˆ in An+1 ×An+1 and I is the ideal of
the diagonal subspace, then Spec (GIA) is the normal cone of Xˆ ∩ Yˆ in Xˆ × Yˆ
(see Section 3.1). So the distinguished varieties are given by the contraction of
the minimal prime ideals of GIA to (GIA)0 = A/I. Our intersection theoretic
interpretation of Huneke’s result [9] leads us to a characterization when all the
minimal prime ideals of G contract to minimal primes of I and when G and
I have the same number of minimal primes. The characterization involves the
analytic spread, the symbolic powers and the integral closure In of In; see
our Theorems 2.4 and 2.8. We denote by nil (A) the nilradical of A and set
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Ared := A/nil (A). We recall that for an ideal a in a local ring (A,m) the
analytic spread is defined as
ℓ(a) = dim(GaA/mGaA) ,
and that for an m-primary ideal one has ℓ(a) = dimA.
Our equivalent conditions for Severi’s claim to be true are summarized in
the following theorem, which extends results of [9], [2], see also [18], and [11].
Theorem. Let A be a noetherian locally quasi-unmixed ring, and let I be an
ideal in A. Then the following conditions are equivalent:
(i) If P is a minimal prime of GIA then P ∩ G0 = p/I is a minimal prime
of A/I.
(ii) For all primes q strictly containing some minimal prime of I we have
ℓ(Iq) < dim(Aq) .
(iii) I(n) ⊆ In for all n ≥ 1.
(iv) I(n) ⊆ In for n >> 0.
Under the additional assumption that for all minimal primes p of I the ring
(GIpAp)
red is a domain, the preceding conditions are equivalent to:
(i′) GIA and I have the same number of minimal primes.
1 Preliminaries
1.1 Localization of the associated graded ring
Let A be a noetherian ring and let I be an ideal in A. The degree zero part of
the associated graded ring G := GIA is G0 = G
0
IA = A/I.
Let p be a prime ideal in A that contains I. We mean with (GIA)p = Gp
the localization of G as A-module. Observe that the Ap-module (GIA)p is a
ring in a natural way, isomorphic to GIpAp (cf. [8], p. 53). Moreover, if a is
an ideal in G, then (G/a)p ∼= (G/a)p/I . Note also that GIA → (GIA)p is a
homomorphism of graded rings; this localization means that we can divide by
elements of degree zero not in p/I.
We recall the following well known or simple facts on the relationship between
ideals passing from the associated graded ring to the localization.
1.1. Every ideal in Gp is an extended ideal of an ideal in G.
1.2. Let a be an ideal in G. Then the following are equivalent:
(i) a ∩G0 ⊆ p/I;
(ii) a(GIA)p is a proper ideal in (GIA)p.
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1.3. The prime ideals of Gp are in one-to-one correspondence with the prime
ideals q of G such that q∩G0 ⊆ p/I. This correspondence is given by q↔ qGp.
1.4. The one-to-one correspondence between prime ideals in Gp and prime ideals
q in G such that q ∩G0 ⊆ p/I preserves the inclusions.
Statement 1.3 follows from the exactness of localization, while Statement 1.4
is a consequence of the fact that G is localized as an A-module.
If A is a noetherian ring and M an A-module, we define MinA(M) to be the
set of the minimal prime ideals ofM . We shall write simply Min (M) if the ring
is understood from the context. If I is an ideal in A, saying that p is a minimal
prime of I means that p ∈ MinA(A/I). The next statement follows from 1.3
and 1.4.
1.5. Let q be a prime ideal in G. The following are equivalent:
(i) q ∈Min (G), q ∩G0 ⊆ p/I;
(ii) qGp ∈ Min (Gp).
1.2 Integral closure of ideals and symbolic powers
Let I be an ideal in A. We recall that an element x ∈ A is called integral over
I if there are elements a1, . . . , an (n > 0) such that
xn + a1x
n−1 + · · ·+ an = 0 and ai ∈ Ii, i = 1, . . . , n .
We denote by I the integral closure of the ideal I of A, that is,
I = {x ∈ A | x is integral over I} .
I is said to be integrally closed if I = I. The ideal I will be called normal if all
its powers are integrally closed. Let I(n) be the nth symbolic power of I, that is,
the ideal I(n) := InAS ∩A where S = A \
⋃
p∈Min (A/I) p (if ϕ : A→ B is a ring
homomorphism, J an ideal in B, with J ∩ A we mean ϕ−1(J), the contraction
of J in A).
Lemma 1.6. Let I be an ideal in a noetherian ring A. If GIA is reduced, then
I is normal.
Proof. For a proof, see [11, proof of Proposition 2.1].
Lemma 1.7. With the above notation, In ⊆ I(n) for all n ≥ 1 if and only if
IAS is normal.
Proof. Suppose that IAS is normal. So I
nAS = InAS = InAS for all n ≥
1, since localization commutes with integral closure (cf. [8, Corollary 4.9(c),
p. 18]). Hence I(n) = InAS ∩ A = InAS ∩ A ⊇ In. On the other hand, if
In ⊆ I(n) for all n ≥ 1, it follows that InAS ⊆ InAS ⊆ I(n)AS = InAS , that
is, IAS is normal.
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1.3 Quasi-unmixed rings
If A is a ring of finite Krull-dimension, we say that A is equidimensional if
dimA/p = dimA for every minimal prime p of A.
Lemma 1.8. ([4, B.6.6., p. 436]) If a noetherian ring A is equidimensional and
I is an ideal in A, then GIA is equidimensional too.
A noetherian local ring A is said to be quasi-unmixed if its completion Aˆ
(with respect to the maximal ideal) is equidimensional. A noetherian ring A is
called locally quasi-unmixed if Ap is quasi-unmixed for any prime ideal p of A.
By [8, Theorem 18.13, p. 140] it is sufficient to require that Am is quasi-unmixed
for any maximal ideal m in A.
Lemma 1.9. ([8, Lemma 18.9, p. 139]) Let A be a noetherian local ring. If A
is quasi-unmixed then A is equidimensional.
For equivalent conditions to being quasi-unmixed, see for example [8, The-
orem 18.17, p. 141]. In particular, an integral domain is locally quasi-unmixed
if and only if it is universally catenary.
2 Results and their proofs
Let A be a noetherian ring, I an ideal in A and M and A-module. We denote
by AsshA(M) the set of the associated prime ideals ofM of maximal dimension
dimM , while AssA(M) is the set of the associated prime ideals ofM . As before
we shall suppress the index A when the ring is clear from the context. We recall
that by ℓ(I) we denote the analytic spread of an ideal I in a local ring.
We begin with a lemma which was inspired by a result on algebraic inter-
section theory [1, Theorem 2.2, Remark 2.3].
Lemma 2.1. Let A be a noetherian ring and let I be an ideal in A. Let p be a
prime ideal in A such that I ⊆ p. Then the following are equivalent:
(i) there exists a prime ideal P in GI(A) such that [P ]0 := P ∩G0 = p/I and
dim(GIA)⊗A Ap = dim((GIA)/P )⊗A Ap;
(ii) ℓ(Ip) = dim(Ap).
Proof. (ii) ⇒ (i): since I ⊂ p then Ip is a proper ideal in Ap. Moreover Ap is a
local ring. Hence (cf. [8], p. 51, theorem 9.7 (a))
dimGIp(Ap) = dimAp .
Set m = pAp. By (ii) we have
dimAp = ℓ(Ip) = dim(GIp(Ap)/mGIp(Ap)) .
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Let P ′ be a prime ideal in Assh (GIp(Ap)/mGIp(Ap)). Since dimGIp(Ap) =
dim(GIp(Ap)/mGIp(Ap)) we have P
′ ∈ Assh (GIp(Ap)) and mGIp(Ap) ⊆ P ′.
Contracting the latter inclusion to degree zero we obtain
m(Ap/Ip) ⊆ P ′ ∩G0Ip(Ap) ,
and hence, by the maximality of m, we have
m(Ap/Ip) = P
′ ∩G0Ip(Ap) .
Now we have to lift these ideals to the ring GI(A). Since m is the maximal
ideal in Ap, m(Ap/Ip) will be the maximal ideal in (Ap/Ip) ∼= (A/I)p/I , hence
m(Ap/Ip) ∼= (p/I)(A/I)p/I . It follows that
(m(Ap/Ip)) ∩A/I = p/I .
On the other hand, by Statement 1.5, P ′∩ (GIA) =: P is a minimal prime ideal
in GIA such that P ∩G0 ⊆ p/I.
Finally, notice that the diagram of rings
A/I −−−−→ GIA
y
y
Ap/Ip = (A/I)p/I −−−−→ (GIA)p = GIp(Ap)
is commutative. Thus if x ∈ p/I, then x/1 ∈ m(Ap/Ip) = P ′ ∩ G0Ip(Ap) and
in particular, since x/1 ∈ P ′ we have x ∈ P . This shows that P is a minimal
prime ideal in GIA such that P ∩G0 = p/I. Moreover (G/P )⊗A Ap = Gp/P ′
and since P ′ ∈ Assh (Gp) this completes the proof of this implication.
(i) ⇒ (ii): suppose (i) and set P ′ := PGp. Since [P ]0 = p/I it follows that
[P ′]0 = P
′ ∩G0Ip(Ap) = m(Ap/Ip), where m = pAp.Then mGp ⊆ P ′, so
dim(Gp/mGp) ≥ dimGp/P ′ .
As a consequence we have ℓ(Ip) = dimGp = dimAp, since dimGp/P
′ = dimGp.
Remark 2.2. Observe that the condition dim(GIA)⊗AAp = dim(GIA/P )⊗AAp
of Lemma 2.1(i) is necessary for the implication (i) ⇒ (ii). We show this fact
with the following example.
Example 2.3. Let a = (xy, xz) = (x)∩ (z, y) ⊆ C[x, y, z]; we consider the ring
A := C[x, y, z]/a. Observe that A is not equidimensional.
Let I = xA. The prime ideal p = (x, y, z)A contains I. The associated
graded ring of A with respect to I is
G = GIA = (A/I)[t0]/(yt0, zt0) = C[x, y, z, t0]/(x, yt0, zt0) .
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Since (x, yt0, zt0)G = (x, y, z)G ∩ (x, t0)G is an irredundant primary decompo-
sition of the zero ideal of GIA, then
Min (GIA) = {P = (x, y, z)G, P1 = (x, t0)G}.
Note that [P ]0 = P ∩G0 = p/I = (x, y, z)(A/I), while the analytic spread of Ip
is
ℓ(Ip) = 1 < 2 = dim(Ap) .
We observe that dim(GIA) = dim(GIA) ⊗A Ap = 2 while dim(GIA/P ) =
dim(GIA/P )⊗A Ap = 1.
Using Lemma 2.1 we can extend parts of Huneke’s Theorems 2.1, 2.2 in
[9] from prime ideals to arbitrary ideals. Also we work under slightly weaker
hypotheses.
Theorem 2.4. Let A be a noetherian ring, I an ideal in A and let π : A→ A/I
be the natural map. Consider the following conditions:
(i) If P is a minimal prime of GIA then [P ]0 = p/I is a minimal prime of
A/I.
(ii) For all primes q strictly containing some minimal prime of I we have
ℓ(Iq) < dim(Aq) .
Then (i) implies (ii). Further, if A is locally quasi-unmixed, the implication (ii)
⇒ (i) also holds.
Under the additional assumption that for all minimal primes p of I the ring
(GIpAp)
red is a domain, we can replace condition (i) by the following:
(i′) GIA and I have the same number of minimal primes; more precisely, there
is a one-to-one correspondence between the minimal primes P of GIA and
those of I given by π−1([P ]0) = p.
We start proving two lemmas. They regard the isolated components of the
associated graded ring.
Lemma 2.5. Let A be a noetherian ring, and let I be an ideal in A. Then GIA
has at least as many minimal prime ideals as I.
Proof. Let p1, . . . , ps be the minimal prime ideals of I. Let P
′
i be a minimal
prime ideal in (GIA)pi . For i = 1, . . . , s, by Statement 1.5 there is a minimal
prime ideal Pi in G such that Pi ∩ G0 ⊆ pi/I and PiGpi = P ′i . By minimality
of pi/I follows Pi ∩ G0 = pi/I. Hence we can conclude that if i 6= j, then
Pi 6= Pj .
Lemma 2.6. Let A be a noetherian ring, and let I be an ideal in A. Suppose
that GIA and I have the same number of minimal primes. Then there is a one-
to-one correspondence between the minimal prime ideals of I and the minimal
prime ideals of GIA given by
p←→ [P ]0 = p/I .
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Proof. We denote by p1, . . . , ps the minimal prime ideals of I. For each i =
1, . . . , s there is a minimal prime ideal Pi in GIA such that Pi ∩G0 = pi/I, by
Lemma 2.5. Moreover, for i 6= j we have Pi 6= Pj and so Min (G) = {P1, . . . , Ps}.
Proof of Theorem 2.4. (i) ⇒ (ii): let q be a prime ideal in A and let p be a
minimal prime of I such that q ) p. Suppose that there is a P ∈ Min (G) such
that [P ]0 = q/I. Consequently, by assumption (i), q is a minimal prime of I.
Moreover we have
[P ]0 = q/I ) p/I
which is a contradiction to the minimality of q. Thus we may conclude that
[P ]0 6= q/I
for each P ∈ Min (G). Now, by (ii) ⇒ (i) of Lemma 2.1
ℓ(Iq) < dim(Aq) .
(ii) ⇒ (i): let P be a minimal prime ideal of G, and let [P ]0 = q/I for a
certain prime ideal q in A such that q ⊇ I (we recall that [P ]0 = P ∩ G0 is a
prime ideal in A/I). By Statement 1.5, PGq is a minimal prime ideal of Gq. If
A is locally quasi-unmixed, then Aq is equidimensional by Lemma 1.9. Thus,
since Gq = GIqAq is equidimensional by Lemma 1.8, it follows that
ℓ(Iq) = dim(Aq)
by (i) ⇒ (ii) of Lemma 2.1.
On the other hand, since q ⊇ I, there is minimal prime p of I such that
q ⊇ p, hence q = p by condition (ii).
Finally, if for all minimal primes p of I the ring (GIpAp)
red is a domain, then
(i) is equivalent to (i′). (i′) ⇒ (i): it follows by Lemma 2.6. (i) ⇒ (i′): if p is a
minimal prime of I there is a P ∈ Min (G) such that [P ]0 = p/I, by Lemma 2.5.
Let Q be a minimal prime of G such that [Q]0 = p/I. Hence, by Statement 1.5,
PGp and QGp are minimal primes of Gp. Since Gp has a unique minimal prime
it follows that PGp = QGp and so P = Q by Statement 1.3.
We recall that Mart´i-Farre´ [11, Corollary 3.2] (under the hypothesis that
for all minimal primes p of I the ring GIpAp is a domain) characterizes when
(GIA)
red is a domain by the condition In = I(n) for all n ≥ 1. This extends
the equivalence (2)⇔(3) of Huneke’s Theorem 2.1 of [9]. Observe that under
the hypotheses of our Theorem 2.4 the statement In = I(n) for all n ≥ 1 is not
equivalent to (i′) and (ii) of Theorem 2.4, as we shall see from the following
example.
Example 2.7. Let A = k[x, y] (k a field), I = (x2, y2) a p-primary ideal in
A, where p = (x, y). The associated graded ring of A with respect to I is the
graded ring
GIA = (A/I)[t0, t1] .
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Observe that GIpAp = (A/I)[t0, t1]⊗A Ap is not a domain, while (GIpAp)red ∼=
(A/p)[t0, t1]⊗A Ap is a domain. We are in the setting of Theorem 2.4. Now we
have that
(GIA)
red = (A/p)[t0, t1]
is a domain, so statement (3) of [9, Theorem 2.1] is satisfied (and (i) of Theo-
rem 2.4 as well). But if we compare the integral closures of powers of I with
symbolic powers we notice that
I(1) = I = (x2, y2) ( I = (x2, xy, y2) .
We computed the integral closure of I following the method of Vasconcelos
[19, Example 6.6.1] for monomial ideals.
From Lemma 2.1 we also obtain a characterization of the minimality of the
contraction ideals of GIA by inclusions between the symbolic powers of I and
the integral closure of powers of I.
Theorem 2.8. Let A be a noetherian ring, and let I be an ideal in A. Consider
the following conditions:
(i) If P is a minimal prime of GIA then [P ]0 = p/I is a minimal prime of
A/I.
(ii) I(n) ⊆ In for all n ≥ 1.
(iii) I(n) ⊆ In for n >> 0.
Then (ii) and (iii) are equivalent.
If A is locally quasi-unmixed then (i) and (ii) are equivalent.
Under the additional assumption that for all minimal primes p of I the ring
(GIpAp)
red is a domain, we can replace condition (i) by the following:
(i′) GIA and I have the same number of minimal primes.
In the following we need the set of the asymptotic primes of I (cf. [12])
which will be denoted by A∗(I).
Remark 2.9. Let A be a noetherian ring, and let I be an ideal in A. Then
MinA(A/I) ⊆ A∗(I). In fact, since
√
I =
√
I, it follows that MinA(A/I) ⊆
Ass (A/I) ⊆ A∗(I) (cf. [12, Proposition 3.9, p. 15]).
Lemma 2.10. Let A be a noetherian ring, and let I be an ideal in A. Let p be
a prime ideal in A such that I ⊆ p. Consider the following conditions:
(a) p ∈ A∗(I);
(b) there is a prime ideal P in GIA such that [P ]0 = p/I and dimGp =
dimGp/PGp.
Then (b) implies (a). Furthermore, if Ap is quasi-unmixed, the other implica-
tion also holds.
9
Proof. We obtain the equivalence as a result of Lemma 2.1 and of [12, Proposi-
tion 4.1, p. 26].
Proof of Theorem 2.8. (ii) ⇒ (iii): obvious.
(iii) ⇒ (ii): there is a k ≥ 0 such that I(n) ⊆ In for n ≥ k, that is,
I(m+k) ⊆ Im+k ⊆ Im for all m ≥ 0. Then the assertion follows from [13,
Corollary 1.6].
(i) ⇒ (ii): if A is locally quasi-unmixed, (i) implies Min (A/I) = A∗(I) as a
result of Lemma 2.10 and of Remark 2.9. Hence we have
S = A \
⋃
p∈Min (A/I)
p = A \
⋃
p∈A∗(I)
p .
Thus, by [13, Corollary 1.6, p. 289] (see also [14, Chap. 4]), we obtain
I(n) = InAS ∩ A ⊆ In
for all n ≥ 1.
(ii) ⇒ (i): if I(n) ⊆ In, then by [13, Corollary 1.6, p. 289] we have S =
A \⋃
p∈Min (A/I) p ⊆ A \
⋃
p∈A∗(I) p, and so
⋃
p∈A∗(I)
p ⊆
⋃
p∈Min (A/I)
p .
Let q ∈ A∗(I). Thus q ⊆ ⋃
p∈Min (A/I) p and so there is a minimal prime ideal p
of I such that q ⊆ p. Since q ⊇ I, by the minimality of p it follows that q = p.
We can conclude that Min (A/I) = A∗(I).
Let P ∈ Min (GIA), and let [P ]0 = p/I. Since A is locally quasi-unmixed,
Gp = GIpAp is equidimensional (as in the proof of Theorem 2.4). Then p ∈
A∗(I) by Lemma 2.10, so p ∈Min (A/I).
If for all minimal primes p of I the ring (GIpAp)
red is a domain, (i) is
equivalent to (i′) as we have seen in the proof of Theorem 2.4.
By Schenzel’s work [15] we can deduce a similar result in the special case
that I = p is prime.
Vasconcelos [18, Theorem 5.4.14, p. 129], assuming that I is a radical ideal in
a domain A, characterizes the number of irreducible components of the associ-
ated graded ring by the equivalence of symbolic Rees algebra with normalization
of the Rees algebra. We obtain a similar version of this result as a corollary of
Theorem 2.8.
Corollary 2.11. (cf. [18, Theorem 5.4.14, p. 129]) Let A be a noetherian
locally quasi-unmixed ring and let I be an ideal in A. Suppose that for all
minimal primes p of I the ring (GIA)p is an integral domain. Then the following
conditions are equivalent:
(i) GIA and I have the same number of minimal primes;
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(ii) I(n) = In for all n ≥ 1.
Proof. As usual S = A\⋃
p∈Min (A/I) p. Since Gp is a domain for every minimal
prime ideal p of I, then GS is reduced; the proof of this fact is simple so we refer
to [7] for details. It follows that IAS is normal by Lemma 1.6 and so In ⊆ I(n)
for all n ≥ 1 by Lemma 1.7.
3 Application to intersection theory
In this section we want to come back to the connection between the results
on the associated graded ring and intersection theory, which we mentioned in
the introduction. We shall restrict ourselves to intersections of equidimensional
closed subschemes of Pn without embedded components as in the original alge-
braic approach to intersection theory of Stu¨ckrad and Vogel [17], see also [20],
[3, 2.2]. We remark that some results remain valid in a more general situation,
but for simplicity we prefer to work in the following setting.
3.1. Stu¨ckrad-Vogel cycle in Pn. Let X , Y be equidimensional closed sub-
schemes without embedded components of PnK , where K is an algebraically
closed field. For indeterminates uij (0 ≤ i, j ≤ n) let L be the pure trascen-
dental field extension K(uij)0≤i,j≤n and XL := X ⊗ L etc. We denote by
I(X) ⊆ K[x0, . . . , xn], I(Y ) ⊆ K[y0, . . . , yn] the largest (homogeneous) defining
ideals of X and Y respectively, and set R := K[x0, . . . , xn, y0, . . . , yn]. Recall
that the ruled join J(X,Y ) is the subscheme of P2n+1K := Proj (R) given by
I(X)R + I(Y )R. In the second part of Corollary 3.2, A will be the homoge-
neous coordinate ring of the ruled join and I will be the ideal of the ‘diagonal’
subspace, that is,
A = (R/I(X)R+ I(Y )R), I = (x0 − y0, . . . , xn − yn)A .
Proving a Bezout theorem for improper intersections, Stu¨ckrad and Vogel
(see [3]) introduced a cycle v(X,Y ) = v0+· · ·+vn on XL∩YL, which is obtained
by an intersection algorithm on the ruled join variety
J := J(XL, YL) ⊂ P2n+1L = Proj (L[x0, . . . , xn, y0, . . . , yn])
as follows:
Let ∆ be the ‘diagonal’ subspace of P2n+1K given by the equations
x0 − y0 = · · · = xn − yn = 0 ,
let Hi ⊆ J be the divisors given by the equation
n∑
j=0
uij(xj − yj) = 0 .
Then one defines inductively cycles βk and vk by setting β0 := [J ]. If βk is
already defined, decompose the intersection
βk ∩Hk = vk+1 + βk+1 (0 ≤ k ≤ dim J) ,
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where the support of vk+1 lies in ∆L and where no component of βk+1 is con-
tained in ∆L. It follows that vk is a (dim J − k)-cycle on XL ∩ YL ∼= J ∩∆L.
We know that in the earlier version of the above algorithm the so called empty
subvariety ∅, which is defined by the ideal (x0, . . . , xn), also could be a member
of v(X,Y ) (with the convention that dim ∅ = −1 and deg ∅ = −1), see [17], [20]
and [3, Remark 2.2.3(3)]. For our purposes it is convenient to pass to the affine
cones Xˆ, Yˆ of X and Y respectively in An+1 and to consider v(Xˆ, Yˆ ). Then
the empty variety becomes the vertex of the affine cones.
In general, v(X,Y ) :=
∑
vk is a cycle defined over L. By a result of van
Gastel [6, Proposition 3.9], a K-rational subvariety C of XL ∩ YL occurs in
v(X,Y ) if and only if C is a distinguished variety of the intersection of X
and Y in the sense of Fulton [4, Definition 6.1.2], and this is equivalent to the
maximality of the analytic spread, see [1], [3].
Corollary 3.2. Let A be a noetherian locally quasi-unmixed ring, and let I be
an ideal in A. Then the following conditions are equivalent:
(i) If P is a minimal prime of GIA then [P ]0 = p/I is a minimal prime of
A/I.
(ii) for all primes q strictly containing some minimal prime of I we have
ℓ(Iq) < dim(Aq) .
(iii) I(n) ⊆ In for all n ≥ 1.
(iv) I(n) ⊆ In for n >> 0.
If A and I are as in 3.1, then the preceding conditions are equivalent to:
(v) The Stu¨ckrad-Vogel cycle v(Xˆ, Yˆ ) has no embedded K-rational compo-
nents.
(vi) There are no embedded distinguished varieties of the intersection of Xˆ× Yˆ
by the diagonal ∆ˆ.
Proof. Since X and Y are equidimensional without embedded components, the
ring A of 3.1 satisfies the hypotheses of Corollary 3.2. For a proof see Theo-
rem 2.4, Theorem 2.8, [1, Theorem 2.2] and [3, 2.4].
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