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Résumé
Adoptant l’approche Voyelles, l’architecture
d’agents V3A (Vowels Agent Argumentation Ar-
chitecture) est un modèle d’agent à travers le-
quel un agent autonome débat en interne afin
de gérer ses motivations. La personnalité de
l’agent résout les éventuels conflits entre ses dif-
férentes motivations et dicte son comportement.
À l’aide de cette architecture modulaire, nous
sommes en mesure de développer des agents
auto-adaptatifs capables de remplacer automa-
tiquement leurs composants. Nous proposons ici
une technique d’argumentation pour mettre en
oeuvre le processus dialectique interne via un
jeu de dialogue entre ces composants. Notre
cadre est illustré à l’aide d’un scénario où
un agent s’adapte automatiquement au contexte
d’exécution.
Mots-clés : Architecture d’agent, Argumen-
tation, Modèles de comportement, Auto-
adaptation
Abstract
Inspired by the Vowels approach, the Vowel
Agent Argumentation Architecture (V3A) is a
model by means of which an autonomous agent
argues with itself to manage its motivations. It
arbitrates its possible internal conflicts with the
help of its personnality which dictates its beha-
viour. In order to show how this model can be
used to design self-adative agents, we propose
an argumentation technique which specifies the
internal dialectical process as a dialogue game
amongst internal components which can dyna-
mically join/leave the game. Our framework is
exemplified with a scenario, whereby the com-
ponents are automatically downloaded.
Keywords: Agent Architecture, Argumentation,
Behaviour model, Self-adaptation.
1 Introduction
L’ingénierie logicielle orientée multi-agents a
pour objectif la conception, l’implémentation
et le déploiement de systèmes flexibles. Cette
flexibilité peut être atteinte si l’on considère des
sociétés d’agents ouvertes pouvant rejoindre ou
quitter le système pendant son exécution. De
cette manière, l’organisation du système évo-
lue pour fournir de nouvelles fonctionnalités à
la condition que les agents soient capables de
s’adapter à ces changements.
La programmation à base de composants est une
approche prometteuse pour le développement
de logiciels adaptatifs [3], tels que des agents
logiciels. Selon cette approche, la conception,
la maintenance et la réutilisation sont facili-
tées par la modularité des systèmes concernés.
Plusieurs composants sont ainsi assemblés et
connectés les uns aux autres pour réaliser un
comportement global attendu. Une adaptation
peut alors être réalisée en remplaçant un com-
posant par un autre ou simplement en modifiant
les connexions entre composants [19].
L’approche de programmation à base de com-
posants a déjà été utilisée pour la conception
d’agents logiciels [18, 12, 14, 20, 8] de manière
à faciliter les modifications de la structure in-
terne des agents. Un défi actuel est d’automa-
tiser ce processus pour pouvoir concevoir des
agents auto-adaptatifs. Le principal problème
lors de l’automatisation de cette tâche est de
modifier l’assemblage tout en conservant sa co-
hérence, c’est-à-dire en déconnectant propre-
ment les composants à supprimer et en créant de
nouvelles connexions pertinentes. Les solutions
proposées actuellement à ce problème ne sont
pas satisfaisantes. Certains travaux [12, 8] pro-
posent de prévoir tous les assemblages possibles
pour décrire ce qui doit être fait dans chaque cas.
Cette approche a l’inconvénient de réduire l’ou-
verture du système. D’autres travaux reposent
sur une intervention humaine [18] limitant ainsi
l’automatisation, ou laissent les connexions se
réaliser automatiquement mais sans garantir la
cohérence de l’assemblage résultant [20].
Dans cet article, nous proposons l’architec-
ture V3A (Vowels Agent Argumentation Archi-
tecture) pour le développement d’agents auto-
adaptatifs. Inspirée par l’approche Voyelles [4],
V3A est construite, comme l’architecture
BDI [17], sur une approche intentionnelle. De
plus, cette architecture est subdivisée en compo-
sants, appelés facettes, représentants différentes
motivations. On désigne par motivation la réa-
lisation d’un but à l’aide d’un ensemble d’ac-
tions conditionnées par les croyances de l’agent.
Une facette peut se joindre au débat interne pour
justifier ou contrarier l’adoption d’une motiva-
tion. La personnalité de l’agent arbitre alors les
éventuels conflits. Du point de vue de l’auto-
adaptation de l’agent, cette personnalité corres-
pond à un ensemble de directives de haut niveau
chargées de résoudre des conflits entre compo-
sants lors d’une modification de l’assemblage
interne de l’agent. La contribution décrite dans
ce papier est un modèle abstrait d’agent com-
posé de facettes et la définition d’un jeu de dia-
logue qui peut être joué par les facettes. À cette
intention, nous considérons un mécanisme rai-
sonnement argumentatif [13, 7] pour réaliser le
processus dialectique interne. Un scénario d’ap-
plication illustre l’utilité et le fonctionnement de
l’architecture V3A.
Cet article est organisé comme suit : la sec-
tion 2 décrit globalement différentes approches
pour gérer l’auto-adaptation d’agents à base de
composants. La section 3 présente l’approche
Voyelles sur laquelle s’appuie notre proposition.
Dans la section 4, un exemple applicatif est en-
visagé. La section 5 présente l’architecture V3A
et la section 6 décrit le cadre d’argumentation
utilisé. La section 7 expose le déroulement d’un
jeu de dialogue. Enfin la section 8 discute des
travaux apparentés avant une conclusion dans la
section 9.
2 Agents à base de composants
La programmation à base de composants est
une approche prometteuse pour la conception
d’agents adaptables. L’adaptation consiste alors
en une restructuration de l’assemblage de com-
posants internes à un agent. La restructura-
tion peut être physique, i.e. l’ajout ou le retrait
de composants, ou logique, i.e. une modifica-
tion des connexions entre composants. L’auto-
adaptation nécessite que cette restructuration
soit cohérente et réalisée automatiquement. La
cohérence signifie que l’assemblage de compo-
sants doit fonctionner d’une manière conforme
à ce que l’on attend après l’adaptation, et l’auto-
matisation implique qu’il n’est pas nécessaire de
recourir à une intervention humaine. Ces deux
propriétés sont d’une certaine manière antino-
miques et les travaux existants ont tendance à
en privilégier une au détriment de l’autre.
Les travaux issus du domaine de la programma-
tion à base de composants insistent traditionnel-
lement sur la cohérence de l’assemblage de ma-
nière à s’assurer que l’agent reste dans un état
correct. Pour cela, le concepteur de l’agent doit
fournir un ensemble d’assemblages cohérents.
La cohérence est alors garantie par la connais-
sance experte du concepteur. Par exemple, dans
Maleva [12], le concepteur construit un assem-
blage pour chaque comportement que l’agent
peut avoir à adopter. MaDcAr-Agent [8] a une
approche similaire mais ajoute un niveau d’abs-
traction en considérant des assemblages abs-
traits dans lesquels les composants ne sont que
partiellement spécifiés par des rôles de com-
posants à remplir. Le désavantage de cette ap-
proche est qu’elle limite l’adaptabilité de l’agent
aux situations prévues par le concepteur. Si un
événement imprévu apparaît, l’agent ne pourra
pas le prendre en compte.
Adoptant l’approche Voyelles de la programma-
tion orientée multi-agents (cf Section 3), Vol-
cano [18] propose une architecture d’agent com-
posée de quatre “briques”. L’adaptation peut in-
tervenir en changeant une brique par une autre
de même nature (c’est-à-dire correspondant à
une même dimension Voyelles). Le problème de
cette proposition est la connexion entre briques
qui nécessite l’ajout d’inter-briques pour ré-
soudre les problèmes d’interopérabilité. Il est
donc nécessaire que ces inter-briques soient im-
plémentées a priori par le concepteur de l’agent
ou a posteriori par le déployeur de l’application.
La plate-forme MAST [20] propose une archi-
tecture d’agent complètement auto-adaptable.
Tous les composants d’un agent sont connec-
tés à un même bus de communication, i.e. le
noyau de l’agent, qui décide dynamiquement
des connexions à établir. Des descriptions de
composants, incluant les messages acceptés et
des priorités, sont utilisées pour ces décisions.
Le problème de cette approche est qu’il n’y a
aucune garantie sur la cohérence des connexions
calculées. De plus, la rédaction d’une descrip-
tion d’un composant nécessite d’avoir une vi-
sion globale de l’ensemble des composants.
3 Approche Voyelles
Dans cet article, nous adoptons l’approche
voyelles pour la programmation orientée multi-
agents [4]. Celle-ci a influencé nombre de
plateformes SMA, comme MASK [14], Vol-
cano [18], ou MAST [20].
L’approche Voyelles distingue dans un SMA les
5 dimensions suivantes : les Utilisateurs, les
Agents, les Environnements, les Interactions et
les Organisations. Cette approche est utile lors
de la phase d’analyse du processus de dévelop-
pement du SMA afin de subdiviser le problème
envisagé selon les 5 dimensions. Cette étape
guide le choix de modélisation pour chacune des
dimensions lors de la phase de conception. Lors
de ce processus, [1] distingue le niveau global
du niveau local. Le premier correspond au dé-
veloppement du SMA alors que le second, qui
nous intéresse ici, se focalise sur les agents.
La sémantique des voyelles étant générale et in-
formelle, leur périmètre est compréhensible par
des non-experts mais reste subjectif. Pour cette
raison, nous précisons ici la nature des états
mentaux (buts, croyances, . . . ) de chacune des
dimensions.
Utilisateurs. Dans une application centrée utili-
sateurs, ceux-ci délèguent aux agents les tâches
à automatiser. Cette dimension englobe les buts,
les préférences et les contraintes des utilisateurs.
Agents. Dans une application centrée utilisa-
teurs, les états mentaux d’un agent matéria-
lisent les utilisateurs qu’ils représentent. En
conséquence, sa dimension agents contient uni-
quement les connaissances relatives aux autres
agents.
Environnements. La dimension environne-
ments se focalise sur l’espace-temps composé
d’objets passifs, appelés ressources ou services,
qui sont perçus et manipulés par les agents. Un
environnement obéit à des lois physiques. Cette
dimension englobe les observations/actions per-
çues/réalisées de/sur l’environnement ainsi que
la représentation de ses lois physiques.
Interactions. Cette dimension considère les in-
teractions directes par envoi/réception de mes-
sage. Pour un agent donné, la dimension inter-
actions couvre donc les connaissances relatives
à ce mode d’interaction, les messages et les pro-
tocoles d’interaction.
Organisations. Cette dimension correspond à la
définition structurelle, fonctionnelle et norma-
tive du système global. Pour un agent donné,
les connaissances de la dimension organisations
portent sur les concepts utilisés dans les mo-
dèles organisationnels (rôles, normes, . . . ).
4 Exemple applicatif
Nous motivons ici notre proposition à l’aide
du scénario suivant. Max, qui vit à Pise, doit
se rendre à Londres pour une réunion. N’ai-
mant pas passer son temps dans les files d’at-
tente, il achète un PDA muni d’un agent person-
nel (PSA, personnal service agent) dans le but
d’acheter automatiquement ses billets de train
lorsqu’il se rend dans une gare. Le PSA a été
initialisé par le constructeur pour se conformer
aux préférences de l’utilisateur et pour prendre
part au système informatique dans le but d’as-
sister l’utilisateur.
Utilisateurs. Max a configuré son PSA pour son
voyage et ne l’autorise pas à payer de commis-
sions car celles-ci ne lui seront pas remboursées.
Lorsque Max arrive dans une gare, le PSA télé-
charge automatiquement les 4 composants sui-
vants :
– agents, une représentation de l’agent vendeur
présent (SA, Seller Agent) ;
– environnements, l’heure locale, sa position
géographique, l’état du trafic et les horaires
de trains ;
– interactions, le protocole pour communiquer
avec le SA ;
– organisations, les normes adoptées par le
système informatique pour le paiement auto-
matique.
Ainsi, lorsque Max arrive à la gare de Pise, le
PSA est en mesure de solliciter un ticket de train
pour se rendre à l’aéroport. Puisque le train n’est
pas complet le SA vend un ticket et le paiement
est effectué via le système informatique. Max
dispose alors d’une réservation qu’il peut mon-
trer au contrôleur à bord du train.
Quand Max arrive à Stansted, le PSA s’adapte
automatiquement car certains de ses compo-
sants, téléchargés à la gare de Pise, ne cor-
respondent plus à son contexte courant. Les
quatre composants agents, environnements, in-
teractions et organisations sont alors rempla-
cés par de nouveaux composants téléchargés de-
puis le système de la gare de Stansted. Après
cette reconfiguration, les nouveaux composants
doivent co-exister avec le composant utilisateurs
déjà présent et fonctionner de manière cohé-
rente. Conformément aux préférences de Max,
le PSA ne l’enregistre pas à Stansted puisque le
SA prend une commission pour la vente du ti-
cket. Max devra alors payer son ticket au contrô-
leur à bord du train.
5 Le modèle V3A
Notre architecture d’agents (Figure 1) est
constituée : d’une KBase (KB) partition-
née selon les voyelles (KBuser, KBagt,
KBenv, KBint, KBorg), d’un état argumen-
tatif (AS, Argumentation State), et d’une per-
sonnalité (pers). La KBase comprend des
règles et des hypothèses éventuellement conflic-
tuelles. D’après [1], le périmètre relatif à
une dimension reste large et doit être dé-
composé en différentes facettes (f1, . . . ,f7).
Nous partitionnons ici les dimensions connec-
tées au monde extérieur pour distinguer per-
ceptions et capacités. Par exemple, KBenv
contient une représentation des lois physiques
de l’environnement (KBenv1) et les obser-
vations/actions perçues/réalisées par le corps
(KBenv2). De même, KBint contient les pro-
tocoles connus (KBint1) et les messages en-
voyés/reçus (KBint2). Les facettes rejoignent(respectivement quittent) le jeu pour adjoindre
(respectivement supprimer) différents aspects à
l’agenda global de l’agent. Ce dernier comprend
tous les aspects que l’agent peut traiter.























Les interactions entre facettes prennent la forme
d’un jeu argumentatif, c’est-à-dire un échange
de coups dialogiques qui portent sur des états
mentaux. Leurs enchaînements sont régulés par
des règles procédurales. AS est une mémoire
partagée dont l’état courant comprend un ar-
gument, éventuellement partiel dans la me-
sure où il est susceptible d’être défait ou sub-
sumé. Au terme du débat, AS contient les ac-
tions à réaliser. Ainsi, chaque facette débat en
défaveur/faveur de motivations. Leur objectif
consiste à promouvoir (ou réprimer) les buts
à atteindre (ou non), les actions à réaliser (ou
non), les croyances à adopter (ou non) pour acti-
vement prendre en compte certains aspects dans
l’agenda de l’agent ou pour éviter des situations
qui peuvent être dommageables. De plus, les fa-
cettes surveillent les déclarations des autres fa-
cettes dans AS afin de déterminer si ceux-ci in-
teragissent avec leur propre agenda. En résumé,
chaque facette a sa propre opinion sur ce qui
est bénéfique pour l’agent mais d’un point de
vue limité. Une facette doit défendre son point
de vue face à d’autres vues en compétition afin
d’être prise en compte dans le comportement
exhibé par l’agent. Ce comportement est déter-
miné par la personnalité de l’agent qui priorise
les facettes les unes par rapport aux autres afin
de résoudre leurs éventuels désaccords.
6 Cadre d’argumentation
Notre cadre d’argumentation (AF) s’appuie sur
le calcul des oppositions de Dung [5], où les
arguments sont des raisons qui peuvent être
contrariées par d’autre arguments.
Définition 1 (AF) Un cadre d’argumentation
est un couple AF = 〈A, defeats 〉
où A est un ensemble fini d’arguments et
defeats est une relation binaire sur A. On
dit que l’argument b défait l’argument a si
(b,a) ∈ defeats . De plus, on dit qu’un
ensemble d’arguments S défait l’argument a si
(b,a) ∈ defeats et b ∈ S.
[5] analyse si un ensemble d’arguments est col-
lectivement justifié.
Définition 2 (Sémantique) Un ensemble d’ar-
guments S ⊆ A est :
– libre de conflits ssi ∀a,b ∈ S il est exclu que
a défait b ;
– admissible ssi S est libre de conflit et S défait
tous les arguments a qui défont les arguments
de S.
Parmi les sémantiques proposées dans [5], nous
nous limitons ici à la sémantique admissible.
6.1 Représentation des connaissances
Nous utilisons AF pour modéliser le raisonne-
ment dans l’architecture V3A.
Définition 3 (KF) Un cadre de représen-
tation des connaissances est un tuple
KF = 〈L,Asm, I , T 〉 où :
– L est un langage formel constitué d’un en-
semble fini d’énoncés, appelé langage de re-
présentation ;
– Asm, est un ensemble d’atomes de L, appelés
hypothèses, qui sont supposés vrais ;
– I est une relation binaire asymétrique sur les
atomes sans variable (ground) de L, appelée
relation d’incompatibilité ;
– T est un ensemble fini de règles construites à
partir de L appelé théorie.
Les formules de L sont interprétables comme :
– des buts représentant un état du monde que
l’agent souhaite atteindre, e.g. avoir un ticket
(noté have(ticket)). Le mot-clé motive re-
présente le but principal de l’agent ;
– des décisions représentant les actions réali-
sables, e.g. solliciter un SA pour un ticket
(noté request(psa,sa, ticket)) ;
– des croyances à propos de l’état du monde,
e.g. être à Pise à 17h00 (noté be(pisa, 17)) ;
– des noms des règles dans T (chacune d’elle a
un nom distinct), e.g. user(f1,r1) ;
– des priorités établissant un ordre
strict sur T ∪ Asm. Par exemple,
prior(user(f 1, x1),agt(f 2, x2)) signifie
que les états dans KBuser sont prioritaires
sur ceux de KBagt.
De plus, L comprend les symboles de la néga-
tion forte (négation classique) et de la négation
faible (négation par l’échec). Un littéral fort est
une formule atomique du premier ordre, éven-
tuellement précédé du symbole ¬. Un littéral
faible est de la forme ∼ L, où L est fort.
Nous adoptons ici l’approche argumentative
à base d’hypothèses [2, 6, 7] pour raison-
ner sur les croyances, les buts, les décisions
et les priorités [13]. Ainsi l’agent peut rai-
sonner malgré une information incomplète. En
effet, certains littéraux sont des assumables,
ce qui signifie qu’ils sont supposés vrais
aussi longtemps que l’on ne dispose pas de
la preuve du contraire. Les décisions (e.g.
request(psa,sa, ticket)) ainsi que certaines
croyances (e.g. ∼ strike ∈ Asm) sont assu-
mables.
La relation d’incompatibilité capture les
conflits. Ainsi, L I ¬L, ¬L I L et L I ∼ L.





paycom(psa,sa, price) quel que soit le prix.
On dit que les deux ensembles Φ1 et Φ2 sont
incompatibles (Φ1 I Φ2) ssi au moins l’un des
atomes φ1 de Φ1 et l’un des atomes φ2 de Φ2
sont tels que φ1 I φ2.
Une théorie est un ensemble de règles qui
portent sur les états mentaux.
Définition 4 (Théorie) Une théorie T est un
programme logique étendu, i.e un ensemble fini
de règles tel que R : L0 ← L1, . . . , Lj,∼
Lj+1, . . . ,∼ Ln avec n ≥ 0, chaque Li étant un
littéral dans L. Le littéral L0, appelé tête de la
règle (noté head(R)), est un état mental ou une
priorité. L’ensemble fini {L1, . . . ,∼ Ln}, ap-
pelé corps de la règle, est noté body(R). R, ap-
pelé nom de la règle, est une formule atomique
de L. Toutes les variables apparaissant dans
une règle sont implicitement quantifiées univer-
sellement sur la totalité de la règle. Une règle
avec des variables libres est un schéma pour les
règles où ces variables sont instanciées.
Afin d’éviter les problèmes d’auto-référence,
nous supposons que le corps des règles ne
contient ni le prédicat de priorité ni le nom des
règles.
La relation de priorité est une relation transitive,
irréflexive et asymétrique. Tous les états men-
taux peuvent potentiellement être défait selon
leur priorité.
6.2 Exemple
Les KBases et la personnalité du PSA à Pise
(respectivement à Londres) sont représentées
dans le tableau 1 (respectivement le tableau 2).
KBase utilisateurs. L’utilisateur désire se
rendre à la prochaine étape sans payer de com-
missions.
KBase agents. Le PSA sait que le SA peut dé-
livrer des tickets lorsqu’il est sollicité. Contrai-
rement à l’Italie, utiliser les services d’un SA au
Royaume-Uni nécessite de payer une commis-
sion. Le coût du ticket dépend du contexte.
KBase environnements. Ces facettes s’ap-
puient sur des perceptions, e.g. l’heure et la
localisation du PSA (cf env(f4,a2)) et des
croyances sur l’environnement immédiat, e.g.
l’horaire des trains (cf env(f3,r1)).
KBase interactions. Ces facettes s’ap-
puient également sur des perceptions, e.g
les messages qui sont reçus/envoyés et
des connaissances sur le protocole d’in-
teraction qui dépend du contexte e.g.
int(f6,r1(aid1, aid2, ticket, price, comm)).
KBase organisations. Le PSA doit payer le ti-
cket pour valider sa réservation.
Personnalité. Puisque le PSA a été initialisé
pour assister l’utilisateur et respecter ses préfé-
rences, les facettes relatives à l’utilisateur sont
privilégiées à celles relatives aux autres agents.
De plus, le PSA privilégie la facette organi-
sations à celles relatives aux environnements.
Contrairement aux autres composants, la per-
sonnalité n’est pas matérialisée par des facettes
mais encodée dans les règles procédurales du
jeu de dialogue qui seront présentés de manière
informelle dans la section 7.2.
Dans ce scénario, l’auto-adaptation est cruciale
puisque, quand Max arrive dans une nouvelle
gare, de nouvelles KBases peuvent être téléchar-
gées et remplacer les précédentes. Évidemment,
la KBase utilisateur et la personnalité ne sont
pas remplaçables.
6.3 Arguments
De par la nature abductive du raisonnement pro-
actif des agents, les arguments sont construits à
rebours.
Définition 5 (Argument) Un argument a pour
une conclusion α ∈ L (noté conc(a)) est une
déduction de cette conclusion dont la prémisse
est un ensemble de règles et d’hypothèses de KF
(noté pre(a)).
Le lien haut de a (noté ⊤(a)) est une règle (ou
une hypothèse) telle que sa tête (respectivement
le littéral assumable) est conc(a).
Les énoncés de a (noté sent(a)) sont l’en-
semble des littéraux de L dans les corps/têtes
des règles ainsi que les hypothèses de a (noté
asm(a)), i.e. les littéraux supposés pour dé-
duire la conclusion.
À Pise, l’argument a conclut motive si le PSA





⊤(a) = user(f1,r1), et
asm(a) = {∼ strike,register(lipifi,no),
be(pisa, 17)}.
À l’inverse, l’argument b conclut motive si le
PSA sollicite un ticket, le paie et s’enregistre.




org(f7,r1(lipifi, ticket, price, comm)),
agt(f2,r1(ticket)),
int(f6,r1(sa,psa, ticket, price, comm)),
int(f5,a1(sa, ticket)),
org(f7,a1(psa,sa, 4, 0))}
⊤(b) = user(f1,r1), et
asm(b) = {∼ strike,be(pisa, 17),
pay(psa,sa, 4, 0),
request(psa,sa, ticket)}.
Après reconfiguration, des arguments similaires
existent dans le contexte d’exécution de Stans-
ted.
6.4 Interactions
Nous définissons ici la relation de défaite. À
cette intention, on définit la relation d’attaque
entre arguments conflictuels.
Définition 6 (Relation d’attaque) Soient a
et b deux arguments. a attaque b ssi
sent(a) I sent(b).
Cette relation capture les attaques frontales
dues à des conclusions incompatibles et des at-
taques sous-jacentes, i.e. dirigées vers une sous-
conclusion.
La force des arguments dépend de la priorité de
leurs énoncés. Afin de donner un critère qui per-
met de privilégier un argument à un autre, nous
adoptons le principe du lien le plus haut [16] qui
favorise les buts de haut-niveau.
Définition 7 (Relation de force) Soient
a et b deux arguments. a est plus fort
que b (prior(a,b)) s’il est avéré que
prior(top(a),top(b)).
Puisque la relation de priorité est un ordre strict
sur T ∪Asm, prior est un ordre strict sur l’en-
semble des arguments.
T Asm
KBuser user(f1,r1) : motive← be(apisa, 18) user(f1,a1, price, comm) :
user(f1,r2) : motive← be(london, 22) ¬pay(psa, aid, price, comm)
avec comm 6= 0
KBagt agt(f2,r2(ticket)) : buy(psa,sa, ticket, 4, 0)← accept(psa,sa, ticket, 4, 0)
KBenv env(f3,r1) : be(apisa, 18)← be(pisa, 17),∼ strike,take_train(lipifi) env(f3,a1(train)) :
env(f3,r2(train)) : take_train(train)← register(train,yes) register(train,no)
env(f3,r3(train)) : take_train(train)← register(train,no)
env(f4,a1) :∼ strike
env(f4,a2) : be(pisa, 17)
KBint int(f5,a1(aid1, ticket)) :
request(psa, aid1, ticket)
int(f6,r1(aid1, aid2, ticket, price, comm)) : accept(aid1, aid2, ticket, price, comm)← request(aid2, aid1, ticket)
int(f6,r2(aid1, aid2, ticket, price, comm)) : ¬accept(aid1, aid2, ticket)← request(aid2, aid1, ticket)
KBorg org(f7,r1(train, ticket, price, comm)) : register(train,yes)← buy(psa,sa, ticket, price, comm),
pay(psa,sa, price, comm)
org(f7,r2(train, ticket, price, comm)) : ¬register(train,yes)← ¬buy(psa,sa, ticket, price, comm) org(f7,a1(price, comm) :
org(f7,r3(train, ticket, price, comm)) : ¬register(train,yes)← buy(psa,sa, ticket, price, comm), pay(psa,sa, price, comm)
¬pay(psa,sa, price, comm)
pers pers(f 1, f 2, x1, x2) : prior(user(f 1, x1),agt(f 2, x2))← int(f , x), org(f , x),
pers(f 1, f 2, x1, x2) : prior(org(f 1, x1),env(f 2, x2))← agt(f , x), env(f , x),
user(f , x)
TAB. 1 – Les KBases du PSA à Pise
T Asm
KBuser user(f1,r1) : motive← be(apisa, 18) user(f1,a1, price, comm) :
user(f1,r2) : motive← be(london, 22) ¬pay(psa, aid, price, comm),
avec comm 6= 0
KBagt agt(f2,r2(ticket)) : buy(psa,sa, ticket, 10, 2)← confirm(psa,sa, ticket, 10, 2)
KBenv env(f3,r1) : be(london, 22)← be(alondon, 21),∼ perturbation,take_train(stdstp) env(f3,a1(train)) :
env(f3,r2(train)) : take_train(train)← register(train,yes) register(train,no)
env(f3,r3(train)) : take_train(train)← register(train,no)
env(f4,a1) :∼ perturbation
env(f4,a2) :be(alondon, 21)
KBint int(f5,a1(aid1, ticket)) :
ask(psa, aid1, ticket)
int(f6,r1(aid1, aid2, ticket, price, comm)) : confirm(aid1, aid2, ticket, price, comm)← purchase(aid2, aid1, ticket, price, comm)
int(f6,r2(aid1, aid2, ticket, price, comm)) : ¬confirm(aid1, aid2, ticket, price, comm)← request(aid2, aid1, ticket)
int(f6,r3(aid1, aid2, ticket, price, comm)) : purchase(aid1, aid2, ticket, price, comm)← inform(aid2, aid1, ticket, price, comm)
int(f6,r4(aid1, aid2, ticket, price, comm)) : inform(aid1, aid2, ticket, price, comm)← ask(aid2, aid1, ticket)
KBorg org(f7,r1(train, ticket, price, comm)) : register(train,yes)← buy(psa,sa, ticket, price, comm),
pay(psa,sa, price, comm)
org(f7,r2(train, ticket, price, comm)) : ¬register(train,yes)← ¬buy(psa,sa, ticket, price, comm) org(f7,a1(price, comm) :
org(f7,r3(train, ticket, price, comm)) : ¬register(train,yes)← buy(psa,sa, ticket, price, comm), pay(psa,sa, price, comm)
¬pay(psa,sa, price + comm)
pers pers(f 1, f 2, x1, x2) : prior(user(f 1, x1),agt(f 2, x2))← int(f , x), org(f , x),
pers(f 1, f 2, x1, x2) : prior(org(f 1, x1),env(f 2, x2))← agt(f , x), env(f , x),
user(f , x)
TAB. 2 – Les KBases du PSA à Stansted
Les deux relations précédentes peuvent être
combinées.
Définition 8 (Défaire) Soient a et b deux ar-
guments. a défait b ssi : i) a attacks b ; ii)
il n’est pas avéré que bpriora.
À Pise, b est admissible puisque l’organisation
est prioritaire sur l’environnement. Cet argu-
ment décrit la motivation relative à l’enregis-
trement automatique. Après la reconfiguration
du PSA à Londres, même si une autre gare est
considérée, cet argument n’est plus admissible
puisqu’une commission est requise. De par la
personnalité de l’agent, l’argument a est réins-
tancié dans ce contexte et le PSA ne s’enregistre
pas.
7 Jeu de dialogue
Le résultat du débat entre facettes est un argu-
ment esquissé dans AS. Nous considérons ici les
règles procédurales qui régulent l’échange des
coups pour atteindre un accord. À cette inten-
tion, nous instancions un cadre dialectique [15].
Définition 9 (Cadre dialectique) Considé-
rons topic un état mental dans L et FCL le
langage de communication à facette. Le cadre
dialectique est un tuple
DF(topic,KF)=〈P,AS,ΩM ,H,T,proto,Z〉
où :
– P = {p1, . . . ,pn} est un ensemble de njoueurs ;
– AS = 〈Pro,Opp〉 est composé de 2 tableaux
Pro et Opp qui contiennent respectivement
les déclarations des proposants et des oppo-
sants ;
– ΩM ⊆ FCL est un ensemble de coups bienformés ;
– H est un ensemble d’historiques, i.e. les sé-
quences de coups bien formés tels que le locu-
teur du coup est déterminé à chaque étape par
la fonction de tour de parole T et les coups
sont en conformité avec le protocole proto ;
– T : H→ P est la fonction de tour de parole ;
– proto : H×AS→ ΩM est la fonction qui dé-
termine les coups qui sont autorisés à étendre
l’historique ;
– Z est l’ensemble des dialogues, i.e. les his-
toriques terminaux où le tableau proposant
(respectivement opposant) est un ensemble de
littéraux assumables (respectivement vide).
Dans l’architecture V3A, le cadre dialectique
permet des dialogues multi-parties entre facettes
(les joueurs) sur motive (le topic) dans KF.
Les joueurs affirment des littéraux au cours des
dialogues. Chaque dialogue est une séquence
maximalement longue. On appelle ligne la sous-
séquence de coups où les retours-arrière (back-
track) sont ignorés. Parmi les joueurs, les propo-
sants soutiennent une affirmation initiale alors
que les opposants la contredisent.
7.1 Langage de communication à facette
Nous définissons ici la syntaxe et la séman-
tique des coups. La syntaxe des coups est
conforme à un langage de communication com-
mun aux facettes, FCL. À l’étape t, le coup
dont l’identifiant est mvt est énoncé par un locu-
teur (spt ∈ P) ; éventuellement rpt est l’iden-
tifiant du message auquel mvt répond. L’acte de
langage est composé de la locution loct et du
contenu contentt. Les locutions sont claim,
concede, oppose, deny et unknown. Le
contenu est un ensemble d’atomes de L.
La sémantique des actes de langage est publique
puisque tous les joueurs confèrent le même sens
aux coups. La sémantique est définie en termes
de pré/post-condtions.
Définition 10 (Sémantique de FCL) Soit t un
instant de l’historique h dans H (0 ≤ t < |h|).
AS0 = 〈{topic}, ∅〉. La sémantique des coups
énoncés par la facette f à l’étape t est définie tq :
1. f peut énoncer unknown(∅) et donc
ASt+1 = ASt ;
2. considérant L ∈ Prot,
(a) f peut énoncer claim(P ), si ∃r ∈
Tf head(r) = L, body(r) = P ,
P ∩ Prot = ∅, et il est exclu que
P I fProt. En conséquence, ASt+1 =
〈Prot ∪ P − {L},Oppt〉,
(b) f peut énoncer concede({L}), si L ∈
Asmf. En conséquence, ASt+1 = ASt,
(c) f peut énoncer oppose({L′}), si
L′ I fL. En conséquence, ASt+1 =
〈Prot − {L},Oppt ∪ {L′}〉 ;
3. considérant L ∈ Oppt,
(a) f peut énoncer claim(P ), si ∃r ∈
Tf head(r) = L, body(r) = P
et P ∩ Oppt = ∅. En conséquence,
ASt+1 = 〈Prot,Oppt ∪ P − {L}〉,
(b) f peut énoncer deny({L′}), si L′ I fL.
En conséquence, ASt+1 = 〈Prot ∪
{L′},Oppt − {L}〉.
Les règles pour mettre à jour AS incorporent
un filtrage (cas 2a et 3a) pour être plus effi-
caces. Concrètement, l’ensemble des littéraux
dans Pro et Opp sont filtrés, et donc ils ne
sont pas répétés plus d’une fois et les littéraux
dans Pro ne sont pas incompatibles les uns avec
les autres. L’acte de langage unknown(∅) n’a
pas de préconditions. Ni les concessions, ni les
aveux d’ignorance ont un effet sur AS.
7.2 Règles procédurales
Pour être énoncé un coup doit être bien formé.
Les coups initiaux sont des affirmations et des
aveux d’ignorance : mv0 ∈ ΩM ssi loc(mv0) =
claim ou loc(mv0) = unknown. Les coups
de réponse sont bien formés ssi ils font réfé-
rence à un coup précédent : mvj ∈ ΩM ssi
rpj = mvi avec 0 ≤ i < j. On note que
les retours-arrière sont autorisés. Chaque dia-
logue est une séquence h = (mv0, . . . ,mv|h|−1)
avec proto(h) = ∅. Ainsi, l’ensemble des dia-
logues Z est un ensemble d’historiques maxi-
malement longs, qui ne peuvent pas être éten-
dus même si les retours-arrière sont autorisés.
D’autre part, la procédure matérialise la person-
nalité de l’agent en interdisant à un joueur de
contredire ou faire un retour-arrière au delà d’un
coup d’un autre joueur qui est privilégié.
La fonction de tour de parole T détermine le
locuteur d’un coup. Si h ∈ H, sp0 = pi et
j − i = |h|(mod n), alors T (h) = pj .
Le protocole (proto) comprend les règles de
séquence (sr1, . . .sr4) représentées dans le ta-
bleau 3. Chaque règle spécifie les coups de ré-
ponse autorisés. Par exemple, sr1 spécifie les
coups de réponse autorisés après une affirmation
(claim(P )). Les actes résistent ou capitulent,
c’est-à-dire ferment la ligne. Les locutions
concede et unknown sont utiles pour gé-
rer la séquence des coups puisqu’ils capitulent,
et donc ferment la ligne mais pas nécessaire-
ment le dialogue (les retours-arrière sont autori-
sés). À l’inverse, l’affirmation (claim(P ′)) et
la contradiction (oppose({L′})) résistent. Les
coups de réponse à un déni (deny({L′})) sont
identiques à ceux qui répondent à une affirma-
tion (claim({L′})).
Acte de langage Résistance Capitulation
sr1 claim(P ) claim(P ′), avec r tq concede({L}),
L = head(r) ∈ P et avec L ∈ P
body(r) = P ′
oppose({L′}), avec unknown(P )
L′ I L et L ∈ P
sr2 oppose({L}) claim(P ′), avec r tq unknown(P )
L = head(r) et
body(r) = P ′
deny({L′}),
avec L′ I L
sr3 concede(P ) ∅ ∅
sr4 unknown(P ) ∅ ∅
TAB. 3 – Actes de langage et réponses poten-
tielles.
mvk spk lock contentk rk
mv0 f1 claim be(apisa, 18)
mv2 f3 claim be(pisa, 17) mv0
∼ strike
take_train(lipifi)
mv3 f4 concede be(pisa, 17), mv2
mv9 f3 claim register(lipifi,no) mv2
mv10 f4 concede ∼ strike mv2
mv13 f7 oppose register(lipifi,yes) mv09
mv20 f7 claim buy(psa,sa, ticket, price, comm) mv13
pay(psa,sa, 4, 0)
mv22 f2 claim accept(psa,sa, ticket, 4, 0) mv20
mv26 f6 concede request(sa,psa, ticket) mv22
mv27 f7 concede pay(psa,sa, 4, 0) mv20
TAB. 4 – Les coups du dialogue
Au terme du jeu, Pro contient les hypothèses
d’un argument déduisant motive si un tel ar-
gument existe.
Le tableau 4 représente le dialogue de notre
exemple dans le contexte de Pise. Les aveux
d’ignorance sont omis. On note que la facette
organisations f7 est autorisé à opposer le coup
mv13 au coup mv9 énoncé par la facette environ-
nements f3 sur laquelle f7 a la priorité.
8 Travaux apparentés
Plusieurs concepts utilisés ici ont été intro-
duits dans [21].Nous proposons ici une défini-
tion formelle de ces concepts, absente du mo-
dèle original. De plus, notre proposition est
une réinterprétation du modèle original. En
lieu et place d’une interprétation ad-hoc de
la théorie psychologique de Maslow [11] en
terme d’agent logiciel, nous avons préféré l’ap-
proche Voyelles couramment utilisée en ingé-
nierie orientée multi-agents.
Ce travail est en lien avec le modèle d’agent
KGP [10] et en particulier sa modélisation de
la personnalité de l’agent à l’aide de préfé-
rences [9]. La différence majeure réside dans la
décomposition de la KBase qui, dans le cas de
l’architecture V3A, distingue explicitement les
différents aspects, éventuellement conflictuels,
que l’agent doit considérer, voire arbitrer. Ces
aspects sont matérialisés par des facettes, i.e.
différents processus de contrôle. Notre archi-
tecture n’est pas monolithique, mais formée de
composants plug-and-play.
9 Conclusion
Dans cet article, nous proposons un cadre per-
mettant à un agent d’argumenter en interne sur
ses propres motivations. Ce cadre repose sur
une sémantique d’admissibilité et sur une ap-
proche d’argumentation à base d’hypothèses.
Un langage de représentation des connaissances
est utilisé pour décrire les connaissances, buts
et décisions d’un agent. Les différents aspects
qui peuvent s’inscrire dans l’agenda global
de l’agent sont matérialisés par des facettes.
Celles-ci interagissent à travers un jeu de dia-
logue que nous avons formalisé. L’objectif du
processus dialectique interne est de gérer les dif-
férentes motivations de l’agent et leur éventuels
conflits pour aboutir à un consensus.
L’architecture V3A autorise le téléchargement
et le remplacement en ligne des composants in-
ternes d’un agent. La contribution majeure de
ce travail est un mécanisme générique de réso-
lution des conflits qui peuvent apparaître lors
de l’auto-adaptation. Contrairement aux travaux
existants qui négligent soit l’automatisation de
l’adaptation soit la cohérence de l’assemblage
obtenu, l’architecture V3A propose un compro-
mis où l’adaptation est automatisable et où la
personnalité de l’agent gère les conflits éven-
tuels pour maintenir la cohérence de l’assem-
blage.
En perspective, nous envisageons d’étudier dif-
férents jeux de dialogue vis-à-vis des séman-
tiques et de leurs propriétes. Nous envisageons
également d’étendre le prototype actuel utilisant
CaSAPI [7] pour permettre une dialectique in-
terne multi-processus. À terme, nous souhaitons
que les facettes mettent en œuvre différentes
procédures de preuve correspondant à différents
modes de raisonnement : raisonnement épisté-
mique, raisonnement pragmatique et raisonne-
ment normatif.
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