In recent days, due to the advancements in technology, a massive amount of data is generating in every area of study, including the medical field. This massive amount of data contains a large number of attributes and instances in it. It is not an easy task for classification and prediction from this high dimensional data. Because, all the attributes in the dataset can't give an impressive result in classification and prediction. Now, it is unavoidable to reduce the high dimensional data for better classification result, which is possible by feature selection and reduction techniques .In this research paper, a novel M-Cluster feature selection (Mcfs) based on Symmetrical Uncertainty (SU) Attribute Evaluator is proposed for improving the classification accuracy of medical datasets. The proposed approach divides the total feature space into 'M' clusters, each cluster has a finite set of attributes in it without any duplication. Feature subset formed by proposed technique is tested using Dermatology and Breast Cancer medical datasets, and compared with an existing filter-based feature selection techniques(Information Gain (IG), Chi-Squared (Chi), Gain Ratio Attribute Evaluator (GR), ReliefF (Rel) ).Experimental results displayed an improved performance with some of the clusters formed by proposed method than existing methods. For experimenting proposed technique, KNN-Lazy learner, Naive Bayes (NB) Classifier, J48-Rule based learner, JRip -Tree based learners are used.
Introduction
Data mining (DM) is an assured technique for finding the interesting results from the available space of data. Classification is one of the DM techniques to predict unknown interesting patterns from the available data by generating a classification model. Before generating classification model, data has to be pre-processed, which is the second stage of DM. Data pre-processing is an obligatory stage in DM for producing quality result [1] . Dimensionality reduction is one of the techniques in pre-processing apart from missing values, class imbalance, noisy data, and missing labels.
Since a decade, data mining is becoming very popular in every field of study (business, education, finance, marketing, healthcare, etc.) [2] . Data mining is a useful approach in the medical field for several reasons. In mining, classification is one of the important and very useful techniques for predicting a record or instances, which class it belongs to. Many authors have proposed various intelligent classification methods to reduce the manual intervention for classifying the data points. In the medical study, classification techniques can be applied for finding the more insights of the patient disease. Data mining approaches used to predict the cancer type by the various researchers [3] . Few medical researchers applied mining methods to predict the class of Fetal Heart Rate (FHR) of the cardiotocographic dataset using ensemble approaches [4] . Some of the medical practitioners applied the mining techniques to know the chances of heart stroke [5] .
For classification, initially, classifiers have to be trained over the initial data set collected for creating a learning model. Then, learning model has to be tested to record its performance. For creating a learning model, all the attributes of dataset is not essential. Because dataset may have weak attributes and they may not be useful to strengthen the learning model. Instead, they may create confusion and dilute the model also [6] . Few attributes in the initial dataset may be duplicated and few may be irrelevant (noisy attributes). It is always suggested to select the best features and remove the duplicated and noisy features.
This can be achieved using FS techniques. There are three types of FS methods; those are Filter, Wrapper, and Hybrid. Using feature selection, irrelevant or redundant features can be discarded, the memory required to analysis is decreased, the speed of the model generation can be increased, and the accuracy of classification model can be increased [7] .
Filter method uses the concept of information theory and assigns the rank to each feature in the data space based on the information worth of the feature. In the case of wrapper technique, a learning algorithm is used as a subroutine for evaluating the attributes importance in prediction over validation dataset. Embedded technique combines the both filter and wrapper. These three approaches have its own merits and demerits in terms of computation speed and the probability of over fitting. In terms of speed of computation, filter methods are comparatively inexpensive.
In this research paper, filter methods are considered for comparing the feature subsets formed by proposed technique. Below Table . 1 shows the list of filter based feature selection methods considered with their functional view. In pre-processing, class imbalance also one of the serious issue, which may deviate or biased towards majority class if the classifier is trained over the imbalanced dataset. It can be addressed using the oversampling technique called SMOTE [8] . Few researchers used the concept of SMOTE in the medical field to boost the classification performance by ensemble methods [9, 10] . In the current research also we have considered the concept of SMOTE over the dermatology and Breast Cancer datasets.
FS applied by many researchers in different studies of the medical field. To overcome the high dimensionality problem in breast cancer data set, FS is applied and reduced the feature set. Ensemble techniques are applied over reduced dataset; thereby performance was boosted [11] . To determine diabetes, authors considered various classifiers and compared the performance [12] . Bi-level dimensionality reduction method is used for prediction of diabetes (normal or Pima diabetes) [13] . For this, authors considered PCAPrincipal Component Analysis, IG, Cfs subset evaluation. Results show that PCA has given better performance. FCBFFast Correlation-Based Filter method is applied in the study for the prediction of Type-II diabetes [14] . To get the greater classification accuracy and minimum response time cfs and FCBF methods are applied over dermatology dataset [15] . Using those methods, a minimum subset of features are collected and classification model is generated with those features. FS approaches are applied for analysis of microarray gene expression datasets, as it contains few thousands of features it is not an easy job to analyze that much huge dataset with those many features. In such cases, FS is a necessary approach for better result and shorter the response time [16, 17] .
For the proposed framework Symmetrical Uncertainty (SU) is the key criteria. Entropy is the key foundation of SU, IG, and GR ranking methods, which is the concept of information theory measure [18] . All the ranking techniques given in Table 1 gives the rank to each attribute of the data set.An attribute which contains more weight will have top rank and less weighted attribute has the least rank. Depending on the need and type of application top 'N' attributes will be considered for analysis, and remaining attributes will be discarded.
In literature filter based ranking techniques used by many researchers for different purposes. Authors of [19] applied IG, CHI, GR, SU, oneR, Rel for generating ranks of each attribute of Austria and German credit data. Based on the property and information measure, each technique produced different ranks to each attribute. Few attributes have common rank by few methods. FCFilter is proposed by authors of [20] for text mining. FCFilter discards the number of clusters to input by combining the words in an availability of the sufficiently large number of clusters. To optimize the groups, Genetic algorithm (GA) is applied, which will produce the best feature set. Dimensionality reduction is used for analyzing the medical datasets also. GA based FS is proposed by authors of [21] to increase the performance of classification of a medical dataset. Their proposed method removes unwanted features, thereby dimensions of the dataset are reduced. In the article [22] , researchers proposed hybrid feature selection (HFS) technique. This technique is based on MKL-multiple kernel learning.HFS is used to measure the accuracy on expression datasets.
The key criteria what we considered to form the 'M' clusters of features is SU, which can be defined as 
Dataset Description
To test the proposed framework, Dermatology and Breast Cancer medical datasets are collected from UCI machine learning repository. The initial dermatology dataset has 366 records, 34 features, and Class label. The initial breast cancer dataset has 569 records, 30 features, and class label. Both the datasets description is given in Table 2 . Dermatology class has six diseases codes in it. Those are 1 ( Psoriasis), 2 ( Seboreic dermatitis), 3 (Lichen planus), 4 (Pityriasis rosea), 5 (Cronic dermatitis), 6 (Pityriasis rubra pilaris). Class distribution of the initial dermatology dataset is given in Table 3 . Breast cancer class has two diagnosis values (M = malignant, B = benign). Class distribution of the initial breast cancer dataset is given in Table 4 . With the Table 3 and Table 4 statistics, it is clear that, both the datasets having class imbalance problem. Class 1 has more records than all other classes in case of dermatology dataset. Whereas, class B has more records than class M in the case of breast cancer dataset. Minority class records need to be increased to meet the majority class instances for the better result. To balance this dataset, SMOTE has applied on initial datasets. SMOTE, runs based on the KNN algorithm and create the synthetic records; it requires the percentage of the synthetic instance to be added and K value. For this, experiment K (nearest neighbours to be considered) =5. Table 5 gives the balanced class distribution of datasets after applying SMOTE. Total  Instances  formulated  1  0  112  M  60  339  2  100  122  B  0  357  3  55  111  4  120  107  5  120  114  6 500 120
Now, the modified datasets are almost balanced. After balancing the datasets by applying the SMOTE, dermatology dataset has total 686 instances and breast cancer dataset has 696 records in it.
Proposed Methodology
The intention of suggested framework is to minimize the data region. If whole data set consists of 'R' features, from 'R' features if there is a requirement to select most popular 'S' features without any duplication, in such scenario total C(R, S) number of groups (subsets) can be generated. Analyzing those many groups in case of the high dimensional dataset is not an easy task. But alternatively, filter based ranking techniques can be utilized to give the rank to each feature and then most popular 'S' features can be considered for analysis. Other than the features selected by existing techniques, we proposed a novel framework for generating a subset of features. Proposed method is as per the flowchart given below.
As the base for our framework is SU, Table 6 . Describes the SU value of each feature including the obtained rank of each feature by IG, Chi, Rel, GR of the initial dermatology dataset (Imbalanced data set). Assume # groups to be formed (S) is 4, then each subset has 33/4 =8 features in it, According to the proposed methodology features in each subset will be formed as below Table 7 . From the above Table 7 , IS41 group has an additional attribute i.e feature id 18, which has to be discarded. After this process store, all 1st order attributes in group IS41, 2nd order features in group IS42, 3rd order features in subset IS43, 4th order features in subset IS44. Below Table. 8 show the features in each subset after grouping them. 
Experiment
For testing and analysing the strength of proposed framework, we considered S=3,4,5 . For subset of features formed when # subsets are 3 refer Table. 9 , for # subsets are 4 refer Table. 8 and # subsets are 5 refer Table. 10 For examining the strongness of each subset of attributes, an equal number of top attributes formed by the existing techniques (IG, Chi, Rel, GR) are considered. IS31, IS32, IS33 subsets have 11 attributes in it. So, top 11 attributes formed by the existing techniques are chosen to know the performance of those subsets. In a similar way, remaining subsets are measured by analyzing with JRip, J48, Naive Bayes, KNN classifiers.
The same framework is tested with dermatology balanced dataset(BD), breast cancer imbalanced dataset(IBC), and breast cancer balanced dataset(BBC) also. Symmetrical uncertainty (SU) is applied on those datasets to find out the rank of each attribute. The order of features after applying SU is given in Table 11 . All the attributes of BD dataset have SU value greater than Zero, so all are considered to form the subsets. SU value of feature 10, 12, 15 over IBC dataset and feature 10 over BBC dataset is zero. So, these features need to be discarded to form the clusters. 3, 4, 5 subsets of features are formed over all these datasets as per the proposed framework. For 3 subsets of features refer Table. 12, 4 subsets of features refer Table.13 and 5 subsets of features  refer Table. 14. 
Results and Discussion
The performance of each classifier (KNN, JRip, NB, J48) against the each subset of features and their ranks are given in this section with discussion. Rank of each subset by the selected classifier is denoted with / (slash). From the Table 15 , it is cleared that, IS31 subset of features got boosted performance with the JRip. It is observed that IS32 subset of features also registered greater performance with KNN, NB, J48 when compared with existing feature selection methods. With this three subsets approach, only 33 % of features can be trained for model generation and time for training, and memory consumption can also be reduced. BD33 subset of features displayed the highest accuracy than all existing methods over the balanced dataset with all classifiers.
From the Table 16 , it has been observed that almost all subsets of features registered greater accuracy with the almost all classifiers when compared with existing feature selection techniques. Especially IS43 subset placed in 1st position than all. Remaining all subsets occupied in top 4 positions. Over the balanced dataset, KNN, Jrip, J48 recorded the best performance with BD41 subset of features. With this 4 subsets approach, only 25 % of features can be trained for model generation.
From the Table 17 , subset IS53 performed better than all existing techniques with KNN, J48 and Jrip. IS51 recorded better performed when analyzed with NB and J48. Over the balanced dataset, BD54 boosted the performance of all classifiers. Remaining subsets performance can also be interpreted in the same way. With this 5 subsets approach, only 20 % of features can be trained for model generation.
From the Table 18 , it is cleared that, IBCREL (ReliefF) subset of features got boosted performance with the KNN. IBC32 performing better than other existing methods except ReliefF. IBC32 recorded improved performance with Jrip and J48. All the existing methods performed well over the imbalanced dataset. ReliefF performed better than all methods with the KNN and J48, but BBC31 and BBC33 recorded excess accuracy other than ReliefF over the balanced dataset.
From the Table 19 , it has been observed that ReliefF method performed better than all methods. IBC42 subset of features recorded improved performance than IG, GR, and CHI with KNN over the imbalanced dataset. JRip performed well with BBC41 subset of features. KNN, J48, NB recorded better accuracy with the BBC43 over the balanced dataset.
From the Table 20 , it is cleared that, IBC51 subset of feature performed better than existing IG, GR, CHI with all Classifiers over the imbalanced dataset. BD52 recorded the highest performance than all existing methods with KNN, JRip, J48 over the Balanced dataset. To justify and prove the worth of proposed framework, it is also tested with 5 more real time benchmark datasets. Those result analysis can be found here (Open the URL). 
Conclusion
In this study, a novel M-cluster of dimensionality reduction and ranking framework is proposed. The proposed method is analyzed using real time Dermatology and Breast Cancer dataset. It has been observed that initial dataset is having class imbalance problem. To overcome this problem, the oversampling technique called SMOTE is applied and balanced the dataset. With this framework 'S' number of subsets of attributes are formed, each subset has a minimum number of attributes without any duplication. All the subsets of attributes are analyzed using JRip, J48, NB, KNN classifiers, and corresponding results are compared with the existing filter-based feature selection techniques over balanced and imbalanced datasets. Then, ranking for each subset is assigned as per the accuracy. Displayed results show that one of the subsets, in some cases more than one subset giving boosted results than existing methods. With this, we conclude that instead of selecting features using already existing methods, depending on the requirement, the proposed technique can be used to form the subset of features for greater prediction accuracy. The proposed method performance may vary depending on the data set considered. This framework can be implemented with the MapRedece approach in case analysis of large amount of data set using Hadoop framework.
