In the readout circuits of the two-dimensional (2-D) resistive sensor arrays, various auxiliary electrical components were used to reduce their crosstalk errors but resulted in increased circuit complexity. Readout circuits with low-complexity structures were necessary for wearable electronic applications. With only several resistors and a microcontroller, readout circuit based on resistance matrix approach (RMA) achieved low complexity but suffered from small resistance range and large measurement error caused by the output ports' internal resistances of the microcontroller. For suppressing those negative effects, we firstly proposed an improved resistance matrix approach (IRMA) by additionally sampling the voltages on all driving row electrodes in the RMA. Then the effects of the output ports' internal resistances and the analog-to-digital converter's accuracy for the RMA and the IRMA were simulated respectively with NI Multisim 12. Moreover, a prototype readout circuit based on the IRMA was designed and tested in actual experiments. The experimental results demonstrated that the IRMA, though it required more sampling channels and more computations, could be used in those applications needing low complexity, small measurement error and wide resistance range.
Introduction
Readout circuits were very important for the applications of the two-dimensional (2-D) resistive sensor arrays, which were widely used in artificial electronic skin (Pan et al., 2014; Takei et al., 2010) , tactile sensor system (Cheng et al., 2011; Kato et al., 2007; Vidal-Verdu et al., 2011; Yang et al., 2010) , manmachine interaction input device (Wu et al., 2016) , and wearable sensors (Mukhopadhyay, 2015; Shu et al., 2015; ) , and so forth. For accessing M 3 N elements in the 2-D resistive sensor arrays, many readout circuits including the inserting diode circuit (Prutchi and Arcan, 1993) , the inserting transistor circuit (Mukhopadhyay, 2015; Pan et al., 2014; Tanaka et al., 1996) , the passive integrator circuit (PIC) (Oballe-Peinado et al., 2016; Vidal-Verdu et al., 2011) , the voltage feedback circuit (VFC) (Wu et al. 2015 (Wu et al. , 2016 , and the zero potential circuit (ZPC) (Cheng et al., 2011; Kim et al., 2016; Saxena et al., 2009 Saxena et al., , 2011 Yang et al., 2010) , were proposed. In these readout circuits, many auxiliary electrical components such as diodes, transistors, capacitors, independent multiplexers, op-amps, current sources and independent analog-to-digital converters (ADCs) were necessary, but these components resulted in increased circuit complexity. Various auxiliary electrical components used in different readout circuits and their effects are shown in Table 1 . With one diode inserting to each sensing element, crosstalk error in the inserting diode circuit (Prutchi and Arcan, 1993) was reduced but extra error source was caused by the diode's drop voltage, which was susceptible to variations of test current and temperature. The inserting transistor circuit (Tanaka et al., 1996) was built by connecting every sensitive element in series with one transistor. However, its measurement accuracy was affected by the transistor's discrete drain-source voltage. Both the inserting diode circuit and the inserting transistor circuit had highcomplexity structures. Both the ZPC (Yang et al., 2010) and the VFC (Wu et al., 2015) needed independent multiplexers, whose switch-on resistances caused extra measurement errors.
For achieving lower circuit complexity, Fernando et al. proposed the direct interface tactile sensor Field-Programmable Gate Array (FPGA) (Vidal-Verdu et al., 2011) for low-medium size arrays, in which only additional capacitors and additional resistors were necessary except the FPGA. In the PIC, auxiliary capacities were susceptible to temperature change. The resistance matrix approach (RMA) in the 2-D resistive sensor array was proposed as shown in Figure 1a (Shu et al., 2015; Wu, 2017) , in which only additional resistors were necessary. In some interface circuits, including the RMA and the direct interface tactile sensor-FPGA for low-medium size arrays, no auxiliary electrical components such as transistors, diodes, multiplexers, op-amps, current sources and independent analogto-digital converters (ADCs), were used except resistors or capacitors. Thus, all elements in the 2-D resistive sensor array could be accessed by readout circuit with simple structures.
With the RMA as shown in Figure 1a , the wearable device based on embedded systems (Shu et al., 2015) with ADCs and I/O ports embedded in a microcontroller unit (MCU) was proved to have good performances such as low cost and low complexity. But in the real RMA-based circuit, the output port's internal resistance (R on ) in the MCU was tens of ohms, which broke the RMA's ideal condition in the resistive sensor array (Wu, 2017) . The R on 's negative effect was also found in the PIC (Oballe-Peinado et al., 2016) . Thus, readout approaches of the 2-D resistive sensor array were still suffering from the problems caused by the output ports' internal resistances. In this paper, for suppressing the problem caused by the output port's internal resistance, we hope to propose a novel improved resistance matrix approach (IRMA) with good accuracy and simple structure. Unlike the readout circuits mentioned before, which required various auxiliary electrical components, the readout circuit based on the IRMA realized low circuit complexity with a MCU (with ADCs and output ports embedded in it) and several resistors. Compared with the RMA, the R on 's negative effect in the MCU was suppressed in the IRMA, helping to achieve satisfactory accuracy and sufficient sensor resistance range. Following this section, Section 2 introduces the design and the principle analysis of the IRMA. Section 3 presents experiment results and discussion, which is followed by a conclusion in Section 4.
Design and principle analysis of the improved resistance matrix approach
In the RMA as shown in Figure 1a , the voltage on each row electrode was regarded as the precise V CC (connected to V CC ) or the precise zero potential (connected to ground). But in the actual RMA-based readout circuit, with a resistive load on the output port, the port's internal resistance (R on ) in the MCU was tens of ohms and the voltages on row electrodes would be neither precise V CC (connected to V CC ) nor precise zero potential (connected to 0 V). Thus, the ideal condition of the RMA would be broken in the large-scale resistive sensor array with elements of small resistances. For reducing the negative effect of the output port's internal resistance, we proposed the IRMA as shown in Figure 1b .
As shown in Figure 1b , the M 3 N resistive sensor array based on the IRMA consisted of one row of standard resistors (R sy , y = 1 to N) and M rows of resistive elements (R xy , x = 1 to M, y = 1 to N). The shared row wire of all standard resistors in the IRMA was directly connected to V CC , while that in the RMA was connected to one output port of the MCU. The xth row electrode (x = 1 to M) in the RMA and that in the IRMA were respectively connected to one output port of the MCU, which could be connected to V CC or zero potential through the output ports' embedded transistors with their switch-on resistances of R on s. But in the IRMA, the xth row electrode (x = 1 to M) was also connected to one input port of the MCU with analog-to-digital conversion function. Both in the RMA and in the IRMA, the yth column electrode (y = 1 to N) was connected to one input port of the MCU with the analog-to-digital conversion function. Thus, in the M 3 N resistive sensor array, the IRMA needed M + N sampling channels and M output ports while the RMA needed N sampling channels and M + 1 output ports.
In the IRMA, to access sensor resistances (R xy , x = 1 to M) on the yth column (y = 1 to N), M voltage combinations are sequentially allocated to the output ports of the MCU to establish a matrix equation set whose solution refers to the sensors' resistances. In every voltage combination, N voltages (V ckx , k = 1 to N) on all column electrodes (p c1 to p cN ) and M voltages (V rlx , l = 1 to M) on all row electrodes (p r1 to p rM ) are measured when the xth row electrode (x = 1 to M) is connected to zero potential and all other row electrodes except that the xth row are connected to V CC . Thus, for accessing all elements in the M 3 N resistive sensor array, the IRMA needs M 3 (M + N) sampling data while the RMA needs (M + 1) 3 N sampling data.
In one voltage combination of the IRMA, the xth row electrode is connected to zero potential and all other row electrodes except the xth row are connected to V CC , the current (I skx ) of the standard resistor on the kth column can be calculated with equation (1)
For the elements being tested (EBTs) on the kth column (k = 1 to N), equation (2) can be obtained with M voltage combinations on M rows
With equation (2), equation (3) can be obtained
In equation (3), no R on exists and R sk s (k = 1 to N) are known, and N voltages (V ckx , k = 1 to N) on all column electrodes (p c1 to p cN ) and M voltages (V rlx , l = 1 to M) on all row electrodes (p r1 to p rM ) can be measured by using (M + N) sampling channels embedded in the MCU. Therefore, the voltage drops on the internal resistances of the output ports in the MCU are eliminated, and the precise resistances of the EBTs on the kth column in the array based on the IRMA can be calculated with equation (3). With similar process, resistances of all elements in the array on other columns can be obtained with the IRMA-based readout circuit.
As mentioned above, only a MCU (with ADCs and output ports embedded in it) and several resistors were necessary in the IRMA, accomplishing lower circuit complexity compared with most approaches. At the same time, with more analog-to-digital conversion channels to sample the voltages of the row electrodes in the resistive sensor array, the IRMA suppressed the negative effect caused by R on s in the MCU, achieving better measurement accuracy and more sufficient sensor resistance range. Moreover, with only simple reading cycles, the IRMA could access all the elements in the sensor array and the precise resistances of sensors in the array could be calculated by the on-chip resources in the MCU.
Experiments and discussion
The performances of readout circuits in the 2-D resistive sensor array were affected by many parameters including the row number (M), the column number (N), the row adjacent element (R adjr s), the column adjacent elements (R adjc s), the non-adjacent elements (R nadj s), and the ADC's accuracy, and so forth. Many readout approaches (Cheng et al., 2011; Pan et al., 2014; Shu et al., 2015) had been tested in the actual 2-D resistive sensor arrays. Other analysis methods, such as testing with circuit simulation software (Oballe-Peinado et al., 2016; Kim et al., 2016; Saxena et al., 2011) and analyzing with circuit model (Saxena et al., 2009; Wu et al., 2015) , were used to evaluate the readout approaches' performances in the 2-D resistive sensor arrays. In these analysis methods, every resistive sensor in the arrays was replaced with a resistor and relatively reliable results of the readout approaches could be obtained. In our experiments, we evaluated the performance of the IRMA with the circuit simulation software of NI Multisim 12 and tested it with an IRMA-based prototype readout circuit, in which every resistive sensor in the arrays was replaced with a resistor. We investigated the effect of the output port's internal resistance (R on ), the R adjr , the R adjc , the R nadj , and the ADC's valid digit on the proposed IRMA in the 2-D resistive sensor array. R on s in MCU were tested in the internal resistance test experiment. Simulation experiments with NI Multisim 12 and test experiments with the IRMAbased prototype readout circuit were conducted. In both experiments, M and N were fixed at 8. The voltages on the row electrodes and those on the column electrodes were measured by ADC with a limited valid digit, and the EBTs' resistances were calculated with equation (3). In simulation experiments, NI Multisim 12 was used to evaluate the effects of the R on and the ADC's accuracy on the RMA and the proposed IRMA in the 2-D resistive sensor array. All standard resistors were set at 4.7 kO, and all elements on every column and every row were set at 1 kO, 2 kO, 4 kO, 8 kO, 16 kO, 32 kO, 64 kO, and 128 kO, respectively. In the test experiments with the IRMA-based prototype readout circuit, the effects of non-scanned elements such as the R adjr , the R adjc , and the R nadj , were evaluated.
The internal resistance test experiment
The MCU's output ports had the internal resistances (R on s) including the low internal resistance (R onL ) for the low-level output voltage (e.g. 0 V) and the high internal resistance (R onH ) for the high-level output voltage (e.g. 3.0 V). From the datasheet of MSP430F5418A, its R onL and its R onH (with the power voltage at 3.0 V and the temperature at 25°C) were about to 50.0 O and 60.0 O respectively, which were affected by the output current, the supply voltage and temperature. In this experiment, with temperature at 23 6 2°C, different ports on the STC12C5A60S2 (STC 51-core chip with eight sampling channels of 10-bit ADC) with its supply voltage at 5.0 V and different ports on the STM32F103RBT6 (STM32 chip with 16 sampling channels of 12-bit ADC) with its supply voltage at 3.3 V were tested. In the R onL experiment, being connected to the supply voltage through an adjustable resistance box and a fixed resistor at 330 O, the port output a low voltage (0 V), the voltage on the port was recorded, and the voltage drop and the current on the R onL were calculated. In the R onH experiment, being connected to 0 V through an adjustable resistance box and a fixed resistor at 330 O, the port output a high voltage (5.0V for STC12C5A60S2 and 3.3 V for STM32F103RBT6), the voltage on the port was recorded, and the voltage drop and the current on the R onH were calculated. These fixed resistors were used to protect the MCUs' output ports from permanent damage for over current. The results are shown in Figure 2 .
From Figure 2 , we found that the R onL for the low-level output voltage (0 V) and the R onH for the high-level output voltage (3.3 V) on STM32F103RBT6 had similar features, which were about to 21.8 O; the R onL for the low-level output The experiment results showed that the output ports' internal resistances in actual MCUs were tens of ohms, which could cause a voltage deviation on each output port when it drove a resistive load. Thus, the voltages on row electrodes were neither precise V CC (output V CC ) nor precise zero potential (output 0 V) in the actual circuits. At the same time, the voltage deviation on the row electrode, which broke the ideal condition for the RMA, would increase with the decrease of the load resistance. Therefore, the measurement accuracy of the RMA was influenced by the output ports' internal resistances.
Simulation experiment of the internal resistance's effect
The output ports of different MCUs have different internal resistances. In this simulation experiment, a 12-bit ADC was used, all R on s at the same resistance were varied from 1 O to 100 O, and the experiment results are shown in Figure 3 .
From Figure 3 , with all R on s at the same resistance varied from 1 O to 100 O and R xy 's resistance varied from 1 kO to 128 kO, the IRMA's R xy error showed a small variation (\4.9%), while the RMA's R xy error showed obvious changes ( . 95%). With the increase of the R xy 's resistance, the IRMA's R xy errors had small variations, while the RMA's R xy errors had obvious negative coefficients, which was more significant with R on of larger resistance. When R on was small ( 1 O), both the R xy errors of the RMA and those of IRMA were small even if the R xy was large. The results demonstrated that the RMA only showed relatively satisfactory accuracy with very small R on s in the whole R xy 's range. The large R on ( . 3 O) limited the RMA's resistance range and the limited resistance ranges were different for various MCUs. However, in the IRMA, we found that the negative effect of the output port's internal resistance was significantly reduced and better measurement accuracy was achieved.
Thus, a larger resistance range of the EBT could be realized with the IRMA-based readout circuit and more MCUs could be used in the IRMA-based readout circuit.
Simulation experiment of the ADC's valid digit
The valid digits of the ADCs embedded in the MCUs are different. Quantization error of the ADC was proved to affect the performance of the RMA (Shu et al., 2015) . In this experiment, all R on s were set at 30 O, the valid digit of the ADC was set at 9, 10, 11, 12 and 14, respectively, and the experiment results are shown in Figure 4 .
From Figure 4 , with all R on s at 30 O and the ADC's valid digit varied from 9 to 14, the RMA's R xy error showed small variation. With the ADC's valid digit larger than 12, the IRMA's R xy error showed small variation. However, the IRMA's R xy error showed obvious change with the ADC's valid digit less than 12, which was more significant with smaller valid digit of the ADC. With the increase of the R xy 's resistance, the RMA's R xy errors had obvious negative coefficients, while the IRMA's R xy errors had smaller irregular variations. The RMA's absolute R xy error was larger when the R xy had a larger resistance ( . 32 kO). When the ADC's valid digit was larger (!12), the IRMA's absolute R xy error was still small even if the R xy was larger.
Test experiment with a prototype readout circuit A prototype readout circuit based on the IRMA was designed. In this circuit, a STM32F103RBT6 embedded with a 16-channel 12-bit ADC was used as the MCU, and the resistances of all standard resistors were set at 10.0 kO, both M and N were set at 8, and 26 wires were used to connect the circuit to the resistive sensor array module. In these wires, eight wires were used for voltage output, eight wires were used for row voltage sampling, eight wires were used for column voltage sampling, one wire was used for connecting to V CC , and one wire was used for connecting to ground respectively. The wire connected to ground was used as the shield wire. In the resistive sensor array module, every sensing element was replaced with a resistor. In the test experiments, with all other elements (R other s) at 10 kO, and every varied element was replaced by the precision resistance box with its smallest step resistance value at 0.1 O.
In the measurement range experiment, the EBT (R xy ) was varied from 0.1 kO to 100 kO, and the experiment results are shown in Figure 5 . In the effect experiment of one row adjacent element (R adjr ), with R xy fixed at 1 kO, 6 kO, 10 kO, 20 kO, 70 kO, and 99 kO, one R adjr was varied from 0.1 kO to 100 kO, and the experiment results are shown in Figure 6 . In the effect experiment of one column adjacent element (R adjc ), with R xy fixed at 1 kO, 6 kO, 10 kO, 20 kO, 70 kO, and 99 kO, one R adjc was varied from 0.1 kO to 100 kO, and the experiment results are shown in Figure 7 . In the effect experiment of one nonscanned element (R non-adj ), with R xy fixed at 1 kO, 6 kO, 10 kO, 20 kO, 70 kO, or 99 kO, one R non-adj was varied from 0.1 kO to 100 kO, and the experiment results are shown in Figure 8 .
From Figure 5 , we found that the R xy error decreased with the increase of the R xy . With all other elements at 10 kO, the R xy error with R xy at 0.1 kO had maximum value of 2.80% and the R xy error with R xy at 99 kO had minimum value of -3.64%. When the R xy was between about 0.3 kO to 30 kO, the R xy error was smaller and more stable.
From Figure 6 , Figure 7 and Figure 8 , we found that the IRMA's R xy errors with the R xy at different resistances such as 1 kO, 6 kO, 10 kO, 20 kO, 70 kO, and 99 kO, were almost equal to the corresponding R xy errors in Figure 5 . Also, their errors had small irregular variations (\ 1.5 %) with the changes of one R adjr , one R adjc , or one R non-adj . Thus, the R xy error in the prototype circuit was less affected by the R adjr , the R adjc , and the R non-adj . We also found that when the R xy was larger, the R xy error's fluctuations in Figure 6 , Figure 7 and Figure 8 were more obvious. As for the reason, it could be that the circuit with larger resistances and long wires was more susceptible to electromagnetic noise around it.
Discussion
From Table 1, many various auxiliary electrical components were used to reduce crosstalk errors caused by bypass currents on non-scanned elements, but these components resulted in Figure 6 . Effect of one R adjr in the prototype circuit of the IRMA. circuit complexity and extra error sources such as the inserting diodes' drop voltage, the transistors' discrete drain-source voltage, the input offset voltage and input bias current of the independent op-amps, and the switch-on resistances of independent multiplexers. These error sources influenced the readout circuits' measurement accuracy. With only a MCU (with ADCs and output ports embedded in) and several resistors, a simple structure was realized in the readout circuit based on the IRMA and the RMA. Thus, the proposed IRMA had low circuit complexity compared to most readout circuits.
From Figure 2 , owing to the internal resistance of tens of ohms, a voltage deviation was found on the MCU's output port when it drove a resistive load, which would be more significant with smaller load resistance. Therefore, the actual voltages on the row electrodes in the RMA would not be precise VCC or precise ground. From Figure 3 , we found that the RMA's measurement accuracy was influenced by the internal resistance of MCU's output ports. The internal resistance in the RMA even caused a maximum error of 63% for an 8 3 8 array with the EBT at 99 kO, while the negative effect was reduced significantly in the IRMA. With all the voltages on row electrodes and column electrodes sampled, the crosstalk currents in the IRMA were used to establish the equations for resistive elements on each column. The performance of the IRMA was evaluated in the simulation experiments and the test experiments. From Figure 3-Figure 4 , we found that the IRMA had better performance than that of the RMA. The results of the test experiments with the IRMA-based prototype circuit were consistent with the simulation results, suggesting that better measurement accuracy was achieved in the IRMA. Furthermore, in the 2-D resistive sensor array based on the RMA, the load resistance of the output port decreased with the increasing of array size and the decreasing of the EBT's resistance. Therefore, large array size and small resistances of EBTs were still challenges for the RMA to have a small measurement error, while the voltage deviation had less influence on the measurement error of the IRMA. Thus, the IRMA could expand the EBT's resistance range. But too small resistance of the EBT remained a challenge because it could lead to over current on the MCU's output port and might cause permanent damage.
In the test experiments, 26 wires in total were used to connect the resistor array module to a prototype readout circuit. Compared to the RMA, additional eight wires were used to connect the MCU's sampling ports in the readout circuit to the shared row wires of the resistor array module. Wire resistance could be regarded as a part of internal resistance on the output port. Thus, from Figure 3 , the small wire resistance (\ 1 O) had less influence on the EBT's error of the IRMA. For reducing the wire number, these eight wires used for sampling row voltages could directly connect the MCU's sampling channels to the MCU's output ports in the IRMAbased readout circuit. Thus, only 18 long wires would be necessary for connecting the resistor array module to a prototype readout circuit. So, the number of the IRMA's interconnect wires between the resistive sensor array module and the readout circuit was same with that of the RMA but realized a better performance. It should be validated in future work.
From Figure 1 , both the voltages on the row electrodes and the voltages on the column electrodes in the IRMA were measured with the multi-channel ADC while only the voltages on the column electrodes were measured in the RMA. Therefore, more sampling channels were necessary in the IRMA for measuring the voltages on the row electrodes, which would limit the application of the IRMA in the array with large size. From equation (3), the IRMA needed more computations for calculating the precise resistances of the EBTs. Therefore, the MCU with good computing capability would be better for quick calculation in the IRMA-based readout circuit.
The good performance of the prototype readout circuit based on the proposed IRMA was demonstrated in the experimental results. From Figure 4 , the EBT's measurement error in the IRMA was susceptible to be affected by the ADC's valid digit. The methods including the RMA (Shu et al., 2015) , the passive integrator method (Oballe-Peinado et al., 2016), the incidence matrix approach (Lorussi et al., 2004) , and the electrical impedance tomography (EIT) (Kato et al., 2007) , were susceptible to be affected by electromagnetic noise on the sampling electrodes. From the test results in Figure 5 - Figure 8 , the measurement results of the prototype circuit were varied in a small range, which might be caused by the electromagnetic noise on the sampling electrodes and the ADC's valid digit. Thus, 12-bit or higher (16-bit) ADCs and better electromagnetic noise shielding design would be better for small measurement error in the IRMA.
From Figure 5 , it demonstrated that the IRMA had a sufficient sensor resistance range from 0.1 KO to 100 KO, with the maximum error of 2.80% and the minimum value of -3.64%, respectively. Thus, sensors with their resistances between 0.1 KO and 100 KO were in the measurement range of the IRMA-based readout circuit. For example, the textile pressure sensors used in the sensing cushions (Shu et al., 2015) had the resistances from 3 KO to 19 KO (AdvanPro Ltd, HK); the resistance of the NTC-103F950 thermistor (the SinoChip Electronic Co., LTD), which could be used as temperature sensors of the artificial skin, was between 4.3 KO and 58 KO when the temperature was in the range from -10°C to 45°C. Therefore, more resistive sensors with smaller resistances or larger resistances could be used in various applications with the IRMA. However, when the sensor's resistance was too small, the currents between the sensing elements would increase. Also, over current might cause permanent damage on the MCU's output port. When the resistance was too large, the resistive sensor array was susceptible to the electromagnetic interference which could cause extra measurement errors. Thus, the sensor's resistance should be kept in a proper resistance range in the IRMA.
As shown in Table 1 , in the inserting diode circuit and the inserting transistor circuit, one diode or one transistor is necessary for every sensing element. Both of them have high material cost and high complexity of their sensor array structures. The voltage feedback circuit and the zero potential circuit need auxiliary components such as several resistors, opamps, independent multiplexers and independent ADCs, resulting in increased cost and increased circuit complexity. The RMA and the proposed IRMA have the relatively low circuit complexity with only one resistor for every column, and low cost has been achieved. However, the IRMA has better measurement accuracy and wider sensor resistance range than the RMA. As discussed above, the proposed IRMA has the advantages of low circuit complexity, wide sensor resistance range, and satisfactory measurement accuracy, which is suitable for applications like wearable electronic devices. We will use the IRMA in the actual 2-D resistive sensor array in the future.
Conclusion
For readout of the 2-D resistive sensor array, we presented the improved resistance matrix approach (IRMA) for solving the error caused by the internal resistance of the MCU's output port in readout circuit. A comparison of different readout approaches demonstrated that the IRMA had a lowcomplexity circuit structure. Simulation experiments were conducted to evaluate the IRMA's performance. Furthermore, an IRMA-based prototype readout circuit was designed and its actual performance was evaluated in the test experiments. The results demonstrated its good performance. The limitations of the IRMA were also discussed. The proposed IRMA was a suitable choice for wearable applications, like artificial skin, tactile sensing, especially those requiring low-complexity readout circuits and satisfactory accuracy.
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