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Resumen
Esta tesis doctoral esta´ enfocada en el ana´lisis de te´cnicas de gestio´n de recursos
radio sobre redes celulares LTE-Advanced. En particular, se abordan dos grandes
bloques de te´cnicas de gestio´n de recursos: en primer lugar, el ana´lisis se centra en
algoritmos de planificacio´n de recursos radio; en segundo lugar, se han analizado
aquellas te´cnicas orientadas a la gestio´n de interferencias sobre redes celulares.
Comenzando por los algoritmos de planificacio´n de recursos radio, se han ana-
lizado varios algoritmos que tienen en cuenta requisitos de retardo. Adema´s, se ha
analizado la imparcialidad entre usuarios para un algoritmo Proportional Fair (PF)
con criterios de Relacio´n Sen˜al a Ruido (SNR) frente al criterio de tasa de transmi-
sio´n, obteniendo expresiones de forma cerrada para la distribucio´n de la SNR por
usuario y del sistema para este segundo caso. Se ha demostrado que existen notables
diferencias en te´rminos de distribucio´n de probabilidad asociada con la SNR por
usuario y por sistema. Por u´ltimo, se ha abordado la gestio´n de recursos para una
arquitectura de Red de Acceso Radio en la nube (Cloud-RAN). En particular, se
ha analizado el impacto del retardo en el informe H-ARQ sobre el rendimiento del
usuario.
En cuanto a las te´cnicas de gestio´n de interferencias, se ha comenzado por el
ana´lisis del rendimiento del sistema en un despliegue celular basado en Reutiliza-
cio´n Fraccional de Frecuencias (FFR) cuando se utilizan esquemas de asignacio´n de
recursos diferentes. Se ha propuesto un me´todo para determinar la tasa total de
transmisio´n y el ancho de banda o´ptimo de particio´n de cada celda bajo cada estra-
tegia de planificacio´n de recursos. Adema´s, se han analizado las te´cnicas coordinadas
para la gestio´n de interferencias cuando se aplica desde varias puntos de acceso. En
particular, se ha evaluado la te´cnica de Transmisio´n Conjunta (JT) sin precodifi-
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cacio´n y se ha comparado con la te´cnica de Reutilizacio´n Parcial de Frecuencias
(PFR) para la transmisio´n de tra´fico entre ma´quinas, mostrando que la te´cnica PFR
presenta mejor resultado en te´rminos de retardo y tasa media de transmisio´n para
el tipo de tra´fico considerado. Por u´ltimo, se ha analizado la te´cnica de Expansio´n
del Rango de la Celda (CRE), evaluando la influencia del valor del sesgo asocia-
do a la te´cnica CRE sobre las prestaciones medias de una red LTE-A heteroge´nea
considerando varias densidades de estaciones base.
Abstract
This dissertation is focused on the analysis of radio resource management tech-
niques on LTE-Advanced cellular networks. In particular, two types of resource
management techniques are addressed: first, the analysis focuses on radio resource
scheduling algorithms; secondly, those techniques oriented to inter-cell interference
management on cellular networks have been analyzed.
Starting with the radio resource scheduling, several algorithms that take into
account delay requirements have been analyzed. In addition, the fairness among users
for a Proportional Fair (PF) algorithm with signal-to-noise ratio (SNR) criterion was
analyzed against the transmission rate criterion, obtaining closed-form expressions
for the per user and system SNR distributions for the latter case. It has been shown
that there are notable differences in terms of probability distribution associated with
the per user and per system SNR. Finally, the resource management for a Cloud
Radio Access Network (Cloud-RAN) has been addressed. In particular, the impact
of the delay on the H-ARQ report on the user performance has been analyzed.
Regarding the interference management techniques, the analysis of the system
performance in a cellular deployment based on Fractional Frequency Reuse (FFR)
has been done when using different resource allocation schemes. A simple method
has been proposed to determine the total transmission rate and the optimal partition
bandwidth for each resource allocation strategy. In addition, coordinated techniques
for interference management have been analyzed when applied from several access
points simultaneously. In particular, Joint Transmission (JT) without precoding has
been evaluated and compared with the Partial Frequency Reuse (PFR) technique
for the case of Machine-to-Machine traffic type, showing that PFR technique out-
performs JT in terms of delay and average transmission rate. Finally, the Cell Range
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Expansion (CRE) technique has been studied, evaluating the influence of the va-
lue of the bias associated with the CRE technique on the average performance of a
heterogeneous LTE-A network considering different base stations densities.
Cap´ıtulo 1
Introduccio´n
1.1. Antecedentes y Motivacio´n
1.1.1. Los sistemas celulares de Cuarta Generacio´n
Las redes celulares esta´n planificadas en forma de celdas (centradas alrededor de
un punto de acceso) cuyo taman˜o viene ba´sicamente determinado por la potencia
empleada en la comunicacio´n y el entorno que le rodea. Tradicionalmente, los ter-
minales mo´viles se conectan a la red estableciendo un enlace bidireccional que les
conecta con el punto de acceso que les proporciona una mejor Relacio´n Sen˜al a Ruido
ma´s Interferencia (SINR), generalmente asociada al punto de acceso ma´s cercano.
En ocasiones, pueden existir varios puntos de acceso a los que ser´ıa posible conectar-
se, ya que la sen˜al procedente de ambos se recibe con potencia similar (sobre todo
en los bordes de las celdas). Este solape puede producir interferencias en el enlace
establecido, que tradicionalmente se han reducido empleando bandas de frecuencia
diferentes para celdas contiguas (reutilizacio´n relajada de frecuencias).
Las especificaciones de capa f´ısica de los u´ltimos sistemas celulares (como LTE
[1] y [2]) incluyen el uso de te´cnicas multiportadora basadas en multiplexacio´n por
divisio´n en frecuencias ortogonales (OFDM). Es conocido que el canal mo´vil presenta
particularidades relativas a los desvanecimientos en espacio, tiempo y frecuencia, que
es preciso manejar. La modulacio´n multiportadora divide el ancho de banda disponi-
ble en bandas suficientemente estrechas para ser consideradas planas. De esta forma
17
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pueden emplearse te´cnicas de transmisio´n adaptativa que consideran las variaciones
(en tiempo y frecuencia) de la SNR recibida para adaptarse a ellas mediante la mo-
dificacio´n de la modulacio´n, tasa de codificacio´n y/o potencia instanta´nea en cada
banda de frecuencias. OFDM tambie´n ha permitido planificar redes celulares en las
que todos los puntos de acceso empleen una u´nica banda de frecuencias. En estas
redes de frecuencia u´nica (SFN) la transmisio´n ocurre desde un conjunto de puntos
de acceso sincronizados, lo que permite la combinacio´n en el aire de las sen˜ales. El
uso de redes de frecuencia u´nica permite aumentar la capacidad del sistema, aunque
requiere de te´cnicas complejas de cooperacio´n entre puntos de acceso para minimi-
zar las interferencias intercelda. Esta comunicacio´n coordinada resulta especialmente
beneficiosa para los terminales ubicados en el solape entre las a´reas de cobertura de
distintas celdas.
Adema´s, los esta´ndares desarrollados en los u´ltimos an˜os para redes celulares han
ido incorporando el uso obligatorio de mu´ltiples antenas en transmisio´n y recepcio´n
(MIMO) en sus especificaciones. El uso de mu´ltiples antenas sobre redes celulares
puede ser explotado tanto para reducir la tasa de error o para aumentar la velocidad
de la transmisio´n [3].
Con el objetivo de seguir aumentando la velocidad de transmisio´n, recientemente
se han planteado nuevas te´cnicas para explotar al ma´ximo la diversidad espacial.
As´ı, la conexio´n del terminal a la red se hace a trave´s de ma´s de un punto de acceso,
en lo que se conoce como comunicaciones coordinadas. Por ejemplo, es posible hacer
una transmisio´n sincronizada desde dos puntos de acceso que se combinan en el
receptor o establecer dos transmisiones simulta´neas hacia los dos puntos de acceso.
Estas te´cnicas son especialmente u´tiles para terminales situados en los bordes de las
celdas, donde la cobertura es peor [4].
Las te´cnicas de transmisio´n multipunto coordinada (CoMP) son una de las princi-
pales funciones definidas por el 3GPP para la tecnolog´ıa celular LTE-Advanced con el
objetivo de mejorar la cobertura, la eficiencia espectral y la velocidad de transmisio´n
(throughput) en el borde de las celdas [5]. Para ello, los puntos de acceso necesitan
estar sincronizados y coordinados, mediante el env´ıo de sen˜alizacio´n espec´ıfica.
Este tipo de te´cnicas de transmisio´n coordinada es especialmente u´til en redes
heteroge´neas (HetNets), comu´nmente formadas por estaciones base que utilizan po-
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tencias de transmisio´n diferentes y/o mu´ltiples tecnolog´ıas de acceso de radio [6]. Las
redes heteroge´neas constituyen un medio interesante para expandir la capacidad de
la red mo´vil mediante la combinacio´n de nodos de bajo consumo que dan servicios
a celdas pequen˜as (femtoceldas o picoceldas) con otros nodos de acceso que sirven a
celdas grandes (macroceldas). La reutilizacio´n de las bandas de frecuencias en estas
dos capas requiere una estrecha coordinacio´n entre los nodos de acceso para lograr
una adecuada gestio´n de las interferencias.
La transmisio´n multipunto coordinada an˜ade diversidad espacial al disponer de
varios canales de transmisio´n independientes hacia o desde el terminal. Pero es posible
llevar ma´s alla´ esta diversidad espacial cuando cada uno de los puntos de acceso
esta´ equipado con mu´ltiples antenas. Este escenario puede verse como un sistema
MIMO generalizado, compuesto por mu´ltiples antenas distribuidas entre todos los
terminales y nodos de acceso, donde la correlacio´n entre caminos es variable en
funcio´n de la distancia entre las antenas. La gestio´n de las interferencias en este
sistema multiantena generalizado resulta verdaderamente compleja.
1.1.2. Planificacio´n de recursos radio
Uno de los continuos retos en comunicaciones inala´mbricas es mejorar el aprove-
chamiento de los recursos radioele´ctricos compartie´ndolos entre un mayor nu´mero de
usuarios y ofrecie´ndoles un servicio de calidad adecuada. Actualmente, los sistemas
inala´mbricos ya permiten explotar la diversidad en espacio, tiempo y frecuencia para
mejorar la capacidad y la cobertura mediante te´cnicas adaptativas de transmisio´n
y multiplexacio´n. Esto se ha conseguido mediante el uso de mu´ltiples antenas, mo-
dulacio´n adaptativa, te´cnicas multiportadora y el uso de un planificador de recursos
radio adecuado.
Cuando se trabaja con canales mo´viles, la variabilidad del canal es el principal
inconveniente con el que se ha de lidiar. No obstante, es posible aprovechar esta varia-
bilidad para mejorar las prestaciones del sistema de comunicaciones. Esencialmente,
el hecho de que el canal cambie permite esperar que, en diferentes condiciones, el
canal pueda pasar de ser excepcionalmente malo a ser un canal apto para una buena
comunicacio´n. Y esto no so´lo ocurrira´ en la dimensio´n temporal, sino que se puede
extender al dominio de la frecuencia y al dominio espacial.
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El objetivo del planificador de recursos es conseguir el ma´ximo aprovechamiento
posible de los recursos radio tiempo-frecuencia, garantizando a su vez un acceso lo
ma´s equitativo posible a los recursos del sistema, independientemente de la posicio´n
del usuario dentro de la celda [7]. Es decir, se trata de evitar que los usuarios situados
en el exterior de la celda perciban un servicio sensiblemente peor que el resto de
usuarios.
Existen numerosos trabajos relacionados con la planificacio´n de recursos (sche-
duling) para sistemas celulares basados en OFDM [8]. Otros trabajos se centran
en la evaluacio´n de algoritmos de planificacio´n con mu´ltiples antenas y OFDM, lo
cual an˜ade un grado ma´s de libertad en la asignacio´n de recursos [9]. Tambie´n es
responsabilidad del planificador garantizar ciertos requisitos de Calidad de Servicio
(QoS) en te´rminos de prioridad, velocidad de transmisio´n, retardo o probabilidad
de pe´rdidas de paquetes. De esta manera se establece al mismo tiempo un reparto
equitativo de los recursos del sistema [7][10].
El problema se complica para escenarios que utilicen transmisio´n multipunto
coordinada. En este caso, la tarea de planificacio´n de recursos (distribuida o cen-
tralizada) au´n requiere un estudio pormenorizado dada la cantidad de variables en
juego. Adema´s, el ana´lisis pormenorizado de la imparcialidad de los usuarios en al-
gunos escenarios au´n esta´ pendiente en la literatura.
1.1.3. Gestio´n de interferencias
Las redes celulares de u´ltima generacio´n han introducido otros me´todos adicio-
nales para combatir las interferencias en los bordes de las celdas, como es el uso
de distintos patrones de frecuencia a lo largo de la celda o del ancho de banda de
transmisio´n. Por ejemplo, la te´cnica de reutilizacio´n fraccional de frecuencias (FFR)
se basa en la utilizacio´n de una reutilizacio´n 1 con baja potencia de transmisio´n a
los usuarios ma´s cercanos al nodo de acceso, mientras que se utiliza una reutilizacio´n
mayor de 1 con mayor potencia a los usuarios que se encuentran en los bordes de las
celdas [11].
Para las redes heteroge´neas se esta´ prestando especial intere´s a un conjunto de
te´cnicas definidas en el 3GPP para LTE-Advanced para la coordinacio´n de interfe-
rencias inter-celda mejorada (eICIC), que utiliza la potencia de transmisio´n en el
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dominio frecuencial y espacial para mitigar las interferencias [12] [13]. En esta l´ınea
se introduce el concepto de ”subtramas casi vac´ıas”(Almost blank subframe, ABS)
[14], las cuales se env´ıan con muy baja potencia al no transportar canales de datos.
Esta funcionalidad permite reducir la cantidad de interferencias de las macroceldas
sobre las picoceldas durante la subtramas ABS. Junto a la transmisio´n de subtramas
ABS se emplea el concepto de Extensio´n de Rango de la Celda (CRE), que consiste
en aumentar la potencia de transmisio´n de la picocelda de forma coordinada con la
transmisio´n de subtramas ABS por parte de la macrocelda para aumentar el a´rea de
cobertura de la picocelda. En este campo existe au´n numerosos aspectos por resolver,
entre los que se encuentra la gran variacio´n en el nivel de interferencia que un recep-
tor recibe debido a dichas subtramas ABS o la sincronizacio´n entre macroceldas. Por
tanto, la gestio´n de interferencias es un aspecto clave para mejorar el rendimiento de
los sistemas inala´mbricos coordinados y heteroge´neos, y esta´ siendo introducida en
la mayor parte de los nuevos esta´ndares de comunicaciones inala´mbricas.
1.2. Objetivos de la Tesis
Esta tesis doctoral se centra en el estudio de te´cnicas relacionadas con la gestio´n
eficiente de los recursos radio sobre sistemas inala´mbricos adaptativos, coordinados y
heteroge´neos. Se analizara´n distintas te´cnicas con el objetivo de mejorar la eficiencia
espectral en los solapes entre las celdas y proporcionar una Calidad de Servicio
(QoS) ma´s justa entre usuarios. En todos los casos se definira´n modelos refinados
que incluyan imperfecciones y no idealidades de las te´cnicas estudiadas, con el fin de
obtener unos resultados lo ma´s realistas posible.
Este objetivo general puede concretarse en los siguientes objetivos espec´ıficos:
1. Planificacio´n de recursos radio: se estudiara´n mecanismos capaces de explotar la
diversidad espacial y frecuencial disponible en redes inala´mbricas multiusuario
que emplean modulacio´n y codificacio´n adaptativa. En particular, se evaluara´n
distintas pol´ıticas adaptativas de asignacio´n de recursos en escenarios en los
que el tra´fico tiene requisitos de retardo. Adema´s, se analizara´ en detalle el
rendimiento de algunos planificadores en cuanto a resultados de imparcialidad
(fairness) entre usuarios. Por u´ltimo, tambie´n se abordara´ la gestio´n de re-
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cursos en escenarios en los que el planificador de plaquetes se encuentra en
la nube, es decir, considerando una arquitectura de Red de Acceso Radio en
la nube (Cloud-RAN). Se tendra´n en consideracio´n aspectos pra´cticos como
restricciones de QoS o limitacio´n en el canal de retorno.
2. Gestio´n de interferencias en redes heteroge´neas: se analizara´n las prestaciones
de distintos esquemas de coordinacio´n para redes heteroge´neas (HetNets). Este
ana´lisis se enfocara´ en la coordinacio´n entre los nodos de acceso para gestionar
las interferencias producidas por la reutilizacio´n de frecuencias. Se analizara´n
las prestaciones de sistemas de comunicaciones mo´viles heteroge´neos y coor-
dinados al aplicar te´cnicas de gestio´n de interferencias entre macroceldas y
pico/femptoceldas en el dominio del tiempo. Especial intere´s se prestara´ a la
evaluacio´n de te´cnicas denomidadas Coordinacio´n de Interferencia Intercelda
(eICIC) y, entre ellas, se analizara´n las te´cnicas de reutilizacio´n fraccional de
frecuencias (FFR), poniendo especial e´nfasis en la imparcialidad entre usuarios,
as´ı como en las te´cnicas de Expansio´n del Rango de la Celda (CRE). Tambie´n
se evaluara´n esquemas de comunicacio´n coordinada, en la que los terminales
establecen enlaces con ma´s de un punto de acceso. Se medira´ la ganancia en
capacidad/cobertura que estas te´cnicas permiten gracias a la gestio´n de las
interferencias en los terminales mo´viles que se encuentran en las fronteras de
las celdas. Se analizara´n distintos esquemas de transmisio´n coordinada entre
puntos de acceso para reducir las interferencias de los terminales que se en-
cuentran en las fronteras de las celdas, y se buscara´n me´todos para reducir
la informacio´n de sen˜alizacio´n que las estaciones base deben compartir para
poder cooperar. Adema´s, se evaluara´ la eficiencia (en te´rminos de cobertura,
eficiencia espectral y velocidad de transmisio´n) de las te´cnicas propuestas en
condiciones no ideales a partir de los mecanismos que ofrece el esta´ndar y se
determinara´n sus limitaciones pra´cticas.
Todas estas te´cnicas sera´n evaluadas en un simulador a nivel de sistema para la
tecnolog´ıa LTE-Advanced, cuyo desarrollo tambie´n forma parte de esta tesis doctoral,
con contribuciones contrastables.
Cap´ıtulo 1. Introduccio´n 23
1.3. Estructura de la Memoria
La presente memoria de tesis se ha presentado en la modalidad de “Tesis por
compendio de publicaciones”, cuya estructura de la memoria esta´ definida por la
Normativa de la Universidad de Ma´laga.
En el cap´ıtulo 1 se ha presentado la unidad tema´tica de los trabajos presentados
para conformar la tesis, incluyendo el estudio del estado de la cuestio´n y preliminares,
as´ı como los objetivos planteados.
El cap´ıtulo 2 contiene un resumen global de los resultados obtenidos y discusio´n de
los mismos, incluyendo una descripcio´n y resultados de las te´cnicas y funcionalidades
evaluadas.
El cap´ıtulo 3 describe las principales conclusiones de este trabajo as´ı como posi-
bles l´ıneas futuras de trabajo.
En el Ape´ndice A se incluye una copia de los trabajos que forman parte integrante
de la tesis.
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Cap´ıtulo 2
Resumen global de los resultados
2.1. Planificacio´n de recursos radio
En esta tesis se han estudiado distintas te´cnicas de planificacio´n dina´mica de
recursos (scheduling) orientadas a la calidad de servicio (QoS).
En primer lugar, se abordan escenarios en los que el retardo supone un requi-
sito importante, como ocurre en las comunicaciones entre ma´quinas o en entornos
celulares en los que la interactividad del servicio es alta. Se evaluara´ la ganancia de
prestaciones (en te´rminos de tasa de error, eficiencia espectral, velocidad de trans-
misio´n por usuario o retardo).
En segundo lugar, se analizara´ la justicia o imparcialidad (fairness) de algunos
algoritmos de planificacio´n de recursos entre los distintos usuarios del sistema. Se
obtendra´n me´tricas de rendimiento para evaluar el grado de parcialidad entre usua-
rios que experimentan diferentes calidades del canal o el grado de cumplimiento de
la QoS.
En tercer y u´ltimo lugar, se abordara´ un escenario de Red de Acceso Radio en la
nube (Cloud-RAN), en el que el planificador de paquetes esta´ ubicado en un elemento
remoto. Se evaluara´ la pe´rdida de prestaciones debido al retardo en el interfaz entre
dicho elemento y la estacio´n base.
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2.1.1. Planificadores de recursos radio con restricciones de
retardo
Algunas estimaciones preve´n que el mundo podr´ıa tener un billo´n de dispositivos
de comunicaciones en la pro´xima de´cada. Se espera que la mayor´ıa de ellos sean
inala´mbricos y que un alto porcentaje no sea operado directamente por los huma-
nos. Las comunicaciones entre ma´quinas tienen ciertas caracter´ısticas que las hacen
dif´ıciles de acomodar en redes mo´viles. En particular, ciertos flujos de datos son muy
sensibles al retardo.
Existen aplicaciones entre ma´quinas (Machine-to-Machine, M2M), como la de-
teccio´n y evitacio´n de colisiones en veh´ıculos, alarmas basadas en sensores y control
remoto, etc. que requieren valores de latencia extremadamente bajos. Por ejemplo,
este es el caso de aplicaciones de tipo videovigilancia, veh´ıculos no tripulados o dispo-
sitivos que transportan ca´maras de v´ıdeo (generalmente robots) que son controlados
de forma remota. En te´rminos de latencia, el flujo de v´ıdeo es ma´s cr´ıtico que la
sen˜al de control.
Se esta´n realizando esfuerzos para reducir dicho retardo en la Red de Acceso
Radio (RAN) para las redes 5G. Sin embargo, hay poco trabajo identificado en la
provisio´n de mejoras para aplicaciones M2M con restricciones de latencia. El uso de
planificadores de recursos optimizados para la latencia es, por lo tanto, crucial para
que estas aplicaciones con latencia restringida tengan asignados los recursos f´ısicos
necesarios para garantizar un funcionamiento correcto.
En un sistema multiusuario, una capa de Control de Acceso al Medio (MAC) op-
timizada deber´ıa asignar recursos radio a los usuarios de acuerdo con varios para´me-
tros, incluidas las caracter´ısticas de la fuente de tra´fico, las necesidades de QoS [15]
y la diversidad de frecuencia, tiempo y espacio del canal radio.
Cuando las fuentes de tra´fico son de velocidad variable y sus requisitos de tasa
de transmisio´n fluctu´an de forma as´ıncrona para diferentes usuarios, la explotacio´n
de la diversidad multiusuario (ganancia estad´ıstica) permite que ma´s usuarios se
acomoden en el sistema. Un disen˜o de la capa MAC adaptable a las caracter´ısticas
cambiantes del tra´fico y del canal, as´ı como a los requisitos espec´ıficos de QoS, mejora
el rendimiento del sistema al explotar los recursos radio de manera ma´s eficiente [7].
Numerosos algoritmos de planificacio´n radio sobre LTE se han propuesto en la
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literatura [16]. Entre ellos se encuentran enfoques heur´ısticos que tienen en cuenta
el comportamiento de la fuente [17][18]. Las te´cnicas elegidas deben ser lo suficiente-
mente flexibles como para acomodar las fuentes de tra´fico tradicionales y la existencia
de otras fuentes con diferentes requisitos de QoS.
En este trabajo, nos centramos en la evaluacio´n de algoritmos de asignacio´n de
recursos para comunicaciones M2M sobre LTE. Los algoritmos analizados se han
elegido teniendo en cuenta diferentes aspectos como: condiciones instanta´neas del
canal, requisitos de latencia o retransmisiones pendientes.
Descripcio´n de los planificadores evaluados
Se han analizado 3 algoritmos de planificacio´n radio que tienen en cuenta requi-
sitos de retardo: Opportunistic hard priority [12][13], Channel Dependent Earliest
Deadline Due (CD-EDD) [14] y CD-EDD with postponed EDD term [15].
a) Opportunistic Hard Priority
Este algoritmo aplica una prioridad a las transmisiones de flujos sensibles al
retardo si se excede un cierto retardo ma´ximo. El algoritmo establece la misma
prioridad para todos los paquetes siempre que el retardo del paquete este´ por
debajo del umbral y establece una prioridad alta para los paquetes que excedan
el umbral. Se asigna un umbral de retardo ma´ximo Dt y un umbral de retardo
Db para cada flujo sensible al retardo. LTE define un retardo ma´ximo para el
interfaz radio de 80 ms para tra´fico de VoIP [19]. El umbral de retardo del flujo
debe elegirse para que sea ma´s bajo que este retardo ma´ximo, con un margen
suficiente para que el planificador radio pueda servir paquetes que excedan este
umbral antes de violar el retardo ma´ximo. Los paquetes que excedan dicho retardo
ma´ximo se descartan. Inicialmente, los usuarios se ordenan c´ıclicamente segu´n el
tiempo de llegada a las colas de transmisio´n.
El funcionamiento del algoritmo es el siguiente:
1. Configurar los para´metros de retardo: por flujo, Db, y ma´ximo, Dt.
2. Configurar las prioridades para cada flujo de datos:
IF (Db −Retardopaquete) < 0 THEN se descarta el paquete
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ELSE IF (Db −Retardopaquete) < Dt THEN prioridad = 1
ELSE prioridad = 0
3. Ordenar la lista de flujos en base a su prioridad.
Asignar un conjunto de Bloques de Recursos F´ısicos (PRBs) al flujo con la
prioridad ma´s alta. En caso de empate, se aplica un criterio Round Robin
(RR).
Quitar el flujo servido de la lista.
Volver a ejecutar el punto 3 si hay ma´s flujos esperando en la lista.
b) Channel Dependent Earliest Deadline Due (CD EDD)
La prioridad asignada por este esquema depende de dos componentes: el com-
ponente sensible al retardo (EDD) y el componente sensible al canal, que sigue
un criterio de Proportional Fair (PF). El te´rmino PF sigue la expresio´n Tk[n]
Rk[n]
,
donde Tk[n] es la tasa de transmisio´n del usuario k en el TTI n, Rk[n] es la tasa
media de transmisio´n del usuario k en el TTI n. El te´rmino EDD funciona de tal
manera que los usuarios reciben prioridad a medida que el retardo del paquete a
ser servido se acerca al retardo ma´ximo. El te´rmino PF favorece a los terminales
con buenas condiciones instanta´neas del canal. La prioridad asignada al usuario
k se calcula, por lo tanto, de acuerdo con la siguiente fo´rmula:
Tk[n]
Rk[n]
· Wk[n]
Dbk −Wk[n]
(2.1)
donde Wk[n] es el tiempo de espera en cola del paquete del usuario k (en TTIs),
Dbk es el retardo ma´ximo admisible para el usuario k (en TTIs). A medida que el
retardo del paquete aumenta, el te´rmino EDD ( Wk[n]
Dbk−Wk[n]
) domina ra´pidamente la
prioridad.
c) CD-EDD with postponed EDD term
Este esquema es una modificacio´n del algoritmo anterior. El te´rmino PF ahora
dominara´ la decisio´n siempre que el retardo del paquete este´ lejos de superar el
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retardo ma´ximo. Dicho enfoque se basa en la siguiente funcio´n de utilidad:
Tk[n]
Rk[n]
·
(
max(0,Wk[n]−Dtk)
Dbk −Wk[n]
+ 1
)
(2.2)
donde Dtk es el umbral de retardo associado al usuario k. El te´rmino asociado
al retardo proporcionara´ prioridad a los usuarios cuyos retardos de paquete sean
mayores que este umbral (Dtk). Si un paquete que espera en la cola ha excedido
el retardo ma´ximo, se descarta.
Resultados de simulacio´n
Se ha elegido un algoritmo PF como algoritmo de referencia para evaluar la
reduccio´n de latencia lograda con otros algoritmos. Un resumen de los para´metros de
simulacio´n se muestra en la Tabla 2.1. La fuente de tra´fico M2M utilizada corresponde
a la generada por una ca´mara de videovigilancia IP [11] que transmite un flujo de
video de control remoto sensible al retardo. Este tipo de tra´fico se puede asignar al
Identificador de Clase de Calidad (QCI) 7 en LTE [19]. Para este QCI, el ma´ximo
retardo de paquete permitido es de 100 ms. Los para´metros de retardo asociados a
cada algoritmo se muestran en la Tabla 2.2.
En la Fig. 2.1 se muestran los resultados de simulacio´n para los algoritmos pro-
puestos: retardo medio, percentil 95 del retardo, tasa de pe´rdida de paquetes y tasa
de transmisio´n por usuario.
Cuando el retardo del paquete excede el retardo ma´ximo, los tres algoritmos es-
tudiados descartan dicho paquete en lugar de incrementar el retardo de los paquetes
restantes a ser atendidos, lo que podr´ıa ser ma´s perjudicial para la QoS. El descarte
de paquetes es ma´s probable que ocurra cuando la SNR media es baja (0-5 dB). En
estas condiciones, la tasa de transmisio´n por usuario es muy baja debido a la alta
probabilidad de interrupcio´n (outage) y la necesidad de utilizar esquemas de codifi-
cacio´n robustos que aseguren la BLER objetivo. Cuando aumenta la SNR media, la
tasa de pe´rdida de paquetes disminuye hasta hacerse nula en torno a los 15 dB.
Para los tres algoritmos propuestos, la tasa de transmisio´n es un poco menor que
para el algoritmo de referencia (baseline), ya que estos algoritmos favorecen a los
usuarios que experimentan altos retardos. En general, estos usuarios tienen peores
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Tabla 2.1: Para´metros de simulacio´n por defecto
Tabla 2.2: Para´metros de los algoritmos de planificacio´n radio
condiciones de canal, por lo que su rendimiento es, en consecuencia, menor.
Para el algoritmo Opportunistic Hard Priority, el rendimiento cuando aumenta
la SNR media es similar a un algoritmo RR, es decir, hay un nu´mero menor de
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Figura 2.1: Retardo medio, percentil 95 del retardo, tasa de pe´rdida de paquetes y
tasa de transmisio´n por usuario para los algoritmos evaluados
paquetes cuyo tiempo de espera excede el umbral de retardo; por lo tanto, el algoritmo
establecera´ la misma prioridad para casi todos los flujos de datos, que se asignara´n
en un orden c´ıclico. Esta es la razo´n por la que el algoritmo de referencia (PF) logra
un mejor rendimiento para valores altos de SNR.
Para el algoritmo Channel Dependent Earliest Deadline Due (CD EDD), el retar-
do medio para niveles altos de SNR obtiene valores ligeramente ma´s altos que para
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el algoritmo de referencia. Esto se debe a que los retardos bajos en tal escenario y el
te´rmino EDD otorga una prioridad bastante baja, lo que degrada el rendimiento en
comparacio´n con el caso en el que el te´rmino PF domina la decisio´n. Sin embargo,
el algoritmo CD-EDD mejora al Opportunistic Hard Priority.
Por u´ltimo, el algoritmo CD-EDD with postponed EDD term mejora los resultados
de retardo para todo el rango de valores de SNR. A medida que aumenta el valor
de la SNR, los retardos disminuyen, por lo que la probabilidad de exceder el valor
Dt tambie´n disminuye. En esta situacio´n, el algoritmo CD-EDD funciona como un
algoritmo PF. Cuando el retardo esta´ por encima de Dt, el te´rmino EDD otorga
mayor prioridad a ese usuario, lo que disminuye los resultados de retardo medio de
paquete. Por lo tanto, los valores de SNR no conducen a prioridades ma´s bajas, como
ocurre con el CD-EDD.
2.1.2. Ana´lisis de la imparcialidad entre usuarios
La capacidad instanta´nea sobre canales inala´mbricos cambia aleatoriamente con
el tiempo debido a los desvanecimientos de la sen˜al recibida. En ese sentido, es ya
conocido que el algoritmo de Mejor Canal (Best Channel, BC) alcanza la ma´xima
capacidad del sistema a costa de degradar la imparcialidad entre usuarios [7].
Con el objetivo de mejorar la imparcialidad entre usuarios, usualmente se utiliza
una modificacio´n de la estrategia anterior denominada Proporcional Fair (PF), la
cual asigna recursos al usuario con las mejores condiciones de canal relativas a su
propia media. La funcio´n de utilidad a maximizar se definio´ inicialmente utilizando
un criterio de tasa de transmisio´n [20][21][22][23], donde los recursos se asignan al
usuario con la mayor velocidad media de transmisio´n.
Sin embargo, muchos otros trabajos utilizan un criterio de SNR, mediante el cual
los recursos se asignan al usuario con la SNR instanta´nea ponderada ma´s grande,
ya que es ma´s sencillo de tratar matema´ticamente, lo que hace posible evaluar la
tasa de transmisio´n por usuario [24] y a nivel de sistema [25]. Por ejemplo, en [26]
se presenta un modelo anal´ıtico para la distribucio´n de SNR de los usuarios con una
estrategia PF cuyo criterio de asignacio´n esta´ basado en SNR. En [27] se analiza
la estrategia PF con informacio´n de realimentacio´n parcial asumiendo un criterio
basado en SNR. El mismo enfoque se ha asumido en muchos otros trabajos, como
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en [28] [29] para la estrategia PF con mu´ltiples antenas, o en [30], que propone un
nuevo algoritmo PF h´ıbrido que incluye un nuevo me´todo de agrupacio´n de usuarios.
En [31] se muestra un enfoque semi-anal´ıtico para modelar la interferencia del enlace
ascendente considerando un algoritmo PF con criterio basado en SNR.
Puesto que ambos criterios (SNR y tasa de transmisio´n) utilizan la misma idea
[25], se puede inferir que la versio´n del algoritmo PF basada en SNR proporciona
resultados similares a los proporcionados por el que utiliza la tasa de transmisio´n.
Sin embargo, hasta donde sabemos, el rendimiento del criterio basado en la tasa de
transmisio´n au´n no se ha analizado en detalle. En un trabajo reciente, [32] presenta
expresiones cerradas para el rendimiento del algoritmo PF en escenarios con inter-
ferencia considerando la SNR como criterio, aunque sen˜ala que, cuando la tasa de
transmisio´n se utiliza como me´trica, se deber´ıa tener en cuenta la correspondencia
entre la SINR y la velocidad del sistema.
En este apartado se analiza en detalle el rendimiento del criterio PF basado en la
tasa de transmisio´n definida en [7]. Las principales contribuciones de este apartado
se resumen a continuacio´n:
Se ha obtenido la funcio´n densidad de probabilidad (pdf) de la SNR del sistema
y de la SNR por usuario considerando un canal de Rayleigh ergo´dico.
Los resultados se han comparado con los obtenidos en [24] y [25] para el criterio
basado en SNR con objeto de evaluar si es apropiado o no asumir un compor-
tamiento equivalente en ambos esquemas. Se ha demostrado que el tiempo de
acceso al canal para diferentes usuarios es similar para el criterio basado en la
SNR, mientras que difiere para el criterio basado en la tasa de transmisio´n.
Tambie´n se ha comprobado anal´ıticamente que para el criterio PF basado en
SNR, la pdf de la SNR por usuario solo depende de la SNR promedio de un
usuario en particular, mientras que en el criterio basado en tasa de transmisio´n,
no solo depende de la SNR promedio del usuario, sino tambie´n de la SNR
promedio del resto de usuarios en el sistema.
En el ana´lisis se ha considerado un sistema con una u´nica celda en la que L
usuarios (UEs) se comunican con una estacio´n base (BS). Se asume que tanto la
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BS como los UEs disponen de una u´nica antena. Se considera la existencia de ruido
aditivo blanco gaussiano (AWGN) complejo de media cero y variaza σ2i , y modelo de
desvanecimiento Rayleigh para la propagacio´n multicamino.
A continuacio´n se muestran las expresiones anal´ıticas resultantes para ambos
algoritmos, cuyo desarrollo pormenorizado puede encontrarse en el art´ıculo [33] ad-
juntado en el Anexo A.
PF con criterio basado en SNR
Considerando γi la SNR instanta´nea, la funcio´n de utilidad en un instante t para
el algoritmo PF con criterio basado en SNR viene dada por:
uSNRi (t) = γi (t)/γi (2.3)
Las pdfs resultantes para la SNR por usuario y del sistema vienen dadas por las
siguientes expresiones [24] [25], respectivamente:
fSNRγ∗i (γ) = Pr(u
SNR
i < u
SNR
−i )δ(γ)+
1
γi
L−1∑
k=0
(−1)k
(
L− 1
k
)
exp
(
−(1 + k) γ
γi
)
(2.4)
fSNRγs (γ) =
L∑
i=1
1
γi
·
L−1∑
k=0
(−1)k
(
L− 1
k
)
exp
(
−(1 + k) γ
γi
)
(2.5)
donde δ (γ) es la funcio´n Delta de Dirac.
PF con criterio basado en tasa de transmisio´n
En este caso, la funcio´n de utilidad para el usuario i en el instante t viene dada
por:
uRATEi (t) = ri (t)/ri (2.6)
donde ri (t) y ri representan la tasa de transmisio´n potencial en el instante t y la
capacidad ergo´dica del usuario i, respectivamente.
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Las pdfs resultantes para la SNR por usuario y del sistema vienen dadas por las
siguientes expresiones [33], respectivamente:
fRATEγ∗i (r) = Pr(u
RATE
i < u
RATE
−i )δ(γ)+
1
γ¯i
exp
(
− γ
γ¯i
)
·
L∏
k=1
k 6=i
1− exp
−
(
(1+γ)
r¯k
r¯i −1
)
γ¯k

 (2.7)
fRATEγs (γ) =
L∑
i=1
1
γi
exp
(
− γ
γi
)
·
L∏
k=1
k 6=i
1− exp
−
(
(1 + γ)
rk
ri − 1
)
γk

 (2.8)
La primera diferencia importante entre ambos criterios se refleja atendiendo a la
definicio´n de su funcio´n de utilidad. Cuando se asume la estrategia basada en SNR,
todos los usuarios son ide´nticos en un sistema con desvanecimiento de Rayleigh,
por lo que se asigna el mismo porcentaje de tiempo de acceso al canal para cada
usuario. Debe tenerse en cuenta que no significa que todos los usuarios alcancen la
misma velocidad de transmisio´n, ya que la utilizacio´n del canal depende de la SNR
media asociada con cada usuario. Por el contrario, con el criterio basado en tasa de
transmisio´n no ocurre esto, por lo que se asigna un porcentaje diferente de tiempo
de acceso de canal a cada uno.
Adema´s, en un criterio PF basado en SNR, la pdf de la SNR por usuario (ecua-
cio´n (2.4)) solo depende de la SNR promedio del usuario y del nu´mero de usuarios.
Sin embargo, cuando se usa un criterio de PF basado en tasa de transmisio´n, esta
distribucio´n (ecuacio´n (2.7)) no solo depende de la SNR promedio del usuario in-
dividual (y la capacidad ergo´dica) sino tambie´n de la SNR promedio del resto de
usuarios del sistema. Al analizar las ecuaciones (2.4) y (2.7), se observa que ambos
criterios son solo equivalentes cuando todos los usuarios experimentan el mismo valor
de SNR promedio y, en este caso, ambos se comportan como la mejor estrategia de
canal.
A continuacio´n se muestran una comparativa entre ambos algoritmos, conside-
rando un escenario con 5 usuarios, cuya SNR media, γi, se ha obtenido mediante
una distribucio´n lognormal de media Γ (que representa la SNR media de la celda)
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y desviacio´n esta´ndar σ de 4 dB (valor t´ıpico para microceldas [34]). En particular,
los usuario {1, 2, 3, 4, 5} se corresponden con el percentil {10th, 30th, 50th, 70th,
90th}. De esta forma, el usuario 1 esta´ asociado con la SNR media ma´s baja.
La Fig. 2.2 muestra la tasa de transmisio´n alcanzable por usuario, Ri, como una
funcio´n de la SNR media de la celda, Γ, en un escenario de 5 usuarios.
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Figura 2.2: Tasa media de transmisio´n por usuario
Se puede observar que la imparcialidad (en te´rminos de tasa de transmisio´n) es
ma´s justa para valores bajos de Γ. Si se usa el criterio PF basado en SNR, el rendi-
miento por usuario para el conjunto de usuarios es siempre el mismo para cualquier
valor de Γ: una SNR media γi ma´s alta representa tasas asignadas ma´s altas. Sin
embargo, cuando se aplica el criterio de PF basado en tasa de transmisio´n, el usuario
con la SNR media ma´s alta puede no ser el usuario con las tasas asignadas ma´s altas,
pero depende del valor de la SNR promedio de la celda. Esta diferencia se debe al
hecho de que el criterio PF basado en SNR asigna el mismo porcentaje de tiempo
de acceso al canal a todos los usuarios [24] mientras que este porcentaje depende
del escenario espec´ıfico si se usa el criterio PF basado en la velocidad. Al analizar
la expresio´n de utilidad, es fa´cil ver que el valor de utilidad se incrementa para los
usuarios con tasas medias potenciales ma´s bajas (es decir, SNR media ma´s baja).
Por lo tanto, se les asigna un mayor porcentaje de tiempo de acceso al canal.
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Fig. 2.3 representa la evolucio´n en el tiempo de acceso al canal por usuario (me-
dido en %) en un escenario de 5 usuarios.
0 5 10 15 20 25 30 35 40 45 50
16
17
18
19
20
21
22
23
24
Cell Average SNR,       (dB)Γ
P
e
r-
u
se
r 
ch
a
n
n
e
l 
a
cc
e
s 
ti
m
e
 (
%
)
SNR-based PF Rate-based PF
User 1
User 5
Figura 2.3: Tiempo de acceso al canal por usuario ( %)
Se puede ver que el esquema PF basado en SNR es estr´ıctamente justo en te´rmi-
nos de tiempo de acceso al canal. De hecho, todos los usuarios reciben el mismo
porcentaje de tiempo de acceso al canal (20 % en este caso), por lo que todas las
curvas esta´n superpuestas. Sin embargo, el porcentaje de tiempo de acceso al canal
asociado a cada usuario es muy diferente cuando se utiliza un esquema PF basado
en la tasa. Como se menciono´ anteriormente, el tiempo de acceso al canal asigna-
do a cada usuario depende de su SNR media, es decir, cuanto mayor sea la SNR
media, menor sera´ el porcentaje del tiempo de acceso del canal asignado. Tenga en
cuenta que los resultados de tasa de transmisio´n individual que se muestran en la
figura anterior ya incluye el impacto del tiempo de acceso de canal asignado a cada
usuario. Cabe sen˜alar que todas las curvas tienden a un valor constante a medida
que aumenta la SNR media de la celda. La razo´n es que, a medida que aumenta la
SNR media de la celda, la diferencia relativa entre el valor de Ri asociado a cada
usuario es menor, ya que su desviacio´n σ se mantiene constante. Como resultado,
el porcentaje de tiempo de acceso al canal es similar para todos los usuarios. Sin
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embargo, debe notarse que si se usa un ca´lculo ma´s realista de la tasa de transmisio´n
potencial (por ejemplo, incluyendo el impacto de un conjunto limitado de esquemas
de modulacio´n), este efecto ocurre a valores ma´s bajos de SNR media.
La Fig. 2.4 muestra la diferencia en la tasa de transmisio´n por usuario (en bps/Hz)
entre el mejor y el peor usuario en funcio´n de la SNR media para diferentes nu´meros
de usuarios en la celda (de 3 a 81 usuarios). Es decir, se representa el grado de
imparcialidad entre usuarios, medido como: max(Ri)−min(Ri). Se ha seleccionado
el valor de la SNR media asociada con cada usuario, γi, de modo que cada uno
de ellos represente un percentil predefinido de la distribucio´n de SNR media de
la celda; en particular, los percentiles se establecen de acuerdo con los siguientes
criterios: [10:40:90]th para 3 usuarios, [10:20:90]th para 5 usuarios, [10:10:90]th para
9 usuarios, [10:5:90]th para 17 usuarios y [10:1:90]th para 81 usuarios. Los resultados
muestran que el criterio de PF basado en la tasa de transmisio´n siempre es ma´s
justo que el basado en SNR. Adema´s, observamos diferencias mucho ma´s altas entre
el mejor y el peor usuario en valores bajos de SNR media. Finalmente, vale la pena
sen˜alar que la imparcialidad mejora a medida que aumenta el nu´mero de usuarios
en la celda.
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Figura 2.4: Diferencia en la tasa de transmisio´n por usuario (en bps/Hz) entre el
mejor y el peor usuario en funcio´n de la SNR media
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Se debe tener en cuenta que, aunque el criterio basado en la tasa de transmisio´n
proporciona una mayor imparcialidad que el basado en la SNR, esto se logra a costa
de degradar la tasa de transmisio´n total del sistema. Esto se confirma en la Fig.
2.5, que muestra la tasa de transmisio´n total (en bps/Hz) en funcio´n de la SNR
media para un nu´mero diferente de usuarios en la celda (de 3 a 81 usuarios). Por
un lado, los resultados muestran que un mayor nu´mero de usuarios proporciona una
ganancia por diversidad multi-usuario. Por otro lado, se observa que los algoritmos
proporcionan resultados similares solo para valores altos de SNR media; para valores
bajos de SNR media, el criterio basado en tasa de transmisio´n alcanza una tasa
total ma´s baja (especialmente cuando el nu´mero de usuarios es alto) para mejorar
la imparcialidad.
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Figura 2.5: Tasa de transmisio´n total (en bps/Hz)
2.1.3. Gestio´n de recursos en la nube (CRAN)
Las redes mo´viles esta´n evolucionando hacia despliegues ultra densos donde co-
existen diferentes redes de acceso radio, como se muestra en la Fig. 2.6.
El disen˜o de la Red de Acceso de Radio (RAN) centralizada en 5G surge como
una solucio´n para gestionar eficazmente los recursos, lo que hace que algunas funcio-
nes se implementen en un hardware compartido. La recopilacio´n de los recursos de
procesamiento en centros de datos compartidos aumenta la reduccio´n de los costes
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Figura 2.6: Ejemplo de red Ultra-Densa
de implementacio´n y administracio´n. Si esos recursos se ejecutan en infraestructuras
virtualizadas ayudadas por las tecnolog´ıas de red definida por software (SDN) [35] y
virtualizacio´n de la funcio´n de red (NFV) [36], la RAN centralizada se convierte en
una RAN en la nube (Cloud RAN, CRAN) [37].
En el contexto de la CRAN, pueden coexistir varios me´todos de centralizacio´n
entre NodeBs evolucionados (eNBs). El 3GPP recomienda diferentes niveles de di-
visio´n funcional (ver Fig. 2.7) en los que una parte de la lo´gica esta´ ubicada en la
Unidad Radio Remota (RRU) mientras que el resto esta´ ubicado en la Unidad de
Banda Base centralizada (BBU) [38]. Esta centralizacio´n implica una nueva arqui-
tectura de red en la que todo el procesamiento de banda base se realiza en centros
de datos centralizados (BBU) y las sen˜ales radio se intercambian con RRUs a trave´s
de conexiones de fibra o´ptica de baja latencia (Fig. 2.8). Existen distintas opciones
para realizar dicha divisio´n funcional. Por ejemplo, la opcio´n 6 [38] centraliza las
funcionalidades hasta la capa de control de acceso al medio (MAC) en el lado BBU
[39], dejando solo la capa f´ısica en las RRU. En te´rminos de latencia, los requisi-
tos de la conexio´n de ida y vuelta son cr´ıticos [40]. Dado que el despliegue de fibra
o´ptica es caro, se han considerado otras soluciones para facilitar el acceso a la RAN
centralizada.
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Figura 2.7: Propuesta de divisio´n funcional (3GPP)
En este apartado se analiza el impacto del retardo debido a conexiones no ideales
entre la BBU y RRU sobre el rendimiento del usuario, teniendo especial intere´s en
los procesos HARQ de la capa f´ısica.
RRU
RRU
RRU
BBU Pool
Optical Fiber Backhaul
Figura 2.8: Ejemplo de RAN centralizada
Modelo de sistema
Se ha considerado la opcio´n 6 de divisio´n funcional [38], en la que la capa MAC
esta´ centralizada, mientras que las capas inferiores esta´n ubicadas en la RRU. Los
datos del usuario se encapsulan y codifican en Bloques de Transporte (TB) cuyos
taman˜os dependen del Esquema de Modulacio´n y Codificacio´n (MCS) y del nu´mero
de Bloques de Recursos F´ısicos (PRB) asignados por el planificador de recursos radio.
Adema´s, la modulacio´n y codificacio´n adaptativa (AMC) junto con la planificacio´n de
PRBs hacen que el MCS cambie con el tiempo. Los usuarios informan perio´dicamente
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sobre su indicador de calidad de canal (CQI) para realizar un seguimiento de la SINR
recibida. El taman˜o de TB seleccionado depende del ı´ndice MCS finalmente asignado
(es decir, la calidad del canal) y del nu´mero de PRBs asignados. El taman˜o promedio
de TB para un determinado usuario se denomina TBtaman˜o.
Adema´s, el tiempo medio entre dos asignaciones de recursos consecutivas a un
usuario determinado se denomina tTB. El planificador asigna recursos a un usuario
con una periodicidad ma´xima de un Intervalo de Tiempo de Transmisio´n (TTI),
es decir, tTB ≥ 1ms. Se debe tener en cuenta que, desde el punto de vista de la
asignacio´n de recursos radio, el planificador solo tendra´ en cuenta a un usuario si
hay datos para transmitir. Por lo tanto, el intercambio de recursos no solo depende
de los recursos disponibles sino tambie´n del patro´n de tra´fico.
La funcionalidad HARQ [41] utiliza un protocolo de parada y espera: cuando se
env´ıa un TB, la entidad transmisora espera hasta que se recibe un ACK o NACK. La
recepcio´n de un TB erro´neo conducir´ıa a la retransmisio´n de dicho TB hasta que el
paquete se reciba correctamente o se alcance el nu´mero ma´ximo de retransmisiones.
Para optimizar la velocidad de transmisio´n, generalmente se emplean varios procesos
HARQ paralelos; cada proceso HARQ env´ıa un TB cuando los recursos se asignan
al usuario y espera su confirmacio´n asociada. Este procedimiento se repite hasta que
se alcanza el nu´mero ma´ximo de procesos HARQ, W , despue´s de W · tTB segundos.
En el caso de LTE FDD, hay un ma´ximo de W = 8 procesos HARQ paralelos [42].
Tasa de transmisio´n neta (Net Rate)
Definimos el concepto de Net Rate (NR) como la tasa de transmisio´n que un
usuario determinado puede lograr teniendo en cuenta las condiciones reales de la
transmisio´n, definido como:
NR =
TBsize ·W
tW
, (2.9)
donde W es la ventana de transmisio´n (es decir, el nu´mero de procesos HARQ) y
tW es el tiempo requerido para reutilizar un proceso HARQ, dado por el ma´ximo
entre el tiempo necesario para enviar de vuelta el ACK y el tiempo requerido para
la ejecucio´n de todos los procesos HARQ:
tW = max (tACK,W · tTB) . (2.10)
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Se debe tener en cuenta que si tACK > W · tTB, despue´s de W · tTB, el proceso
HARQ estara´ esperando su llegada de ACK/NACK. Como consecuencia, los procesos
HARQ asociados al usuario se bloqueara´n, lo que reducira´ el Net Rate. Por otro lado,
si tACK < W · tTB, el proceso HARQ estara´ listo para transmitir (o retransmitir) un
TB en el pro´ximo TTI. Se alcanzar´ıa as´ı el rendimiento ma´ximo: TBsize/tTB.
La Fig. 2.9 muestra este concepto gra´ficamente para dos ejemplos diferentes de
tACK. El primero, tACK-1 representa un ACK que se recibe antes de que se gestionen
todos los procesos HARQ y, por lo tanto, la entidad HARQ puede transmitir sin
ma´s demora. Sin embargo, en el segundo caso, tACK-2 muestra un ACK que se recibe
despue´s de W · tTB, lo que provoca el bloqueo del proceso HARQ. Tenga en cuenta
que el mı´nimo de tTB definido para un sistema LTE es 1ms y, por lo tanto, el mı´nimo
de tW es 8 ms si se utilizan 8 procesos HARQ. Por este motivo, un tACK < 8 ms no
afectara´ al Net Rate para W = 8. De lo contrario, debe analizarse el umbral a partir
del cual disminuye la velocidad de transmisio´n.
Tx
Rx
tack-1
TB TB TB TB TB TB TB TB
tack-2
W x tTB
tTB
Figura 2.9: Transmisio´n HARQ con diferentes tiempos de recepcio´n de ACKs
Una vez que se haya definido el Net Rate, el efecto de un mayor retardo en el
informe podr´ıa evaluarse como un incremento en tACK. Sin embargo, el impacto de
dicho retraso en el rendimiento del usuario tambie´n depende de la tasa de transmisio´n
de la fuente (Source Rate, SR), es decir, la velocidad de tra´fico de datos transmitida al
usuario. Mientras que el Net Rate sea mayor que la velocidad de la fuente transmitida
a un usuario determinado, su rendimiento no experimenta ninguna degradacio´n.
En conclusio´n, el retardo de HARQ-ACK solo tendra´ un impacto negativo en la
experiencia del usuario si se cumplen dos condiciones: tACK > WtTB y NR < SR.
El umbral de retardo (tW,th) a partir del cual se degrada el rendimiento se puede
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evaluar como:
tW,th =
TBsizeW
SR
(2.11)
Mientras el retardo del ACK tW sea inferior al umbral tW,th, el rendimiento del
usuario no se vera´ afectado. De lo contrario, el rendimiento del usuario disminuira´
por debajo de SR.
Resultados de simulacio´n
Se ha evaluado el enlace descendente de un eNB con un ancho de banda de 10 MHz
(equivalente a 50 PRB) y 6 usuarios en la celda, numerados como 1 - 6 en distancias
crecientes a la RRU. Los valores medios de SINR para esos usuarios son 27.8 dB,
22.5 dB, 18 dB, 13.3 dB, 9.7 dB y 4 dB. El promedio de los ı´ndices CQI reportados
es de 15, 13, 11, 9, 7 y 5, respectivamente. Se ha considerado el modelo de canal
Macro Urbano de la UIT (UMa) [43] con una velocidad de usuario de 4 km/h. Hemos
considerado un algoritmo de adaptacio´n de enlace de bucle externo (OLLA) [44] para
mejorar la seleccio´n de MCS en cada TTI. Por lo tanto, el ı´ndice MCS instanta´neo
de cada usuario, as´ı como su taman˜o de bloque de transporte, var´ıa a lo largo de la
simulacio´n de acuerdo con la SINR instanta´nea. Los taman˜os de bloque de transporte
se promedian para cada usuario de forma independiente para obtener su TBsize, que
es ma´s grande para usuarios con mejor calidad del canal. Las simulaciones se llevan
a cabo a lo largo de 20000 subtramas. Se ha asumido un planificador de paquetes
Round Robin (RR) [45], configurado con un taman˜o de asignacio´n por usuario y
subtrama de 15 PRB; es decir, se pueden programar 3 usuarios por subtrama, cada
usuario planificado despue´s de dos subtramas, t rmTB = 2ms, si todos los buffers
contienen datos.
Se han simulado un conjunto de retardos para el HARQ-ACK: 1, 4, 8, 16 y 24 ms.
Adema´s, se ha estudiado la influencia de la tasa de fuente. Primero, asumimos una
velocidad de fuente de transmisio´n de 6 Mbps, caracterizada por paquetes de 1400
bytes cada 1.9 ms. Tambie´n se han simulado tasas de fuente ma´s bajas de 300 kbps,
950 kbps y 2.6 Mbps (enviando ra´fagas de datos cada 2 segundos). Los principales
para´metros de simulacio´n se resumen en la Tabla 2.3.
En primer lugar se evalu´a el Net Rate para cada usuario a partir de la Ecuacio´n
(2.9). El efecto de la ventana de transmisio´n, es decir, el nu´mero de procesos HARQ,
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Tabla 2.3: Para´metros de simulacio´n por defecto
Parameter Value
Carrier Frequency 2 GHz
Bandwidth 10 MHz
Transmission Power 43 dBm
Simulation Time 2× 104 ms
Transmission Mode SISO
Channel Model ITU UMa
Mobile speed 4 km/h
Number of users 6
Set of avg. SINRs per user 27,8 dB, 22,5 dB, 18 dB, 13,3 dB, 9,7 dB, 4 dB
Set of avg. CQIs per user 15, 13, 11, 9, 7, 5
Scheduling Policy Round Robin
Max. allocation per user 15 PRBs
Source rate 6 Mbps, 2,6 Mbps, 950 kbps, 300 kbps
HARQ processes 8
No. of retransmissions 3
Decoding algorithm SOVA
Link adaptation method OLLA
se ilustra en la Fig. 2.10 y Fig. 2.11 para tTB = 1 ms y tTB = 2 ms, respectivamente.
Se pueden observar dos reg´ımenes operativos: 1) un re´gimen donde la Net Rate au-
menta con W ; y 2) un re´gimen donde la Net Rate es independiente de W . El primer
re´gimen se produce cuando el retardo del ACK, tACK, es mayor que el tiempo entre
dos intervalos de transmisio´n consecutivos, es decir, tACK > W · tTB. En este caso, si
asumimos que no hay errores en la transmisio´n de datos, cada proceso HARQ se blo-
quea esperando su mensaje ACK durante tACK −W · tTB segundos, lo que aumenta
el taman˜o de la ventana (es decir, la cantidad de procesos HARQ paralelos), me-
jorando el Net Rate. El segundo re´gimen operativo aparece cuando tACK < W · tTB.
En este caso, el retardo del ACK es lo suficientemente pequen˜o como para evitar
el bloqueo en los procesos HARQ. Por lo tanto, el Net Rate es ma´ximo para cada
usuario, y su valor es el cociente entre el taman˜o promedio de TB (que depende
de la calidad del canal del usuario) y el tiempo entre dos asignaciones de recursos
consecutivas, tTB.
Curiosamente, observamos que el valor de W que divide estas dos regiones tam-
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Figura 2.10: Net Rate (bps) para
tTB = 1ms, tACK = 8 ms
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Figura 2.11: Net Rate (bps) para
tTB = 2ms, tACK = 8 ms
bie´n depende de tTB. Recordemos que un valor mayor de tTB significa que la transmi-
sio´n hacia un usuario determinado ocurre con menos frecuencia, lo que implica que el
re´gimen sin procesos HARQ bloqueados se alcanza con una ventana de transmisio´n
ma´s pequen˜a, W . Se observa que la regio´n sin procesos bloqueados se alcanza con
W = 8 para tTB = 1 ms, mientras que se alcanza con solo W = 4 para tTB = 2 ms.
Los umbrales de retardo teo´ricos tW,th segu´n lo evaluado por la Ecuacio´n (2.11) se
dan en la Tabla 2.4 para diferentes tasas de fuente y W = 8. Esta tabla recopila los
tW,th necesarios para lograr una Net Rate igual a la tasa de fuente, de modo que un
tW > tW,th causa un degradacio´n del rendimiento del usuario. Bajo la configuracio´n
de simulacio´n descrita anteriormente, a los usuarios con mejor calidad de canal se
les asignan bloques de transporte ma´s grandes, por lo que pueden resistir mayores
retardos. Como se esperaba de la Ecuacio´n (2.11), los requisitos de velocidad de
fuente menos estrictos tambie´n permiten mayores retardos.
La Fig. 2.12 y 2.13 muestran el Net Rate en funcio´n del retardo de ACK para
dos valores de tTB diferentes. En el primer caso, tTB = 1ms y, en consecuencia,
W · tTB = 8ms, por lo que tACK no afecta a los usuarios si tACK ≤ 8ms. A partir del
retardo de 8 ms, el Net Rate disminuye junto con tACK, siendo ma´s notables para
valores de transmisio´n ma´s altos. Del mismo modo, los ca´lculos para tTB = 2ms
(W · tTB = 16ms) se ilustran en la Fig. 2.13. Por un lado, el Net Rate inicial es la
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Tabla 2.4: Umbrales de retardo para usuarios con diferentes tasa de fuente, de acuerdo
a la Ecuacio´n (2.11) con W = 8 and tTB = 2ms
User 6 Mbps 300 kbps 2.6 Mbps 950 kbps
1 (best) 11.6 ms 246.1 ms 26.8 ms 75.5 ms
2 8.1 ms 175.6 ms 18.7 ms 50.7 ms
3 5.6 ms 110.9 ms 12.8 ms 36.1 ms
4 3.8 ms 75.2 ms 8.8 ms 23.5 ms
5 2.7 ms 56.5 ms 6.4 ms 17.8 ms
6 (worst) 1.6 ms 33.0 ms 3.7 ms 9.9 ms
mitad que el mostrado en la Fig. 2.12 debido a que el tiempo entre la asignacio´n de
dos recursos se ha duplicado (tTB = 2ms). Por otro lado, el retardo en el informe
requerido para tener un impacto negativo en el Net Rate tambie´n se duplica.
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Figura 2.12: Net Rate (bps) para
tTB = 1ms, W = 8
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Figura 2.13: Net Rate (bps) para
tTB = 2ms, W = 8
Una vez que se han obtenido los resultados teo´ricos, las siguientes figuras analizan
los resultados de simulacio´n para las fuentes descritas anteriormente. Las figuras
muestran el rendimiento por usuario a medida que aumenta el retardo en el recorrido
de ida (tACK) debido a una conexio´n no ideal. Los resultados son diferentes de los
anteriores, ya que en este caso el planificador solo asigna recursos a aquellos usuarios
que tienen datos en sus colas. Los usuarios capaces de transmitir con bloques de
transporte ma´s grandes vac´ıan sus colas antes. Los recursos libres son empleados
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posteriormente por aquellos usuarios con peor calidad de canal, lo que reduce el
tiempo entre asignaciones de recursos tTB.
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Figura 2.14: Tasa de transmisio´n por
usuario, SR=6 Mbps
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Figura 2.15: Tasa de transmisio´n por
usuario, SR=300 kbps
La Fig. 2.14 muestra los resultados para la tasa de fuente ma´s alta, SR = 6 Mbps.
De la ecuacio´n (2.10) es evidente que tW ≈ max (tACK, 16ms). Los umbrales de
retardo, segu´n lo indicado por la Ecuacio´n (2.11) (que se muestra en la Tabla 2.4),
son inferiores a 16 ms para todos los usuarios. Por lo tanto, ningu´n usuario podra´
alcanzar su tasa de fuente (es decir, NR < SR para todos los usuarios) y, por lo
tanto, el rendimiento experimentara´ una degradacio´n significativa. Los usuarios 1 y
2 podr´ıan mejorar su rendimiento si el planificador pudiera asignarles recursos a una
tasa de subtrama (tTB = 1ms). Sin embargo, los usuarios 3-6 no pueden alcanzar
la tasa de fuente debido al hecho de que tW,th esta´ por debajo del mı´nimo de 8 ms
impuesto por el sistema. Para ellos, incluso si tACK no influye en el rendimiento, la
tasa obtenida es ma´s baja que la tasa de fuente, ya que el canal no puede transportar
todo el flujo de informacio´n de 6 Mbps debido a: 1) la tasa ma´xima alcanzable; 2) el
hecho de que los recursos de transmisio´n se comparten entre los 6 usuarios; y 3) el
efecto de las retransmisiones. Por lo tanto, se obtendr´ıan los mismos resultados (en
te´rminos de rendimiento) si se utiliza una tasa de fuente ma´s alta ya que el sistema
esta´ trabajando en condiciones de saturacio´n.
Contrariamente al caso anterior, una tasa de fuente de 300 kbps es lo suficiente-
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mente lenta para garantizar que todos los usuarios cumplan que NR > SR, como se
observa en la Fig. 2.15. Los valores calculados para los umbrales de retardo (en la
Tabla 2.4) muestran que tACK debe ser demasiado alto para percibir sus efectos sobre
el rendimiento del usuario (33 ms para el UE ma´s de´bil en te´rminos de calidad radio
mientras que se necesitan 246.1 ms para los UEs que reciben una sen˜al de buena
calidad).
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Figura 2.16: Tasa de transmisio´n por
usuario, SR=2.6 Mbps
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Figura 2.17: Tasa de transmisio´n por
usuario, SR=950 kbps
Los resultados para la velocidad de fuente de 2.6 Mbps se muestran en la Fig.
2.16. Esta tasa de fuente es lo suficientemente alta para que todos los buffers de
usuario tengan datos pendientes de transmisio´n. A este respecto, dado que el nu´mero
ma´ximo de usuarios programados en el mismo TTI es 3, a cada usuario se le asignan
recursos cada 2 ms, lo que lleva a un aumento de los per´ıodos de espera para cada
paquete. Los usuarios 1 y 2 alcanzan la velocidad de fuente de 2.6 Mbps; sin embargo,
el rendimiento de los usuarios de 3 a 6 es inferior a la tasa de fuente debido a
que NR < SR. Este es un resultado que se puede contrastar con la Tabla 2.4,
donde tW,th es inferior a 16 ms para dichos usuarios (12.8 ms, 8.8 ms, 6.4 ms y
3.7 ms, respectivamente). Los usuarios 4 y 5 podr´ıan mejorar su rendimiento si el
planificador pudiera asignarles recursos a ritmo de subtrama (por ejemplo, tTB = 1
ms); sin embargo, el valor de tW,th para los usuarios 4 y 5 esta´ por debajo de 8 ms
(6.8 ms y 3.7 ms), por lo que nunca alcanzara´n un tasa de transmisio´n de 2.6 Mbps.
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El usuario 1 no se ve afectado por retardos inferiores a 26.8 ms (Tabla 2.4), que esta´
fuera del rango de la figura. Los usuarios 2 a 6 experimentan una degradacio´n de su
rendimiento cuando tACK > 16 ms, como se indica en la Tabla 2.10.
La Fig. 2.17 muestra los resultados para una tasa de fuente intermedia de 950
kbps por usuario. Los resultados permiten clasificar a los usuarios en tres grupos. Los
tres mejores usuarios (etiquetados como 1-3) experimentan una calidad del canal lo
suficientemente buena como para mantener su Net Rate por encima de la velocidad
de la fuente para todos los retardos evaluados, es decir, NR > SR. En tal caso,
W · tTB ≈ 16 ms. Por lo tanto, tACK no tiene un impacto en su rendimiento hasta que
alcanza 16 ms. A este valor, cualquier incremento de tACK reducira´ su Net Rate. Como
se muestra en la Tabla 2.4, el rendimiento de los usuarios 1-3 no se degrada hasta
que sus retardos alcanzan los 75.5, 50.7 y 36.1 ms, respectivamente. En contraste,
los usuarios 4 y 5 tienen una Net Rate ma´s alta que la tasa de fuente NR > SR.
Sin embargo, el rendimiento de estos usuarios disminuye a medida que tACK crece
ma´s de 23.5 y 17.8 ms, respectivamente. Esto se debe a que el valor de tACK >
W · tTB es lo suficientemente alto como para que NR < SR. Para el peor usuario, el
taman˜o promedio de bloque de transporte es tan bajo que cualquier paquete de capa
superior se segmenta en un conjunto de TBs. Por lo tanto, cuando otros usuarios han
finalizado su transmisio´n, este usuario todav´ıa esta´ enviando TBs. Es decir, su tTB
es aproximadamente 1 ms porque la mayor parte del tiempo se transmite solo en la
celda, por lo que W · tTB ≈ 8 ms. En consecuencia, su NR disminuye si tACK > 8ms.
De acuerdo con la Tabla 2.4, su rendimiento disminuye cuando tACK > 9,9ms, puesto
que, en ese caso, NR < SR.
2.2. Gestio´n de interferencias
Tradicionalmente, la gestio´n de interferencias se ha realizado en base a una pla-
nificacio´n esta´tica de frecuencias en cada una de las celdas desplegadas, siguiendo
algu´n me´todo que maximice la distancia entre celdas co-canal. Aunque este tipo de
te´cnicas se ha ido empleando desde los mismos inicios de las redes celulares, sigue
teniendo mucho potencial debido a que las te´cnicas coordinadas y las redes hete-
roge´neas ofrecen nuevas posibilidades a este tipo de soluciones. As´ı, la combinacio´n
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de te´cnicas de planificacio´n esta´tica con te´cnicas coordinadas puede relajar el nu´me-
ro de celdas cooperantes. Al reducir la interferencia tambie´n se puede reducir la
cantidad de informacio´n a intercambiar obteniendo las mismas prestaciones.
Tradicionalmente, la planificacio´n esta´tica ha considerado patrones regulares en
la distribucio´n espacial de los puntos de acceso. Si adema´s se considera el caso de las
redes heteroge´neas en la que hay distintos niveles de puntos de acceso con distintas
densidades de puntos y distintas potencias de transmisio´n, aparecen nuevos grados
de libertad a la hora disen˜ar algoritmos de planificacio´n que pueden ser explotados
para aumentar las prestaciones.
En esta seccio´n se estudiara´ el problema de la gestio´n de interferencias sobre redes
heteroge´neas, con especial e´nfasis en el ana´lisis de te´cnicas de control de potencia en
femtoceldas o picoceldas que comparten los recursos con macroceldas superpuestas
(cuyos puntos de acceso suelen utilizar mayor potencia de transmisio´n). Se evaluara´n
distintas te´cnicas orientadas a la reduccio´n de las interferencias provocadas por la
celda agresora sobre los terminales conectados a la celda v´ıctima.
Concretamente, el estudio comenzara´ por el ana´lisis de te´cnicas de gestio´n coor-
dinada de interferencias entre celdas (enhanced Inter-Cell Interference Coordination,
eICIC) en el dominio del tiempo.
En primer lugar, se analizara´n las te´cnicas de reutilizacio´n fraccional de frecuen-
cias (FFR), poniendo especial e´nfasis en la imparcialidad entre usuarios.
En segundo lugar se analizara´n distintos esquemas de transmisio´n coordinada
entre puntos de acceso para reducir las interferencias de los terminales que se en-
cuentran en las fronteras de las celdas.
En tercer y u´ltimo lugar, se evaluara´ la te´cnica de Expansio´n del Rango de la
Celda (CRE) en los que se juega con las potencias de transmisio´n de las celdas
pequen˜as para captar a usuarios del borde.
2.2.1. Reutilizacio´n Fraccional de Frecuencias (FFR)
Las redes celulares esta´n disen˜adas para soportar patrones agresivos de reutili-
zacio´n de frecuencias con el fin de maximizar la eficiencia espectral. Sin embargo,
este tipo de planificacio´n de frecuencia conduce a un aumento considerable de la
interferencia inter-celda (ICI), lo que puede causar una importante degradacio´n del
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Figura 2.18: Ejemplo de topolog´ıa celular con FFR
rendimiento, especialmente para los usuarios ubicados en el borde de la celda.
Las te´cnicas de Coordinacio´n de Interferencias entre Celdas (ICIC) [46] ha sido
ampliamente investigada como una tecnolog´ıa clave para aliviar el impacto de la
interferencia. Entre las te´cnicas existentes, este apartado se centra en la reutilizacio´n
fraccional de frecuencias (FFR). Estos esquemas apuntan a reducir la interferencia en
el borde de la celda aplicando un patro´n de reutilizacio´n de frecuencia ma´s flexible a
los usuarios del borde de la celda, reduciendo as´ı la interferencia para dichos usuarios
[47]. Sin embargo, la alta eficiencia se mantiene mediante un patro´n agresivo de
reutilizacio´n 1 para aquellos usuarios con una relacio´n alta de sen˜al a interferencia
ma´s ruido (SINR), que generalmente se encuentra cerca de la estacio´n base (BS).
En LTE-A, el Acceso Mu´ltiple por Divisio´n de Frecuencia Ortogonal (OFDMA)
facilita el uso de esquemas FFR ya que toda la banda se puede dividir de manera
bastante sencilla en dos patrones de reutilizacio´n diferentes. La Fig. 2.18 muestra
un ejemplo de escenario FFR: una subbanda de frecuencia comu´n, BR, se emplea en
todas las celdas (es decir, con una reutilizacio´n de frecuencia 1) mientras que el uso
de la banda restante, BNR, se coordina entre las celdas vecinas para crear subbandas
con una reutilizacio´n de frecuencia superior a 1 (comu´nmente 3) [47].
Uno de los objetivos de FFR es brindar un tratamiento ma´s justo a los usuarios
ubicados en el borde de las celdas. Pocos son los trabajos sobre FFR que abordan el
problema de la imparcialidad entre usuarios. Cierto intere´s se muestra en [48], donde
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se analiza el rendimiento del peor usuario para un algoritmo FFR. El rendimiento
de una planificacio´n oportunista sobre un esquema FFR se evalu´a en [49], conside-
rando los requisitos de imparcialidad de los usuarios. En [47], se evalu´an todas las
posibles asignaciones de ancho de banda para la reutilizacio´n 1 y 3. Sin embargo,
estos trabajos no permiten una comparacio´n fa´cil entre las te´cnicas de asignacio´n.
Para evaluar la imparcialidad en te´rminos de tasa de tranmsisio´n por usuario,
se pueden considerar varias me´tricas. El conocido ı´ndice de Gini [50], originalmente
propuesto para estudiar la desigualdad en economı´a, es capaz de captar la imparcia-
lidad general de la distribucio´n y tambie´n se propuso para estudiar la imparcialidad
de los planificadores en Internet [51].
En este trabajo consideramos un sistema con un nu´mero arbitrario P de celdas.
Una de las celdas sera´ la celda observada, mientras que las P − 1 celdas restan-
tes se tratara´n como celdas interferentes. Se utiliza un me´todo FFR como el de
la Fig. 2.18. El ancho de banda total disponible del sistema B se divide en cuatro
bandas de frecuencia ortogonales no superpuestas indicadas por BR, BNR1, BNR2
y BNR3, cunmpliendo que B = BR + BNR y BNR = BNR1 + BNR2 + BNR3. BR
representa el ancho de banda disponible para la regio´n 1 de reutilizacio´n y BNRi
(donde i ∈ [1, 2, 3]) son tres conjuntos de subbandas de igual taman˜o que representa
el ancho de banda disponible para la regio´n 3 de reutilizacio´n; cada una de estas sub-
bandas se asignara´ a las celdas de una manera que ninguna otra celda circundante
esta´ utilizando la misma subbanda, como en una planificacio´n cla´sica de frecuencias.
En la celda observada consideramos N usuarios, cada uno de ellos con una ubi-
cacio´n asociada sk, k ∈ [1..N ]. La SINR media asociada al usuario kth depende de la
regio´n de la celda espec´ıfica (reutilizacio´n 1 o 3) a la que el usuario ha sido asociado.
De manera gene´rica, la SINR media asociada al usuario kth, SINRk, sera´ igual a
SINRR1 (sk) si se encuentra en la regio´n de reutilizacio´n 1 o sera´ SINR
R3 (sk) si se
encuentra en la regio´n de reutilizacio´n 3. SINRR1 y SINRR3 representan la SINR
media asociada con las regiones de reutilizacio´n 1 y 3, respectivamente.
Definimos la tasa de transmisio´n potencial, r0k, asociada al usuario k
th como
la tasa de transmisio´n alcanzable por el usuario k si todos los recursos disponibles
estuviesen asignados a e´l. Dado que r0k es una funcio´n de la SINR media asociada
al usuario, r0k puede tener diferentes valores dependiendo de la regio´n de la celda a
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la que esta´ asociado el usuario. Espec´ıficamente, si el usuario k esta´ asociado a la
regio´n de reutilizacio´n 1, r0k sera´ igual a c
(
SINRR1 (sk)
)
, mientras que si esta´ en la
regio´n de reutilizacio´n 3, r0k sera´ igual a
1
3
c
(
SINRR3 (sk)
)
.
El objetivo es encontrar una clasificacio´n o´ptima que conduzca a una tasa de
transmisio´n ma´xima para cada usuario. Esto es equivalente a encontrar un umbral
de SINR o´ptimo, ya que r0k depende de la SINR media asociada al usuario. Por lo
tanto, la siguiente expresio´n se aplicara´ para clasificar a los usuarios:
If c
(
SINRR1 (sk)
)
<
1
3
(
SINRR3 (sk)
)
, k ∈ UR3 ⇒ r0k = 1
3
c
(
SINRR3 (sk)
)
(2.12)
donde UR1 y UR3 representan el conjunto de usuarios asociados a las regiones de
reutilizacio´n 1 y 3, respectivamente.
Planificacio´n de recursos radio
Sea ρk la fraccio´n de los recursos (ancho de banda y tiempo) asignados al usuario
kth; se debe cumplir la siguiente restriccio´n si todos los recursos disponibles se asignan
a los usuarios:
N∑
k=1
ρk = 1. Adema´s, si consideramos una implementacio´n basada
en FFR, se deben tener en cuenta las dos siguientes restricciones adicionales para
dimensionar adecuadamente las bandas de frecuencia de reutilizacio´n 1: BR/B =∑
k∈UR1
ρk, y reutilizacio´n 3: BNR/B =
∑
k∈UR3
ρk, segu´n la distribucio´n de usuarios
dentro de cada regio´n.
La cantidad real de recursos asignados a un usuario depende de la pol´ıtica de
planificacio´n seleccionada, es decir, el valor de ρk. Por lo tanto, la tasa de transmisio´n
asignada al usuario k se puede calcular como rk = ρk · r0k. Teniendo en cuenta la
definicio´n anterior, la tasa agregada de la celda, RN , esta´ determinada por la pol´ıtica
de planificacio´n concreta y se puede calcular como RN =
N∑
k=1
rk =
N∑
k=1
ρk · r0k.
Con respecto a la pol´ıtica de planificacio´n espec´ıfica que determina el valor de
ρk, se pueden aplicar muchos esquemas diferentes, algunos de ellos se describen a
continuacio´n:
Equal Resource Sharing (ERS): Los recursos tiempo/frecuencia se compar-
Cap´ıtulo 2. Resumen global de los resultados 55
ten de forma equitativa entre los usuarios independientemente de su tasa de
transmisio´n potencial, es decir, ρk = 1/N . Por lo tanto, la tasa agregada de
transmisio´n es RERSN = 1/N
N∑
k=1
r0k, debiendo satisfacer que BR/B = N
R1/N y
BNR/B = N
R3/N donde NR1 y NR3 es el nu´mero de usuarios asignados a las
bandas de reutilizacio´n 1 y 3, respectivamente.
Equal Transmission Rate (ETR): La asignacio´n de recursos es inversamente
proporcional a las tasas potenciales de transmisio´n de los usuarios (es decir,
se asignan ma´s recursos a los usuarios con SINR ma´s baja), de modo que
las tasas de transmisio´n reales se distribuyen por igual entre los usuarios, es
decir, ρk = K1/r0k, donde K1 =
(
N∑
k=1
1/r0k
)−1
para satisfacer la restriccio´n de
asignacio´n de recursos. En este caso, la tasa agregada se puede calcular como
RETRN = N ·K1 y la proporcio´n entre las bandas de frecuencia 1 y 3 debera´n
satisfacer BR/B = 1/N ·
∑
k∈UR1
RETRN /r0k y BNR/B = 1/N ·
∑
k∈UR3
RETRN /r0k,
respectivamente.
Truncated-ETR: Esta es una versio´n modificada de la pol´ıtica anterior que
considera un valor ma´ximo de ρk para evitar asignar demasiados recursos
a los usuarios que reciben con una SINR muy baja, es decir: ρk = K2 ·
mı´n {K1/r0k, ε/N}, donde K2 =
(
N∑
k=1
mı´nK1/r0k, ε/N
)−1
y ε ∈ [0,∞] es un
factor de truncamiento con respecto al esquema ERS. ε/N significa que los
usuarios con una SINR pobre obtendra´n un ma´ximo de ε veces los recursos
que se les asignar´ıa si se utilizara un esquema ERS. Al variar el valor de ε,
este esquema puede comportarse de manera muy diferente. De hecho, la tasa
agregada RεN = K2
N∑
k=1
mı´nRETRN /(N · r0k), ε/N estara´ dentro de los l´ımites de
algoritmos anteriores: RETRN = l´ım
ε→∞
RεN ≤ RεN ≤ l´ım
ε→0
RεN = R
ERS
N .
Indicador de imparcialidad entre usuarios
El ana´lisis de la imparcialidad implica el estudio de la distribucio´n de la cantidad
de recursos (ancho de banda y tiempo) asignados a cada usuario. Sin embargo, como
las diferentes SINR conducen a una tasa potencial distinta, en este apartado se
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analiza la tasa de transmisio´n asignada (en lugar de los recursos asignados) mediante
la curva de Lorenz y el ı´ndice de Gini [50].
Sea 〈rk, k = 1 · · ·N〉 el conjunto ordenado de tasas asignadas a los usuarios bajo
cierta pol´ıtica de planificacio´n. La tasa acumulada por los primeros n de esos usuarios
viene dada por Rn =
n∑
k=1
rk.
La curva de Lorenz (ver Fig. 2.19 a)) muestra, en el eje x, el porcentaje del nu´mero
acumulado de usuarios normalizado al nu´mero total de usuarios, n/N , mientras que
en el eje y muestra la tasa acumulada de esos n usuarios normalizado a la tasa
agregada, Rn/RN . La recta a 45
o representa la igualdad perfecta en el coeficiente de
Gini de tasa asignada. El ı´ndice de Gini se puede considerar como la proporcio´n del
a´rea que se encuentra entre la l´ınea de igualdad y la curva de Lorenz sobre el a´rea
total debajo de la l´ınea de igualdad. Este coeficiente puede variar de 0 (igualdad
perfecta) a 1 (desigualdad ma´xima).
La curva de Lorenz se puede generalizar utilizando el valor no normalizado de
Rn en el eje y, dando como resultado la Fig. 2.19 b). Como se vera´ en la siguiente
seccio´n, esta representacio´n puede mostrar el intercambio de la tasa asignada entre
usuarios aventajados y desfavorecidos para ciertos valores de ε.
Figura 2.19: a) Curva de Lorenz, b) Curva de Lorenz generalizada
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Resultados
Se considera el enlace descendente de una red celular LTE-A con 61 celdas he-
xagonales de radio R=1 km. Suponemos que las BS utilizan antenas omnidireccio-
nales ubicadas en los centros de las celdas y con la misma potencia de transmisio´n,
Pt = 49 dBm. El escenario asumido es un a´rea urbana densa servida por macro-
celdas. Hay una cantidad de usuarios distribuidos aleatoriamente en la celda ob-
servada cuyas posiciones son variables aleatorias distribuidas uniformemente en la
celda.
La sen˜al recibida por los usuarios de la celda observada sufre pe´rdidas de propa-
gacio´n segu´n la siguiente expresio´n:
98,42 + 20log10 (d) if d < 0,5 km
140,35 + 38log10 (d) if 0,5 ≤ d < 1 km
140,36 + 35,04log10 (d) if d ≥ 1 km (2.13)
Se considera la existencia de desvanecimientos a pequen˜a escala que siguen un mo-
delo de Rayleigh. Adema´s, para facilitar la evaluacio´n nume´rica, hemos considerado
que la interferencia recibida del resto de las celdas en el sistema sigue una distribu-
cio´n gaussiana [49] y su intensidad de sen˜al solo se ve afectada por las pe´rdidas de
propagacio´n. Por simplicidad, suponemos que el sistema esta´ limitado por interfe-
rencia.
Para determinar la tasa de transmisio´n potencial, hemos tenido en cuenta las res-
tricciones establecidas en un sistema LTE-A. En tales sistemas, AMC se emplea para
maximizar el rendimiento mientras se mantiene la tasa de error de bloque (BLER)
bajo un objetivo predefinido (BLERt). Este objetivo se puede lograr seleccionando
el MCS o´ptimo sujeto a la BLERt, que se asume 0.1 en este trabajo, entre un con-
junto de 16 posibles esquemas. Por lo tanto, la tasa de transmisio´n puede calcularse
considerando la probabilidad de usar cada canal MCS dada una SINR media. Su-
poniendo que el MCS i se asocia con una tasa de modulacio´n de bi bits/s´ımbolo y
una tasa de codificacio´n ci, la tasa de datos efectiva cuando se usa MCS i se puede
calcular como ri = bi · ci. En un canal con desvanecimiento Rayleigh, la probabilidad
de seleccionar un MCS i en particular viene dada por:
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Figura 2.20: a) SINR, b) Tasa de transmisio´n potencial
pi = exp
(
−γi
γ¯
)
− exp
(
−γi+1
γ¯
)
. (2.14)
donde γi y γi+1 son los umbrales de SINR inferior y superior asociados al MCS
i, respectivamente; y γ¯ es la SINR media. A continuacio´n, se puede obtener r0k
promediando las tasas de transmisio´n individuales para cada MCS: r0k =
15∑
i=0
ri · pi.
La Fig. 2.20 a) representa la evolucio´n de la SINR asociada a cada regio´n en
funcio´n de la distancia normalizada entre un usuario y la BS en la celda observada.
Se puede ver que SINRR3 siempre es mayor que SINRR1. En la Fig. 2.20 b) se puede
ver co´mo se logra la reduccio´n del nivel de interferencia a costa de reducir la tasa
alcanzable en esta regio´n (l´ınea discontinua). Como se indica en (2.12), se puede ver
que la forma de maximizar la tasa potencial es seleccionar el valor ma´s alto de ambas
expresiones en cada SINR. Debe observarse que el umbral de SINR que conduce a
la ma´xima tasa potencial para cada usuario es el mismo independientemente de la
pol´ıtica de planificacio´n seleccionada y se puede ver en la Fig. 2.20 b) que tiene un
valor de 9.3 dB. En este caso, dado que no se considera el efecto del shadowing, el
umbral de SINR es equivalente al umbral de distancia, Xf , con un valor de 0.515R.
Esto significa que las regiones de reutilizacio´n 1 y 3 pueden ser renombradas como
regio´n interna y externa, respectivamente [47].
Una vez que se haya establecido el umbral o´ptimo de SINR, vamos a analizar el
rendimiento del sistema bajo las tres pol´ıticas consideradas. La Fig. 2.21 muestra la
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Figura 2.21: a) Tasa de transmisio´n alcanzable por el sistema, b) Particio´n del ancho
de banda del sistema
tasa de transmisio´n alcanzable (2.21 a)) y la divisio´n del ancho de banda del sistema
(2.21 b)) en funcio´n del para´metro ε . Se puede ver en la Fig. 2.21 a) que el valor de
la tasa agregada para la estrategia ERS es mayor que la asociada a ETR. Adema´s, en
la Fig. 2.21 b), se observa que la pol´ıtica ETR asigna casi el 95 % del ancho de banda
para usuarios de la banda de reutilizacio´n 3, mientras que la estrategia ERS asigna
ma´s del 25 % del ancho de banda para los usuarios de la banda de reutilizacio´n 1.
El ı´ndice de Gini asociado a la pol´ıtica ETR truncada en funcio´n del para´metro
ε y en funcio´n de la tasa agregada se muestra en la Fig. 2.22. Se puede ver en la
Fig. 2.22 a) co´mo aumenta el ı´ndice de Gini a medida que disminuye el valor de
ε. Esto se debe a que, a medida que disminuye ε, ciertos recursos se transfieren de
usuarios con menores tasas potenciales r0k a otros cuyo uso es ma´s eficiente, lo que
aumenta las desigualdades entre ellos. Finalmente, cuando ε → 0, la pol´ıtica ETR
truncada asigna a todos los usuarios la misma cantidad de recursos, pero aquellos
con SINR ma´s alta lo explotan de una manera ma´s eficiente. Por lo tanto, la pol´ıtica
ERS logra una mayor tasa agregada RERS a costa de lograr una mayor injusticia
entre los usuarios.
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Figura 2.22: Evolucio´n del ı´ndice de Gini (ETR truncado) vs. factor de truncamiento,
b) Tasa total de transmisio´n
2.2.2. Te´cnicas de transmisio´n coordinadas multipunto (CoMP)
Las te´cnicas de transmisio´n coordinadas multipunto (CoMP) suponen una de las
propuestas ma´s novedosas para la tecnolog´ıa LTE-Advanced. CoMP puede conside-
rarse como un sistema de mu´ltiples antenas (MIMO) distribuido, en el que los nodos
distribuidos geogra´ficamente forman mu´ltiples antenas y cooperan para transmitir
y/o recibir informacio´n. El objetivo es aumentar el rendimiento del sistema, espe-
cialmente en el borde de la celda, donde la interferencia inter-celda (ICI) suele ser
alta.
Esta seccio´n se centra en dos te´cnicas de transmisio´n coordinada que se utilizan
para aumentar el rendimiento del sistema, con el objetivo de evaluar su rendimiento
para las comunicaciones M2M a trave´s del enlace descendente de un sistema LTE-A.
La primera te´cnica considerada es la transmisio´n conjunta (JT) [12] sin preco-
dificacio´n, donde un NodeB evolucionado (eNB) y una unidad radio remota (RRU)
colaboran para transmitir datos de forma conjunta a uno o ma´s UEs.
La segunda te´cnica estudiada es la Reutilizacio´n de Frecuencia Parcial (PFR),
donde las ce´lulas adyacentes deben coordinarse para dividir todo el ancho de banda
en dos patrones de reutilizacio´n (reutilizacio´n 1 y 3) [13-14].
PFR mejora el proceso de recepcio´n de los usuarios al evitar que interfieran.
La Fig. 2.23 (izquierda) muestra el escenario PFR considerado: el ancho de banda
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B total del sistema disponible se divide en dos bandas de frecuencia ortogonales
no superpuestas indicadas por Bcenter y Bedge. Bcenter representa el ancho de banda
disponible para los usuarios cerca del eNB y Bedge se divide en tres conjuntos de
subbandas de igual taman˜o que representan el ancho de banda disponible para los
usuarios de borde de celda; cada una de estas subbandas se asignara´ a las celdas
de manera que ninguna otra celda circundante este´ utilizando la misma subbanda.
De esa manera, cada celda utiliza el espectro Bcenter para atender a los usuarios del
centro de la celda y un tercio del espectro de Bedge para atender a los usuarios de la
celda. Esta asignacio´n de frecuencia garantiza que los usuarios de borde de celda no
recibira´n interferencia de las celdas vecinas ma´s cercanas porque a estas celdas se les
asignan diferentes sub-bandas de frecuencia para su transmisio´n en esa regio´n. Esta
reduccio´n en el nivel de interferencia se logra a costa de reducir la cantidad de ancho
de banda asignable por celda (solo se utiliza un tercio de Bedge en cada celda).
Figura 2.23: Topolog´ıa celular de un esquema PFR (izquierda) y Transmisio´n Con-
junta (JT) en transmisio´n (derecha)
A diferencia de la te´cnica anterior, la te´cnica de transmisio´n conjunta (JT) sin
precodificacio´n intenta explotar el hecho de que un usuario recibe sen˜ales de cel-
das adyacentes. De hecho, esta te´cnica consiste en transmitir la misma informacio´n
simulta´neamente desde diferentes eNBs para mejorar el proceso de recepcio´n. Es-
ta informacio´n debe combinarse coherentemente en el receptor mo´vil. La Fig. 2.23
(derecha) muestra el proceso realizado cuando se aplica esta te´cnica. Como puede
verse, los mismos recursos de frecuencia de la celda adyacente esta´n dedicados a la
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transmisio´n de la misma informacio´n a los usuarios de borde de celda. Esto significa
que la capacidad de estos recursos de frecuencia se divide por el nu´mero de entidades
involucradas en el proceso de JT. Por lo tanto, es importante decidir que´ usuarios
se consideran en la regio´n del borde de la celda para evitar el uso de esta te´cnica
por parte de usuarios cuyo proceso de recepcio´n no esta´ limitado por interferencias.
Esta decisio´n se puede tomar en base a la potencia media recibida de la celda que
le da servicio y de las otras celdas. Si ambos valores son similares, significa que el
usuario esta´ en el borde de la celda. De lo contrario, el usuario esta´ cerca del eNB y
las interferencias no afectan significativamente al proceso de recepcio´n.
La eficiencia de esta te´cnica depende de si las sen˜ales provenientes de diferentes
celdas se suman en fase o en contrafase (ya que no se supone una precodificacio´n).
En el peor de los casos, la adicio´n puede ser destructiva y la sen˜al recibida sera´ nula.
De todos modos, la recepcio´n mejorara´ a medida que aumente el nu´mero de celdas
transmisoras.
Cabe sen˜alar que las celdas vecinas deben coordinarse en ambas te´cnicas, pero
el grado de coordinacio´n es muy diferente en cada caso. Por un lado, en la te´cnica
PFR, las celdas adyacentes deben coordinarse para definir las bandas de frecuencia
no superpuestas, Bcenter y Bedge, y para decidir que´ subbanda pueden usar cada una.
Sin embargo, este intercambio de informacio´n se realiza t´ıpicamente en un tiempo
de gran escala (es decir, varios d´ıas). Por otro lado, debe existir una coordinacio´n
perfecta entre las celdas adyacentes cuando se aplica la te´cnica JT, ya que las en-
tidades coordinadas deben conocer, no solo los recursos de frecuencia asignados a
cada usuario de borde de celda, sino tambie´n los datos que deben transmitirse.
Resultados de simulacio´n
Se considera el enlace descendente de una red celular LTE con 61 celdas hexa-
gonales de radio 0.5 km. Todos los eNBs utilizan la misma potencia de transmisio´n.
Un resumen de los para´metros de simulacio´n se muestra en la Tabla 2.5.
Se han simulado 10 usuarios distribuidos aleatoriamente en la celda observada.
Cada uno de ellos recibe tra´fico generado mediante un modelo de fuente de ca´mara
de video IP [52], que corresponde a una aplicacio´n M2M de control remoto sensible al
retardo. Se considera que un usuario esta´ en el a´rea del borde de la celda siempre que
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Tabla 2.5: Para´metros de simulacio´n
la diferencia entre la potencia recibida de la celda observada y de las celdas adyacentes
sea inferior a 5 dB. Este valor se ha elegido para garantizar que la cooperacio´n solo
se aplique a los usuarios que tienen condiciones de canal muy malas. En la te´cnica
PFR, el taman˜o de Bedge se determina proporcionalmente al nu´mero de usuarios de
borde. En la te´cnica JT, este proceso no es necesario ya que no se realiza ninguna
divisio´n de ancho de banda.
Los resultados se asocian a tres casos de estudio: 1) no se aplica ninguna te´cnica,
es decir, se trata de una red celular con un factor de reutilizacio´n 1 (denominado
baseline), 2) te´cnica JT sin precodificacio´n y 3) te´cnica PFR.
La Fig. 2.24 muestra la SINR media asociada a usuarios de borde (l´ıneas rojas) y
usuarios de centro (l´ıneas azules) para los tres casos de estudio. Los niveles de SINR
se presentan para diferentes valores de incremento de potencia de transmisio´n en el
eNB, definidos como:
∆PTx = PTx − Pn − Lpmax[dB] (2.15)
donde Lpmax corresponde a la pe´rdida de propagacio´n en el borde de la celda, Pn
es la potencia de ruido y PTx es la potencia de transmisio´n. Se puede ver que para
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valores bajos de potencia de transmisio´n, la SINR esta´ dominada por la potencia de
ruido. A medida que ∆PTx aumenta (por encima de 20 dB), la SINR esta´ dominada
por la interferencia. Finalmente, los valores medios de SINR se saturan porque el
efecto de aumentar la potencia de sen˜al deseada compensa el aumento de potencia
de la sen˜al interferente.
Figura 2.24: SNR media por usuario (usuario del borde de la celda en color rojo)
La Fig. 2.25 muestra los resultados de retardo medio de paquete en la celda
observada (izquierda) y el retardo medio de paquete para los usuarios del borde de la
celda (derecha). Se puede observar que el retardo medio de la celda es esencialmente
el mismo tanto para la configuracio´n de referencia como para la te´cnica JT, mientras
que el retardo para los usuarios de borde se reduce ligeramente. Por otro lado, PFR
mejora los resultados de retardo para la mayor´ıa de los valores de ∆PTx. Solo para
los valores ma´s bajos de ∆PTx, los resultados son bastante similares porque en este
punto la SINR de los usuarios en el borde de la celda es bastante similar.
La Fig. 2.26 presenta una comparacio´n de la tasa media de transmisio´n del usuario
en la celda completa (izquierda) y en el borde (derecha). Vale la pena notar que dicha
tasa es ligeramente peor para la te´cnica JT que para la configuracio´n de referencia.
Esto es as´ı porque la celda adyacente tiene menos recursos para compartir debido al
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Figura 2.25: a) Retardo medio de paquete en toda la celda, b) Retardo medio de
paquete para los usuarios del borde de la celda
uso de JT. Solo es aconsejable el uso de JT cuando la tasa de transmisio´n del usuario
aumenta ma´s del doble. Este es en realidad un criterio de decisio´n ma´s exigente que
un umbral de potencia de 5 dB. Sin embargo, el intere´s de esta te´cnica proviene de la
mejora del rendimiento de los usuarios del borde, como se puede ver en la figura de
la derecha. En particular, la ganancia a 20 dB es del 64 %, mientras que la pe´rdida
relativa en el rendimiento medio de los usuarios es del 5 %. Adema´s, se observa que
los resultados para la te´cnica PFR supera a los de JT y la referencia para valores
medios y altos de ∆PTx. Cabe sen˜alar que el uso de PFR tiene un equilibrio entre la
imparcialidad entre usuarios y el rendimiento del sistema.
2.2.3. Expansio´n del Rango de la Celda (CRE)
A la hora de realizar la asociacio´n entre usuarios (UEs) y estaciones base (BSs)
se pueden tener en cuenta distintos criterios. T´ıpicamente se consideran dos posibles
criterios: 1) pe´rdidas de propagacio´n mı´nima; 2) mayor potencia media recibida. Si
se elige este u´ltimo cuando se tiene un escenario heteroge´neo, es posible aplicar un
incremento (sesgo) sobre la potencia de transmisio´n de las celdas pequen˜as (Small-
cell Base Stations, SBSs) de manera que se ampl´ıe su a´rea de cobertura. Esta te´cnica,
conocida como Expansio´n del Rango de la Celda (Cell Range Expansion, CRE) [53],
consigue reducir la carga asociada a las celdas grandes (Macro-cell Base Stations,
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Figura 2.26: a) Tasa media de transmisio´n en toda la celda, b) Tasa media de trans-
misio´n para los usuarios del borde de la celda
MBSs) puesto que al aplicar el sesgo se fuerza a que UEs que estar´ıan asociados a
una MAP se asocien a una PAP. Ahora bien, estos usuarios forzados (CRE UEs),
suelen tener unos valores de nivel de sen˜al a interferencia (SINR) muy degradados
debido a que la MAP a la que estar´ıan asociados de forma natural actu´a ahora como
interferente.
A continuacio´n se muestran los resultados mediante simulacio´n de un escenario
compuesto por 4 SBSs ubicados dentro del a´rea de cobertura de una MBS. El objetivo
de este estudio es analizar el efecto de la asociacio´n de los usuarios en el rendimiento
del sistema cuando se aplica la te´cnica CRE. Los para´metros de simulacio´n se detallan
en la Tabla 2.6.
El escenario de simulacio´n consta de una MBS con cuatro SBS colocadas dentro
de su a´rea de cobertura. El a´rea de cobertura de la MBS es de forma hexagonal con
un radio interior de 250 m. Los SBS se ubican alrededor de la MBS a 0◦, 90◦, 180◦ y
270◦ en coordenadas polares, estando la MBS en el origen de coordenadas. Se analiza
el efecto de la distancia entre MBS y SBS en un entorno urbano, es decir, desde una
ubicacio´n cercana a la MBS a una ubicacio´n cerca del borde de la celda. En particu-
lar, las distancias tomadas en cuenta son 40, 100 y 160 m, denominados escenarios
P-1, P-2 y P-3, respectivamente (ver Fig. 2.27 a 2.29). Un total de 60 usuarios esta´n
distribuidos uniformemente con una distancia mı´nima UE-MBS de 35 m. Se han
generado 8 realizaciones espaciales de las ubicaciones de UE segu´n un Proceso de
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Tabla 2.6: Para´metros de simulacio´n por defecto
Parameter Value
Carrier Freq. 2 GHz
Bandwidth 10 MHz
Transmission Power 43 dBm (MBS), 30 dBm (SBSs)
Simulation Time 20000ms
Transmission Mode SISO
Number of users 60
Association Criterion Ma´x. RSRP+Bias
Distances MBS-SBSs 40, 100, 160 m
Hexagon Apothem 250 m
Spatial Distribution process BPP
No. of Spatial Realization 8
Path Losses ITU UMa, ITU Umi
Fast Fading ITU UMa
Scheduler Round Robin
Max. Allocation per user 15 PRBs
Source FTP Model 3, λ = 2,5, 0.5 MB
Decoding Algorithm SOVA
Link Adaptation Method OLLA
Channel Estimation Ideal
SNR Estimation Error based
Punto Binomial. Para cada realizacio´n espacial, hemos realizado una simulacio´n de
20000 subtramas. En la Fig. 2.30, hay un ejemplo de realizacio´n espacial de usua-
rios. Posteriormente, los resultados se promedian en el dominio espacial y temporal
para obtener los indicadores de rendimiento previstos. Adema´s, la asociacio´n de los
usuarios a las celdas tiene en cuenta tanto la potencia recibida como el sesgo CRE,
con un rango de valores entre 0 dB y 30 dB.
La BS esta´ configurada para transmitir con un ancho de banda de 10 MHz en
una portadora de 2 GHz. La potencia de transmisio´n de las MBS y SBS es de
43 dBm y 30 dBm, respectivamente. Se usa AMC junto con la te´cnica OLLA y
un planificador de paquetes Round Robin. Las pe´rdidas de propagacio´n se calculan
siguiendo la definicio´n para Macro urbana (UMa) de la UIT y la Micro urbana (Umi)
[54]. Se considera un modelo de Rayleigh para los desvanecimientos por propagacio´n
Cap´ıtulo 2. Resumen global de los resultados 68
-200 0 200
X (m)
-400
-200
0
200
Y 
(m
)
MBS
SMS
Figura 2.27: Escenario P-1
-200 0 200
X (m)
-400
-200
0
200
Y 
(m
)
MBS
SBS
Figura 2.28: Escenario P-2
-200 0 200 X (m)
-400
-200
0
200
Y 
(m
)
MBS
SBS
Figura 2.29: Escenario P-3
-200 0 200 X (m)
-400
-200
0
200
Y 
(m
)
MBS
SBS
User
Figura 2.30: Realizacio´n espacial de usua-
rios
multicamino con la configuracio´n UMa de la UIT [55]. Se utiliza un modelo de tra´fico
para el Protocolo de transferencia de archivos (FTP); en particular, consideramos
el modelo de FTP 3 [54], donde los paquetes llegan de acuerdo con un proceso de
Poisson con un tiempo de llegada de paquete que sigue una distribucio´n exponencial.
Adema´s, los archivos tienen un taman˜o de 0.5 Mbytes.
Las me´tricas que se analizan son las siguientes: asociacio´n de usuarios por nivel,
carga de PRBs por nivel, Tasa de transmisio´n agregada, porcentaje de usuarios de
baja tasa de transmisio´n e imparcialidad.
Asociacio´n de usuarios por nivel Representa el nu´mero de usuarios que esta´n
asociados al nivel 1 (MBS) y al nivel 2 (SBS). Cada usuario se asociara´ a la celda
con el nivel de potencia recibido (RSRP) ma´ximo medido ma´s el sesgo CRE.
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Carga de PRBs por nivel Este es el porcentaje de PRBs utilizados por nivel.
Como el ancho de banda simulado es de 10 MHz, el uso ma´ximo del nivel 1 es de 50
PRB, mientras que para el nivel 2 es de 200 PRB (4 celdas pequen˜as).
Tasa de transmisio´n agregado Se calcula como los bits agregados recibidos por
todos los usuarios (de ambos niveles) por segundo.
Porcentaje de usuarios de baja tasa de transmisio´n Se usa para mostrar el
porcentaje de usuarios que tienen una tasa de transmisio´n baja, es decir, menos de
10kbps, nombrada como usuarios de tasa baja (LRU).
Imparcialidad Se usa para determinar si los usuarios reciben una parte justa de
los recursos del sistema. El ı´ndice de Jain se utiliza para calcular la imparcialidad
de las celdas simuladas de la siguiente forma:
J (x1, x2, ..., xn) =
(
∑n
i=1 xi)
2
n ·∑ni=1 x2i (2.16)
donde xi es el nu´mero total de bits recibidos por el usuario i, y n representa el
nu´mero de usuarios.
A continuacio´n se presentan los resultados de simulacio´n para diferentes valores
de sesgo CRE. Tenga en cuenta que, al aumentar el sesgo, los usuarios se asociara´n
a una SBS con menos carga a costa de reducir su SINR. Es un compromiso entre
los recursos disponibles y la SINR, ya que el sesgo aumenta la SINR ma´s baja en
la nueva celda de servicio. En consecuencia, la transferencia de usuarios del nivel 1
al nivel 2 debido a un alto valor de sesgo puede causar que los usuarios no pueden
transmitir o tengan tasas de transmisio´n demasiado bajas.
En la Fig. 2.31, se muestra la asociacio´n de usuarios para los escenarios P-1, P-2 y
P-3 en funcio´n del sesgo. Por un lado, las l´ıneas continuas representan la asociacio´n
del usuario a nivel 1 (MBS). Por otro lado, las l´ıneas discontinuas representan la
asociacio´n a nivel 2 (SBS). Se puede ver que el punto de interseccio´n donde el 50 %
de los usuarios se dividen por igual en ambos niveles se alcanza antes, ya que las
SBSs esta´n ma´s alejadas de la MBS. En P-1, la MBS esta´ cerca de las SBSs y, por
lo tanto, es dif´ıcil equilibrar a los usuarios de la MBS debido a su alta potencia.
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Figura 2.31: Asociacio´n de usuarios por nivel
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Figura 2.32: Porcentaje de Carga de PRB
por nivel
0 10 20 30
Bias (dB)
0
20
40
60
80
Us
er
s 
(%
)
P-1
P-2
P-3
Figura 2.33: Porcentaje de usuarios de ba-
ja tasa de transmisio´n
Adema´s, la carga por nivel (Fig. 2.32) es un resultado que esta´ vinculado a la
figura anterior. Al principio, cuando el sesgo es bajo, la MBS se carga al 100 % y
cuando aumenta el nu´mero de usuarios asociados al nivel 2, la MBS se descarga.
Tenga en cuenta que, aunque la cantidad de usuarios asociados al nivel 2 crece, no
todos los usuarios pueden transmitir debido a su baja SINR. En la Fig. 2.33 se puede
ver que el nu´mero de usuarios con baja tasa de transmisio´n aumenta cuando aumenta
el sesgo porque estos usuarios se ven obligados a asociarse a una SBS pero con una
SINR que no es suficiente para transmitir, principalmente por la interferencia de la
MBS. La diferencia entre las tres curvas se produce para valores de alto sesgo. Para
P-2 y P-3, el nu´mero de usuarios de baja tasa de transmisio´n disminuye con valores
de alto sesgo. Esto se debe al hecho de que la interferencia se reduce cuando la MBS
se carga por debajo del 90 % y, en consecuencia, los usuarios pueden transmitir con
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mejores condiciones. Por el contrario, para P-1, el nu´mero de usuarios de tasa baja
permanece constante con un valor de 80 % porque el usuario ma´s cercano a la MBS
siempre esta´ asociado a ella.
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Figura 2.34: Tasa de transmisio´n agrega-
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Figura 2.35: Imparcialidad (´ındice de
Jain)
En la Fig. 2.34 se muestra la tasa de transmisio´n agregada de todas las celdas
simuladas. Para valores de sesgo inferiores a 10 dB, el rendimiento de P-1 y P-2
disminuye progresivamente. Esto se debe a que los peores usuarios asociados a la
MBS ahora esta´n asociados a las SBSs y su velocidad de transmisio´n ahora es menor
o nula. Sin embargo, para P-3, el rendimiento aumenta ligeramente para un sesgo
de 2 dB como resultado de la nueva asociacio´n de usuarios. Esto se debe a que con
un sesgo inferior a 2 dB, los usuarios se asocian a una MBS bastante cargada. Sin
embargo, con un sesgo de 2 dB, los usuarios pueden transmitir asociados a una SBS
descargada. Por tanto, para valores de sesgo ma´s altos, el rendimiento agregado crece
ra´pidamente, pero esto se debe a dos factores. Por un lado, se asignan ma´s usuarios
al nivel 2, pero su SINR es tan baja que no pueden transmitir, por lo que hay ma´s
recursos para usar en la MBS. Por otro lado, la fuente principal de interferencia
(la MBS) esta´ menos cargada, por lo que la interferencia del a´rea disminuye y, en
consecuencia, la condicio´n para la transmisio´n es mejor.
La imparcialidad se muestra en la Fig. 2.35, la cual esta´ estrechamente relacionada
con los usuarios de baja tasa. Para los tres casos, la imparcialidad o´ptima se logra
cuando los usuarios de baja tasa esta´n por debajo del 13 %. Al principio, la mayor´ıa
de los usuarios mejoran su rendimiento y otros usuarios pueden estar apagados, pero
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en general el sistema es ma´s justo. Cuando se alcanza la imparcialidad o´ptima, ma´s
usuarios se convierten en usuarios de baja tasa y la imparcialidad disminuye.
2.3. Desarrollo de una herramienta de simulacio´n
para LTE-Advanced
Disponer de herramientas de simulacio´n que permitan analizar las prestaciones
de los sistemas de comunicaciones mo´viles es muy importante dado que permiten
realizar pruebas reproducibles con un bajo coste asociado.
Por una parte, es importante aplicar un modelo lo suficientemente exacto como
para que se contemplen las principales caracter´ısticas del sistema, pero tambie´n
debe ser lo ma´s simplificado posible a fin de que el tiempo de simulacio´n no sea
excesivamente elevado. Esto exige, por tanto, un compromiso entre complejidad del
modelo a utilizar y eficiencia en cuanto a tiempo de simulacio´n.
En la literatura, existen distintas herramientas de simulacio´n para sistemas LTE-A
que cumplen este objetivo. Concretamente, en [56] se presenta un simulador LTE
implementado en Matlab. Esta herramienta consiste en realidad en dos simuladores
independientes: uno de enlace, que permite obtener tablas con resultados de capa
f´ısica; y otro simulador de sistema, que usa estos resultados almacenados previamen-
te en tablas. De este modo se consigue abstraer la capa f´ısica en las simulaciones que
involucran capas superiores.
Otro ejemplo se encuentra en [57], donde se presenta la herramienta SimuLTE.
Esta herramienta ofrece gran flexibilidad, ya que al estar basado en OMNeT++ se le
pueden an˜adir distintos mo´dulos. Como por ejemplo INET, el cual permite simular
aplicaciones en tiempo real que usan diversas tecnolog´ıas de acceso radio. Tambie´n
cabe mencionar las herramientas presentadas en [58] y [59]. La primera de ellas,
desarrollada en C++, contempla una gran cantidad de funcionalidades tales como
movilidad, handover, diferentes planificadores, etc. La segunda, basada en ns-3, ha
sido disen˜ada para permitir una simulacio´n extremo a extremo asumiendo modelos
de tra´fico realistas.
Una caracter´ıstica comu´n a los citados simuladores es que todos ellos aplican
una estrategia de simulacio´n de la capa f´ısica basada en tablas. De esta forma, se
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consigue reducir los tiempos de simulacio´n, pero da lugar a una pe´rdida de precisio´n
que deriva del mecanismo de abstraccio´n.
El simulador Wireless Mobile SIMulation Advanced (WM-SIMA) [60] [61] ha sido
disen˜ado para simular con gran detalle la capa f´ısica (PHY) y de acceso al medio
(MAC) sin usar tablas que abstraigan la capa f´ısica. WM-SIMA considera el enlace
descendente (DL) de un sistema multi-celda Long Term Evolution Advanced (LTE-
A) en modo duplexacio´n por divisio´n en frecuencia (FDD) considerando el acceso
mu´ltiple por divisio´n de frecuencias ortogonales (OFDMA) como te´cnica de acceso
al medio [62]. Se trata de una evolucio´n de la herramienta WM-SIM [63] en cuanto a
que soporta esquemas de transmisio´n con mu´ltiples antenas (Multiple Input Multiple
Outputs, MIMO) con configuraciones de hasta 8x8, y con posibilidad de considerar
varias Components Carriers (CCs) si se activa la opcio´n de Carrier Aggregation
(CA), entre otras nuevas funcionalidades.
2.3.1. Arquitectura del Simulador
Podemos distinguir dos niveles en la arquitectura del simulador: nivel de sistema
y nivel de enlace, los cuales se detallan a continuacio´n.
Nivel de sistema
Este nivel, implementado en Matlab, proporciona la informacio´n de despliegue
de la red mo´vil a simular. Para ello, utiliza una serie de para´metros configurables
como son nu´mero de terminales mo´viles (UEs), nu´mero y tipo de puntos de acceso
(APs), potencia de transmisio´n de APs, a´rea de celda, entre otros.
Se distinguen dos tipos de APs: macro (MAPs) y pico (PAPs). De esta forma, es
posible considerar redes homoge´neas donde so´lo se tienen MAPs; o redes heteroge´neas
compuestas por ambos tipos de APs. En este caso, cada tipo de AP tendra´ asociadas
unas caracter´ısticas en cuanto a potencia de transmisio´n y pe´rdidas de propagacio´n.
Otro aspecto de la red configurable es el tipo de grid a aplicar, que puede elegirse
hexagonal o aleatorio, para el cual las celdas se situ´an siguiendo una distribucio´n
espacial uniforme.
Por otra parte, es posible indicarle al nivel de enlace que simule so´lo un sub-
conjunto de los APs y UEs que componen la red reduciendo, por tanto, el coste
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computacional de simulacio´n. El subconjunto simulado estara´ compuesto por aque-
llos MAPs que se encuentren en la regio´n central del a´rea total definida por la red,
as´ı como los elementos que tenga asociados: UEs y PAPs. El efecto del resto de
elementos no simulados en la red se modelara´ como interferencia Gaussiana.
Una vez posicionados los UEs y APs, se obtiene la siguiente informacio´n:
Asociacio´n de UEs a APs, que se puede llevar a cabo en base a dos criterios:
pe´rdidas de propagacio´n mı´nima o mayor potencia media recibida. Si se elige
este u´ltimo cuando se tiene un escenario heteroge´neo, es posible aplicar un
incremento (sesgo) sobre la potencia de transmisio´n de las PAPs de manera
que se amplia su a´rea de cobertura. Esta te´cnica, conocida como Cell Range
Expansion (CRE) [53], consigue reducir la carga asociada a las MAPs puesto
que al aplicar el sesgo se fuerza a que UEs que estar´ıan asociados a una MAP
se asocien a una PAP. Ahora bien, estos usuarios forzados o CRE UEs, suelen
tener unos valores de nivel de sen˜al a interferencia (SINR) muy degradados
debido a que la MAP a la que estar´ıan asociados de forma natural actu´a ahora
como interferente.
Potencia media interferente que recibe cada elemento simulado desde el resto
de elementos (UEs y APs) no simulados que componen la red celular.
Ganancia del camino entre cada UE y AP simulado.
Nivel de SINR medio para cada UE simulado.
Potencia media de transmisio´n de cada AP simulado.
Toda esta informacio´n se almacena en un fichero .mat que sera´ utilizado poste-
riormente por la parte de nivel de enlace para realizar la simulacio´n.
Nivel de enlace
Este nivel, basado en C++, lleva a cabo el procesado de las capas PHY y MAC
para la configuracio´n de red establecida. La Fig. 2.36 muestra la arquitectura del
simulador asociada a este nivel. Se observa co´mo la herramienta se compone de
cinco grandes bloques: transmisor (Trasmitter), receptor (Receiver), canal radio
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MIMO (Extended MIMO Channel), planificador cross-layer (MAC Scheduler) y
medidas (QoS Statistics).
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Figura 2.36: WM-SIMA: Arquitectura de nivel de enlace
Transmitter Es el encargado de generar los paquetes RLC (Radio Link Control),
encolarlos y segmentarlos en bloques de transporte (TBs) en base a la informacio´n
que recibe del planificador (allocationInfo). Para ello se dispone de 3 modelos de
fuentes: Full buffer, en la que los UEs siempre tienen informacio´n para transmitir;
Streaming, segu´n una distribucio´n de Pareto; o Trazas, que se cargan de un fichero
.mat. Sobre los TBs generados, se aplica un esquema de modulacio´n y codificacio´n
adaptativo para obtener dina´micamente los s´ımbolos complejos que se mapeara´n
sobre los recursos f´ısicos disponibles. El nu´mero total de recursos (nResources) de-
pendera´ del ancho de banda considerado (nPRBs, nu´mero de Physical Resource
Blocks), del nu´mero de CC (nCC) y de la configuracio´n de antenas, que determi-
na el nu´mero de codewords1 (Cw) disponibles (nCw). A continuacio´n, realiza un
1En este trabajo el te´rmino codeword hace referencia a un TB codificado y modulado de forma
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procesado MIMO que implica: un mapeo de Cw a layers, realizado por el bloque
Layer Mapping (LM) asociado a cada AP; y una precodificacio´n MIMO, si procede.
Por u´ltimo, se realiza un procesado de antenas (AntPro) para la generacio´n de los
s´ımbolos OFDM que se transmiten sobre el canal radio.
Receiver Realiza el proceso inverso al llevado a cabo en el transmisor con el
objetivo de recuperar los TBs enviados. En efecto, a partir de los s´ımbolos OFDM
recibidos recupera la informacio´n transmitida haciendo uso tanto de la sen˜alizacio´n
(allocationInfo) como de la estimacio´n de canal que realiza el propio bloque. Esta
estimacio´n puede ser: ideal, coincidiendo con el reporte recibido del canal (CSI); o
estimada, a partir de los pilotos en la subtrama LTE-A.
Extended MIMO channel Modela el efecto que tiene el canal de comunica-
ciones mo´viles inala´mbrico. Para ello, genera tantos canales independientes como
caminos haya entre cada UE y AP simulados dependiendo de la configuracio´n de
antenas elegida. En cada uno de ellos se modelan los siguientes efectos:
1. Desvanecimiento selectivo en frecuencia, mediante un modelo de l´ınea de retar-
do multitrayecto en el que la ganancia y retardo asociado a cada trayecto son
configurables. Las muestras del canal pueden seguir una distribucio´n Rayleigh
o Rice. En caso de que se tenga una configuracio´n MIMO, se utiliza el modelo
de Kronecker [64] para determinar la correlacio´n espacial entre antenas.
2. Interferencia, que se an˜ade sobre la sen˜al recibida en cada receptor desde el
subconjunto de transmisores simulados.
3. Ruido Gaussino blanco (AWGN), que para cada receptor an˜ade ruido Gaus-
siano en cada una de sus antenas. Hay que recordar que la potencia de ruido
aqu´ı an˜adida tiene en cuenta la interferencia del resto de elementos no simula-
dos que componen la red.
Por u´ltimo, cabe destacar que existe la posibilidad de que este bloque funcione
en el dominio del tiempo, de manera que se simula el canal con gran exactitud, o de
la frecuencia, con lo que los s´ımbolos OFDM se ven afectados directamente por la
respuesta en frecuencia del canal simulado. En caso de simular el canal en frecuencia
independiente.
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se reduce el tiempo de simulacio´n a costa de asumir que la transmisio´n esta´ libre de
interferencia entre s´ımbolos (ISI) y entre portadoras (ICI).
MAC Scheduler Se encarga de llevar a cabo la planificacio´n en cada intervalo
de transmisio´n (TTI) para repartir los recursos tiempo-frecuencia entre los UEs en
funcio´n del algoritmo seleccionado. Para ello tiene en cuenta la informacio´n que
recibe por usuario basada en el estado de las colas (queuesInfo) y en el estado de
los procesos HARQ y el canal radio (reportInfo).
Independientemente del algoritmo, se ha optado por dar prioridad a las retrans-
misiones pendientes frente a la transmisio´n de nueva informacio´n. En efecto, en cada
TTI se intentan asignar recursos primero a las retransmisiones asociadas a cada UE.
Para ello, se aplica un criterio de bu´squeda c´ıclico sobre los usuarios con retransmi-
siones pendientes para determinar el siguiente UE a tratar. Una vez seleccionado, el
planificador determina los recursos concretos sobre los que se hara´ la retransmisio´n.
Tras planificar las retrasmisiones, los recursos restantes se asignan a la transmisio´n de
nueva informacio´n. En este caso, el planificador determina tanto el usuario a tratar
como los recursos concretos a asignarle.
Cabe destacar que la asignacio´n de recursos se hace aplicando el Tipo 2 de los po-
sibles criterios de Resource Allocation definidos por el 3GPP para el DL. As´ı, en cada
codeword, los PRBs se asignan en bloques de PRBs consecutivos cuyo taman˜o sera´
mu´ltiplo del taman˜o mı´nimo de asignacio´n asociado al ancho de banda de simulacio´n
[65].
Los algoritmos de planificacio´n implementados son: Round Robin, Proportional
Fair, Channel Dependent Earliest Deadline Due (CDD-EDD), CDD-EDD with post-
ponent term y Opportunistic Hard Priority.
QoS Statistics Genera estad´ısticos asociados a la simulacio´n tales como tasa
de error de bit (Bit Error Rate, BER), de bloque (BLock Error Rate, BLER), th-
roughput, informacio´n relacionada con las colas de usuario, etc. Para ello tiene en
cuenta la informacio´n que recibe del receptor y del estado de las colas de los UEs
(queuesInfo). Los estad´ısticos obtenidos se almacenan en un fichero .mat al finalizar
la simulacio´n, de manera que es posible hacer un procesado offline de los mismos.
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Cap´ıtulo 3
Conclusiones y L´ıneas Futuras de
Trabajo
3.1. Conclusiones
En esta tesis se ha realizado un ana´lisis de te´cnicas de gestio´n de recursos radio
sobre redes celulares LTE-Advanced.
El primer bloque de te´cnicas esta´ centrado en algoritmos de planificacio´n de re-
cursos radio, comenzado por aquellos que tienen en cuenta requisitos de retardo del
tra´fico. Los resultados de la simulacio´n muestran que, para valores bajos de SNR
(entre 0 y 15 dB), los tres algoritmos evaluados son capaces de reducir considera-
blemente el retardo medio y el percentil 95 del retardo a costa de descartar aquellos
paquetes que excedan un cierto umbral. Para valores altos de SNR (de 15 a 30 dB),
los resultados de retardo esta´n influenciados principalmente por la funcio´n de uti-
lidad de cada algoritmo. En este sentido, el algoritmo denominado CD-EDD with
postponed EDD term logra el mejor rendimiento.
Posteriormente, se ha analizado la imparcialidad entre usuarios para un algoritmo
PF con criterios de SNR y de tasa de transmisio´n, obteniendo expresiones de forma
cerrada para la distribucio´n de la SNR por usuario y del sistema para este segundo
caso. Los resultados muestran diferencias notables en te´rminos de distribucio´n de
probabilidad asociada con la SNR por usuario y por sistema. En particular, los
resultados muestran que el criterio de PF basado en la tasa siempre es ma´s justo que
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el basado en la SNR (especialmente a medida que aumenta el nu´mero de usuarios
en la celda) aunque a costa de degradar la tasa de transmisio´n total del sistema.
Tambie´n se ha abordado la gestio´n de recursos para una arquitectura C-RAN.
En particular, se ha analizado el impacto del retardo en el informe H-ARQ sobre
el rendimiento del usuario. Los resultados muestran que la tasa neta de transmisio´n
disminuye cuando el retardo del informe H-ARQ es mayor que el tiempo requerido
para la ejecucio´n de los procesos HARQ.
El segundo bloque de te´cnicas se ha centrado en aquellas orientadas a la gestio´n
de interferencias. En particular, se ha comenzado por el ana´lisis del rendimiento del
sistema en un despliegue celular basado en FFR cuando se utilizan tres esquemas de
asignacio´n de recursos diferentes: ERS, ETR, ETR Truncado. Se ha propuesto un
me´todo para determinar la tasa total de transmisio´n y el ancho de banda o´ptimo de
particio´n de cada celda bajo cada estrategia de planificacio´n de recursos. Se demues-
tra que la tasa total de tranmisio´n es ma´xima para la estrategia ERS mientras que
ETR consigue la ma´s baja. El ana´lisis de imparcialidad muestra que la estrategia
ma´s justa es la pol´ıtica de ETR, que logra el menor valor del ı´ndice de Gini a costa de
disminuir la tasa media de transmisio´n. Dicho compromiso puede solventarse usando
la pol´ıtica ETR truncada a trave´s del para´metro .
Posteriormente se han analizado las te´cnicas coordinadas para la gestio´n de in-
terferencias cuando se aplica desde varias puntos de acceso (CoMP). En particular,
se ha evaluado la te´cnica de Transmisio´n Conjunta (JT) sin precodificacio´n y se ha
comparado con la te´cnicas PFR para la transmisio´n de tra´fico M2M. Los resultados
han mostrado que ambas te´cnicas mejoran el rendimiento de los usuarios del borde
de la celda en comparacio´n con la configuracio´n de referencia. Adema´s, la te´cnica
PFR presenta mejor resultado en te´rminos de retardo y tasa media de transmisio´n
para el tipo de tra´fico considerado. De hecho, PFR mejora significativamente los
resultados de retardo tanto para la celda observada como para los usuarios ubicados
en el borde de la celda. Teniendo en cuenta los resultados, se puede concluir que el
uso de JT sin precodificacio´n no es adecuado cuando se considera el tra´fico M2M.
En u´ltimo lugar, se aborda una de las te´cnicas ICIC ma´s importantes sobre redes
heteroge´neas: Expansio´n del Rango de la Celda (CRE). Se ha analizado la influencia
del valor del sesgo asociado a la te´cnica CRE sobre las prestaciones medias de una
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red LTE-A heteroge´nea considerando varias densidades de PAPs. Los resultados
obtenidos muestran que un aumento del sesgo produce siempre una descarga de
la MAP mientras que existe un valor o´ptimo del mismo en te´rminos de eficiencia
espectral. Dicho valor o´ptimo no depende de la densidad de PAPs considerada. Ahora
bien, un incremento del nu´mero de PAPs s´ı implica un incremento en el rendimiento
medio de la red en te´rminos de bits/s/Hz/m2.
Finalmente, se ha presentado la herramienta WM-SIMA, la cual permite simular
el enlace descendente de un sistema de comunicaciones mo´viles LTE-A. Para ello, se
han implementado las principales funcionalidades asociadas a la capa PHY y MAC
de este tipo de sistemas. Ha quedado reflejado tanto la configurabilidad como la
variedad de resultados que permite obtener WM-SIMA.
3.2. L´ıneas Futuras de Trabajo
A continuacio´n se describen algunas propuestas de futuras l´ıneas de trabajo:
Una de los cuestiones clave en la evolucio´n de las redes celulares hacia 5G es el
cambio a una banda de frecuencias ma´s alta, en ondas milime´tricas (mmW),
lo que plantea desaf´ıos adicionales. Uno de los desaf´ıos es la gestio´n de las in-
terferencias en redes basadas en mmW. Entre las te´cnicas que se barajan para
estos escenarios se encuentran: la gestio´n dina´mica de la potencia de transmi-
sio´n (bajo demanda), as´ı como el silenciamiento coordinado, la supresio´n de la
sen˜al interferente o el uso inteligente de mu´ltiples antenas.
Los sistemas inala´mbricos de nueva generacio´n (como 5G) esta´n pensados para
abarcar un amplio conjunto de escenarios con requisitos muy diversos, como
son: muy baja latencia y alta fiabilidad, muy alta densidad de usuarios, muy
alta eficiencia espectral, etc. Por este motivo, deben surgir nuevos algoritmos
de reparto de recursos (scheduling) que se adapten a dichos requisitos y que
aborden macro-celdas y pico/fempto-celdas. Una segunda l´ınea de investigacio´n
podr´ıa ir enfocada a algoritmos espec´ıficos para cada escenario.
Recientemente se han puesto en auge los algoritmos de transmisio´n de conte-
nido multimedia adaptativos a la capacidad. Una u´ltima l´ınea de investigacio´n
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podr´ıa ir enfocada a la definicio´n y evaluacio´n de nuevos algoritmos de reparto
de recursos en la capa de Control de Acceso al Medio (MAC) que tengan en
cuenta la informacio´n de la capa de aplicacio´n (cross-layer) con objeto de op-
timizar dicha adaptacio´n y mejorar la calidad de experiencia final del usuario.
Para ello, har´ıa falta definir una capa encargada de traducir el impacto de los
distintos indicadores de calidad en la red sobre la calidad de experiencia final
del usuario.
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