We propose a two-step estimating procedure for generalized additive partially linear models with clustered data using estimating equations. Our proposed method applies to the case that the number of observations per cluster is allowed to increase with the number of independent subjects. We establish oracle properties for the two-step estimator of each function component such that it performs as well as the univariate function estimator by assuming that the parametric vector and all other function components are known. Asymptotic distributions and consistency properties of the estimators are obtained. Finite-sample experiments with both simulated continuous and binary response variables confirm the asymptotic results. We illustrate the methods with an application to a U.S. unemployment data set.
1. Introduction. The generalized estimating equations (GEE) approach has been widely applied to the analysis of clustered data. Reference [15] introduced the GEEs to estimate the regression parameters of generalized linear models with possible unknown correlations between responses. The GEE approach only requires the first two marginal moments and a working correlation matrix that accounts for the form of within-subject correlations of responses, and it can yield consistent parameter estimators even when the covariance structure is misspecified, as long as the mean function is correctly specified.
Parametric GEEs enjoy simplicity by assuming a fully predetermined parametric form for the mean function, but they have suffered from inflexibility in modeling complicated relationships between the response and covariates in clustered data studies. To allow for flexibility, [9, 32] and [16] proposed to model covariate effects nonparametrically via GEE. The proposed nonparametric GEE method enables us to capture the underlying structure that otherwise can be missed. Reference [17] extended the kernel estimating equations in [16] to generalized partially linear models (GPLMs), which assume that the mean of the outcome variable depends on a vector of covariates parametrically and a scalar predictor nonparametrically to overcome the "curse of dimensionality" of nonparametric models. As an extension, [6] and [14] approximated the nonparametric function in GPLMs by regression splines. It is pointed out in [31] and [18] that splines effectively account for the correlations of clustered data and are more efficient in nonparametric models with longitudinal data than conventional local-polynomials. Splines also provide optimal convergence rates in partially linear models [7, 8] . To allow the nonparametric part in partially linear models to include multivariate covariates, [21] extended the estimating equations method to generalized additive partially linear models (GAPLMs) with an identity link for continuous response cases, and obtained estimators for the parametric vector and the nonparametric additive functions via a one-step spline estimation.
To introduce GAPLMs for clustered data, denote {(Y ij , X ij , Z ij ), 1 ≤ i ≤ n, 1 ≤ j ≤ m i } as the jth repeated observation for the ith subject or experimental unit, where Y ij is the response variable, X ij = (1, X ij1 , . . . , X ij(d 1 −1) ) T and Z ij = (Z ij1 , . . . , Z ijd 2 ) T are d 1 -dimensional and d 2 -dimensional vectors of covariates, respectively. The marginal model assumes that Y ij = µ ij + ε ij , and the marginal mean µ ij depends on X ij and Z ij through a known monotonic and differentiable link function ϑ, so that the GAPLM is given as
θ l (Z ijl ), j = 1, . . . , m i , i = 1, . . . , n,
where β is a d 1 -dimensional regression parameter, and θ l , l = 1, . . . , d 2 , are unknown but smooth functions. We assume ε i = (ε i1 , . . . , ε im i ) T ∼ (0, Σ i ). For identifiability, both the additive and linear components must be centered, that is, Eθ l (Z ijl ) ≡ 0, l = 1, . . . , d 2 , EX ijk = 0, k = 1, . . . , d 1 . Model (1) can either become a generalized additive model [5] if the parameter vector β = 0 or be a generalized linear model if θ l (·) = 0, 1 ≤ l ≤ d 2 . Model (1) is more parsimonious and easier to interpret than purely generalized additive models by allowing a subset of predictors to be discrete and unbounded, modeled as some of the variables (X ijk )
k=0 and more flexible than generalized linear models by allowing nonlinear relationships.
The GEE methods have been widely applied to analyze clustered data with small cluster sizes and a large number of subjects n. However, data with large cluster sizes have occurred frequently in various fields such as machine learning, pattern recognition, image analysis, information retrieval and bioinformatics. Reference [33] first studied the asymptotics for parametric GEE estimators with large cluster sizes. As an extension, we develop 3 asymptotic properties of the spline GEE estimators in the GAPLMs (1) when the cluster sizes are allowed to increase with n, that is, the maximum cluster size m (n) = max 1≤i≤n m i is a function of n, such that m (n) → ∞ as n → ∞.
The one-step spline estimation in [21] for GAPLMs with identity link is fast to compute but lacks limiting distribution. The traditional backfitting approach has been widely used to estimate additive models for independent and identically distributed (i.i.d.) and weekly-dependent data [5, 23, 25] . It, however, has computational burden issues, due to its iterative nature. Moreover, it is pointed out in [12] that derivation of the asymptotic properties of a backfitting estimator for a model with a link function is very complicated. As an alternative, [10, 12, 19] and [11] proposed two-stage kernel based estimators for i.i.d. data including one step backfitting of the integration estimators in [19] and one step backfitting of the projection estimators in [10] , one Newton step from the nonlinear least squares estimators in [12] , and the extension of the method in [12] to additive quantile regression models. The two-stage estimator enjoys the oracle property which backfitting estimators do not have, that is, it performs as well as the univariate function estimator by assuming that other components are known.
In this paper, we propose a two-step spline GEE approach to approximate θ l (·) for 1 ≤ l ≤ d 2 in model (1) with m (n) going to infinity or bounded, and establish oracle efficiency such that the two-step spline GEE estimator of θ l (·) achieves the same asymptotic distribution of the oracle estimator obtained by assuming that β and other functions θ l ′ (·) for 1 ≤ l ′ ≤ d 2 and l ′ = l are known. In the first step, the additive components θ l ′ (·) for 1 ≤ l ′ ≤ d 2 and l ′ = l are pre-estimated by their pilot estimators through an undersmoothed spline procedure. In the second step, a more smoothed spline estimating procedure is applied to the univariate data to estimate θ l (·) with asymptotic distribution established. The proposed two-step estimators achieve uniform oracle efficiency by "reducing bias via undersmoothing" in the first step and "averaging out the variance" in the second step. We establish asymptotic consistency and normality of the one-step estimator for the parameter vector and the two-step estimators of the nonparametric components. The two-step spline GEE approach is inspired by the idea of "spline-backfitted kernel/spline smoothing" of [20, 26, 29] and [22] for additive models, additive coefficient models and additive partially linear models with i.i.d or weeklydependent data by using least squares. The complex correlations within the clusters as well as the non-Gaussian nature of discrete data make the estimation and development of asymptotic properties in the framework studied in this paper much more challenging.
2. Two-step spline estimating equations. For simplicity, we denote vec- 
The mean function in model (1) can be written in matrix notation as η i =
, which is the marginal model [15] . Let µ(·) = ϑ −1 (·) be the inverse of the link function and µ(
As in [30] , we allow X i and Z i to be dependent. Let V i = V i (X i , Z i ) be the assumed "working" covariance of Y i , where
denotes an m i × m i diagonal matrix that contains the marginal variances of Y ij , and R i is an invertible working correlation matrix, which depends on a nuisance parameter vector α.
Following [29] , we approximate the nonparametric functions θ l 's by centered polynomial splines. Let G n be the space of polynomial splines of degree q ≥ 1. We introduce a knot sequence with N n interior knots
where N ≡ N n increases when the number of subjects n increases, with order assumption given in condition (A4). Then G n consists of functions ̟ satisfying the following: (i) ̟ is a polynomial of degree q on each of the subintervals
T be a basis system of the space G n . We adopt the centered B-spline space G 0 n introduced in [34] , where
. Equally-spaced knots are used in this article for simplicity of proof. Other regular knot sequences can also be used, with similar asymptotic results.
Step I. Pilot estimators of β and θ l (·). Suppose that θ l can be approximated well by a spline function in G 0 n , so that
Let γ = (γ sl : s = 1, . . . , J n , l = 1, . . . , d 2 ) T be the collection of the coefficients in (2) , and denote
We can also write the approximation in matrix notation as
which is corresponding to the class of working covariance matrices {V i , 1 ≤ i ≤ n}. Then β n and γ n solve the estimating equations
where
, and
is a diagonal matrix with the diagonal elements being the first derivative of µ(·) evaluated at η ij , j = 1, . . . , m i . Then we let β n be the estimator of the parameter vector β. For each 1 ≤ l ≤ d 2 , the pilot estimator of the lth nonparametric function θ l (z l ) is θ n,l (z l ) = Jn s=1 γ n,sl B s,l (z l ). The one-step spline estimator of each function component has consistency properties, but lacks limiting distribution [21, 22, 29] .
Step II. Two-step spline GEE estimator of θ l (·). Next, we propose a twostep spline estimator of θ l (·) for given 1 ≤ l ≤ d 2 . The basic idea is that for every 1 ≤ l ≤ d 2 , we estimate the lth function θ l (·) in model (1) nonparametrically with the GEE method by assuming that the parameter vector β and other nonparametric components
The problem turns into a univariate function estimation problem. Because the true parameter vector β and functions θ −l are not known in reality, we replace them by their pilot estimators from step I to obtain the two-step estimator of θ l (·). Both kernel and spline based methods can be employed in the second step to estimate θ l (·). Here we choose the spline method described in the beginning of this section. We use the splines of the same degree q as in step I. Denote
, where B S s,l (z l ) is the spline function defined in the same way as B s,l (z l ) in step I, but with N S ≡ N S n the number of interior knots and let
We replace the true parameter vector β and the true functions
The Newton-Raphson algorithm of GEE is applied to obtain γ S n,l . Define
3. Asymptotic properties of the estimators. For any s × s symmetric matrix A, denote by λ min (A) and λ max (A) its smallest and largest eigenvalues. For any vector α = (α 1 , . . . , α s ) T , let its Euclidean norm be α = α 2 1 + · · · + α 2 s . Let C 0,1 (X w ) be the space of Lipschitz continuous functions on X w , that is,
in which ϕ 0,1 is the C 0,1 -norm of ϕ. Throughout the paper, we assume the following regularity conditions:
(C2) The eigenvalues of the true correlation matrices R i are bounded away from 0, uniformly in 1 ≤ i ≤ n.
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(C3) The eigenvalues of the inverse of the working correlation matrices R i (α) −1 are bounded away from 0, uniformly in 1 ≤ i ≤ n.
(C4) Let n T = n i=1 m i . There are constants 0 < c < C < ∞, such that
, for given integer p ≥ 1. The spline degree satisfies q + 1 ≥ p, and µ ′ (η) ∈ C 0,1 (X η ). The number of interior knots N n → ∞, as n T → ∞.
Conditions (C1)-(C4) are similar to conditions (A1)-(A4) in [21] , and condition (C5) is weaker than the first part of condition (A5) in [21] . Let β 0 be the true parameter vector and θ l0 (·) be the true lth additive function in model (1) . According to the result on page 149 of [3] , for θ l0 (·) satisfying condition (C5), there is a function
In addition to the regularity conditions above, we need extra conditions to ensure the existence and weak consistency of the estimators in (4). Let
The additional conditions are as follows:
Conditions (A1) and (A2) are used to ensure the existence and weak consistency of the solutions in (4). Condition (A2) corresponds to condition (L * w ) in [33] for generalized linear models. Conditions (A1) and (C4) imply condition (I * w ) in [33] , which will be proved in the Appendix. Condition (A2) relates to the true and the working correlation structures R i and R i (α). Since the true correlations R i are often not completely specified and
Condition (A1 * ) does not contain R i . Thus, the order requirements of n, m (n) and J n depend on the choice of the working correlations R i (α). For instance, if the working correlation structures are independent or AR(1) within each subject, then there exist constants 0
n → ∞. For exchangeable working correlation structures, there exist con-
Theorem 1. Under conditions (A1) and (A2) or (A1 * ) and (A2), as n T → ∞, there exist sequences of random variables β n and γ n , such that P {g n ( β n , γ n ) = 0} → 1, and β n − β 0 → 0 and γ n − γ 0 → 0 in probability.
Next we derive the asymptotic properties of β n . Let X and Z be the collections of all X ijk 's and Z ijl 's, respectively, that is,
Let ∆ i be the diagonal matrix with the diagonal elements being the first derivative of µ(·) evaluated at
with A i being the marginal variance of Y i evaluated at the true parameters and additive functions. To make β estimable, we need a condition to ensure X and Z not functionally related, which is similar to the condition given in [21] . Define the Hilbert space
Some other assumptions needed are given as follows.
The order requirements of the number of interior knots N and N S in steps I and II are given in the following assumption:
is implied by a stronger condition as below:
. Condition (A3) is weaker than the second part of condition (A5) in [21] . Condition (A4 * ) does not depend on the true correlation matrices R i , which are not specified. It is clear that the first conditions in (A4) and (A4 * ) ensure conditions (A1) and (A1 * ), respectively. Remark 1. (A4)(i) lists the order requirements for N S to obtain the asymptotic results of the oracle estimator in Theorem 3. (A4)(ii) ensures the uniform oracle efficiency of the two-step spline estimator. It will be shown in Theorem 4 that the difference between the two-step spline and the oracle estimators is of uniform order
n } caused by the noise and bias terms, respectively, in the first step spline estimation. The inverse of the asymptotic standard deviation of the oracle estimator is of order O{ n T /J S n (λ max n /τ min n ) 1/2 }. The first two conditions of (A4)(ii) ensure that the difference is asymptotically uniformly negligible. If we let N have the order n 1/(2p) T , then the difference is of uniform order O P {(λ max n / λ min n ) 2 log n T /n T }. Therefore, an undersmoothing procedure is applied in the first step to reduce the bias. When λ min n , λ max n , τ min n and τ max n are finite numbers, (A4)(i) becomes (log n T )N S /n T = o(1) and (
The following result gives the asymptotic distribution and consistency rate of β n for general working covariance matrices.
Remark 2. It is easy to show that the covariance Ξ n in (9) is minimized when the working covariance matrices are equal to the true covariance matrices such that V i = Σ i for all 1 ≤ i ≤ n, and in this case equal to {E( Ψ n )} −1 . To construct the confidence sets for β, Ξ n is con-
is the projection onto the empirically centered spline inner product space and Σ i is a consistent estimator of
, with γ sl,0 defined in the same fashion as given in (8), and
In order to ensure the existence and uniformly weak convergence of the oracle estimator θ S n,l (z l , β 0 , θ −l0 ), we need the following conditions:
sup
and there are constants 0 < c l,
Remark 3. Pointwise confidence intervals for θ l0 (z l ) can be constructed based on the results in Theorem 3. By (10) and (11), the bias term in (10) is asymptotically uniformly negligible through undersmoothing if
Theorem 3 presents asymptotic normality and uniform convergence rate of the oracle estimator θ S n,l (z l , β 0 , θ −l0 ). The oracle estimator achieves the convergence rate of univariate spline regression function estimation. References [35] and [13] studied asymptotic normality of spline estimators for nonparametric regression functions with i.i.d. data. Reference [14] established the asymptotic distribution for the univariate spline estimator in partially linear models for clustered data with m (n) < ∞. Reference [13] discussed the difficulty of obtaining asymptotic normality of spline estimators for additive models. Reference [21] studied convergence rate of the one-step additive spline estimator for clustered data with m (n) < ∞, but it lacks the limiting distribution. The next theorem will present the uniform convergence rate of the two-step spline estimator θ S n,l (z l , β, θ n,−l ) to the oracle estimator θ S n,l (z l , β 0 , θ −l0 ), and establish the asymptotic normality of θ S n,l (z l , β, θ n,−l ).
Remark 4. Similarly as Ξ n in (9), Ξ * n,l is minimized when V i = Σ i for all 1 ≤ i ≤ n, and in this case is equal to {E(Ψ * n,l )} −1 . To construct a pointwise confidence interval for θ l0 (z l ) at z l ∈ [0, 1], Ξ * n,l is consistently estimated by Ξ * n,l = Ψ * −1
So undersmoothing is applied to reduce the approximation error caused by the bias in the first step.
Simulation.
In this section we conduct simulations to illustrate the finite-sample behavior of the proposed GEE estimators for both normal and binary responses. For each procedure, we consider three different working correlation structures: independence (IND), exchangeable (EX) and first order auto-correlation (AR(1)). For notation simplicity, denote the two-step spline estimator θ S n,l (z l , β n , θ n,−l ) defined in (7) as θ SS n,l (z l ) = B S l (z l ) T γ SS n,l , and the oracle estimator
In the first step, the pilot estimators are obtained by an undersmoothed spline procedure to reduce bias. By the order requirements of the number of interior knots, we select a relatively large N by letting N = [2n
], where [a] denotes the nearest integer to a. In the second step, N S is selected from the interval I N S = [[a n ], [5a n ]], a n = (n T log n T ) 1/(2p+1) , minimizing the BIC criterion
The optimal number of interior knots N S is chosen as N S = arg min N S ∈I N S BIC(N S ). We use cubic B-splines (q = 3) to estimate the additive nonparametric functions. We generate nsim = 500 replications for each simulation study.
Given 1 ≤ l ≤ d 2 , to compare the performance of the two-step estimator θ SS n,l (z l ) with the pilot spline estimator θ n,l (z l ) and the oracle estimator θ OR n,l (z l ), we define the mean integrated squared error (MISE) for
, and θ SS n,l,α is the estimator of θ l and Z ijl,α is the observation of Z ijl in the αth sample. The MISEs for θ n,l (z l ) and θ OR n,l (z l ) denoted as MISE( θ n,l ) and MISE( θ OR n,l ) are defined in the same way. The empirical relative efficiency for the two-step estimator in the αth sample is defined as eff l,α = {ISE( θ SS n,l,α )/ ISE( θ OR n,l,α )} 1/2 . To construct confidence intervals for coefficient parameters (β 0,0 , . . . , β 0,(d 1 −1) ) by using the first result in Theorem 2 and to construct pointwise confidence intervals for the lth nonparametric function θ l0 (z l ) given in (13), the true correlation matrix R is consistently estimated by
And the covariance matrix Σ i is estimated by
k=0 and β n = ( β n,k )
k=0 . For evaluating estimation accuracy of each coefficient parameter, we report the root mean squared error (RMSE) defined as
where β α n,k is the estimate of β 0,k obtained from the αth sample.
Example 1 (Continuous response). The correlated normal responses are generated from the model
T generated from the multivariate normal distribution with mean 0 and an AR(1) covariance with marginal variance 1 and autocorrelation coefficient 0.5, X ij,1 = ±1/2 with probability 1/2, and (
5+0.5 sin(2πz) . The error term ε i = (ε i1 , . . . , ε im i ) T is generated from the multivariate normal distribution with mean 0, marginal variance 1 and an exchangeable correlation matrix with parameter ρ = 0.5. We let n = 250 and cluster size m i = m = 20, 50, 100, respectively. For computational simplicity, we choose the same cluster size for each subject. The computational algorithm can be easily extended to the case with varying cluster sizes. Table 1 lists the empirical coverage rates of the 95% confidence intervals of the estimators ( β n,k ) 3 k=1 for coefficients (β 0,k ) 3 k=1 , the RMSE and the absolute value of the empirical bias denoted as Bias for IND, EX and AR(1) and m = 20, 50, 100.
The empirical coverage rates are close to the nominal coverage probabilities 95% for all cases. The results are confirmative to Theorem 2. EX has the smallest RMSE, since it is the true correlation structure, which leads to the most efficient estimators (Remark 2). The RMSEs decrease as cluster size increases for all three working correlation structures. The last three columns show that the empirical biases are close to zero for all cases. Table 1 The empirical coverage rates of the 95% confidence intervals for (β 0,k ) Table 2 shows the MISE(×10 −3 ) for the two-step spline estimator θ SS n,l (·), the pilot estimator θ n,l (·) and the oracle estimator θ OR n,l (·), l = 1, 2, 3, for IND, EX and AR(1) structures and cluster size m = 20, 50, 100. θ SS n,l (·) and θ OR n,l (·) have similar MISE values, while θ n,l (·) has the largest MISE value. The EX structure has the smallest MISEs, and the MISEs decrease as the cluster size increases. We plotted the kernel density estimates in Figure 1 of 500 empirical efficiencies eff l,α for the estimators of the first function θ 1 (·) for IND (dashed lines), EX (thick lines) and AR(1) (thin lines) structures with m = 20, 50 Table 2 The MISE(×10 −3 ) for θ and n = 250. The vertical line at efficiency = 1 is the standard line for the comparison of the two-step estimator (7) and the oracle estimator (5). The centers of density distributions are close to 1 for all working correlation structures, and EX has the narrowest distribution.
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Example 2 (Binary response). The correlated binary responses {Y ij } are generated from a marginal logit model
, and θ 2 (Z 2 ) = −0.5 × {Z 2 − 0.5 + sin(2πZ 2 )}. For the covariates, we generate X ijk and Z ijl independently from standard normal and uniform distributions, respectively, such that X ijk ∼ N(0, 1) and Z ijl ∼ Uniform[0, 1]. We use the R package "mvtBinaryEP" to generate the correlated binary responses with exchangeable correlation structure with a correlation parameter of 0.1 within each cluster. We let the number of clusters be n = 100, 200, 500, respectively, and let the cluster size be equal and increase with n, such that m (n) = m i = ⌊2n 1/2 ⌋, for 1 ≤ i ≤ n, where ⌊a⌋ denotes the largest integer no greater than a. So m = 20, 28, 44 for n = 100, 200, 500, respectively. Table 3 shows the empirical coverage rates of the 95% confidence intervals of the estimators ( β n,k ) 2 k=0 for the coefficients (β 0,k ) 2 k=0 and the RMSEs for IND, EX and AR(1) and n = 100, 200, 500. Table 4 shows that the empirical coverage rates are close to the nominal coverage probabilities 95% for all cases. EX has the smallest RMSE values, and the RMSEs decrease as n increases. Table 4 shows the MISE for the two-step spline estimator θ SS n,l (·), the pilot estimator θ n,l (·) and the oracle estimator θ OR n,l (·), l = 1, 2, for the IND, EX and AR(1) structures and n = 100, 200, 500. The MISE values for θ SS n,l (·) and θ OR n,l (·) are close and θ n,l (·) has the largest MISE values. EX has the smallest MISEs among the three working correlation structures, and the MISEs decrease as n increases.
For visualization of the actual function estimates, in Figure 2 we plotted the oracle estimator given in (5) (dashed curve), the two-step estimator given in (7) (thick curve) and the 95% pointwise confidence intervals constructed in (13) (upper and lower curves) of θ 1 (·) (thin curve) for n = 200 based on one simulated sample. The proposed two-step estimator seems satisfactory. Table 4 The MISE for θ 
Application.
In this section we apply the proposed estimation procedure to analyze unemployment-economic growth and employment relationship at the U.S. state level for the 1970-1986 period. Reference [2] has first studied the effect of economic growth on unemployment rate by establishing a parametric unemployment-growth model. They concluded that relatively high economic growth is more likely to show reduced unemployment rates when compared to states in which the economy is growing more slowly by obtaining a negative coefficient for growth. Reference [27] demonstrated a strong negative correlation between the change of unemployment rate and employment. We restudy their relationship by considering possible nonlinear relations of the unemployment rate with economic growth and time. The economic growth rate is calculated from the logarithm difference of the gross state product (GSP). The data for the unemployment rate, gross state product and employment are available for the U.S. 48 contiguous states over the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] . Details on this data set can be found in [24] . The number of time periods for each state in estimation is m = 16, since the year 1970 is taken as the initial observation. We consider the following GAPLM:
where U ij is the change in the unemployment rate for the jth year in the ith state, E ij is the empirically centered value of the relative change in employment, G ij is the GSP growth, and T ij is time. θ 1 (·) and θ 2 (·) are nonparametric functions of time and GSP growth, respectively. To test whether θ l (·), l = 1, 2, has a specific parametric form, we construct simultaneous confidence bands according to Theorem 2 of [28] . For any α ∈ 18 S. MA Table 5 The estimated values β0 and β1 of β0 and β1 and the standard errors SE( β0) and SE( β1) for the IND, EX and AR (1) (0, 1), an asymptotic 100(1 − α)% conservative confidence band for θ l0 (z l ) over the domain of z l is given as
with θ S n,l obtained by linear splines with degree q = 1. We use linear splines in both steps of estimation.
We use three working correlation structures to analyze this data set, including the working independence R i (α) = I m , where I m is an m × m identity matrix, the exchangeable R i (α) = α × 1 m 1 T m + (1 − α)I m , where 1 m is the m-dimensional vector with 1's, and the AR(1) R i (α) = (R ijj ′ ) m j,j ′ =1 with R ijj ′ = α |j−j ′ | . The parameter α is estimated by the R package geepack from the first spline estimation step. We obtain the estimated values for α which are α = 0.088 for the EX structure and α = −0.199 for the AR(1) structure, respectively. Table 5 shows the estimated values β 0 and β 1 of β 0 and β 1 and the corresponding standard errors SE( β 0 ) and SE( β 1 ) for the three working correlation structures. The estimation results are very similar for the three structures. The negative values of β 1 imply a negative relationship between U ij and E ij , confirmative to the result in [27] . Both of the estimators are significant with p-values close to 0 for the three different working correlation structures. The correlation coefficient r = 0.785, 0.822 and 0.762 for the IND, EX and AR(1) structures, respectively. Figure 3 displays the two-step spline estimators θ SS n,1 (·) (dashed lines) and θ SS n,2 (·) (dashed lines) of θ 1 (·) and θ 2 (·) and the corresponding 95% pointwise confidence intervals (thin lines) and simultaneous confidence bands (thick lines) for the three working structures. Figure 3 shows that the change patterns of U ij with T ij and G ij are very similar for the three working structures. In the upper panel of Figure 3 , we can observe a declining trend for θ SS n,1 (·) in general. The values of θ SS n,1 (·) were all positive before the year 1976, which means that the unemployment rate was increasing with time during that period. The increasing unemployment rate was caused by a severe economic Fig. 3 . Plots of the two-step spline estimated functions (dashed line), the 95% pointwise confidence intervals (thin lines) and the 95% confidence bands (thick lines) for θ1(·) (upper panel) and θ2(·) (lower panel), and the GEE estimator of θ2(·) by assuming linearity (straight solid line).
recession that happened in the years [1973] [1974] [1975] . A local peak of θ SS n,1 (·) is observed around 1980, when another recession happened.
In order to test the linearity of the nonparametric function θ 2 , we plotted straight solid lines in the lower panel of Figure 3 , which are the regression lines obtained by solving the GEE in (6) by assuming that θ 1 (·) is a linear function of GSP growth. All the three plots in the lower panel of Figure 3 show that the confidence bands with 95% confidence level do not totally cover the straight regression lines, that is, the linearity of the component function for GSP growth is rejected at the significance level 0.05. The lower panel of Figure 3 indicates a general negative relation between the GSP growth and the change in unemployment rate.
6. Discussion. In this paper we propose a two-step spline estimating equations procedure for generalized additive partially linear models with large cluster sizes. We develop asymptotic distributions and consistency properties for the two-step estimators of the additive functions and the onestep estimator of the parametric vector. We establish the oracle properties of the two-step estimators. Because the two-step estimator is a mixture of two different spline bases, and an infinite number of observations within clusters are correlated in complex ways, we encountered challenging tasks when developing the theories. We demonstrate our proposed method by two simulated examples and one real data example. Our proposed method can be extended to generalized additive models and generalized additive coefficient models, and it provides a useful tool for studying clustered data. The theoretical development in this paper helps us further investigate semi-parametric models with clustered data. In the real data example, we constructed confidence bands to test the linearity of the nonparametric function. To establish confidence bands with rigorous theoretical proofs will be our future work.
In this paper we focus on the two-step spline estimation procedure, which is computationally expedient and theoretically reliable. As mentioned in Section 2, that kernel smoothing method can be applied to the second step. Let K h (·) be a kernel weight function, where
If we use local linear kernel estimation, then by assuming that β and θ −l are known, θ l (·) is estimated by the
at any given point z l , where
solving the kernel estimating equations
The two-step spline backfitted kernel (SBK) estimator θ SBK l (z l ) is obtained by replacing β and θ −l with the pilot estimators β n and θ n,−l from step I. The asymptotic normality of the oracle estimator θ OR l (z l ) which is a pure local linear kernel estimator of θ l (z l ) by GEE can be obtained following the same idea in the proofs for Theorem 3 and the results in [16] for kernel estimators using GEE. The uniform oracle efficiency of the SBK estimator θ SBK l (z l ) is achievable by following the same procedure as the proofs for Theorem 4 and by studying the properties of spline-kernel combination. See [20, 29] and [22] for the oracle properties of the SBK estimators in additive models, additive coefficient models and additive partially linear models with weekly-dependent data and a continuous response variable. The asymptotic distributions and the oracle properties of the SBK estimators for GAPLMs with large cluster sizes still need us to explore as future work.
APPENDIX
We denote by the same letters c, C, any positive constants without distinction. For any s × s ′ matrix M, let M ∞ = max 1≤i≤s
|M ij |. For any vector α = (α 1 , . . . , α s ) T , denote α ∞ = max 1≤i≤s |α i | as the maximum norm. Let I s be the s × s identity matrix. Let Π n , Π n denote, respectively, the projection onto G 0 n relative to the empirical and the theoretical inner products. For any function φ, define the empirical norm as
For positive numbers a n and b n , let a n ≍ b n denote that lim n→∞ a n /b n = c, where c is some nonzero constant.
A.1. Proof of Theorem 1. It can be proved following the similar reasoning as in [21] that under condition (A1) with n T → ∞, J n → ∞, and J n n −1 = o(1), there exist constants 0 < c ′ < C ′ < ∞, such that with probability 1, for n T sufficiently large,
By these results together with condition (C4), one has with probability 1,
for some constants 0 < c ′′ < C ′′ < ∞. Then by condition (A2), A.2. Proof of Theorem 2. By Taylor's expansion, one has
where β * n = t 1 β n + (1 − t 1 )β 0 , and γ * n = t 2 γ n + (1 − t 2 )γ 0 for some
n is between β * n and β 0 , and γ * * n is between γ * n and γ 0 . By conditions (C3) and (C4) and (15) , for any given vector α n ∈ R (d 1 +d 2 Jn) with α n = 1, there exists a constant 0 < c < ∞, such that with probability approaching 1, α T n Ψ n (β 0 , γ 0 )α n ≥ cn T λ min n . By Theorem 1 and (15),
). Therefore, Ψ n (β 0 , γ 0 ) dominates Π n,1 (β * n , γ * n ) and Π n,2 (β * n , γ * n ), and by Theorem 1, Ψ n (β 0 , γ 0 ) dominates Π n,3 (β * n , γ * n ). Thus, from (16) , one has
. To obtain the closed-form expression of β n − β 0 , we need the following block form of the inverse of XX . Consequently, β n − β 0 = ( β n,e + β n,µ ){1 + o p (1)}, in which
Lemma 1.
Under condition (A4), there are constants 0 < c H 1 < C H 1 < ∞, such that with probability approaching 1, for n T sufficiently large,
Proof. The proof of Lemma 1 follows the same fashion as the proof of Lemma A.4 in [21] , and is hence omitted.
Lemma 2. Under conditions (A2) and (A4),
where W = (W 1 , . . . , W d 1 ), with Following similar reasoning as in the proof of Lemma A.5 in [21] , it can be proved that n
n ). By the above result and Lemma 1, one has
, where Ξ n is defined in (9) .
Proof. Lemma 3 can be proved by using the Linderberg-Feller CLT and similar techniques for the proofs of Lemmas A.6 and A.7 in [21] .
Lemma 4. Under conditions (A2) and (A4), there exist constants 0 < c Ξ ≤ C Ξ < ∞, such that
Proof. For any vector a ∈ R d 1 with a = 1, one has
and the second result in Lemma 4 follows from Chebyshev's inequality.
Proof of Theorem 2. By Lemmas 2 and 4, for any vector a ∈ R d 1 with a = 1, one has
Therefore, Theorem 2 follows from Lemma 3, the above result and Slutsky's theorem.
A.3. Proof of Theorem 3. Following the same reasoning as deriving (17) , it can be proved that
.
By the decomposition in (19) ,
It can be proved by the Linderberg-Feller CLT that as n T → ∞,
n,e,l ) −→ N (0, 1). Following similar reasoning as in the proofs in Lemma 5, it can be proved 
Proof. From (17) and (18), one obtains γ n − γ 0 = ( γ n,e + γ n,µ )(1 + o p (1)), where
It can be proved that there exist constants 0 < c H 2 < C H 2 < ∞, such that with probability approaching 1, for n T sufficiently large,
to the empirical inner product,
where W = (W 1 , . . . , W Jnd 2 ), with
. The Cauchy-Schwarz inequality implies
}. For any ω ∈ R Jnd 2 with ω = 1, it can be proved that Var(ω T γ n,e |X , Z) ≤
and by Bernstein's inequality of [1] (8) . Let γ n,−l = ( γ n,sl ′ : 1 ≤ s ≤ J n , l ′ = l) T and γ −l0 = (γ sl ′ ,0 : 1 ≤ s ≤ J n , l ′ = l) T . By the Taylor expansion, g S n,l ( γ OR n,l , β n , θ n,−l )−g S n,l ( γ OR n,l , β n , θ −l0 ) = {∂g S n,l ( γ OR n,l , β n , θ −l )/∂ γ T −l }( γ n,−l − γ −l0 ), where γ −l = tγ −l0 + (1 − t) γ n,−l for t ∈ (0, 1). where
i0 ε i ), and then S. MA Let δ * 1s,i = δ 1s,i − E(δ 1s,i ). It can be proved by B-spline properties that E(δ 1s,i ) ≍ m i J n / J S n , E(δ * 1s,i ) = 0, E(δ * 1s,i ) 2 ≍ m i J 2 n + m 2 i J 2 n (J S n ) −1 , and E(|δ * 1s,i | k ) ≤ C{m i J k n (J S n ) k/2−1 + m 2 i J k n (J S n ) k/2−2 } for k ≥ 3 and some constant C > 0. Thus, E(|δ * 1s,i | k ) ≤ (C ′ (J S n ) 1/2 J n ) k−2 k!E(δ 2 1s,ijl ′ s ′ ) with C ′ = C 1/(k−2) . By Bernstein's inequality in [1] ,
for a large constant 0 < c < ∞. There is a constant 0 < c ′ < ∞ such that E(δ * 1s,i ) 2 ≤ c ′ {m i J 2 n + m 2 i J 2 n (J S n ) −1 }. For J S n = O((log n T ) −1 n ((λ max n ) 2 n T log n T /J S n ). Thus, g S n,l ( γ OR n,l , β n , θ n,−l ) − g S n,l ( γ OR n,l , β n , θ −l0 ) ∞ = O p (a n + b n ), where a n = c n (n T log n T /J S n ) 1/2 and b n = c n n T (J S n ) −1/2 J −p n with c n = (λ min n ) −1 (λ max n ) 2 . Following similar reasoning, one can prove that g S n,l ( γ OR n,l , β n , θ −l0 )−g S n,l ( γ OR n,l , β, θ −l0 ) ∞ = O p (a n +d n ), where d n = c n n T (J S n ) −1/2 J −2p
n , g S n,l ( γ OR n,l , β, θ −l0 )−g S n,l ( γ OR n,l , β, θ −l ) ∞ = O p (b n ), where g S n,l ( γ OR n,l , β, θ −l ) = 0. Thus, g S n,l ( γ OR n,l , β n , θ n,−l ) ∞ = O p (a n + b n ). By the Taylor expansion, there is t ∈ (0, 1) such that γ n,l = t γ 
i·l , ∆ i = ∆ i ( β n , θ n,−l , γ n,l ) and V i = V i ( β n , θ n,−l , γ n,l ). There exist constants 0 < c 3 < C 3 < ∞, such that with probability 1, for n T sufficiently large, c 3 λ min n n T ≤ λ min (Λ n ) ≤ λ max (Λ n ) ≤ C 3 λ max n n T . By Theorem 13.4.3 of [4] , one has Λ −1 n ∞ = O a.s. {(λ min n n T ) −1 }. Therefore, γ Thus, the asymptotic normality of θ S n,l (z l , β n , θ n,−l ) follows from Theorem 3, the above result and Slutsky's theorem.
