











が Institute of Psychiatry（精神病理学）に所属しているように，精神病理学や臨床心理



















































ｄik ≤ ｄij + ｄiｋ  for ｉ,j,k,ｌ∈Ｐ   (1) 
を満足する非負の量のことである．諸対象間の違い(非類似性)を，対象点の位置の相違として認識





























=  ｄ＊ij  ≈ ｄij ＝ Ｔ (Xit－Ｘjt)２ 
のように定式化できる．ここで，記号「 ≈ 」は可能な限り値が近いこと，記号「 ｍ= 」は広義の




δij＜δkl ⇒ ｄ＊ij ≤ ｄ＊kl    for ｉ,j,k,l ∈Ｐ  (３) 
という関係が必ず成立するものが擬似距離量，ディスパリティである．よって，ディスパリティ 
ｄ＊ijは非類似性データをδij とすると，広義の単調増加関数を f として，ｄ＊ij＝ )( ijf  と明示的
に書ける． 
本稿では，SPSS の Base で実行可能な「通常のユークリッド距離モデル」に限定して説明する．
すなわち，対象ｉと対象ｊを表わす列ベクトルとしての位置ベクトルをそれぞれｘｉ，ｘｊとする
と 
          ｄij (s) 2 ＝(ｘｉ－ｘｊ)Ｔ WＳ (ｘｉ－ｘｊ)   (4) 
のように，被験者 S における対象ｉと対象ｊとの距離ｄij (s) が定義される[1]．通常のユークリッ
ドモデルは式(4)で， ＷS＝Ｉ(Ｉは単位行列 )の場合に相当する．重みつきモデル(Weighted 
Euclidian Model ) は，Ｗは対角行列となり，その対角成分には被験者ｓが軸ｋを重要視する程度，
重みｗｋ(s)が並ぶ． 
ところで，ある次元 T（通常，T= 2 ~ 4）で完全に式 (2) を満足するような布置を得ることは
一般に困難である．そこで，与えられた非類似性データδijの順序関係と，求められた布置から計
算されるｄij との順序関係がどの程度，一致しているかを評価する適合度基準に，ストレス ( 正
























kl   　for ∀ i, j, k, l ∈Ｐ （ 3 ）
という関係が必ず成立するものが擬似距離量，ディスパリティである．よって，ディス








x i， x jとすると
ｄij
（s）2 ＝（ x i－ x j）
Ｔ WS（ x i－ x j） （ 4 ）
のように，被験者Ｓにおける対象ｉと対象ｊとの距離ｄij
（s）が定義される［ 1 ］．通常の
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れば，S = 0 となる．大小関係の維持が悪くなるにつれて，つまり，適合度が不良になるにつれて
一般的には，最小二乗規準を想定した トレス 1 式が，布置の良否，モデル適合度
の評価規準に利用される．現在の解，布置で順序関係が完全に保存されていれば，す






































S の値は大きくなるが，ストレス 1 式の値Ｓは最悪でも 0.2 未満であることが要求される。そう
でない場合は，布置の次元Ｔを１次元上げて，改めて布置を求めなおす． 








⑥ 非類似性δijと単調関係にあるディスパリティｄ＊ij をｄijから計算する 
⑦ 適合度指標，ストレス値Ｓを ｄij と ｄ＊ij とから計算する 
⑧ Ｓが大きければ，最急降下法などの逐次近似法を用いて，適合度指標Ｓの値が小さくなる方












































銘柄 ドライ＿Ｂar 赤ワイン_Ｂ 日本酒_Ｂ ブランデー_Ｂウイスキー_Ｂ ドライビール 赤ワイン 日本酒 ブランデー ウイスキー
スマートな 3.00 3.80 3.00 4.00 4.00 2.14 4.00 2.75 3.00 3.33
男性的な 3.80 2.40 4.00 5.00 3.50 4.43 2.33 4.50 4.00 4.33
都会的な 3.00 4.60 2.00 4.00 4.00 2.14 5.00 2.75 4.00 4.33
飲みやすい 4.40 4.40 3.00 3.00 4.00 3.86 3.00 2.50 2.00 2.00
若者向きな 3.20 3.00 2.00 3.00 3.00 3.29 3.33 2.50 2.00 1.67
高級な 2.60 4.80 4.00 5.00 4.00 1.29 4.67 2.00 5.00 4.33
ムードがある 3.20 4.80 4.00 4.00 4.50 2.14 5.00 1.75 4.00 3.67
さわやかな 4.00 3.40 4.00 3.00 3.00 3.43 3.00 2.00 2.00 2.00
家庭的な 3.40 2.60 3.00 3.00 2.50 4.29 1.67 3.75 2.00 3.33




  δ12 ＝
2222 2.80)－(1.40＋2.60)－(3.40＋･･･＋2.40)－(3.80＋）3.80－3.00（  
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一般的に，対象ｉ，ｊのｐ個の属性に関する属性データがそれぞれｉ＝（ x i1，x i2，…，
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ことが表 3 から発見できる．例えば，第 3 列の対象（具体的には，日本酒＿bar）と第










表3 から発見できる．例えば，第３列の対象 (具体的には，日本酒＿bar) と第９列の対象9 (９：
ブランデー)，第１０列の対象１０(１０：ウイスキー)の非類似性データの大小関係は，δ39 (3.87)




図3． ｄ＊ij のｄij の関係 
そこで，δijと単調増加関係にあるｄ＊ij と，実際に得られた布置における距離量ｄijとの剥離の














といえる．                 
表5． ２元アルコールデータ解析の適合度 
 













表3 から発見できる．例えば，第３列の対象 (具体的には，日本酒＿bar) と第９列の対象9 (９：
ブランデー)，第１０列の対象１０(１０：ウイスキー)の非類似性データの大小関係は，δ39 (3.87)
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を評価することになる．「ストレス 1 式」による解の良し悪し程度の評価判断には表 4




リズムとして利用して，そのストレス 1 式の値は 2 次元解で0.0429となり0.05未満であ
るので，得られた 2 次元布置は良好な（Good）の最終布置といえる．
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⑥ 非類似性データδijと単調関係にあるディスパリティｄ＊ij をｄijから計算する 
⑦ 適合度指標の各種ストレス値Ｓを ｄij と ｄ＊ij とから計算する 
⑧ 適合度指標のＳが大きければ，最急降下法などの逐次近似法でＳが小さくなるように，現在







この場合，複数の極小点のうち，関数Ｈの最小値を与える最小点を Grobal Minima といい，そう
でない極小点を LOCAL Minima( 局所最小) という．局所最小点に不幸にも関数Ｈが収束してし














      Ｂ＝ＴＤＴT (固有値分解)  ⇔ ＴTＢＴ＝Ｄ (実対称行列の対角化問題) 
が成立して，また，Ｂ＝ＸＸTが成立するので 


























は SPSS の at y オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 







        Ｘｋ＋１＝Ｖ
＋Ｂ(Ｘｋ)Ｘｋ  
を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   





         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．ここで，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij]  (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］                           (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 









     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[11]．よって，反復式は 








つぎに，本稿 データ解析で利用した PROXSCAL について説明する[5][11]．このプログラム
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は SPS の Category オプションに搭載されている．PROXSCAL では，上記のステップ⑦でストレス
1式の代わりに，raw ストレス，すなわち， 
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を使用する． 
PROXSCAL は良好な布置を求めるために，最適化手法に Majorization Algorithm(Ｍ.A.)を利用して，
局所最適解への収束が保証されている[10][12]．M.A.を利用するので，最急降下法を利用するプログ
ラムよりも数値計算の観点からは局所最終解への収束が良好となるとも言われている[14]． 
具体的には，PROXSCAL は raw ストレス，σｒ(Ｘ)を最小にするように最終解を求める[8]．Ｘを布置
行列とするとσｒ(Ｘ)は以下のように定義されて   





         ＝ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｘ)Ｘ 
          ≦ηδ
２＋tr ＸTＶＸ－２tr ＸTＢ(Ｚ)Ｚ≡τ(Ｘ,Ｚ) 
となる[5]．ηδ
２は定数項である．そして，σｒ(Ｘ)を最小にする代わりにτ(Ｘ,Ｚ)を最小にするとい
う Majorization algorithm が PROXSCAL では採用されている．こ で，行列Ｂ(Ｚ)は 
Ｂ＝[－wijδij/dij] あるいは [－wij d
*
ij/dij] (i≠j のとき) 
        Ｂ＝[－
ij
ｂij］   (i＝j のとき) 
という対称行列で，Ｖは重み行列である． 
τ(Ｘ,Ｚ)を行列Ｘで微分すると 
    ∇τ(Ｘ,Ｚ)＝∇(tr ＸTＶＸ)－∇(２tr ＸTＢ(Ｚ)Ｚ) 
           ＝２ＶＸ－２Ｂ(Ｚ)Ｚ 
となる．ここで，∇τ(Ｘ,Ｚ)＝０とおくと 









     Ｖ＋＝(Ｖ＋１１T)－１＋Ｎ－２１１T 
という形式になる[1 ]．よって，反復式は 
































つぎに，INDSCAL を分析モデルとして使用した場合に，同一データに対する PROXSCAL による解
と ALSCAL の解のモデル適合度の相違状況をストレス 1式で評価して比較検討する． 
 
図 5．ALSCAL と PROXSCAL のストレス 1 式値 
粗死亡率データと 12 年間プロ野球成績データから乱数を発生させて２４x３+５０＝１２２個
のサブデータを作成した．それぞれのサブデータセットに対して INDSCASL を分析モデルとしたデ
ータ解析を ALSCAL および PROXSCAL によって実行した．PROXSCAL 解のストレス１式の値と ALSCAL
解の当該のストレス値を記録した，対の２列のデータ群を PROXSCAL 解のストレス値を基軸にして
昇順に並べ替えて作成される 122ｘ2 型のストレス 1式値データ行列 ＺＳ を折れ線グラフで図解
したものが図 5である． 
図 5から読み取れるように，PROXSCAL は当該ストレス 1式の値が 0.16 以上のケースの，モデ
ルに対して適合度が不良なサブデータに対しては ALSCAL よりも適合度の良い解を与えるようで
ある．かつ，PROXSCAL のストレス値が 0.1 未満の適合度良好なデータの場合でも ALSCAL よりも，
やや適合度が良い最終解を与える「データ依存性」の特性が，PROXSCAL では見受けられた[13]．
一方，ALSCAL は中程度の適合度データに対して，良好な布置を与えることが認められるが，スト











り依存する 「Computer intensive なメソッド」であることが，大きなメソッド的特徴でもあり，
　PROXSCAL
　ALSCAL




解のストレス 1 式の値とALS AL解の当該のストレス値を記録した，対の 2 列のデー
タ群をPROXSCAL解のストレス値を基軸にして昇順に並べ替えて作成される122ｘ2型
のストレス 1 式値データ行列Ｚsを折れ線グラフで図解したものが図 5 である．
























































        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1＋ｏ(｜⊿ｘ1｜)   (⊿ｘ→0) 
                   ＝ 
1
1 dx





























よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 































        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1＋ｏ(｜⊿ｘ1｜)   (⊿ｘ→0) 
                   ＝ 
1
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よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
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1
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よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 




























































よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
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1
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よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 






具体的には，対象が10個で 2 次元布置の場合，10行 2 列の布置行列Ｘ＝［ｘij］ は，
行列Ｘの成分数は20になるから，ｘ11＝ｙ1，ｘ21＝ 2，･･･，ｘ10 1＝ｙ10，ｘ21＝ｙ11，…,





最急降下法について，つぎの簡単な関数の 2 変数関数 Fで説明する．
F（ x 1, x 2）＝ x 1
2＋4 x 2
2 とする．


























        Ｓ(ｘ1＋⊿ｘ1)－Ｓ(ｘ1)＝Ｓ’(ｘ1)⊿ｘ1＋ｏ(｜⊿ｘ1｜)   (⊿ｘ→0) 
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1
1 dx





























よって,反復式は ｘ(ｋ＋1)＝ｘ(ｋ)－grad・⊿ｔ であるから，初期値 ｘ(０)＝(2.0 2.0)とすると 
ｘ(1)＝ｘ(0)－grad・⊿ｔ＝(2.0 2.0)－0.2(4.0 16.0)＝(2.0－0.8 2.0－3.2)＝(1.2 －1.2) 
すなわち，F(ｘ(1))＝7.2 となる． 
（2x1 8x2）によって与えられて，ステップサイズを⊿ｔ＝0.2とする．
よって，反復式は x（ｋ＋1）＝ x（ｋ）－grad・⊿ｔであるから，初期値 x（0）＝（2.0 2.0）と
すると
x（1）＝ x（0）－grad・⊿ｔ＝（2.0 2.0）－0.2（4.0 16.0）＝（2.0－0.8 2.0－3.2）＝（1.2 －1.2）
すなわち，F（ x（1） ＝7.2　となる．
x（2）＝ x（1）－grad・⊿ｔ＝（1.2 －1.2）－0.2（2.4 －9.6）＝（1.2－0.48 －1.2＋1.92）＝
　　　　　　　　　　　＝（0.72 0.72）　　よって　F（ x（2） ＝2.59 と求まる．






ｘ(2)＝ｘ(1)－grad・⊿ｔ＝(1.2 －1.2)－0.2(2.4 －9.6)＝(1.2－0.48 -1.2＋1.92)＝ 
           ＝(0.72 0.72)     よって F(ｘ(2))＝2.59 と求まる． 
ｘ(3)＝ｘ(2)－grad・⊿ｔ＝(0.72 0.72)－0.2(1.44 5.76)＝(0.432 -0.432) F(ｘ(3))＝0.932 
               6．最急降下法の収束状態 
n X1 X2 F(X)
0 2.000 2.000 20.000
1 1.200 -1.200 7.200
2 0.720 0.720 2.592
3 0.432 -0.432 0.933
4 0.259 0.259 0.336
5 0.156 -0.156 0.121
6 0.093 0.093 0.044
7 0.056 -0.056 0.016
8 0.034 0.034 0.006
9 0.020 -0.020 0.002








PROXSCALが利用する Majorization Algorithm (MA) について，下記の整関数 F(x)の場合で 説明
する[11][12][14]． 
  閉区間 [-1.5，2.0]を定義域とする4次関数 
    F(x)＝6＋3ｘ＋10ｘ２－2ｘ４                (４－1) 
の最小値を与える点ｘを求めたいとする．このとき，関数 
    G(x,y)＝6＋3ｘ＋10ｘ２―8ｘｙ３＋6y４                 (４－2) 
が Ｆ(x)の majorizing function で，(y を定数と見做せば)解析が容易な関数 G(x,y)をF(x)の
代わりに考察することがＭＡの発想である．Majorizing function G(・)は G(・)≧F(・) という
条件を満たすことが必要である．そこで， 
   G(x,y)－F(x)＝2ｘ４―8ｘｙ３＋6y４≡H(x,y) 
とおいてこの条件を確認する．ここで，しばらくｙを定数と考えて 
   ∂H(x,y)/∂ｘ＝8ｘ３-8ｙ３＝8(ｘ－ｙ)(ｘ２＋ｘｙ＋ｙ２) 
              ＝8(ｘ－ｙ)[(ｘ＋1/2ｙ)２＋3/4ｙ２] ･･･① 
ｘ２＋ｘｙ＋ｙ２＞0  for ∀(x,y)≠(0,0) 
が成立する．また，∂２H/∂ｘ２＝12ｘ２＞0  for ∀x≠0  ･･･② 
ゆえに，①, ②より∂H(x,y)/∂ｘ＝0 より関数 H はｘ＝ｙ＝a(定数)で最小になり，かつ x＝y の
とき最小値 H(x,x)＝0 となるので 
      H(x,y)≧0  ⇔  G(x,y)≧F(x) (等号はｘ＝ｙのとき) 
すなわち，  
逐次，関数Ｆ（ x ）の値が最小値 0 に近づいていく様子が表 6 から理解できる．なお，
最急降下法が局所最小点に到達する保証はない．
4 － 2 ．Majorization  Algorithm
最急降下法は局所最小点への収束も保証されていない．そこで，局所最小点への収束
が優れている majorization algorithmのMDSへの応用が考案されPROXSCALの開発に
つながった．そこで，PROXSCAL が利用する Majorization Algorithm（MA）について，
下記の整関数 F（x）の場合で 説明する［11］［12］［14］．
閉区間［－1.5，2.0］を定義域とする 4 次関数
F（x）＝6＋3ｘ＋10ｘ2－2ｘ4 （ 4 － 1 ）
の最小値を与える点ｘを求めたいとする．このとき，関数
G（x, y）＝6＋3ｘ＋10ｘ2―8ｘｙ3＋6y4 （ 4 － 2 ）
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がＦ（x）のmajorizing functionで，（y を定数と見做せば）解析が容易な関数G（x, y）








ゆえに，①，②より∂H（x, y）/∂ｘ＝0 より関数 H はｘ＝ｙ＝a（定数）で最小になり，
かつ x＝y のとき最小値 H（x, x）＝0 となるので







G（x, a）＝6＋3ｘ＋10ｘ2－8ｘa3＋6a4 （ 4 － 3 ）
∂Ｇ/∂ｘ＝3＋20ｘ-8 a3
∂Ｇ/∂ｘ＝0　とおいて
ｘ＝1/20（8 a3－3） （ 4 － 4 ）
を得る．ｘをX（n+1），ａをX（n）と書きかえると式（ 4 － 4 ）は











    G(x,a) ＝6＋3ｘ＋10ｘ２―8ｘa３＋6a４            (４－３) 
∂Ｇ/∂ｘ＝3＋20ｘ-8 a３         
∂Ｇ/∂ｘ＝0 とおいて， 
ｘ＝1/20(8 a３-3)             (４－４) 
を得る．ｘをX(n+1)，ａをX(n)と書きかえると式(3)は 




























    G(x,a) ＝6＋3ｘ＋10ｘ２―8ｘa３＋6a４            (４－３) 
∂Ｇ/∂ｘ＝3＋20ｘ-8 a３         
∂Ｇ/∂ｘ＝0 とおいて， 
ｘ＝1/20(8 a３-3)             (４－４) 
を得る．ｘをX(n+1)，ａをX(n)と書きかえると式(3)は 














































































  非類似性データ量δijと距離量ｄijとの関係に線形関係を仮定する，すなわち 






































線形回帰方程式 y ＝Ａ x ＋ε，あるいは，必ずしも解を持たない方程式 y ＝Ａ x に
おいて，εＴε→ min のように x を推定することを考える．このとき，さらに，ノルム
｜x｜を最小にするＡの逆演算子Ａ＋をムーアペンロース一般逆行列という．すなわち，
形式的には x ＝Ａ＋ y と書けるが通常は x＾ ＝Ａ＋ y と記して，一意にＡ＋は求まる．すな
わち，通常の線形回帰モデルにおける最小二乗解はムーアペンロース一般逆行列をＧと




［ 1 ］　Everitt, B.S. and Rabe-Hesketh, S.  The Analysis of Proximity Data. Kendall’s Library 
of Statistics 4. Arnold.（1997）
［ 2 ］　Treat, A,T et al. Assessing Clinically Relevant Perceptual Organization with 
Multidimensional Scaling Techniques, Psychological Assessment, Vol.14, No 3, 
239-252.（2002）
［ 3 ］　Kruskal, J.B.  Multidimensional Scaling by Optimizing Goodness of fit to a Nonmetric 
Hypothesis, Psychometrika, 29, 1-27.（1964）
［ 4 ］　Takane, Y., Young, F.W. and De Leeuw, J. Nonmetric Individual Differences 
Multidimensional Scaling: An Alternating Least Squares Method with Optimal 
Scaling Features. Psychometrika, Vol 47, pp.7-67（1977）
［ 5 ］　Commandeur, J.J.F & Heiser, W.J. Matematical Derivations in the Proximity Scaling
（Proxscal）of Symmetric Data Matrices（Tech. Rep. No. RR 93-03）Leiden, 
274
The Netherlands: Department of Data Theory.（1993）
［ 6 ］　Arabie, P., Carroll, J.D. and Desarbo, W.S.  Three-way Scaling and Clustering. Newbery 
Park, CA: Sage（1987）（邦訳：岡太・今泉（共訳） 3 元データの分析　共立出版
　（1990））
［ 7 ］　Carroll, J.D. and Chang, J.J.  Analysis of Indivisual Differences in Multi-Dimensional 
Scaling via an N-way Generalization of Eckart-Young Decompossion. 
Psychometrika, Vol 35, pp.283-319（1970）
［ 8 ］　奥喜正・前鶴政和  INDSCALによる重み係数を利用した市場細分化，日本経営数学会
誌, Vol28, No2, pp.61-72.（2007）
［ 9 ］　Meulman, J.J., Heiser, W.J. & SPSS.   SpssCategories 10.0. Chicago: SPSS.（1999）
［10］　Kier, H.A.L. Majorization as a tool for optimizing a class of matrix functions. Psychometrika, 
55, 417-428.（1990）
［11］　Borg, I and Groenen, P.  Modern Multidimensional Scaling: Theory and Applications 
2nd ed. Springer.（2005）
［12］　De Leeuw, J.  Convergence of the Majorization Method for Multidimensional Scaling. 
Journal of Classification, 5, 163-180.（1988）
［13］　奥喜正　ストレス 1 式による多次元尺度法PROXSCALアルゴリズムの適合度特性，日
本計算機統計学会第24回大会論文集，pp49-53.（2010）
［14］　Bartholomew, D.J, Steele,F. Moustaki,I & Galbrath, J.I.  Analysis of  Multivariate Social 
Science Data, 2nd ed  Chapman& Hall/CRC. （2008）
［15］　奥喜正　多次元尺度法PROXCALアルゴリズムによる解の適合度―ALSCALとの比較に
おいて，日本経営数学会誌，Vol32, pp.1-15.（2010）
