Introduction

Statement of the problem
We consider families of polynomials (λ − λ j,n,N ), (1.1) with N ∈ N a fixed natural number, which are orthogonal to the powers of λ P n,N (λ)λ k W N (λ) dλ = 0, k = 0, . . . , n − 1 (1.2) with respect to a weight function, depending on the parameter N ,
The weight functions in (1. [5] on the continuum limit of the Toda lattice. They used LG-WKB techniques to find useful approximate solutions to equation (1.3). These techniques were elaborated on by Costin and Costin [3] who extended the results of Deift and McLaughlin to higher order difference equations, Aptekarev and Van Assche [1] , who introduced the techniques of orthogonal polynomials to study (1.3), Geronimo, Bruno and Van Assche [7] who introduced turning point theory to equations of the form of (1.3), and Kuijlaars and Van Assche [10] who developed ratio and n-th root asymptotics for orthogonal polynomials associated with varying recurrence coefficients. Note that while Q cannot be identically infinity on whole R, it is possible that Q = ∞ on some proper subset of R. For example,
Preliminaries and statement of the result
Family of equilibrium measures
is an admissible function Q. We can adjust the additive normalization for Q so that, min λ∈R Q(λ) = 0, so that Q : R → R + =: [0, ∞]. We shall call Q(λ) an external field. Let M + x denote the set of all positive Borel measures of total mass x > 0. We follow [2] and introduce a family of equilibrium measures {τ x } x>0 in the presence of an external field Q by taking for τ x the unique measure in M + x , with support S x ⊆ S x , where
Here V τx denotes the logarithmic potential of the measure τ x :
For each x > 0 the equilibrium measure is also characterized by the following extremal properties
and
Here J (µ) is the energy functional
For properties of these quantities, see [9] , [13] , [4] . The family of supports {S x } x>0 of the equilibrium measures τ x is an important characteristic of the problem. It has been proved in [2] that it is a monotonic family of compact sets, i.e.,
Knowing the family {S x } x>0 , the densities τ x of the equilibrium measures on S x can be recovered from the equation,
where ω Ω (λ) is the Robin distribution of the compact set Ω, i.e., ω Ω (λ) = τ 1 (λ) for the external field Q Ω (λ), see (2.1). From the family {S x } x>0 it is also possible to recover the input characteristic of the problem, i.e., the external field Q, via
here g Ω (λ) is the Green function of the compact Ω. We shall denote by (∆) a class of external fields Q(λ) such that the supports of the equilibrium measures S x are intervals, i.e.,
For example, it is well known (see [13] ) that any convex Q belongs to (∆), and in this case the equilibrium measure τ x is absolutely continuous with respect to Lebesgue measure and S x = S x for all x > 0. Also, it is known (see [2] ) that
The paper deals with relations between varying weights satisfying (1.4), where Q can be interpreted as an external field, and the limits of the varying recurrence coefficients (1.5), where
is interpreted as a family of supports S x of the equilibrium measures τ x . The main result of the paper is that we will obtain (2.2) starting from the three term recurrence relation of orthogonal polynomials with varying recurrence coefficients. This is a different approach than starting from the weight functions.
Statement of the result
Let a(x) and b(x) be bounded continuous functions on R + = [0, ∞] with bounded integrable derivatives. We will assume that b(x) > 0 for x > 0, b(0) = 0, and
We consider orthonormal polynomial with varying recurrence coefficients, as introduced by Kuijlaars and Van Assche (see [10] ), i.e., we take a n,N := a n N , 
and likewise 
where
and 0 ≤ M N < ∞. We recall the notation 9) and the local condition
for all > 0.
Observe that this implies that b (x) > 0 in M. The following simple lemma shows that (2.9) implies that the measures µ N have no mass points (M N = 0).
Lemma 1.
Let α n = a n − 2b n and β n = a n + 2b n , n ≥ 1. Suppose β n is an increasing sequence and α n is a decreasing sequence. Let
Proof. By Gershgorin's theorem each eigenvalue of J n is contained in one of the circles
where the monotonicity of b i = (β i − α i )/4 has been used. Thus the largest eigenvalue λ n is bounded by λ n ≤ max 1≤n (a i + 2b i ) = a n + 2b n , and the smallest eigenvalue λ 1 is bounded below by
Here the monotonicity of α n and β n has been used.
We can now state the main result of the paper.
Theorem 1.
If the varying recurrence coefficients a n,N and b n,N are in M, then uniformly on compact subsets of
is the Green's function for the interval
From Lemma 1 and equation (2.7) we see that dµ N (λ) = W N (λ) dλ and for each fixed N it is known (see, for example [12] , [14] ) that 2 π
is the mapping function of C\∆ x on C\{|z| ≤ 1}, and for ξ N (λ) we have the expressions 14) where the convergence in (2.13) and (2.14) is uniform for λ ∈ K C\{−1, 1}.
The following simple lemma indicates the main ingredient in the proof of Theorem 1.
Lemma 2. Suppose that the recurrence coefficients are in M. Then uniformly on compact subsets
when L is sufficiently large, so that |ζ(λ, y)| = 1 for all λ ∈ K and y > L. The result now follows from the boundedness of the logarithm, local integrability condition (2.10) and Lebesgue's dominated convergence theorem.
Thus if we want to prove Theorem 1, then (2.11) requires that we have to prove the uniform convergence of |ξ N | 1/N to 1. This will be done in the next sections.
Some preliminary results
Representation of ξ N (λ) as infinite products
Here, in order to obtain the desired uniform bounds for |ξ N (λ)| 1/N , we start with a representation of ξ N (λ) (see (2.14)) and its reciprocal by means of infinite products. We denote
Lemma 3. The following identities hold:
Proof. We denote the numerator of ξ n,N as
We have, see (2.13) and [12] , [14, Eq. (3. 15)],
and using the notation (3.3) we arrive at
In the same manner, we have
Thus, taking into account that ξ 0,N = 1 we find (3.1) and (3.2), and the lemma is proved.
In the next subsections we will prove that
for λ ∈ K, where K is a compact subset of (−1, 1) \ {a(0)} and N ∈ [N K , ∞]. From these estimations it will follow that
which implies the desired limit lim
Bounds for the ratio of orthogonal polynomials
The aim of this subsection is to obtain a lower estimate for the factors in the denominators of the products (3.1) and (3.2)
We begin with some preliminary lemmas.
Lemma 4. Suppose that β n,N is a monotonically increasing function of n and α n,N is monotonically decreasing. Then
Proof. We prove the result by induction. From the recurrence formula (2.6) we see that
then the recurrence formula gives
is a positive decreasing function of x when β n−1,N ≤ x ≤ β n,N , so we find using (3.7) that
where the monotonicity of b i,N has been used. This gives the result. The second relation in the statement of the lemma is proved by the same manner.
The next lemma is a complement to the ratio asymptotics formula for polynomials defined by varying recurrence relations proven in [10] . Under condition (M), we have from [10, Theorem 2.1]:
Lemma 5. Suppose that the β n,N are monotonically increasing functions of n and α n,N is monotonically decreasing. Then
Proof. We write
) can be handled in the same manner). We have 1. {ϕ n,N (λ)} is a family of monotonically decreasing continuous functions on [β(x), ∞). Indeed, the interlacing of the zeros of p n−1,N and p n,N gives
where x k are the zeros of p n,N (which are equal to the eigenvalues of J n ), and hence Lemma 1 implies that ϕ n,N (λ) is a monotonically decreasing function on [β n,N , ∞), and n/N ≤ x implies β n,N ≤ β(x).
to the function ϕ x (λ) which is continuous on [β(x), ∞) (see (3.8) ).
It remains to prove that 
Second, we show that the limiting points of {ϕ n,N (β(x))} can not be strictly less than ϕ x (β(x)). Indeed, if there is a subsequence Λ := {n(N )} such that
then there exists a N 0 such that for all n ∈ Λ and N ≥ N 0 we have
because of monotonicity. Thus for all ε > 0, there exists a δ (continuity of ϕ x ) and N ε (pointwise convergence, see (3.8)) such that
for all n ∈ Λ and N ≥ max{N 0 , N ε }. This contradicts (3.11) and so (3.10) follows.
Now we proceed with a lower bound of (3.6).
Lemma 6. Let
13)
for all n ∈ N, uniformly for λ ∈ K and for N ∈ [N K , ∞].
Proof. Both estimates in (3.12)-(3.13) can be obtained in the same manner, thus we consider just the first. Fix λ =: λ 0 ∈ K and assume λ 0 > β(0) (the case λ 0 < β(0) can be handled in a similar way). We split the set {n, N } n∈N,N ∈N into three parts:
where x * is chosen such that 
and x 0 is such that β(x 0 ) = λ 0 (see Figure 1) . We shall verify (3.12) for Λ j , i = 1, 2, 3 in different ways.
1. We start with small n. For Λ 1 both terms in the left-hand side of (3.12) are positive. Taking into account the interlacing property of zeros, we proceed as follows N + 2b n,N ) .
Using monotonicity of b(x)
, we can estimate from below the right-hand side of the expression by
From definition (3.14) of x * we have
so that λ 0 − a n,N − 4b n,N > 0, and we also have λ 0 − a n,N − 2b n,N < λ 0 − a n,N + (λ 0 − a n,N ) 2 − 4b Substituting the last two inequalities in (3.15), we finally arrive at
2. Now we take (n, N ) ∈ Λ 2 . For large enough N ∈ [N k , ∞) we have from (3.9) (lemma 5) and the definition of ζ n,N
3. It remains to consider (n, N ) ∈ Λ 3 . For n N ≥ x 0 , we have that ζ n,N (λ) becomes complex, and at the same time
remains real. Thus we can estimate (3.6) as
This proves the lemma.
Bounds for the infinite products
We recall (see (3.4)-(3.5)) that we have to prove
for λ ∈ K, where K a compact subset of (−1, 1) \ {a(0)} and N ∈ [N K , ∞], where (see (3.1),
.
Both estimates in (3.4)-(3.5) can be obtained in the same manner, so we shall prove it only for the first product in (3.16). For estimating the infinite product (3.4) we split it in two parts. To do this, fix a compact K in (−1, 1) \ {a(0)}. Without loss of generality we assume
Since a is continuous, there exists ax such that
where C 1 and C 2 are constants. Put n 0 (N ) := [xN ], then we consider
To estimate the first sum on the right hand of (3.19) we need the following two lemmas.
Lemma 7. Suppose b is an absolutely continuous, increasing function on
Proof. Simple calculus gives
Since b (x) > 0 almost everywhere, we can add both expressions and find Hence, if we recall that M = [
and since epsilon is arbitrary, this shows what we wanted to prove.
Remark. The factor
√ N in (3.20) cannot be replaced by N s with s < 1/2. Take for example
where [x] is the largest integer ≤ x and {x} = x − [x] is the fractional part of x, and
for some constant C > 0. Indeed, we have
and the monotonicity of t −γ−1 gives
which is equivalent to
, 1]. Now consider x = k −1/γ , where k are integers from the interval 2N 3γ
The number M of integers in this interval can easily be estimated as ) at these points for even and odd k separately.
• When x = k −1/γ , with k even, then
and the latter holds because • When x = k −1/γ , with k odd, then
Therefore we see that the variation of
is at least 1−e −4/3 . If we take into account (3.22), then we indeed see that
which is what we wanted to show.
Lemma 8.
Suppose the varying recurrence coefficients a n,N and
Proof. Using Lemma 6, we have
where the notation in (2.12) is used and δ is given by (3.18) . Expanding the derivative and using the triangle inequality gives
withx given by (3.17)-(3.18). The definition ofx and the monotonicity of b give
The integrability of a and b and Lemma 7 give the first inequality in (3.23). The second inequality in (3.23) can be proved in a similar way.
To estimate the second term in (3.19) we need the following lemma.
Lemma 9.
Proof. To prove (3.24) we again note that
where the fact that |ζ(λ, x)| ≥ 1 has been used, we find that Fig. 2 ). Forx ≤ x ≤x we suppose that λ ≥ α(0), and in this case
For fixed λ ∈ K let x λ be such that λ = β(x λ ). Since β (x) is positive we see that x λ is unique and there is a constant c K,1 > 0 such that
For λ < α(0) we interchange the roles of α(x) and β(x). A similar analysis can be applied to the second integral in (3.28) so that (3.24) follows. To show (3.25) consider
From Lemma 6 we see that
and since the discussion above shows that h is integrable, Lebesgue's dominated convergence theorem can be used and we find the validity of (3.25). A similar reasoning holds for (3.26) . This proves the bounds in this lemma.
Proof of Theorem 1
Now we are ready to prove (3.16). For the first term in (3.19) we have by Lemma 8
For the second term in (3.19) we have
Substituting the expression for d n,N and applying Lemma 6 and the Cauchy-Schwarz inequality gives
Finally, applying Lemma 9, we obtain the desired estimation and the theorem is proved. 
Example
