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Trinomials, which are divisible 
by quadrat ic polynomials 
TAMÁS HERENDI and ATTILA PETHŐ* 
A b s t r a c t . The reducibility of the trinomials in the form XN — Bxk — A are 
examined. It is shown, that among the trinomials in the same class (i.e. somé of the 
Parameters A,B,k and n are fixed) there are only finitely many wich has quadrat ic 
factor. 
1. Introduction 
Let us consider the trinomial xn — Bxk — A. Ribenboim [4] has shown 
that if k = 1 then for a fixed n and B there exist only finitely many A for 
which the trinomial is divisible by a quadratic polynomial and similarly if n 
and A is fixed then there exist only finitely many B for which the trinomial 
has a quadratic factor. He used in the proof elementary steps only. 
Schinzel in [5] then presented a much more generál result in which he 
proved among ot her s that for fixed A there exist only finitely many n,k,B 
for which the trinomial is divisible by any polynomial. He could prove similar 
result for fixed B too. His proof is however not an elementary one. 
We are also able to generalize Ribenboim's result extending his proof 
but keeping its elementaryness. Our result is less generál than Schinzel's 
result. We prove the following theorems: 
T h e o r e m 1. Let be given k G N and A 6 Z \ {0}, then 
(a) there exist only finitely many, effectively determinable polynomials 
in the form xn - Bxk - A, where n G N, B G Z \ {0} and gcd(fc, n, 12) = 1, 
for which 
x
2
 - bx - a I xn - Bxk - A 
with a, è G Z. 
(b) if gcd(k, n, 12) > 2 where n G N then there exist only finitely many 
effectively determinable polynomials in the form xn — Bxk — A , where 
B G Z \ {0} for which x2 — bx — a\xn - Bxk — A for an a, b G Z pair. 
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T h e o r e m 2. Let be given n,k £ N and B £ Z \ {0} then 
(a) if gcd(n, k, 12) = 1 and n — k>4 then there exist only finitely many 
A £ Z for which x2 — bx — a \ xn — Bxk — A for an a, b £ Z pair; 
(b) if gcd(n, k, 12) > ß and n — k > 4 then there exist infinitely many 
A G Z for which x2 - bx — a | xn - Bxk — A for an a, b £ Z pair, but except 
for finitely many values ail the possible values of A is explicitely expressable 
as a sériés. 
Remark. Using properties of curves of genus at least 1, we were able 
to handle the case n — k < 4 too. As Schinzel's resuit are more generál and 
our proof is not elementary, we omit the détails. 
2. Auxiliary resuit s 
Let the polynomial sequence defined as follows: ^ ( z ) — 
F\(x) = 1, and if n > 2 then Fn(x) — Fn_i(x) + x • F n _ 2 ( x ) . 
Let define the polynomial sequence 3 5 f n ( x , y ) — -
M Í ) -
Remark. From Lemma 2 you can see that fn(x, y) is really a polyno-
mial and not a rational function. 
Lemma 1. The sériés {i7,n(x)}^L0 has for any 1 < k < n the following 
properties: 
(a) Fn(x) • Fk-i(x) = Fn-i(x) • - ( - 1 ) * • xk • FB- f c_i(®); 
(b) F n ( s ) = Fn-k(x) • Fk(x) + x • Fn_k^i(x) • Fk-i(x). 
PROOF. We prove only property (a), because the proof of (6) is similar. 
Let k — 1. Then n > 2. The equality in this case is true because 
Fn(x) • F0(x) = Fn^(x) • F^x) + a; • Fn„2(x), 
where io(a:) = Fi(x) = 1, and this is exactly the defining équation of Fn if 
n > 2. 
Let now k > 2 and suppose that for every 0 < i < k the equality holds. 
We know that 
(I) F^x) • Fk(x) = Fn(x) • (Fk^(x) + x • Fk_2(x)) 
(II) F n ^ f x ) • F k (x ) = Fn_i (x) • (Ffc-if®) + a: • Fk.2(x)) 
and 
(-1)* • z*"1 - Fn.k+1(x) = (-l)k • xk~x • (Fn_k(x) + x • Fn.k^(x)), 
which is equal to 
(III) ( ~ l ) k • xk . Fn.k.x (x) = (-l)k • xk~l • (Fn_k+l (x) + x • Fn.k(x)). 
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Let consider the sum: I — II + III: 
Fn(x) • Fk(x) - (x) -Fk(x) + (~l)k • xk • Fn_k_i (x) = 
Fn(x) • Fk.i(x) - Fn^(x) • Fk-t{x) - ( - 1 ) * • x'-1 • Fn.k(x)+ 
x • (.Fn(x) • Fk_2(x) -Fn_ 1(x) • Fk.x(x) + {-l)k • xk~2 • Fn_k+l(x)) . 
The right hand side of this équation is equal to zéro by the induction hy-
pothesis, so the equality holds for k too. 
Lemma 2. 
(a) The polynomial Fn{x) has degree [y] and its roots are — ? 
where 1 < j < [y] and £n+i is a n + 1-th primitive root of unity; 
(b) Fn(x) has a rational root if and only if gcd(n + 1,12) > 3. 
PROOF. 
(a) By définition we have Fo(x) = F\(x) = 1, so deg(Fo(x)) = [ | ] and 
deg(JFi(a:)) = [ | ] . Let n> 2 and suppose that deg (Fk(x)) = if k < n. 
It is easy to see that the leading coeffitient of Fk(x) is positive. So 
deg {Fn(x)) = deg ( fn- i(s) + x • Fn_2(x)) = 
" fi " 
= max(deg( JF n_i(x)) ,deg( JF n_2(x)) + 1) = . 
Let be a récurrence sequence with the définition: um = r • um_i + 
5 • Um-2, where r, s ^ 0, r2 + 45 ^ 0 and \u0\ + |wi| > 0. Then um = 
a • a
m
 + b • ßm(m = 0,1, 2,. . .), where a , ß is the two différent roots of the 
polynomial z2 - r • z - s and a = Uof_~aUl, 6 = U l ^ 9 a a (see e. g. [2]). Let 
suppose now that t is a root of Fn(x) and define {um}™=0 ^y ^ e following 
recurrence: 
Uq = U\ = 1 and um := wm_i + t • um-2 if m > 2. 
It is clear that Fm(t) = um ( m = 0 ,1 ,2 , . . . ) , and if t ^ then 
v / T + l í - l / l - 0 T + 4 í \ m V / TT4í + 1 / 1 + V T + 4 Í 
u m = _ ^ • + 2 V T + 4 t V 2 / 2 V T T 4 Í V 2 
/ / - n—:—TT\ "i+l / „ rz 7— \ m-fl" 1 l ( 1 + y/1 + 4A / 1 - y/1 + 4* 
VI + 41 I V 2 
By the choice of t we have 0 = Fn(t) = un which means 
i + VïTTt\n+l / î - x / I T ï P ^ 1 
- 0 , 
1. e. 
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From this we get 
(1) (1 + v T + 4 t ) = en+i • (1 - v T + 4 Í ) . , 
where £n_|_i is a n + l - th primitive root of unity, and 1 < j < n. Also j 
(if it is integer), because in this case 1 -f \ / \ -f 41 — yj\ + 41 — 1 woula.^iold 
ei Vti.;. • 
which is impossible. From équation (1) we obtain t — — .
 j "
+1
 .2. 
The next question is how many différent values t can have. If j = 0 then 
t = — | and it is easy to see that Fm ^ 0 for any m = 0 ,1 ,2 , . . .. 
C í' 
Further - , = — ,
 ;
 n+1
 , where 0 < i, j < n + 1 and i j if and 
only if i+j = n + l . It me ans that t has at most [y] différent values. We know [
*
]
 f e \ that deg {Fn(x)) = [f ] which implies that Fn(x) = ü z + > n-fl • j = l V ) 
t} (b) Fn(x) has a rational root if and only if — . j "+1 2 = E for j G 
9
 2 
{ 1 , 2 , . . . , [ f ] } , p , q G Z, ç / 0 . This is équivalent t o 0 = p - ( ^ + 1 + l ) + 
<? • fn+1 = P • (fn+1 ) + (? + 2P)£n+l + P- Hence 1 has to be a root of the 
polynomial pz2 + (ç + 2p)x + p, i.e. is rational or a quadratic algebraic 
number. But it is known that if £ is a k-th primitive root of unity, then its 
degree is <£>(&), where <p(k) is the Euler-function. ip(k) < 2 if and only if 
k G {1,2, 3,4,6}. From the proof of (a) it is clear that k > 2. If k = 3 then 
t = —1, if k = 4 then t = — | and if fc = 6 then t = — As is primitive 
k -th root of unity if n + 1 = j — k, thus Fn(x) has a rational root if and 
only i f 3 | n + l o r 4 | n + l , i.e. gcd(n + 1,12) > 3. 
In the next step some properties of the sériés {/n(x, 2/)}^°=_00 are pre-
sented. 
Lemma 3. The series {fn{x,y)} (^L_00 has the property 
6on • fn(x, y) = yn~l mod 2 • fn — í (x, y) + X- fn—2 y)tin G Z, 
where 
, f 0, if n / 0 
i f n = 0 
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3. Basic lemmata 
The following lemma generalizes a result of Ribenboim [4] and it is 
basic for the proofs of the theorems. 
Lemma 4. 
Let n > 2, 1 < k < n and a, 6, A, B £ Z. If x2 — bx — a divides 
x
n
 - Bxk - A then 
B • bk~l mod 2 • fk.x (a, b2) = bn~l mod 2 • fn—i (a, b2) . 
Further if 
(a) bk~l m o d 2 • / fc_! (a, b2) = 0 then bn~l m o d 2 • / n _ x (a,62) = 0 and 
A-a - (bn~2 mod 2 • fn-2 (a,b2)-B• ™d 2 • (a, ö2)) . 
(b) otherwise 
6"-1 mod 2 ' fn—i (a, 62) 
fl|
 '
 m o d 2
 • A_i (a,62) 
and 
A = afc( —1) c, ^kb
n
-
h
-
lmod2
-fn-k-i{a,b2) 
bk-1 mod 2 * 
P R O O F . 
(a) Assume that a;71 — Bxk — A — (a;2 — bx — a) • p(x) with p(x) = 
xn-2 Cn 3xn~3 -f cn_4:rn~4 + • • • + c\x -f Co- Similarly as in [4] we have 
the following équations: 
A — a • CQ 
• B = a • ci + b • c0 
(2) • 5 = a • Ci + b • Ci-1 - Ci_2 
^n-2,Jb • 5 = a + 6 • cn_3 - cn_4 
^ n - l , * B = b - C n _ 3 
where 
= { 
_ / 1 if i = j 
0 otherwise 
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Using this we pro ve that i f l < i < n — 2, then 
(3) cn_2_; - b{ mod 2 • b2) - Bbk~n+i ™d 2 • / f c _ n _ t (a , b)\ 
By (2) it is easy to see that (3) holds for i — 1, 2. Let 2 < i < n — 2 
and suppose that (3) holds for every j with 1 < j < i. Then by (2) we get 
Cn-2-i = « • C n - 2 - ( i - 2 ) + b • C n _ 2 _ ( i _ l ) - <$n-t,fc ' B 
= a • Cl + b • C2 - 6n-itk • B 
_
 bi-2 mod 2 . C s _ B . bk-n+i-2 mod 2 . ^ + £ . ^ 
where 
C i = m o d 2 . f . _ 2 ( a y ) - B . B * - " * - 2 m o d 2 - A _ n + i _ 2 ( a , 6 2 ) 
C2 = 6*"1 m o d 2 • / i _ i ( a , b 2 ) - B • Bk~n+i~x mod2 • / , _ n + í _ ! ( a , 62) 
C 3 = 6 2 ( i - i m o d 2 ) . + fl . fk_n+l_2(a:b2) 
C4 = fr2«-"*'-1 m o d 2 ) • A _ n + l _ i ( a , 6 2 ) + a • / f c _ n + I _ 2 (a , ö2). 
From this by Lemma 3 we get (3). Using (2) and (3) we obtain 
0 = a • ci + b • c0 - öl,* • B 
= a • (bn~3 m o d 2 • / n _ 3 ( a , 62) • 6 fc_3 m o d 2 • A_ 3 (a ,6 2 ) ) + 
+6 • a • ( 6 - 2 m o d 2 • / n _ 2 (a, 62) • ^ - 2 m o d 2 • /fc_2 (a, 62)) - 6ltk • B 
= h n - 3 m o d 2 . ^ 2 ( n - 2 m o d 2) ( a , 6 2 ) + a • / n _ 3 ( a , 6 2 ) ) -
. ^ - 3 m o d 2 . ^ 2 ( k - 2 m o d 2) ^
 & 2 ) + fl . ^ ^ & 2 ) ) + 
Using Lemma 3 we get 
(4) 0 - bn~l mod2 • fn—i (a, b2) — B • bk~l mod2 • (a,62) , 
which proves the first assertion. This imphes bk~l m o d 2 •
 1 ( a, b2) = 0 if 
and only if bn~l m o d 2 • / n _ i (a, b2) = 0. By (2) and (3) 
(5) A = a • (bn~2 mod2 • / n - 2 ( a , 6 2 ) - B • bk~2 mod2 • A_ 2 (a ,6 2 ) ) . 
(b) If bk~l mod 2 • fk-1 (a, 62) ^ 0 then from (4) we get 
b n - 1 mod 2 . ^ ( a j 6 2 ) 
(6) 5 = 
mod 2 . f k _ l ( a , 6 2 ) 
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and from (5) and (6), using Lemma 1 we obtain a | A and 
bn-k-1 mod2 , / n _ f c _ i ( a ^ 2 ) 
A = a (—1) 
bk-1 mod 2 . fk_1 b2) 
L e m m a 5. Let k,n G N and A £ Z\{0}. Then there exist only finitely 
many, efFectively computable a, 6, B G Z such that x2 ~bx-a \ xn — Bxk — A. 
PROOF. Let a,b £ Z be such that bk~l m o d 2 • / k _ x (a,b2) / 0 and 
x
2
 — bx — a j xn — Bxk — A. Then by Lemma 4 (b) a | A and 
(7) 0 = A • bk~l m o d 2 • (a, b2) - a ^ - l ) ^ " - * - 1 m o d 2 • (a, 62) . 
Because of a | a may assume only finitely many différent values. Let a be 
fixed. Then the right hand side of (7) is a polynomial in 6, which has only 
finitely many roots, and the integer roots of it are efFectively computable. 
So there exist only finitely many possibilités for a, b (and they are efFec-
tively computable). As f^-i (a, b2) ± 0, by Lemma 4 (b) B is explicitely 
determinable from a and b so the numbers of the possible B is also finite 
and the values of B are effectively computable. Let a, 6 now be such that 
/jt_ 1 (a,b2) = 0. By Lemma 2 (b) 
By Lemma 4 (a) a | A and 
(9) A = a • (bn~2 m o d 2 • / n _ 2 (a, b2) - B • bk~2 mod 2 • fk_2 (a, b2)) , 
where bk~2 m o d 2 • / fc_2 (a, b2) ± 0. ( Otherwise b1 m o d 2 • f{ (a, b2) = 0 would 
hold for every i and it is possible only when a, 6 = 0 . )Asa | A the cardinahty 
of the possible a-s is finite and by (8) the cardinality of the possible b-s is also 
finite and efFectively computable. Let fix now a and b. Then (9) is a linear 
équation in B which has only one solution and the solution is explicitely 
given. So we obtain that B has only finitely many possible values in both 
cases and they are efFectively computable. 
By replacing y with y2 in the définition of fn(xyy) it is easy to prove 
the following: 
Lemma 6. yn mod 2 • fn (x, y2) = yn • Fn { f ) . 
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Lemma 7. Let suppose that gcd(n, k) = m. Then 
gcd (j ,""1 2 . /„_! (X, J/2) , / - 1 ™d 2 • («, / ) ) = 
PROOF. By Lemma 2 (a) we know that Fn(x) has [f] différent real 
roots. Let suppose that they are I i , . . . , £r„j. Then 
[f] 
Fn(x) = le (Fn) J J (x - Xi), 
i=1 
where le (Fn) is the leading coefficient of Fny which is 1 if n is even and n + 1 
if n is odd. Then by Lemma 6 
W 
yn mod 2 . / „ y2) = le (F„) • H (* - W ) ' m0<i 
i = 1 
It is clear that (x — Xj • y2) is irreducible, and by the unique factorization 
in a polynomial ring, this is the only possible factorization of yn mod 2 • 
fn {x,y2). By Lemma 2(a) {x - t • y2) \ yn~l mod2 •fn_x (x,y2) if and only 
if there exists j E { l , . . . , [y] } such that t = — • Of course, then for 
ah Í, conjugate of t, (x - t • y2) | yn~l mod2 • fn_x {x,y2). 
If t is such that 
( x - « V ] i r 1 , D D Í , - / n - i M 
and (x - t- y2) \ yk~l mod2 • /fc_ 1 (x, y2) then there exist 6 { 1 , . . . , [f] } 
such that , . 2 = . ^ x 2 from where we get either Û. — P, or £1 = (£»+i) (Ci+i) 0 S n s/c S n 
. Without loss of generality we can suppose that £Jn = It is easy 
to see, if m = g c d ( n , k ) then (tó)™ = (Ck)m, which means that ££ is m-
th root of unity and so (x - t • y2) | ym~l mod 2 • fm_x (x,y2). Eeversing, 
if (x - t • y2) I ym-1 m o d 2 • / m _ 1 (x, y2) then there exists i G { l , . . . , [f] } 
such that t = — and if m | n then there exists j 6 { l , . . . , [f] } 
such that Cm = tó o r Cm = Çn'\ w h i c h means that (x - t • y2) | yn~l mod2 • 
fn-i (x, y2). We have m — 1 mod 2 = 1 if and only if n — 1 mod 2 = 1 
and k - 1 mod 2 = 1. So if y | yn~l mod 2 • fn_x (x, y2) and y | y*"1 mod 2 • 
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fk-i ( x , y 2 ) then y | ym~l m o d 2 • / m _ j (x , y 2 ) and vice versa. The leading 
coeffitient of / m _ i (x, y2) is différent &om 1 if and only if m is even and in 
this case it is equal to m. But then the leading coeffitient of fn_i (x, y2) is 
equal to n and the leading coeffitient of i (x,y2) is equal to k. 
L e m m a 8. Let D = y • (4x + y), Ux = and U2 = . 
Then 
n + 1 mod 2 
where 
/ \ Tl-tL m o a i, I r t j - i I / 
[y+y/D-U^ -U\ 2 j - (y-yfD-U. 
•c, 
n + 1 d 2 [n± i ] /
 / \ n + 1 mod 2 + 
• U*) 
c = 
y/D 
PROOF. It is easy to see that fn{x,y) has the property Fn+2(x,y) = 
(2x + y) • fn(x, y) — x2 • fn-2{x, y)- From this similarly to the method used 
in Lemma 2 for Fn(x) we get the statement of the Lemma. 
4. Proof of the theorems 
Proof of T h e o r e m 1. 
(a) Let suppose that gcd(fc,n) = 1. At first we show that there ex-
ists an effectively computable upper bound for the possible n values. If 
A / 0 is given then by Lemma 2 (b) using the définition of fn bk~l mod 2 • 
1 (a, b2) / 0 . Then by Lemma 4 (b) 
un-k-1 m o d 2 f ( n u2\ 
a M and a ^ - l ) * * ,
 d 2 f 7* ' [ A. 
Let assume now that n is given and a is fixed and suppose that b2 > 4a2 . 
Then if we Substitute x by a and y by b2 in Lemma 8, we obtain D > 0, Ui > 
a
2
 and U2 < 1. Then there exists Ma constant, such that |/fc-i (a ,6 2 ) | < 
IM a b k ~ l I if b / 0 and from Lemma 8 follows that there exists ma, na and 
ca > 0 such that if n > na and \b\ > ma thén as U\ > ~ 
fn («,»*) = g ) 
n + 1 mod 2 
• c 
n + 1 m o d 2 flL±lj \ -t-i a i
b2 + y/D -Ui) • U{ 
— 
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\ n-
b2 -f v D ) 
7ÏÏ 
+ 1 mod 2 
•b n+1 
Hence 
A > 
..n — k — 1 mod 2 fn-k-1 (a,&2) 
> T 
bk-l mod 2 . fk_x 
fon-k-2 
= b n—2k—2 
Because of the monotonity of the exponential function and the finiteness of 
the number of the possible a-s there exists an upper bound for n depending 
only on A. Let examine now the case b2 < max (4a 2 ,m a ) . There exist only 
finitely many b satisfying the inequality. For these values we apply Theorem 
3.1 from [2] and get 
(10) fn(a,b2) > 1^1 n —1 — cx log(n — 1} 
where c\ is efFectively computable and depends finally on a and b. As we 
have only finitely many possibilités for a and b, c\ is a constant and for n 
large enough the exponent in (10) is positive. By aresult of Dobrowolski (see 
in [1]) \Ui \ > C2 > 1 holds for any quadratic algebraic integers which are not 
roots of unity, hence by (10) similarly to the previous case n is bounded. So 
there exist only finitely many possible n-s satisfying the assumptions in the 
theorem from which using Lemma 5 follows the statment of the theorem. 
Suppose now that gcd(&, n) > 1, but gcd(&, n, 12) = 1. If a and b satisfy the 
assumptions in the theorem then bk~l mod 2 • fk-i (a, ö2) isn't zéro otherwise 
by Lemma 4 (a) bn~l m o d 2 • / n _ i (a, b2) would be zéro, which is impossible. 
Hence 
b n - k - 1 mod 2 . f n _ k i 
A = ak(-iy 
bk-1 >d 2 fk-i (a,b2) 
and the proof of the theorem in this case is the same as in the previous case. 
(b) In this case we can divide the possible a,b pairs into two sets. In 
the first set bk~l mod 2 • fk-1 (a, b2) ^ 0. Similarly to the previous two cases 
there exist only finitely many solution for B. In the second set bk~1 mod 2 • 
/fc_ 1 (a,b2) = 0. Then by Lemma 4 (a) bn~l mod 2 • /n_x (a,b2) = 0 . This 
is possible if and only if one of the following statements holds: 
1. n is even and b = 0, or 
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2. p- is one of the rational roots of Fn-\(x) . 
As A ^ 0 by Lemma 4 (a) a\A , so in case 1 ( k is also even ) 
A-a - (bn~2 mod 2 • fn—2 {a, b2) - B • bk~2 mod 2 fk-2 (M2)) 
is finitely many linear équation for the possible B -s. 
In case 2, as by Lemma 2, _Fn_i (#) has at most three différent rational roots 
and similarly to the previous case a\ A , we have only finitely many a, b pairs 
which satisfies the necessary conditions. By Lemma 3 if / n _ i (a,62) = 0 
then fn—2 [a-,b2) / 0 so we have again finitely many linear équations for 
the possible B -s. 
Proof of Theorem 2. 
(a) Let a, 6, A G Z such that x2 - bx - a | xn - Bxk - A. As B / 0 
similarly to Theorem 1 (b) bk~l mod 2 • (a,b2) ± 0. By Lemma 4 
B • bk~l m o d 2 • /*_! (a, 62) = m o d 2 • / n _ ! (a, 62) . 
If we suppose that 6 = 0 then the équation is a polynomial équation for a, 
which has only finitely many solution in a so the number of possible values 
for A is also finite ( and efFectively determinable ). 
Let suppose now that 6 ^ 0 . Then 
B • Fk-î(p-) 
fon — k 
As d e g ( J W ) = and d e g ( f n _ i ) ' n —1 ], there exist real numbers 
Mi, M2, £1, £2 s o that if x > £1 then < Mi • \x\^ 2 ^ and if x > x2 
then |jPn_!(a;)| > M2 • {xy^ (Mx, M2 > 0). Let x0 = max (1, xi, x2) and 
suppose that |p-| > XQ then 
B - Mi b2 
il" i — k I 
> 
B-Fk-i(û) 
n—k I — Fn_l > M 2 
M 
As n — k > 4 and > 1 we get 
B • Mi 
M2 
> 
B • Mi 
M2 • |6n~ > > 
It means that there exists a constant Mo > 0 so that —Mo < p- < Mo for ail 
the possible a, 6 G Z pairs. Hence there exists M > 0 so that \Fk-i (p") | < M 
for ail the possible a, 6 pairs. Or which is the same, 
( i l ) 
B-M 
16 n — k I 
> Fn, -
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min( IXi —x, I) 
Let l = ——2 where x<\ . . . x ^ - i j are the roots of the polynomial 
Fn-i(x). We have / > 0 by Lemma 2. If min — > l then 
Fn-1 
M 
n 
i=1 
a 
r ~ 
> / M 
from where it follows that -^-rfr > 6n and there exist only finitely many 
z L 2 J 
6 E Z which is suitable for this. This together with the fact, that p- is 
bounded implies that there exist only finitely many possible a, 6 pair. 
Let min ([x^ — < /. Obviously among the \x{ - < l inequalities hold 
i 
only one. Let suppose that |x í0 — < /. Then 
> í h a X*0 - p 
hence using (11) we get 
B-M 
/ [ V ] . b 
> 
n — k 
a 
X l
° ~ 62 
As 6- / n _ 1 (a, 62) ^ 0 so ^ p-. We assumed n —fc > 4, hence the theorem 
of Roth on approximation of algebraic numbers [3] implies that there exist 
only finitely many suitable a, 6 pair for this approximation if ÍQ is given. The 
number of the roots of F n - i ( x ) are finite so there exist only finitely many 
possible a, 6 pair and so there exist only finitely many possible A values, 
(b) Let gcd(n, k, 12) = m > 1. Then by Lemma 7 
gcd (y n — 1 m o d 2 •/n_x (x,y2) ,y k — 1 mod 2 A - i (z>!/2)) 
= î T - l m o d 2 - / m - 1 (x, t / 2) . 
Hence there exist #1(2:, 2/), C^ ? v) £ such that 
yn-1 m o d í . ^ (a rY) = í / 1 ( x , y ) . y m - 1 m o d 2 - / m - ! (x,</2), 
m o d 2 ( x , y 2 ) 1 m o d 2 ( z , y 2 ) . 
We have by Lemma 4 
5 -y"1-1 mod2'fm-i (x,y2) =gi(x,y)-ym~l mod2 • fm-1 (x,y2) . 
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We devide the set of pairs a,b £ Z intő two classes according as 
(i) &771"1 m o d 2 - / m - 1 M 2 ) = 0; 
(ii) 6 m _ 1 m o d 2 - / m _ 1 (a,62) 5é 0. 
In the case (i) by Lemma 2 (b) the values of a,b are explicitely deter-
minable and so the possible values of A are infinitely many but they are 
explicitely determinable as a series. 
In the case (ii) we can simplify the équation by bm~l mod 2 • fm-i (a, 
and with the simplified eqation can be solved in the same way as in (a). 
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