Abstract. Denote by P n the set of n× n positive definite matrices. Let D = D 1 ⊕ · · ·⊕ D k , where D 1 ∈ P n1 , . . . , D k ∈ P n k with n 1
Introduction
Denote by C n×n the set of n × n complex matrices and P n ⊂ C n×n the set of n × n positive definite matrices. For A ∈ C n×n , we denote by A * and |A| = (A * A) 1 2 the conjugate transpose and the positive semidefinite part of A, respectively. Given n × n Hermitian matrices A and B, A ≤ B means that B − A is positive semidefinite.
For x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ R n , let x ↓ = (x [1] , x [2] , . . . , x [n] ) denote a rearrangement of the components of x such that x [1] ≥ x [2] ≥ · · · ≥ x [n] . The notation x ≤ y means that x [i] ≤ y [i] , i = 1, . . . , n. We say that x is weakly majorized by y, denoted by x ≺ w y, if k j=1 x [j] ≤ k j=1 y [j] for all 1 ≤ k ≤ n. We say that x is majorized by y, denoted by x ≺ y, if x ≺ w y and n j=1 x j = n j=1 y j . Let R + denote the set of all positive real numbers and R n + = (R + ) n . Given x, y ∈ (R + ) n , we say that x is weakly log-majorized by y, written as x ≺ w log y, if
, for k = 1, . . . , n; x is log-majorized by y, denoted by x ≺ log y, if x ≺ w log y and n j=1 x j = n j=1 y j . Let A ∈ P n . Denote by λ(A) = (λ 1 (A), . . . , λ n (A)) ∈ R n + the vector of eigenvalues of A and we may arrange the eigenvalues in non-increasing order λ 1 (A) ≥ · · · ≥ λ n (A).
Matic [5, Theorem 1.1] proved the following determinantal inequality. Zhang [8] and Choi [2] gave two different proofs, respectively. We state the theorem using Choi's version.
In this paper we obtain the following weak log majorization result where C and D are given as in Theorem 1.1:
We note that (1.2) does not hold if one replaces the vectors of eigenvalues by the vectors of singular values. We would like to point out that (1.2) is more fundamental than (1.1). In order to see that we will first derive the following determinantal inequality as an application of (1.2):
which is evidently a generalization of (1.1). We will show by example that (1.3) is not true when p < 0. By looking at (1.3) as a generalization of (1.1), one might ask whether the following two possible generalizations of (1.1) are true or not:
and
(1.5) Both answers are negative and we will provide a counterexample for both inequalities.
Choi [2, Theorem 2] obtained the following determinantal inequality:
, m, and Diag
We present a weak majorization inequality which is complementary to (1.6) and pose a weak log majorization open problem.
Weak log majorization and generalization of Matic's determinantal inequality
Regarding (1.3), one may ask whether (C −1 D) p is well defined or not when p ∈ R. The question makes sense as we know that X p is not necessarily defined for a general matrix X ∈ C n×n . However, we can define X p when X is hyperbolic, i.e., X is diagonalizable with positive eigenvalues. Let H n be the set of all hyperbolic matrices in C n×n and D n be the set of all diagonalizable matrices in C n×n with real eigenvalues. We claim that the exponential map exp : D n → H n is bijective. It is surjective since each X ∈ H n can be written as X = SDS −1 for some nonsingular S, where D = diag (e λ 1 , . . . , e λn ) and λ 1 , . . . , λ n ∈ R. Set Y := S(log D)S −1 , where log D := diag (λ 1 , . . . , λ n ). Note that
We are going to show that exp is injective. Let
where D 1 and D 2 are diagonal with diagonal entries arranged in non-increasing order. Taking exponentials of both sides yields P 1 e
and thus
So we conclude that the map exp : D n → H n is bijective. Now given X ∈ H n , define X p := e pY , p ∈ R, where Y is the unique matrix in D n such that X = e Y . Explicitly, if we write X = Sdiag (ξ 1 , . . . , ξ n )S −1 for some nonsingular S ∈ C n×n , where ξ 1 , . . . , ξ n ∈ R + are the eigenvalues of X in any order, then
since Y = Sdiag (log ξ 1 , . . . , log ξ n )S −1 . Let us get back to the well-definedness of (C −1 D) p , p ∈ R, regarding (1.3). Note that C −1 , D ∈ P n . Given A, B ∈ P n , the product AB is hyperbolic though it may not be in P n . It is because that AB is similar to B 1/2 ABB −1/2 = B 1/2 AB 1/2 ∈ P n , which is unitarily similar to a positive diagonal matrix. Hence AB = P diag (γ 1 , . . . , γ n )P −1 , for some nonsingular P ∈ C n×n , where γ 1 , . . . , γ n ∈ R + so that (AB)
Now we give our main result as follows.
Theorem 2.1. Under the conditions as in Theorem 1.1, we have
Proof. It suffices to prove the case when D = I n :
The reason is that
so it is sufficient to show (2.2). By a result of Ky Fan [4, p.308] we have
It is known that [4, p.165] for any convex function f :
Since f (x) = x −p , where p > 0, is convex on (0, +∞), by (2.3), we have 
i.e., (2.2). Thus, we complete the proof.
We now give an example to show that (2.1) may not be true if D ∈ P n is not in diagonal block form, where Diag D = D 1 ⊕· · ·⊕D k , and D 1 ∈ P n 1 , . . . , D k ∈ P n k with n 1 +· · ·+n k = n. 
by considering the products of the first two largest entries of both sides. 
Remark 2.4. Taking D = I n in Theorem 2.1, we easily obtain 
In Example 2.2, one can see that (λ(C
. Theorem 2.1 complements this result when D ∈ P n is in diagonal block form.
Next we give an application of Theorem 2.1 as follows. Theorem 2.6. Under the conditions as in Theorem 1.1, we have
Proof. When p = 0, it is trivial so we may assume p > 0. By Theorem 2.1, we have
Let us recall a known result [4, p.167] for any increasing convex function f : R → R. If x ≺ w y, where x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ R n , then
Since the function f (x) = log(1+e px ), where p > 0, is an increasing convex function, applying the function to (2.7) gives
The desired result follows by taking exponential on both sides.
Remark 2.7. When p = 1, Theorem 2.6 reduces to Theorem 1.1.
In the next example we show that (2.6) is not true when p < 0.
Direct computation gives λ(C) = {5, 1}. Let p < 0 and set q := −p so q > 0. Then
We are going to show that g(q) > f (q) for all q > 0. Let
we have f (x) > f (0) = 0 when x > 0. Thus (2.6) is not true when p < 0.
We would like to point out that (2.6) is no longer true if D ∈ P n is not in diagonal block form. We give an example to show this as follows.
Example 2.9. Let p = 1, n = 2, n 1 = n 2 = 1, C = 12 7 7 10 , C 1 = 12, C 2 = 10,
Direct computation gives
Next we will show that inequalities (1.4) and (1.5) are not true and we first give a counterexample to the following inequality. 
2 ). Therefore, (2.8) is false.
Note that
and det(I n 1 + |C
Since (2.8) is false, (1.4) is invalid. Note that
Since (2.8) is false, (1.5) is also invalid. 
Proof. By (2.3), we have 
Now (3.2) and (3.3) lead to
The desired result follows by the fact that f (x) = x p , p > 1, is increasing and convex on (0, +∞). It is natural to ask whether (3.1) holds for 0 < p < 1? By Theorem 3.2 and the proof of Theorem 2.1, this question is equivalent to the following weak log majorization question: When n = 2, k = 2, n 1 = n 2 = 1, (3.4) holds by (1.6) and (3.1). The other cases are open. We would like to point out that we performed computer experiments and the outcomes are consistent with the weak log majorization given in (3.4).
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