Quasielastic light scattering techniques have proven extremely useful for characterizing the dynamics, and indirectly the structure, of nearly transparent materials such as dilute solutions of macromolecules or colloidal particles [1 -4] . For useful information to be readily extracted, samples must be suKciently thin, dilute, or well index matched that incident photons scatter at most once from the random dielectric inhomogeneities before exiting. Recently, the technique of diffusing-wave spectroscopy (DWS) has been developed [S -7] to extend the application of these traditional single-scattering techniques to materials such as concentrated colloidal suspensions [8 -12] , foams [13 -1S] , and emulsions [16, 17] , which all multiply scatter the incident light. Even though typical experimental samples are optically thick in that they appear white and do not permit photons to pass through without scattering many times, the scattering is "weak" in the sense that successive events The assumptions and approximations in the theories of DWS are first highlighted with a brief discussion of the statics and dynamics of multiple light scattering; points not explicitly referenced are covered in greater detail in published reviews [18 -20] . Consider, then, the fate of a coherent beam of photons directed toward a slab of material containing particles that scatter light, and assume that absorption is negligible. The intensity of the unscattered portion of the incident beam will decay exponentially with distance into the medium according to the scattering mean free path I"whose value is set by both the number density and total scattering cross section of the suspended particles l, = I /per. In the multiplescattering regime, the sample is very large in comparison with I, so that photons scattered away from the incident beam typically experience many more scattering events before exiting. The transport mean free path l*, which enters into diffusion theory treatment of this process, is related to the scattering mean free path according to how strongly photons are deflected from their unscattered, or forward, direction: l*=l, /( I -cos8), where 8 is the deflection angle and the average is taken over the scattering form factor for the probability of scattering by 0. Many satisfy the large-n limit, then the normalized electric field autocorrelation function can be accurately approximated by g&s(x)= J P(S)e " dS, where P(S) is the probability density for a detected light path to have dimensionless length S-:s /l*. The great advantage of Eq. (6) over Eqs. (3) and (4) is that for a given experimental geometry P(S), and hence g, z(x), can be evaluated analytically by using a diffusion approximation for photon transport. Equation (6) [19, 20] , or, more simply and efticiently, the sample is illuminated with a beam much smaller than the sample width and speckle is formed with light that emerges from over the entire opposite face [22] . The standard DWS result based on Eq. gi Dws(x) z~+z,
where z and z, are phenomenological parameters of order 1, respectively called the penetration depth and extrapolation length ratios. The boundary conditions assumed in Eq. (7) are that the density of diffusing photons extrapolates linearly to zero at a distance z, l outside both faces of the sample. Diffusion theory cannot, however, adequately describe the propagation of photons close to the sample boundaries because there the velocity distribution is not isotropic; the value of the extrapolation length ratio is chosen as z, =(-', )(1 -R )/(1+R ), where R is an average diffuse boundary retlectivity, to best compensate for this shortcoming [23, 24] . The source of diffusing photons assumed in Eq. (7) is located exactly at z~/ in from the edge of the sample; in practice, the value of the penetration depth ratio is usually taken to be z = 1 on the grounds that I' is the average distance required for the propagation direction of the incident photons to first become completely randomized. In reality, diffusing photons are created over a continuous range of penetration depths up to O(l*) by photons that scatter away from the incident beam and become completely randomized, either instantly as in the case I = I, of isotropic scattering, or gradually by successive scattering events as in the case I* ) I, of anisotropic scattering. It is therefore more appropriate that Eq. (7) be averaged over z according to the joint probability exp( -zz )(z~+z, )/(L/I'+2z, ) for a diffusing photon to be created at z~l' and then to be transmitted through the slab [22] [
This averaging scheme is, in principle, correct only for the case of isotropic scattering. For anisotropic scattering, diffusion theory cannot describe the gradual conversion of incident photons to diffusing photons and so while no source term can be truly satisfactory, the exponential form assumed for Eq. (8) is properly broad and may reasonably be expected to be an improvement over the single-penetration depth approximation of Eq. (7). However, this need not be the case: for highly anisotropic scattering, no diffusing photons will be created near the incident boundary and so the source term will be peaked and may be better described by a point source.
The functional forms of Eqs. (7) and (8) but an insignificant portion of the sample. Indeed for sufficiently large L /I*, Eqs. (7) and (8) both reduce to the 
Apart from the last algebraic factor in the numerator, this expression is identical to Eq. (8) if an extrapolation length ratio of Q -, is used instead of the best diffusion theory value of z, = -,; the actual numerical prefactors appearing in Eq. (9) depend, however, on an arbitrary choice of parameters used to approximate an exponential integral in the theory (see Eqs. (46) and (47) of Ref. [25] ).
Note, also, that both Eqs. (8) and (9) (10) both N""d are random numbers generated uniformly between zero and 1, but by different algorithms, and 0, is the angle between the propagation and +z directions.
For each such step, the total dimensionless square wavevector transfer is increased by
where p,~i s the +z direction cosine of the previous step, and y, =2m'""d is an azimuthal angle around the +z direction. For the more general case of anisotro pic scattering, the random steps are generated more directly using the Henyey-Greenstein scattering form factor [26] : therefore, as in previous computer simulation tests of diffusion theory predictions for multiple light scattering processes [21, 24] (10) and (12) is -1, thus saving one multiplication per scattering event. for the cases shown, the correlation functions can differ by up to factor of 2 over the experimentally measurable range, and would differ by even more could the measurement range be extended.
Apart from the above comparison of g, r(x) with g, z(x) as a test of the large-n continuum approximation, it is important also to judge the accuracy of the analytic predictions of Eqs. (7) - (9) since they are used in analysis of experimental data and are all based on further approximations. Toward this end, Fig. 4 To compare functional forms, note that for the two cases of isotropic scattering shown, g i & Dws ) of Eq. (8) agrees better with g, r than g, Dws of
Eq. (7), whereas the opposite holds for the other two cases of anisotropic scattering. Furthermore, gi Dws and g & &Dws) are both superior to g~cT of Eq. (8) for isotropic scattering and no boundary reAections, the only case for which it is currently available.
Errors arising from the continuum approximations can be distinguished from errors arising from transport approximations using the same figure (7); the dash-dotted curves are for g, & o~s) (x) of Eq. (8) ; and the dotted curve is for g, CT(x) of Eq. (9) . Plots are labeled according to the boundary reAectivity R, and the average cosine of the scattering angle (p).
When gi&Dws& and gi cT reach a minimum and then increase near the singularity at x =1, and are hence unphysical, their values are set to zero in computing the above integral. Equation (13) is a useful average because the differences, as in Fig. 4 {13)vs optical thickness 1./I . The solid curves are for g&z(x) of Eq. {6);the dashed curves are for g»ws(x) of Eq. (7); the dashdotted curves are for g, &Dw» {x)of Eq. (8) ; and the dotted curve is for g&cT(x) of Eq. (9) . Plots are labeled according to the boundary refiectivity R and the average cosine of the scattering angle (p). Fig. 2 for the fractional difference in the average dimensionless path length and total square wavevector transfer are therefore included in Fig. 6 (7) - (9) 
0.
-0. Presuming that at least l%%uo accuracy is desired in the theoretical shape assumed for g&(x), it is useful to define g, ;"as the value of g&r(x) where g(x)=0.01. If data analysis is then restricted to times~small enough to satisfy g, (~) ) g, ;", the functional form of inversion results for (b,r (r)) will be accurate to 1%; the overall proportionality factor will of course still be in error according to the cumulant difference plots of Fig. 6 . Simulation results for g, ;"so defined are shown vs I /I' in g»~s(x) of Eq. (7); the dash-dotted curves are for gl&D~»(x) of Eq. (8) ; and the dotted curve is for g& cT(x) of Eq. (9) . Plots are labeled according to the boundary reAectivity R and the average cosine of the scattering angle (p =0 .01 vs optical thickness L/l*. The solid curves are for g»(x) of Eq. (6) ; the dashed curves are for g»~s(x) of Eq. (7); the dash-dotted curves are gi&Dws&(x) of Eq. (8) ; and the dotted curve is for gicT(x) « Eq. (9) . Plots are labeled according to the boundary reAectivity R and the average cosine of the scattering angle (p). 
