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It is important to estimate the ridge distance accurately, an intrinsic texture property of a fingerprint image. Up to now, only
several articles have touched directly upon ridge distance estimation. Little has been published providing detailed evaluation of
methods for ridge distance estimation, in particular, the traditional spectral analysis method applied in the frequency field. In
this paper, a novel method on nonoverlap blocks, called the statistical method, is presented to estimate the ridge distance. Direct
estimation ratio (DER) and estimation accuracy (EA) are defined and used as parameters along with time consumption (TC) to
evaluate performance of these two methods for ridge distance estimation. Based on comparison of performances of these two
methods, a third hybrid method is developed to combine the merits of both methods. Experimental results indicate that DER is
44.7%, 63.8%, and 80.6%; EA is 84%, 93%, and 91%; and TC is 0.42, 0.31, and 0.34 seconds, with the spectral analysis method,
statistical method, and hybrid method, respectively.
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1. INTRODUCTION
Fingerprint identification is the most popular biometric
technology and has drawn a substantial attention recently
[1]. An automated fingerprint identification system (AFIS)
includes fingerprint acquisition, feature extraction, finger-
print matching, and/or fingerprint classification. Most AFISs
are based on comparison of minutiae, the most prominent
being ridge endings and ridge bifurcations [2].
A critical step in automatic fingerprint matching is to
extract minutiae automatically and reliably from fingerprint
images. Performance of a minutiae extraction algorithm re-
lies heavily, however, on the quality of fingerprint images. In
order to ensure a robust performance of an AFIS with re-
spect to quality of fingerprint images, it is essential to in-
corporate an enhancement algorithm in the minutiae extrac-
tionmodule. Ridge distance is an intrinsic property of finger-
print images and it is used as a basic parameter in fingerprint
enhancement in some enhancement methods, during which
ridge distance is used to determine the period of enhance-
ment mask. It is thus important to be able to estimate ridge
distance in fingerprint images reliably in an AFIS.
Fingerprint ridge distance is defined as the distance from
a given ridge to adjacent ridges. It can bemeasured as the dis-
tance from the center of one ridge to the center of another, as
illustrated in Figure 1. Another notion related to ridge dis-
tance is ridge frequency. Ridge frequency is the reciprocal of
ridge distance and indicates the number of ridges within a
unit length.
Although fingerprint ridge distance is very important in
AFIS, it is diﬃcult to estimate due to the following factors:
(1) for the same finger, fingerprint images acquired with
diﬀerent image resolutions may have diﬀerent ridge
distance(s);
(2) even with the same image resolution, noises, such as
low contrast, ridge breaks, ridge conglutination, and
so forth, may distort estimations;
(3) occurrence of minutiae may disturb the estimation of
the ridge distance;










Figure 1: Definition of fingerprint ridge distance.
(4) the existence of high curvature, such as regions con-
taining singularities, makes it diﬃcult to estimate ridge
distance in these regions with common methods;
(5) diﬀerent fingers may have diﬀerent ridge distances;
(6) within the same fingerprint image, diﬀerent regions
may have diﬀerent ridge distances.
While problems (3), (4), and (5) are intrinsic properties
of fingerprints, problems (1), (2), and (6) may be controlled
or improved.
It has been noted above that the ridge distance is im-
portant for fingerprint identification. To the best of the au-
thors’ knowledge, however, the estimation of ridge distance
was only addressed directly in several articles.
O’Gorman and Nickerson [3] used average ridge dis-
tance as key parameter in the design of filters. Lin and Dubes
[4] attempted to count ridge number automatically. Dou-
glas Hung [5] estimated ridge period over the whole image.
Hong et al. [6] presented an oriented windowmethod for es-
timating fingerprint ridge frequency. This method performs
well when ridges in the oriented window have distinct con-
trast and consistent ridge directions. Kovacs-Vajna et al. [7]
brought out geometric and spectral methods to estimate fin-
gerprint ridge distance. One of the merits of the geometric
method is that it calculates ridge direction directly, which
means it does not depend on the result of ridge direction es-
timation as the prior procedure. Spectral method divides a
fingerprint image into blocks, converts each block of finger-
print image from spatial field to frequency field using discrete
Fourier transform (DFT), and estimates ridge distance of a
block image according to the distribution of harmonic co-
eﬃcients. Only less than half of the ridge distances of block
images can be estimated directly according to their experi-
mental results, however. Maio and Maltoni [8] did mathe-
matical characterization of the local frequency of sinusoidal
signals and developed a two-dimensional model in order to
approximate the ridge-line patterns in his method for ridge-
line density estimation in digital images.
This paper focuses on ridge distance estimation of fin-
gerprint images. Traditional spectral analysis method is real-
ized and a novel statistical method is presented. Also a hybrid
method is brought out and performance evaluation of meth-
ods for ridge distance estimation is discussed.
This paper is organized as follows. Traditional spectral
analysis method is introduced and applied in Section 2. The
statistical method is described in detail in Section 3. Com-
parison between the spectral analysis method, the statisti-
cal method, and a hybrid method is described in Section 4.
Performance evaluation and experimental results are shown
in Section 5. Section 6 contains the conclusion and discus-
sions.
2. SPECTRAL ANALYSIS METHOD
Spectral analysis method is a typical method of signal pro-
cessing in the frequency field. It transforms the representa-
tion of fingerprint images from the spatial field to the fre-
quency field and completes the ridge distance estimation in
the frequency field. It is a traditional method for ridge dis-
tance estimation in fingerprint images.
If g(x,y) is the gray-scale value of the pixels with coordi-
nates x, y ∈ {0,K ,N − 1} in an N × N image, the DFT of

































where j is an imaginary unit, u, v ∈ {0,Λ,N − 1}, and
〈(x, y)(u, v)〉 = xu+ yv is the vector dot product;G(u,v) is ob-



























|G(u,v)| is also called the coeﬃcient. It represents the periodic
characteristics of point u, v. The dominant period of signals
in an area can be determined by analyzing the distribution of
values of |G(u,v)|.
A fingerprint image and its DFT at block level with win-
dow size of 32× 32 are shown in Figure 2.
The whole procedure of ridge distance estimation with
the spectral analysis method relies on a radial distribution






where 0 ≤ r ≤ √2(N − 1), Cr represents the set of coordi-
nates u, v that satisfy
√
u2 + v2 ≈ r (approximate equality ≈
is resolved by rounding to the nearest integer), and #Cr is the
number of elements of Cr . Based on (3), Q(r) denotes distri-
bution intensity of the signal whose period isN/r in anN×N
image, and the value of r corresponding to the maximum of
Q(r) is the incident times of dominant signal in this area.
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Figure 2: (a) A fingerprint image and (b) corresponding transform
result at block level.
The following steps are taken for ridge distance esti-
mation by the spectral analysis method in fingerprint im-
ages.
Step 1. Divide a fingerprint into nonoverlap block images of
size N × N (N = 32). Each block image is considered as a
unit in subsequent procedures.
Step 2. Calculate |G(u,v)| corresponding to all g(x,y), x, y ∈
{0,K ,N − 1}, in a block image using DFT.
A two-dimensional fast Fourier transform (FFT) algo-
rithm is applied in this paper in order to reduce time con-
sumption.
Step 3. CalculateQ(r) for each block image, 0 ≤ r ≤ √2(N−
1).
Step 4. Find r′ such that Q(r′) > Q(r) for any 0 ≤ rmin ≤
r ≤ rmax ≤
√
2(N − 1), r = r′ (find the position of the
largest peak), rmin, rmax denote the possible minimum and
maximum value of r, respectively. For a 500dpi fingerprint
image, the range of ridge distances is {3, 25} [6]. Thus, rmin =
round(32/25) = 1, and rmax = round(32/3) = 11. The sense
of r′ is shown in Figure 3.
Step 5. If there is not such a local maximum of Q(r), the es-
timation is impossible.
Step 6. Find r′′ such that Q(r′′) > Q(r) for any 0 ≤ rmin ≤
r ≤ rmax ≤
√
2(N−1), r = r′ (find the position of the second
largest peak).






Q(r′)−Q(r′′),Q(r′)− (r′ − 1),
Q(r′)−Q(r′ + 1)}, (4)
r′
Figure 3: The sense of r′ of a block image in the frequency field.
Statistical window
Baseline
Figure 4: Definitions of statistical window and baseline.
where α = 2.43 (experimental data). Only estimations whose
DL ≥ 0.37 (experimental data) are accepted.
3. STATISTICALMETHOD
A novel and eﬃcient method, called the statistical method,
is introduced to estimate ridge distance in fingerprint images
in this paper. This method took the following steps.
Step 1. Calculate ridge directions at block level. Divide a
fingerprint image into nonoverlap blocks of size N × N
(N = 32) and calculate ridge direction for each block by
an LMS method [6], which acquires the dominant direction
of a block image and views it as the direction of the block.
Smooth directions at block level; the initial values of ridge
distances of all blocks are assigned to 0.
Step 2. Use a locally adaptive method [9] to binarize a fin-
gerprint image at block level so that a value of 1 is assigned
to pixels on ridges and 0 is assigned to pixels on furrows.
Step 3. Define the statistical window and baseline. Consider
each block image of size N ×N (N = 32) as a statistical win-
dow. The baseline is defined as a beeline parallel to the ridge
direction of the block image. The baseline passes the left-top
point of the statistical window when the ridge direction of
the block image belongs to [0,π/2) and passes the right-top
point of the statistical window when the ridge direction of
the block image belongs to [π/2,π). The definitions of statis-
tical window and baseline are illustrated in Figure 4.
Step 4. Determine the ridge distance distribution in each
block image with the distance statistical method. For each
statistical window, define an integral array SA[MD+1] as a
498 EURASIP Journal on Applied Signal Processing
(a) (b)
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48



























5 14 24 33 42
(c)
(d) (e)
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48



























4 11 17 22 27 32
(f)
Figure 5: Binarized results: the distribution of ridge distances and peak positions detected in two typical block images: (a) and (d) two
typical block images, the inner squares indicate statistical windows; (b) and (e) binarized results for (a) and (d), respectively; (c) and (f) the
distribution of ridge distances of (b) and (e) and peaks detected, respectively.
statistical array in which MD denotes the maximum possi-
ble distance between pixels on ridges in a statistical window
to the baseline. For example, SA[4] = 20 means there are 20
pixels on ridges in the statistical window 4 pixels away from
the baselines. Using d as the X-coordinate and SA[d] as the
Y-coordinate, a histogram of ridge distance distribution in a
block image is acquired.
Step 5. Detect positions of all peaks and calculate the peak
intervals in the histogram. To each integer i which belongs to
[2,MD−3], if
SA[i− 1] + SA[i] + SA[i + 1]
> SA[i− 2] + SA[i− 1] + SA[i],
SA[i− 1] + SA[i] + SA[i + 1]
> SA[i] + SA[i + 1] + SA[i + 2]
(5)
are satisfied, then i is the position of a peak. Obviously, every
peak position corresponds to a ridge and intervals of consec-
utive peaks denote ridge distances in a statistical window.
Binarized results, the distribution of ridge distances and
peak positions detected, are shown for two typical block im-
ages in Figure 5.
Step 6. Estimate the ridge distance and calculate the confi-
dence level. If a peak interval is beyond the range of 3 ∼
25, then it is considered an invalid estimation result and
should be discarded. After all invalid estimation results are
discarded, if the number of the remainder peak intervals is
less than 3, assert that the ridge distance of the block could
not be estimated. Otherwise, M0 and Var, the average and














where VPINum is the number of valid peak intervals, and
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VPI[i] is the ith valid peak interval. The confidence level of
estimation result of a block image is defined as follows:
α = 1− Var
M0
. (7)
If α is greater than or equal to 0.80 (experimental threshold),
the estimation result is accepted and recorded.
4. HYBRIDMETHOD
During the course of implementing the spectral analysis
method and the statistical method, the following perfor-
mance characteristics were observed.
Spectral analysis method
(1) Not sensitive to ridge directions. Even in regions whose
ridge directions vary acutely, for example, regions con-
taining singularities, this method still can estimate
ridge distance reliably so long as the quality of the fin-
gerprint image is good.
(2) Sensitive to image quality. When the quality of the fin-
gerprint image is poor, its performance will deteriorate
rapidly and the ridge distances of many block images
could not be estimated.
(3) Complicated and time consuming.
(4) Estimation results are correspondingly coarse.
Statistical method
(1) Sensitive to ridge directions. The method performs
poorly when ridge directions in the statistical window
are very diﬀerent, especially in regions containing sin-
gularities.
(2) Not sensitive to image quality, such as gray-level con-
trast, or appearance of ridge breaks. Ridge distances
can be estimated reliably even if quality of the finger-
print image is poor, if only the dominant direction of
a block image is existent and there is no serious ridge
conglutination.
(3) Simple and eﬃcient.
(4) Estimation results are correspondingly accurate.
Presentation of hybrid method
Based on the above analysis of performance of the two meth-
ods, a hybrid method that uses the twomethods synthetically
is defined. First, ridge distances are estimated with the statis-
tical method. For block images that cannot be estimated, the
spectral analysis method is then applied. For block images
whose ridge distances still cannot be estimated, whose confi-
dence level of estimation result is less than 0.8, ridge distance
of the block is regarded as nonestimable.
5. PERFORMANCE EVALUATION AND
EXPERIMENTAL RESULTS
It is important to use proper parameters to evaluate per-
formance of methods of ridge distance estimation, which is
called performance evaluation. Though the problem has been
discussed in [6], further development is still necessary.
Definition of evaluation parameters
In this paper, we attempt to evaluate the performance of the
above three methods by first defining the following parame-
ters.




where Ad is the area of a fingerprint image for which ridge
distance can be estimated in numbers of block images, and
At is the total area of valid fingerprint region in numbers of
block images.
DER clearly measures robustness of a method for ridge
distance estimation in fingerprint images. A high DER value
means that the method is flexible and insensitive to a variety
of image quality and ridge directions.
(2) Estimation accuracy (EA): there is always deviation
between the estimation result and the actual value of the
ridge distance. A small deviation indicates that the estima-
tion result is accurate. Suppose the number of valid blocks
in a fingerprint image is S and let En and Tn denote the esti-
mation result and the manually measured value of ridge dis-












Only block images whose ridge distances can be esti-
mated are considered in the calculation of EA. Here the man-
ually measured value of the ridge distance is used as the ac-
tual value. The manually measured value is acquired by mea-
suring the enlarged fingerprint image printed on a piece of
paper.
(3) Time consumption (TC): TC is the average time
needed for handling one fingerprint image.
Evaluation strategy and experimental conditions
Methods of ridge distance estimation may show diﬀerent
performance according to the variation in quality of finger-
print images. It is therefore necessary to implement perfor-
mance evaluation on good, fair, and poor quality images. An
average performance of methods on all test images should
also be presented.
Until now, it has been diﬃcult to find quantitative meth-
ods for strict measurement of the quality of fingerprint im-
ages. Considering mainly factors such as gray-level con-
trast, ridge break, ridge conglutination, and so forth, we se-
lected 30 typical images (10 good-quality, 10 fair-quality,
and 10 poor-quality) from the NJU fingerprint database
(1200 live scan images, 10 per individual, with image reso-
lutions = 450dpi and image size = 320 × 320) according to
experience to the estimate ridge distance with each of the




































































































































































































































































































































































































































































































































































































Figure 6: Results of ridge distance estimation with three methods: estimation values are overlapped on images based on (a), (b), and (c)
spectral analysis method; (d), (e), and (f) statistical method; (g), (h), and (i) hybrid method.
traditional spectral analysis method, the statistical method,
and the hybrid method. Sizes of block images are all 32× 32
and values of the ridge distance in each block image were
manually measured. The evaluation is performed with a
computer Pentium 2.0G, 256M RAM.
Experimental results
DER, EA, and TC of the three methods on 10 good-quality
images, 10 fair-quality images, 10 poor-quality images, and
total 30 fingerprint images are listed in Tables 1, 2, 3, and 4,
respectively. Estimation results on some typical fingerprint
images with the three methods are shown in Figure 6.
6. CONCLUSION ANDDISCUSSION
We have applied traditional spectral analysis method for the
estimation of ridge distances in fingerprint images. A new
method, the statistical method, is also evaluated in this paper.
For good-quality fingerprint images, there is no dramatic dif-
ference in performance between the spectral analysis method
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Table 1: Performance of the three methods on 10 good-quality im-
ages.
Methods DER EA TC
Spectral analysis method 75.2% 92% 0.42 s
Statistical method 74.6% 97% 0.31 s
Hybrid method 95.5% 95% 0.32 s
Table 2: Performance of the three methods on 10 fair-quality im-
ages.
Methods DER EA TC
Spectral analysis method 38.2% 83% 0.42 s
Statistical method 69.3% 94% 0.31 s
Hybrid method 88.1% 91% 0.33 s
and the statistical method (Table 1). For fair and poor-
quality fingerprint images, however, performance of the sta-
tistical method is superior to that of the spectral analysis
method (Tables 2 and 3). The statistical method is in addi-
tion more eﬃcient. The statistical method shows better aver-
age performance on the total 30 images (Table 4). The obvi-
ous disadvantage of the statistical method is that it performs
poorly in regions where there is acute variation of ridge di-
rections.
Based on analysis and comparison of the performance of
the two methods, a hybrid method is developed in this pa-
per. In this method, the statistical method is used as the pri-
mary method for regions where ridge direction varies gently;
the spectral analysis method is used as a supplement. The
advantages of the statistical method and the spectral analy-
sis method are thereby combined. Experimental results show
that the hybrid method performs better than either single
method, especially in achieving high overall DER (Table 4).
The key weakness of the spectral analysis method is how
to determine r′ accurately and reliably. If this problem can be
solved, the performance of the spectral analysis method will
be significantly improved. Statistical method depends heavily
on reliable determination of ridge direction, especially when
the fingerprint image quality is poor.
Window methods, which estimate ridge distance within
block images, have intrinsic limitations. For example, the size
of block images is a compromise between two factors: big
windows may contain ridges with high curvature, causing
diﬃculty in the estimation of distances; if small windows are
used, there are too few ridges within a window to estimate the
ridge distances. Our future research will focus on a region-
based method that divides a fingerprint image into several
regions in which ridge directions are approximately the same
and ridge distances are estimated at the regional level.
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