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Abstract
This note proves an existence theorem for a generalized Bolza-type problem that has time delays
in both the state and velocity variables. The assumptions are stated in terms of a modification of the
classical Hamiltonian, and extend ideas of Rockafellar to the delay case.
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1. Introduction
The generalized Bolza problem with a time delay in the state and velocity variables
involves an integral functional of the form
Λ
(
x(·)) :=
T∫
0
L
(
t, x(t), x(t −∆), x˙(t), x˙(t −∆))dt, (1)
where L : [0, T ] ×Rn ×Rn×Rn×Rn → (−∞,∞] is given data and, as is now standard
in variational analysis [2,12], is allowed to take on +∞ values as a means to incorporate
constraints. The infinite penalization technique has an obvious and natural extension to
delay problems. The time delay ∆ > 0 is a fixed constant. The delayed velocity variable
x˙(t) is set equal to 0 in the interval [−∆,0], and the given fixed initial state variable (the
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N.L. Ortiz, P.R. Wolenski / J. Math. Anal. Appl. 289 (2004) 260–265 261“initial tail”) c(·) : [−∆,0] → Rn is assumed to be in L2[−∆,0]. The generalized Bolza
problem with time delay is the following optimization problem:
minimize 
(
x(T )
)+Λ(x(·)) (2)
over x(·) ∈AC[0, T ] (= the absolutely continuous arcs defined from [0, T ] into Rn), and
where  : Rn → (−∞,∞] and x(t) = c(t) for all t ∈ [−∆,0]. The usual conventions
of extended-valued real arithmetic are in use here, in particular, ∞−∞ = ∞. An arc
x(·) ∈AC[0, T ] is said to be feasible for (2) provided the sum (x(T ))+Λ(x(·)) is finite.
Various special cases of problem (2) have been previously studied. Necessary condi-
tions were established by Hughes [5] and Sabbagh [13] in analogy with the calculus of
variations, and assumptions include finiteness and differentiability. More recently, Mor-
dukhovich and Wang [7,8] derived Euler and Hamiltonian necessary conditions for a
neutral Mayer problem in the case where the velocity and its delayed part are linked linearly
and satisfy a differential inclusion. The linear relationship of the velocities is a framework
that assures the existence of trajectories. To our knowledge, the only existence result in-
volving an integral term is contained in Sabbagh [13]. The main theorem in the present
paper extends this result, and is modeled on Rockafellar’s development in [12] for non-
delay problems. The proof technique is usually referred to as the “direct method” in the
calculus of variations (e.g., see [1]). Nonsmooth necessary conditions for (2), analogous to
[3,6,9,10], will be published elsewhere.
2. The main result
Throughout the paper, the following basic assumptions are in effect.
(H1)  is lower semicontinuous and bounded below;
(H2) L(t, x, y, v,w) is lower semicontinuous in (x, y, v,w), is (L × B)-measurable on
[0, T ] ×R4n, and is (jointly) convex in (v,w).
(H3) There exists a nondecreasing function θ : [0,∞)→ R satisfying limr→∞ θ(r)/r =
∞ so that
L(t, x, y, v,w) θ
(|v|)+ θ(|w|) for all v,w ∈Rn.
These assumptions are the natural extension of those in [12] and [13], including delays
in [12] and including ∞ in [13]. Our main result follows.
Theorem 1. If there exists at least one x(·) ∈AC that is feasible for (2), then there exists
an arc x¯(·) ∈AC[0, T ] that solves (2).
There are two main ingredients to the proof, and these are separately given in the fol-
lowing lemmas.
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sup
x(·)∈X , v(·)∈V
T∫
0
L
(
t, x(t), x(t −∆),v(t), v(t −∆))dt < K <∞. (3)
Then V is weakly sequentially precompact.
Proof. The crucial information is contained in the estimate (4). For every v(·) ∈ V , we
have by (H3) and (3) that
T∫
0
θ
(|v(t)|)+ θ(|v(t −∆)|)dt < K.
Also,
∫ T
0 θ(|v(t)|) dt  K − T θ(0) since θ(0) is the min value of θ . Let I ⊆ [0, T ] be
any measurable set, R > 0 so that θ(R) > 0, and define A := I ∩ {t : |v(t)|  R} and
B := I ∩ {t: |v(t)|>R}. Then
∫
I
|v(t)|dt =
∫
A
|v(t)|dt +
∫
B
|v(t)|dt
Rm(I)+
∫
B
|v(t)|
θ(|v(t)|)θ
(|v(t)|) dt
Rm(I)+
∫
B
sup
rR
r
θ(r)
θ
(|v(t)|)dt
Rm(I)+ (K − T θ(0)) sup
rR
r
θ(r)
.
Notice that θ(|v(t)|)  θ(R) > 0 for t ∈ B , so that dividing by θ(|v(t)|) is permitted. To
summarize, there exists a constant k so that
sup
v(·)∈V
∫
I
|v(t)|dt Rm(I)+ k sup
rR
r
θ(r)
(4)
for all measurable I ⊆ [0, T ] and large R.
Now recall the Dunford–Pettis criterion [4, p. 274], which says that V ⊆ L1[0, T ] is
weakly sequentially precompact if and only if
(i) supv(·)∈V ‖v(·)‖1 <∞, and
(ii) for all ε > 0 there exists a δ > 0 such that m(I) < δ implies ∫
I
|v(s)|ds < ε for all
v(·) ∈ V .
N.L. Ortiz, P.R. Wolenski / J. Math. Anal. Appl. 289 (2004) 260–265 263Since r/θ(r)→ 0 as r →∞, (i) follows immediately from (4) by letting I = [0, T ]. To
see (ii), let ε > 0. There exists R > 0 such that suprR r/θ(r) < ε/2k¯ and let δ = ε/2R. If
m(I) < δ, then it follows from (4) that∫
I
|v(s)|ds Rδ+ k ε
2k
< ε.
This shows (ii) holds and the lemma is proved. ✷
The second ingredient in the proof of Theorem 1 is the weak lower semicontinuity of
Λ(·) in (1), and for this purpose, we introduce the following natural modification of the
maximized Hamiltonian:
H :R×R4n →R,
H(t, x, y,p, q) := sup
(v,w)∈R2n
{〈p,v〉 + 〈q,w〉 −L(t, x, y, v,w)}.
As in nondelay problems (see [12]), H is upper semicontinuous in (x, y, v,w), (L× B)-
measurable on [0, T ] ×R4n, and is (jointly) convex in (p, q). The joint convexity of L in
(v,w) implies the conjugacy relationship
L(t, x, y, v,w)= sup
(p,q)∈R2n
{〈p,v〉 + 〈q,w〉 −H(t, x, y,p, q)}.
The following proposition in essence says that the conjugacy “goes through” an integral,
and a proof can be found in Theorem 1 of [11].
Proposition 3. Suppose x(·), y(·), v(·), and w(·) are measurable satisfying L(x(·), y(·),
v(·),w(·)) ∈ L1[0, T ]. Then ∫ T0 L(t, x(t), y(t), v(t),w(t)) dt is equal to the supremum of
T∫
0
[〈
p(t), v(t)
〉+ 〈q(t),w(t)〉−H (t, x(t), y(t),p(t), q(t))]dt
taken over (p(·), q(·)) in L∞ (= the bounded measurable functions defined from [0, T ]
into R2n).
We proceed now to showing the lower semicontinuity of Λ(·). The notation vi(t) w→
v¯(t) means that {vi(·)} weakly converges to v¯(·) in L1[0, T ].
Lemma 4. Suppose sequences {xi(·)} ⊆ L2[0, T ] and {vi(·)} ⊆ L1[0, T ] are such that
xi(t)→ x¯(t) for almost all t in [0, T ] and vi(t) w→ v¯(t). Then,
T∫
0
L
(
t, x¯(t), x¯(t −∆), v¯(t), v¯(t −∆))dt
 lim inf
i→∞
T∫
0
L
(
t, xi(t), xi(t −∆),vi(t), vi (t −∆)
)
dt.
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lim inf
i→∞
T∫
0
L
(
t, xi(t), xi(t −∆),vi(t), vi (t −∆)
)
dt
= lim inf
i→∞ sup(p(·),q(·))∈L∞
{ T∫
0
〈
p(t), vi (t)
〉+ 〈q(t), vi(t −∆)〉
−H (t, xi(t), xi(t −∆),p(t), q(t)) dt
}
 sup
(p(·),q(·))∈L∞
lim inf
i→∞
{ T∫
0
〈
p(t), vi (t)
〉+ 〈q(t), vi(t −∆)〉
−H (t, xi(t), xi(t −∆),p(t), q(t)) dt
}
 sup
(p(·),q(·))∈L∞
{ T∫
0
〈
p(t), v¯(t)
〉+ 〈q(t), v¯(t −∆)〉
− lim sup
i→∞
H
(
t, xi(t), xi(t −∆),p(t), q(t)
)
dt
}
 sup
(p(·),q(·))∈L∞
{ T∫
0
〈
p(t), v¯(t)
〉+ 〈q(t), v¯(t −∆)〉
−H (t, x¯(t), x¯(t −∆),p(t), q(t)) dt
}
=
T∫
0
L
(
t, x¯(t), x¯(t −∆), v¯(t), v¯(t −∆))dt.
The second inequality is justified by Fatou’s lemma and vi(t) w→ v¯(t), the last inequality
since H is upper semicontinuous, and the final equality by Proposition 3. ✷
Proof of Theorem 1. From our assumption of existence of a feasible x(·), we can se-
lect a minimizing sequence {xi(·)} ⊂ AC[0, T ] so that for each i , (xi(T ))+Λ(xi(·)) 
(x(T )) + Λ(x(·)) < ∞. Furthermore, (·) is bounded below and (xi(T )) + Λ(xi(·))
is bounded above so that Λ(xi(·)) is bounded above, and so by Lemma 2 there exists
v¯(·) ∈ L1[0, T ] and a subsequence (which we do not relabel) satisfying x˙i(·) w→ v¯(·).
Defining x¯(·) ∈AC[0, T ] by
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t∫
0
v¯(s) ds
(and set equal to c(t) for t ∈ [−∆,0]), we have xi(t)→ x¯(t) for all t ∈ [0, T ]. It follows
from Lemma 4 and (H1) that

(
x¯(T )
)+Λ(x¯(·)) lim inf
i→∞ 
(
xi(T )
)+Λ(xi(·)).
Since {xi(·)} is a minimizing sequence, it follows that x¯(·) solves (2). ✷
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