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vehicleAbstract This paper describes a longitudinal parameter identiﬁcation procedure for a small
unmanned aerial vehicle (UAV) through modiﬁed particle swam optimization (PSO). The proce-
dure is demonstrated using a small UAV equipped with only an micro-electro-mechanical systems
(MEMS) inertial measuring element and a global positioning system (GPS) receiver to provide test
information. A small UAV longitudinal parameter mathematical model is derived and the modiﬁed
method is proposed based on PSO with selective particle regeneration (SRPSO). Once modiﬁed
PSO is applied to the mathematical model, the simulation results show that the mathematical model
is correct, and aerodynamic parameters and coefﬁcients of the propeller can be identiﬁed accurately.
Results are compared with those of PSO and SRPSO and the comparison shows that the proposed
method is more robust and faster than the other methods for the longitudinal parameter
identiﬁcation of the small UAV. Some parameter identiﬁcation results are affected slightly by noise,
but the identiﬁcation results are very good overall. Eventually, experimental validation is employed
to test the proposed method, which demonstrates the usefulness of this method.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Small unmanned aerial vehicles (UAVs) have the potential to
act as low-cost tools in a variety of both civilian and military
applications including trafﬁc monitoring, border patrol andsearch and rescue. In recent years, there has been a tremendous
growth in research emphasizing control of UAVs either in iso-
lation or in teams, where aerodynamic parameters are the basis
of their control system design.
At present, theoretical calculations and experimental meth-
ods are the main methodologies used to obtain aerodynamic
parameters for small UAVs. The theoretical calculation meth-
ods include the engineering calculation method1 and the com-
putational ﬂuid dynamics (CFD) method,2 while the
experimental methods include the wind tunnel experiments3,4
and the identiﬁcation test method.5–7 The accuracy of the
parameters is lower when the engineering and CFD methods
are used, while the wind tunnel experiments usually require
866 T. Jiang et al.long cycles and therefore can become costly. By only relying
on the relationship between inputs and outputs, the identiﬁca-
tion test method can identify UAV aerodynamic parameters
easily by selecting an appropriate identiﬁcation method and
is quite suitable for small UAVs.
Aerodynamic parameter identiﬁcation is the most fully
developed ﬁeld in conventional aircraft system identiﬁcation,
which has been successfully applied in aircraft and missiles.8
Suk et al.9 used maximum likelihood estimation and extended
Kalman ﬁlters to identify the system and evaluate the stability
of a UAV in 2003. Tang and Shi10 used a numerically robust
least-squares estimator in the frequency domain to identify
the aircraft ﬂutter modal parameters in 2008. Burchett11 used
an improved gradient-based method to estimate the aerody-
namic coefﬁcients of a symmetric projectile from free ﬂight
range data. Wu and Wang12 designed signals to excite the lon-
gitudinal motion of a ﬂy-by-wire passenger airliner to identify
the aerodynamic parameters in 2013.
In conventional aircraft system identiﬁcation, various test
technologies are needed for ﬂight data. Generally, the tech-
nologies can be divided into external parameters measurement
and internal parameters measurement in two ways. The instan-
taneous position, trajectories, velocity and acceleration etc.
can be measured by external parameters measurement. These
data can then be compared with the data measured by airborne
systems to test the accuracy of the airborne systems. External
parameters measurement equipment includes photography,
radar measurement and laser measurement etc. Internal
parameters measurement equipment includes global position-
ing system (GPS) receiver, angular velocity gyroscope,
accelerometer, angular accelerometer, altimeter, airspeed
meter and so on.
Currently, for small UAVs, external parameters measure-
ment equipment is nonexistent and onboard test equipment
is limited in quantity because of space limitations and cost.
In this paper, the small UAVs studied only use an micro-
electro-mechanical systems (MEMS) inertial measurement ele-
ment and a GPS receiver to provide test information. The
problem with using such devices is that only a minimal amount
of information can be collected and the signal-to-noise ratio is
low. Therefore, aerodynamic parameter identiﬁcation for small
UAVs is even more challenging.13
Intelligent identiﬁcation algorithms have been widely used
in the ﬁeld of parameter identiﬁcation with the development
of optimization theories.14,15 Particle swarm optimization
(PSO) is a new heuristic algorithm proposed by Kennedy
and Eberhart,16 and it has been successfully applied in many
research and application areas in recent years. Examples
include plans and scheduling,17–19 data clustering,20 power
ﬂow analysis,21 pattern recognition22 and layout design.23
In 2010, PSO was applied towards aerodynamic parameter
estimation to replace gradient-based optimization methods
by Zhang et al.24 which proved that PSO was an effective
method to estimate aerodynamic parameters. However, it
was found that the convergence of PSO was slow when solv-
ing complex problems and the search may be occasionally
trapped in local minima. In order to improve the perfor-
mance of the algorithm, many attempts have been made.
PSO with selective particle regeneration (SRPSO) was pro-
posed by Tsai and Kao25 in 2009. SRPSO was applied to
solve continuous multimodal function optimization, demon-
strating that SRPSO was better than PSO in many respectsand SRPSO was a more efﬁcient, accurate and robust
method. SRPSO was later applied to solve data clustering
problems by Tsai and Kao.26
This paper proposes modiﬁed PSO (MPSO) to strengthen
the local optimization ability and solution convergence efﬁ-
ciency, and then this approach is applied to parameters esti-
mation of a small UAV. Herein, we deduce longitudinal
aerodynamic parameters and a propeller dynamic mathemat-
ical model for a small UAV aimed at the limited in-ﬂight test
data. Other related parameters of the mathematical model are
also identiﬁed based on MPSO. Simulation and an experi-
mental test are conducted to evaluate the whole method.2. Algorithm
2.1. Particle swarm optimization (PSO)
PSO is inspired by the social behaviors observed in ﬂocks of
birds and schools of ﬁsh. This intelligent algorithm has seen
rapid development in recent years. PSO is initialized with a
population of random solutions. Each particle represents a
candidate solution in the solution space. The position of an
individual particle is adjusted according to its own previous
searching experience. The best solution is determined by its
objective function value. The general procedure of PSO is as
follows:
(1) Initialization. The algorithm randomly generates an ini-
tial population of potential solutions, called particles,
and each particle is assigned a randomized velocity.
(2) Velocity and position update. The velocity update of a
particle is dynamically adjusted, subject to its own best
path history and those of its companions. Each particle
updates its velocity and position via Eqs. (1) and (2).
Vnewid ¼xVoldid þc1n pidxoldid
 þc2n pgdxoldid  ð1Þ
xnewid ¼ xoldid þ Vnewid ð2Þ
where Voldid and x
old
id are respectively the particle’s previous
speed and position; Vnewid and x
new
id are respectively the particle’s
new speed and position; x ¼ 0:5þ n
2
is the inertia weight coef-
ﬁcient, with n denoting a random number in the range of [0,1];
the cognition c1 and the social parameter c2 are acceleration
coefﬁcients that are conventionally set to a ﬁxed value between
0 and 2; pid is the previous individual best position of the
particle; pgd is the current global best position.
(3) Compute the desired optimization ﬁtness function.
Compare the ﬁtness of each particle with its pid, and if
the current is better, update pgd .
(4) Termination. Stop the algorithm if the stopping criterion
is met; otherwise, go to step (2).
The determination of a particle’s speed is based on the best
individual position and the knowledge of the swarm’s best tra-
jectory. The quantity pid  xoldid represents the cognitive knowl-
edge and pgd  xoldid corresponds to the social knowledge, while
c1 and c2 determine the effects of the cognitive and social
knowledge on the new velocity. A balanced setting
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(c1 ¼ 0:5; c2 ¼ 2:5) are tested based on PSO by Tsai. The
results show that the unbalanced setting of c1 and c2 is able
to accelerate convergence, but it also increases the probability
that particles are more easily trapped in local optima. In order
to prevent premature convergence, Tsai designed PSO with
selective particle regeneration.25
2.2. Particle swarm optimization with selective particle
regeneration (SRPSO)
SRPSO has been used recently.25 There are two major opera-
tions in selective particle regeneration, particle selection and
particle regeneration.
Firstly, one must mark the particles whose distance to the
global best particle is smaller than a predetermined value R.
A certain fraction fR of these marked particles will then be ran-
domly selected. The current global best particle may still con-
tain valuable knowledge that may lead to better solutions. The
selected particles will be regenerated.
Secondly, the positions of the selected particles are ran-
domly generated. However, there may be valuable information
in the current global best position that is useful for searching
better solutions. Therefore, each dimension of the new posi-
tions is assigned the value of the same dimension of the current
global best position with probability a, and with probability
1  a, a randomly generated value is assigned.
The new velocities of the regenerated particles are deter-
mined by Eq. (3), so that they would not move toward to their
original positions right away.
Vnewid ¼ x Voldid þ c2  n pid  xoldid
 þ c1  n pgd  xoldid 
ð3Þ
However, this design selects a part of the particles that are
closest to the current global particle to regenerate, which
would reduce the ability of local optimization. Here, we pre-
sent a MPSO method based on the selective particle regenera-
tion method.
2.3. Modiﬁed particle swarm optimization (MPSO)
In order to enhance the local optimization ability of SRPSO,
MPSO introduces some particles which are very close to the glo-
bal best particle pgd for location optimization. It is not desirable,
however, to have the direction of the newly located optimal par-
ticles pointed in the direction of the global best particle.
Therefore, the local optimal particles’ speeds are updated via
Eq. (3). The detailed procedure is described as follows:
(1) Distance calculation. Firstly, the distance d of each par-
ticle to the global best particle is calculated, as given by
Eq. (4). According to the distance, particles can be
divided into three categories: d P R, r < d < R and
d 6 r. It is illustrated in Fig. 1(a). R and r are predeter-
mined values.d ¼
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxi  xgdiÞ2
q
ð4Þ
where d is the distance between the particle and pgd; N is
the dimensions of the particles and the number of theparameters to be identiﬁed; xi and xgdi are the values
of the ith dimension for the particle and pgd.(2) Particle selection and regeneration. Select a certain frac-
tion fR of these particles whose distance to the global
best particle is r < d < R, as shown in Fig. 1(b). These
selected particles will regenerate, update velocity and
randomly generate individual best positions according
to SRPSO, as illustrated in Fig. 1(c) and (d).
(3) Particle selection and location optimization. For the
particles whose distance to the global best particle is
not greater than r, a certain fraction fr of them are ran-
domly selected for location optimization, as shown in
Fig. 1(e). In order to enhance the selected particles’
local optimal ability, the selected particles’ speeds are
reduced, as shown in Eq. (5).
Vrmax ¼ -Vmax
Vrmin ¼ -Vmin
ð5Þ
where Vrmax and Vrmin are respectively the maximum
and minimum speeds of the selected particles; - is a
scale factor in the range of (0,1); Vmax and Vmin are
the maximum and minimum speeds of the other
particles, respectively. If Eq. (1) is applied to update
the selected particles’ velocities, the search efﬁciency
will be reduced, so the velocities and positions are
updated according to Eqs. (3) and (2). The new posi-
tions of the local optimal particles are as illustrated in
Fig. 1(f).The procedure of MPSO is summarized in Fig. 2 as a ﬂow
chart. The step of parameter setting assigns proper values to
c1, c2, R and r. Generally, the suggested unbalanced parameter
setting is c2 > c1
25 and R > r.3. Longitudinal motion model
Generally speaking, small UAVs are subjected to external
forces and moments due to gravity, propeller thrust and
aerodynamics. Fig. 3 is a summary of the forces acting on
a small UAV in the vertical plane. For simplicity, gyroscopic
effects of the rotating mass of the motor are assumed to be
insigniﬁcant, and the thrust FT is assumed to act through
the center of gravity and coincide with the body x axis. In
order to analyze the longitudinal motion of a small UAV,
equations of motion for six degrees of freedom are
established according to the rigid motion equation, as
shown in Eqs. (6)–(9),27 which are written in the vehicle body
axis.
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Fig. 1 MPSO algorithm procedure.
Fig. 2 Flow chart of MPSO algorithm.
Fig. 3 Summary of forces acting on a small UAV in vertical
plane.
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FT ¼ qn2D4CFT ð10Þ
where u, v and w are body velocities along with x axis, y
axis and z axis; p, q and r are angular rates along with x axis,
y axis and z axis; /; h and w are Euler angles along with x axis,
y axis and z axis; CX, CY, CZ, CL, CM and CN are aerodynamic
force and moment coefﬁcients; Cbw is the coordinate transfor-
mation matrix; m, S and b are the quality, reference area
and wingspan of the small UAV, respectively; q is the air
density; Ib ¼
Ixx 0 Ixz
0 Iyy 0
Izx 0 Izz
2
4
3
5 is the inertia matrix, with Ixx
the rolling moment of inertia, Iyy the pitching moment of iner-
tia, Izz the yawing moment of inertia, Ixz and Izx the product of
inertia; VA is the airspeed, with uA; vA and wA the airspeed vec-
tor components along with x axis, y axis and z axis in the body
frame; n is the rotational speed of the propeller; D is the diam-
eter of the propeller; CFT is the thrust coefﬁcient.
The observation equations are provided in Eqs. (11)–(14).
az ¼ g cos hþ qV
2
AS
2
CZ cos a
 
m ðpv quÞ ð11Þ
Fig. 4 Experimental setup for identifying coefﬁcient of static
thrust force.
Table 1 The known parameters of small UAV.
Fig. 5 Input signal of elevator deﬂection.
Fig. 6 Response curve of angle of attack.
Table 2 Parameter settings of MPSO.
Table 3 Simulation results of identiﬁcation.
Step No. Parameter True value Identiﬁed value
PSO SRPSO MPSO
1 CZ1 0.0129 0.0129 0.0129 0.0129
CZa 3.25 3.25 3.25 3.25
2 CFT2 0.136 0.1361 0.136 0.136
CFT3 0.928 0.928 0.9281 0.928
3 CX1 0.0212 0.0212 0.0212 0.0212
CXa 0.0266 0.0266 0.0266 0.0266
CXa2 1.55 1.5501 1.5502 1.55
4 CM1 0.0208 0.0208 0.0208 0.0208
CMde 0.545 0.545 0.545 0.545
CMa 0.0903 0.0903 0.0903 0.0903
CM~q 9.83 9.831 9.83 9.83
Table 4 Iteration steps and solving time of identiﬁcation.
Step No. Indicator Performance
PSO SRPSO MPSO
1 Average iteration 94 99 83
Average time 149.47 219.1 144.922
Success rate (%) 100 100 100
2 Average iteration 68 64 63
Average time 128.88 175.77 121.385
Success rate (%) 100 100 100
3 Average iteration 93 97 82
Average time 214.376 309.4 177.137
Success rate (%) 100 100 100
4 Average iteration 183.6 153 129
Average time 229.09 358.713 213.93
Success rate (%) 95 100 100
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ð14Þ
where ax and az are accelerations along with x axis and z axis;
a is the angle of attack; c is the average pneumatic chord length
of the small UAV.
Longitudinal parameter mathematical models of the small
UAV are shown in Eqs. (15)–(18).
CZ ¼ CZ1 þ CZaa ð15Þ
CX ¼ CX1 þ CXaaþ CXa2a2 ð16Þ
CM ¼ CM1 þ CMdede þ CMaaþ CM~q~q ð17Þ
CFT ¼ CFT1 þ CFT2
VA
Dpn
þ CFT3
VA
Dpn
 2
ð18Þ
Fig. 7 Comparison between identiﬁcation results and test signal with 8% ns.
870 T. Jiang et al.where CX1, CZ1, CM1, CZa, CXa, CXa2 , CMde , CMa, CM~q, CFT2 and
CFT3 are parameters to be identiﬁed whose meaning are the
same with parameters in Ref.27, where CFT2 and CFT3 are thrust
coefﬁcients related to VA and n; de 2 ½1; 1 is the elevator
deﬂection which is normalized; ~q ¼ cq=2VA is the pitching
angle rate after dimensionless; CFT1 is a coefﬁcient related static
thrust force which can be obtained through a simple experi-
mental setup, as shown in Fig. 4.
In the ﬂight test of a small UAV, ax, az, p, q, r, u, v and w
can be obtained directly by measuring components. The pro-
peller’s rotational speed n can be measured by a ground test.
Due to the fact that there is no attack angle sensor in a small
UAV, the observation of the angle of attack a can be obtained
indirectly by Eq. (19).
a ¼ arctan wA
uA
 
ð19Þ
The test data that can be obtained in the ﬂight experiments
are ax, az, p, q, r, u, v, w, n, a and de. Other known related
parameters of the small UAV are shown in Table 1.
Take ax, az, a and q as observations. There are eleven
parameters to be identiﬁed, which respectively are CX1, CZ1,
CM1, CZa, CXa, CXa2 , CMde , CMa, CM~q, CFT2 and CFT3 . In order
to decrease the difﬁculty of identiﬁcation, these parameters
are identiﬁed respectively and divided into four parts accord-
ing to Eqs. (10)–(13). The search space dimensions are respec-
tively 2, 2, 3 and 4. The ranges of parameter identiﬁcationrespectively are [0, 0.05], [5, 1], [0.2,0], [1, 0.5],
[0.05,0], [0.05,0], [2, 1], [0, 0.1], [0.1, 1], [0.2, 0] and
[15, 5].
The goal is to minimize the error between the estimated sys-
tem and the test signals. The objective function is given as
J ¼
XNts
i¼1
Z
ð/svðtÞ  /tsðtÞÞ2dt ð20Þ
where Nts is the number of the test signal data; /svðtÞ is the
response of the state variables deduced by the identiﬁcation
result; /tsðtÞ is the test signal data when the identical control
surface deﬂection is applied.
4. Simulations
In order to verify the ability of the MPSO algorithm to identify
parameters and the correctness of the mathematical model
derived, a simulation experiment is carried out. The initial con-
ditions of the simulation experiment are as follows:
V0 ¼ 30 m=s; a0 ¼ 0:092 rad; b0 ¼ 0 rad; h0 ¼ 0:09 rad;
h0 ¼ 500 m; n0 ¼ 60 r=s
where V0, a0, b0, h0, h0 and n0 are the speed, angle of attack,
angle of side slip, pitch angle, ﬂight altitude and rotational
speed of the propeller at the initial conditions, respectively.
Table 5 Identiﬁed parameters with different strength of noise.
Step
No.
Parameter True
value
Identiﬁed value by MPSO
2% ns 5% ns 8% ns
1 CZ1 0.0129 0.0129 0.0128 0.0127
CZa 3.25 3.2503 3.2504 3.2508
2 CFT2 0.1360 0.1356 0.1310 0.1285
CFT3 0.9280 0.9359 0.9769 1.0020
3 CX1 0.0212 0.0207 0.0196 0.0189
CXa 0.0266 0.0274 0.0247 0.0231
CXa2 1.55 1.5350 1.5774 1.5784
4 CM1 0.0208 0.0208 0.0207 0.0210
CMde 0.5450 0.5449 0.5431 0.5461
CMa 0.0903 0.0898 0.0886 0.0925
CM~q 9.83 10.1230 10.2300 10.333
Fig. 9 Propeller thrust curve with 8% ns and identiﬁcation
results.
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mic chirp function in MATLAB, which implements Eq. (21).
deðtÞ ¼ A sinðfðtÞtÞ ð21Þ
where
fðtÞ ¼ f0
f1
f0
 t=t1
ð22Þ
A is the amplitude of the excitation signal; f0 and f1 are the ini-
tial and termination oscillation frequency, respectively; t1 is the
ﬁnal time. Generally, the bandwidth of the small UAV servo is
below 15 Hz13 and the experiment time is 10 s. Therefore, the
oscillation frequency is from 0.1 to 15 Hz as shown in
Fig. 5. In the process of incentive, all remaining control sur-
faces were ﬁxed at their trim values. The test signals were
obtained by the six degrees of freedom model of the small
UAV. Fig. 6 is the angle of attack responses in the process
of motivation based on the six degrees of freedom model.
The parameter settings of the MPSO algorithm are given in
Table 2. The particle population is 5 N. PSO and SRPSO are
set to the same parameters as MPSO.
In order to evaluate the performance of the proposed algo-
rithm, PSO, SRPSO and MPSO are applied to identify the
parameters of the mathematical model. PSO, SRPSO and
MPSO are coded in MATLAB 2010b and the simulations are
run on an Intel 2.6 GHz CPU with a memory capacity 4 GB
of RAM. Each test was performed 20 times for PSO, SRPSO
and MPSO. The termination condition was that the maximum
number of iterationsNiterm is reached or that ﬁtness is lower than
the error goal (E.G.) which is the search accuracy.Fig. 8 Airspeed with 8% ns.The simulation results show that PSO, SRPSO and MPSO
can accurately identify longitudinal parameters of the small
UAV, as shown in Table 3. Table 4 is the average number of
iteration steps required and the average time to convergence
for all 20 independent simulations. The results indicate that
MPSO can be more efﬁcient and that MPSO can also be more
robust than PSO.
Since the test instruments experience interference by air
ﬂow and body vibrations in the actual experiment, there is a
large degree of noise in the test signals. Measurement noise
is also present and is subsequently added to the test signal,
which results in Eq.(23).
HnðiÞ ¼ ½1þ ns  2 ðn 0:5Þ HðiÞ
ði ¼ 1; 2; . . . ;NÞ ð23Þ
where H and Hn are the test signal and test signal with noise,
including ax, az, p, q, r, u and w; ns is the strength of the noise
and is assigned to 2%, 5% and 8%, respectively.
Fig. 7 shows the comparison between the longitudinal
dynamics identiﬁcation results by MPSO and the test signal
when ns is equal to 8%. The parameters identiﬁed by MPSO
are listed in Table 5 and when ns is equal to 2%, 5% or 8%,
the maximum identiﬁcation error is within 3%, 7% or 13%,
respectively.
The noise has a slight effect on the identiﬁcation results of
CZ1, CZa, CXa2 , CM1, CMde and CMa and a greater effect on theFig. 10 Curves of UAV speed varying with time.
Fig. 11 Excitation signal of ﬂight test.
872 T. Jiang et al.identiﬁcation results of CX1, CXa, CFT2 and CFT3 . The main rea-
son is that the addition of noise to the airspeed has a great
inﬂuence on the propeller thrust calculation model, as shown
in Figs. 8 and 9. This leads to non-ideal identiﬁcation accuracy
for CX1, CXa, CFT2 and CFT3 . Due to the small sensitivity of the
pitching moment parameter CM~q, small errors in other param-
eters will have a great impact on its identiﬁcation result, and its
identiﬁcation result accuracy is highly sensitive to noise.
5. Experimental validation
The experimental validation of the algorithm was conducted
using ﬂight data collected on a research UAV. The UAV is
approximately 1.5 m long and is powered with a propellerFig. 12 Comparison between prelectric power system. In order to obtain the input and
observed values deﬁned in Section 3, an air data sensor, an
MEMS inertial navigation system (INS) and GPS navigation
unit and a command logger were equipped in the avionics.
The ﬂight time was 296 s. The wind speed was very low at
the ﬂight time which was very important for the identiﬁcation
test, so the measured airspeed and inertial speed were very
close, as shown in Fig. 10. However, most of the time was
to test the control parameters of the autopilot in the stabilized
mode and the identiﬁcation ﬂight test was only about 40–43.5 s
when the autopilot was switched to the manual mode. At that
time, the excitation signal could not be activated by the autopi-
lot but could be activated by the pilot. Frequency sweeps were
too complicated for the pilot and were replaced by a sine sig-
nal. Fig. 11 shows the excitation signal of this identiﬁcation
test produced by the pilot. The parameters to be identiﬁed of
the research UAV were estimated by the CFD method before
the ﬂight test, and the ranges of these parameters can be
obtained indirectly by Eq. (24).
sui ¼ ð1þ DiÞ  sei
sli ¼ ð1 DiÞ  sei
(
ði ¼ 1; 2; . . . ;NÞ ð24Þ
where sui and sli are the upper and lower boundaries of the ith
parameter identiﬁcation using MPSO; sei is the corresponding
estimated value; Di is a constant about the corresponding iden-
tiﬁcation range.
The comparison between the predicted values using the
identiﬁcation model and the ﬂight data can be seen in
Fig. 12. The predicted results have good consistency withedicted values and ﬂight data.
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identiﬁcation model are correct, and this method can be
applied in practical engineering.
6. Conclusions
A MPSO method is proposed based on the SRPSO method
and a mathematical model for the longitudinal aerodynamic
parameters and propeller force coefﬁcients of a small UAV is
derived. MPSO is introduced and applied towards parameters
identiﬁcation for a small UAV.
(1) The results of simulation and experimental validation
show that the mathematical model is correct, and aero-
dynamic parameters and coefﬁcients of the propeller can
be identiﬁed accurately. This method can be applied in
practical engineering.
(2) MPSO has strong global and local search ability under
low dimension for the small UAV aerodynamic param-
eter identiﬁcation.
(3) Consistency exists between the model and real values
even when noise is added to the test signal, and when
ns is equal to 2%, 5% or 8%, the maximum identiﬁca-
tion error is within 3%, 7% or 13%, respectively.
(4) The MPSO algorithm’s ability to identify parameters in
a high-dimensional space has not been analyzed, but
should be investigated in future work.
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