Abstract. We consider the local well-posedness of the periodic cubic nonlinear Schrödinger equation with initial data below L 2 (T). In particular, we prove that it is locally well-posed almost surely for the initial data in the support of the Gaussian measures on H s (T) for each s > − 1 8 .
Introduction
In this paper, we consider the local well-posedness problem of the periodic nonlinear Schrödinger equation (NLS) with cubic nonlinearity: (1) iu t − u xx ± u|u| 2 = 0 u| t=0 = u 0 for random initial data in the negative Sobolev spaces. In particular, we take the initial data u 0 to be of the form . Also, recall that there is almost surely no smoothing under the Gaussian randomization on the Fourier coefficients (c.f. Burq-Tzvetkov [5] .) Hence, u 0 defined in (2) lies almost surely in H s (T) \ H α− In the following, we assume that α ≤ 1 2 in view of the well-posedness result in L 2 (T) by Bourgain [1] .
Recall that µ = −|u| 2 dx = 1 2π |u| 2 dx is conserved under the flow of (1) as long as it makes sense. By letting u → e ±2iµt u, we see that (1) is equivalent to (3) iu t − u xx ± (u|u| 2 − 2u −|u| 2 dx) = 0 u| t=0 = u 0 at least for u 0 ∈ L 2 (T). In the following, we study the Cauchy problem (3) instead of (1). Bourgain [3] refers to (3) as the Wick ordered cubic NLS since it may also be obtained from the Wick ordered Hamiltonian. Our main goal is to show that (3) is locally well-posed almost surely for each fixed α ∈ (α 0 ,
We can regard u 0 in (2) as a typical element in the support of the Gaussian measure:
where D = −∂ 2 x . By shifting the Laplacian as in Bourgain [2, 3] , i.e. replacing −u xx by −u xx + u in (1) or (3), we can also regard u 0 of the form (2) as the functions in the support of the Gaussian measure:
where D = 1 − ∂ 2 x . (Strictly speaking, we need to replace 1 + |n| α by (1 + |n|) α in (2) .) In either case, we also see that u 0 ∈ H s (T) \ H α− 1 2 (T) a.s. for s < α − 1 2 from the basic theory of Gaussian measures on Hilbert/Banach spaces (c.f. Kuo [8] and Zhidkov [12] .) Theorem 1. Let α ∈ (max( 
with the initial condition u ω 0 given by (2) . In particular, we have a.s. local well-posedness with respect to the Gaussian measure (4) supported in H σ (T) for each σ ∈ (− 1 8 , 0). Let us make several remarks. Remark 1.1. Uniqueness holds only in the ball centered at S(t)u ω 0 of radius 1 in Z s, 1 2 given in (6) below. Also, Theorem 1 can not be applied to (1), since u ω 0 is not in L 2 (T) almost surely. Remark 1.2. The periodic cubic NLS (1) is known to be ill-posed in H s (T) for s < 0. See Molinet [9] and the references therein. As for the Wick ordered cubic NLS (3), note that u N,a (x, t) = ae i(N x+N 2 t∓|a| 2 t) solves (3) for a ∈ C and N ∈ N. Then, we can follow the argument by Burq-Gérard-Tzvetkov [4] to show the ill-posedness of (3) below L 2 (T). Also, see Christ-Colliander-Tao [6] . 
These local solutions are then extended globally in time a.s. by the invariance of the (Wick ordered finite dimensional) Gibbs measures.
Remark 1.4.
Recall that the white noise corresponds to α = 0 in (4) and (5) (up to constants). We would like to treat the case α = 0, and Theorem 1 is a partial result in this direction.
Given a function f = n∈Z f n e inx ∈ H σ (T), define u ω 0 = n∈Z g n (ω) f n e inx . Then, one can consider the local well-posedness problem of (3) with these randomized data u ω 0 . See Burq-Tzvetkov [5] for 3-d NLW. However, we do not pursue this issue here. Remark 1.5. Note that u ω 0 in (2) can also be expressed as u ω 0 = g n e n where e n is another orthonormal basis in H α (T) and { g n } is another family of independent standard complex-valued Gaussians. (Strictly speaking, we need to replace 1 + |n| α by (1 + |n|) α in (2).) i.e. One should regard Theorem 1 as a local-well posedness result for a typical element in H α− 1 2 − (T) (independent of choice of a basis.) This paper is organized as follows. In Section 2, we introduce the basic function spaces and notations. In Section 3, we set up the basic strategy for proving Theorem 1. In Section 4, we list some deterministic and probabilistic lemmata. Then, we prove the estimates of the nonlinear term in Sections 5-7.
Notation
First, recall the Bourgain space X s,b (T × R), c.f. [1] , whose norm is given by
Since the X s,
where
The local-in-time versions of other function spaces are defined analogously.
If a function depends on both x and t, we use ∧x (and ∧t ) to denote the spatial (and temporal) Fourier transform, respectively. However, when there is no confusion, we simply use ∧ to denote the spatial Fourier transform, the temporal Fourier transform, and the space-time Fourier transform, depending on the context. For simplicity, we often drop 2π in dealing with the Fourier transforms. If a function f is random, we may use the superscript f ω to show the dependence on ω Lastly, let η ∈ C ∞ c (R) be a smooth cutoff function supported on [−2, 2] with η ≡ 1 on [−1, 1] and let η T (t) = η(T −1 t). We use c, C to denote various constants, usually depending only on α and s. If a constant depends on other quantities, we will make it explicit. We use A B to denote an estimate of the form A ≤ CB. Similarly, we use A ∼ B to denote A B and B A and use A ≪ B when there is no general constant C such that B ≤ CA. We also use a+ (and a−) to denote a + ε (and a − ε), respectively, for arbitrarily small ε ≪ 1.
Basic Setup
In this paper, we follow the argument by Bourgain [3] . First, write (3) as an integral equation:
where S(t) = e −i∂ 2 x t , u 0 is as in (2) , and w = u|u| 2 − 2u −|u| 2 . Note that S(t)u 0 has the same regularity as u 0 for each fixed t ∈ R. i.e. [5] .) We indeed show that for each T > 0 there exists Ω T with complemental measure < e − c T δ such that Γ defined in (7) is a contraction on S(t)u ω 0 + B for ω ∈ Ω T , where B denotes the ball of radius 1 in Z s, 1 2 ,T for some s = s(α) ≥ 0. Recall the following linear estimate [1] , [7] :
2 ,T , where η T is a smooth cutoff on [−2T, 2T ]. Then, it suffices to prove (9) w
This also shows that the difference of the solution u ω to (7) and the linear solution
. Now, write w as follows:
In the following sections, we will prove (9) by separately estimating the contributions from w 1 and w 2 with u ∈ S(t)u ω 0 + B. i.e. u = S(t)u ω 0 + v for some v with v Z s, 1 2 ,T ≤ 1. Note that (8) and (9) imply only the boundedness of the map Γ from S(t)u ω 0 + B into itself (for T > 0 small). In establishing the contraction property, one needs to consider Γu 1 − Γu 2 for u 1 , u 2 ∈ S(t)u ω 0 + B. We omit the details since the argument is standard. Lastly, suppose that u 0 = u ω 0 is a good initial condition such that Γ is a contraction on S(t)u 0 + B. Let u 0 be a function on T such that u 0 − u 0 H s < 1 10 . Denote by Γ the solution map corresponding to the initial condition u 0 . Then, one can show that Γ is also a contraction on S(t)u 0 + B for T sufficiently small. Moreover, we have
for |t| ≤ T , where u is the solution with the initial condition u 0 . For details, see [1] , [3] .
Deterministic and Probabilistic Lemmata
First, recall the following algebraic identity related to the cubic NLS:
be the decreasing ordering of N 1 , N 2 , N 3 , where |n j | ∼ N j , and let n j denote the corresponding frequency.
Then, we have
Proof. By assumption, we have |µ| (N 1 ) 2 . Hence, the number of the divisors of µ is o((N 1 ) ε ) for any ε > 0. i.e. there are at most o((N 1 ) ε ) many possible values of n 1 for fixed n 2 and n 3 . Also, with n = n 1 − n 2 + n 3 , we have
Hence, there are at most O(1) many values for n 1 (and hence n 3 ) for fixed n and n 2 .
Next, recall that by restricting the Bourgain spaces onto the small time interval [−T, T ], we can gain a small power of T (at a slight loss of regularity on τ − n 2 .) See [1] .
,
q . i.e. we can gain a positive power of T as long as q > 1. For fixed n, by Young and Hölder inequalities, we have
Then, (14) follows from (15) and (16).
Lastly, we present several probabilistic lemmata related to the Gaussians.
Proof. Recall from [10] we have P(
Proof. By separating the real and imaginary parts, assume that g n is real-valued without loss of generality. From the general Gaussian bound (c.f. Burq-Tzvetkov [5] ), there exists
for every r ≥ 2 and every {c n } n∈Z ∈ l 2 n . (This is also immediate from the hypercontractivity property as well. See [11] .) By Minkowski integral inequality, we have
for r ≥ p. Then, by Chebyshev inequality, we have
In Section 7, we also use the hypercontractivity properties related to the Gaussians. See Sections 3 and 4 in Tzvetkov [11] .
Estimate on w 2
In this section, we prove the easier part of the estimate (9):
for some θ > 0, where
with u j ∈ S(t)u ω 0 + B outside an exceptional set of measure e LHS of (18)
Then, it suffices to show (19) T θ assuming u j is either of the form
We may insert the smooth cutoff function η T supported on [−2T, 2T ] if necessary.
• Case (a): u j of type (II), j = 1, · · · , 3.
By Hölder inequality with p large (
By Young and Hölder inequalities,
• Case (b): u j of type (I), j = 1, · · · , 3. By Lemma 4.3, we have |g n (ω)| ≤ CT
as long as 2s − 6α + 6ε < −1 or α > By Hölder inequality with p large, Young's inequality, and Lemma 4.3, we have
for ω outside an exceptional set of measure < e By Hölder with p large, Young's inequality, and Lemma 4.3, we have
for ω outside an exceptional set of measure < e − c T δ as long as α > −s.
Estimate on w 1 : Basic Setup
In the next two sections, we prove the main part of the estimate (9):
with u j ∈ S(t)u ω 0 + B outside an exceptional set of measure e − c T δ . In the following, we assume that u j is of type (I) or (II) as in (20).
As in [3] , let N 1 , N 2 , N 3 be the decreasing ordering of N 1 , N 2 , N 3 and u 1 , u 2 , u 3 be the corresponding u j -factors. Also, let σ 1 , σ 2 , σ 3 denote the corresponding σ j := τ j − n 2 j . In the following, we use superscripts to imply that the functions (or variables) are arranged in the decreasing order of the spatial frequencies N 1 , N 2 , N 3 .
In the remaining of this section, we consider basic cases. Recall Bourgain's periodic
Interpolating this with u L 2 • Case (B): u 1 of type (II), and u 2 of type ( I ).
Dyadically decompose the spatial frequencies for N 2 and N 3 . First, suppose that u 3 is of type (II). By Hölder inequality with p large, (23), and Lemma 4.4, we have 
in the following.
Next, suppose that u 3 is of type ( I ). Again, by Hölder inequality with p large, (23), and Lemma 4.4, we have
outside an exceptional set of measure < e
, then (21) follows in view of Lemma 4.2. Hence, we can assume (25) as well.
• Case (C): u 1 of type ( I ), and u 2 , u 3 of type (II). Dyadically decompose all the spatial frequencies. Suppose τ − n 2 ≫ σ 2 , σ 3 . By Hölder inequality with p large and Lemmata 4.4 and 4.2, we have
outside an exceptional set of measure < e − c T δ . Hence, (21) follows as long as τ − n 2 (N 1 ) 2s+1−2α+ . Similar results hold if σ 2 ≫ σ 3 , τ − n 2 or σ 3 σ 2 , τ − n 2 . Hence, we assume
• Case (D): u 1 of type ( I ), and either u 2 ( I ), u 3 (II) or u 2 (II), u 3 ( I ). Suppose that u 2 is of type ( I ) and that u 3 is of type (II). Moreover, suppose τ −n 2 ≫ σ 3 . By Hölder inequality with p large and Lemmata 4.4 and 4.2, we have
outside an exceptional set of measure < e − c T δ . Hence, (21) follows as long as τ − n 2 (N 1 ) 2s+2−4α+ . Similar results hold if σ 3 τ − n 2 , (or u 2 is of type (II) and u 3 is of type ( I ).) Hence, we assume
Summary: Given a function v(x, t), we can write v as
we have (29)
by Hölder inequality. See [3, (22) and (23) +ε in view of Lemma 4.2. As a result, we obtain K 0+ in the above estimate.
2 ,T by Hölder inequality. Moreover, for λ − n 2 K, we have
If all u j 's are of type (I), then we need to gain a small power of T in some other way. First, replace w 1 with η T * w 1 . Then, by Hölder and Young's inequalities, we have, for each n ∈ Z,
In this case, we have τ j − n 2 j 1 for j = 1, · · · , 3. Thus we have τ = n 2 + 2(n 2 − n 1 )(n 2 − n 3 ) + O(1) from (11). i.e. there is essentially no integral over τ in this case for each fixed n 1 , n 2 , and n 3 . Therefore, we can reduce the estimate into the following two cases:
• u 1 is of type (II):
From (25), we can assume that σ j ≪ (N 2 ) 2−4α+ for u j of type (II). Then, by (28) and (29), we can bound (21) as follows:
1+|n 2 | α , and a 3 (n) = gn(ω)
. Note that we did not apply dyadic decomposition on N 1 .
• u 1 is of type ( I ):
From (26) and (27), we can assume that σ j ≪ (N 1 ) 2s+2−4α+ for u j of type ( I ) since α ≤ 1 2 . Then, by (28) and (29), we can bound (21) as follows:
Note that all the spatial frequencies are dyadically decomposed.
In both cases, we would have a contradiction. Hence, we can assume that |n 1 | ∼ N 1 or |n 3 | ∼ N 1 . Moreover, by symmetry between u 1 and u 3 , we assume |n 1 | ∼ N 1 in the following.
Lastly, we list all the different cases following [3] . We consider these cases in details in the next section. Case (a):
Case (e):
7. Estimate on w 1 : All Different Cases
For notational simplicity, we use |n| α for 1 + |n| α . Also, we may drop the complex conjugate on u 2 when it plays no significant role. Let
• Cases (k), (l) : u 1 , u 2 , u 3 of type ( I ). In this case, we have
First, we consider the contribution from n 1 = n 3 . Let
where C n = B n ∩ {n 1 = n 3 }. Then, by hypercontractivity property related to the product of Gaussians (cf. [11, Propositions 3.1 and 3.3 
Hence, it follows from Lemma 4.5 in [11] • Case (a) : (Case (b) can be treated in a similar way by replacing n 2 and n 3 .)
In view of (13) (with n 1 replaced by n 3 ), the number of terms in the inner summation in (30) for fixed n is at most N 3 . Then, by Cauchy-Schwarz inequality and Lemma 4. outside an exceptional set of measure < e . This implies that |n 1 | ∼ N 2 for α > 1 4 . Thus, we also have |n| N 2 since n = n 1 − n 2 + n 3 . Now, let
By the observation above, this is a finite sum. Then, by hypercontractivity property related to the product of two independent Gaussians (recall n 2 = n 3 ), we have F n L p (Ω) ≤ p F n L 2 (Ω) for all p ≥ 2. Hence, it follows from Lemma 4.5 in [11] that P(|F n (ω)| ≥ λ) ≤ exp(−c F n −1 L 2 (Ω) λ). By choosing λ = T −δ N ε 2 F n L 2 (Ω) with ε = 0+, we have
By summing over n 1 for fixed n 3 and then over n 3 (note that there is no summation over n 2 in view of (11)), we obtain (30) T θ−δ N
