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Abstract
The ultimate equivalence problem for D0L systems consists of deciding, given two morphisms g : X∗ −→ X∗,
h : X∗ −→ X∗ and a word w ∈ X∗, whether or not gi(w) = hi(w) for all but ﬁnitely many i0. We show that
for a large class of D0L systems, to decide the ultimate equivalence problem, it sufﬁces to check whether or not
gi(w)= hi(w) holds for suitably chosen card(X)2 consecutive values of i.
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1. Introduction
Let X be a ﬁnite alphabet. The D0L sequence equivalence problem consists of deciding, given two
morphisms g : X∗ −→ X∗, h : X∗ −→ X∗ and a word w ∈ X∗, whether or not
gi(w) = hi(w) (1)
for all i0. This problem has a unique position in language theory as the ﬁrst deep decision problem
in the study of free monoid morphisms and their iterations. The D0L sequence equivalence problem
was solved by Culik II and Fris [4]. New solutions have been given by Ehrenfeucht and Rozenberg
[7], Culik II and Karhumäki [5], Ruohonen [15,16] and Honkala [10]. The solution by Ehrenfeucht and
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Rozenberg is based on the use of elementary morphisms. Culik II and Karhumäki showed that the validity
of Ehrenfeucht’s conjecture implies the decidability of theD0L sequence equivalence problem. Ruohonen
[15] and Honkala [10] explain how the required computations can be carried out without usingMakanin’s
algorithm.
Culik II has also solved the ultimate equivalence problem for D0L systems [3]. This problem consists
of deciding, given g, h and w as above, whether or not (1) holds for all but ﬁnitely many i0.
While the D0L sequence and ultimate equivalence problems are known to be decidable, rather little is
known about bounds for these problems. Here, by a bound for the D0L sequence equivalence problem
we understand an integer computable from two given D0L systems which indicates how many initial
terms in the sequences have to be compared to guarantee the equivalence of the systems. Ehrenfeucht and
Rozenberg [9] and Ruohonen [16] give such bounds. These bounds depend heavily on parameters other
than the size of the underlying alphabet. On the other hand, according to the long-standing 2n-conjecture,
to test the equality of two D0L sequences over an n-letter alphabet it sufﬁces to consider the ﬁrst 2n terms
(see [17]). Karhumäki [12] has proved the 2n-conjecture for binary alphabets. All other cases remain
open.
For the sequence equivalence problem of polynomially bounded D0L systems a bound depending only
on the size of the underlying alphabet was given in [11]. The bound is not polynomial in the size of the
alphabet.
In this paper, we study the ultimate equivalence problem for D0L systems. We show that for a large
class of D0L systems over an n-letter alphabet, it is enough to compare suitably chosen n2 consecutive
terms to decide the ultimate equivalence.
More precisely, we will consider morphisms and D0L systems which avoid small periods. To deﬁne
this notion, denote the smallest period of a wordw ∈ X∗ by PER(w).We say that a nonerasing morphism
g : X∗ −→ X∗ (resp. a D0L system G = (X, g, u)) avoids small periods if there is a positive integer t
such that
PER(gi(x))
1
t
|gi(x)| for all i1, x ∈ X.
(In fact, for a ﬁxed value of t, we will need this inequality for only one value of i.)
Now let X be an alphabet having n letters and let G = (X, g, u) and H = (X, h, v) be D0L systems
such that g avoids small periods.Wewill show that under certain additional assumptions, one can compute
an integer B such that G and H are ultimately equivalent if and only if
gB+i(u) = hB+i(v) for i = 0, 1, . . . , n2 − 1.
Furthermore, the integerB is bounded from above by a polynomial in n, t andmax{|g(x)|, |h(x)| | x ∈ X}.
Hence, instead of a 2n-bound for the sequence equivalence problemweobtain ann2-bound for the ultimate
equivalence problem of the D0L systems considered.
The reason why we have n2 instead of 2n is that there are n2 pairs of letters over an n-letter alphabet. In
deciding the ultimate equivalence we have to ensure that none of these pairs gives rise to nonequivalence.
It remains an open problem whether the n2-bound can be established for the ultimate equivalence
problem for D0L systems in the general case. In view of our result it is also natural to pose the n2-
conjecture as a weaker version of the 2n-conjecture.
The main idea in the proofs below is to reduce the study of the equations
ggn(w) = hgn(w)
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for n0, to the study of factors of length three of thewords gn(w), n0.Thenwe apply results concerning
the occurrence of short factors in D0L languages.
We assume that the reader is familiar with the basics concerning D0L systems (see [13,14]) and formal
power series (see [2,18]).
2. Deﬁnitions
We use standard language-theoretic notation and terminology. In particular, the length of a word w is
denoted by |w|. By deﬁnition, the length of the empty word ε equals zero.
If u, v ∈ X∗ are words, v is called a factor of u if there exist words u1, u2 ∈ X∗ such that u = u1vu2. If,
furthermore, u1 = ε (resp. u2 = ε) then v is called a preﬁx (resp. a sufﬁx) of u. Suppose q is a nonnegative
integer andw ∈ X∗. Then Prefq(w) is the preﬁx of length q of w and Fq(w) is the set of factors of length
q of w. If |w| < q, it is understood that Prefq(w) = w. These notations are extended in a natural way to
languages. Hence, if L ⊆ X∗, then
Prefq(L) = {Prefq(w) | w ∈ L}
and
Fq(L) =
⋃
w∈L
Fq(w).
Further, Pref(L) (resp. F(L)) is the set of all preﬁxes (resp. factors) of the words of L.
Let u ∈ X∗ be a nonempty word and denote u = a1 . . . ak where ai ∈ X for i = 1, . . . , k. Then a
positive integer p is called a period of u if
ap+i = ai for i = 1, . . . , k − p. (2)
The smallest positive integer p satisfying (2) is called the period of u and is denoted by PER(u).
Example 1. Let X = {a, b} and let g : X∗ −→ X∗ be the Thue-Morse morphism deﬁned by g(a) = ab,
g(b) = ba. It is well known that gn(x) is overlap-free for x ∈ X, n0. In other words,
cwcwc ∈ F({gn(x) | x ∈ X, n0})
whenever c ∈ X and w ∈ X∗. Hence
PER(gn(x))
1
2
|gn(x)|
for all x ∈ X and n1.
Let g : X∗ −→ X∗ and h : X∗ −→ X∗ be morphisms. Then the set COMP(g, h) is deﬁned by
COMP(g, h)= {w ∈ X∗ | there exist u1, u2 ∈ X∗ such that
g(w)u1 = h(w)u2}.
A D0L system is a triple G = (X, g,w) where X is a ﬁnite alphabet, g : X∗ −→ X∗ is a morphism
and w ∈ X∗ is a word. The sequence S(G) generated by G consists of the words
w, g(w), g2(w), g3(w), . . . .
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The language L(G) of G is deﬁned by
L(G) = {gn(w) | n0}.
Two D0L systems G and H are called sequence equivalent if S(G) = S(H). Two D0L systems G =
(X, g, u) and H = (X, h, v) are called ultimately equivalent if there is an integer k0 such that
gi(u) = hi(v) for all ik.
AD0L systemG = (X, g, u) is called reduced if there is no proper subsetY of X such thatL(G) ⊆ Y ∗.
In the sequel it is tacitly assumed that all D0L systems under consideration are reduced.
3. Growing morphisms
Let g : X∗ −→ X∗ be a morphism. Then g is called growing if for every x ∈ X we have
|gk(x)| → ∞ when k →∞.
The following lemma gives a characterization of growing morphisms.
Lemma 1. Let X be an alphabet having n letters and let g : X∗ −→ X∗ be a morphism. Then the
following conditions are equivalent:
(a) g is growing,
(b) g is nonerasing and there do not exist a positive integer m and a letter x ∈ X such that gm(x) = x,
(c) for every x ∈ X we have
|gn(x)|2,
(d) there is a positive integer k such that for every x ∈ X we have
|gk(x)|2.
Proof. Clearly, (a) implies (b), (c) implies (d), and (d) implies (a). It remains to prove that (b) implies
(c). Suppose (b) holds and let x ∈ X be a letter. Because g is nonerasing, we have
|gn(x)|1.
Suppose |gn(x)| = 1. Then |gi(x)| = 1 for i = 0, 1, . . . , n. Hence there are integers i and j, 0i < jn,
such that
gi(x) = gj (x).
But then
gj−i(gi(x)) = gi(x)
which contradicts (b) because gi(x) ∈ X. 
In the sequelwe need the following lemma concerning the occurrence of short factors inD0L languages.
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Lemma 2. Let X be an alphabet with n2 letters and let g : X∗ −→ X∗ be a growing morphism. Let
w ∈ X∗ and let c be a nonnegative integer. Then
(a) Pref2({g2n−1+i(w) | i0}) = Pref2({g2n−1+c+i(w) | i = 0, 1, . . . , n− 1}),
(b) F2({gn2+n−1+i(w) | i0}) = F2({gn2+n−1+c+i(w) | i0}),
(c) F2({gn2+n−1+c+i(w) | i0}) = F2({gn2+n−1+c+i(w) | i = 0, 1, . . . , n2 − 2}),
(d) F3({gn2+2n−1+i(w) | i0}) = F3({gn2+2n−1+c+i(w) | i = 0, 1, . . . , n2 − 2}).
Proof. Without loss of generality we assume that w = ε. Because g is growing, Lemma 1 implies that
|gn(x)|2 for every x ∈ X. To prove (a), observe ﬁrst that there are integers j1 and j2, 0j1 < j2n,
such that the ﬁrst letter of gj1(w) equals the ﬁrst letter of gj2(w). Therefore the ﬁrst letter of gj1+i(w)
equals the ﬁrst letter of gj2+i(w) for all i0. This implies that
Pref2(gn+j1+i(w)) = Pref2(gn+j2+i(w))
for all i0. This proves (a).
To prove (b), denote Aq = {gi(w) | iq} for q0. Clearly
F2(A0) ⊇ F2(A1) ⊇ F2(A2) ⊇ . . . .
If kn is an integer such that F2(Ak) = F2(Ak+1), then F2(Ak+1) = F2(g(Ak)) = F2(g(Ak+1)) =
F2(Ak+2). Hence F2(Ak) = F2(Ak+i) for all i0. These observations imply that there is a nonnegative
integer n2 + n− 1 such that
F2(A) = F2(A+1) = F2(A+2) = . . . .
This proves (b).
To prove (c), denote Bq = {gn2+c+i(w) | i = 0, 1, . . . , q} for q0. Clearly
F2(B0) ⊆ F2(B1) ⊆ F2(B2) ⊆ . . . . (3)
If k is a nonnegative integer such that F2(Bk) = F2(Bk+1), then F2(Bk) = F2(Bk+i) for all i0.
First, if F2(gn
2+c+i(w)) contains a single word for all i0, then (c) holds. Suppose then that
F2(gn
2+c+i(w)) contains at least two words for some i0. In this case, there is a nonnegative inte-
ger jn such that F2(Bj ) contains at least j + 2 words. Now, by (3), we have
F2(Bn2−2) = F2(Bn2−1),
which implies (c).
To prove (d), observe that if L1, L2 ⊆ X∗ are languages such that L1 ∩ X = L2 ∩ X = ∅ and
F2(L1) = F2(L2) then F3(gn(L1)) = F3(gn(L2)). Hence (d) follows from (b) and (c). 
4. Balance properties
Let g : X∗ −→ X∗ and h : X∗ −→ X∗ be morphisms. Deﬁne a mapping  : X∗ −→ Z by
(w) = |g(w)| − |h(w)|, w ∈ X∗.
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The integer (w) is called the balance of the word w (with respect to g and h). If A ⊆ X∗, deﬁne
BAL(g, h,A) = max{|(gk(w))| | w ∈ A, k0},
where the right-hand side is a nonnegative integer or∞.
Ehrenfeucht and Rozenberg have shown that if D0L systems G = (X, g, u) and H = (X, h, v) are
sequence equivalent, then there is an integer m such that
|(w)|m (4)
for all w ∈ Pref(L(G)) (see [8]). As observed in [3], this implies that if D0L systemsG = (X, g, u) and
H = (X, h, v) are ultimately equivalent, then there is an integer m such that (4) holds whenever w is a
factor of a word of L(G). In particular, if D0L systems G = (X, g, u) and H = (X, h, v) are ultimately
equivalent, then BAL(g, h,X) <∞. Hence, to solve the ultimate equivalence problem for D0L systems,
it sufﬁces to consider D0L systems G = (X, g, u) and H = (X, h, v) such that BAL(g, h,X) <∞.
The following lemma gives a bound for BAL(g, h,X). The proof uses results concerning Z-rational
sequences.
Lemma 3. Let X be an alphabet having n2 letters and let g : X∗ −→ X∗ and h : X∗ −→ X∗ be
morphisms. Deﬁne
M = max{|g(x)|, |h(x)| | x ∈ X}.
If BAL(g, h,X) <∞, then
BAL (g, h,X)M2n−1en2(1+
√
6n log n).
Proof. Assume that BAL(g, h,X) <∞ and ﬁx a letter y ∈ X. We show that
BAL(g, h, {y})M2n−1en2(1+
√
6n log n).
Clearly, this implies the claim.
First, deﬁne the sequence (ak)k0 by
ak = |ggk(y)| − |hgk(y)|, k0.
Let z ∈ X be a new letter and let
S =
∑
k0
akz
k
be the generating function of the sequence (ak)k0. Then there exist polynomials P(z),Q(z) ∈ Z[z]
such that
S = P(z)
Q(z)
and, furthermore, Q(0) = 1, deg(P )n − 1 and deg(Q)n (see [18, Lemma II 9.4]). Without loss of
generality we assume that P(z) and Q(z) do not have nontrivial common factors. If deg(Q) = 0, the
512 J. Honkala / Journal of Computer and System Sciences 71 (2005) 506–519
claim holds. Suppose deg(Q)1. Because S has a ﬁnite image there exist distinct roots of unity 1, . . . , u
where u = deg(Q) such that
Q(z) = (1− 1z) . . . (1− uz). (5)
(Indeed, Theorem II 5.2 in [18] implies that there is an integer v such that Q(z) divides 1 − zv .) By
Theorem 1 in [1] there is an integer pe
√
6n log n such that

p
i = 1 for i = 1, . . . , u.
Hence
|i − j | 4
p
if i = j.
Next, (5) implies the existence of complex numbers ei , i = 1, . . . , u, such that
ak = e1k1 + · · · + euku
for kn− 1. Therefore


n−11 · · · n−1u
...
...
n+u−21 · · · n+u−2u




e1
...
eu

 =


an−1
...
an+u−2

 .
Because |ak|Mk+1 for all k0, Cramer’s rule implies
|ei | n!M
2n−1
∏
1j<ku |j − k|
n!M2n−1en2
√
6n log n
for i = 1, . . . , u. Therefore
|ak|n · n!M2n−1en2
√
6n log nM2n−1en2(1+
√
6n log n) (6)
for kn− 1. This concludes the proof because (6) holds trivially if k < n− 1. 
As a consequence of the above proof we obtain a method to decide, given morphisms g : X∗ −→ X∗
and h : X∗ −→ X∗, whether or not BAL(g, h,X) < ∞. Indeed, with the above notation, we have
BAL(g, h, {y}) < ∞ if and only if Q(z) divides 1 − zp, where p is an integer less than or equal to
e
√
6n log n
.
5. Morphisms avoiding small periods
Fix a positive integer t. In the sequel t will indicate what kind of periods are not allowed.
Let X be an alphabet having n2 letters and let g : X∗ −→ X∗, h : X∗ −→ X∗ be growing morphisms
such that BAL(g, h,X) <∞. Deﬁne
m = (n2 + 1)BAL(g, h,X).
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In this section we assume that d is a positive integer such that
PER(gd(x))
1
t
|gd(x)| for all x ∈ X (7)
and
|gd(x)| > 2tm for all x ∈ X.
Deﬁne
e = d + 2n− 1.
Lemma 4. Let ui, vi, w ∈ X∗, i = 1, 2, be words and let x ∈ X be a letter such that
gge(x)ui is a sufﬁx of vihge(x)w for i = 1, 2,
and
|w| = m, |ui |2m for i = 1, 2.
Then
u1 = u2.
Proof. Let z be the last letter of g2n(x). Then there is an integer s, ns < 2n, such that gs(x) = uz
where u ∈ X∗ is a nonempty word. Hence
|hge(x)| |ge(x)| = |ge−s(uz)| |gd(uz)| > 2tm+ |gd(z)|.
Consequently,
|gd(z)ui | |gd(z)| + 2m < |hge(x)w|
for i = 1, 2. Hence one of thewords gd(z)u1 and gd(z)u2 is a sufﬁx of the other.Without loss of generality
assume that gd(z)u2 is a sufﬁx of gd(z)u1 and let u3 ∈ X∗ be a word such that u1 = u3u2. Then gd(z)
is a sufﬁx of gd(z)u3. Now, if u3 = ε, we have
PER(gd(z)) |u3| 2m < 1
t
|gd(z)|,
which contradicts (7). Hence u3 = ε and u1 = u2. 
Denote
L1 = COMP(hge, gge)
and
o(w) = max{|(ge(v))| | v is a preﬁx of w}, w ∈ X∗.
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Lemma 5. If w ∈ L1, then
o(w)m. (8)
Proof. For a word w ∈ X∗, denote by #2(w) the number of distinct factors of length two of w. We prove
inductively that if w ∈ L1, then
o(w)(1+ #2(w))BAL(g, h,X). (9)
This implies (8) because #2(w)n2 for w ∈ X∗.
If w = ε or w ∈ X, (9) clearly holds. Suppose then that w = w1xy where w1 ∈ X∗, x, y ∈ X and,
possibly, x = y. Assume that
o(w1x)(1+ #2(w1x))BAL(g, h,X). (10)
First, assume that xy is not a factor of w1x. Then
|(ge(w))| |(ge(w1x))| + |(ge(y))|
o(w1x)+ BAL(g, h,X)(1+ #2(w))BAL(g, h,X).
Hence
o(w) = max{o(w1x), |(ge(w))|}(1+ #2(w))BAL(g, h,X).
Second, assume that xy is a factor of w1x, say, w = w1xy = w2xyw3 where w3 = ε. By (10) we have
|(ge(wix))|m for i = 1, 2.
Let u be the preﬁx of hge(y) of length m and let ui , i = 1, 2, be words such that
hge(wix)u = gge(wix)ui, i = 1, 2.
Then |ui |2m for i = 1, 2. By Lemma 4 we have u1 = u2. Hence
(ge(w1xy)) = (ge(w2xy))
and, therefore,
|(ge(w1xy))|o(w2xy)o(w1x).
Hence
o(w) = max{o(w1x), |(ge(w1xy))|}
 o(w1x)(1+ #2(w))BAL(g, h,X).
This concludes the proof of (9). 
Lemma 6. Let w1, w2, v ∈ X∗, x, y ∈ X be words and letters such that wixy ∈ L1 for i = 1, 2. Then
w1xyv ∈ L1 if and only if w2xyv ∈ L1.
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Proof. By Lemma 5, |(ge(wix))|m for i = 1, 2. Let w be the preﬁx of lengthm of hge(y). Then there
exist words ui , i = 1, 2, such that
hge(wix)w = gge(wix)ui for i = 1, 2 (11)
and |ui |2m for i = 1, 2. By Lemma 4 we have u1 = u2.
Suppose w1xyv ∈ L1. Let w3, w4 ∈ X∗ be words such that
hge(w1xyv)w3 = gge(w1xyv)w4.
Then
w−1hge(yv)w3 = u−11 gge(yv)w4,
which together with u1 = u2 and (11) implies that
hge(w2xyv)w3 = gge(w2xyv)w4.
Hence w2xyv ∈ L1. The lemma follows by symmetry. 
Lemma 7. Let w ∈ X∗. Then
w ∈ L1 (12)
if and only if
Pref2(w) ∈ L1 and F3(w) ⊆ F3(L1). (13)
Proof. Clearly, (12) implies (13). Suppose that (13) holds. We prove inductively that all preﬁxes of w
belong to L1. This is clear for preﬁxes of length at most two. Suppose then that w1xyz is a preﬁx of w
wherew1 ∈ X∗, x, y, z ∈ X andw1xy ∈ L1. By assumption, xyz ∈ F3(L1). Hence there existsw2 ∈ X∗
such that w2xyz ∈ L1. Therefore Lemma 6 implies that also w1xyz ∈ L1. 
Deﬁne A = e + n2 + 2n− 1.
Lemma 8. Let c be a nonnegative integer and let w ∈ X∗ be a word. Then
hgA+i(w) = ggA+i(w) for all i0 (14)
if and only if
hgA+c+i(w) = ggA+c+i(w) for i = 0, 1, . . . , n2 − 2. (15)
Proof. Trivially, (14) implies (15). Suppose that (15) holds. Then
gn
2+2n−1+c+i(w) ∈ L1
for i = 0, 1, . . . , n2 − 2. Hence we have
Pref2(gn
2+2n−1+c+i(w)) ∈ L1 and F3(gn2+2n−1+c+i(w)) ⊆ F3(L1)
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for i = 0, 1, . . . , n2 − 2. By Lemma 2 we obtain
Pref2(gn
2+2n−1+i(w)) ∈ L1 and F3(gn2+2n−1+i(w)) ⊆ F3(L1)
for all i0. Hence Lemma 7 implies that
gn
2+2n−1+i(w) ∈ L1
for all i0. Because (15) implies that
|hgA+i(w)| = |ggA+i(w)|
for all i0, we obtain
hge+n2+2n−1+i(w) = gge+n2+2n−1+i(w)
for all i0. In other words, (14) holds. 
6. The ultimate equivalence problem
Let X be an alphabet having n letters. Whenever G = (X, g, u) and H = (X, h, v) are D0L systems
and t is a positive integer, deﬁne the integers B(G,H, t) and D(G,H, t) as follows. As before, deﬁne
M = max{|g(x)|, |h(x)| | x ∈ X}.
Let D(G,H, t) be the smallest positive multiple k of n such that
2k/n > 2t (n2 + 1)M2n−1en2(1+
√
6n log n)
and deﬁne
B(G,H, t) = D(G,H, t)+ n2 + 5n− 3.
Hence, if n2 andM1,
B(G,H, t)  n2 + 7n− 3+ n
log 2
(log t + log(n2 + 1)+ (2n− 1) logM
+n2 + n2√6n log n)7n4 + 3n2 log(tM).
Next, we recall a result due to Ehrenfeucht and Rozenberg [6].As before, letX be an alphabet with n2
letters. Let f : X∗ −→ X∗ be a morphism and let w1, w2 ∈ X∗ be words. Then there is a nonnegative
integer k such that
f k(w1) = f k(w2)
if and only if
f n−1(w1) = f n−1(w2).
Now we are ready to prove the main result.
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Theorem 9. Let t be a positive integer. Let X be an alphabet having n2 letters and let G = (X, g, u)
and H = (X, h, v) be D0L systems. Deﬁne
B = B(G,H, t) and d = D(G,H, t).
Assume that g and h are growing, BAL(g, h,X) <∞ and
PER(gd(x))
1
t
|gd(x)| for all x ∈ X.
Then the following three conditions are equivalent:
(a) there is an integer k00 such that gk0+i(u) = hk0+i(v) for all i0,
(b) gB+i(u) = hB+i(v) for all i0,
(c) gB+i(u) = hB+i(v) for i = 0, 1, . . . , n2 − 1.
Proof. Again deﬁne
M = max{|g(x)|, |h(x)| | x ∈ X}.
By Lemma 3 we have
BAL(g, h,X)M2n−1en2(1+
√
6n log n).
Deﬁne
m = (n2 + 1)BAL(g, h,X).
By Lemma 1 we have
|gd(x)|2d/n > 2t (n2 + 1)M2n−1en2(1+
√
6n log n)2tm
for all x ∈ X. Hence d satisﬁes the assumptions made in Section 5.
Next, deﬁne e = d + 2n − 1 and A = e + n2 + 2n − 1. Hence B = A + n − 1. Now we are in a
position to prove that conditions (a), (b) and (c) are equivalent.
Suppose ﬁrst that (a) holds. Then
hgk0+i(u) = hhk0+i(v) = ggk0+i(u)
for all i0. By Lemma 8 we obtain
hgA+i(u) = ggA+i(u) (16)
for all i0. This implies that
hk0gA+i(u) = gk0gA+i(u) = hk0hA+i(v)
for all i0. Therefore, we have
hn−1gA+i(u) = hn−1hA+i(v)
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and, by (16),
gA+n−1+i(u) = hA+n−1+i(v)
for all i0. This concludes the proof that (a) implies (b).
Trivially, (b) implies (c).
Suppose then that (c) holds. Then
hgB+i(u) = hhB+i(v) = ggB+i(u)
for i = 0, 1, . . . , n2 − 2. By Lemma 8 we obtain
hgA+i(u) = ggA+i(u)
for all i0. Hence
gB+i(u) = gigB(u) = higB(u) = hihB(v) = hB+i(v)
for all i0. Hence (a) holds. 
Theorem 9 implies the following bound for the D0L sequence equivalence problem.
Theorem 10. Let t be a positive integer. Let X be an alphabet having n2 letters and letG = (X, g, u)
and H = (X, h, v) be D0L systems. Deﬁne
B = B(G,H, t) and d = D(G,H, t).
Assume that g and h are growing, BAL (g, h,X) <∞ and
PER(gd(x))
1
t
|gd(x)| for all x ∈ X.
Then the following conditions are equivalent:
(a) gi(u) = hi(v) for all i0,
(b) gi(u) = hi(v) for i = 0, 1, . . . , B + n2 − 1.
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