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Abstract
Rising awareness of the impacts of climate change is leading to a rapid development of
emission trading schemes (ETS) globally as a market-based means of emission control.
Under a typical ETS, emission allowances are issued to firms under predetermined quotas
at the beginning of each year by regulators, a sufficient number of which must be surren-
dered at the end of year to cover their emission amounts or a penalty must be paid. At
the same time, allowances may be traded between firms, forming a secondary market of
the instrument that is of interest to both the financial and actuarial industry seeking sus-
tainable asset and liability portfolios. Research on an efficient allowance valuation model
is therefore urgently called for.
In this thesis, we present valuation frameworks and models for allowances and options
under closed and open trading phases. A trading phase consists of multiple years. Within
each phase, banking and borrowing of allowances are permitted. Existing studies on al-
lowance valuation fail to differentiate between the two types of phases and their implications
on the modeling approaches. An ETS operating in a closed phase imposes a lapse of un-
used allowances at the end of phase, introducing terminal conditions of allowance prices for
which structural models are required. We present three closed-phase allowance valuation
models based on different specifications of the aggregate emission process: an Arithmetic
Brownian Motion (ABM) emission rate, a Vasicek emission amount, and a Vasicek emis-
sion rate. In contrast, an ETS operating in an open phase permits inter-phase banking
of unused allowances, the price of which is conveniently captured by reduced-form mod-
els. We investigate three open-phase allowance option valuation models based on different
specifications of the allowance price process: a Lognormal model, a skewness kurtosis ad-
justed Lognormal model, and a Mixture Lognormal model. Closed-form expressions are
derived for allowances, futures, and options as applicable. Market completeness and model
applications are discussed, supplemented by numerical illustrations of model performance
using actual market price data.
Furthermore, we extend the results of the open-phase models presented to the design
and modeling of variable annuities backed by allowance-based managed funds and indexed
annuities linked to the allowance markets. These products present an innovative yet fea-
sible step forward for insurers and pensioners, as the allowance’s non-lapsing feature and
low return correlations with the stock market make it a suitable alternative asset for port-
folio diversification. Analytical pricing, valuation, and hedging schemes are presented and
numerically illustrated through semi-hypothetical examples.
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Finally, we introduce a systematic framework for the management of sustainable equity
investment portfolios under climate change, where metrics and methods are proposed to
quantify investment-related climate change risks. Inferior historical risk-adjusted perfor-
mance of carbon-intensive sectors are empirically demonstrated to justify the recommended
divestment from these industries. A method to generate equity return impact scenarios is
proposed, which can be incorporated into scenario-based calculations and models in various
actuarial practices. Using the generated scenarios as key inputs, we present and illustrate
the construction of a sustainable portfolio under a hypothetical asset universe.
v
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Rising awareness of the impacts of climate change and global warming triggered initia-
tives designated to control the output of greenhouse gases, commonly measured as carbon
dioxide equivalents. Among these efforts, the establishment of emission trading schemes
(ETS) is arguably the most interesting one. A typical ETS adopts a cap-and-trade strategy
by using emission allowances. At the beginning of a compliance year, participating firms
receive from the regulators an initial grant of allowance contracts, each of which allows
outputting one equivalent tonne of carbon dioxide. At the end of a given year, firms must
undergo compliance filing and submit sufficient allowances to cover their emissions over the
year, or a non-compliance penalty must be paid on the excess emissions. The allowances
can be traded freely on the secondary market along with their corresponding futures and
option contracts.
A formal emission allowance market did not exist until the establishment of the Euro-
pean Union Emission Trading Scheme (EU ETS) in 2005. The EU ETS is divided into
several trading phases, at the beginning of which the European Commission sets new reg-
ulations based on the preceding experience. Within each trading phase, allowances can
be banked and borrowed between years: unused allowances at the end of a year can be
carried over to future years, while any shortages can be covered by using the next year’s
allowances since the new allowance grants arrive prior to current year’s compliance filing
deadline. Over the past decade, the EU ETS has gone through 2 trading phases and is
currently in Phase 3 spanning the period from 2013 to 2020. In the meantime, the market
has also grown significantly in size, stability, and liquidity, making emission allowances an
attractive asset class for many institutional investors with a preference toward sustainable
carbon-neutral investment portfolios, as no other asset classes provide such a direct carbon
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offset. Research on an efficient allowance valuation model is therefore urgently called for.
Recent developments on allowance valuation models can be broadly categorized into four
streams of research. The first stream derives the allowance value using stochastic control
techniques with the emission abatement mechanisms, pioneered by Seifert et al. (2008)[59].
This study assumes a stochastic emission process and the existence of a central planner who
strives to minimize the total cost of emission abatements and non-compliance penalties by
altering the abatement strategies. By solving this stochastic control problem with bound-
ary conditions, the risk neutral allowance price is obtained. However, it lacks an analytical
expression in general. Other studies in this stream includes Carmona et al. (2009)[20]
and Carmona and Hinz (2011)[22], where the latter focuses on modeling the risk neutral
emission abatement processes, whose marginal value is theoretically equal to the value of
an allowance contract. The second stream of studies are reduced-form diffusion models
for the spot allowance price dynamics. Literature in this stream varies widely in the as-
sumptions made and in the scope of applications concerning market completeness. As an
example, Cetin and Verscheure (2009)[25] study the EU ETS allowance prices and present
a single-period model by assuming that the price follows a geometric Brownian Motion
with a binary Markovian drift term representing the effect of new information arrival on
the market’s net emission position, which dictates the terminal spot price. This approach
does not lead to an analytical allowance value expression under incomplete information.
Other studies in this stream include Daskalakis et al. (2009)[31] who provide a compre-
hensive comparative analysis between alternative diffusion and jump-diffusion models for
allowance futures prices and Manif (2012)[75] who presents both discrete and continuous
time models of allowance prices under incomplete markets. The third stream of literature
adopts econometric techniques in modeling allowance price returns. This includes, for ex-
ample, Paollela and Taschini (2008)[81], Benz and Truck (2009)[90], Sun (2010)[88], and
Shi (2014)[86]. Such models are less helpful for a valuation purpose as the underlying price
drivers are often ignored completely. The fourth stream of literature consists of hybrid
and structural models that derive the allowance value from underlying emission processes,
where a common approach starts by specifying a distribution of the cumulative emission
processes, which can be modeled using approximations (Grull and Kiesel, 2009[47]) or jump
diffusions (Borokov et al., 2010[10]). Among the unpublished studies, Huang (2010)[55]
proposes an allowance valuation framework under a single-period closed trading phase for
a single-agent market, for which structural models are derived by specifying general forms
of the emission dynamics.
In this thesis, we present several valuation models for emission allowances and related
derivatives as well as the formulation of sustainable investment portfolios. The theories
2
and analysis are heavily based on the EU ETS directives where the respective emission
allowance is termed the EU allowance (EUA). Our approach differs from existing studies
in that we propose two fundamentally different frameworks based on the prevailing trading
phase being open or closed, which has key implications that the existing studies fail to
emphasize. In summary, a closed trading imposes expiration of unused allowances at the
end of phase, and thereby induces a dichotomous terminal condition on allowance price
that is best captured by structural models. In contrast, an open trading phase permits
the banking of excess allowances into future phases, under which reduced-form allowance
price models are appropriate. The proposed models balance complexity, accuracy, and im-
plementability by yielding tractable closed-form expressions for allowance options values,
which set them apart from other existing models. Note that throughout our discussion,
the terms “price” and “value” may be used interchangeably as deemed appropriate in the
contexts, though the models in this thesis are intended for valuation with potential appli-
cations for pricing purposes. This subtle point is worth being emphasize, and is discussed
in more detail in Figlewski (1989)[44].
This thesis is organized as follows. Chapter two presents the allowance valuation frame-
work under a closed trading phase, where structural models are built based on different
specifications of the aggregate emission process. Numerical implementations and analysis
are performed using Phase 1 spot market data. Chapter three discusses allowance option
valuation under an open trading phase utilizing reduced-form allowance price models. Styl-
ized facts of open phase allowance returns are analyzed and considered in the assessment of
the models, which are calibrated to Phase 3 allowance futures option price data. Chapter
four presents the design and modeling of allowance-linked variable and fixed indexed an-
nuity products, supplemented with numerical demonstrations. Chapter five introduces the
construction and management of sustainable equity portfolios under climate change, where
the results can be easily adapted to include other asset classes. Chapter six concludes the
thesis with a discussion on avenues for future studies.
3
Chapter 2
Models under a closed trading phase
A trading phase is defined as closed if banking and borrowing of allowances are permit-
ted within each phase but prohibited across phases. More specifically, for any compliance
year, the unused allowances can be carried over without any limit to future years within the
phase, while any shortages can be covered using the next year’s allowances since the new
allowance grants arrive prior to the current year’s compliance filing deadline. A perfect
example of a closed trading phase is Phase 1 of the EU ETS scheme which spanned the
period of 2005-2007. This three-year phase served as a pilot phase where deficiencies are
revealed with criticisms received from the market and public. As the key distinguishing
feature of a closed-trading phase, the payoff of an allowance converges to one of the two
terminal values, inflating the price volatilities that respond to the arrival of information
on the aggregate emission positions.
There are several reasons why we begin our discussion in this chapter with closed trading
phases. First, studies targeted at closed trading phases are relatively few, where many
past studies fail to emphasize the implications of a closed trading phase. The prohibi-
tion to banking the allowances to subsequent phases is a unique feature which induces
terminal conditions for the allowance price. In addition, the effect of information incom-
pleteness is more pronounced in a closed phase. Empirical analysis of allowance valuation
under this setting can provide key insights to policy makers on improving information flow
and completeness, benefiting thereby both the investors and the society at large. Thirdly,
demonstrating the fundamental mechanics of a cap-and-trade scheme, closed trading phases
remain relevant to date for emission markets such as the Kazakhstan ETS. Finally, from a
forward-looking perspective, closed phases potentially serve as the piloting period of ETS
with planned implementations in countries such as Ukraine and many developing coun-
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tries in Asia and South America. Conclusions reached in this study can usefully serve as
guidance for regulators and institutions currently operating under these emerging schemes.
Our contributions to the literature in this chapter include both theoretical and practi-
cal aspects. First, we propose a complete-market 1 allowance valuation framework under
a closed trading phase, with extended applications under incomplete markets. A set of
regularity assumptions are made and partially validated so that the framework accommo-
dates multi-agent activities across years in the trading phase as in the real world situation.
Second, we present structural models based on three different emission dynamics with
time-homogeneous parameters2, where closed-form expressions are derived for allowances,
allowance futures, and options. The numerical efficiency resulted from analytical valuation
formula is imperative in many scenario-based actuarial calculations for asset-liability man-
agement, as the nested stochastic runs otherwise required are often expensive. Thirdly, we
discuss in detail the completeness of the allowance market and the source of incompleteness
supported by empirical evidence, which is often omitted in the existing literature. While
identifying limitations of the models, we also present in detail their applications under
information incompleteness, with a focus on deriving implied emission values from actual
market prices. Finally, all of the models and applications presented in this chapter are im-
plemented and demonstrated using real world allowance data, based on which comparative
analysis and conclusions are made. This provides further contribution to the literature
than the existing works where simulation studies under subjectively assigned parameters
are prominent and drive the numerical conclusions.
2.1 Framework specifications
Denote the filtered probability space by (Ω, {Ft} ,P), where t ∈ [0, T ] in units of years is
the time index and T is the ending time of the trading phase. Assume that the emission
market is complete and information-complete, whose justifications will be discussed later
in this chapter. To motivate the idea, first consider a hypothetical single-period trading
phase (e.g. T = 1) with two market participants: a firm trading allowances for compliance
1An allowance market is complete if and only if all derivatives traded have replicating portfolios (i.e. all
risks are hedgeable). This strong assumption guarantees the existence and uniqueness of the risk neutral
measure. See Bjork (2004)[6] for comprehensive discussions on market completeness
2Two of the emission dynamics were introduced with time-inhomogeneous parameters in Huang
(2010)[55], which do not lead to closed-form valuation expressions in general
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and a bank as the firm’s counterparty. The total number of allowances is fixed and the bank
has full information over the firm’s emission process. We refer to the result as a simplified
framework, which serves as the basis for all the models we develop. The terminal payoff of
each allowance at the end of the trading phase, denoted by S(T ), is given by:
S(T ) =
{
G Q(0, T ) > A(T )
0 Q(0, T ) ≤ A(T ),
(2.1)
where:
1. A(t) denotes the total number of allowances available at time t, which is the sum of
the initial grant and the net allowance transactions in (0, t).
2. Q(t1, t2) is the firm’s accumulated net emission amount during the period between
t1 and t2, 0 ≤ t1 ≤ t2 ≤ T , including all emission abatements and eligible carbon
offsets.
3. G is the penalty of non-compliance.
Due to such boundary conditions, it is improper to apply reduced-form models to the
allowance values directly. Instead, the allowance should be viewed as a derivative of the
net emission amounts. The two-participant setting leads to the ideal result that the spot
price of the allowance naturally equals its marginal value to the firm. Thus we use S(t)
to denote both the time-t spot price and the value of an allowance contract, where the
term “price” and “value” are used interchangeably as deemed appropriate in this chapter.
To make the scope of the framework manageable, future trading activities are ignored at
valuation points.
Assuming a continuously compounded risk free rate r, risk neutral valuation is applied















where Z(t) is the standard Brownian Motion under P and Λ(t) is an Ft-adapted process
representing the market price of risk. The existence and uniqueness of Q is secured by
market-completeness. From now on, we work under Q unless otherwise specified, where
the filtered probability space becomes (Ω, {Ft} ,Q). The spot allowance price is given by:
S(t) = e−r(T−t)E
[




where 1D denotes the binary variable that takes the value of 1 if condition D is satisfied
and 0 otherwise. Stochasticity is driven by the random variable Q(t, T ) given Ft, whose
distribution must be specified and calibrated. Notice that the allowance at time t can be
viewed as a binary call option on the future emission amount Q(t, T ) maturing at T with
a strike price A(t)−Q(0, t).
This simplified framework is the setting used in most existing studies. It is extended
by Nel (2009)[77], and subsequently by Chesney and Taschini (2012)[26] to accommodate
multiple market participants and compliance years by explicitly modeling the market clear-
ings, which nonetheless requires intensive numerical evaluations for the allowance price. To
maintain analytical tractability, we take an alternative approach to achieve such extension
using two regularity assumptions discussed below.
Assumption 2.1: There is a zero probability that the aggregate allowance supply equals
the demand at T .
Assumption 2.1 aligns the allowance values for all firms in the market despite their varying
emission processes, and hence adapting the framework to accommodate multiple market
participants. The allowance value under the assumption is solely driven by the aggregate
emission process as given in Proposition and Corollary 2.1 below.
Proposition 2.1: Consider a hypothetical single-period closed trading phase in the time
interval [0, T ] with N participants indexed by i, i ∈ {1, 2, ...N}, where each firm i is sub-
ject to a non-compliance penalty of G and an initial emission allowance grant of Aig. Let
Qi(t1, t2) denote the net emission amount of firm i over the period [t1, t2]. Assume there is
a zero probability that the aggregate allowance supply equals the demand at T . That is:
Pr
(

















G QC(0, T ) > ACg
0 QC(0, T ) ≤ ACg
Proof : Define the market position in allowances to be short if the aggregate emission
amount exceeds the aggregate number of allowances and long otherwise. In addition, let
Ai(t) denote the total number of allowances available for firm i at time t. At t = T , since
Pr
(
QC(0, T ) = ACg
)
= 0 a.s., one of the followings must take place:
1. QC(0, T ) > ACg . The market is short in allowance. This implies that at least one
market participant is short and must purchase allowances to cover the excess emission.
Transactions take place until all sellers have just enough allowances to cover their
emissions, after which transactions will only be made at the penalty level G. Consider
the allowance’s terminal payoff to firm i, where two possible scenarios may take place:
(a) Qi(0, T ) > Ai(T ). The firm is short. For each ton of excess emission, it either
pays the penalty G or buys an allowance at the terminal price G for compliance.
The payoff of each allowance is G.
(b) Qi(0, T ) < Ai(T ). The firm is long. It sells each excess allowance at the terminal
price G. The payoff of each allowance is G.
2. QC(0, T ) < ACg . The market is long in allowance. This implies that at least one
market participant is long and must sell the excess allowances which will otherwise
be worthless. Transactions take place until all buyers have just enough allowances
to cover their emissions, after which transactions can only be made at a price of 0.
Consider the allowance’s terminal payoff to firm i, where two possible scenarios may
take place:
(a) Qi(0, T ) < Ai(T ). The firm is long. It either lapses the extra allowances or sells
each at the price 0. The payoff of each allowance is 0
(b) Qi(0, T ) > Ai(T ). The firm is short. For each ton of excess emission, it buys an
allowance at the terminal price 0 for compliance. The payoff of each allowance
is 0.
Therefore,the payoff of an emission allowance is as described in Proposition 2.1. End of
proof.
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Since the payoff structure is, loosely speaking, independent3 of each firm’s own emission
process, a corollary of Proposition 2.1 directly follows.
Corollary 2.1: Consider a hypothetical market with the same settings and assump-
tions as in Proposition 2.1, the value of an emission allowance is common to all market
participants at each time point t ∈ [0, T ] and is equal to the spot allowance price at time t.
Next, to accommodate multiple compliance years, we define emission solvency and make
Assumption 2.2 as described below.
Definition 2.1: An emission market participant is defined as emission-solvent over the
trading phase [0, T ] if it remains compliant during the period [0, T − 1] without purchasing










X is (t− 1, t) ∀τ ∈ 1, 2, ...T − 1,
where Aig(t) is the allowance grant in year t to the firm, and X
i
s (t1, t2) is the number of
allowances sold by the firm in the period (t1, t2).
Assumption 2.2: All market participants remain emission-solvent over [0, T ].
Definition 2.1 follows from the intra-phase borrowing mechanism in closed phases as in
the EU ETS Phase 1, where allowances for the new year are granted before the compliance
filing date for the current year. This makes compliance easier since it is very unlikely that
the firm’s annual emission exceeds the sum of two years’ allowance quota. On the other
hand, sales of allowances usually occur only on solid expectations that such borrowing
provides sufficient room for future emissions. According to the study by Sevendson and
Vesterdal (2003)[85], large emitters are price takers in the market and the risk of having
to buy back the allowances at a much higher price forces the firms to make prudential
and conservative selling decisions. Hence, Assumption 2.2 is reasonable, under which al-
lowances are not subject to surrendering until T when it pays off.
3The term “independent” is used here to primarily emphasize that the firms’ own emission processes,
when viewed individually, are not key drivers of the allowance price. Obviously, since the aggregate
emission is the sum of individual firm-level emissions, there is inherently some dependence.
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The valuation framework is therefore extended under the two regularity assumptions to
serve a general market with N participants and multiple compliance years, where T ≥ 1:
S(T ) =
{
G QC(0, T ) > α












The spot price of the allowance at time t is given by:
S(t) = e−r(T−t)E
[
G1QC(t,T )>α−QC(0,t) | Ft
]
. (2.4)
Structural valuation models are built under the framework by specifying the aggregate
emission process. To further simplify the notation, we drop the superscript “C” that de-
note the market aggregate variable whenever the context is clear.
2.2 Allowance and futures valuation
In this section, three allowance valuation models are built under the framework based on
different specifications of the emission dynamics. The valuation expressions and related
key results are derived for allowances and allowance futures.
2.2.1 ABM emission rate model
We first present a model in which the market’s aggregate rate of emission follows an Arith-
metic Brownian Motion (ABM) with time-homogeneous drift and volatility parameters.
As we will see later on, the model yields a good fit while having the advantage of maintain-
ing analytical tractability compared to its time-inhomogeneous counterpart introduced in
Huang (2010)[55]. Let y(t) denote the emission rate described by the following diffusion
process:
dy(t) = µdt+ σdW (t), y(0) = y0, (2.5)
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where µ and σ are respectively the drift and volatility of the emission rate process, and y0
is the initial emission rate at time 0. W (t) is a standard Brownian Motion under Q for
t ∈ [0, T ]. Given the σ-field Fs, 0 ≤ s < t < T :
y(t) = y(s) + µ(t− s) + σ(W (t)−W (s)). (2.6)
That is, the emission rate is a normally distributed random variable whose support includes
negative values. This captures situations where carbon offsets are obtained or qualifying
green projects are taken at times to reduce the accumulated emission amounts, which are













− µs(t− s). (2.7)
Not surprisingly, the accumulated emission over any period is an increasing function of the
period-start emission rate. Furthermore, it can be shown that∫ t
s








where N(., .) denotes a Normal distribution with the two arguments being the mean and
standard deviation parameters respectively. Appendix A shows the proof of this result,
which leads to:








The accumulated emission also has a support including the negative portion of the real
line, which reflects the possible situations that the emission offsets exceed the emission
amounts over particular time periods. Such a feature also applies to the other two models
to be introduced later in this chapter.
Following the above results, the spot allowance price under the ABM emission rate model
is given by Proposition 2.2 below.
Proposition 2.2: Consider a closed trading phase spanning the period (0, T ) with a non-
compliance penalty of G and a total emission allowance grant of α, where Assumption 2.1
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and 2.2 apply. Assume that the aggregate emission rate y(t) follows the arithmetic Brow-
nian Motion governed by (2.5). The risk neutral price of the allowance at time t is given by:
S(t) = e−r(T−t)GΦ






where Φ(·) denotes the cumulative distribution function of a standard Normal random vari-
able and
β(t, T ) = y(t)(T − t) + 0.5µ
(
T 2 − t2
)
− µt(T − t),
α(t) = α−Q(0, t).
Proof: see Appendix B.
In reality, each company has full information on its own emission status but, at best,
only partial information on other companies’. The actual emission amounts are reported
to the national registries on an annual basis during compliance filing at the end of each
April, which is subsequently released to the public4. Therefore, although y(t) and Q(0, t)
are Ft-measurable, the information is not accessible to the general public except on the
release dates. The implication of such information incompleteness is discussed in Section
2.4. At this stage we maintain the assumption of information and market completeness.













dW (t), S(0) = S0, (2.10)
where S0 is the initial allowance price at time t = 0. The terminal condition of the process
follows the dichotomy in (2.3). The general solution to this stochastic differential equation
















4Nowadays, technology advancement has provided cost-efficient means of continuous emission monitor-
ing, which renders a high frequency emission reporting possible.
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where




Several important observations can be readily made here. First, the allowance price pro-
cess does not contain any emission parameters or variables. This desirable property is
uncommon, as shall be demonstrated in the other two structural models in this Chapter.
The only unknown parameter is the risk free rate, which can be specified exogenously. It
follows that numerical procedures can be conveniently used to perform simulation studies
of the allowance price movements without having to estimate the emission-specific param-
eters, which in turn allows us to study the behavior of more exotic allowance derivatives
and customized contracts. In addition, the process retains its natural Markovian property.
This suggests efficiency in parameter estimation and numerical simulation as well as ap-
plicability of many established methodologies. Lastly, under discrete approximations to
the stochastic integrals, a systematic algorithm can be designed to discover the emission
information from allowance prices. As expected from the defining property of a risk neutral














Next, denote by F (t, τ ′) the time-t price of an allowance futures contract to be settled at τ ′
where 0 ≤ t < τ ′ ≤ T . Assume that the market is arbitrage free and that cash is borrowed
and invested at the risk free rate. Using arbitrage-free pricing and Proposition 2.2:
F (t, τ ′) = er(τ
′−t)S(t) = e−r(T−τ
′)GΦ






where β(t, T ) and α(t) are as defined in Proposition 2.2. The corresponding futures price
dynamics is given by:














with the initial condition F (0, τ ′) = F0 and the terminal condition F (τ
′, τ ′) = S(τ ′). This
shows that the futures price is also a martingale under Q. The general solution to (2.15)
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conditioning on Fs is obtained algebraically using the results of (2.11) and (2.14), giving:
















where λ(s, t) is as defined in (2.12). These results will be used in calibrating the model to
allowance futures data.
2.2.2 Vasicek emission model
Next, we propose a structural model assuming that the accumulated emission amount
Q(t) follows a Vasicek process. The motivation for assuming mean-reverting emissions ties
to emission planning: following the release of new directives at the beginning of a trading
phase, each firm has the opportunity to budget its emission activities based on the business
forecasts, the allowance grant, and the penalty for excess emission. Thus, there exists an
emission budget for each firm over the phase, which displays a mean-reverting behavior in
the emission market. Although the empirical analysis reported in Sun (2010)[88] pointed
to some evidence of mean-reversion embedded in the Phase 1 allowance returns based on
econometric models, studies of structural mean-reversion in the current literatures are lim-
ited and do not seem to have reached clear consensus on this issue.
The Vasicek emission model specifies a time-homogeneous mean-reverting emission model.
The reversion level parameter is a constant representing a long-term target emission amount
independent of the allowance market activities. From a broader scope, this emission level
can be interpreted as the ultimate target of the emission control scheme, at which addi-
tional emissions are precisely offset by abatement activities. Numerically, it introduces
concavity in the emission amount over time, which increases at a diminishing rate during
the phase. This captures a long term feedback process that differs from the ABM model
under which the emission amount follows a generally linear trend.
Assume that the accumulated emission Q(0, t) follows a Vasicek process:
dQ(0, t) = κ(θ −Q(0, t))dt+ σdW (t), (2.17)
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with the initial condition Q(0, 0) = 0. This is an Ornstein-Uhlenceck process and it can
be easily shown that the general solution to the equation given Fs is:








Conceptually, θ represents the long-term target emission level. The parameter κ represents
a reversion rate reflecting the market participants’ adjustments to bring the aggregate
emission amount to the target. The stochastic integral term is conditionally normally
distributed with a mean of 0, where the variance term can be found using Ito’s isometry,
giving the key result:













A proof of this result is presented in Appendix E.
Following the above results, the spot allowance price under Vasicek emission is given by
Proposition 2.3 below.
Proposition 2.3: Consider a closed trading phase spanning the period (0, T ) with a non-
compliance penalty of G and a total emission allowance grants of α, where Assumption 2.1
and 2.2 apply. Assume that the aggregate emission rate Q(t) follows the Vasicek process
governed by (2.17). The risk neutral price of the allowance at time t is given by:
S(t) = e−r(T−t)GΦ







where Φ(·) denotes the cumulative distribution function of a standard Normal random vari-
able and





α(t) = α−Q(0, t).
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Proof: see Appendix F.
This result can be equivalently expressed as:
S(t) = e−r(T−t)GΦ













In fact, the equation in (2.21) is more convenient to use in practice. By differentiating















The process has the initial condition S(0) = S0 and the terminal condition specified by the
dichotomy in (2.3). A proof of this result is given by Appendix G. A closed-form general







































Unlike the case under the ABM emission rate model, the allowance price process under the
Vasicek emission model contains emission-specific parameters. This introduces complexity
to model calibration, whereby the algorithm for fitting the ABM emission rate cannot be
applied to the Vasicek emission model directly. The differences will be addressed later,
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when we discuss the model implementations and numerical results. Similar to the ABM
emission rate model, the discounted allowance price under Vasicek emission is also a mar-
tingale under Q:















Now consider the price of an allowance futures contract to be settled at τ ′, where 0 ≤ s <
t < τ ′ ≤ T . By arbitrage-free pricing and Proposition 2.3, we get:
F (t, τ ′) = er(τ−t)S(t) = e−r(T−τ
′)







where β∗(t, T ) is defined in Proposition 2.3. The futures price dynamics is given by:















with the initial condition F (0, τ ′) = F0 and the terminal condition F (τ
′, τ ′) = S(τ ′). This
shows that under Vasicek emissions, the futures price remains a martingale under Q. The
general solution to (2.28) given Fs is obtained algebraically using the results of (2.24) and
(2.27):





















where ν(s, t) is defined in (2.25). These results are useful for calibrating the model to the
allowance futures market data.
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2.2.3 Vasicek emission rate model
Finally, we present a model where the market’s aggregate rate of emission follows a Va-
sicek process with time-homogeneous drift and volatility parameters. Similar to the Vasicek
emission model, such a specification captures the feedback process induced jointly by the
ETS allowance quota and the production budget, where periods of rapid emission trigger
heavier abatement to reduce the likelihood of non-compliance, and those of slow emission
cause accelerated production toward the equilibrium level. Since adjustments taken by
a firm are directly reflected in the rate of emission as opposed to the emission amount,
the mean-reverting specification to a target emission rate is more reasonable and intuitive
compared to a long term target emission amount given a closed trading phase.
Assume that the emission rate y(t) is described by the following stochastic differential
equation:
dy(t) = κ(θ − y(t))dt+ σdW (t), y(0) = y0, (2.30)
where θ represents the target emission rate, and κ is the reversion rate reflecting the mar-
ket’s adjustments to bring the emission rate to the target. This is an Ornstein-Uhlenbeck
process with a general solution given Fs, 0 ≤ s < t < T :
































Furthermore, it is shown in Appendix I that:













Hence conditional normality of the emission amount variable is maintained under the Va-
sicek emission rate specification, making the rest of the analysis methodologically similar
18
to those for the previous two models.
Following the above results, the spot allowance price is given by Proposition 2.4 below.
Proposition 2.4: Consider a closed trading phase spanning the period (0, T ) with a non-
compliance penalty of G and a total emission allowance grants of α, where Assumption 2.1
and 2.2 apply. Assume that the aggregate emission rate y(t) follows the Vasicek process in
(2.30). The risk neutral price (and value) of the allowance at time t is given by:
S(t) = e−r(T−t)GΦ
 β(t, T )− α(t)σ
κ
√
T − t− 2
κ




where Φ(·) denotes the cumulative distribution function of a standard Normal random
variable and














α(t) = α−Q(0, t).
The proof for Proposition 2.4 is given in Appendix J.
Similar to the cases for the previous two models, y(t) and Q(0, t) are Ft-measurable but
not generally accessible to the public except at compliance release dates. Being derived in

















T − t− 2
κ




with the initial condition S(0) = S0. The terminal condition of the process follows the
dichotomy in (2.3). The solution to this stochastic differential equation is established
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Unlike the ABM emission rate model but similar to the Vasicek emission, the process un-
der the Vasicek emission rate model contains the emission parameter κ, adding complexity
to model calibrations. However, numerical efficiency is largely retained by the absence of
emission variables in the process. In addition, by examining the drift and diffusion terms
in (2.34), it is easy to see that the discounted allowance price process remains a martingale
under Q as in the previous two models presented.
Following Proposition 2.4 and arbitrage free pricing, the time-t price for an allowance
futures contract maturing at τ ′, 0 ≤ t < τ ′ ≤ T is given by.
F (t, τ ′) = Ge−r(T−τ
′)Φ
 β(t, T )− α(t)σ
κ
√
T − t− 2
κ




where β(t, T ) and α(t) are defined in Proposition 2.4. The futures price dynamics is given
by:

















T − t− 2
κ




with the initial condition F (0, τ ′) = F0 and the terminal condition F (τ
′, τ ′) = S(τ ′). Hence
the futures price under the Vasicek emission rate is also a martingale under Q. The general
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solution to (2.38) given Fs is obtained algebraically to arrive at:
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where ξ(s, t) is defined in (2.36).
2.3 Option valuation
In this section, we present the valuation results for allowance options and allowance futures
options under the three structural models specified in Section 2.2.
2.3.1 General results for allowance option valuation
Allowance options traded under the EU ETS framework and other major emission reg-
ulatory directives are European style. As discussed previously, each allowance can be
considered a binary call option over the future emission amounts. Hence, an allowance
option can be viewed as a compound option on the binary call maturing at T . Allowance
option valuation has been discussed in Carmona and Hinz (2011)[22], Huang (2010)[55],
Cetin et al.(2009)[25], and Borokov et al.(2010)[10]. We contribute to the literature by
presenting a set of key analytical results for allowance option prices under the structural
models we build. Let C(t,K, τ) and P (t,K, τ) denote respectively the time-t values of
allowance call and put options with a strike price K and maturity τ where 0 ≤ t < τ ≤ T .
The following model-free propositions are conveniently introduced.
Proposition 2.5: Consider a closed trading phase spanning the period (0, T ) with a
non-compliance penalty of G and a total emission allowance grant of α where Assump-
tion 2.1 and 2.2 apply. If the time-τ allowance price given Ft can be expressed as follows
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∀0 ≤ t < τ ≤ T :
S(τ) = Ge−r(T−τ)Φ (cX(t, τ) + ζ)
and
X(t, τ) | Ft ∼ N(µx, σx),
where c, ζ, µx, σx are Ft-measurable functions, then the time-t risk neutral price of a
European allowance call option with strike price K maturing at time τ is given by:






























and the notation Φ2(x1, x2, ρ) denotes the bivariate standard Normal distribution function
with correlation coefficient ρ evaluated at (x1, x2).
The prices for allowance futures options can be derived in a similar manner, or using
the result of Proposition 2.5 and Corollary 2.2 below. Let CF (t,K, τ, τ
′) and PF (t,K, τ, τ
′)
denote respectively the time-t prices of an allowance futures call and put option with a
strike price K and a maturity τ , written on an allowance futures to be settled at time τ ′,
0 ≤ t < τ ≤ τ ′ ≤ T . Holders of this call/put have the right (but not the obligation) to
enter the long/short position of the underlying futures contract at time τ with a settle-
ment price K. Allowance futures options are standardized and exchange-traded contracts
with higher transaction volumes than the allowance options. Payoffs are realized through
cash settlements, benefiting from and contributing to the high liquidity in the underlying
futures market. Corollary 2.2 below gives the relationship between the spot and futures
option values.
Corollary 2.2: Consider a closed trading phase spanning the period (0, T ) with a non-
compliance penalty of G and a total emission allowance grant of α where Assumption 2.1
and 2.2 apply. Then:




PF (t,K, τ, τ
′) = er(τ
′−τ)P (t,K ′, τ),
where
K ′ = Ke−r(τ
′−τ).
See Appendix N for the proof of this result.
2.3.2 Option prices under an ABM emission rate
Here we present the option valuation formula under the ABM emission rate model. For
brevity, derivations are presented for an allowance call option with strike K and maturity
















The stochastic component λ(t, τ) can be decomposed as:




= −(T − t)W (t) +X(t, τ), (2.41)
where

























X(t, τ) + ζ(t, τ)
)
, (2.44)
Given Ft, ζ(t, τ) is deterministic, while X(t, τ) is a normally distributed variable that can
be shown to follow:
X(t, τ) | Ft ∼ N (µx, σx) , (2.45)
where
µx = (T − t)W (t), (2.46)




The derivation of these results is given in Appendix O. Proposition 2.5 applies to arrive at
the time-t allowance call option price under the ABM emission rate model:
C(t,K, τ) = Ge−r(T−t)
Φ2














where ζ(t, τ), µx, σx, K


















The price of the put option under the model is found using the put-call parity relationship5:
P (t,K, τ) = C(t,K, τ)− S(t) +Ke−r(τ−t), (2.51)
5The put-call parity is built from the arbitrage-free pricing of a synthetic forward consisting of a pair
of European call and put options. It is market and model independent so that the result can be directly
applied.
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where C(t,K, τ) is the corresponding European call option price given by (2.48).
The allowance futures option value follows by applying Corollary 2.2 to (2.48). Minor



























The time-t risk neutral price of a European call option with a strike price K and a maturity
time τ ∈ (t, T ), written on an allowance futures contract to be settled at time τ ′ ∈ (τ, T ),
is given by:


















where ζ(t, τ, τ ′), µx, σx, R, x
∗, and ρ are defined in (2.53), (2.46), (2.47), (2.52), (2.54),
and (2.50) respectively. The price of the corresponding put option is derived by using the
put-call parity condition as:
PF (t,K, τ, τ
′) = CF (t,K, τ, τ
′)− F (t, τ ′)e−r(τ−t) +Ke−r(τ−t), (2.55)
As observed, under the ABM emission rate model, the values for both allowance options
and allowance futures options conveniently have closed-form expressions. Such a feature
facilitates implementation and provides tractability in real world applications such as sen-
sitivity tests, scenario analyses, and other risk management practices.
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2.3.3 Option prices under a Vasicek emission
In this section we derive the valuation formula of allowance options under the Vesicek
emission model. The same approaches and notation in Section 2.3.2 are adopted. Given









































The distribution of X(t, τ) can be found using the steps leading to (E.2) in Appendix E
by mapping the time period (s, t) in the proof to the period (t, τ) along with some simple
algebraic manipulations. This gives the result:




















































X(t, τ) + ζ(t, τ)
)
. (2.62)
Given Ft, ζ(t, τ) is deterministic while X(t, τ) follows a normal distribution as shown in
(2.59). Proposition 2.5 hence applies to arrive at the time-t allowance call option price
under the Vasicek emission model:

















where ζ(t, τ), σx, and K
∗ are defined in (2.61), (2.60), and Proposition 2.5 respectively,
x∗ =
(


















The risk neutral price of the put option under the model is found using the put-call parity
relationship in (2.51), where the expression for C(t,K, τ) follows (2.63). The allowance
futures option value follows by applying Corollary 2.2 to (2.63). Modifications to the
deterministic quantities are made to simplify the result. Let:
















































The time-t risk neutral price of a European call option with a strike price K and a maturity
time τ ∈ (t, T ), written on an allowance futures contract to be settled at time τ ′ ∈ (τ, T ),
is given by:



















where ζ(t, τ, τ ′), σx, R, x
∗, and ρ are defined in (2.66), (2.60), (2.52), (2.67), and (2.65) re-
spectively. The value of the corresponding allowance futures put option is derived through
put-call parity in (2.55), where the expression for CF (t,K, τ, τ
′) follows (2.68).
Therefore, similar to those under the ABM emission rate model, the values for allowance
options and allowance futures options under the Vasicek emission model also have closed-
form expressions, facilitating the implementation of the results for various actuarial and
financial applications.
2.3.4 Option prices under a Vasicek emission rate
The option valuation formula under the Vasicek emission rate model is derived following
the same logics as the ones used for the previous two models in Sections (2.3.2) and (2.3.3).
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The expression for the time-τ allowance price in (2.69) is already in the form required to
apply Proposition 2.5. To simplify the notation, define:
ζ(t, τ) =
√
T − t− 2
κ
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T − τ − 2
κ




(2.69) can then be written as:
S(τ) = Ge−r(T−τ)Φ (c(t, τ)ξ(t, τ) + ζ(t, τ)) . (2.73)
Clearly, given Ft, both c(τ) and ζ(t, τ) are deterministic, while ξ(t, τ) is a random variable
whose distribution is found by using the steps to prove (2.33) in I with trivial adjustments
to the integrating time interval. More specifically, it is shown that:




τ − t− 2e
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κ




Proposition 2.5 therefore applies to arrive at the time-t allowance option price under the
Vasicek emission rate model:

















where ζ(t, τ), c(τ), σx, and K












The risk neutral price of the put option under the model is found using the put-call parity
relationship in (2.51), where C(t,K, τ) follows (2.76). In addition, observe that the option
price expression is much more complex than that under the Vasicek emission model in the
previous section. This is a natural result of having a Vasicek emission rate specification,
which leads to an emission amount that follows an Integrated Ornstein-Uhlenbeck process
in (2.32).
The allowance futures option value follows by applying Corollary 2.2 to (2.76). Modi-
fications to the deterministic quantities are made to simplify the result. Define:
ζ(t, τ, τ ′) =
√
T − t− 2
κ
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κ






Φ−1(R)− ζ(t, τ, τ ′)
c(τ)
. (2.80)
The time-t risk neutral price of a European call option with a strike price K and a maturity
time τ ∈ (t, T ), written on an allowance futures contract to be settled at time τ ′ ∈ (τ, T ),
is given by:



















where ζ(t, τ, τ ′), c(τ), σx, R, x
∗, and ρ are defined in (2.79), (2.72), (2.75), (2.52), (2.80)
and (2.78) respectively. The value of the corresponding allowance futures put option is
derived through the put-call parity relationship given in (2.55) with CF (t,K, τ, τ
′) defined
by (2.81).
Similar to the previous two models, the values for allowance options and allowance fu-
tures options under the Vasicek emission rate model have closed-form expressions for the
ease of implementations. Numerical implementations and applications of the models will
be demonstrated in Section 2.5, where model reliability and fitness will be analyzed.
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2.4 Market and information completeness
Market completeness is an ideal property that sets the basis of most derivative valuation
models, including the classic Black-Scholes option valuation framework. In fact, the strict
definition of market completeness requires that every derivative has a replicating portfo-
lio (or equivalently, all risks are hedgeable), which can rarely (if possible at all) be met
in practice. There is a volume of studies presenting empirical evidence of stock market
incompleteness as well as solutions to stock option valuation and hedging under incom-
plete markets, such as Davis (1997)[33], Bellamy and M. Jeanblanc (2000)[5], and Carr
et al. (2001)[23]. These findings, however, cannot be easily carried over to emission al-
lowance valuation under a closed trading phase where structural models are necessary.
Existing literature on allowance valuation provides limited discussion on market complete-
ness. Instead, market completeness remains an unvalidated assumption underlying most
of the frameworks where risk neutral valuations are applied. Two recent pioneering studies
on incomplete-market models for allowance valuation are Cetin and Verschure (2008)[25]
and Mnif (2012)[75]. In the former study, the allowance price is assumed to follow a
continuous-time regime-switching model, where the Markov process is driven by a binary
variable representing the market’s net emission position (e.g. short or long in allowances).
In the latter study, the allowance price dynamics are captured using binomial trees and
other diffusion processes. Both approaches adopt reduced-form models. We contribute
to this area by providing insights into information and market incompleteness under the
context of the structural models presented, supplemented with empirical evidence.
To identify the possible sources of market incompleteness, notice that unlike the stock
market where many exotic derivatives are actively traded, the allowance market consists of
only fours major segments: the spot allowance market, the allowance futures market, the
allowance option market, and the allowance futures option market. While the allowance
option market was traded mostly over-the-counter (OTC), the other three are exchange-
traded and carry sufficient liquidity for information diffusion and hedging purposes. The
option contracts are standardized European style options that can be easily hedged using
allowance futures. Hence, aside from transaction frictions, the unheadgeable portion of
the risk (and hence market incompleteness) must be based on any price discontinuities or
stochastic volatilities. Figure 2.1 below shows the price of December 2007 EUA futures
during Phase 1. Indeed, there is a markedly downward price jump at the end of April 2006
from e31 to e14 within 3 trading days, accompanied by a partial recovery around early
May of the year. Such a discrete movement clearly falls beyond random motions under
diffusion. However, the market’s aggregate emission is usually well captured by diffusion
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processes where significant jumps are rare, since large emitters are mostly stationary in-
stallations in the energy and utility industries that are heavily regulated by operational
standards. Discontinuous emission patterns caused by the few small emitters will also
likely offset when aggregated at the market level.
It is then reasonable to claim that an allowance price jump is caused by a market fac-
tor instead of a structural force from the emission process. In fact, such a phenomenon is
purely driven by information incompleteness. Since the true emission information is not
known to the public until each compliance filing, for the majority of the trading phase,
the values of y(t) and Q(0, t) are estimated by the market participants based on their own
experiences and historical allowance prices. Hence, strictly speaking, the emission variables
y(t) and Q(0, t) in the models presented in this chapter are replaced by their corresponding
market estimates ŷ(t) and Q̂(0, t) in practice. A public announcement of the true aggregate
emission status results in a correction of these estimates, which are in turn reflected in the
allowance price. The price jump at the end of April 2006 is not a coincidence: all EU
region compliance filings are completed in April, after which the verified emission informa-
tion is made available to the public. It is an example of an instantaneous price reaction
to information release, where knowledge of the market having a generously long position
in allowances drove down the allowance futures price significantly as shown in figure 2.1
below.
Figure 2.1: Price of December 2007 EUA futures during Phase 1
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In addition, notice that reactive price jumps occur only when the released information
differs from market expectations. As shown in Figure 2.1, no observable price jump takes
place following the April 2007 release as it simply confirms the market’s knowledge of an
allowance surplus initially conveyed by the April 2006 release. The plummeted price drifts
steadily toward zero after the April 2007 information release confirming the inherited al-
lowance surplus status.
Finally, the emission information released annually is a snapshot of the market partici-
pants’ verified emissions amounts and hence does not reveal the market’s emission paths.
The lack of data describing the actual aggregate emission dynamics (e.g. the realized values
of y(t) and Q(0, t)) on an ex-ante as well as ex-post basis is a critical barrier to model cal-
ibration. This represents another fundamental difference between the emission allowance
market under a closed trading phase and the stock market for which reduced-form models
carry risk neutral parameters that can be easily calibrated to the quoted prices in the spot,
futures, and options markets. Such an obstacle is expected to be encountered if we pair
these two markets and contrast their tiers as contingent claims. Recall that an allowance
is essentially an option on the future emission amounts while a stock is often viewed as
a fundamental asset. Hence, a calibration to the model allowance price, say for exam-
ple, in Proposition 2.2, is analogous to an attempt to calibrate a stock option valuation
model to market option prices without having an access to the underlying stock price data.
Therefore, strictly speaking, the allowance market in EU ETS Phase 1 is incomplete due
to information incompleteness. While such findings inevitably heighten skepticism on the
scope of application of the valuation framework, they should be viewed under current and
prospective standards of emission trading. Since the end of EU ETS Phase 1 in 2007,
there have been rapid technology advancements facilitating reliable and frequent emission
monitoring6, accompanied by proposals of closer audit schedules and stricter supervisory
standards by the EU ETS directive board. Emerging emission control schemes are also
being developed globally, for which the initial trading phases will most likely be closed to
facilitate the optimization of regulatory parameters. Therefore, a closed-phase allowance
market with a more optimal information reporting can be expected, under which the models
can be confidently applied as presented for an allowance valuation purpose. The applica-
tions of the framework under the current scheme are discussed next.
6The leading technology in this aspect is Stack Monitoring, which allows for a high-frequency collection
and reporting of emission data. The detailed functionality of such a technology is, unfortunately, beyond
the scope of this thesis.
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2.5 Applications and numerical results
In this section, we discuss the applications of the closed phase allowance valuation frame-
work and models presented in this chapter, followed by numerical demonstrations.
2.5.1 Model applications
Despite the critical implications of information incompleteness, the models presented in
Sections 2.2 to 2.4 remain useful in practice. Before proceeding further, we summarize the
key characteristics of the three models summarized in Table 2.1 below, where the headings
“ABM-ER”, “Vas-E” and “Vas-ER” represent the ABM emission rate, Vasicek emission,
and Vasicek emission rate models respectively.
Criteria\Models ABM-ER Vas-E Vas-ER
Closed-form allowance price expression Yes Yes Yes
Closed-form option price expression Yes Yes Yes
Price process contains emission variables No No No
Price process contains emission parameters No Yes Yes
Table 2.1: Summary of model characteristics
Since all three models are associated with closed-form allowance price expressions while
the corresponding price processes do not contain emission variables, they can be well
implemented to serve the following two applications:
1. Deriving aggregate emission information from market prices
2. Performing simulation studies on allowance price with calibrated parameters
We shall demonstrate the derivation of emission information from market prices. Emission
information contained in the market prices are valuable inputs for market participants in
their forecasts of future allowance positions and adjustments in emission budgets. By es-
tablishing estimates of the market’s status and trend of emission, firms can make informed
decisions that strike an optimal balance among production, emission abatement, and al-
lowance acquisitions. Numerically, the derivation of emission information is equivalent to
a model calibration practice as the parameters are estimated at the same time. Hence,
the implementation for this application may be a prerequisite for simulation studies that
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require the fitted parameters. At the same time, the underlying logic is consistent with
the approach of working under an incomplete market as suggested by Kilander (2007)[64],
where the issue of selecting the proper risk neutral measure (no longer unique under the
incomplete market) for pricing is circumvented by directly specifying the risk neutral emis-
sion process that is assumed to reproduce the market prices. The corresponding Q measure
is defined by the market and substantiated via the calibration process. Despite the com-
plex implications of market incompleteness, the presented models are well-suited for such
an application of information discovery in practice.
Three major considerations must be noted for this application. First, as a natural con-
sequence of information incompleteness, the emission information carries the same degree
of freedom as the data points, and hence some overfitting is inevitable. Caveats are made
here so that the readers should be cautious when applying the proposed algorithms while
acknowledging such limitations. Second, the derivation of information requires a prior se-
lection of the emission model from those presented in this chapter, which is a subjective
input. Our numerical analysis next should provide some insights into model reliability
and fitness, which shall facilitate this decision making. Finally, the derived information at
points of allowance price jumps are unreliable, since the price jumps usually translate to
cascades in emission variables that are unlikely to occur in reality. Fortunately, jumps are
caused by information incompleteness that manifest annually upon the releases of compli-
ance data. This makes the issue self-resolving and leads to very few unreliable points in
the derived emission information.
On the other hand, simulation studies under the risk neutral scenarios can be generally
used for valuation of exotic allowance derivatives, where the numerical implementation in-
volves discretizing the calibrated allowance price processes from the selected model. This
is most easily done for the ABM emission rate model, under which the price process does
not contain any emission parameters to estimate. We will not demonstrate this application
due to the lack of data to formulate the context.
The implementation algorithms and numerical studies for our proposed application consti-
tute a major contribution of our research to the literature. To the best of our knowledge,
most studies in the existing literature do not make much effort in calibrating an allowance
valuation model to actual price data. Instead, it is often replaced by illustrative simula-
tions with subjectively specified parameters. Moreover, almost no numerical studies are
conducted using real ETS data for structural models. The results presented in this chapter
represent not only an important step forward in filling this gap, but also provide useful
insights in the choice of emission models and exemplify the implementation of structural
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models that are easily applicable in many platforms.
2.5.2 Data and methodology
The data used in the implementation of the presented models for an emission information
derivation consists of the EU ETS Phase 1 daily closing prices for three different allowance
futures contracts with maturities in the December of 2005, 2006, and 2007 respectively7.
For ease of references, these futures are labeled as EUA 2005, EUA 2006, and EUA 2007
respectively. The data are retrieved from the online database of European Environmental
Agency. Aside from the high liquidity in the futures market, the allowance futures prices
are used in place of allowance prices due to the scarcity of reliable records for the spot
market. Summary statistics of the price data are provided in table 2.2.
Statistic/Futures EUA 2005 EUA 2006 EUA 2007
Number of points 237 494 749
Mean 17.89 18.36 12.74
Median 19.77 18.12 14.07
Min 6.68 6.75 0.03
Max 29.10 30.50 31.58
Std. Dev. 6.13 6.20 9.86
Table 2.2: Summary statistics of the Phase 1 EUA futures price data
Observe that EUA 2007 has a lower mean and median but a higher standard deviation in
closing price. These are largely caused by two factors: the downward price shock in late
April 2006 from the information release of the allowance surplus, and the price converging
to zero toward the phase end following a confirmation of the continued surplus status in
the April 2007 release. In contrast, the EUA 2005 matures in December 2015 and hence
its price is not affected by either of the information announcements.
While the algorithms for the derivation of the emission information (and hence the cali-
bration of model parameters) differ among the three models as detailed in Sections 2.6.3
7The respective settlements dates for these contracts are 2005/12/01, 2006/12/01, and 2007/12/03.
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to 2.6.6 that follow, the common steps below are intended to initialize the implementation
of this application:
1. Specify the values of the exogenous variables and the risk free rate using the prevailing
economic information for the trading phase.
2. Partition the trading phase into daily intervals following the trading day schedule.
3. Choose the estimation set of data. Without loss of generality, denote the number of
data points chosen for the three futures contracts (from longest to shorted maturity)
by n1, n2, and n3, where n1 > n2 > n3 by construction.
Following the Phase 1 directives, the penalty level G is e40 per excess ton of emission,
while the total allowance grant over the three years, α, is 6321 million (tons)[1]. These are
universal parameters that apply to all structural models for allowance valuation. The risk
free rate parameter r is set to 2%, which is approximately the average European Union
Central Bank deposit rate over the three-year period[4]. Such an exogenous input from
economic information often performs better as the sample-estimated rate is vulnerable to
bias sources, particularly in this case, where the data are unsmoothed market quotes. We
also ignore the term structure of interest rates and assume its differential effects across
maturities offsets each other overall.
We partition the entire trading phase (0, 3) into daily intervals corresponding to the trading
days in the data records. There are 256 days in 2005, 255 days in 2006, and 2007 respec-
tively. Hence, with a total number of points N = 766, we obtain the timeline partition (in
units of years) below:























To provide a comprehensive analysis of the results, all price data are used in the deriva-
tion of emission information (and hence the calibration of model parameters). Therefore,
n1 = 766, n2 = 494, and n3 = 237 in this instance. In practice, the choice of the estimation
set should be based on the availability and quality of data, where points of information
releases should be ideally avoided.
By substituting in the derived information and the parameter estimates, the fitted al-
lowance prices are calculated and compared to the actual prices, upon which the mean
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absolute percentage errors are calculated. This is an in-sample test that assesses the reli-
ability of the derived emission rates and amounts. To assess the accuracy of the derived
emission information, the actual emission amount for each of the Phase 1 years is retrieved
from the database of the European Environmental Agency (EEA) [1]. An out-of-sample
test is subsequently conducted by comparing the derived emission amounts to these actual
values, which play no role in the model calibration process. The percentage discrepancies
are calculated. Both tests are performed for each of the models, where conclusions are
made based on a comparison of the results.
Finally, we will demonstrate an allowance option valuation by showing the model prices
of representative allowance futures call options with a series of strike prices on a chosen
valuation date. Unfortunately, due to the lack of market option data, we are unable to
comparatively assess the fitness of the models for an option valuation purpose.
2.5.3 Deriving emission information under the ABM emission
rate model
This section presents the derivation of emission information from market prices under the
ABM emission rate model. The proposed algorithm presented applies under the assump-
tion that the market’s aggregate emission rate follows the ABM process described in Section
2.2.1. As the derivation of emission information and model calibration occur simultane-
ously, the parameter estimates are also presented. The data used for the implementation
consists of the historical EU ETS Phase 1 futures prices described previously in Section
2.6.2.
Assume that one day is a sufficiently small time differential for all approximations in this
section to hold with a reasonable degree of accuracy. Let FM(t, τ ′) denotes the observed
time-t market price of an allowance future contract maturing at time τ . In addition, denote
the futures contracts’ maturity times for EUA 2005, EUA 2006, and EUA 2007 respec-




1. From the data records, we have (in units of years): τ
′
3 = 0.9219,
τ ′2 = 1.9294, and τ
′
1 = 2.9294. (2.16) can be discretized under the partition T assuming
that the following approximation holds:∫ tk
tk−1
W (s)ds ≈ 1
2
(W (tk−1) +W (tk)) ∆tk, ∀k ∈ {1, 2, ...N} , (2.82)
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where
∆tk = tk − tk−1.




















W (tj)(∆tj + ∆tj+1). (2.83)
For notational convenience, these approximations are written as equations. Thus, (2.16) is
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under the initial condition W (0) = 0.
This recursive result allows us to find the Brownian motion values fitted to the market
data under the model, which we denote as Ŵ (t). The calculation requires replacing the
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Once the fitted Brownian motion values are obtained, by (2.6) to (2.8) and (2.83), the
emission variables can be expressed as linear functions of the emission parameters:
ˆy(tk) = y0 + µtk + σ ˆW (tk) (2.88)








ˆW (tj)(∆tj + ∆tj+1)
)
(2.89)
Therefore, after the initialization steps described in Section 2.6.2, the derivation of the
emission information follows the algorithm below:
1. Using the selected EUA 2007 data, obtain the fitted Brownian motion values Ŵ (tk)
∀k ∈ {1, 2, ...n1} following (2.86).
2. Specify a prior parameter space containing plausible values for the unknown pa-
rameters y0, µ, and σ. This may be based on historical experience and knowledge
of the aggregate emission process. Add all non-trivial conditions specified to the
optimization problem in the next step as additional constraints.
3. Search for the optimal parameter set that minimizes the Mean Absolute Percentage
Error (MAPE) between the actual prices and model prices. More formally, the
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 , i ∈ {1, 2, 3}
β(tk, T ) =
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y0 + µtk + σ ˆW (tk)
)
(T − tk) + 0.5µ(T 2 − tk2)− µtk(T − tk),













4. Calculate the emission values ŷ(tk) and Q̂(0, tk) using Equations (2.88) and (2.89)
for k ∈ {1, 2, ...n1}, where the parameters are replaced by their respective estimates
in the previous step.
The complexity of the objective function and constraints in the underlying optimization
problem may render many optimization algorithms inefficient, particularly when compet-
ing local minima are present. In this demonstration, parameter estimates are calculated by
performing a global pattern search that guarantees a reasonably accurate solution within
a specified plausible parameter space. The performance of particular optimization algo-
rithms on the given allowance futures data set is beyond the scope of our research. The





Table 2.3: Parameter estimates of the ABM emission rate model
The initial emission rate estimate is 1990.90, which is below one-third of the aggregate al-
lowance grant for the three-year trading phase, reflecting a relatively conservative market
level emission budget. The volatility estimate is 54.27 million tons/year of CO2 equiva-
lence, which is a comparatively low value. Hence we expect the derived emission rate to
display moderate variations while the cumulative emission increases at a stable rate over
time. Figures 2.2 and 2.3 show the derived information from the market prices.
Several key points can be drawn from the observation. First, as emphasized in Section
2.6.1, the derived emission information at price jump points are not reliable values. Al-
though the price plummet in April 2006 is due to the market’s reaction to the public
information release of an unanticipated allowance surplus, the algorithm is given no input
of this exogenous event and interprets the price driver as a structural downward shock in
the emission process, leading to the valley observed in ŷ(t) for the end of April in Figure
2.2. This crucial shortcoming of the model and algorithm is in fact common when deriv-
ing information parametrically at points where exogenous forces apply. In addition, ŷ(t)
increases starting early 2007, which corresponds to a period of decreasing allowance (fu-
tures) prices. This interesting phenomenon may be interpreted as a proxy to the market’s
accelerated response to the confirmed allowance surplus status toward the end of the trad-
ing phase, where the firms are incentivized to raise daily emissions (through an increased
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production or reduced abatements) following a decrease in allowance prices. Finally, the
derived accumulated emission Q̂(t) rises steadily over time. This is consistent with our pre-
vious expectation and resonates with the argument that individual emission noises have
an immaterial effect at the aggregate level.
Figure 2.2: ABM emission rate model: derived emission rate ŷ(t)
2.5.4 Deriving emission information under the Vasicek emission
model
This section demonstrates the derivation of emission information from market prices under
the Vasicek emission model. The proposed algorithm applies under the assumption that
the market’s aggregate emission follows the Vasicek process described in Section 2.2.2.
Unfortunately, the algorithm in the previous section for deriving the emission information
under the ABM model can not be carried over for an application in this new context. This
is because (2.29), the counterpart to (2.16), contains the emission parameters, thus pre-
venting the calculation of the fitted Brownian motion values directly from the price data.
Therefore, a few important modifications must be made to the algorithm.
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Figure 2.3: ABM emission rate model: derived emission amount Q̂(0, t)
Assume that one day is a sufficiently small time differential for all approximations in
this section to hold with a reasonable degree of accuracy. The same set of notations in
the previous section are used: FM(t, τ) denotes the observed time-t market price of an




1 denote respectively the set-
tlement times (in units of years) for the EUA 2005, EUA 2006, and EUA 2007 contracts,
where τ ′3 = 0.9219, τ
′
2 = 1.9294, and τ
′
1 = 2.9294 based on the data. We adopt the following
approximations ∀k ∈ {0, 1, 2, ...N}:
dF (tk, τ
′) = ∆F (tk, τ
′) ≈ F (tk+1, τ ′)− F (tk, τ ′), (2.90)
dW (tk) ≈ ∆W (tk) = W (tk+1)−W (tk), (2.91)∫ tk+1
tk
f(s)dW (s) ≈ f(tk) + f(tk+1)
2
(W (tk+1)−W (tk)), (2.92)
where f(t) can be any continuous deterministic function. For notational convenience, these
approximations are treated as if they were equations for the rest of the discussion. (2.28)









r(T−τ ′)+0.5Φ−1(F (tk,τ ′)er(T−τ ′)
G
)2
= ∆W (tk). (2.93)
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The reversion rate parameter κ is estimated by matching the first moments of both sides
of (2.93) by using the market futures price data. More specifically, it involves finding the

















′) is given in (2.90) with the model prices being replaced by market values.























The expression for the derived emission amount Q̂(0, t) is found by discretizing (2.32) and
substituting into the result all of the estimates obtained in the previous steps:






This leaves two parameters to be estimated, namely θ and σ. Therefore, after the initial-
ization steps described in Section 2.6.2, the emission information is captured by following
the algorithm below:
1. Using the selected EUA 2007 data, obtain the reversion rate parameter estimate κ̂
and fitted Brownian motion values Ŵ (tk) ∀k ∈ {1, 2, ...n1} respectively following the
moment-matching method described above for (2.94) and the result of (2.95).
2. Specify a prior parameter space containing plausible values for the remaining pa-
rameters θ and σ. This may be based on historical experience and knowledge of the
aggregate emission process. Add all non-trivial conditions specified to the optimiza-
tion problem in the next step as additional constraints.
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3. Search for the optimal values of θ and σ that minimizes the MAPE between the
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β(tk, T ) =
(













4. Calculate the derived emission amount Q̂(0, tk) for k ∈ {1, 2, ...n1} using (2.97),
where the parameters are replaced by their respective estimates.
The optimization problem in step 3 contains more complex, non-linear constraints than
that under the ABM emission rate model presented previously. In addition, κ̂ in step 1
is usually solved for numerically in practice, whose precision has a material impact on
the results of the subsequent steps. Therefore, to guarantee a reasonably accurate solution
within a specified plausible parameter space, all parameter estimates in this demonstration
are calculated by performing a multi-start pattern search. The performance of particular
optimization algorithms on the given allowance futures data set is beyond the scope of our





Table 2.4: Parameter estimates of the Vasicek emission model
The reversion rate estimate is around 0.5, representing a relatively slow reversion to the
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long term static emission level, which is estimated to be 7968 million tons. The volatility
estimate is 142.98 million tons per year, implying moderate fluctuations in the emission
amount over time. Hence, by construct, it can be expected that the derived accumulated
emission under the calibrated model follows an increasing and concave curve over the trad-
ing period. Figure 2.4 shows the fitted Q(0, t) values throughout the period, which confirms
such an expectation.
Two other important observations can also be made from Figure 2.4, which are consistent
with the key points concluded in the previous section from the derived emission informa-
tion under the ABM emission rate model. First, the downward price jump at the end of
April 2006 is again translated into a structural drop in the underlying emission amount,
signaling the unreliability of the derived emission values at information release points where
markets may be incomplete. Secondly, the derived emission amount grows at a very slow
rate through the trading period but displayed some rapid increase at the very end of the
phase. This is a similar phenomenon as in the ŷ(t) plot in Figure 2.2 and may also be
interpreted as a proxy to the market’s accelerated response to the confirmed allowance
surplus status toward the end of the trading phase.
Figure 2.4: Vasicek emission model: derived emission amount Q̂(0, t)
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2.5.5 Deriving emission information under the Vasicek emission
rate model
This section demonstrates the derivation of emission information from market prices under
the Vasicek emission rate model. The proposed algorithm applies under the assumption
that the market’s aggregate emission rate follows the Vasicek process described in Section
2.2.3. From an implementation perspective, similar to its counterpart under the Vasicek
emission model, the futures price expression in (2.37) contains the emissions parameters,
preventing the calculation of the fitted Brownian motion values directly from price data,
while the futures price dynamics in (2.38) contains only one unknown parameter κ. There-
fore, the algorithm for deriving the emission information under the Vasicek emission rate
model is methodically the same as that under the Vasicek emission model.
Assume that one day is a sufficiently small time differential for all approximations to
hold with a reasonable degree of accuracy. The same set of notations in the previous sec-
tions are used: FM(t, τ ′) denotes the observed time-t market price of an allowance future




1 denote respectively the settlement times (in
units of years) for the EUA 2005, EUA 2006, and EUA 2007 contracts, where τ ′3 = 0.9219,
τ ′2 = 1.9294, and τ
′
1 = 2.9294 based on the data. Adopt the same approximations given by
(2.90) to (2.92). For notational convenience, these approximations are treated as if they
were equations for the rest of the discussion. (2.38) is hence discretized and rearranged so
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G
)2) = ∆W (tk). (2.98)
The reversion rate parameter κ is estimated by matching the first moments of both sides
of (2.98) using the market futures price data. More specifically, it involves finding the best
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where ∆FM(tk, τ
′) is given in (2.90) with the model prices being replaced by market values.
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The expressions for the derived emission rate ŷ(t) and amount Q̂(0, t) are found by dis-
cretizing (2.31) and (2.32) respectively, and substituting into the results all of the estimates
obtained in the previous steps:
ŷ(tk) = y0e






























This leaves three parameters to be estimated, namely y0, θ and σ. Therefore, after the
initialization steps described in Section 2.6.2, derivation of the emission information follows
the algorithm below:
1. Using the selected EUA 2007 data, obtain the reversion rate parameter estimate κ̂
and fitted Brownian motion values Ŵ (tk) ∀k ∈ {1, 2, ...n1} respectively following the
moment-matching method described above for (2.98) and the result of (2.99).
2. Specify a prior parameter space containing plausible values for the remaining pa-
rameters θ and σ. This may be based on historical experience and knowledge of the
aggregate emission process. Add all non-trivial conditions specified to the optimiza-
tion problem in the next step as additional constraints.
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3. Search for the optimal values of θ and σ that minimizes the MAPE between the
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4. Calculate the derived emission rate ŷ(tk) and amount Q̂(0, tk) for k ∈ {1, 2, ...n1}
using (2.102) and (2.103), where the parameters are replaced by their respective
estimates.
The optimization problem in step 3 is non-linear and more complicated than the ones in the
algorithms for the ABM emission rate and Vasicek emission models introduced previously.
This may contribute to a larger in-sample discrepancy, as presented in the next section.
To guarantee a reasonably accurate solution within a specified plausible parameter space,
all parameter estimates in this demonstration are calculated by performing a multi-start
pattern search. The performance of particular optimization algorithms on the given al-
lowance futures data set is beyond the scope of our research. The results are summarized
in Table 2.5.
The reversion rate estimate is around 1.31, which represents relatively rapid reversions to







Table 2.5: Parameter estimates of the Vasicek emission model
which is a reasonable budget that is slightly less than one-third of the total emission grant.
The volatility estimate is over four times that from the ABM emission rate model. By such
a construct, it is expected that ŷ(t) exhibits comparatively frequent fluctuations around
the target without clearly identifiable trends. Figures 2.5 and 2.6 show the fitted emission
values throughout the period, which confirms our expectation.
Figure 2.5: Vasicek emission model: implied emission amount ŷ(t)
Consistent with the findings for the other two models, the downward price jump at the end
of April 2006 is translated into a markedly structural drop in the underlying emission rate,
exemplifying again the unreliability of the derived emission values at information release
points. The magnitude of the drop is also much larger than that observed under ABM
emission rate. In addition, ŷ(t) experiences a sharp increase at the end of the trading
phase. Though this may be again interpreted as the market’s response to the confirmed
allowance surplus as for the result under ABM emission rate, the increase is much more
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Figure 2.6: Vasicek emission model: implied emission amount ŷ(t)
rapid. Therefore, compared to the others, structural changes in the price data translate
to more pronounced shifts in the derived emission information under the Vasicek emission
rate model.
2.5.6 Comparative analysis
Both in-sample and out-of-sample tests are conducted to compare the three models in
their fitness for the demonstrated application of deriving emission information from mar-
ket data. The in-sample test is conducted by examining the fitness of model prices against
the actual using the implementations in Sections 2.5.3 to 2.5.5. The result of this analysis
should provide an assessment of the reliability of the derived emission rates and amounts
from the models.
Figures 2.7 and 2.8 present the fitting results for EUA 2005 and EUA 2006 under the
implementation of the ABM emission rate model. For EUA 2007, there are no graphically
observable differences between the actual and model prices and hence a plot is not pre-
sented here. We observe that the actual price movements are extremely closely tracked
by the model price series. Numerically, the Mean Absolute Percentage Errors (MAPE)
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between the actual and model prices is 0.87% and the corresponding Mean Square Errors
(MSE) is 0.08. Although being shadowed by the inevitable overfitting effect mentioned
previously in our discussion for model implementations, these appealing results are indica-
tive of a high reliability of the derived emission information.
Figure 2.7: ABM emission rate model: actual vs. fitted prices for EUA 2005 futures
Figures 2.9 to 2.11 present the fitting results for the three allowance futures under the
implementation of the Vasicek emission model. The actual price movements are reason-
ably well tracked by the model price series. Numerically, the MAPE between the actual
and model prices is 9.84% and the corresponding MSE is 0.13. Both discrepancy metrics
are substantially higher than those for the ABM emission rate model, indicating inferior
reliability of the derived emission values.
Figures 2.12 to 2.14 present the fitting result for the three allowance futures under the im-
plementation of the Vasicek emission rate model. Unlike the observations for the previous
two models, the graphs show noticeable differences between the actual and model prices,
which are particularly pronounced for EUA 2006 and EUA 2007 after the April 2006 price
drop. Numerically, the MAPE between the actual and model prices is 16.23% and the
corresponding MSE is 0.43. These large discrepancy metrics well exceed the ones under
the previous two models and can be mostly attributed to the fitting errors after April.
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Figure 2.8: ABM emission rate model: actual vs. fitted prices for EUA 2006 futures
Figure 2.9: Vasicek emission model: actual vs. fitted prices for EUA 2005 futures
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Figure 2.10: Vasicek emission model: actual vs. fitted prices for EUA 2006 futures
Figure 2.11: Vasicek emission model: actual vs. fitted prices for EUA 2007 futures
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Without a robust method of validation, such a phenomenon may be caused by an undue
influence of the price jump on the numerically derived emission information and parameter
estimates under the complex structural specification of a mean-reverting emission rate.
Nevertheless, the derived emission information is likely to be least reliable based on these
results.
Figure 2.12: Vasicek emission rate model: actual vs. fitted prices for EUA 2005 futures
The out-of-sample test is conducted to assess the accuracy of the derived emission infor-
mation under the proposed implementations. As described in the Data and Methodology
section, this is performed by comparing the emission amounts derived from the demon-
strated implementations in Section 2.5.3 to 2.5.5 with the actual reported values. Results
are summarized in Table 2.6 for year-over-year emissions and Table 2.7 for accumulated
emissions. All values are in million tons of carbon dioxide equivalent emissions. Notice that
the emission reporting mechanism leads to only three annual data points for this analysis,
which are used in an effort to provide a more comprehensive understanding of the models
presented.
The derived emission amounts under the ABM emission rate model are closest to the actual
values on both an annual and cumulative basis, which supplements the findings from the
in-sample test. Hence, we tentatively conclude that the ABM emission rate model leads
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Figure 2.13: Vasicek emission rate model: actual vs. fitted prices for EUA 2006 futures
Figure 2.14: Vasicek emission rate model: actual vs. fitted prices for EUA 2007 futures
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ABM-ER Vas-E Vas-ER
Year Actual Fitted Error Fitted Error Fitted Error
2005 2014.08 2054.54 2.01% 3584.45 77.97% 2218.97 10.17%
2006 2035.79 2104.71 3.39% 1557.94 -23.47% 2051.84 0.79%
2007 2164.73 1999.26 -7.64% 1093.30 -49.49% 1713.08 -20.86%
Table 2.6: Actual vs. derived annual emission amounts
ABM-ER Vas-E Vas-ER
Year Actual Fitted Error Fitted Error Fitted Error
2005 2014.08 2054.54 2.01% 3498.20 73.69% 2218.97 10.17%
2006 4049.87 4159.26 2.70% 5056.15 24.85% 4270.81 5.46%
2007 6214.60 6158.51 -0.90% 6149.45 -1.05% 5983.89 -3.71%
Table 2.7: Actual vs. derived accumulated emission amounts
to the most reliable and accurate derived emission information upon implementation using
the algorithm in Section 2.5.3. Interestingly, the Vasicek emission rate model substantially
outperforms the Vasicek emission model here despite its inferior result from the in-sample
test. This is likely to be caused by a structural imposition of the mean-reverting emission
amount process under the Vasicek emission model, as evidenced by having an unreasonably
large positive error in annual emissions for 2005, followed by substantial negative errors in
2006 and 2007. It also implies that the prior belief in the Vasicek emission model may not
be fully justifiable.
Deriving emission information from market data is one application of the models pre-
sented in this chapter under the imperfect real world setting. As discussed in Section
2.5.1, when the algorithms are applied in practice at a time point of the trading phase, the
parameter estimates obtained can be used to perform simulation studies, which may be
used for valuation and risk-management of more complex or customarily-structured emis-
sion derivatives that do not carry active market quotes. Finally, we remind the readers
that the implementations of the models for the demonstrated application are subject to
the caveats identified in Section 2.5.2. as well as the specification of a plausible parameter
space a priori.
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2.5.7 Option valuation results
Due to the lack of actual option price data for EU ETS Phase 1, we demonstrate option
valuation under the three models using a representative call on the EUA 2006 allowance
futures. December 1, 2005 is arbitrarily chosen as the valuation date, where the corre-
sponding EUA futures price is e20.35. The option’s expiry date is set to October 17, 2006.
Using the parameter estimates obtained in Sections 2.5.3 to 2.5.5, the model prices of the
option under different strikes are calculated and displayed in Figure 2.15. As expected, the
Figure 2.15: Value of a representative EUA 2006 futures call option with varying strikes
call option value is a decreasing convex function of the strike price under all models, which
is a necessary condition of an arbitrage-free option market. Specifically, under the ABM
emission rate model, the magnitudes of the convexity range from 0.012 to 0.014 across
different strikes. Such low values imply the possibility of applying linear approximations
and interpolations in the valuation of allowance futures options for different strikes, which
can be used in the pricing of options with illiquid strikes. In contrast, the option value
under the Vasicek emission model is much more convex with respect to the strike price,
which is likely to be the result of the underlying specification of a mean-reverting emission
amount. In addition, for this selected series of strike prices, the option values from the
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ABM emission rate model remain well above those from the Vasicek, though the differences
in convexity may result in cross-overs at very high or low strikes. Finally, the option values
under the Vasicek emission rate model lie between those under the other two models, where
the shape of the plot is similar to that from the ABM emission rate model but slightly
more convex around the at-the-money region.
2.6 Allowance valuation for individual firms
The allowance valuation models introduced previously are based on different specifica-
tions of the aggregate emission dynamics and are sensitive to the effect of information
incompleteness at the market level. Fortunately, the valuation framework can be readily
extended to apply at the firm level, which should provide more accurate results since each
firm possesses full knowledge of its own emission process on a business-as-usual basis. Such
an extension may be of interest to practitioners specializing in emission advisory.
To motivate this concept, take the position of a representative business or stationary
installation governed under the ETS regime, such as a power-plant. The business does
not speculatively profit from the price movements in the allowance market, but is more
concerned about emission compliance. Hence, the marginal value of each allowance con-
tract equals the expected value of its compliance payoff given the firm’s current allowance
positions and emission status, discounted at a proper rate. The market price then becomes
an exogenous benchmark based on which trading and abatement decisions are made. This
setting allows us to eliminate most of the restrictive assumptions in the valuation frame-
work presented previously for implementation in the real world. Without loss of generality,
for the rest of the discussion in this section, we work under the real world measure P for
an incomplete market unless otherwise specified.
Consider a representative firm i in a closed trading phase of the governing ETS scheme for
emission compliance. At any arbitrary time point t ∈ (0, T ), the value of an allowance to
firm i, denoted by V i(t), may differ from the market price S(t), providing an incentive to
trade. This perspective is discussed previously in Section 2.1 in the context of a market
price formation. Since the allowance contract is essentially a binary call option over the
terminal accumulated emission amount, the marginal value of an allowance to the firm is
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given by:
V i(t) = e−r
i(T−t)GPr
(




1. ri is the firm’s risk-adjusted cost of capital for allowance valuation purposes.
2. Ai(t) is the firm’s allowance balance at time t including the future years’ grants,
which is known at the beginning of the trading phase.
3. Qi(0, t) denotes the firm’s accumulated emission during (s, t) net of emission reduc-
tion credits.
This framework can be implemented in three steps. First, the firm’s risk-adjusted cost of
capital ri is estimated. Then, based on the firm’s historical emission data and future pro-
duction plans, the appropriate model for the emission process is specified and calibrated.
This involves devising, implementing, testing, and selecting the best alternative among
various candidate models. Lastly, the value of the allowance is calculated using (2.104)
under the chosen model. Each firm may have a unique set of emission characteristics and
hence a generalization cannot be made here.
This adapted valuation framework for individual firms leads to incomplete market models
as the value of the allowance becomes position-dependent. More specifically, the model
estimates the marginal value of each allowance to the firm, which changes immediately as
the allowance balance changes. Results of such an application can then be used to identify
optimal periods and price ranges for trading the emission allowances in the market.
An illustrative example is provided below using a North American power plant as the
representative subject. Data on the plant’s daily emission amounts are collected for the
period from January 1, 2005 to April 30, 2006, which appear to best fit the ABM emission
rate model presented in Section 2.2.2. Using all 2005 emission data as the training set,
Maximum Likelihood Estimation (MLE) are performed to obtain the parameter estimates.
For illustration, the total allowance grant for the firm over the 3-year trading period and
the risk-adjusted discount rate ri are assumed to take the values of 1300 thousand tons and
2% respectively. The marginal allowance values are calculated for the first four months in
2006 assuming no trading is undertaken by the firm. Results are plotted in conjunction
with the spot market prices in Figure 2.16.
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Figure 2.16: Values and market prices of allowance from January 1, 2016 to April 30, 2016
With the hypothetical parameters, several crossovers between the market prices and firm-
specific allowance values are observed to occur at the beginning of 2016, which may rep-
resent trading opportunities. Subsequently, the allowance value remains below the market
price for the majority of the period until the end of April, when the emission surplus sta-
tus was announced to causes the price plummet. Notice that the allowance value does
not follow suit since the firm’s emission process shows no structural breaks. This again
highlights the issue of information incompleteness discussed previously. Depending on the
future development in the emission status, the firm may be advised to acquire additional
allowance at low prices for compliance purposes.
In addition to allowance valuation for individual firms, this incomplete-market framework
can also be adapted to serve simulation purposes and create firm-specific emission scenar-
ios under the real world measure. While risk neutral scenarios, which may be generated
through the simulation studies introduced in Section 2.5.1, are often used for the valuation
and pricing of more exotic emission derivatives, the real world scenarios are best deployed
to facilitate risk management practices by identifying emission-driven exposures on both
the asset and liability side.
In concluding this chapter, we review the scope and relevance of the valuation frame-
work introduced. The structural models presented apply to a closed trading phase where
unused allowances at the end of the phase are lapsed, as exemplified by the EU ETS Phase
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1 from 2005 to 2007. Despite the historical nature of this referenced phase in our model
development, the closed-trading phase remains relevant to date due to its continued deploy-
ment and potential adoption by ETS with planned implementations, where our framework,




Models under an open trading phase
In this chapter, we present valuation models of allowance options under the setting of an
open trading phase. Contrary to the closed trading phase in the previous chapter, an al-
lowance trading phase is defined to be open if the allowances issued during the phase can
be banked without any limit into the subsequent trading phases. More precisely speaking,
allowances not surrendered by the end of a phase are automatically converted into the
new allowances issued for the subsequent phase via a predetermined mechanism set by
regulators. On the other hand, intra-phase banking and borrowing are also permitted so
that unused allowances at the end of a compliance year are carried over to future years.
Therefore, in an open trading phase, an emission allowance is a non-expiring contract
with a positive surrender value, dissociating it from the terminal conditions described in
Proposition 2.1 for closed trading phases. Such a lapse-free feature also leads to higher
trading volumes and liquidity for open phases. Most of the contemporary emission markets
are deploying the open phase specifications, which includes the current EU ETS, Korean
ETS, and the Chinese national ETS launched by the world’s largest emission producing
economy. The analyses in this Chapter are based on the Phase 2 of EU ETS spanning
the period of 2008 to 2012, and Phase 3 of EU ETS covering the period of 2013 to 2020
according to the EU ETS directives, both of which are open. Figure 3.1 below shows the
daily settlement prices of the December 2012 EUA futures over Phase 2. Clearly, the price
fluctuate between 6 to 8 Euros per contract toward the end of the phase, which are far
from zero as in the case of Phase 1.
The non-maturing nature of allowances also theoretically eliminates the upper bound of
the allowance price, which is otherwise capped at the penalty level set at the beginning of
the phase. The allowance price in an open trading phase reflects the market’s view of its
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Figure 3.1: Price of December 2012 EUA futures during Phase 2
position in allowance (long or short, as defined in the proof of Proposition 2.1 previously)
as well as the expectation of penalty levels applicable in subsequent trading phases, which
is set to e100 per metric tonne of excess emission for both Phase 2 and Phase 3.
Finally, an important feature of EU ETS starting from trading Phase 2 (i.e. 2008) is the
migration toward an auction market allocation instead of a free distribution of allowance
contracts at the beginning of each compliance year. Such a feature is not a defining charac-
teristic of an open trading phase, but is implicitly assumed to apply in this section unless
otherwise stated, since the model and analysis are constructed based on the EU ETS di-
rectives. The auction revenues are used by the regulators to fund various climate and
energy purposes. The migration takes place gradually. Over trading phase 3, the share of
allowances auctioned will be higher: it is estimated that up to half of the allowances may
be auctioned1.
As a result, for an open trading phase, the valuation of allowance derivatives can be based
1See the European Commission webpage at https://ec.europa.eu/clima/policies/ets/
auctioning_en
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on continuous-time reduced-form models that specify the allowance price process directly
as opposed to structural models for the closed trading phase. This avoids the complex-
ity of capturing the auction market price formation. On the other hand, an analogy can
be drawn between EU ETS open trading phases and the stock market. The stocks and
emission allowances can now be viewed as perpetual instruments with similar market tiers:
the auction-based allocation of allowances can be viewed as a primary market dealing or
seasoned offering, while the subsequent emission trading activities constitute the secondary
market, which is the subject of our study.
We will analyze several valuation models for allowance options and allowance futures op-
tions based on continuous-time reduced-form allowance price dynamics. Reduced-form
models for emission allowance price have been used in few existing works. However, those
models usually contain some structural emission component such as Cetin and Verscheure
(2009)[25], or rely on discrete-time approximations such as Mnif(2012) [75]. Moreover, they
lack a formalization on the scope of application, where model implementations are mostly
based on EU ETS phase 1, for which structural models are appropriate as discussed in
the previous chapter. To the best of our knowledge, the formalized use of continuous-time
reduced-form models for allowance derivative valuation under open trading phases is rare
in the literature. This chapter aims to fill this gap. In summary, our contribution in this
chapter consists of three components. First, we perform an empirical study of the stylized
facts of allowance prices and allowance option prices, using recent market data from EU
ETS Phase 3 that are more relevant to the current economy. Second, we propose several
valuation models for allowance options based on continuous-time reduced-form allowance
price processes. The proposed models have different characteristics and trade-offs in com-
plexity and fitness as well as the ability to capture stylized facts in market prices, which
will be discussed in detail. Finally, we calibrate the models to real market option data and
perform comparative analyses on model fitness.
3.1 Stylized facts of allowance prices under an open
trading phase
To analyze the stylized facts of emission allowance prices and related derivatives, we use
data from EU ETS Phase 3. There are several reasons for this. First, Phase 3 is the most
recent trading phase spanning the period of 2012 to 2020, and hence is more relevant to
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reach forward-looking conclusions that are meaningful for both academia and practitioners.
Second, the models to be presented as well as their numerical demonstrations are based
on EU ETS Phase 3 directives and data. Hence, this empirical analysis should cover the
same period. Thirdly, compared to the previous two trading phases, the phase 3 market is
more mature and stable as evidenced from elevated trading volumes and a harmonized set
of market disciplines2, which are expected to lead to more reliable conclusions. Lastly, the
market behavior of trading Phase 3 is rarely studied in the literature, to which our study
represents a fresh contribution.
Figure 3.2 shows the daily closing EUA spot prices during the period from January 2014 to
July 2017, which comprises a sufficiently large sample covering the majority of the trading
phase 3 period to date. The 2013 prices are excluded in the analysis due to data availabil-
ity and reliability concerns. The daily prices during the period are relatively stable and
fluctuate between 4 and 9 Euros per contract. Although rapid price decreases took place
during the period from January to March 2016, the overall price movements exhibit no
clearly observable jumps, indicating the appropriateness of continuous-time reduced-form
models for the price dynamics.
Figure 3.3 shows the daily log returns of the EUA prices for the period, where the corre-
sponding ACF plot is given by Figure 3.4 (a). Similar to a typical stock price return series,
the EUA daily returns display both volatility clustering and different volatility regimes,
which calls for consideration of more advanced models capturing these volatility variations.
On the other hand, the lack of autocorrelations encourages us to start from simple price
processes, such as the Geometric Brownian Motion, as a benchmark model for a compar-
ative analysis. Starting from the basic benchmark model allows us to better assess model
fitness and hence the tradeoff against model complexity and implementability.
Key statistics of the price returns are summarized in Table 3.1. Notice that though the
return data displays zero mean and median, it exhibits very small negative skewness and
substantial excess kurtosis as expected from the observed return volatility clustering be-
havior over the study period. The resultant heavy tail is also shown by the histogram of
the returns in Figure 3.4 (b), which nevertheless does not clearly display the asymmetry
implied by the negative skewness.
2Specifically, starting Phase 3, a single EU-wide emission cap applies in place of the previous national
caps, where more sectors and emission gas types are covered by the scheme.
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Figure 3.2: Daily closing EUA spot price from January 2014 to July 2017
These empirical stylized facts of daily allowance returns discussed in this section provide
Min Max Mean Median Variance Skewness Kurtosis
-0.1861 0.1263 0.0001 0.0000 0.0008 -0.4597 7.3686
Table 3.1: Summary statistics of EUA returns
insights in our specification of the plausible price process assumptions. They will also be
used as qualitative criteria when assessing each model presented in this section, in addition
to the fitness of the resultant option valuation models to real market data. Stylized facts
of allowance option prices, particularly the volatility smiles, will be defined and discussed
in later sections as necessary.
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Figure 3.3: Daily EUA returns from January 2014 to July 2017
3.2 Model specifications and assumptions
As before, we denote the filtered probability space by (Ω, {Ft} ,P), where t ∈ [0, T ] in
units of years is the time index and T is the ending time of the current trading phase. We
shall later see that the phase end time T plays a limited role in allowance option valuation
for open trading phases, but is included for completeness.
The following assumptions are made, which apply to all models presented in this chapter
unless otherwise stated:
1. The market is complete for the trading phase(s) of interest.
2. Borrowing and lending take place at the constant continuously compounded risk free
rate r, which is the same as the setting for closed-trading phase in Chapter 2.
3. All trading can be made continuously over time with negligible transaction costs.
Externalities such as the undue influence of political forces on the ETS directives are not
considered in our models.
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(a) ACF plot (b) Histogram
Figure 3.4: ACF plot and histogram and EUA daily returns
Unlike the discussion in Section 2.4 for the closed trading phase, the validity of a com-
plete market assumption differs heavily in scope under the open trading phase and can be
assessed in a number of ways. On one hand, under the open trading phase, the emission
information has a reduced effect on allowance prices due to the non-lapsing nature of the
allowance contracts. Releases of the emission status may induce corrective shifts in mar-
ket sentiments toward the compliance value of the allowances, which in turn lead to price
movements. However, they do not necessarily lead to price jumps, the absence of which is
evidenced in Figure 3.2. The effect of an emission status information release under an open
trading phase is thus analogous to that of a public company’s annual earnings release on
its stock price. As a result, the incompleteness of emission information is now of limited
implications on market completeness. On the other hand, absent of the price jump risk,
replicating portfolios can be readily constructed for traded contingent claims on allowance
and allowance futures contracts, including the options market which is of particular inter-
est in this chapter. The improved market stability and volume in the open trading phase
exemplified by EU ETS Phase 2 and 3 has substantially incentivized the participation of
global market makers, leading to cost-efficient hedging for allowance derivatives. There-
fore, the complete market assumption is considered to be reasonable under our open phase
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setting.
3.3 Lognormal allowance price model
In the first reduced-form model we present in this chapter, we assume that the allowance
price follows a Geometric Brownian Motion (GBM) with constant drift and volatility pa-
rameters. This specification coincides with that in the Black-Scholes framework for a stock
option valuation proposed in the seminal work of Black and Scholes (1973)[9], which has
been later extended to the valuation of various financial derivatives and structured securi-
ties. For brevity, we adapt and reproduce only the important results here in the context
of an emission allowance option valuation.
Assume that under real world probability, the spot allowance price S(t) follows a time-
homogeneous Geometric Brownian Motion given by:
dS(t) = µS(t)dt+ σS(t)dZ(t) (3.1)
with the initial condition S(0) = S0, where
1. µ is a drift parameter representing the expected allowance price return.
2. σ is the volatility of the allowance price return.
3. Z(t) is a standard Brownian Motion under the real world measure P .
The risk neutral allowance price process is obtained by the application of Girsanov’s The-
orem; so that under the risk neutral measure Q, we have:
dS(t) = rS(t)dt+ σS(t)dW (t), (3.2)
with the initial condition S(0) = S0, where W (t) is a standard Brownian Motion under Q















, ∀T ∗ > 0.
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From now on, unless otherwise specified, we work under the risk neutral measure and hence
the probability space of interest becomes (Ω, {Ft} ,Q). The solution to (3.2) is:
S(t) = S0e
(r− 12σ2)t+σW (t), (3.3)
where S0 represents the initial allowance price at time 0. More generally, given the time-u
price information S(u) = Su, we have:
S(t) = Sue
(r− 12σ2)(t−u)+σW (t−u) ∀t > u. (3.4)
Due to market completeness, arbitrage-free pricing applies, so that the allowance futures
price is given by:
F (t, τ ′) = er(τ
′−t)S(t). (3.5)
By construction, an allowance futures contract always settles before the end of current
trading phase, or equivalently, τ ′ < T . This represents an important difference between
the emission allowance market and the stock market by imposing a natural upper bound
to the life of a futures contract. In addition, this reveals the necessity of rolling futures
portfolios over trading phases for both investment and hedging purposes, for which prudent
strategies must be devised.
The allowance futures price is a martingale whose dynamics is given by:
dF (t, τ ′) = σF (t, τ ′)dW (t) (3.6)
with the initial condition F (0, τ) = F0 and terminal condition F(τ, τ) = S(τ), as well as
the solution:




More generally, given the time-u futures price information F (u, τ ′) = Fu, we have:
F (t, τ ′) = Fue
− 1
2
σ2(t−u)+σW (t−u) ∀t ∈ (u, τ ′). (3.8)
These results above translate to conditional Lognormality of the prices in the allowance
spot and futures markets, which can be expressed in general as:
S(t) | Su ∼ LN(ln(Su) + (r − 0.5σ2)(t− u), σ
√
t− u) ∀u < t, (3.9)
F (t, τ ′) | Fu ∼ LN(ln(Fu)− 0.5σ2(t− u), σ
√
t− u), ∀t ∈ (u, τ ′), (3.10)
where LN(., .) denotes the Lognormal distribution with the two arguments respectively
being the mean and standard deviation parameters of the underlying normal variable.
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3.3.1 Option valuation under a Lognormal allowance price
This section presents the valuation formula for allowance options under the Lognormal
allowance price model (abbreviated as the LN model). As mentioned previously in Chapter
2, all allowance (futures) options traded under the EU ETS framework are European style.
Consequently, option valuation in this setting is an adaptation of the results from the
Black-Scholes framework. For consistency, we use the same notation as in Chapter 1, with
superscripts added to indicate the model under which valuation is performed. For example:
1. CLN(t,K, τ) and PLN(t,K, τ) denote respectively the time t values of a call and
put option on the allowance contract with strike price K and maturity τ under the
Lognormal allowance price model.
2. CLNF (t,K, τ, τ
′) and PLNF (t,K, τ, τ
′) denote respectively the time t values of a call and
put option with maturity τ and strike price K written on the allowance futures to be
settled at τ ′ under the Lognormal allowance price model, where 0 ≤ t < τ ≤ τ ′ ≤ T .
In addition, whenever the context is clear, the time index argument may be moved from
the bracket to the subscript to emphasize that the information is known as of the valuation
point. For example, the time-t allowance price S(t) may be denoted by St when considering
the time-t option values. The value of an allowance option under the Lognormal allowance
price model follows Proposition 3.1.
Proposition 3.1: Consider an open trading phase spanning the period [0, T ]. Assume
that the spot allowance price follows the GBM given by (3.2). The risk neutral prices at
time t of the European allowance call and put option with strike price K maturing at time
τ ∈ (t, T ) are respectively given by:
CLN(t,K, τ) = StΦ(d1) +Ke
−r(τ−t)Φ(d2),

















The results in the proposition are reached using the risk neutral valuation as well as equa-
tions (3.9) to (3.10).
For an allowance futures option, the risk neutral price can either be derived using the result
of (3.10), or through a simpler approach using the arbitrage-free relationship between the
spot and futures allowance price given by (3.5) as well as the result of Proposition 3.1. To
see this, notice that the expected payoff of the futures call option is:
E
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From this equation, we see that an allowance futures call option is equal in expected payoff
to a scalar multiple of an allowance call option. A similar result can be derived for an
allowance futures put option. Using this relationship as the basis, simple algebraic manip-
ulations of the results in Proposition 3.1 leads to Proposition 3.2 below.
Proposition 3.2: Consider an open trading phase spanning the period [0, T ]. Assume that
the spot allowance price follows the GBM given by (3.2). The risk neutral prices at time t
of the European allowance futures call and put option with strike price K maturing at time
τ , written on an allowance futures contract to be settled at τ ′ where 0 ≤ t < τ ≤ τ ′ ≤ T ,
are respectively given by:
CLNF (t,K, τ, τ
′) = e−r(τ−t) (F (t, τ ′)Φ(d′1) +KΦ(d
′
2)) ,
PLNF (t,K, τ, τ





F (t, τ ′)
K
)





d′2 = d1 − σ
√
τ − t.
Notice that τ ′, the allowance futures settlement time, does not enter into the allowance fu-
tures option value expression. This is because the option payoff is fully realized at maturity
and any resultant marked-to-market cashflows from the futures position is not attributable
to the option.
The Lognormal allowance price model serves as the benchmark model in our analysis, based
on which more complex models are built as presented in subsequent sections. Numerical
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results from the implementation of allowance futures option valuations under alternative
models are also compared to those from Proposition 3.1 to assess model fitness. Due to
the heavy tails observed in the actual allowance price returns in Section 3.1 that are not
captured by the GBM price process, it is expected that models capturing the excess kur-
tosis shall bring some recognizable improvements in model fitness, which will be verified
by calibrating them to market option data.
3.3.2 Modification for skewness and kurtosis
One direct modification to the Lognormal allowance price model is inspired by Corrado and
Su (1996)[28] who introduced skewness and kurtosis corrections to the stock return model
in analyzing the observed deviations from Normality in S&P500 index returns. In theory,
similar corrections can be applied to the Lognormal allowance price model to achieve im-
proved fitness by accounting for the skewness and excess kurtosis in allowance price returns
as discussed in Section 3.1, where the key results are described below.
First, consider the allowance return over an arbitrary period [u, t] given all price informa-
tion up to u. Based on the result of (3.9), this return variable follows a Normal Distribution,






| Fu ∼ N(r − 0.5σ2, t− u), ∀u < t. (3.12)
Hence, the standardized return variable R(u, t) follows the standard Normal distribution
with a density function:



















∀u < t. (3.14)
To introduce skewness and excess kurtosis to the return distribution, Corrado and Su
(1996) applies a Gram-Charlier expansion to the density function with truncated Hermite














where µ3 and µ4 are the explicit parameters for the skewness and kurtosis of the allowance
price returns. Under this transformed density function, we have:
E(R) = 0 E(R2) = 1
E(R3) = µ3 E(R
4) = µ4
In the original Lognormal allowance price model, we would have µ3 = 0 and µ4 = 3,
which corresponds to the standard Normal specification for the standardized allowance
price return R(u, t). Therefore, this modified model can be viewed as a generalized version
of the Lognormal allowance price model, allowing for nonzero skewness and excess kurtosis.
Now consider the time-t risk neutral price of an allowance call option with strike price
K and maturity τ under this skewness-kurtosis-modified Lognormal allowance price model
(abbreviated as the SKM model), which we denote by CSKM(t,K, τ). Under Q, we have:


























and gR(x) is given in (3.23). This expression is evaluated to yield the following expression:
CSKM(t,K, τ) = CLN(t,K, τ) + µ3Y3 + (µ4 − 3)Y4, (3.18)
where CLN(t,K, τ) is the corresponding call option price under the Lognormal allowance



















(d21 − 1− 3σ
√
(τ − t)d2)φ(d1) + σ3(τ − t)1.5Φ(d1)
)
, (3.20)
with d1 and d2 also defined in Proposition 3.1.
The Y3 and Y4 components in this option price expression represent, respectively, the
marginal effect of non-normal skewness and kurtosis in allowance returns to the call option
value under the risk neutral measure. Negative skewness, as shown by Corrado and Su
(1996), causes the Lognormal model to overprice out-of-the-money options and underprice
in-the-money options, while the opposite case holds for positive skewness.
Based on the results of (3.11) and (3.18), we derive the valuation expression of allowance
futures options. The time-t risk neutral price of a European allowance futures call option
with strike price K and maturity τ ∈ (t, T ) written on an allowance futures contract to be
settled at τ ′, denoted by CSKMF (t,K, τ, τ
′), 0 ≤ t < τ ≤ τ ′ ≤ T , follows:
CSKMF (t,K, τ, τ
′) = CLNF (t,K, τ, τ
′) + µ3Y
′
3 + (µ4 − 3)Y ′4 , (3.21)
where CLNF (t,K, τ, τ
′) is the corresponding allowance futures call option price under the
Lognormal allowance price model given in Proposition 3.2, and
Y ′3 =







(τ − t)− d′1
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with d′1 and d
′
2 defined in Proposition 3.2.
Similarly, the Y ′3 and Y
′
4 components in this option price expression represent, respec-
tively, the marginal effect of non-normal skewness and kurtosis in allowance returns to the
allowance futures call option value under Q. The futures contract settlement time does
not enter into the option price expression for the same reason pointed out in the previous
section for the LN model.
The put option prices under the skewness-kurtosis-modified Lognormal model can be found
using the put-call parity relationships described in (2.51) and (2.55), whose validity are
not affected by the choice of model and the type of trading phase. For brevity, the results
are not presented here.
76
3.3.3 Volatility smile in allowance options
While the option valuation formula under the Lognormal allowance price model is appeal-
ing in practice for its simplicity and ease of implementation, it shares several shortcomings
of the Black-Scholes framework for a stock option valuation that puts the fitness and ap-
propriateness of this benchmark model under scrutiny, one of which is the phenomenon
of the volatility smile. In this section, we study this stylized feature of option values
for the allowance market, which shall motivate the presentation of the subsequent models
in this Chapter, while contributing to the literature as similar studies on the subject is rare.
Volatility smile refers to the phenomenon that the option-implied volatility varies with
respect to the strike price, where the relationship graphically displays a convex curve.
Heuristically, implied volatility is derived from the spot option price by solving for the
volatility value that equates the market and model price of an option. However, in real-
ity, allowance options are traded over-the-counter, forming a relatively small market with
comparatively low liquidity and trading volumes. Therefore, as a preferred alternative, the
implied volatility should be derived from the price of allowance futures options. In contrast
to allowance options, allowance futures options are standardized contracts actively traded
in major commodity exchanges such as the ICE Europe. A formal definition for implied
volatility is thus given below.
Definition 3.1: The implied volatility of an allowance futures option, denoted by σim,
is the volatility that equates the option’s price under the Lognormal allowance price model
to its market price. For a European allowance futures call with strike price K and maturity
τ written on an allowance futures contract to be settled at τ ′, its time-t implied volatility
is defined by the following relationship:
CmF (t,K, τ, τ
′) = CLNF (t,K, τ, τ
′), (3.24)
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or, in an expanded form, by
Cm(t,K, τ, τ ′) = F (t, τ ′)Φ
 ln
(












F (t, τ ′)
K
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where Cm(t,K, τ, τ ′) is the time-t market price of the allowance futures call option.
For the rest of this chapter, unless otherwise specified, the term“implied volatility” and
the notation σim refers to the volatility implied by an allowance futures option price as
in Definition 3.1, which is different from the implied volatility of stock options. Equation
(3.25) shows that solving for the implied volatility from market prices requires numerical
procedures except for the ideal case where the futures option is at-the-money (ATM). For
this case, equation (3.25) is substantially simplified so that an analytical expression for the
implied volatility can be obtained.
According to the specifications of the Lognormal allowance price model, the constant
volatility parameter σ is invariant to the option parameters. However, our empirical anal-
ysis reveals the existence of volatility smiles: the phenomenon that occurs when holding
all else constant, the implied volatility varies with the strike price, which forms the shape
of a“smile”. Figure 3.5 illustrates a typical volatility smile derived using the April 11, 2017
daily closing quotes of a call option written on the December 2017 EUA futures.
Notice that the smile is asymmetric and skewed toward the in-the-money region, which
is common for allowance futures call options. Volatility smiles are very well studied in
the stock option market in the literature, both on the causes of the phenomenon and the
solutions in the form of more complex models aiming to capture the smile. Leveraging
the various plausible explanations and theories, a major cause for the observed volatility
smile from the allowance futures options is the crash-o-phobia effect, reflected as a den-
sity cluster of a series of substantial losses. This effect also contributes to the fat tails
and hence excess kurtosis observed in the allowance price returns identified in Section 3.2,
which is not properly captured by the Lognormal allowance price model. Prior studies
on the crash-o-phobia effect include Melick and Thomas (1997)[72], who reported similar
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Figure 3.5: Illustrative volatility smile from allowance futures option
problems using the American oil futures options during the Gulf War crisis. Since emission
allowance can also be viewed as a production input for industries governed by the emission
control scheme, it may reasonably share some characteristics of the commodity market.
Hence crash-o-phobia and the resultant volatility smiles are expected in our case.
On the solution side, well-known efforts aimed at capturing stock option volatility smiles in-
clude the stochastic volatility models by Hull and White (1987)[56] and Heston (1993)[54],
the local volatility pricing method by Dupire (1994)[37], and econometric models incor-
porating GARCH-type conditional volatility processes by Engel and Mustafa (1992)[39].
Given that no studies have been published on the volatility smiles observed in the allowance
option markets, those results inspire us to present the models in the subsequent section
that improve over the benchmark model by accounting for this stylized fact in allowance
option values.
Finally, for stock options, volatility smile is also observed across the maturity dimen-
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sion. Unfortunately, a study of implied volatility across maturities is by construct difficult
for allowance futures options, since the contract is standardized with a limited number of
maturity points and hence provides insufficient data for us to draw any reliable conclusion.
3.4 Mixture Lognormal allowance price model
In this section, we present the Mixture Lognormal model for allowance prices (abbreviated
as the MLN model) that should deliver improved fitness over the benchmark model by
capturing the excess kurtosis and volatility smile.
Assume that under the real world probability space (Ω, {Ft} ,P), the spot allowance price





dSi(t) = Si(t)µidt+ σiSi(t)dZ(t), i ∈ {1, 2...N}, (3.27)
with the common initial condition Si(0) = S0, where Z(t) is a standard Brownian Motion
under P , and
1. 1C=i is the binary indicator variable that equals 1 when C = i and 0 otherwise.
2. C is the unobservable underlying market state random variable taking values on
1, 2, 3...N with Pr(C = i) = λi subject to
∑N
i=1 λi = 1.
3. µi and σi are respectively the drift and volatility of the allowance price return given
that the market is in state i.
From a mathematical perspective, this mixture diffusion specification of allowance price is
a superposition of N components price processes denoted by triplets (Si, µi, σi) with cor-
responding mixing weights λi, i ∈ {1, 2, ...N}. These weights also serve as the probability
masses of the underlying market state variable C that determines the component process
in force, and hence make up the joint distribution of the parameter pairs (µi, σi). This
extra source of randomness introduces flexibility to the model in capturing possible excess
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kurtosis in allowance price returns. Notice that in the most general case, the state vari-
able C should model a continuum of market state scenarios reflecting the aggregate effect
of various economic and non-economic factors, in which case a continuous bivariate joint
distribution of the parameter pairs must be specified. Here we have implicitly discretized
the possible market state into N cases to better serve our valuation purpose in actual
implementation.
In terms of its interpretation, the mixed diffusion specification emphasizes that the al-
lowance price dynamics is subject to uncertainty due to the agents’ different behaviors and
reactions to information under different market states, which is consistent with modern
economics theory as pointed out by Neumann (2002)[78]. More specifically, market partic-
ipants trade in response to the arrival of new information. Hence each component diffusion
process can be perceived as random results of information events under the corresponding
market state. However, the effect of a specific information event on the allowance price
differs by the market state. For instance, news of a large emitter downsizing its business
should not result in much price reactions in an optimistic and confident market expecting
steady economic growth, compared to a pessimistic market with high information asym-
metry. The market state hence represents the aggregate effect of economic outlooks and
market sentiments, which respectively dictates the drift and volatility terms in the compo-
nent price processes in (3.27). Since the market state is not observable in the market, it is
modeled by a categorical variable C with probability masses over 1, 2...N . Note that the
state remains time-invariant in the specification. Thus, inter-temporal changes in market
state are not explicitly captured. Instead, one chooses among the component diffusion
processes to capture the market dynamics by calibrating the model to derivative prices,
and consequently the parameters change over time.
We now formally introduce the Mixture Lognormal distribution in Definition 3.2 below:
Definition 3.2: Under a filtered probability space (Ω, {Ft} ,P), let C denote the underly-
ing discrete state variable taking values on {i | i ∈ 1, 2, ...N} with P (C = i) = λi. Also, let
1C=i denote a binary indicator variable that takes the value of 1 if C = i and 0 otherwise.
















, i ∈ {1, 2...N}.
In addition, let Λ, M , and Σ ∈ RN be vectors of the weight parameters λi, the mean
parameters mi, and the standard deviation parameters σi, i ∈ 1, 2...N respectively. Then
the parametric distributional relationship of Y is written as:
Y ∼MLN(Λ,M,Σ)





Each component allowance price follows a Geometric Brownian Motion in (3.27), which
translates to conditional Lognormality by the results in Section 3.3 on the LN model.
Hence, it follows that:
St | Su ∼MLN
(







, ∀u < t (3.28)
where 1N denotes a vector of ones of size N and U ∈ RN is the vector containing the
component drift parameters (i.e the µi’s).
Finally, it is of interest to discuss the relationship between the MLN model and the Regime
Switching Lognormal (RSLN) model proposed by Hardy (2001)[49]. Both models assume
the existence of different return dynamics described by pairs of drift and volatility parame-
ters. Given N possible states, the RSLN model explicitly captures the migrations between
dynamics over time steps using a Markov Chain process, in which a transition probabil-
ity matrix of size N by N is used. In contrast, no transition between states is explicitly
modeled in the MLN framework. The allowance return is simply assumed to follow one of
the N dynamics corresponding to the N states, the choice of which is unknown and hence
modeled discretely with a fixed probability mass distribution.
From a numerical prospective, the closed-form option valuation expression under the RSLN
model requires the discretized distribution of the total sojourns for each regime3, which
3Given a fixed time frame, the sojourn of a regime is a variable representing the total number of periods
the process spends in the regime. See Hardy (2001)[49]
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must be estimated recursively. On the other hand, closed-form option valuation formula
naturally exists under the MLN framework, where all parameters can be easily calibrated
to market option prices using error-minimizing principles. Overall, the MLN model is more
parsimonious and numerically efficient in practice, while capturing both the volatility smile
and heavy tails in the allowance return.
3.4.1 Option valuation under the Mixture Lognormal Model
In this section we present the valuation of allowance options under the Mixture Lognormal
allowance price model. While it is tempting to apply a risk neutral valuation directly, the
MLN model is by construction an incomplete-market model due to the extra source of
randomness introduced by the market state variable, and hence the risk neutral measure is
not unique. Approaches to valuation of contingent claims under incomplete-market models
are abundant in the literature, which includes:
1. Assuming a particular form of the market’s utility function. This is equivalent in
effect to specifying a market price of risk to be used for an application of the change
of measure. Examples include Pellizzari and Gamba (2002)[82] and Zhang and Han
(2013)[92], both of which are under the stock market settings.
2. Assuming that the risk neutral measure is chosen to be the one closest to the real
world measure under some metric. Examples include He and Zhu (2015)[52] on
European stock option valuation using the minimal entropy martingale measure, as
well as Cetin and Verscheure (2009)[25] on allowance valuation under closed trading
phases using the minimal martingale measure.
3. Directly specifying the risk neutral dynamics of the allowance price process and
calibrate the resultant model option prices to market data. Examples include Leison
(2004)[67] on stock option valuation using mixture models.
From our perspective, the last approach is appealing for its objectivity and is hence imple-
mented in our analysis. There is no convincing evidence on any particular utility functions
being followed by the market agents, which challenges the validity and robustness of the
first approach. A similar argument can be made for the second approach that also lacks a
comprehensive theoretical foundation. There is no economic rationale on why the market
must price a derivative under a risk neutral measure close to P . In contrast, the last ap-
proach does not require any assumptions of utility functions or a particular risk measure
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being used by the market. Instead, The risk neutral price dynamics is directly specified
and the model option prices are calibrated to their market quotes, which reflect all of the
information of the true risk neutral measure Q chosen by the market.
From now on, we work under the risk neutral measure unless otherwise specified and hence
the probability space of interest becomes (Ω, {Ft} ,Q). Assume that the spot allowance
price under Q follows a mixture of diffusions given by (3.26) and component processes:
dSi(t) = rSi(t)dt+ σiSi(t)dW (t), i ∈ {1, 2...N}, (3.29)
with common initial condition Si(0) = S0, where W (t) is a standard Brownian Motion
under Q and r is the continuously compounded risk free rate. Notice that compared with
the P-measure allowance price process in (3.26) and (3.27), the only change made under Q
is that all component drift parameters are set to the risk free rate. Since each component
process follows a Geometric Brownian Motion that translates to conditional Lognormality,
based on Definition 3.2, the allowance price follows the conditional Mixture Lognormal
distribution that can be written as:
St | Su ∼MLN
(







, ∀u < t. (3.30)
The results above are sufficient for the valuation of allowance options. The same set of
notations as in Section 3.3 are adopted with an updated superscript to indicate the model
used, so that CMLN(t,K, τ) and PMLN(t,K, τ) denote respectively the time t values of a
call and put option on the allowance contract with strike price K and maturity τ under the
Mixture Lognormal allowance price model. The best property of the MLN model is that,
for a given option, its value is simply a linear combination of the N option values under
the Lognormal allowance price model calculated with the component drift and volatility
parameters, with the mixture weights being the coefficients. Proposition 3.3 below formally
summarizes this relationship:
Proposition 3.3: Consider an open trading phase spanning the period [0, T ]. Assume
that the spot allowance price follows the mixture diffusion process given by (3.26) and
(3.29) under Q. The time-t price of a European allowance option (either call or put) with
strike price K maturing at time τ is equal to the linear combination of those under the
Lognormal allowance price model calculated using component volatilities σi weighed by the












where CLN(t,K, τ, σi) and P
LN(t,K, τ, σi) denote respectively the European call and put
allowance option values under the Lognormal allowance price model given by Proposition
3.1 calculated with volatility σi.
Proof: See Appendix P.
Assume that the market is arbitrage-free in spite of the MLN allowance price specifi-
cation being by construction an incomplete-market model, so that the relationship in (3.5)
holds.4. The allowance futures price is a martingale with dynamics as given by a mixture
of diffusion processes below:






′) = σiFi(t, τ
′)dW (t), i ∈ {1, 2...N}, (3.32)
with the common initial condition Fi(0, τ
′) = F0 and terminal conditions Fi(τ
′, τ ′) = Si(τ
′).
These results lead us to the expressions for the risk neutral price of allowance futures op-
tions, which are also linear combinations of the corresponding prices under the Lognormal
model as given by Proposition 3.4 below.
Proposition 3.4: Consider an open trading phase spanning the period [0, T ]. Assume
that the spot allowance price follows the mixture diffusion process given by (3.26) and
(3.29) under Q. The time-t price of a European allowance option (either call or put) with
strike price K maturing at time τ , written on an allowance futures contract to be settled
at τ ′ where 0 ≤ t < τ ≤ τ ′ ≤ T , is equal to the linear combination of those under the
Lognormal allowance price model calculated using component volatilities σi weighed by the
mixing weights λi, i ∈ {1, 2, ...N}. That is:






F (t,K, τ, τ
′, σi),






F (t,K, τ, τ
′, σi),
4Detailed discussions on the relationship between arbitrage-free and complete markets can be found in
Bjork (2004)[6].
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where CLNF (t,K, τ, σi) and P
LN
F (t,K, τ, σi) denote respectively the European call and put
allowance futures option values under the Lognormal allowance price model given by Propo-
sition 3.2 calculated with volatility σi.
The proof for Proposition 3.4 follows exactly the same logic as the one for Proposition
3.3 in Appendix P, which is omitted for brevity. In fact, by generalization of the argu-
ments presented, it is quite clear that the risk neutral price of any contingent claim under
the MLN model is a λi-weighted linear combination of those under the LN model calcu-
lated with the mixture component parameters. Such feature makes the model an appealing
choice for the valuation of complex allowance derivatives when a balance is desired between
the adequacy of the results and the ease of implementation.
3.4.2 The Two-component Lognormal Mixture
For a practical implementation of the MLN model, the total number of mixture components
must be specified. Introducing additional components leads to improved fitness to market
option prices at the cost of numerical efficiency, since a pair of parameters (i.e the mixture
weight and the component volatility) must be estimated under Q for each component. In
this section, we present a few important results for the two-component Mixture Lognormal
allowance price model (abbreviated as the MLN-2 model), which is the simplest instance
of the MLN framework. Incorporating the crash-o-phobia effect and volatility smiles5, the
model relies on a mixture of two component variables with interesting interpretations that
are not transparent for the MLN model in general.
The specification of the MLN-2 model is a trivial instance of those of the MLN model






dSi(t) = µiSi(t)dt+ σiSi(t)dZ(t), i ∈ {1, 2} (3.34)
5Fang (2012)[41] demonstrates the capability of a simple two-component Lognormal Mixture model in
producing the volatility smiles in stock index options under a semi-hypothetical setting. Such capability
is derived from the structural flexibility of the mixture specification and hence is market independent.
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with the common initial condition S1(0) = S2(0) = S0, where Pr(C = 1) = λ ∈ [0, 1] and
Z(t) is a standard Brownian Motion under P . Due to the conditional Lognormality implied
by the component price processes, the allowance price follows the conditional Mixture
Lognormal distribution that can be written as:







ln(Su) + (µ1 − 0.5σ21)(t− u)












For an option valuation, assume that the allowance price under Q follows a mixture of
diffusions given by (3.33) and component processes:
dSi(t) = rSi(t)dt+ σiSi(t)dW (t), i ∈ {1, 2}, (3.36)
with the common initial condition S1(0) = S2(0) = S0, where Pr(C = 1) = λ ∈ [0, 1] and
W (t) is a standard Brownian Motion under Q. The time-t risk neutral option prices are
given by:
CMLN2(t,K, τ, σ1, σ2) = λC
LN(t,K, τ, σ1) + (1− λ)CLN(t,K, τ, σ2), (3.37)
CMLN2F (t,K, τ, σ1, σ2) = λC
LN
F (t,K, τ, τ
′, σ1) + (1− λ)CLNF (t,K, τ, τ ′, σ2), (3.38)
where the superscript MLN-2 indicates that valuation is performed under the two-component
Mixture Lognormal model. The same results apply to put options.
The simplicity of the two-component mixture facilitates the study of the component prices
directly, which is clumsy to perform as the number of components increases. First, under
P , consider the expected terminal price of the allowance given Ft and a time frame of
interest [t, τ ]:
E[S(τ) | Ft] = E [E [S(τ) | Ft, C]] (3.39)
= λE[S1(τ) | Ft] + (1− λ)E[S2(τ) | Ft].
It is easy to see that the expected terminal price is a linear interpolation of the expected
component prices. Without loss of generality, assume that E[S1(τ) | Ft] < E[S2(τ) | Ft],
which directly implies:
E[S1(τ) | Ft] < E[S(τ) | Ft] < E[S2(τ) | Ft].
Then λ is the probability that the pessimistic low-price market state dominates (i.e.
C = 1), under which the allowance price is expected to decrease. The associated com-
ponent price variable S1(t) is referred to as the downside component that captures the
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crash-o-phobia effect in the allowance market. While the level of crash-o-phobia depends
on λ and E[S1(τ) | Ft], the possibility of large price drops is incorporated. Opposite ar-
guments apply to the upside component S2(t) associated with the optimistic high-price
market state (i.e. C = 2), which dominates with a probability of 1− λ.
From an economic perspective, the MLN-2 specification is a simplified discretization of
the continuum of possible market scenarios into a dichotomy: a pessimistic state estab-
lished by bearish factors such as allowance surplus and production downturns, and an
optimistic state established by bullish factors including allowance deficiency and tighten-
ing regulatory standards. The corresponding downside and upside component dynamics
describe the market’s reactions to the random arrival of information under each state. This
is consistent with our previous interpretations for the MLN model as well as the modern
finance theory, where asset price movements are explained by a set of fundamental factors
and a random component.
Nevertheless, the above interpretations of the downside and upside components fails to
apply to the model under Q, where both expected terminal component prices are equal to
the current price accumulated at the risk free rate as required by the martingale restric-
tion. This is easily verified by examining the specification in (3.36). Upon the calibration
of the model to market option prices, the contrasting implications of the two components
are reflected in their volatility parameter estimates. Therefore, to properly differentiate
between the two components under the risk neutral measure, we identify the downside
component to be the one associated with a higher volatility parameter. This follows from
that the component price process with a higher volatility has a smaller drift term in the
corresponding return process based on the property of the Geometric Brownian Motion.
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(3.40)
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(3.41)
The SDRR measures the contribution to the risk in stock return by the downside compo-
nent that is implied by option prices. Conversely, it also shows the impact of the downside
component on option values, which is determined by both the downside variance as well
as the difference between the two component variances.
In our analysis, we will implement the MLN-2 model as a representative of the MLN
class for its numerical simplicity and its ease of interpretation. Model fitness for option
valuation will be comparatively analyzed. In theory, the MLN-2 model should outperform
the benchmark model, since the latter is an instance of the former recoverable by pushing
the parameter λ to either of its boundaries. The degree of such outperformance in practice
is of interest to investigate.
3.5 Applications and numerical results
This section presents the applications of the open phase allowance price models in this
chapter, followed by numerical implementations of allowance option valuations using real
market data.
3.5.1 Model applications
Emission allowance under an open trading phase is fundamentally different from that
under a closed trading phase due to its non-lapsing feature. In the current global emission
economy, the majority of the established ETS are in open-trading phases where the markets
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are relatively stable and liquid. As a result, it is reasonable to view emission allowance as
an alternative asset class contributing to the diversification of investment portfolios. This
significantly broadens the scope of application of the models, which can be implemented
to serve the followings tasks under open trading phase settings:
1. Pricing, valuation, and risk management of allowance options and related derivatives.
2. Generation of allowance price scenarios using calibrated parameters.
3. Pricing, valuation, and hedging of guarantee riders in variable annuities backed by
allowance-based funds.
In addition to option valuation runs that the models are intended to serve, the calibrated
model of choice can be used to price options that have limited active quotes. This often
happens in the OTC market where the strike-maturity combination of interest serves par-
ticular risk management purposes. Numerical efficiency is warranted by having closed-form
valuation expressions, from which the option Greeks are easily derived for the design and
implementation of proper hedging strategies in order to manage the market risk exposures
in option positions.
Moreover, the allowance price processes in the models can be easily discretized to simulate
price scenarios that serve a wide range of actuarial calculations. Risk neutral allowance
price scenarios are generated using parameters calibrated to market option prices, which
can be subsequently used to price exotic contracts that lack a closed form valuation ex-
pression. On the other hand, real world allowance price scenarios are generated using
parameters estimated from the spot market data, which is heuristically achieved using
methodologies such as the conditional Maximum Likelihood Estimation. These scenarios
are then used by insurers exposed to the allowance market for statutory capital calcula-
tions, cash flow testing, and risk management purposes. Note that the exposure may reside
in both the asset side (e.g. having allowances in the asset portfolio) and the liability side
(e.g. crediting a contractual rate indexed to allowance prices).
Finally, the models can be used for the pricing and valuation of common benefit guarantee
riders in the variable annuity (VA) products backed by allowance-based funds6. Joint spec-
ifications of the allowance price model and other actuarial assumptions such as mortality,
6While details of these riders will be introduced in the next Chapter, at this point, it suffices to know
that they are effectively put options sold to the policyholders to guarantee a minimum level of future
benefits regardless of the actual performance of the underlying funds that the premium is invested in.
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lapse, utilization, and withdrawal rates are required. In general, since many assumptions
are dependent on the allowance price (e.g. dynamic lapse), the pricing and valuation of the
guarantee liabilities are performed using scenario simulations as described above. However,
under certain simplifications to the decrement and policyholder behavior assumptions, the
guarantee values can be expressed in closed-form as functions of put option values from
the selected allowance price model. By extension, this also leads to numerical efficiency in
both liability hedging and business projection runs, where costly inner loop scenarios are
otherwise required through a nested stochastic framework. Note that the actual degree of
simplifications required vary by guarantee riders.
In the following sections, we provide numerical demonstrations of allowance option val-
uation for the three models presented in this chapter, which has not been performed in the
existing literature. Additional discussions on the other two applications of the models are
provided in the subsequent chapter.
3.5.2 Data and methodology
Due to various limitations, intra-day allowance option quotes are not available for our
study. As an alternative approach, we manually collected and organized the EU ETS
Phase 3 weekly closing call option prices for two allowance futures contracts settling in the
Decembers of 2018 and 2019, which are labeled as EUA 2018 and EUA 2019 respectively
for convenient reference. Details of these selected futures and option contracts are sum-
marized in Table 3.2 below.
Futures ICE Ticker Settlement Option Maturity
EUA 2018 CKZ18 Dec 17, 2018 Dec 12, 2018
EUA 2019 CKZ19 Dec 16, 2019 Dec 11, 2019
Table 3.2: Contractual features of the selected futures and option contracts
For a systematic analysis, the information is gathered and aggregated over a period of five
months.
The raw data are collected at Friday market closings from online databases reflecting ICE
price quotes for a study period of November 17, 2017 to April 6, 2018, with the exclusion
of November 25, 2017 and December 22, 2017 due to missing data points. To construct our
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sample, we identify a strike price range associated with the fewest number of noises, which
defines the option data selected for the implementation. Having a common set of strikes for
the option data also facilitates the analysis of the numerical results across the strike price
dimension. The entries are further cross-validated to ensure accuracy and reliability. We
do not exclude any low-liquidity options from the sample set as their prices still carry fair
information from the market. The option prices are then matched with the correspond-
ing weekly closing futures price to create our final sample, where each row of data (i.e.
a record) is a combination of an allowance future option price, the underlying allowance
futures price, the option strike, the option maturity day, and the futures settlement day.
Note that the futures settlement is for an identification purpose only, as it does not enter
into the option valuation expressions for any of the three models presented. The strike
prices range from e3 to e16 in increments of e0.5, resulting in 54 data records for each
observation day. Finally, the risk free rate r is specified to be 0%, which is the European
Union Central Bank rate7 over the study period[4].
There are two advantages of using allowance futures option data as our sample of choice.
First, both options as well as the underlying futures are standardized contracts actively
traded in global marketplaces including the European Climate Exchange (ECX) and the
Intercontinental Exchange (ICE), where the high liquidity guarantees both the availability
and quality of the price data for model calibration. Second, it minimizes the undue influ-
ence of subjectively specifying the risk free rate, which as one can verify only affects the
futures option values from a discounting perspective for all three models. On the other
hand, the disadvantage of this choice is that it results in a limited number of strike-maturity
combinations for a comprehensive investigation. As an exchange-traded instrument, each
futures contract is associated with only one available option maturity (i.e. 5 days before
the futures settlement). This precludes a static analysis of model performance over the
maturity dimension.
The sample is divided into a training and testing data set. The training set consists
of sample data collected two weeks apart starting on November 17, 2017 (i.e. data from
November 17, 2017, December 1, 2017... April 4, 2018), while the testing set consists of
the rest. Notice that both days of missing data fall under the testing set to avoid biasing
the model calibration results. A summary statistic of the sample data is given in Table 3.3
below, where the moneyness of an option is defined as the logarithm of the ratio between
7One may also consider using the average short-term AAA-rated bond yield for the EU region for the
study period as the risk free rate, which nonetheless would lead to a negative value that distorts the model
settings.
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Data Set Training Testing
Futures Contract EUA 2018 EUA 2019 EUA 2018 EUA 2019
No. of Data Points 297 297 189 189
Total Sample Points 594 378
Option Prices
Average 2.48 3.08 2.19 2.79
Min/Max 0.18/10.07 0.56/10.19 0.16/8.25 0.56/8.34
Moneyness
Average 0.0689 0.0763 0.0429 0.0496
Min/Max -0.7971/1.4656 -0.7875/1.4724 -0.8027/1.3146 -0.7943/1.3209
Table 3.3: Summary statistics of the sample used for the implementation of open-phase
allowance valuation models
the underlying allowance futures price and the strike price:
moneyness = ln
(




In our implementation, the models are calibrated to the training set by minimizing the sum
of squared differences between the options’ model prices and the corresponding market ob-
servations, where the search of the optimal parameter set within the prescribed domains
are performed using a grid pattern search in Matlab. The parameter estimates obtained are
then used to calculate the model prices for the options in the testing set. Both in-sample
and out-out-sample fitness are comparatively analyzed between the models.
In addition, the estimates of the models-specific parameters and metrics are examined.
For the SKM model, these include the skewness and kurtosis coefficients (i.e. µ3 and µ4),
the magnitudes of which are indicative of the deviations in option-implied return distribu-
tions from the LN model specifications. Similarly, for the MLN-2 model, we focus on the
estimates of the mixture weight λ, the differences between the component volatilities, and
the Share of Downside Return Risk. Unfortunately, the lack of intra-day data precludes
the analysis on the statistical significance of these results.
Finally, note that in theory, both the SKM and MLN-2 models should perform at least as
well as the benchmark model, which is essentially a special instance of the two. This nu-
merical exercise aims at developing a better understanding of the level of outperformance
in model fitness (if any) for an allowance option valuation.
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3.5.3 Implementation and analysis
For a model calibration, index the records in the training set by i ∈ {1, 2, 3..., 594}. Let Cmi
be the actual market price of the allowance futures option in record i with a corresponding
model price of:
 CLNi for the the Lognormal allowance price model, or
 CSKMi for the Skewness-Kurtosis Modified Lognormal allowance price model, or
 CMLN2i for the Two-component Mixture Lognormal allowance price model,
where CLNi , C
SKM
i , and C
MLN2
i follow Propositions 3.2, (3.21), and (3.38) respectively
under the information in record i. The models are subsequently calibrated to the training
set by solving the following minimization problems:








s.t. σ > 0.








s.t. σ > 0.








s.t. σ1 > 0,
σ2 > 0,
λ ∈ [0, 1].
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Model Parameter Estimates
Lognormal allowance price (LN)
σ
0.5094
Skewness-Kurtosis Modified Lognormal (SKM)
σ µ3 µ4
0.5057 -0.0804 3.4564
Two-component Mixture Lognormal (MLN-2)
λ σ1 σ2
0.7278 0.3848 0.8261
Table 3.4: Parameter estimates of the open-phase models from futures option prices
The LN model is clearly the simplest to calibrate, since it is associated with only one un-
known parameter, making the search uni-dimensional. Both the SKM and MLN-2 models
have three parameters that must be calibrated to the training data. The resultant param-
eters estimates from this exercise are given in Table 3.4. The volatility estimate from the
LN model is 0.5094, indicating a relatively high level of risk in allowance returns implied
by the option price. For the SKM model, the volatility parameter estimate is very close
to that under the LN model, which is expected since the SKM model adjusts for excess
skewness and kurtosis only. The skewness parameter µ3 takes a slightly negative value,
which is consistent with our previous comments on the open-phase allowance return char-
acteristics hypothesizing an immaterial skewness effect based on Table 3.1. However, to
our surprise, the kurtosis parameter µ4 takes a value just over 3, which is far from that in
Table 3.1 to conclude a significant effect of excess kurtosis. This may be attributed to the
option-implied return distribution having a thinner tail over our study period.
Finally, for the MLN-2 model, the two component volatilities differ drastically, character-
izing a distinct pair of return regimes that the allowance price may follow. λ is estimated
to be 0.7282, which is far from either of its boundary values to support the validity of the
mixture model specification. The corresponding Share of Downside Return Risk (SDRR)
is 0.6498 calculated using (3.41). This indicates that over the study period, the downside
component contributes to about 65% of the return variance on average as implied by the
option prices. Accordingly, the crash-o-phobia effect is found to be material8.
The in-sample performances of the models are summarized in Table 3.5. To assess model
fitness, three discrepancy metrics are calculated, namely the Mean Square Error (MSE),
8Note that ideally, the model is best calibrated to the intra-day high-frequency price data to obtain a
time series of parameter estimates and the SDRR metric, which will deliver a more comprehensive insight
on how the option market’s view varied over the study period.
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Model LN SKM MLN-2
MSE 0.006249 0.005337 0.004604
MAE 0.06761 0.06124 0.05771
MAPE 4.562% 4.244% 3.793%
Table 3.5: In-sample performance metrics for the open-phase models
Model LN SKM MLN-2
MSE 0.005169 0.004405 0.004022
MAE 0.05766 0.05111 0.04785
MAPE 3.901% 3.682% 4.282%
Table 3.6: Out-of-sample performance metrics for the open-phase models
the Mean Absolute Error (MAE), and the Mean Absolute Percentage Error (MAPE). The
results show an overall satisfactory in-sample fit for all three models. As expected, both
the SKM and the MLN-2 model outperform the LN model. At the same time, the MLN-2
model delivers recognizably more accurate prices than the SKM model. This conclusion is
consistent across the metrics, which can be attributed to the ability of the MLN-2 model
to explicitly capture the crash-o-phobia effect in the option market.
Figure 3.6 shows the relative errors of the model prices against the option moneyness for
the calibration set. Observe that the LN and SKM models show a tendency to underprice
the out-of-the-money options, which does not apply to the MLN-2 model. In fact, a mild
tendency of overpricing toward the out-of-the-money region can be argued for the MLN-2
model based on the plot in 3.6(c). At-the-money and in-the-money options are quite ac-
curately priced by all three models.
To assess the out-of-sample performances of the models, we index the records in the testing
set by j ∈ {1, 2, 3..., 594}. For each record j, the futures option price is calculated under
the models using the parameter estimates in Table 3.4 and compared to the corresponding
actual market value. Fitness is quantified using the same discrepancy metrics as those in
the in-sample assessment. The results are summarized in Table 3.6.
We see that all three models show good out-of-sample performance. The relative rank-
ings in model fitness is consistent with our in-sample results based on the MSE and MAE
metrics. An exception resides in the MAPE metrics, based on which the MLN-2 model
underperforms the SKM and the LN. This is caused by the model’s overpricing of a series of
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(a) LN (b) SKM
(c) MLN-2
Figure 3.6: In-sample relative error vs. Option moneyness
out-of-the-money options on the EUA 2018 futures on January 8, 2018, where the relative
errors are inflated by extremely low market option prices.
Figure 3.7 shows the relative errors of the model prices against the option moneyness
for the testing set. There is more dispersion in the relative errors for the out-of-the-money
region, while the overall patterns observed are consistent with the in-sample results. In
addition, the MLN-2 model’s tendency to overprice out-of-the-money options is clearly re-
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vealed here, reinforcing our previous argument made based on the in-sample information.
(a) LN (b) SKM
(c) MLN-2
Figure 3.7: Out-of-sample relative error vs. Option moneyness
We conclude this chapter with a few remarks on the models in connection with the in-
sights obtained from this study. First, the presented open-phase allowance price models
offer closed-form option valuation expressions for superior numerical efficiency in the vari-
ous actuarial applications they may serve. This is often an under-emphasized criterion in
academic researches in assessing models. In addition, the selection of the model should
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be based on the particular application it is intended to serve. For example, though the
MLN-2 model has the best overall fitness, it also has a drawback of overpricing the out-of-
the-money options. This is undesirable if the valuation results are used to set transaction
upper bounds in establishing long positions in the options. However, it may be an ac-
ceptable solution for an insurer in calculating the required capital of an allowance-indexed
liability with option-like payoff to the counterparty9. Similar arguments can be made for
the SKM and LN models. There is not a perfect-for-all choice. The conclusions from
this study should offer useful insights to possible stakeholders, such as insurers and pen-
sion funds, on the tradeoffs involved. Finally, for insurance regulators, the theoretical and
numerical findings on the models should hopefully shed light on the development of guide-
lines for allowance-linked insurance and annuity products, which is not explicitly covered
in scope by existing policies.





In this chapter, we present the design and modeling of annuity products with benefit payoffs
that are linked to the performance of emission allowance markets. To be consistent with
the rest of the thesis, the emission allowances in this chapter refer to the EUA contracts
in the prevailing EU ETS Phase 3 directives, which encompasses the key characteristics of
most contemporary ETS in open trading phases. Accordingly, the allowances are viewed
as an alternative investment class that can be considered for long term asset allocation. In
addition, unless otherwise specified, the term“annuities” refers to deferred annuities only.
Immediate annuities, which are also commonly referred to as payout annuities, are not of
interest in this analysis.
Annuity products often comprise substantial portions of the business for major insurance
companies. Aside from providing natural hedges to the insurance policies underwritten
by the insurers1, their popularity largely resides in the demand side by providing a range
of tax-deferring investment vehicles for retirement planning, catering to the market’s di-
versity in risk appetites. However, to the best of our knowledge, annuities linked to the
emission allowance market have not been launched to date. One possible reason may be
the concerns around the political stability underlying the ETS schemes from a long run
perspective. With the prevailing coordinated international effort in emission control, evi-
1Annuities are living benefit products whose payoffs are contingent on the survival of the policyholder.
They introduce longevity risk that offsets in nature the mortality risk embedded in the insurance products
sold.
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denced by the ratification of the Paris Agreement2 and the rapid growth of several leading
ETS markets, an in-depth analysis of such annuities is called for, as they attract policy-
holders seeking further portfolio diversification via thematic investments aligned with the
global emission control incentives. This chapter contributes to the literature by providing
forward-looking insights to insurers, pensioners, and regulators on the conceptual design,
viability, and modeling approaches of these relatively innovative products.
To facilitate the discussion, we first review and standardize the fundamental features of
a fixed annuity. At the policy inception, the policyholder pays a premium to the insurer.
The premium adds to the general account asset on the insurer’s balance sheet, which fol-
lows a specified investment and reinvestment strategy. Simultaneously, an account is set
up for the policyholder with an initial value equal to the premium. Each year, the account
is credited a rate equal to the insurer’s general account asset return less a pricing spread,
subject to a contractual minimum3. The policyholder account value grows over an accu-
mulation phase, at the end of which the policyholder may elect to annuitize the account
value under the benefit forms offered by the product or take a lump-sum payment. Lapses
are allowed during the accumulation phase with applicable surrender charges and market
value adjustments specified in the contract.
Due to insurance regulations and relevant risk-based capital requirements, the insurer’s
general account assets often comprises fixed income instruments and similar derivatives,
with small exposures in alternative investments and commodities. The associated returns
are comparatively predictable with the major risks being interest and credit risks. In order
to participate in the returns of other markets (i.e. stock market), policyholders need to
resort to variable annuities and index annuities, which are the subjects of discussion in this
chapter.
Before proceeding further, we define the notations that will be used in this chapter:
 [0, T ]: the accumulation phase of the policy.
 A(t): the time-t value of the policyholder account given that it’s still in force.
2The Paris Agreement is an agreement within the United Nations Framework Convention of Climate
Change (UNFCCC), dealing with the greenhouse gas emission mitigation, adaptation, and finance, signed
in 2016. As of March 2019, 195 UNFCC members have signed it, confirming their coordinated commitments
to emission control stipulated within the Agreement. See Paris Agreement (2016)[84] for more details.
3The credited rate also differs between existing and new premium deposits, in which the latter usually
earns the new money rate less a spread. As a simplification, we do not make this differentiation in this
chapter.
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 m: the pricing spread/fees payable to the insurer as a percentage of account value.
 Kx: the curtate future life time for a life aged x.
 tp
(τ)





x : the double-decrement exit probabilities for a life aged x, where l
denotes lapse and d denotes death.
The time index t is measured in the time step of interest that will be identified in the con-
text. Notice that mortality and lapse rates are treated as deterministic assumptions in this
analysis. This approach is consistent with that in Hardy (2003)[50], which is based on the
principle that relative errors in these assumptions diminish with a sufficient diversification
in product sales. Nevertheless, common actuarial practices in setting these assumptions
for different products will be briefly mentioned to facilitate the readers’ understanding.
Finally, notations related to the allowance market prices in the previous chapters are in-
herited for use in this chapter.
4.1 Allowance-based variable annuities
A variable annuity (VA) differs fundamentally from a fixed annuity contract in that the
premium does not become part of the general account asset of the insurer. Instead, it is
deposited into a separate account of the policyholder, which is then invested in a series
of managed funds offered by the variable annuity following the policyholder’s discretion.
These funds often represent holdings in the various equity and bond markets, and hence
the account value is subject to market risk. Similar to fixed annuities, at the end of an ac-
cumulation phase, the policyholder chooses to annuitize the account or receive a lump-sum.
However, the existence of various benefit guarantee riders makes such a choice interesting.
For the insurer issuing the variable annuity contracts, a fee income is received periodically
as a percentage of the account value. This fee is the pricing spread that covers the expenses
incurred by the insurer in administering the product, the cost of the guarantee rider, and
a profit margin.
Without the guarantee riders, the market risk underlying the VA contract is born by
the policyholder. There are little modeling needs for risk management purposes, as the li-
ability simply equals the separate account value. It is only necessary to model the account
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value process for pricing and budgeting purposes. To improve the marketability of VA
products, a variety of benefit guarantee riders have been introduced to transfer portions
of the risk to the insurer, which add an actuarial sophistication to the models. Commonly
offered riders include:
 Guaranteed Minimum Death Benefits (GMDB): guarantees a minimum level of death
benefit payable upon the policyholder’s death during the accumulation phase, without
which the entitlement is confined to the account value at the time of death.
 Guaranteed Minimum Maturity Benefit (GMMB): guarantees a minimum account
value for the policyholder at the end of the accumulation phase.
 Guaranteed Minimum Income Benefits (GMIB): guarantees a minimum level of pe-
riodic income for the policyholder should she choose to annuitize the account value
at the end of the accumulation phase, regardless of the actual account value at that
point.
 Guaranteed Minimum Withdrawal Benefits (GMWB) guarantees a level of allowable
periodic withdrawals for the policyholder starting at the end of the accumulation
phase should she choose not to annuitize, regardless of the actual account value.
We are interested in a hypothetical VA policy backed by a managed fund in emission
allowances. To make the scope of our research manageable, the following assumptions
apply to this section:
1. The account value remains fully invested in the allowance-based fund. In the existing
actuarial practice, assumptions of investment allocation changes are deterministic and
derived from experience studies of historical policyholder behaviors, which still lacks
a mathematically rigorous foundation to date.
2. The fund management expense ratio (MER) is negligible. This is reasonable since
the allowance-based fund requires no active management. This assumption can also
be relaxed with small adjustments to the fund value calculations in the framework.
As allowance contracts under open trading phases share many characteristics with equity
investments, features of the existing VA products can be applied, with particular consid-
erations to the modeling and design discussed below.
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4.1.1 Generating account value scenarios
One critical procedure for modeling variable annuities is the generation of future scenarios
for the separate account value. In practice, most actuarial calculations for VA policies are
performed via numerical simulations of the account values. This is necessary in capturing
the dynamic lapse rates that vary with the moneyness of the associated guarantee riders
as well as for pricing and valuations that lack analytical solutions.
The value of the separate account depends on the performance of the underlying funds.
Existing products usually offer actively-managed stock market funds, which are imprac-
tical to model directly at the fund level. Instead, the current best practice groups the
funds into classes based on their investment themes and strategies. The return of each
fund class is then related via a simple linear model to the returns of several key indices
and benchmarks, which are either simulated or prescribed. This approach is consistent
with the CAPM framework and is generally accepted by regulators. Unfortunately, it does
not apply to an allowance based fund, which has relatively less correlation in return to the
stock market. Table 4.1 below shows the linear and rank correlations between the returns
of the December 2017 EUA futures and those of selected benchmark stock indices for the
period from September 1, 2010 to July 31, 2017, which covers parts of Phase 2 and Phase
3 of EU ETS for a comprehensive analysis.
Index Correlation Spearman’s Rho
Dow Jones 0.1316 0.1276
SP500 0.1321 0.1359
NASDAQ Composite 0.1275 0.1193
Euronext 100 0.1409 0.1326
SPTSX composite 0.1388 0.1551
FTSE 0.1243 0.1195
DAX 0.1320 0.1262
Table 4.1: Return correlations between EUA17 futures and selected indices
Therefore, the allowance-based fund value scenarios should be generated separately, which
is also made possible by the fund being a single-asset investment free of active management.
The reduced-form allowance price models introduced in Chapter 3 can be applied to serve
this purpose. The procedure is straightforward once the relevant parameter estimates are
available.
First consider the generation of real world scenarios. Index the set of pivot points for
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the projection horizon by t ∈ {1, 2, ...n}, where n denotes the end of the horizon, and
assume that a total of N scenarios are needed. To simulate the allowance price path under
the LN price model specified by (3.1) with parameters µ and σ per time unit:
1. Generate a standard random normal variable z1.
2. Allowance price at t = 1 is calculated as S(1) = S0 exp (µ+ σz1).
3. Repeat Steps 1 and 2 for t = 1, 2, ...n, which completes a price scenario.
4. Repeat Steps 1 to 3 to obtain the N scenarios.
The same procedures can be followed to simulate allowance prices under the SKM model
given the parameters µ, σ, µ3 and µ4, except that the random normal variable in Step
1 needs to be drawn from the skewness-kurtosis adjusted normal density in (3.15). No
generator is naturally available for this purpose. To do so, one needs to apply the inversion
method by first generating a uniform variable u1 ∈ [0, 1], then numerically solving for z1









(µ4 − 3)(x4 − 6x2 + 3)
4!
]
dx = u1. (4.1)
Finally, to simulate the allowance price path under the MLN-2 model specified by (3.34)
with parameters µ1, µ2, σ1, σ2 per unit of time and mixing weight λ:
1. Generate a uniform variable u1 ∈ [0, 1].
2. Generate a standard random normal variable z1.
3. Allowance price at t = 1 is calculated as:
S(1) =
{
S0 exp (µ1 + σ1z1), u1 ≤ λ
S0 exp (µ2 + σ2z1), u1 > λ.
4. Repeat Steps 2 and 3 for t = 1, 2, ...n, which completes a price scenario.
5. Repeat Steps 1 to 4 to obtain the N scenarios.
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The above procedures generate the allowance price scenarios under P , which are mostly
used for budgeting and cashflow testing purposes. To generate scenarios under Q, simply
replace all parameters by their risk neutral versions, where all drift parameters (i.e. µ, µ1
and µ2) are substituted by the risk free rate r.
Fees for VA contracts are collected at the beginning of periods in practice. Hence, we
have:






(1−m)t, ∀t ∈ {1, 2, ...n}. (4.2)
Conditioning on the policy remaining in-force at each step, the account value scenarios are
then derived from the simulated allowance price scenarios using (4.2).
4.1.2 Design, pricing, and valuation of guarantees
In this section, we examine the benefit guarantee riders that can be offered to the VA pol-
icyholders, which have been listed previously. Pricing in this case refers to the calculation
of a rider charge δ that is drawn from the fee m to finance the future liability under the
guarantee. On the other hand, valuation refers to the calculation of the actuarial present
value of the payoffs provided by the guarantee rider. If the same assumption basis is used
for the two calculations, then, as we shall see, valuation is just a step in the pricing process.
Despite the different protections offered by the riders, a common contractual feature dic-
tating the guarantee payoff upon its exercise is the guaranteed benefit base, denoted by
B(t) without loss of generality. Absent of a ratchet feature, B(t) is deterministic and may
include the following forms:
 Level guarantee at the initial deposit: B(t) = A0
 Level guarantee at a fixed amount: B(t) = G.
 Initial deposit accumulated at a specific rate, for example: B(t) = A0(1 + r)t.
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Complexity arises with a ratchet feature, where B(t) is set to the high watermark of
the fund value in [0, t]. Details of the benefit base will be more naturally revealed in the
subsequent discussions. Finally, in VA rider designs, a partial withdrawal from the account
value prior to the exercise of the rider leads to a proportional decrease in the benefit base.






where the superscript + indicates the time instance immediately after. To avoid such
behavioral sophistication in modeling, we assume no partial withdrawals during the accu-
mulation phase.
A GMMB is the simplest rider among the ones introduced. By purchasing a GMMB,
the policyholder is entitled to an account value of max (A(T ), B(T )) at T given the policy
remains in-force. The advantage of GMMB is that the policyholder has a full discretion
on the treatment of this terminal benefit (annuitize, lumpsum, transfer, etc.), which is not
bound by the rider. Denote by VAB(t) the time t value of the GMMB rider. The terminal
payoff of the rider conditioning on the policy remaining in force is given by:
VMB(T ) = (B(T )− A(T ))+ (4.3)
Hence, without a ratchet feature, the GMMB is a European put option written on the
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The last line of (4.4) follows from (4.2), the result of which shows that a GMMB is equiv-
alent to a scalar multiple of an allowance put option maturing at T . Pricing is performed
at t = 0 by setting the actuarial present value (APV) of the insurer’s rider charge income
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= δA0 äx:T m′ , (4.7)











A GMDB is slightly more difficult to value and price than GMMB in that the rider
payoff point is variable. For a VA policy with GMDB, a policyholder aged x is entitled to
a death benefit of max (A(Kx + 1), B(Kx + 1)) at point Kx+1 ∈ [0, T ]. The corresponding
rider payoff is given by
VDB(Kx + 1) = (B(Kx + 1)− A(Kx + 1))+ , (4.9)
where VDB(t) denotes the time-t value of the GMDB rider. Without a ratchet feature,
the GMDB is a European put option written on the account value with strike B(Kx + 1)












x+tM(k + 1)P (t, B
∗(k + 1), k + 1), (4.10)
where M(·) and B∗(·) follow (4.5) to (4.6). This result shows that a GMDB is equivalent
to a linear combination of allowance put options with sequentially increasing strikes and
maturities. Pricing of the rider is performed using the same logic as that for GMMB.
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where VDB(0) is calculated from (4.10).
A GMIB differs from the previous two riders by guaranteeing the policyholder a min-
imum level of periodic income upon annuitization of the account value at T , subject to a
maximum payout term n. The guaranteed payment equals a fixed percentage c of the ben-
efit base B(T ). Assume that annuity payments without GMIB utilization are determined
using the equivalence principle, the payoff of a GMIB rider at T is:
VIB(T ) =
(
cB(T )äx+T :n − A(T )
)+
, (4.12)
where VIB(t) denotes the time-t value of the GMIB rider. Without a ratchet feature, the
GMIB is a European put option written on the account value with strike cB(T )äx+T :n
maturing at T conditioning on the policy remaining in-force, whose risk neutral value at










x+tM(T )P (t, cB
∗(T )äx+T :n , T ), (4.13)
where M(T ) and B∗(T ) follow (4.5) to (4.6). Hence, a GMIB is also equivalent to a scalar
multiple of an allowance put option maturing at T with the strike price being a product
of the benefit percentage, benefit base, and an annuity factor. For pricing, the APV of the





where VIB(0) is calculated from (4.13). Note that in reality, a GMIB provides protection
over both market and basis change risks for the policyholder. This is because under the
standard annuitization, annuity payments are calculated based on the mortality assump-
tion at T , which typically differs from the time-0 assumption based on which the GMIB is
priced.
All results above are straightforward due to the absence of the ratchet feature, an at-
tractive design that further increases the marketability of the VA policy and riders. Under
109
a Ratchet feature, the contractual benefit base is set to the maximum account value
reached over its paths, which is expressed as:
B(t) = max {A(ti) | ti ∈ T , ti ≤ t} , (4.15)
where T is the set of ratcheting points specified in the rider, making them look-back
put options written on the account values. Specifically, let LP (t, T , κ, τ) denote the
time-t value of a floating strike look-back put option maturing at τ with terminal pay-
off (κmax {A(ti) | ti ∈ T } − A(τ))+, we have:
VMB(t) = T−tp
(τ)






x+tLP (t, T , 1, k + 1),
VIB(t) = T−tp
(τ)
x+tLP (t, T , cäx+T :n , T ).
In these cases, the rider values must be calculated numerically through a simulation of the
account value paths as described in Section 4.1.1, though the APV of the rider fee income
retains the analytical expression in (4.7) for pricing purposes.
To summarize, without the ratchet feature, values of GMMB, GMDB, and GMIB riders
can be expressed as linear combinations of allowance put option values, for which closed-
form expressions under three alternative models derived in Chapter 3 may be conveniently
applied. Unfortunately, no analytical solutions are available for the pricing and valuation
of a GMWB, which requires a numerical procedure regardless of whether a ratchet feature
is present. For brevity, we only present the product design for a GMWB rider along with
the key modeling considerations.
A GMWB guarantees a minimum level of periodic withdrawal that a non-annuitizing
policyholder may take against its account value starting at T up to a maximum term of
n conditioning on the policy remaining in-force. The guaranteed withdrawal level equals
a fixed percentage cw of the benefit base B(t) and may be drawn regardless of the actual
account balance. Compared to the other riders, one distinguishing feature of a GMWB
is that upon its exercise, the separate account remains active through the payout phase
and hence the account fee continues to be collected. In addition, the policyholder has
discretion over the withdrawals, where an amount over the guaranteed level is allowed up
to the remaining account value or a contractual maximum, whichever is less. Such with-
drawals reduce the benefit base proportionally and thus subsequent guaranteed withdrawal
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levels. For instance, if an amount of D(t) > cwB(t) is withdrawn at t, the benefit base is
immediately adjusted:







, ∀t ∈ [T, T + n]. (4.16)
Two modeling complexities hence arise for the valuation and pricing of a GMWB:
1. A need to model the policyholder withdrawal patterns, which depends on a variety
of behavioral factors.
2. A need to model the account value in both the accumulation and payout phase.
These two components should be implemented in the scenario-based numerical framework.
Simulations can be performed to estimate the APV of the GMWB, which start to pay off
once the account value is depleted. Pricing follows by setting the result to the APV of
rider incomes. In practice, the withdrawal behaviors can be modeled using a discrete-time
Markov process calibrated to experience data, with states representing withdrawals below,
at, and above the guaranteed level. Finally, for a GMWB policy, the lapse rates typically
vary before and after the exercise of the rider, where lower surrenders apply after the first
GMWB withdrawal. The lapse also exhibits a dynamic behavior by varying on the mon-
eyness of the rider, adding complexity to the modeling requirements.
To conclude this section, we presented the design, valuation, and pricing expressions of
various guarantee riders for an allowance-based VA separate account. Depending on the
type of rider and the presence of the ratchet feature, closed-form pricing and valuation
results may be available under the allowance price models presented in Chapter 3. How-
ever, we remind the reader that the pricing equation derived in this section assumes that
the rider charge is drawn from the account fee without increasing it. If this assumption is
relaxed, a numerical procedure will be required to solve for the rider fee rate that equates
the actuarial present values of the fee income and the rider payoff.
4.1.3 Hedging and volatility control fund
Hedging portfolios for the guarantee riders can be built by taking positions in the allowance
and bond market, where the strategies vary by rider designs. In an ideal allowance market
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where all possible option specifications are traded at fair values under negligible transaction
costs, a complete hedge is possible for GMMB, GMDB, and GMIB designs without the
ratchet feature, which are equivalent to linear combinations of allowance put options. Exact
replicating portfolios can be built by longing put options, where the required positions and
option parameters are exactly as given in (4.4), (4.10), and (4.13) respectively for the
three riders. However, such a desirable setting rarely, if ever at all, holds in reality, as the
allowance option market is relatively lacking in size and liquidity. As a result, a dynamic
hedging portfolio can be built following the delta-hedge approach with a time-t value:






represents the time-t delta of the guarantee liability, and
Υ(t) = H(t)−Ψ(t)S(t) (4.19)
is the bond portion of the hedge. Under continuous-time, the hedging portfolio exactly
replicates the rider liability. In practice, the hedge is rebalanced in discrete time and hence
hedge errors exist. In this chapter, hedge rebalancing follows the same time step as t to be
defined in the context. The time-t hedging error before the rider is exercised, denoted by
HE(t), is given by the difference between the required hedge at t and the hedge at t − 1
rolled forward, which has the unconditional expression:
HE(t) = tp
(τ)







where ∆t is the length of the time step expressed in years. For GMMB, GMDB, and GMIB
without the ratchet features, the liability deltas in (4.18) can be expressed as functions of
allowance put option deltas as below, conditioning on the policy being in-force at t:
ΨMB(t) = T−tp
(τ)
x+tM(T )∆P (t, B






x+tM(k + 1)∆P (t, B
∗(k + 1), k + 1), (4.22)
ΨIB(t) = T−tp
(τ)
x+tM(T )∆P (t, cB
∗(T )äx+T :n , T ), (4.23)
where the subscript denotes the rider type. An advantage of this exercise is that allowance
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option deltas have analytical expressions under the LN and MLN allowance price models
presented in Chapter 3, which are detailed in Appendix R. Hedge and rebalancing can be
efficiently implemented without numerical procedures.
Unfortunately, for a GMWB or riders with the ratchet feature, the required positions
in the hedge need to be determined numerically at each rebalancing point t following the
three steps below:
1. Determine a proper shock size, denoted by ∆S to be applied to the allowance price
in opposite directions.
2. Evaluate via simulations the APV of the rider liability for each shocked time-t al-
lowance price. Denote the results by V u(t) and V d(t) for the upward and downward
shocks respectively.





Apparently, such an actuarial practice leads to substantial computational resource require-
ments for the inner loop runs should a full cash flow projection be needed.
We end the discussion on allowance-based VA products by introducing the Volatility Con-
trol Fund (VCF). A VCF is an actively managed fund aiming to achieve a target range
of return volatility over time. It leverages the view that the allowance return volatility
changes over time, as we previously pointed out under the empirical evidence in Figure
3.3. Since volatility models are out of the scope of this thesis, we present only the basic
concepts and designs of the fund.
Effectiveness of volatility control in an allowance-based separate account fund is largely
ensured by the simplicity of having a single risky asset to model. The volatility control
mechanism is straightforward: the fund consists of dynamically rebalanced positions in
the allowance market and risk free assets (e.g. treasuries and bonds), with investment
weights reflecting projected allowance market volatilities under a selected model and a tar-
get volatility the fund aims to maintain. Let F (t) denote the unitized time-t fund value.
Assume that the allowance price follows:
dS(t) = rS(t)dt+ σ(t)S(t)dW (t), (4.25)
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where W (t) is a standard Brownian Motion underQ. Note that the LN and MLN allowance
price specifications are both instances of this general form. Without the fund management
fee, the fund value process is given by:
dF (t)
F (t)
= wr(t)rdt+ ws(t)(rdt+ σ(t)dW (t))
= rdt+ σ∗dW (t), (4.26)
where σ∗ is the target volatility level. wr(t) and ws(t) denote the investment weights in









where a negative value of wr(t) means a leveraged position in allowance. An advantage of
the VCF fund is that it leads to a potentially more robust hedging portfolio, since the vega
risk not captured in a delta-hedging strategy is resolved at the fund level. The downside
is the heavy reliance on the model used in the volatility control mechanism as well as
effectiveness in the fund management process.
In reality, the investment allocation adjustment occurs in discrete-time, for which we as-
sume the same frequency as the time steps of t in the previous discussions. Some modifi-
cations to the volatility control mechanism are also made for implementation. Instead of a
single target volatility, a target volatility range [σmin, σmax] is established. Restrictions are
also set on the investment weights in the allowance market, denoted by [wmin, wmax], to
prevent excessive leveraging and deleveraging in the fund composition. The volatility con-
trol mechanism follows the step below, assuming that the fund starts with a full allocation
to the allowances at t = 0:
1. Select a volatility model and volatility control parameters described above.
2. At each point t ≥ 0, project the volatility ̂σ(t+ 1) that applies through the subse-
quent period [t, t+ 1]. Model recalibration may be performed as needed.
3. Adjust the investment allocations for the subsequent period using the volatility con-
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trol strategy, so that:
ws(t+1) =












, ws(t) ̂σ(t+ 1) /∈ (σmin, σmax) .
(4.29)
The process is very intuitive: whenever the projected fund volatility for the subsequent
period falls out of the target range, the investment weights are adjusted to bring it to the
midpoint of the range.
Simulation of fund values for a VCF under Q is simple to perform. For a projection
horizon of n periods, using the assumed volatility model, generate paths of volatilities and
allowance prices simultaneously by discretizing (4.25). The investment weights for each
period along each path are calculated based on the simulated volatilities and the volatility
control mechanism above. The fund value scenarios are subsequently obtained using the
paths of investments weights and allowance prices. Finally, the account value scenarios are




(1−m)t, ∀t ∈ {1, 2, ...n}. (4.30)
The results can be used in the valuation, pricing, and hedging of the various guarantee
riders. To simulate fund values of the VCF under P that are used for outer loop runs in
budgeting and cash flow testing purposes, replace the drift parameter in (4.25) by the real
world estimate µ. This shall affect the accumulation of the fund value over periods, but
does not affect any other components of the procedure.
4.2 Allowance-based fixed index annuities
A fixed index annuity (FIA) contract can be viewed as a hybrid of a fixed and a variable
annuity. Being a fixed annuity in nature, the policyholder’s account value is backed by
the insurer’s general account asset. However, each period, the account is credited a rate
that is linked to a market index (less a pricing spread), and hence gaining exposures to
market returns as for a variable annuity. The credited rate is declared at the beginning
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of each period subject to a contractual minimum. At the end of the accumulation phase,
the policyholder may annuitize the account under the available annuity options or take
the account value as a lumpsum. Lapses during the accumulation phase are subject to
applicable surrender charges and market value adjustments, exactly the same as for a fixed
annuity contract.
Existing FIA products commonly link their credited rates to various equity indices to
provide the policyholders an exposure to the global stock markets. Contemporary studies
on FIA also center around these equity-linked annuities (EIA), such as in Hardy (2003)[50]
with focuses on their design and valuation. We are interested in a hypothetical FIA design
where the credited rate is linked to the allowance market, with a focus on the credited rate
strategy design, which differs to some extent from the existing literature.
The major risk for an insurer issuing the FIA contract is the basis risk between the actual
earned rate on premium and the rate credited to the account. The former is equal to the
general account portfolio return, while the latter is based on the allowance market return
to which the portfolio may lack an exposure. However, the fact that the credited rate is
periodically declared allows a flexible design to largely (if not completely) hedge the risk.
Notice that from an actuarial perspective, the payoffs in the FIA contract resemble those
of call options on the allowance. This is in contrast to the VA guarantees in the previous
section, which are in nature put options. As an example, consider the simplest Point-to-
Point (PTP) indexing, under which the rate credited to the policyholder account for the








where G is the contractual rate guarantee. The dollar amount credited is:
A(t)C(t) = GA(t) +
A(t)
St
(S(t+ 1)− (1 +G)St)+ . (4.32)
The variable portion of the expression is equivalent to the payoff of a time-t allowance call
option with a strike price of (1 +G)St maturing at t+ 1. Therefore, the insurer selling the
FIA contract has a short position in an allowance call option, whose payoffs are theoreti-
cally unlimited. To mitigate such a risk, a productive approach is to add features such as
cap, participation rate, and offset to the credited rate strategy. We show several designs
below along with the method of determining these mitigating parameters. To facilitate the
presentation, we assume that t is measured in years, so that all crediting rates parameters
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are reset annually. To avoid confusion, we remind the reader that the parameters declared
at t apply to year t + 1 (i.e. the year spanning [t, t + 1]), while the actual rate crediting
for the year occurs at t+ 1 (i.e. the year-end).
The funding for the call option embedded in an FIA policy, which we refer to as the
option budget, is provided by the general account return. In practice, the general account
portfolio consists of mostly well-managed investment grade instruments that deliver a rela-
tively predictable return on a periodic basis4. Denote by Cg(t) the time-t projected general
account return for year t + 1, then the corresponding option budget, denoted by O(t), is
obtained by subtracting from the projected return a pricing spread:
O(t) = Cg(t)−m. (4.33)
The option budget is the key variable in setting the mitigating parameters.
Annual Point-to-Point with Cap: A cap is the most effective risk mitigating parameter
declared at the beginning of each period, which puts an upper bound on the credited rate
over the period. When it is applied to the simple Annual PTP indexing, the credited rate


















(S(t+ 1)− (1 +G)St)+ − (S(t+ 1)− (1 + κ)St)+
)
. (4.35)
The variable part of this payoff is equivalent to that of a bull spread consisting of a long
call with strike (1 + G)St and a short call with strike (1 + κ)St. To set the declared cap
at time t, we find the available prices of allowance call options maturing at t + 1 on the
market, and solve for the value of κ such that the market cost of (4.35) equals the dollar
amount of the option budget:
O(t)−G = 1
St
(Cm(t, (1 +G)St, t+ 1)− Cm(t, (1 + κ)St, t+ 1)) , (4.36)
where the superscript m indicates the prices are market-quoted. In practice, a precise
solution can rarely be found in the traded strikes. In this case, κ may be solved for un-
der a selected allowance price model or via a linear interpolation. The latter approach
4At the beginning of period, the return over the period can be projected with a satisfactory level of
accuracy, due to the nature of the general account portfolio.
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retains the market-consistency of the method but ignores the convexity of option values
with respect to the strike price, which is trade off to ponder over. In addition, the right
hand side of (4.36) represents the spread positions needed to hedge the basis risk between
the earned and credited rates for the FIA policy, which can also be done using allowance
futures options with minor adaptations. Futures options are exchange-traded with high
liquidity, where maturities in annual intervals are largely available.
Annual Point-to-Point with Participation: A participation rate limits the level of
market indexing by applying a multiplier to the allowance market return in the credited
rate. Compared to a cap, it is less effective in risk mitigation in that the credited rate
remains unbounded above. When it is applied to the simple Annual PTP indexing, the












where α ∈ [0, 1] denotes the participation percentage. The associated dollar amount cred-














The variable portion of this payoff is equivalent to that of an scaled out-of-the-money
allowance call option maturing at t + 1. To set the declared participation rate at t, the
same logic above is followed by solving for the α that equates the market cost of (4.38) to














which requires some numerical search method. Once the participation rate is set, the right-
hand side of (4.39) gives the required hedge to be built for the year.
Annual Point-to-Point with Offset: An offset represents a direct reduction to the
indexed market return in the calculation of the credited rate. Being the simplest in design,
it is less effective than a cap as a risk mitigation since the credited rate with an offset is


















(S(t+ 1)− (1 + θ +G)St)+ . (4.41)
The variable portion of this payoff is equivalent to that of an out-of-the-money allowance
call option maturing at t + 1 with strike (1 + θ + G)St. Exactly the same logic above is
used in setting the declared offset rate at t, by solving for the θ equating the market cost
of (4.41) to the option budget in dollar amount:
O(t)−G = 1
St
Cm(t, (1 + θ +G)St, t+ 1). (4.42)
Similar to the cap and participation rate, the right-hand side of (4.42) gives the simple
holdings required to hedge the indexed payoff for the year.
We have demonstrated the design, calculation, and hedging required when the mitigating
parameters are applied to a Point-to-Point indexing strategy, the most commonly offered
mechanism in the market of equity-linked annuities. However, any combinations can be
built by applying the mitigating parameter to other indexing strategies, which include:





























− 1 > G
G, otherwise.
(4.43)
where γ > G is reset annually.
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One should observe that these indexing strategies correspond to different types of call
option payoffs, namely a variable price Asian call, a floating price look-back call, and a
binary call. Adding a participation rate or offset to these increases the strike price, while
adding a cap transforms the liability to the corresponding bull spread, all of which re-
duces the liability value to the insurer. Unfortunately, these exotic allowance options are
not actively offered. Therefore, the determination of the parameter values to be declared
requires a proper allowance price model. Hedge portfolios change accordingly to follow a
model-contingent delta-hedging strategy.
Finally, note that we have not discussed the hedging for the guaranteed minimum credited
rate G. This is because for an FIA contract, the guaranteed interest credit is comfortably
low compared to the general account return to warrant its funding. Under the prevailing
low rate economy, a value of G in the range of 0% to 0.5% is common. In addition, a FIA
contract typically has a shorter term from issuance than a VA contract, ranging from 10
to 15 years. Hence, the minimum rate guarantee is of a minor concern in practice.
4.3 Examples and numerical illustrations
In this section, we provide several examples to numerically demonstrate and supplement
the concept discussed in this Chapter.
Example 4.1: Pricing of a GMWB rider.
Consider a representative VA policy with GMWB issued to a life of age 50 on May 3, 2019.
The separate account remains fully invested in the allowance market fund. Initial deposit
is e10000. All cash-flows occur monthly. Policy terms are listed below:
 Payout phase: starts at age 60.
 Benefit base: calculated monthly; ratchets every two years during accumulation.
 GMWB amount: 5% annual notional (0.417% monthly) of the month-start benefit
base.
 Maximum withdrawal if above GMWB amount: the remaining account value or 3
times GMWB amount, whichever is less.
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 GMWB term: 20 years.
 Fund Management Expense Ratio (MER): 0%.
 Account fee: 3% annual notional (0.25% monthly) of the month-start account value.
 Surrender charges and MVA: None.
Scenario generation follows the specifications below:
 Starting allowance price: e24.63 per EEX market data.
 Allowance price model: two-component Lognormal Mixture.
 Parameters: use λ = 0.7, σ1 = 0.3, and σ2 = 0.7 (both annual).
 Number of scenarios: 5000.
Actuarial assumptions follow the specifications below:
 Mortality table: 2012 IAM Period Male ANB. Converted to monthly under Constant
Force of Mortality (CFM).
 Base lapse: 8%/year in accumulation phase and 4%/year in payout phase. Converted
to monthly under Constant Force of Lapse (CFL).
 Dynamic lapse: None.
 Accumulation phase partial withdrawal: None.
 Risk free rate: 0.5% annual continuous.
 GMWB utilization: 100% utilization at age 60.
 GMWB withdrawal: follows the three-state Markov Process specified by Table 4.2
and 4.3, where the state Above, At, and Below respectively means 300%,100%, and
85% of the guaranteed withdrawal amount for the month.
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Starting Probability Transition Probability
Probability Above At Below
Above 3.0% 0.0% 60.0% 40.0%
At 57.0% 2.0% 93.0% 5.0%
Below 40.0% 4.0% 26.0% 70.0%
Table 4.2: GMWB withdrawal rates when AV > 20% of Benefit Base
Starting Probability Transition Probability
Probability Above At Below
Above 0.0% 0.0% 60.0% 40.0%
At 60.0% 0.0% 95.0% 5.0%
Below 40.0% 0.0% 30.0% 70.0%
Table 4.3: GMWB withdrawal rates when AV < 20% of Benefit Base
In addition, it is assumed that each withdrawal takes place at the beginning of the month
after the collection of the account fee, but before the start of accumulation of the account
value.
Using the method in Section 4.1.2, the rider is priced at 0.44% per annum. The simulated
APV of the rider payoffs has a mean of e3554.38 but a standard deviation of e17575.45.
This high uncertainly can be attributed to the nature of a GMWB, as it does not make
a payoff until the depletion of account value, the occurrence and timing of which depend
on the market return and policyholder withdrawal behaviors that are both stochastically
modelled. The crash-o-phobia effect in the allowance market, which called for the use
of the MLN-2 generator, also contributed to this observation by delivering an increased
number of tail market scenarios. Table 4.1 shows the histogram of the simulated APVs of
rider payoffs, where a positive skew highlights the needs of prudent tail risk management
for the product. End of Example 4.1.
Example 4.2: Hedging of a GMIB rider
Consider a representative VA policy with GMIB issued to a life of age 50 on May 3, 2019.
The separate account remains fully invested in the allowance market fund. Initial deposit
is e30000. All cash-flows occur monthly. Policy terms are listed below:
 Payout phase: starts at age 66.
 Benefit base: initial premium with a fixed 2% COLA per annum.
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Figure 4.1: Histogram of simulated APV of GMWB payoffs
 GMIB Amount: 6% annual notional (0.5% monthly) of the benefit base.
 GMIB term: 15 years.
 Fund Management Expense Ratio (MER): 0%.
 Account Fee: 3% annual notional (0.25% monthly) of the month-start account value.
 Surrender charges and MVA: None.
Actuarial assumptions are listed below:
 Mortality table: 2012 IAM Period Male ANB. Converted to monthly double decre-
ment under CFM.
 Base lapse: 8%/year in the accumulation phase. Converted to monthly double decre-
ment under CFL. No lapse is assumed for the payout phase.
 Dynamic Lapse: None.
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 Accumulation phase partial withdrawal: None.
 Risk free rate: 0.5% annual continuous.
 GMIB utilization: 100% utilization at age 60 if rider is in the money.
 Scenario generation: 5000 scenarios under the LN allowance price model with annual
parameters µ = 0.08 and σ = 0.4.
The rider is priced at 1.44% using (4.13) to (4.14) and under the LN allowance price model,
which is made particularly efficient by the closed-form option value expressions. Hedging
follows the strategy in Section 4.1.3., assuming the same volatility above as pricing and
rebalanced monthly. We are interested in exploring:
 The distribution for the APV of hedging errors, which are expected to be symmetric
around 0.
 Hedge effectiveness, measured as the average proportion of the change in rider value
that is offset by the change in hedging portfolio value across scenarios.
Figure 4.2 shows the histogram of the APV of hedging errors, expressed as a percentage of
the initial premium. The observations are fully consistent with our expectation, where the
hedging errors are symmetrically centered around 0, displaying a bell shaped curve with
no clearly identifiable skewness or heavy tails. The overall level of accuracy of the hedging
is satisfactory.
The hedge effectiveness is estimated to be 87.62%, which is between 85% and 120%, the
range it must fall within for the strategy to qualify for a hedge accounting. It is lower than
what one may expect for a GMIB on an account based on stock-market funds, due to the
high volatility assumed for allowance return. However, it may be improved by increasing
the hedge rebalancing frequency. In addition, this example demonstrates the hedge mecha-
nism from a purely economical perspective for a single policy. In practice, a full projection
of income statement and balance sheet items must be performed to estimate the impact
of the hedge on the reserves, surplus, and distributable earnings, which will require nested
model runs. End of Example 4.2
Example 4.3: Cap setting for FIA credited rate
Consider a representative FIA policy linked to the allowance market return. Rate credit-
ing occurs annually by following the annual Point-to-Point strategy with Cap reset at the
124
Figure 4.2: Histogram of the APV of GMIB hedging errors
beginning of year. A guaranteed minimum credited rate of 0.5% throughout the accumu-
lation phase. We are interested in determining the cap to declare on December 15, 2017
that applies to the subsequent credited rate of December 13, 2018. We assume that the
general account return and the pricing spread for the period are 5% and 1.5% respectively.
The allowance price on December 15, 2017 is e7.21. Due to the lack of OTC market
data, we approximate the allowance call option quotes by the corresponding futures option
prices, an excerpt of which is given in Table 4.4.
The option budget is 3.5%. Following (4.36) and the specifications in this example, we
need to solve for κ so that the following holds:
0.2523 = Cm(0, 7.2461, 1)− Cm(0, (1 + κ)(7.21), 1). (4.44)
Linear interpolations are applied to estimate the prices of non-quoted options. Simple
calculations leads to κ = 10.38%. Therefore, a cap of 10.38% for the subsequent credited
rate is declared. To construct the hedge, long A0/7.21 calls with strike 7.2461 and short
the same number of calls with strike 7.9584, where A0 is the account value at December
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Table 4.4: Allowance call option prices on December 15, 2017
15, 2017. This is a bull spread costing exactly the same as the dollar value of the op-
tion budget. Finally, in reality, the spot allowance price on December 12, 2017 is e21.47,
representing 198% return. Hence, the cap is an extremely effective risk mitigation in this
example. End of Example 4.3
These examples conclude our discussion on the design and modeling of annuity products
linked to the allowance market, established under the premise that allowances under open
trading phases can be viewed as an alternative investment instrument. Such innovative
products are appealing to policyholders seeking further diversification in market exposures,
as well as thematic investors capitalizing on the global trend of emission control. In the
subsequent chapter, we propose a framework for building sustainable portfolios under the






The contents of this chapter are adapted from the paper titled “Sustainable Portfolio Man-
agement under Climate Change” by Fang, Tan, and Wirjanto (2018)[43].
Climate change is posing a complex set of emerging risks to the global economy. While the
impacts of climate change have attracted the attention of financial institutions, insurance
companies, and pension funds, practical effort is mostly focused on liability drivers such
as weather-induced mortalities and shifted frequency-severity patterns of extreme losses.
On the other hand, relatively little interest has been directed toward the asset side of the
balance sheet as demonstrated by Diaz-Rainey, Robertson, and Wilson (2017)[34], who
surveyed 20725 articles published in 21 leading finance journals and found only 12 related
to climate finance. Among this dearth of research, Kakeu (2017)[61] presents a theoretical
model of portfolio decisions that incorporates environmental externalities into an investor’s
inter-temporal utility maximization goals. Contributing from an institutional perspective,
this chapter proposes a framework for managing equity investment portfolios under the
climate change scheme. The results presented in this chapter are highly relevant to finan-
cial and insurance products backed by managed funds, offering perspectives in the design
of sustainable investment funds and the modeling of fund returns under the impacts of
climate change.
Climate change affects an investment portfolio through two channels of transmission: di-
rectly, it elevates weather-related physical risk to real properties, agricultural production,
resource landscapes, and infrastructure assets, which extends to increased market risk in
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equity holdings with material business exposures in climate-sensitive regions. Indirectly,
it triggers stricter environmental regulations and social norms, leading to a higher cost of
emission and lower cost of green technologies for companies, which consequently induce
downturns in carbon-intensive industries representing material constituents of a portfolio.
This indirect impact has been the focus of most existing studies so far. Unlike many other
risks, the impact of climate change risk on portfolios is particularly difficult to quantify
due to its long-term nature requiring views and predictions spanning several decades into
the future. The result in Oestreich and Tsiakas (2015)[79] is amongst the earliest evidence
of market pricing of carbon risk. In this study, 65 German stocks are grouped into three
portfolios based on the firms’ allowance grants during Phase 1 and 2 of EU ETS. Using
factor-based stock return models as filters, the authors discovered a significant carbon risk
premium for the portfolio with the largest EUA allocation. Ibikunle and Steffen (2015)[58]
examined the problem from a different angle. Under the CAPM and Carhart’s Four Fac-
tor return model, the authors compared the risk-adjusted performances of green mutual
funds to those of black and conventional mutual funds over 1991 to 2014, and found that
the risk-adjusted return of green funds improved remarkably to catch up with that of the
conventional funds and exceeded that of the black funds over the period of 2012 to 2014.
Subsequent studies followed similar paths. For instance, Laplante and Watson (2017)[66],
in exploring the underpricing of carbon risk by the market, performed empirical studies
on the returns of environmentally conscious indices over the period from 2011 to 2016
and found that four of the five subject indices outperformed the S&P500 benchmark, thus
confirming the potential of managing the portfolio profitably under climate change. Hen-
riques and Sadorsky (2017)[53] studied the performance of three portfolios representing
combinations of inclusions of the carbon-intensive and clean energy sectors, where the one
that replaces the emission-heavy companies with the clean energy firms shows better per-
formance under a series of metrics. Dorfleitner, Utz, and Wimmer (2018)[35] performed
cross-sectional studies of equity abnormal returns, and concluded that companies with
stronger Corporate Social Responsibility (CSR) rating outperformed the others. From the
practitioners’ side, Nordea Bank (2017)[83] studied the relative stock performances of firms
with top and bottom Environmental, Social, and Governance (ESG) ratings in Europe over
2012 to 2015, whose result confirms the existence of value premiums paid by the market
for high ESG ranking.
A common mitigation proposed in the few available studies centers around divesting port-
folio holdings in the carbon-intensive sectors. Among those publications, a systematic
quantitative approach is given by Anderson, Bolton, and Samama (2016)[3], who presented
a multi-factor model for constructing carbon-efficient portfolios with minimal tracking er-
rors to a selected benchmark through divestiture of the most carbon-intensive holdings. A
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numerical demonstration was provided using the S&P500 index data to show the effective-
ness of the algorithm. The key intuition under their study is the possibility of carbon-free
portfolios that delivers a specific benchmark performance. On the other hand, Hunt and
Weber (2018)[57] applied different combinations of divestment strategies to the S&P TSX
index over 2011 to 2015, where the resultant portfolio show improved excess returns under
the Four-Factor model. Despite its effectiveness as a risk mitigation, the simple divestment
approach does not comprehensively leverage the complex set of threats and opportunities
posed by climate change. For example, the possible downturn of the traditional energy and
utility sectors are expected to be accompanied by the boom of the green energy sectors.
Such an asymmetric impact of climate change applies both across and within industries,
which is discussed in Busch and Hoffmann (2007)[18] through business input and output
dimensions, as well as in Battiston et al. (2017)[40] under a financial stress-testing frame-
work. It must be prudently measured and managed by portfolio managers to optimize the
fund return in the long run.
This chapter contributes to existing literature in both methodological and applied as-
pects. In Section 5.2, we depart from existing empirical findings by directly analyzing the
risk-adjusted performance of the three carbon-intensive industries (i.e. energy, utility, and
material) under climate change. We show that on a stand-alone basis, these industries did
not deliver a satisfactory performance compared to other sectors and benchmarks in order
to be considered indispensable constituents. This finding enhances the premise of portfo-
lio decarbonization and addresses the concerns of interest groups on the forgone portfolio
returns in divesting the emission-heavy holdings for climate risk exposure reductions. In
Section 5.3, we introduce carbon intensity as a measure of climate change risk exposure.
Comparisons are made between revenue-based and profit-based intensities in their scope
of applications and relevance to equity portfolio management. In Section 5.4, we propose
a quantification method for stranded asset risk in individual stock selections and analy-
ses, which to the best of our knowledge has not been specifically studied systematically.
Finally, in Section 5.5, we present a scenario-based framework for the construction and
management of sustainable portfolios, which encompasses views on both the threats and
opportunities of climate change. Such a comprehensive approach is not yet leveraged in
the existing literature. Extended applications of the framework, such as the generation of
equity return scenarios are also discussed. A hypothetical example is provided by using a
selected universe of assets for illustration.
129
5.1 Approach and data
Effective management of climate change risk of a portfolio must consider both the ex-
posures and impacts of the risk. An exposure reduction decreases both the upside and
downside potentials of climate change on the investments, making it a direct approach to
avoid future uncertainties and hence the preferred method in existing studies. On the other
hand, the impact of the risk represents the expected effect on portfolio returns under pos-
sible future climate change scenarios. It is a product of likelihood (of a scenario occurring)
and severity (i.e. change in portfolio return under the scenario). Our approach to building
a sustainable portfolio involves the quantification of both the exposure and the impacts.
In particular, the projected impacts are used to derive parameter inputs in optimizing the
portfolio, while constraints are set for the portfolio risk exposures to alleviate the extent of
the uncertainty. This approach is intended to be comprehensive and leads to a systematic
sustainable portfolio management framework.
We emphasize that the scarcity of directly usable data has hindered studies in investment-
related climate change risk in general. In fact, even with the abundant market, economic,
and environmental data, it is extremely difficult (if not impossible) to filter out the impacts
of all non-climate factors explaining equity market returns, so that the price of the risk
(in terms of return premiums) can be studied via existing methods. In this research, we
make the best possible use of available data from various reliable sources, combined with
reasonable subjective inputs. Data validation is done whenever necessary and applicable.
A list of major data sources are as follows:
1. Market and sector index prices: the online database of S&P Dow Jones Indices, which
provides price data for both the S&P500 (U.S.) and S&P TSX (Canadian) indices
2. U.S. interest rates: the online database of U.S. Treasury Department
3. Canadian interest rates: the Bank of Canada online database for Treasury Bill yields
4. Company financial data: Yahoo Finance and corporate filings
5. Company emission data: 2013 CDP Global 500 Climate Change Report 1
6. Future climate scenarios: generated by the official WITCH model simulator
1This study uses the total annual emissions in the CDP filings, which is the sum of the Scope 1 and
Scope 2 emissions reported by the firms. Definitions for emission scopes are given in the official site of the
U.S. Environmental Protection Agency at: https://www.epa.gov/greeningepa/greenhouse-gases-epa
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More details on the data sets used are given when the results are presented.
5.2 Carbon-intensive sector performance in North Amer-
ica
We begin the analysis with a cross-sectional study of the stock market returns for dif-
ferent industries. Concerns raised by interest groups against divesting carbon-intensive
holdings in portfolios mainly involve foregone returns from the divestment, despite the
various evidence of the outperformance of carbon-efficient funds. A direct analysis of the
risk-adjusted returns of the carbon-intensive industries will address such a concern. The
industry sectors are defined by the Global Industry Classification Standards (GIGS), where
the carbon-intensive sectors include the energy, utilities, and material industries. Separate
analysis are carried out for the U.S. and Canadian stock markets.
Sector performances for the U.S. market are measured by using the S&P 500 sector indices,
which comprise of companies from the various market sectors in the S&P 500. The S&P
500 index is used as the benchmark. The daily closing index values are collected for a
10-year study period from July 31, 2007 to July 31, 2017, based on which the performance
metrics, namely Sharpe Ratios (SR) and Treynor Ratios (TR), are calculated. This study
period provides sufficient data with reasonable quality and reliability for an equity return
analysis. The same metrics are calculated using the 5-year historical data for comparison.
The 1-year U.S. Treasury Rate serves as a proxy for the risk free rate in the calculations.
Results are summarized in Table 5.1.
It is apparent that the carbon-intensive sectors, particularly the energy and material sec-
tors, underperformed the others and the benchmark across the various metrics. Similar
conclusions can be drawn from the 5-year rolling Sharpe and Treynor Ratios as shown in
Figures 5.1 and 5.2. The rolling metrics for all three carbon-intensive sector indices remain
below the benchmark for most of the study period, with the exception of the utility indus-
try, which exhibited slightly higher Treynor Ratios toward the end of the study period.
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Sector 10 yr SR 5 yr SR 10-yr TR 5-yr TR
Energy 0.123 [10] 0.018 [10] 0.036 [10] 0.004 [10]
Utilities 0.313 [7] 0.682 [8] 0.107 [6] 0.214 [5]
Material 0.309 [8] 0.806 [7] 0.086 [8] 0.141 [8]
Consumer Discretionary 0.649 [4] 1.573 [1] 0.173 [4] 0.254 [2]
Consumer Staples 0.707 [2] 1.056 [6] 0.208 [1] 0.199 [6]
Financial 0.192 [9] 1.377 [4] 0.055 [9] 0.227 [4]
Health Care 0.712 [1] 1.473 [2] 0.208 [2] 0.260 [1]
IT 0.672 [3] 1.432 [3] 0.182 [3] 0.237 [3]
Real Estate 0.328 [6] 0.582 [9] 0.104 [7] 0.132 [9]
Benchmark 0.430 [5] 1.315 [5] 0.108 [5] 0.194 [7]
Note: numbers in the brackets represent the rankings for the sectors
Table 5.1: Performance metrics of U.S. sector indices
Figure 5.1: US market 5-year Rolling Sharpe Ratio
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Figure 5.2: US market 5-year Rolling Treynor Ratio
Sector performances for the Canadian market are measured by using the S&P TSX sec-
tor indices, which comprise companies from the various market sectors in the S&P TSX
Composite. The S&P TSX Composite index is used as the benchmark in this analysis.
Daily closing index values are collected for the same study period as the one for the U.S.
sectors, from which 10-year and 5-year Sharpe and Treynor Ratios are calculated. The
1-year Canadian Treasury rate serves as a proxy for the risk free rate in the calculations.
Results are summarized in Table 5.2.
For the Canadian market, all three carbon-intensive sectors significantly underperformed
the others and the benchmark on a risk-adjusted basis. Moreover, the energy and material
sectors are associated with negative Sharpe and Treynor Ratios across different time hori-
zons. Similar results are given by the 5-year rolling metrics in Figures 5.3 and 5.4, aside
from the outperformance of the utility sector in Treynor Ratio.
To examine the statistical significance of these observations, paired-sample t-tests are con-
ducted on the performance metrics, where results are summarized in Table 5.3. For both
the U.S. and Canadian markets, the carbon intensive sectors deliver lower average metrics
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Sector 10 yr SR 5 yr SR 10-yr TR 5-yr TR
Energy -0.101 [12] -0.189 [12] -0.026 [12] -0.033 [12]
Utilities 0.117 [10] 0.217 [9] 0.043 [9] 0.050 [10]
Material 0.077 [11] -0.087 [11] 0.025 [11] -0.022 [11]
Consumer Discretionary 0.387 [4] 1.728 [3] 0.120 [6] 0.338 [3]
Consumer Staples 0.922 [1] 1.841 [1] 0.390 [1] 0.532 [1]
Financial 0.262 [7] 1.137 [5] 0.074 [7] 0.192 [6]
Health Care 0.326 [6] 0.170 [10] 0.177 [2] 0.060 [9]
IT 0.410 [3] 1.755 [2] 0.160 [3] 0.506 [2]
Real Estate 0.222 [8] 0.508 [8] 0.072 [8] 0.117 [7]
Telecom 0.358 [5] 1.020 [6] 0.146 [4] 0.305 [4]
Industrial 0.460 [2] 1.263 [4] 0.126 [5] 0.229 [5]
Benchmark 0.122 [9] 0.593 [7] 0.028 [10] 0.081 [8]
Note: numbers in the brackets represent the rankings for the sectors
Table 5.2: Performance metrics of Canadian sector indices
Figure 5.3: Canadian market 5-year Rolling Sharpe Ratio
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Figure 5.4: Canadian market 5-year Rolling Treynor Ratio
U.S. Canada
H0: Mean sector metric ≥ Mean benchmark metric
Sector/Metrics Sharpe Ratio Treynor Ratio Sharpe Ratio Treynor Ratio
Energy 0.000 0.000 0.000 0.000
Utilities 0.000 0.065 0.000 0.977
Material 0.000 0.000 0.000 0.000
Table 5.3: P-values of t-tests on average performance metrics
than the benchmarks at the 5% level, except for the utility sector Treynor Ratios. Such
findings align with the observations above, whose statistical significance is hence confirmed.
In summary, consistent conclusions from the U.S. and Canadian markets can be drawn from
results obtained so far. The carbon-intensive sectors underperformed the other industry
sectors and benchmarks on a risk-adjusted basis in North America over the past decade.
On a stand-alone basis (i.e. without considering the diversification benefit), they are not
key performance enhancers in investment portfolios, implying that any forgone portfolio
return from their divestment is likely to be minimal. Such findings are in line with those
in Trinks et al. (2018) who demonstrated the divestment benefit at portfolio level using a
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selected sample of fossil fuel and fossil-free portfolios. Properly reducing exposures to the
carbon-intensive industries is hence considered one of the risk mitigation strategies in our
framework for building sustainable portfolios under climate change.
5.3 Exposure measurement: carbon intensity
In addition to the overall position or weight of investment, a measurement of a stock’s





where Q and R represent the issuer’s annual emission (in metric tons) and revenue amount
respectively. This metric is an estimate of the company’s contribution to climate change
per unit level of revenue it generates, for which the economy charges a price. Details on
deriving this market price of carbon is given in Daniel, Litterman, and Wagner (2017). In-
tuitively, companies with a higher carbon intensity are expected to suffer more on a per unit
revenue basis from climate change risk factors such as stricter environmental regulations
and competitions promoting green technologies. It should be pointed out that exposures
to factors such as elevated climate-induced physical damages are not captured by this
measure. Nevertheless, due to its simplicity and ease of interpretation, carbon-intensity
remains a useful metric of climate change risk exposures based on which constraints on
particular holdings can be set accordingly.






E[P ] > 0
undefined E[P ] < 0,
(5.2)
where P in (5.2) is the issuer’s annual profit. νP has the advantage of being relevant and
easy to interpret as a measure of climate risk exposure for equity portfolios. A company’s
profit directly adds to its shareholder equity (including all earning distributions). As a
result, νP represent a company’s contribution to climate change per unit value it creates
for shareholders. The disadvantage is that it is only defined when the expected profit is
positive. We differentiate the two versions of carbon intensity in notation by subscripts,
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Company νR νP Sector
Exxon Mobil Corporation 0.347 4.481 Energy
UPS 0.226 2.868 Industrials
AT&T Inc. 0.069 0.480 Telecommunication
eBay Inc. 0.029 0.084 IT
Suncor Energy Inc. 0.526 5.329 Energy
General Motors Company 0.051 1.494 Consumer Discretionary
Intel Corporation 0.059 0.325 IT
Walt Disney Company 0.039 0.288 Consumer Discretionary
Goldman Sachs Group Inc. 0.007 0.036 Financial
PepsiCo, Inc. 0.087 0.858 Consumer Staples
Boeing Company 0.018 0.343 Industrials
Canadian National Railway Company 0.496 2.007 Industrials
Table 5.4: Historical carbon intensities of selected companies
as shown in (5.1) and (5.2).
In practice, the expected values in the formula are estimated using historical averages
over the same period. This renders νP a wider scope of application since it is unlikely that
the stock of a company consistently incurring losses enter the candidate asset universe for
portfolio construction in the first place. A sufficiently large series of financial and emission
data also permits the construction of asymptotic confidence intervals. Table 5.4 shows
the carbon intensities of a few selected companies based on 2013 data2, where values are
expressed as one in a thousand. The energy and industrial firms exceed heavily in carbon
intensities compared to other sectors based on the estimates. For example, a νP of 4.481
for Exxon Mobil indicates that on average the firm outputs 4.481 tonnes of emission to
generate one-thousandth dollar of profit, compared to the 0.325 for Intel Corporation.
The portfolio carbon intensity is calculated as a weighted average of the constituents’
carbon intensity. For a portfolio consisting of N stocks indexed by i with corresponding





2The revenues and profits in the intensity calculations are from the 2013 corporate financial statements







where the superscript p indicates the exposure metrics are at the portfolio level.
Carbon intensity may be used as a relative measure, where exposure reduction by ex-
cluding the stocks that rank the top in carbon intensity from the portfolio is reasonable.
In addition, the carbon intensities can be used to set sector preferences in the strategic
allocation process. An overall limit can be set on the portfolio level carbon intensity to
restrict the overall exposure, which nonetheless requires subjective inputs.
5.4 Impacts of stranded asset risk
Stranded asset refers to a broad class of assets whose returns may fall below the exist-
ing market expectations due to regulatory, technological, and other socio-economic fac-
tors related to climate change risk. This is consistent with the conceptual framework for
managing stranded assets given in Buhr (2017)[17], where climate change is a dominant
source of risk. A more exhaustive list of factors causing stranded assets is introduced by
Caldecott, Tilbury, and Carey (2014)[19], who also proposed and exemplified the type of
factor scenarios that are most useful for a stranded asset management. In this section,
we constrain the definition of the stranded asset to fossil fuel (coal, oil, and natural gas)
reserves possessed by energy producers, where a portion of the reserve cannot be exploited
at the current technology due to the emission reduction goals of established climate con-
trol schemes. In particular, a consensus is formed that under the generally accepted goal
of restricting global warming to 2 degrees Celsius until 2100, about 80% of the world’s
reserves must remain unexploited. The detailed calculation for this estimate is given in
Koehler and Bertocci (2016)[65], which also summarize key findings from Meinshausen et
al. (2009)[71] that proposed the original hypothesis of stranded asset in Nature, and studies
by Carbon Tracker. Though economists have generally reached a consensus on the rising
trend of stranded asset risk, the impacts of this risk on individual firms are highly uneven
and variable across the next four decades where the emission budget applies, making the
quantification of the impact of stranded asset risk difficult.
In general, emission control is implemented through the following mechanisms:
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1. Carbon tax: A fixed tax is levied on the energy products sold, which varies on the
emission generated per unit of the product.
2. Emission trading: A predetermined amount of emission permits (allowances) are
issued or auctioned to companies at the beginning of the year. A company submits
sufficient permits at the end of the year to cover its emission or pay penalties on any
excess emissions. The permits are traded on a secondary market between companies.
The best example is the European Union Emission Trading Scheme (EU ETS).
In both mechanisms, the marginal cost of production is increased in order to reduce the
equilibrium production quantity, hence reducing emissions. The energy producers may
transfer the tax to consumers, which reduces demand and hence achieves the same effect
of emission control.
For the purpose of this study, the impact of stranded asset risk is expressed as a change
in expected equity returns caused by the fuel reserve getting stranded, holding all other
factors constant. Consistent with the common valuation method for fuel reserves, a Net
Asset Value (NAV) approach is adopted in forecasting the change in equity value. See
Kibbey et al. (2017)[61] for more guidelines on this. Assuming that the current fair value
of the company’s assets, liabilities, and the fuel reserve can be estimated with a reasonable









where A, D, and AR are the current fair value of the company’s assets, liabilities, and
the fuel reserve respectively. In (5.5), α ∈ [0, 1] is the stranding ratio representing the
expected percentage of values lost in the fuel reserve for getting stranded. Estimation of α
can be done deterministically or stochastically, although the latter is preferred due to the
variability embedded in the risk drivers. Consider a fuel reserve with a maximum life of T







where k is the discount rate and CFt represents the optimal year-t net cash flow gener-
ated by the reserve, accounting for all benefits and costs without the stranded asset risk.
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Stranding occurs as the optimal production amounts and hence the associated cash flows




















where CF ′t represents the optimal year-t net cash flow from the fuel reserve exploration
under stranding factors and the remaining reserve amount as of year t. The key factors
driving CF ′t include emission regulations, market price of the fuel produced, and technology
affecting the emission per unit of production. Let Θt ∈ {1, 2, ...M} be a discrete variable
denoting the (finite-state) scenarios of risk factors in year t. The interdependence between
the variables must be captured by the specification of a joint distribution of CF ′t and Θt
























Clearly, (5.8) is best simplified numerically by means of simulations and scenario analysis.
Specifications of the distribution functions should be based on both quantitative analysis
(e.g. on the forward gas prices) and subjective inputs (e.g. views on trends of emission
regulation policies).
An alternative simplified framework is available for estimating the stranding ratio α. This
approach leverages the view that the magnitude of the stranding (i.e. 80% of the reserves
globally) significantly outweighs the timing effect of the cash flows. Consider a fuel reserve
with remaining level L and lifetime [0, T ]. Denote by X,X > 0 the future maximum ex-
ploitable amount over the horizon. Note that X is a derived variable based on projected
factors such as regulations and fuel prices. Stranding occurs iff L > X. The conditional
distribution of X given each scenario can be specified based on inputs from subject area









E [L−X | X < L,Θ = θ]P [X < L,Θ = θ] . (5.9)
A hypothetical example to illustrate the application of (5.9) is given below.
Example 5.1: An oil producer has a reserve with a remaining level of 2 million liters
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and a fair market value of 3 million. The company is governed by an Emission Trading
Scheme, where the emission allowance allocation to company A is expected to reduce signif-
icantly over the life of the reserve for an accelerated emission reduction goal. The company
identified two foreseeable scenarios in view of the regulations, technologies, and oil price
projections, based on which distributions of the maximum permissible exploitations are
derived where all parameters are in millions:
1. High oil price and low emission price: X ≡ U(1.8, 2.3). Scenario probability is 0.2,
2. Low oil price and high emission price: X ≡ U(1.6, 2.1). Scenario probability is 0.8,
where U(., .) denote the Uniform distribution. Furthermore, assume that the fair values
of the company’s assets and debts are 30 and 5 million respectively. From the given






The expected impact of stranded asset risk can be easily calculated by using (5.5):
∆µS = −6.6% (5.11)
In practice, this long run return impact should be graded over the investment horizon to
reflect the information discovery and response process of the market. End of Example 5.1
To conclude this section, we offer our perspectives on the impact of the climate change
risks and market efficiency. Arguments against the climate change risk management are
made based on the market being in the semi-strong form of efficiency, so that the risk is
already priced. In our view, the pace at which risk premiums drift to their fundamental
levels heavily depends on the nature of the risk. Market risks such as interest rate changes
tend to be priced immediately while emerging risks such as climate change are priced rel-
atively slowly. Evidence on this can be drawn from two streams of literature. The first
stream includes studies confirming the pricing of the risk reflected by an outperformance
of carbon-efficient funds over the traditional ones in the recent decade, such as in Ibikunle
and Steffen (2015)[58]. In contrast, the second stream examines the market response to
major risk events. Griffin et al. (2015)[46] studied the stock market’s response to the first
formal hypothesis of stranded asset risk published in the prestigious Nature magazine, and
found limited stock return drops based on a sample of the 63 largest U.S oil and gas firms.
The implication of these findings is that climate change risk is priced by the market only
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gradually, and there is the potential to profit through the institution of proper management
of investment portfolios.
5.5 Scenario generation and sustainable portfolio
In this section, we present a framework for the construction and management of sustain-
able portfolios under climate change risks. While carbon intensity offers a measure of a
portfolio’s exposures to climate change risk, the impact of the risk is comprehensive in
nature and hence better estimated using scenario-based modular approaches. The flexibil-
ity of the framework allows for easy adaptations to different climate change models and
mapping functions, for which the choices presented serve illustrative purposes only. The
two outputs from the framework are:
1. Projected paths of equity return impacts by climate change scenarios, which has a
range of applications in the modeling of equity portfolio returns for separate accounts
and managed pension funds.
2. A mean-variance optimal portfolio leveraging the set of emerging risks and opportu-
nities under climate change.
Climate change risk is difficult to quantify as a proper analysis of it would require the in-
terdisciplinary expertise from environmental science, finance, and economics. As discussed
in Mercer (2016)[73], solutions to this problem rely on the use of Integrated Assessment
Models (IAM), which is a set of scientific models integrating methodologies across multiple
disciplines to predict future climate scenarios as well as their potential impacts on the econ-
omy. Examples of IAM given in Mercer (2016) include the Climate Framework for Uncer-
tainty, Negotiation and Distribution (FUND), the Dynamic Integrated Climate-Economy
Model (DICE), and the World Induced Technical Change Hybrid Model (WITCH). The
WITCH model is used in this framework to generate climate scenarios due to its highly
interpretable scenario outputs that can be easily transformed to factor values. Details of
the WITCH model are given in Bosetti et al. (2007)[12] and Bosetti et. al (2009)[11]. The
derivation of the framework is presented below. Note that certain numerical tools require
subjective actuarial inputs, which should be validated or improved based on actual market
experience.
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5.5.1 Equity return scenarios under Climate Change
Climate change risk is driven by three factors identified below:
1. Technology (T): the rate of progress and investment in the development of technology
to support the low-carbon economy. It can be interpreted as a measure of the future
low-carbon investment flows. The energy sectors are most influenced by this factor
as the low-emission energies start to excel in both efficiency and cost.
2. Climate Impact (I): the impacts of climate change on the physical environment that
manifest through two channels. The first is shifts in the frequency and severity of
large weather-induced (e.g. wildfire, coastal flooding) losses, which is systematic
and affects industries including the real estate and insurance sectors. The second is
resource scarcity under chronic weather patterns, where economic productions must
adapt based on their reliance on resources that are at risk of becoming scarcer or,
in rarer cases, more abundant. Sectors such as agriculture and materials are most
influenced by this factor.
3. Policy (P): the developments in climate control policies to reduce carbon emissions.
In addition to the regulatory facets mentioned in previous sections, it also includes
the governments’ coordinated effort in items such as building codes to improve energy
efficiency and land use regulations to restrict deforestry.
The factors are assumed to follow different paths under future climate change scenarios.
Four scenarios are defined under the WITCH model as described in Table 5.5, under which
values of selected environmental and economic variables across time are generated. Based
on a theoretical representation, proxies for the risk factors are selected from these variables
as summarized in Table 5.6.
Given a maximum scenario horizon [0, T ] and projection horizon [0, τ ], τ ≤ T , it is con-
venient to express the factors as bounded unitless variables using a continuous function
G : R → [0, 100]. A uniform transformation is adopted in this study so that for any s ∈ Ω
and t ∈ [0, τ ]:
fj,s,t = 100
(
yj,s,t −min {yj,p,k : ∀p ∈ Ω, k ∈ [0, T ]}
max {yj,p,k : ∀p ∈ Ω, k ∈ [0, T ]} −min {yj,p,k : ∀p ∈ Ω, k ∈ [0, T ]}
)
, (5.12)
where fj,s,t and yj,s,t represent respectively the values for factor j and its proxy under
scenario s at a projection point t ∈ [0, τ ], where the post-transformation average is taken
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Scenario Description
Fragmentation A scenario with limited and fragmented action on cli-
mate change. Global temperature increases up to 4°C
above pre-industrial era.
Coordination (500 ppm) A scenario with weak climate control effort until 2020,
and moderate collaborative global climate control effort
afterwards, aiming at stabilizing the concentration of
GHGs at 500 parts per million (ppm) of CO2 eq by 2100.
Transformation (450 ppm,
without permit trading)
A scenario with weak climate control effort until 2020,
and moderate collaborative global climate control effort
afterwards, aiming at stabilizing the concentration of
GHGs at 450 parts per million (ppm) of CO2 eq by 2100.
Transformation (450 ppm,
with permit trading)
A scenario with weak climate control effort until 2020,
and moderate collaborative global climate control effort
afterwards, aiming at stabilizing the concentration of
GHGs at 450 parts per million (ppm) of CO2 eq by 2100.
Emission trading is adopted after 2020.
Table 5.5: Climate change scenarios under the WITCH model
for factors with multiple proxies. Here, Ω represents the scenario set (given in Table 5.5).
Figure 5.5 shows the generated factor value paths under the transformation function in
(5.12).
Risk factor Proxy 1 Proxy 2




Political (P) Green House GAS (GHG)
abatement (ton CO2/year)
None
Climate Impact (I) Radiative Forcing (W/m2) Global mean tempera-
ture change (°C)
Table 5.6: WITCH model proxies for climate change risk factors
The factors impact the sectors in fundamentally different directions and magnitudes. As
examples, development in green technology benefit the green energy sectors but detriment
the traditional energy producers. Extreme whether events cause facility damages and
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(a) Fragmentation (b) 450 ppm, no permit trading
(c) 450 ppm, with permit trading (d) 500 ppm, no permit trading
Figure 5.5: Factor paths under climate change scenarios
production disruptions, directly harming the industrial, real estate, and consumer staples
sectors. To account for such differences, for each sector, sensitivities to the four risk factors
are assigned, where a positive sensitivity implies that stocks in the sector should benefit
from the risk factor, and vice versa. This can be done for the individual stocks if needed.
The sector sensitivities in this study are given in Table 5.7 for an illustrative purpose. For
simplification, the effect of cross-holdings3 are not considered here. Methods can be devel-
oped to appropriately capture it at the individual stock level if it is deemed to be necessary.
Denote by βi,j ∈ [−1, 1] the sensitivity of sector i to factor j. The aggregate level of
factors on (stocks in) sector i at time point t ∈ [0, τ ] under scenario s ∈ Ω, denoted by
3Such situations include, for example, a bank holding securities issued by institutions that invest in the
carbon-intensive sectors, which indirectly impacts the bank’s stock return. See Battiston et al. (2017)[40].
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Industry Sector T I P
Green Energy 0.75 0 0.5
Consumer Discretionary 0 0 -0.25
Consumer Staples 0 -0.25 0
Energy -0.5 -0.5 -1
Financials 0 -0.25 0
Health Care 0.25 -0.25 0
Industrial 0 -0.75 -0.5
Information Technology 0.25 0 0
Materials 0 -0.25 -0.75
Real Estate 0 -1 0
Telecommunications 0 -0.25 0
Utilities -0.25 -0.5 -0.75
Table 5.7: Factor sensitivities to stock market sectors





Changes in the aggregate factor levels are recognized by the market and reflected as impacts
to stock returns, which requires specification of a mapping F : R → (−1,∞) that satisfies
the following regularity conditions:
1. F (x) is piecewise continuous.
2. F (x) ≥ 0, ∀x ≥ 0 and F (x) < 0, ∀x < 0.
3. F (x) is non-decreasing in x.
4. F ′′(x) ≥ 0, ∀x ≤ 0 and F ′′(x) < 0, ∀x > 0.
Conditions 1 to 3 ensure the proper conversion of the aggregate factor level changes to
stock return impacts, so that positive changes are mapped to increase in returns and vice
versa. This aligns with how the factor sensitivities are defined. Condition 4 is based on the
hypothesis that the market’s psychological response is a concave function of the absolute
magnitude of the aggregate factor change: it takes more effort and resources to trans-
late large risk factor shifts to proportionate actions. This is consistent with the common
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value function specifications under prospect theory in the seminal work of Kahneman and
Tversky (1979)[60]. In practice, it is common to formulate the function so that its range
is a subinterval of the one specified above to accommodate reasonable expectations. We
propose a function in the form of:
F (x) = γ arctan(bx) + J, (5.14)
where γ > 0, b > 0 and J are scalars. In this study we set γ = 0.2π, b = 0.1 and J = 0.
Without loss of generality, let T = {0, t1, t2, ..tk, ...tn} be a partition of [0, T ] consistent
with that of the scenario horizon. The impacts of climate change risk on the return of











The return impact scenarios for stocks in the energy, green energy, and financial sectors
are shown in Figure 5.6. As expected, the energy and green energy stocks are subject to
significant return decrease and increase respectively across scenarios, while the financial
industry is relatively resistant to climate change. In practice, it may be desirable to smooth
the return impacts to reflect the market’s stale reaction to climate change risk as discussed
in Section 5.4, which can be achieved through a linear grading of the impact over each
partition interval. This is a straightforward implementation that is not illustrated here for
brevity.
We conclude this subsection with a discussion on the financial applications and limitations
of the return impact scenarios obtained. The scenarios can be adapted to any real world
scenario-based calculation involving asset return models, where common examples include
budgeting, cash flow testing, and asset-liability management. For prescribed scenarios, the
stock return impacts are added to the deterministic return paths to create corresponding
stressed scenarios capturing the climate change risk. For stochastic scenarios, the return
impacts are used to adjust the corresponding drift parameters in the stock return process
assumed in the economic scenario generators. These implementations are simple when the
fund returns are modeled directly based on the exact portfolio compositions. In practice,
many banks and insurers model the fund returns indirectly as a linear function of the re-
turns from a selection of benchmark indices (e.g. S&P500). In this case, under each climate
change scenario, it is necessary to calculate for each benchmark index a path of weighted
average return impacts based on its compositions in the sectors over the projection period.
The resultant paths of impacts are then applied as described above to the benchmarks’
return scenarios.
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(a) Fragmentation (b) 450 ppm, no permit trading
(c) 450 ppm, with permit trading (d) 500 ppm, no permit trading
Figure 5.6: Equity return impact scenarios for selected sectors
Three characteristics of the equity return impact scenarios should be emphasized. First,
stocks in the same sector share the same risk factor sensitivities, and hence by construc-
tion are subject to the same equity return impacts from climate change. This assumption
substantially reduces the effort but can be relaxed if is required to do so. Second, the effect
of climate change on the covariances between equity returns are indirectly captured by the
systematic risk factors. Future work to directly model this effect is desirable. Lastly, the
return impacts are derived from the outputs of the WITCH model under its deterministic
climate change scenarios, whose accuracy and adequacy are assumed in this study.
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5.5.2 Constructing and managing sustainable portfolios
Carbon intensities, stranded asset risk, as well as equity return impact scenarios dis-
cussed in the previous sections are used in constructing sustainable portfolios under climate
change. Markowitz mean-variance portfolio optimization framework is assumed to apply:
given a universe of n stocks, the goal is to minimize the portfolio variance given a target




subject to W Tµ = µ∗
W T1n = 1
AW ≤ a,
where the last inequality specifies the appropriate constraints and:
 W is the n by 1 portfolio weight matrix. Without short positions (as for insurers
and pension funds), entries of W are in [0, 1], with column sums of 1.
 Σ is the n by n covariance matrix of the stock returns, estimated from historical
data.
 µ is the n by 1 mean return vector of the stocks, estimated from historical data.
 µ∗ is the target portfolio return.
A key assumption under the Markowitz framework is that the stock returns can be mod-
eled by a Multivariate Normal (MVN) distribution with mean parameters µ and Σ. This
assumption is also made in this section.
The conventional top-down approach to portfolio management follows four steps. The
first is the asset universe selection, where a set of stocks is specified for use in building the
portfolio. This is a topside decision that captures applicable regulatory constraints and
internal investment policies. In the second step, Σ and µ are estimated from price data.
Choice of the estimation method is beyond the scope of this chapter, while the market-
implied equilibrium return in Black and Litterman (1991)[7] is used as the estimator of µ
in the example we present. The third step is the strategic asset allocation, where decisions
are made on the weights of the major stock market sectors. These decisions enter into the
optimization problem as constraints. For insurers and pension funds, most portfolios are
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backing long-term liabilities for which balanced allocations are appropriate. The final step
is optimization using the results from the previous steps to obtain the optimal portfolio
weights.
To induce portfolio sustainability under climate change, three additional modules apply
before the final optimization step:
1. Risk exposure management. The carbon intensity metrics introduced in Section 5.3
are used to quantify the climate change risk exposures of the stocks in the universe,
based on which mitigations are applied, which may include:
 Tactical asset allocation: adjustments are made to the strategic asset allocations
based on sector average exposures.
 Divestment: stocks with the top exposure are excluded from the asset universe.
 Portfolio exposure control: a cap is set on the overall portfolio carbon intensity,
formulated as an additional constraint equation. With green energy stocks that
carry negative carbon intensities, there is a potential to make the portfolio
carbon neutral (i.e having 0 carbon intensity).
2. Stranded asset management. Based on available financial data and regulations, iden-
tify stocks with a material stranded asset risk (SAR). Quantify the risk as discussed
in Section 5.4, which supplements the risk impact management module below.
3. Risk impact management. This final module utilizes the equity return impact scenar-
ios presented in Section 5.5.1. Scenario probabilities are assigned, which we denote
by λs, s ∈ Ω. A projection horizon [tk, tk+1] is fixed according to the portfolio rebal-
ancing schedule. By making the intuitive assumption that the stock returns absent of
climate change risks are independent of the impacts of the risks, the posterior return
distribution is fully specified (i.e. MVN) with a mean vector:
µpost = µ+ ∆µ (5.16)
and a posterior covariance matrix:
Σpost = Σ + Π (5.17)
























i and j here index the stocks as opposed to the sectors. Posterior estimates are
updated periodically along with their priors upon portfolio rebalancing. Further
tactical asset allocation can also be made as needed based on the results.
These modules transfer the impacts from climate change to the mean-variance optimiza-
tion algorithm while controlling the portfolio level risk exposure. Overall, this framework
leads to a sustainable portfolio and a best practice for its management. A hypothetical
example is provided below to illustrate the framework in application.
Example 5.2: Consider a representative balanced managed fund that aims at achieving an
8% annual growth under climate change. To make the scope of the problem manageable,
we take a small subset of 33 stocks covering all sectors from the S&P500 as the mar-
ket portfolio shown in Table 5.8, where the capitalization weights are proportional to the
actuals in the S&P500 index. The portfolio is rebalanced quarterly with no short positions.
The prior mean return vector take values from the implied equilibrium returns derived
following Black and Litterman (1991) as follows:
µ = 1nrf + δΣWeq, (5.20)
where δ is the market price of risk, which is set to 3.73 based on the 2017 estimates in
Miller and Lu. Weq is the 33 by 1 vector of the market capitalization weights. rf is the risk
free rate set to 2% based on the average 1-year U.S. treasury yield in 2017. Σ is estimated
from the daily adjusted closing prices of the stocks from 2012 to 2017. This approach
overcomes the issue of the resultant optimal portfolio concentrating in a few sectors.
To minimize the confounding influence of subjective inputs, no strategic asset allocations
are assumed in this example. We further assume that no stranded assets are identified.
With the target return µ∗ = 8%, the optimal portfolio weights are as shown in the second
column of Table 5.9, which is associated with a portfolio volatility of 13%. The three
modules of managing climate change risk are then implemented as follows:
1. Risk exposure management: νR and νP are estimated for the stocks by using the
2013 emission and income statement data. Results are shown in Table 5.8. The
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Company Sector Cap µR
NextEra Green Energy 1.30% 5.11%
Walt Disney Company Consumer Discretionary 2.53% 7.28%
General Electric Company Consumer Discretionary 1.90% 7.59%
Time Warner Inc. Consumer Discretionary 1.27% 6.93%
Starbucks Corporation Consumer Discretionary 1.10% 7.35%
PepsiCo Inc. Consumer Staples 2.53% 5.56%
Coca Cola Consumer Staples 3.06% 5.64%
Wal-Mart Stores Inc. Consumer Staples 4.08% 5.28%
General Mills Consumer Staples 0.42% 5.48%
Proctor and Gamble Consumer Staples 3.21% 5.67%
Exxon Mobil Corporation Energy 5.70% 7.38%
Occidental Petroleum Energy 1.05% 8.27%
Chevron Energy 3.90% 8.10%
ConocoPhillips Energy 1.33% 8.93%
Goldman Sachs Group Inc. Financial 1.36% 9.54%
Morgan Stanley Financial 1.36% 11.10%
JPMorgan Chase Financial 5.77% 9.35%
Citigroup Inc. Financial 2.76% 10.74%
Colgate Palmolive Health care 0.92% 6.17%
Johnson&Johnson Health care 5.39% 5.89%
UPS Industrials 1.49% 6.42%
Boeing Company Industrials 3.18% 7.68%
Oracle Corporation IT 2.91% 8.03%
Intel Corporation IT 3.77% 8.27%
Google Inc. IT 12.60% 8.78%
Microsoft IT 12.46% 9.50%
Dow Dupont Materials 2.48% 8.87%
Newmont Mining Materials 0.33% 4.89%
Simon Property Group Real Estate 1.00% 5.98%
AT&T Inc. Telecommunications 3.92% 5.85%
Verizon Telecommunications 3.43% 5.93%
American Electric Power Utilities 0.57% 5.07%
Duke Energy Corporation Utilities 0.92% 4.54%
Table 5.8: Market portfolio
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metrics for the green energy sector are assigned conservatively negative values. Risk
exposures of the original portfolio are νpR = 0.1525 and ν
p
P = 1.4942. As an exposure
control, the stock with the top intensity is excluded from the portfolio. In addition,
the following caps are imposed:
νpR < 0.07, ν
p
P < 0.7.
These constraints represent over 50% reduction in the climate change risk exposures.
2. Stranded asset management: This is not needed per the assumption made in this
example.
3. Risk impact management: The equity return scenarios in Section 5.5.1 are input in
this step. A 0.25 probability is assigned to all four scenarios. A linear interpolation
is used to extract the return impacts for the first quarter of 2018. Posterior mean
vector and covariance matrix are calculated following (5.16) to (5.19).
The posterior optimal portfolio weights under climate change risk and the suggested miti-
gations are given in the third column of Table 5.9. These allocations sum to one trivially,
but vary from those of the initial portfolio. As expected, investment in green energy is
substantially increased, while the weights in the energy and utility sectors are heavily re-
duced. The portfolio has a volatility of 0.1267 and carbon intensities of νR = 0.0494 and
νP = 0.4267, all below the metrics for the initial portfolio.
Figure 7 shows the efficient frontiers before and after the climate change risk management,
respectively labeled as “Initial” and “Posterior”. A small gap is visible between the two.
The posterior frontier lies above the initial for most of the feasible set until the two curves
cross at the high volatility region, which is a desirable result for balanced funds that target
long term growth with moderate volatility. End of Example 5.2
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Company W W post νR νP
NextEra 1.06% 11.66% -0.0010 -0.0090
Walt Disney Company 2.76% 0.83% 0.0392 0.2879
General Electric Company 2.05% 1.94% 0.0430 0.3733
Time Warner Inc. 0.91% 0.59% 0.0082 0.0590
Starbucks Corporation 0.86% 0.00% 0.0628 0.4993
PepsiCo Inc. 1.28% 1.53% 0.0871 0.8581
Coca Cola 2.25% 3.37% 0.0788 0.4299
Wal-Mart Stores Inc. 3.30% 4.15% 0.0445 1.3223
General Mills 0.09% 0.72% 0.0556 0.5462
Proctor and Gamble 2.14% 4.06% 0.0783 0.5005
Exxon Mobil Corporation 5.77% 0.00% 0.3469 4.4813
Occidental Petroleum 1.00% 0.00% 0.8130 3.3621
Chevron 5.03% 0.00% 0.2833 2.9132
ConocoPhillips 1.48% 1.95% 0.4697 2.8188
Goldman Sachs Group Inc. 0.76% 1.11% 0.0071 0.0362
Morgan Stanley 2.54% 3.49% 0.0093 0.1175
JPMorgan Chase 5.84% 5.35% 0.0142 0.0599
Citigroup Inc. 3.85% 3.92% 0.0143 0.0751
Colgate Palmolive 2.37% 2.48% 0.0383 0.2979
Johnson&Johnson 3.90% 8.01% 0.0166 0.0856
UPS 0.03% 0.00% 0.2262 2.8680
Boeing Company 3.52% 0.00% 0.0182 0.3433
Oracle Corporation 3.08% 5.66% 0.0123 0.0418
Intel Corporation 4.24% 6.74% 0.0593 0.3249
Google Inc. 13.85% 14.18% 0.0214 0.0932
Microsoft 14.40% 14.61% 0.0161 0.0574
Dow Dupont 3.04% 2.39% 0.6278 7.4853
Newmont Mining 0.00% 0.00% 0.7102 1.0279
Simon Property Group 0.87% 0.00% 0.1140 0.3924
ATT Inc. 3.42% 0.00% 0.0687 0.4801
Verizon 3.60% 1.26% 0.0485 0.5085
American Electric Power 0.71% 0.00% 8.2196 82.3556
Duke Energy Corporation 0.00% 0.00% 5.4241 46.3152
Table 5.9: Exposure metrics and optimal portfolio weights
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In this thesis, we have presented valuation frameworks and models of emission allowances as
well as related derivatives under the prevailing emission trading schemes, which are broadly
categorized into being operating in a closed or open trading phase. A closed trading phase,
as best exemplified by Phase 1 of EU ETS, mandates the lapse of unused allowances at the
end of the phase. Three structural models representing different assumptions on the market
aggregate emission process were proposed, which included the ABM emission rate, Vasicek
emission, and the Vasicek emission rate models. Closed-form expressions were derived for
allowance, allowance futures, and allowance option prices under these models, which have
the advantage of being analytically-tractable and easy to implement compared to most of
the prior studies in the literature. Despite the implications of market information incom-
pleteness, the models remain useful in deriving the emission values from market prices via
model calibration, the results of which concluded the superior performance of the ABM
emission rate model among the three in both reliability and accuracy. The framework was
extended to accommodate allowance valuation for individual firms, whose implementation
was illustrated using real data of a representative U.S. power plant.
In contrast, an open trading phase, as best exemplified by Phase 2 and 3 of EU ETS,
permits inter-phase banking of any unused allowances. We performed empirical analyses
of historical allowance prices under the open phase, which reveal similar stylized facts as
the stock market that includes excess return kurtosis, volatility clustering, and volatility
smiles. Three reduced-form models were proposed, namely the Lognormal allowance price
model (the LN model), the Skewness-kurtosis-modified Lognormal allowance price model
(the SKM Model), and the two-component Mixture Lognormal allowance price model (the
MLN-2 model). Closed-form option price expressions were derived under these models,
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which share the advantage of being analytically-tractable. Numerical implementation was
performed through calibrating the models to actual allowance futures call option prices.
While all three models tend to misprice the out-of-the-money options, both the SKM and
MLN-2 models outperformed the LN model. In addition, the MLN-2 model tends to over-
price the out-of-the-money options, where the opposite applies to the SKM model. These
findings are important factors to consider for practitioners in model selections for different
applications.
In addition, we presented the design and modeling considerations of variable annuities
(VA) backed by allowance-based funds, as well as fixed indexed annuities (FIA) whose
credited rate are based on the allowance return under open trading phases. Both the
non-lapsing feature and low return correlations with the stock market make emission al-
lowance a suitable alternative asset class for portfolio diversification. Hence incorporating
it into the annuity product designs represents an innovative step forward for insurers and
pension plans. For the allowance-based VA products, we presented the pricing, valuation,
and hedging of common guarantee riders. Under simplification assumptions, we obtained
closed-form results for GMMB, GMDB, and GMIB riders utilizing the allowance put op-
tion valuation expressions under the open-phase models introduced. A volatility control
mechanism for active fund management is also introduced, which shall improve hedging ef-
fectiveness by restricting the variations in the fund volatility. For the allowance-based FIA
products, we presented strategies on product design to mitigate the market risk exposures
of insurers as well as the associated hedging methodologies. We illustrated these modeling
considerations and logic through examples with numerical implementations. These results
can also be easily incorporated into the existing actuarial platforms adopted by the insurers
for VA and FIA models, since the only adaptation required is transferring to the allowance
market, whose scenarios can be efficiently generated following the algorithm we proposed
for both outer and inner loop runs.
Finally, we introduced a complete framework for the management of sustainable equity
investment portfolios under the climate change scheme, where risk exposures and stranded
asset risk are quantified through the proposed metrics. We empirically demonstrated the
inferior risk-adjusted performance of carbon-intensive sectors in the past decade to justify
the mitigation of portfolio carbon risk via divestment from these industries. Furthermore,
we presented in detail a method to generate equity return impact scenarios that can be
incorporated into scenario-based calculations and models in various actuarial practices
involving managed funds. The scenarios are also core inputs to formulate the posterior
equity return distributions in the mean-variance optimization framework, from which op-
timal sustainable portfolios are built.
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Several paths of future work are desirable for the subject areas covered in this thesis.
For valuation of allowances and related derivatives, the rapid growth of emission trading
schemes in both developed and emerging markets should hopefully give rise to reliable data
to further validate the framework and models presented in the thesis. In particular, tech-
nology advances have made emission reporting possible on higher-frequency basis, which
(upon actual implementation) shall inspire a review of the structural models we presented
for closed trading phases via a direct calibration to actual emission processes. On the
other hand, numerical studies of the stability of parameter estimates are highly desired for
the option valuation models under open trading phases. For the allowance-based VA and
FIA products we presented, it is of interest to analyze the profitability of the designs and
validate the modeling approaches proposed as policy experiences become available. Risk
metrics should also be examined through numerical studies and historical market scenar-
ios to provide insights to regulators for these innovative products. Lastly, many models
and functions used in our framework of sustainable equity portfolio management are based
on certain theories and subjective inputs. Albeit the full flexibility of the framework in
accommodating alternative specifications for these components, their calibration and vali-
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Appendices




Here we provide the proof of the distributional relationship presented in Equation (2.8).
To evaluate the stochastic integral, we use the Riemann-Stieltjes sum approximation.
Partition the time interval (s, t) into equal-length intervals given by: t0 = s, t1 = s+∆t, t2 =






















= W (s)N∆t+ ∆W (t1)(N − 1)∆t+ ∆W (t2)(N − 2)∆t+ ...+ ∆W (tN−1)∆t
= (t− s)
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Due to the property of Brownian Motions, we know that ∆W (ti) are independent and
identically distributed:






, ∀i ∈ {1, 2, ...N − 1} . (A.2)
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Taking the limit will give us the result:∫ t
s









This is identical to what we have claimed in Equation (2.8) except for the trivial parame-
terization difference (the second parameter being variance instead of standard deviation).
In addition, the way we approximate the integral within each partition interval does not






(W (ti) +W (ti−1)) ∆t,
which is perhaps a more natural way for an integral approximation. This will give:
L(∆t) ≡ N
(





So the result remains the same upon taking the limit.
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Appendix B
Proof of Proposition 2.2
From (2.3), given | Ft:
S(t) = e−r(T−t)E
[
G1Q(t,T )>α−Q(0,t) | Ft
]
, (B.1)
Let α(t) = α−Q(0, t), then:
S(t) = e−r(T−t)GPr (Q (t, T ) > α (t)) . (B.2)
From (2.8), we know Q(t, T ) follows a Normal distribution:
Q(t, T ) | Ft ∼ N
(







β(t, T ) = y(t)(T − t) + 0.5µ
(
T 2 − t2
)
− µt(T − t). (B.4)
This gives:
S(t) = e−r(T−t)G (1− Pr (Q (t, T ) < α (t)))
= e−r(T−t)GΦ


















(T − t)3 =
√
3 (β(t, T )− α(t)) , (C.1)









Now we need the process followed by β(t, T ). Notice that here the double differential
∂2β(t,T )
∂y(t)2
= 0. Hence, we have:
dβ(t, T ) = d
(
y(t)(T − t) + 0.5µ
(
T 2 − t2
)
− µt(T − t)
)
= (T − t)dy(t)− y(t)dt− µ(T − t)dt. (C.3)
In addition, we define the following notation:
η(α, β, t) ≡ Φ







Rewriting the result of Proposition 2.2 using this notation and taking the differential on
both sides, we have:
dS(t) = d(Ge−r(T−t))η(α, β, t) +Ge−r(T−t)d(η(α, β, t)) + d(Ge−r(T−t))d(η(α, β, t))
= rGe−r(T−t)η(α, β, t)dt+Ge−r(T−t)d(η(α, β, t))
= rS(t)dt+Ge−r(T−t)d(η(α, β, t)). (C.5)




dα(t)dβ(t, T ) = 0.
This simplifies the derivation. Taking differential on both sides of (C.4), we get:












(dβ(t, T ))2 .
(C.6)































































































Based on (C.3) and (2.5), we also have:
(dβ(t, T ))2 = (T − t)2σ2dt. (C.11)
Combining this result with (C.10), we get:
∂2η(α, β, t)
2∂β2





























































































































We first prove the unconditional version of the result. From Proposition 2.2:
S(t) = e−r(T−t)GΦ






S(0) = S0 = e
−rTGΦ






Expand the numerator of the expression within the Normal Cumulative Distribution Func-
tion for S(t). Notice that:
β(t, T )− α(t) = y(t)(T − t) + 0.5µ
(
T 2 − t2
)
− µt(T − t)− α +Q(0, t). (D.3)
The results in (2.5) to (2.7) give:
y(t) = y0 + µt+ σW (t),










So (D.3) can be further simplified as:
β(t, T )− α(t) = (y0 + µt+ σW (t)) (T − t) + 0.5µ
(
T 2 − t2
)






= y0T + 0.5µT




Then, from (D.2), we have











We also have the result:
β(0, T )− α(0) = y0T + 0.5µT 2 − α. (D.7)
Substituting the results of (D.6) and (D.7) to (D.5) gives:

































We then generalize this solution by conditioning on the appropriate σ-fields. First obtain





































































It suffices to find the distribution of the stochastic component in (2.18) and the rest of the
results directly follow. Partition the time interval (s, t) into equal-length intervals given




Applying the Riemann-Stieltjes definition gives the distribution of the Ito Integral under
the risk neutral measure Q:∫ t
s




eκt (W (ti + ∆t)−W (ti)) .
By the property of standard Brownian motions, the summands are independently Normally
distributed with a common mean of 0. The Ito Integral hence converges to a zero-mean































Hence, by adding the deterministic component in (2.18) to the mean parameter, the fol-
lowing result is reached:













To obtain the result in (2.19), filter out the known emission amount in Fs.
Q(s, t) = Q(0, t)−Q(0, s)
































Proof of Proposition 2.3
Similar to the proof for Proposition 2.2., this is a relatively trivial derivation. From (2.4),
we have:
S(t) | Ft = e−r(T−t)E
[
G1Q(t,T )>α−Q(0,t) | Ft
]
(F.1)
Let α(t) = α−Q(0, t), then:
S(t) | Ft = e−r(T−t)GPr (Q (t, T ) > α (t)) (F.2)
From (2.19), we know Q(t, T ) follows a normal distribution:
Q(t, T ) | Ft ∼ N













S(t) = e−r(T−t)G (1− Pr (Q (t, T ) < α (t)))
= e−r(T−t)GΦ





















2κ (β(t, T )− α) , (G.1)
where β(t, T ) is defined in (2.22).




= 0. Hence, we have:







= e−κ(T−t)dQ(0, t) + κQ(0, t)e−κ(T−t) − κθe−κ(T−t)
= σe−κ(T−t)dW (t), (G.2)
where to get the last line we bring in the Q(0, t) dynamics in (2.17) and simplify. In
addition, we define the following notation:
η(β, t) ≡ Φ








Rewrite (2.21) using this notation and take the differential on both sides, we have:
dS(t) = d(Ge−r(T−t))η(β, t) +Ge−r(T−t)d(η(β, t)) + d(Ge−r(T−t))d(η(β, t))
= rGe−r(T−t)η(β, t)dt+Ge−r(T−t)d(η(β, t))
= rS(t)dt+Ge−r(T−t)d(η(β, t)). (G.4)







dβ(t, T ) +
∂2η(β, t)
2∂β2
(dβ(t, T ))2 . (G.5)
The expression for each term is then derived separately. Using the result in (G.2), we get:
∂η(β, t)
∂β
dβ(t, T ) = φ


















Substituting in the result of (G.1), (G.6) becomes:
∂η(β, t)
∂β



















































In addition, we have:






















































































































We first prove the unconditional version of the result. From (2.21), we get:
S(t) = e−r(T−t)GΦ






































Combining the results of (H.4) and (H.3) gives:









+ (eκt − 1) (α− θ) +Q(0, t)e−κ(T−t).
(H.5)
183
The solution to Q(0, t) based on the initial condition is given by (2.18):




Substituting this result into Equation (H.5) and simplifying terms gives:






























+ δ(t, T ),
where
δ(t, T ) = (eκt − 1)
(



























We then generalize this solution by conditioning on the appropriate σ-fields. First obtain






















δ(s, T ) = (eκs − 1)
(






























+δ(s, T ). (H.11)

























− δ(s, T )
+ δ(t, T ). (H.12)
Using (H.7) and (H.10), we define the term:
























































)+ ν(s, t). (H.14)





















where ν(s, t) is defined by (H.13). This proves the result of (2.24).
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Appendix I
Proof of (2.32) and (2.33)



































































































Substituting (I.5) into (I.1) gives the result of (2.32).
To prove (2.33), notice that stochasticity in the expression for Q(s, t) is driven by the
integral component of (I.5), which is an Ito integral with a driftless integrand and hence
a conditionally normal variable with zero mean. The variance of the integral is calculated




























Combining these results with (2.32), (2.33) directly follows.
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Appendix J
Proof of Proposition 2.4
This is again a relatively trivial derivation. From (2.4), we have:
S(t) | Ft = e−r(T−t)E
[
G1Q(t,T )>α−Q(0,t) | Ft
]
. (J.1)
Let α(t) = α−Q(0, t), then:
S(t) | Ft = e−r(T−t)GPr (Q (t, T ) > α (t)) . (J.2)
From (2.33), we know Q(t, T ) follows a Normal distribution:






T − t− 2
κ





















S(t) = e−r(T−t)G (1− Pr (Q (t, T ) < α (t)))
= e−r(T−t)GΦ
 β(t, T )− α(t)σ
κ
√
T − t− 2
κ








To simplify the notation, first define:




T − t− 2
κ
(1− e−κ(T−t)) + 1
2κ
(1− e−2κ(T−t)) (K.1)
η(α, β, γ) = Φ
(




where β(t, T ) and α(t) are given in Proposition 2.4.
Take the differential of S(t), whose expression is given in Proposition 2.4, we obtain:
dS(t) = rS(t)dt+Ge−r(T−t)dη(α, β, γ), (K.3)
where, upon eliminating the cross differentials that evaluate to zero, we have:






dβ(t, T ) +
∂η
∂γ
dγ(t, T ) +
∂2η
2∂β2
dβ(t, T )2. (K.4)


































dy(t) + (θe−κ(T−t) − θ − y(t)e−κ(T−t))dt









β(t, T )− α(t)
γ(t, T )
)





































β(t, T )− α(t)
γ(t, T )
)
β(t, T )− α(t)
γ(t, T )3
, (K.10)






Substituting (K.5) - (K.11) into (K.4) and simplifying the result gives
dη(α, β, γ) = φ
(









In addition, reorganizing the expression of S(t) in Proposition 2.4 gives:(









Substituting (K.1), (K.12), and (K.13) into (K.3) and simplifying the result give the al-




We first prove the unconditional version of the result. From Proposition 2.4:
S(t) = e−r(T−t)GΦ
 β(t, T )− α(t)σ
κ
√
T − t− 2
κ




S(0) = S0 = e
−rTGΦ
























α(t) = α−Q(0, t), (L.4)














Given only the initial conditions (i.e. F0), from (2.31)
y(t) = y0e






























Substitute (L.6) into (L.3) and (L.7) into (L.4). The following result is obtained after a
tedious algebraic simplification:











Finally, from (L.2), we have:











(1− e−κT ) + 1
2κ
(1− e−2κT ). (L.10)















T − t− 2
κ





















T − s− 2
κ






For notational convenience, define:
γ(t, T ) =
√
T − t− 2
κ
(1− e−κ(T−t)) + 1
2κ
(1− e−2κ(T−t)). (L.13)
Hence, given Fs, (L.12) leads to:












γ(0, T ). (L.14)
(N.9) can be decomposed as:














T − s− 2
κ









T − t− 2
κ
















Proof of Proposition 2.5
Under risk neutral valuation, we have:





Following the condition in the proposition, given Ft, we have
S(τ) = Ge−r(T−τ)Φ (cX(τ) + ζ) , (M.2)
and
X(τ) | Ft ∼ N(µx, σx), (M.3)
where c > 0, ζ, µx, σx are Ft-measurable. Substituting this result into (M.1) and simplify,
we get
C(t,K, τ) = Ge−r(T−t)E
[
(Φ (cX(τ) + ζ)−K∗)+
]
. (M.4)
Since c > 0, the term cX(t, τ)+ζ in the expectation is a monotonically increasing function
of X(t, τ). We may thus write the expectation term as:
E
[





Φ (cx+ ζ) fX(x)dx−K∗Pr (X(t, τ) > x∗) , (M.5)

















which is the unique value of X(t, τ) satisfying:
Φ (cX(t, τ) + ζ) = K∗.
The integral expression in (M.5) is then evaluated. Note that the normality of X(t, τ)
ensures the existence of a closed-form option value expression.
First, (M.3) leads to the immediate result:



































































































where by definition Φ2(x1, x2, ρ) denotes the bivariate standard Normal distribution func-
tion with correlation coefficient ρ evaluated at (x1, x2).
Substitute the results of (M.5), (M.8), and (M.15) into (M.4). This gives:

















which is exactly as claimed in Proposition 2.5.
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Appendix N
Proof of Corollary 2.2
The proof is very trivial. By a risk neutral valuation:
CF (t,K, τ, τ
′) = E
[









K ′ = Ke−r(τ
′−τ).




We first find the distribution of X(t, τ). By (2.19)




Conditioning on Ft, we have:







In addition, (2.8) gives:∫ τ
t
(W (u))du ≡ N
(






Therefore, we know that
X ≡ N(µx, σx), (O.3)
where
µx = (T − τ)W (t) +W (t)(τ − t),
= (T − t)W (t) (O.4)
σ2X = (T − τ)2(τ − t) +
(τ − t)3
3









To find the covariance term, we use the Riemann-Stieltjes sum approximation. Partition
the time interval (t, τ) into equal-length intervals given by: t0 = t, t1 = t + ∆t, t2 =
t+ 2∆t, ..., ti = t+ i∆t, ...tN = t+N∆t, where ∆t =
τ−t
N
. This gives, for N large enough:
W (τ) ≈ L1(∆t)
= W (t0) + (W (t1)−W (t0)) + (W (t2)−W (t1))...+ (W (ti)−W (ti − 1))
= W (t) + ∆W (t1) + ∆W (t2) + ...+ ∆W (tN−1). (O.6)∫ τ
t


















= W (t)N∆t+ ∆W (t1)(N − 1)∆t+ ∆W (t2)(N − 2)∆t+ ...+ ∆W (tN−1)∆t
= (τ − t)
[












We know that ∆W (ti) are independent and identically distributed variables, where
∆W (ti) ≡ N (0,∆t) . (O.8)
Therefore






N (N − 1) (τ − t)2
2N2
. (O.9)




















Substituting this result into (G.5) gives:




Hence (2.45) to (2.47) are proved.
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Appendix P
Proof of Proposition 3.3
The proof for Proposition 3.3 is straightforward. Without loss of generality, it is sufficient
to demonstrate the proof for call options. Under risk neutral valuation:
CMLN(t,K, τ) = E
[
e−r(τ−t) (S(τ)−K)+ | Ft
]
. (P.1)




1C=iSi(t), i ∈ 1, 2...N, (P.2)
where
dSi(t) = Si(t)rdt+ σiSi(t)dZ(t). (P.3)
Therefore, we have


















LN(t,K, τ, σi). (P.5)
where the last line follows from that each component price process being a Geometric
Brownian Motion in (P.3), coinciding with the specification of the Lognormal allowance












| C = 1
]




















| C = 2
]










| C = 2
)
= σ22, (Q.4)








































Substituting (Q.1) to (Q.5) into (3.40) gives the result in (3.41).
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Appendix R
Option Greeks under LN and MLN
allowance price models
Under the Lognormal allowance price model, the option Greek expressions are direct repli-
cations of the Black-Scholes results. We use the subscripts c and p to differentiate between






































= −e−r(T−t)K(T − t)N(−d2). (R.6)
203
d1 and d2 follow the expressions in Proposition 3.1.
Under the Mixture Lognormal allowance price model, each option Greek is the λ-weighted
average of the LN Greeks calculated with the component parameters. For example, in the








Special attention should be given to vega, which must be defined in terms of the component
volatilities under the Mixture Lognormal model.
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