Abstract. As Bin Packing is NP-hard already for k = 2 bins, it is unlikely to be solvable in polynomial time even if the number of bins is a fixed constant. However, if the sizes of the items are polynomially bounded integers, then the problem can be solved in time n O(k) for an input of length n by dynamic programming. We show, by proving the W[1]-hardness of Unary Bin Packing (where the sizes are given in unary encoding), that this running time cannot be improved to f (k) · n O (1) for any function f (k) (under standard complexity assumptions). On the other hand, we provide an algorithm for Bin Packing that obtains in time 2 O(k log 2 k) +O(n) a solution with additive error at most 1, i.e., either finds a packing into k + 1 bins or decides that k bins do not suffice.
Introduction
The aim of this paper is to clarify the exact complexity of Bin Packing for a small fixed number of bins. An instance of Bin Packing consists of a set of rational item sizes, and the task is to partition the items into a minimum number of bins with capacity 1. Equivalently, we can define the problem such that the sizes are integers and the input contains an integer B, the capacity of the bins.
Complexity investigations usually distinguish two versions of Bin Packing. In the general version, the item sizes are arbitrary integers encoded in binary, thus they can be exponentially large in the size n of the input. In the unary version of the problem, the sizes are bounded by a polynomial of the input size; formally, this version requires that the sizes are given in unary encoding.
In the general (not unary) case, a reduction from Partition shows that Bin Packing is NP-hard [7] . Thus it is hard to decide whether a given set of items can be packed into exactly two bins. Apart from NP-hardness, this has a number of other known implications. First of all, unless P = NP, it is impossible to achieve a better polynomial-time approximation ratio than 3/2, matching the best known algorithm [16] .
In contrast, however, there are much better approximation results when the optimum number of bins is larger [4, 12] . De la Vega and Lueker [4] found an asymptotic polynomial-time approximation scheme (APTAS) for Bin Packing with ratio (1 + )OP T (I) + 1 and running time O(n) + f (1/ ) (if the items are sorted). To bound the function f , one has to consider the integer linear program (ILP) used implicitly in [4] . This ILP has 2 O(1/ log(1/ )) variables and length 2 O(1/ log(1/ )) log n. Using the algorithm by Lenstra [13] or Kannan [11] , this ILP can be solved within time 2
2
O(1/ log(1/ )) O(log n) ≤ 2 2 O(1/ log(1/ )) + O(log 2 n). Thus, the algorithm of [4] can be implemented such that the additive term f (1/ ) in the running time is double exponential in 1/ . Setting = Using ideas in [6, 10] , the algorithm of de la Vega and Lueker can be improved to run in time O(n) + 2 O(1/ 3 log(1/ )) . Setting again = 1 OP T (I)+1 , we obtain an additive 1-approximation that runs in O(n) + 2
O(OP T (I)
3 log(OP T (I))) time.
Karmarkar and Karp [12] gave an asymptotic fully polynomial-time approximation scheme (AFPTAS) that packs the items into (1 + )OP T (I) + O(1/ 2 ) bins. The AFPTAS runs in time polynomial in n and 1/ , but has a larger additive term O(1/ 2 ). Plotkin, Shmoys and Tardos [14] achieved a running time of O(n log(1/ ) + −6 ) log 6 (1/ )) and a smaller additive term O(1/ log(1/ )). Bin Packing remains NP-hard in the unary case as well [7] . However, for every fixed k, Unary Bin Packing can be solved in polynomial time: a standard dynamic programming approach gives an n O(k) time algorithm. Although the running time of this algorithm is polynomial for every fixed value of k, it is practically useless even for, say, k = 10, as an n 10 time algorithm is usually not considered efficient. Our first result is an algorithm with significantly better running time that approximates the optimum within an additive constant of 1: Theorem 1. There is an algorithm for Bin Packing which computes for each instance I of length n a packing into at most OP T (I) + 1 bins in time
Note that the algorithm works not only for the unary version, but also for the general Bin Packing as well, where the item sizes can be exponentially large.
It is an obvious question whether the algorithm of Theorem 1 can be improved to an exact algorithm with a similar running time. As the general version of Bin Packing is NP-hard for k = 2, the question makes sense only for the unary version of the problem. By proving that Unary Bin Packing is W [1] hard parameterized by the number k of bins, we show that there is no exact algorithm with running time f (k) · n O(1) for any function f (k) (assuming the standard complexity hypothesis FPT = W [1] ). Thus no significant improvement over the n O(k) dynamic programming algorithm is possible for Unary Bin Packing. From the perspective of parameterized complexity, the general (not unary) Bin Packing is not even known to be contained in the class XP, when parameterized by the number of bins.
Finally, let us mention that the existence of a polynomial-time algorithm with additive error of 1 (or any other constant) is a fundamental open problem, discussed for example in [5, Section 2.2.9]. Such a polynomial-time algorithm would be a significant breakthrough even in the unary case. Our algorithm shows that obtaining such an approximation is easy in the unary case for fixed number of bins. Thus an important consequence of our result is that any hardness proof ruling out the possibility of constant additive error approximation for the unary version has to consider instances with an unbounded number of bins.
For proofs omitted due to lack of space, marked by a , see the full paper.
Additive 1-approximation for Bin Packing in FPT time
This section deals with the following version of Bin Packing: given an integer K and a set I of items with rational item sizes (encoded in binary), and the task is to pack the items into K bins of capacity 1. We prove Theorem 1 by describing an algorithm for this problem which uses at most K + 1 bins for each I, provided that OP T (I) = K, where OP T (I) is the minimum number of bins needed for I. Our algorithm computes a packing into K or K + 1 bins. We suppose K ≥ 2; otherwise we pack all items into a single bin. We divide the instance I into three groups:
where x, y are constants specified later. In the first phase of our algorithm we consider the large items. Since each bin has at most 2x log(K) large items and OP T (I) = K, the total number of large items in I is at most K 2x log(K) . Suppose that I large = {a 1 , . . . , a } where ≤ K 2x log(K) . We can assign large items to bins via a mapping f : {1, . . . , } → {1, . . . , K}. A mapping f is feasible, if and only if i|f (i)=j size(a i ) ≤ 1 for all j = 1, . . . , K. The total number of feasible mappings or assignments of large items to bins is at most
Notice that at least one of the 2 O(K log 2 (K)) mappings corresponds to a packing of the large items in an optimum solution.
In the second phase we use a geometric rounding for the medium items. This method was introduced by Karmarkar and Karp [12] for the Bin Packing problem. Let I r be the set of all items from I medium whose sizes lie in (2 −(r+1) , 2 −r ] where 2 r > x log(K) or equivalently Fig. 1(a) for an example I r where we have divided the set I r into groups of size 2 r x log(K) ). Let r(0) be the smallest integer r such that 2 r > x log(K). Then, 2 r(0)−1 ≤ x log(K) and 2 r(0) > x log(K). This implies that the interval with the smallest index r(0) contains items of size in (1/2 r(0)+1 , 1/2 r(0) ] and that
The original instance Ir grouped into groups of size g = For each r ≥ r(0) let J r and J r be the instances obtained by applying linear grouping with group size g = 2 r
x log(K) to I r . To do this we divide each instance I r into groups G r,1 , G r,2 , . . . , G r,qr such that G r,1 contains the g largest items in I r , G r,2 contains the next g largest items and so on (see Fig. 1(a) ). Each group of items is rounded up to the largest size within the group (see also Fig. 1(b) ). Let G r,i be the multi-set of items obtained by rounding the size of each item in G r,i . Then, J r = i≥2 G r,i and J r = G r,1 .
Furthermore, let J = J r and J = J r . Then, J r ≤ I r ≤ J r ∪J r where ≤ is the partial order on Bin Packing instances with the interpretation that I A ≤ I B if there exists a one-to-one function h : I A → I B such that size(x) ≤ size(h(x)) for all items x ∈ I A . Furthermore, J r consists of one group of items with the largest medium items in (2
The cardinality of each group (with exception of maybe the smallest group in I r ) is equal to Proof. Each non-empty set J r contains at most 
]. This implies that r(1) ≤ log(yK) . Then, the number of indices r ∈ {r(0), . . . , r(1)} is equal to the number of intervals (2 −(r+1) , 2 −r ] which may contain a medium item. Since
and K ≥ 2, we have 2
Thus, the number of such intervals is
The lemma above implies OP T (J ) = 1 for x ≥ 4, K ≥ 2 and log(y) ≤ (x−1), since these items have total size at most 1. A possible choice is x = 4 and y ≤ 8. By r≥r(0) J r ≤ I medium ≤ r≥r(0) (J r ∪ J r ) and J = r≥r(0) J r , we obtain:
Lemma 3. There are at most O(K log(K)) different rounded sizes for medium items for x ≥ 1 and K ≥ 2.
Proof. Let n(I r ) be the number of medium items in I r , and let m(I r ) be the number of groups (or rounded sizes) generated by the linear grouping for I r .
Then,
Notice that one group may have less than 
Using a ≥ a for a ≥ 0, m(I r ) ≤ 2x log(K)size(I r )+1. For x ≥ 1 and K ≥ 2, we have r(0) > log(x) ≥ 0 and, therefore, r(0) ≥ 1. Since the number of intervals for the medium items is at most r(1) − r(0) + 1 ≤ r(1) ≤ log(yK) , the total number of rounded medium sizes r≥r(0) m(I r ) ≤ r≥r(0) (2x log(K)size(I r ) + 1) ≤ 2x log(K) r≥r(0) size(I r ) + log(yK). Since all medium items fit into K bins and x, y are constants, size(I medium ) = r≥r(0) size(I r ) ≤ K and
Now we describe the third phase of our algorithm. The rounded medium item sizes lie in the interval [ 
. Using a dynamic program we go over the bins from b 1 up to b K . For each A = 1, . . . , K, we compute a set V A of vectors (a 1 , . . . , a R ) where a j gives the number of items of size x j used for the bins b 1 , . . . , b A (see also Fig. 2) . The cardinality of each set V A is at most (
. The update step from one bin to the next (computing the next set V A+1 ) can be implemented in time
If there is a solution for our Bin Packing instance I into K bins, then the set V K contains the vector (n 1 , . . . , n R ) that corresponds to the number of rounded medium item sizes in r≥r(0) J r . Notice that the other set r≥r(0) J r will be placed into the additional bin b K+1 . We can also compute a packing of the medium items into the bins as follows. First, we compute all vector sets V A for A = 1, . . . , K. If for two vectors a = (a 1 , . . . , a K ) ∈ V A and a = (a 1 , . . . , a K ) ∈ V A+1 the medium items given by the difference a − a and the preassigned large items fit into bin b A+1 , we store the corresponding pair (a, a ) in a set S A+1 . By using a directed acyclic graph D = (V, E) with vertex
, we may compute a feasible packing of large and medium rounded items into the bins b 1 , . . . , b K . This can be done via depth first search starting with the vector (n 1 , . . . , n R ) ∈ V K that corresponds to the number of rounded medium item sizes. The algorithm to compute the directed acyclic graph and the backtracking algorithm can be implemented in time
In the last phase of our algorithm we add the small items via a greedy algorithm to the bins. Consider a process which starts with a given packing of the original large and medium items into the bins b 1 , . . . , b K+1 . We insert the small items of size at most Proof. Assume by contradiction that we use more than K + 1 bins for the small items. In this case, the total size of the items packed into the bins is more than
Thus, the total size of the items is larger than K, yielding OP T (I) > K.
The algorithm for Bin Packing for OP T (I) = K works as follows:
(1) Set x = 4, y = 2 and divide I into three groups I large , I medium , and I small . (2) Assign the large items to K bins considering all feasible pre-assignments. Lemma 5 shows that Theorem 2 follows from the W[1]-hardness of c-Unary Vector Bin Packing, for any fixed c. In Section 3.1, we introduce two concepts, k-non-averaging and k-sumfree sets, that will be useful tools in the hardness proof. The reduction itself appears in Section 3.2.
Lemma 5 ( ).
For every fixed integer c ≥ 1, there is a parameterized reduction from c-Unary Vector Bin Packing to Unary Bin Packing, where both problems are parameterized by the number of bins.
Non-averaging and sumfree sets
Given an integer k, we are going to construct a set A containing n non-negative integers with the following property: for any k elements a 1 , a 2 , . . . , a k in A it holds that their arithmetical mean 1 k k i=1 a i can only be contained in A if all of them are equal, i.e. a 1 = a 2 · · · = a k . Sets having this property will be called k-non-averaging. Such sets have already been studied by several researchers [1, 3] . Although, up to our knowledge, the construction presented here does not appear in the literature in this form, it applies only standard techniques show that we can easily construct a non-averaging set A from X , having n elements. Setting d = 2, we get that the maximal element in A is smaller than 2
Lemma 6 ( ). If u 1 , u 2 , . . . , u k and v are elements of X and v =
A set F is k-sumfree, if for any two sets S 1 , S 2 ⊆ F of the same size k ≤ k, x∈S1 x = x∈S2 x holds if and only if S 1 = S 2 . Such sets have been studied extensively in the literature, also under the name B k -sequences [8, 9, 15] .
It is easy to verify that the set S = {(k + 1) i | 0 ≤ i < n} is a k-sumfree set of size n. The maximal element in such a set is of course (k + 1) n−1 . Intuitively, the elements of S are the (k + 1)-base representations of those 0-1 vectors V S in N n that have exactly one coordinate of value 1. Since no vector in N n can be obtained in more than one different ways as the sum of at most k vectors from V S , an easy argument shows that S is k-sumfree.
Although this will be sufficient for our purposes, we mention that a construction due to Bose and Chowla [2] shows that a k-sumfree set of size n with maximum element at most (2n) k can also be found (see also [9] , Chapter II). If k is relatively small compared to n, the bound (2n) k is a considerable reduction on the bound (k + 1) n−1 of the construction above.
Lemma 8 ([2]
). For any integers n and k, there exists a k-sumfree set having n elements, with the maximum element being at most (2n) k .
Hardness of the vector problem
The following lemma contains the main part of the hardness proof. By Lemma 5, it immediately implies Theorem 2.
Proof. We present an FPT reduction from the W[1]-hard Clique parameterized by the size of the desired clique. Let G = (V, E) and k be the input graph and the parameter given for Clique. We assume V = [n] and |E| = m, and we write x h y h for the h-th edge of G according to some arbitrary ordering. We construct an instance I of 10-Unary Vector Bin Packing with k 2 + k + 1 bins. Item sizes. The sizes of the items in I will be contained in S ∪ T , where S =
2 ) T i,j , and
2 ) T i,j ; here we use
For each possible pair of i and j, |S i,j | = m and |T i,j | = n will hold.
To determine the item sizes, we first construct a k-non-averaging set A of size n, using Lemma 7. Let A contain the elements a 1 ≤ a 2 ≤ · · · ≤ a n . By Lemma 7, we know a
We also construct a k-sumfree set F containing k 2 elements, using Lemma 8. Let us index the elements of F by pairs of the form
2 }. We also assume that f i1,j1 < f i2,j2 holds if and only if (i 1 , j 1 ) is lexicographically smaller than (i 2 , j 2 ). By Lemma 8, we know
The exact values of s i,j (h) and t i,j (h) are as follows:
Bin capacities. We define k 2 + k + 1 bins as follows: we introduce bins
2 , bins q i for each i ∈ [k], and one additional bin r. The capacities of the bins p i,j and q i are given below (depending on i and j). To define q i , we let
. Finally, we set the capacity of r in a way that the total size of the bins equals the total size of the items. Hence, any solution must completely fill all bins.
It is easy to see that r ∈ N 10 . Observe that |S ∪ T | = m k 2 + nk 2 , the unary encoding of the item sizes in S needs a total of at most O(mk 4 + nk 2 A) bits, and the unary encoding of the item sizes in T needs a total of at most O(nF + k 3 A) bits. By the bounds on A and F , the reduction given is indeed an FPT reduction.
Main idea. At a high-level abstraction, we think of the constructed instance as follows. First, a bin q i requires n − 1 items from T i,i , which means that we need all items from T i,i , except for some item t i,i (h). Choosing an index h ∈ [n] for each i will correspond to choosing k vertices from G. Next, we have to fill up the bin q i , by taking altogether k − 1 items from T < and T > in a way such that the sum of their last two coordinates equals the last two coordinates of t i,i (h). The sumfreeness of F and the non-averaging property of A will imply that the chosen items must be of the form t i,j (h) and t j,i (h) for some j.
This can be thought of as "copying" the information about the chosen vertices, since as a result, each bin p i,j will miss only those items from T i,j and from T j,i that correspond to the i-th and j-th chosen vertex in G. Suppose p i,j contains all items from T i,j and T j,i except for the items, say, t i,j (h a ) and t j,i (h b ). Then, we must fill up the last two coordinates of p i,j exactly by choosing one item from S i,j . But choosing the item s j,i (e) will only do if the edge corresponding to e ∈ [m] connects the vertices corresponding to h a and h b , ensuring that the chosen vertices form a clique.
Correctness. Now, let us show formally that I is solvable if and only if G has a clique of size k. Clearly, I is solvable if and only if each of the bins can be filled exactly. Thus, a solution for I means that the items in S ∪ T can be partitioned into sets
, and R such that
Direction ⇒. First, we argue that if G has a clique of size k, then I is solvable. Suppose that c 1 , c 2 , . . . , c k form a clique in G. Let d i,j be the number for which c i c j is the d i,j -th edge of G. Using this, we set P i,j for each (i, j) ∈
[k] 2 and Q i for each i ∈ [k] as follows, letting R include all the remaining items.
It is easy to see that the sets P i,j for some (i, j) ∈
[k] 2 and the sets Q i for some i ∈ [k] are all pairwise disjoint. Thus, in order to verify that this indeed yields a solution, it suffices to check that (1) and (2) hold, since in that case, (3) follows from the way r is defined. For any (i, j) ∈
we get (1) by the definition of P i,j . To see (2), we only have to use the definition of Q i , and sum up the equations below:
Direction ⇐. To prove the other direction, suppose that a solution exists, meaning that some sets
} and R fulfill the conditions of (1), (2) , and (3). We show that this implies a clique of size k in G.
Let X denote the set of items that are contained in some particular bin x. Observing the second, fourth, sixth, and eighth coordinates of the items in S ∪ T and the bin x, we can immediately count the number of items from S, T = , T < , and T > that are contained in X. The following table shows the information obtained by this argument for each possible X.
. This means that R contains exactly k vectors from i∈[k] T i,i such that the third coordinate of their sum is i∈[k] f i,i . But since F is k-sumfree, this can only happen if R contains exactly one vector from each of T 1,1 , T 2,2 , . . . , T k,k . Let these vectors be {t i,i (c i ) | i ∈ [k]}. We claim that the vertices {c i | i ∈ [k]} form a clique in G.
Using q 3 i = (n − 1)f i,i , the table above, and f 1,1 < f 2,2 < · · · < f k,k we obtain that Q i must contain every item in T i,i \ {t i,i (c i )}, for each i ∈ [k]. Also, we know that Q i must contain k − i items from T < and i − 1 from T > , so from the values of q 5 i and q 7 i and the fact that F is k-sumfree, we also obtain that Q i must contain exactly one item from each of the sets T i,j where j = i. Note that apart from these (n − 1) + (k − 1) vectors, Q i cannot contain any other items. Now, note that the last two coordinates of the sum h =ci t i,i (h) are (k − i)(A − a ci ) and (i − 1)(A − a ci ). Since the last two coordinates of q i are (k − i)A and (i − 1)A, we get that v∈Qi\Ti,i v must have (k − i)a ci and (i − 1)a ci at the last two coordinates. As argued above, Q i \ T i,i contains exactly one item from each of the sets T i,j where j = i. Fixing some i and letting T i,j ∩ Q i = {t i,i (h j )}, this implies i<j≤k a hj = (k − i)a ci and 1≤j<i a hj = (i − 1)a ci . But as A is k-non-averaging, this yields h j = c i for each j = i. This means that (5) holds.
Next, let us consider the set P i,j for some (i, j) ∈
[k]
2 . First, the first two coodinates of p i,j imply that P i,j must contain exactly one element of S i,j . Let us define d i,j such that P i,j ∩ S i,j = s i,j (d i,j ). Furthermore, the table above and the result (5) shows that P i,j must contain (n−1) items from both of the sets T < and T > . Recall that {t i,j (c i )
i,j = (n − 1)f i,j and p 7 i,j = (n − 1)f j,i , and taking into account the ordering of the elements of F, it follows that (4) holds.
Finally, let us focus on the last two coordinates of the sum v∈Pi,j v. Clearly, if i < j then the sum of the vectors in T i,j \{t i,j (c i )} has A−a ci and 0 as the last two coordinates, and similarly, the sum of the vectors in T j,i \ {t j,i (c j )} has 0 and A − a cj in the last two coordinates. From this, (4) and the definition of p i,j yield that s i,j (d i,j ) must contain a ci and a cj in the last two coordinates. But by the definition of S i,j , this can only hold if (c i , c j ) is an edge in G. This proves the second direction of the correctness of the reduction.
