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Abstract
We show that the equilibrium positions of the Ruijsenaars-Schneider-van Diejen
systems with the trigonometric potential are given by the zeros of the Askey-Wilson
polynomials with five parameters. The corresponding single particle quantum version,
which is a typical example of “discrete” quantum mechanical systems with a q-shift
type kinetic term, is shape invariant and the eigenfunctions are the Askey-Wilson
polynomials. This is an extension of our previous study [1, 2], which established the
“discrete analogue” of the well-known fact; The equilibrium positions of the Calogero
systems are described by the Hermite and Laguerre polynomials, whereas the corre-
sponding single particle quantum versions are shape invariant and the eigenfunctions
are the Hermite and Laguerre polynomials.
1 Introduction
The Calogero-Sutherland systems [3] and their integrable deformation called the Ruijsenaars-
Schneider-van Diejen systems [4, 5] have many attractive features at both classical and
quantum mechanical levels. In our recent paper [6, 1], the equilibrium positions of the
classical Ruijsenaars-Schneider-van Diejen systems were studied. The equilibrium positions
of the Calogero-Sutherland systems are described by the zeros of the classical orthogonal
polynomials, the Hermite, Laguerre, Chebyshev, Legendre, Gegenbauer and Jacobi polyno-
mials [7, 8, 9]. Since the Ruijsenaars-Schneider-van Diejen systems are deformation of the
Calogero-Sutherland systems, it is expected that the equilibrium positions of the Ruijsenaars-
Schneider-van Diejen systems are described by some deformation of these classical orthogonal
polynomials. This is indeed the case and we obtained the deformed Hermite, Laguerre and
Jacobi polynomials [1]. These deformed orthogonal polynomials fit in the Askey-scheme of
the hypergeometric orthogonal polynomials [10, 11]; (i) rational potential cases: One and
two parameter deformation of the Hermite polynomials are a special case of the Meixner-
Pollaczek polynomial and a special case of the continuous Hahn polynomial, and two and
three parameter deformation of the Laguerre polynomials are the continuous dual Hahn poly-
nomial and the Wilson polynomial, (ii) trigonometric potential cases: Several one parameter
deformation of the Jacobi polynomials are special cases of the Askey-Wilson polynomial.
The Askey-Wilson polynomial has five parameters [12], but the deformed Jacobi polynomi-
als obtained in [1] have only three parameters. A natural question arises; Find (integrable)
multi-particle systems whose equilibrium positions are described by the Askey-Wilson poly-
nomials with five parameters.
Shape invariance is an important ingredient of many exactly solvable quantum mechanics
[13, 14, 15]. In another recent paper of ours [2], the shape invariance of “discrete” quantum
mechanical single particle systems, whose kinetic term causes a shift of the coordinate in
the imaginary direction, are discussed. The eigenfunctions of these shape invariant systems
are a special case of the Meixner-Pollaczek polynomial, a special case of the continuous
Hahn polynomial, the continuous dual Hahn polynomial and the Wilson polynomial. These
polynomials have all appeared in the above discussion about the equilibrium positions, in
which we have one more polynomial, the Askey-Wilson polynomial. This gives the second
question; Are the quantum mechanical single particle systems, whose eigenstates are the
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Askey-Wilson polynomial, shape invariant or not ?
We will answer the above two questions in this paper. The answer to the first question
is found by the same method given in [1], i.e. numerical analysis, functional equation and
three-term recurrence. The second question is answered affirmatively by using the properties
of the Askey-Wilson polynomials and similar discussion in [2] with replacement of a shift
operator by a q-shift operator.
This article is organized as follows. In section 2, the classical equilibria of the Ruijsenaars-
Schneider-van Diejen system are studied. For a suitable choice of the elementary potential
functions, the equilibrium positions are given by the zeros of the Askey-Wilson polynomials
with five parameters. In section 3 we discuss the shape invariance of “discrete” quantum
mechanical single particle systems with a q-shift type kinetic term. After discussing general
theory, we present an explicit example of such shape invariant systems, in which eigenstates
are described by the Askey-Wilson polynomials. The final section is for a summary and
comments.
2 Multi-particle Systems: Equilibrium Positions
Let us consider the equilibrium positions of the classical Ruijsenaars-Schneider-van Diejen
systems with the trigonometric potential [4, 5], which are integrable deformation of the cel-
ebrated Calogero-Sutherland systems of exactly solvable multi-particle quantum mechanics.
Its classical Hamiltonian corresponding to the BC root system is the following [5]:
H(p, q) =
n∑
j=1
(
cosh pj
√
Vj(q) V ∗j (q)−
1
2
(
Vj(q) + V
∗
j (q)
))
, (1)
Vj(q) = w(qj)
n∏
k=1
k 6=j
v(qj − qk) v(qj + qk) (j = 1, . . . , n), (2)
v(x) =
sin(x− ig0)
sin x
, (3)
w(x) =
sin(x− ig1)
sin x
sin(x− ig2)
sin x
cos(x− ig3)
cos x
cos(x− ig4)
cosx
, (4)
where q = t(q1, · · · , qn) and p = t(p1, · · · , pn) are the coordinates and conjugate momenta,
and gj (j = 0, . . . , 4) are the real positive coupling constants. The potentials Vj and V
∗
j are
complex conjugate of each other. Our convention of a complex conjugate function is the
following: for an arbitrary function f(x) =
∑
n anx
n (an ∈ C), we define f ∗(x) =
∑
n a
∗
nx
n.
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Here c∗ is the complex conjugation of a number c ∈ C. Note that f ∗(x) is not the complex
conjugation of f(x), (f(x))∗ = f ∗(x∗). This is relevant for considering complex variables in
section 3. The equilibrium positions p = 0, q = q¯ are determined by the condition [6]
Vj(q¯) = V
∗
j (q¯) > 0 (j = 1, 2, . . . , n). (5)
This equation without inequality is rewritten in the Bethe ansatz like equation
n∏
k=1
k 6=j
v(q¯j − q¯k)v(q¯j + q¯k)
v∗(q¯j − q¯k)v∗(q¯j + q¯k) =
w∗(q¯j)
w(q¯j)
. (6)
Note that q¯j = 0,
pi
2
is excluded in (5) but allowed in (6).
By the same method given in [1] (numerical analysis, functional equation and three-
term recurrence), we can show that the equilibrium positions {q¯j} are given by the zeros of
the Askey-Wilson polynomial [12] (we follow the notation of Koekoek and Swarttouw [11])
pn(x; a, b, c, d|q) ∝
∏n
j=1(x− cos 2q¯j) with the following parameters,1
q = e−2g0 , (a, b, c, d) = (e−2g1 , e−2g2,−e−2g3 ,−e−2g4). (7)
The outline of derivation is as follows. The functional equation for f(x) =
∏n
j=1(x− cos 2q¯j)
is the same as eq.(A.4)(ǫ = −1) in [1] with2
h(x) =
(
q−1−q
2
x− i(1 + q−1+q
2
)
√
1− x2
)
×
(
a−1−a
2
(1 + x) + i(1 + a
−1+a
2
)
√
1− x2
)(
b−1−b
2
(1 + x) + i(1 + b
−1+b
2
)
√
1− x2
)
×
(
c−c−1
2
(1− x)− i(1− c+c−1
2
)
√
1− x2
)(
d−d−1
2
(1− x)− i(1− d+d−1
2
)
√
1− x2
)
,
(8)
gn(x) =
(1 + a)(1 + b)(1− c)(1− d)(1 + q)(1− x2)
8abcdqn+1
×
(
4q(1 + abcdq2n−1)x2 − 2qn(abc + abd+ acd+ bcd+ (a + b+ c+ d)q)x
− (1 + q)(1 + q − qn+1 − (ab+ ac+ ad+ bc + bd+ cd)qn
− qn−1(1− qn − qn+1)abcd)), (9)
and
√
δ = 1−q
1+q
. The three-term recurrence fn+1(x) = (x−an)fn(x)−bnfn−1(x) for the monic
Askey-Wilson polynomial can be found in the literature, for example eq.(3.1.5) in [11]. Then
1While preparing our manuscript, we became aware of a paper by van Diejen [18], in which the same
result was presented with a more elegant proof.
2This form of g(x) is obtained by using some empirical knowledge based on numerical analysis.
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eq.(A.7) in [1] holds because the functions Xn(x), Yn(x) of (A.13),(A.14) in [1] vanish for
these an, bn and gn(x). Therefore we obtain Proposition A.3, A.4 in [1].
Remark 1: The models studied in [1] are special cases of this model. For example,
B eq.(2.75) in [1] (g0, g1, g2, g3, g4) = (gL,
1
2
gS,
1
2
gS, 0, 0),
C ′ eq.(2.78) in [1] (g0, g1, g2, g3, g4) = (gS,
1
2
gL,
1
2
gL,
1
2
gL,
1
2
gL),
B′C eq.(2.79) in [1] (g0, g1, g2, g3, g4) = (gM , gS, gL, gL, 0),
due to the following trigonometric formulas,
sin(x− ig)
sin x
= cosh g (1− i tanh g cot x), cos(x− ig)
cosx
= cosh g (1 + i tanh g tanx),
cosh 2g(1− i tanh 2g cot 2x) = sin(2x− i2g)
sin 2x
=
sin(x− ig)
sin x
cos(x− ig)
cosx
.
Remark 2: Ismail et.al. studied the q-Strum Liouville problems and the Bethe ansatz equa-
tion of the XXZ model [16]. A special case of their results states that the zeros of Askey-
Wilson polynomial pn(x; a, b, c, d|q) ∝
∏n
j=1(x− cos 2q¯j) with the parameters
q = e−2g0 , (a, b, c, d) = (e−2g1, e−2g2 , e−2g3, e−2g4), (10)
satisfies the Bethe ansatz like equation (6) with (gj > 0)
v(x) =
sin(x− ig0)
sin x
, w(x) =
sin(x− ig1)
sin x
sin(x− ig2)
sin x
sin(x− ig3)
sin x
sin(x− ig4)
sin x
. (11)
However this does not mean that {q¯j} are equilibrium positions of the system (1) with (11),
because Vj(q¯) is not positive in this case. Moreover the cot
4 x term in w(x) (11) appears too
singular to give a satisfactory quantum Hamiltonian.
3 Single Particle Systems: Shape Invariance
Next let us consider the shape invariance of the “discrete” quantum mechanical single particle
systems with a q-shift type kinetic term. The argument is parallel to that given in [2], in
which discrete quantum systems with a shift-type kinetic term are discussed.
In this section we use variables θ, x and z, which are related as
0 ≤ θ ≤ π, x = cos θ, z = eiθ. (12)
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The dynamical variable is 2θ and the inner product is (f(θ), g(θ)) =
∫ pi
0
dθf(θ)∗g(θ). We
denote D = Dz
def
= z d
dz
. Then qD is a q-shift operator, qDf(z) = f(qz). Note that
∫ pi
0
dθ =
∫ 1
−1
dx√
1− x2 , −i
d
dθ
= z
d
dz
= D, f(z)∗ = f ∗(z−1). (13)
For a real constant q (0 < q < 1) and a function V (z) = V (z;λ, q) with a set of real
parameters λ, let us consider the following Hamiltonian H = H(z;λ, q),
H
def
= 1
2
√
V (z) qD
√
V ∗(z−1) + 1
2
√
V ∗(z−1) q−D
√
V (z)− 1
2
(V (z) + V ∗(z−1)). (14)
The eigenvalue equation reads
Hφn = Enφn, (15)
with eigenfunctions φn(z) = φn(z;λ, q) and eigenvalues En = En(λ, q) (n = 0, 1, . . .) (we
assume non-degeneracy E0 < E1 < · · · ). The kinetic term causes a q-shift in the variable z.
This Hamiltonian is factorized and consequently positive semi-definite:
H = A†A, (16)
A = A(z;λ, q)
def
=
1√
2
(
q
D
2
√
V ∗(z−1)− q−D2
√
V (z)
)
, (17)
A† = A(z;λ, q)†
def
=
1√
2
(√
V (z) q
D
2 −
√
V ∗(z−1) q−
D
2
)
, (18)
where † denotes the hermitian conjugation with respect to the above inner product. The
ground state φ0 is the function annihilated by A:
Aφ0 = 0 (⇒ Hφ0 = 0, E0 = 0). (19)
Explicitly this equation reads√
V ∗(q−
1
2 z−1)φ0(q
1
2 z) =
√
V (q−
1
2 z)φ0(q
− 1
2z). (20)
The other eigenfunctions can be obtained in the form
φn(z) ∝ Pn(z)φ0(z), (21)
where Pn(z) = P
(λ,q)
n (z) is a Laurent polynomial in z (for the explicit example below, it is
the Askey-Wilson polynomial in x). This Pn(z) satisfies
H˜Pn = EnPn. (22)
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Here H˜ = H˜(z;λ, q) is a similarity transformed Hamiltonian in terms of the ground state
wavefunction φ0:
H˜
def
= φ−10 ◦H ◦ φ0 = 12V (z) qD + 12V ∗(z−1) q−D − 12(V (z) + V ∗(z−1)). (23)
Corresponding to the factorization of H (16), H˜ is also factorized:
H˜ = BC, (24)
C = C(z, q) = 1
2
(q
D
2 − q−D2 ), (25)
B = B(z;λ, q) = V (z) q
D
2 − V ∗(z−1) q−D2 . (26)
Let us define a new set of wavefunctions φ1,n(z) = φ1,n(z;λ, q),
φ1,n
def
= Aφn (n = 1, 2, . . .). (27)
As a consequence of the factorization, they form eigenfunctions of a new Hamiltonian H1 =
H1(z;λ, q),
H1 = AA
† (28)
with the same eigenvalues {En}:
H1φ1,n = AA
†Aφn = AEnφn = Enφ1,n (n = 1, 2, . . .). (29)
To consider the shape invariance ofH , we try to find the operators A1, A
†
1 and a real constant
E1 satisfying
H1 = AA
† = A†1A1 + E1, (30)
A1 = A1(z;λ, q)
def
=
1√
2
(
q
D
2
√
V ∗1 (z
−1)− q−D2
√
V1(z)
)
, (31)
A
†
1 = A1(x;λ, q)
† def=
1√
2
(√
V1(z) q
D
2 −
√
V ∗1 (z
−1) q−
D
2
)
. (32)
In other words, given V (z) = V (z;λ, q), find a new potential V1(z) = V1(z;λ, q) satisfying
V1(z)V
∗
1 (q
−1z−1) = V (q
1
2 z)V ∗(q−
1
2z−1), (33)
V1(z) + V
∗
1 (z
−1) = V (q−
1
2 z) + V ∗(q−
1
2 z−1) + 2E1. (34)
If V1 has the same functional form as V with another set of parameters λ
′ (e.g, q-shifted λ),
V1(z;λ, q) ∝ V (z;λ′, q), (35)
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then it is shape invariant. Suppose V1 has the form
V1(z) = V (q
1
2z)g(z), (36)
with an as yet unspecified function g(z), the above conditions (33), (34) get slightly simpli-
fied:
g(z)g∗(q−1z−1) = 1, (37)
V (q
1
2 z)g(z) + V ∗(q
1
2 z−1)g∗(z−1) = V (q−
1
2z) + V ∗(q−
1
2z−1) + 2E1. (38)
If the desired V1 is found, we can construct H2, H3, · · · by repeating the same step. We
illustrate this procedure by taking the Askey-Wilson polynomial as an example.
Let us take V as
V (z) = V (z;λ, q) =
(1− az)(1 − bz)(1 − cz)(1− dz)
(1− z2)(1− qz2) , (39)
where λ = (a, b, c, d). For simplicity we assume −1 < a, b, c, d < 1. Note that V ∗(z) = V (z).
The ground state (19) is given by [11]
φ0(z) = φ0(z;λ, q) ∝
√
w(z;λ, q)
def
=
∣∣∣∣ (z2; q)∞(az, bz, cz, dz; q)∞
∣∣∣∣ (40)
=
√
(z2, z−2; q)∞
(az, az−1, bz, bz−1, cz, cz−1, dz, dz−1; q)∞
, (41)
where (a1, · · · , am; q)∞ =
∏m
j=1
∏∞
n=0(1 − ajqn). Excited states have the form (21) φn(z) ∝
Pn(z)φ0(z), and (22) implies that Pn(z) is proportional to the Askey-Wilson polynomial [11],
Pn(z) = P
(λ,q)
n (z) ∝ pn(x; a, b, c, d; q), (42)
En = En(λ, q) = 12q−n(1− qn)(1− abcdqn−1), (43)
which is an orthogonal polynomial,∫ 1
−1
dx√
1− x2 w(z;λ, q) pn(x; a, b, c, d|q) pm(x; a, b, c, d|q) ∝ δnm, (44)
namely (φn, φm) ∝ δnm. By denoting pn(x; a, b, c, d|q) = Pn(z;λ, q), the factorization (24)
gives the forward and backward shift relations ((3.1.8) and (3.1.10) in [11]):
C(z; q)Pn(z;λ, q) = −En(λ, q)q n2 (z − z−1)Pn−1(z; q 12λ, q), (45)
−B(z;λ, q) q n2 (z − z−1)Pn−1(z; q 12λ, q) = Pn(z;λ, q). (46)
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It is easy to check that V1 in the form (36) with
g(z) = q−1
1− q2z2
1− z2 (47)
satisfies (37) and (38), and it becomes
V1(z;λ, q) = V (q
1
2z)g(z) = q−1V (z; q
1
2λ, q), (48)
and E1 is
E1(λ, q) = 1
2
q−1(1− q)(1− abcd). (49)
Therefore we have shape invariance, (48) and
A1(z;λ, q) = q
− 1
2A(z; q
1
2λ, q), (50)
H1(z;λ, q) = q
−1H(z; q
1
2λ, q) + E1(λ, q). (51)
We write down important formulas once again:
A(z;λ, q)φ0(z;λ, q) = 0, (52)
A(z;λ, q)A(z;λ, q)† = q−1A(z; q
1
2λ, q)†A(z; q
1
2λ, q) + E1(λ, q). (53)
Starting from V0 = V , H0 = H , φ0,n = φn, let us define Vs, Hs, φs,n (n ≥ s ≥ 0) step by
step:
Vs+1(z;λ, q)
def
= q−1Vs(z; q
1
2λ, q), (54)
Hs+1(z;λ, q)
def
= As(z;λ, q)As(z;λ, q)
† + Es(λ, q), (55)
φs+1,n(z;λ, q)
def
= As(z;λ, q)φs,n(z;λ, q). (56)
Here As and A
†
s are defined by
As(z;λ, q)
def
=
1√
2
(
q
D
2
√
V ∗s (z
−1;λ, q)− q−D2
√
Vs(z;λ, q)
)
, (57)
As(z;λ, q)
† def=
1√
2
(√
Vs(z;λ, q) q
D
2 −
√
V ∗s (z
−1;λ, q) q−
D
2
)
. (58)
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As a consequence of the shape invariance (53), we obtain for n ≥ s ≥ 0,
Vs(z;λ, q) = q
−sV (z; q
s
2λ, q), (59)
As(z;λ, q) = q
− s
2A(z; q
s
2λ, q), As(z;λ, q)
† = q−
s
2A(z; q
s
2λ, q)†, (60)
Hs(z;λ, q) = As(z;λ, q)
†As(z;λ, q) + Es(λ, q) = q−sH(z; q s2λ, q) + Es(λ, q), (61)
Es+1(λ, q) = Es(λ, q) + q−sE1(q s2λ, q), (62)
Hs(x;λ, q)φs,n(z;λ, q) = En(λ, q)φs,n(z;λ, q), (63)
As(z;λ, q)φs,s(z;λ, q) = 0, (64)
As(x;λ, q)
†φs+1,n(z;λ, q) = (En(λ, q)− Es(λ, q))φs,n(z;λ, q). (65)
The relation (62) means that {En} is calculable from E1 (49). In other words, the spectrum
is determined by the shape invariance.
From (56) and (65) we obtain formulas,
φs,n(z;λ, q) = As−1(z;λ, q) · · ·A1(z;λ, q)A0(z;λ, q)φn(z;λ, q), (66)
φn(z;λ, q) =
A0(z;λ, q)
†
En(λ, q)− E0(λ, q)
A1(z;λ, q)
†
En(λ, q)− E1(λ, q) · · ·
An−1(z;λ, q)
†
En(λ, q)− En−1(λ, q) φn,n(z;λ, q).
(67)
The former (66) gives the eigenfunction φs,n of the s-th Hamiltonian Hs along the isospectral
line with energy En, starting from φn of the original Hamiltonian H by repeated application
of the A operators. The latter (67), on the other hand, expresses the n-th eigenfunction
φn of the original Hamiltonian, starting from the explicitly known ground state φn,n of
the n-th Hamiltonian Hn by repeated application of the A
† operators. Since (61) implies
φn,n(z;λ, q) ∝ φ0(z; q n2λ, q), φn is expressed in terms of φ0 and V . The latter formula (67)
could also be understood as the generic form of the Rodrigue’s formula for the orthogonal
polynomials. The situation is depicted in Fig.1. The operator A acts to the right and A†
to the left along the horizontal (isospectral) line. They should not be confused with the
annihilation and creation operators, which act along the vertical line of a given Hamiltonian
Hs going from one energy level En to another En±1.
In order to define the annihilation and creation operators, let us introduce normalized ba-
sis {φˆs,n}n≥s for each Hamiltonian Hs. Ordinarily, the phase of each element of an orthonor-
mal basis could be completely arbitrary. In the present case, however, the eigenfunctions
are orthogonal polynomials. That is, they are real and the relations among different degree
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UU
U
U
U1
U2
U3
A
A†
A
A†
A
A†
A
A†
A1
A
†
1
A1
A
†
1
A1
A
†
1
A2
A
†
2
A2
A
†
2
A3
A
†
3
a˜†a˜
a˜†a˜
a˜†a˜
a˜†a˜
a˜ = U−1A
a˜† = A† U
E0
E1
E2
E3
.
..
φ1
φ2
φ3
φ0
φ1,1
φ2,2
φ3,3
H0 H1 H2 H3 . . .
λ q
1
2 λ q
2
2 λ q
3
2 λ . . .
Figure 1: A schematic diagram of the energy levels and the associated Hamiltonian sys-
tems together with the definition of the A and A† operators and the ‘creation’ (a˜†) and
‘annihilation’ (a˜) operators. The parameter set is indicated below each Hamiltonian.
members are governed by the three-term recurrence relations. So the phases of {φˆs,n}n≥s
are fixed. Let us introduce a unitary (in fact an orthogonal) operator Us mapping the s-
th orthonormal basis {φˆs,n}n≥s to the (s + 1)-th {φˆs+1,n}n≥s+1 (see Fig. 1 and for example
[15, 17]):
Usφˆs,n = φˆs+1,n+1, U
†
s φˆs+1,n+1 = φˆs,n. (68)
We denote that U0 = U . Roughly speaking U changes the parameters from λ to q
1
2λ. Let
us introduce an annihilation a˜ and a creation operator a˜† for the Hamiltonian H as follows:
a˜ = a˜(z;λ, q)
def
= U †A(z;λ, q), a˜† = a˜(z;λ, q)†
def
= A(z;λ, q)†U. (69)
It is straightforward to derive
H = a˜†a˜, (70)
[a˜, a˜†]φˆn(z;λ, q) = (En+1(λ, q)− En(λ, q))φˆn(z;λ, q). (71)
4 Summary and Comments
In this article we have studied the equilibrium positions of the Ruijsenaars-Schneider-van
Diejen systems with the trigonometric potential and shown that for a suitable choice of the
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elementary potential functions they are given by the zeros of the Askey-Wilson polynomials
with five parameters (see the footnote in section 2). The equation for the equilibrium posi-
tions (5) (without the positivity condition) can be written in the Bethe ansatz like equation
(6). The Bethe ansatz is a powerful method for solvable models, and solving the Bethe
ansatz equation or clarifying the properties of its solutions are very important. Ismail et.al.
studied Bethe ansatz equations for spin s XXZ models from the q-Sturm-Liouville problem
point of view [16]. This kind of approach would shed new light on the Bethe ansatz(-like)
equations.
We have also studied the shape invariance of “discrete” quantum mechanical single par-
ticle systems with a q-shift type kinetic term. As an example of this shape invariance, we
present such a system whose eigenfunctions are the Askey-Wilson polynomials. In this ex-
ample V (z) is a rational function of z (trigonometric function of θ), but the method works
for a wider class of functions. In ordinary quantum mechanics there is the Crum’s theorem
[14], which states a construction of the associated isospectral Hamiltonians Hs and their
eigenfunctions φs,n (Fig.1) even if the system has no shape invariance. The construction of
Hs and φs,n given in this article and [2] needs shape invariance. A “discrete” analogue of
the Crum’s theorem, namely similar construction without shape invariance, would be very
helpful, if exists.
We comment on the shape invariance of the Askey-Wilson polynomials with a small
number of parameters, pn(x; a, b, 1,−1). In this case V (z) in (14) is
V (z;λ, q) =
(1− az)(1 − bz)
1− qz2 , λ = (a, b). (72)
By taking a form (36) with the same g(z) (47), the conditions (37) and (38) are satisfied,
and we have
V1(z;λ, q) = q
−1V (q−
1
2 z; qλ, q), E1(λ, q) = 1
2
(q−1 − 1)(1 + ab). (73)
Since Dz = z
d
dz
is invariant under the rescaling of z, Dz = Dαz, the Hamiltonian is shape
invariant,
H1(z,λ, q) = q
−1H(q−
1
2 z; qλ, q) + E1(λ, q). (74)
The s-th Hamiltonian and the spectrum are given by
Hs(z;λ, q) = q
−sH(q−
s
2 z; qsλ, q) + Es(λ, q), (75)
Es(λ, q) = Es−1(λ, q) + q−(s−1)E1(qs−1λ, q) = 1
2
q−s(1− qs)(1 + abqs−1). (76)
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