Abstract. We prove a result on the rate of convergence as n → ∞ of the distribution of the number of false solutions of a system of nonlinear random equations in the field GF (2) to the Poisson distribution with parameter 2 m . We assume, in particular, that the difference between the number n of unknowns and the number N of equations of the system is a constant m.
Setting of the problem. Statement of the result
Consider the following system of equations:
(1)
in the field GF (2) . Throughout the paper we assume that the following conditions are satisfied:
• the coefficients a (1) where (2) ρ(n) = ρn, ρ = const, 0 < ρ < 1;
• the functions g i (n) are nonrandom, g i (n) ∈ {2, 3, . . . , n}, i = 1, 2, . . . , N. We denote this set of conditions by (A). Let ν n be the total number of false solutions of system (1) , that is, the total number of solutions of system (1) that do not coincide withx 0 . In this paper, we study the rate of convergence of the distribution of the random variable ν n to the limit Poisson distribution with parameter 2 m if condition (2) holds. and that for any i = 1, 2, . . . , N, there exists a set T i = ∅ such that
Theorem. Suppose the conditions (A) are satisfied. Assume that
for sufficiently large n, where δ it (n) are some numbers such that 0 ≤ δ it (n) ≤ 1 2 . Furthermore, let a function ϕ(n) be such that ϕ(n) ≤ ln 2 n. Assume that, given a constant ε 0 ∈ (0; 1) and a fixed integer l ≥ 0, one can find a natural number n 0 = n 0 (ε 0 , l) for which
and f (n) assumes positive integer values and is such that
Here and in what follows, the symbol C t f (n) stands for the binomial coefficient
where λ = 2 m ,
, 0 < ε < 1, and ε = const.
Here and in what follows we assume that 0 0 ≡ 1.
Remark. Fix arbitrary numbers ε 0 ∈ (0; 1) and ε ∈ (0; 1). It is easy to check that, given a number γ > 0, there exists a natural number n 1 = n 1 (ε 0 , ε, γ) such that the right hand side of inequality (6) becomes smaller than γ for all n ≥ n 1 .
Example. If
, n = 65, m = −8, ρ = 0.9, ε = 0.25, and ε 0 ≤ ε, then relations (3)-(5) hold. Applying inequality (6) we obtain
for all k ≥ 0.
Auxiliary results
Denote by E ν
n the factorial moment of order k for the random variable ν n , k = 1, 2, . . . . We set E ν [0] n ≡ 1. 
and the index of summation in ( ) runs over all elements i ∈ I (j ∈ J) such that
where [1] .) The elements i ∈ I and j ∈ J in inequality (8) are such that
(the sets I {u} and J {u} are defined below) and
. . , k}, and t ∈ {1, . . . , n}. Moreover
where 
The explicit expression for Γ
To prove the theorem of Section 1, we need the following auxiliary result.
Lemma. Suppose all the assumptions of the theorem hold for all nonnegative integers k such that
for all sufficiently large n, where
Proof. Using equality (7), we represent the factorial moment E ν
n as follows:
where S (∆) (n, k; Q) is defined similarly to the term S(n, k; Q) with additional restrictions imposed on elements i ∈ I and j ∈ J appearing in definition (8) of S(n, k; Q), namely, that there are exactly ∆ pairwise distinct sets ω α ,
such that for each of them there exists t (α) ∈ {2, . . . , r} that satisfies
for all t ∈ {2, . . . , r} and for all sets
It is worth mentioning that the term corresponding to ∆ = 0 may indeed appear on the right hand side of (15) (see [1] ).
Furthermore, we rewrite equality (15) as follows:
Now we turn to the estimation of S 1 . If ∆ = 0, we use estimate (17) and condition (4). Then
Condition (5) and the inequality r > f(n) imply by (12) that
Now we use bounds (19) and (20) and the elementary inequalities 1 + u 0 ≤ e u 0 and
and
where
. . , k, and some t ∈ {2, . . . , r}, then inequality (10) holds, whence we get
Applying the polynomial theorem and relation (21) we get
The definition of S
d (n, k; 1) differs from that of the term S(n, k; 1) in that the elements i ∈ I and j ∈ J on the right hand side of equality (8) satisfy an extra restriction, namely that there are exactly d elements of the set
be labeled with the numbers 1, 2, . . . , 2 k − 1. Assume that this numbering is a one-to-one correspondence between the expressions and the numbers. Then the sum S
d (n, k; 1) can be represented as follows: A(ζ 1 , . . . , ζ d ) (B(ζ 1 , . . . , ζ d ) ) the set of all i ∈ I (j ∈ J) that are used in the bound (10) for all ζ 1 , . . . , ζ d . By inequality (22) , the number of elements of the set A(ζ 1 , . . . , ζ d ) (B(ζ 1 , . . . , ζ d ) ) is at least 2 k−1 :
The sum S
d (n, k; 1) can be represented as follows: 
Taking into account the inequalities
This implies
by inequality (29), condition (12), and by the lower bound
proved in [2] .
Considering condition (3) and relations (21), (24), and (30), we get the following bounds:
Using restrictions (12) we show that
The definition of S (∆)
(G 0 ) (n, k; Q) differs from that of the term S (∆) (n, k; Q) in that the index of summation s in (8) satisfies the additional condition, called G 0 :
Now we find a bound for S 2 . Denote by M 1 (M 1 ) the family of all i ∈ I (j ∈ J) that do not belong to I ω α (J ω α ), α = 1, . . . , ∆. Also we put
Let R 1 (R 1 ) denote the number of elements of the set M 1 (M 1 ). Let z be the minimum number such that
According to Proposition 2.1 of [1] we obtain
If lower bound (17) holds, we take into account (4) and get the following inequality for Q defined in (34):
Relation (16) implies that
for all i ∈ M 2 (j ∈M 2 ) by condition (22) and (23). Using (36)-(38) and condition G 0 , we prove that
Now we introduce condition G 1 : let (40) s ≤ ρn − r and let there exist i ∈ M 2 and (or) j ∈M 2 such that i ∈ (r/E n , r] and (or) j ∈ (r/E n , r], where
The definition of S (∆) (G 1 ) (n, k; Q) differs from that of the term S (∆) (n, k; Q) in that the index of summation s in (8) satisfies the additional condition G 1 . We show that
where A n = 2ε/E n . If condition G 1 holds, we get
for all t ∈ {2, . . . , r} and some α = 1, . . . , ∆ by inequality (11). Using bound (42) and condition (4) we obtain
The latter bound implies
Relation ( 
Relations (36), (38), (44), and (45) prove (41). Now we introduce condition G 2 : let inequality (40) hold and let there exist i ∈ M 2 and (or) j ∈M 2 such that i ∈ (r/ ln n, r/E n ] and (or) j ∈ (r/ ln n, r/E n ].
Put
The definition of S (∆) (G 2 ) (n, k; Q) differs from that of the term S (∆) (n, k; Q) in that the index of summation s in the sum (8) satisfies condition G 2 .
We show that
Similarly to the proof of (44) we obtain
Note that the constantÃ n = 2ε/ ln n substitutes the constant A n = 2ε/E n in the proof. If the indices i and j satisfy condition G 2 , then bound (46) follows from (36) and (47) similarly to the proof of the corresponding bound for S 3 .
The following condition is called G 3 : let inequality (40) hold and let
the index of summation s in (8) satisfies condition G 3 and that ∆ < 2 z − 1. We show that
Using (40) and inequality (10), we get
for all t ∈ {2, . . . , r} and α = 1, . . . , ∆, where
According to (4),
for i = 1, . . . , N and α = 1, . . . , ∆. Now we apply (51) to the right hand side of (52). Then (53)
.
The inequality e −y ≤ 1 − y/2, 0 ≤ y < 1, implies that
for i = 1, . . . , N and α = 1, . . . , ∆. In turn, inequality (54) yields
where the definition of S 
the index of summation s in (8) satisfies condition G 3 and ∆ = 2 z − 1. If condition G 3 holds and ∆ = 2 z − 1, then we use condition (3) and relations (36) and (55) together with inequality (56) to find a bound for S 6 :
for the case of (58) s * +s * ≥ 1.
Now we show that there exists α ∈ {1, 2, . . . , ∆} such that ξ α ≤ 2 if ∆ = 2 z − 1, 1 ≤ z ≤ k, and either z ∈ {k, k − 1} or k ∈ {1, 2}. Indeed, if either z = k or k ∈ {1, 2}, then this property is obvious. If z = k − 1, then we derive this property from Remark 2.2 in [1] .
Considering conditions G 0 -G 4 , we make sure that they exhaust all possible cases of summation in (8) with respect to the parameters s, s , i, j, i ∈ I and j ∈ J for which inequality (16) holds if ∆ ≥ 1.
Therefore relations (39), (41), (46), (50), (57), (61), and (62) prove (33) under the assumptions of the lemma. Then, by (18), (32), and (33), we find that E ν
Using relations (33) and (65), we complete the proof of (13) and (14).
Proof of the theorem
Fix an integer q ≥ 0. Consider the following inequality: Thus (66), (69), (73), and (75) imply (6). The theorem is proved.
