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Вступ
На сьогоднішній день все актуальнішим стають питання заміни 
людини автономними пристроями – роботами.  Проте їх насправді 
широкому використанню заважає недостатня автономність. Дійсно, 
найкращі моделі вже можуть самостійно пересуватись, визначаючи та 
оминаючи перешкоди [1]. Проте автономне виконання операцій наразі 
обмежується картографуванням та патрулюванням або транспортуванням 
певних стандартних вантажів по заданій програмі. Майже всі інші операції 
потребують участі оператора не тільки у вигляді контролера, але й як 
особи, що приймає рішення (у кращому випадку) або безпосередньо керує 
виконанням операції. Однією з основних причин цього є недосконалість 
систем технічного зору та розпізнавання образів, що використовуються у 
робототехніці. 
Метою даної роботи є систематизація інформації про сучасний стан 
систем технічного зору у мобільних роботах та безпілотних літальних 
апаратах, а також алгоритмах, на яких побудовані ці системи та виявлення 
невирішених проблем у даній галузі для постановки задач майбутньої 
дисертаційної роботи.
Об’єктом дослідження є системи та алгоритми розпізнавання 
образів.
Задачами, що витікають із мети роботи є:
1. Складення переліку систем та алгоритмів технічного зору, що 
використовуються у сучасній робототехніці.
2. Оцінка ефективності, надійності  та швидкодії  перелічених систем.
3. Аналіз сильних та слабких сторін, визначення проблем, що 
потребують вирішення. 
Розділимо огляд на декілька частин. Спочатку буде наведено 
короткий опис найбільш досконалих систем технічного зору, що 
встановлені на великих (розмір автомобіля) та малих наземних роботах, 
далі – систем, що використовуються на безпілотних літальних апаратах. У 
другій частині наведено огляд сучасних алгоритмів розпізнавання та 
обробки зображення, що використовуються, або можуть 
використовуватись у системах технічного зору. У завершенні роботи 
наведено перелік переваг та недоліків існуючих систем та алгоритмів і 
зазначені нерозв’язані проблеми.
1 . С и с т е м и  т е х н і ч но г о  з о р у  в  н а з е м н и х  м о б і л ь н и х  
р о б о т а х
1. 1. Великі мобільні роботи. Змагання DARPA
Поштовхом для нового етапу розвитку систем технічного зору стали 
змагання Агенції з перспективних досліджень  США (DARPA) – DARPA 
Grand Challenge [2]. Згідно умов конкурсу, учасники повинні були 
представити цілком автономний наземний транспортний засіб, здатний 
самостійно подолати заданий маршрут швидше, ніж за 10 годин. Маршрут 
довжиною 212 км являв собою декілька ділянок дороги та бездоріжжя, 
подекуди із непередбаченими перешкодами, які робот повинен сам 
виявити та оминути. 
Умови конкурсу дозволяли використання системи GPS (причому 
район змагань – пустеля – майже виключав можливість втрати сигналу), а 
детальний маршрут надавався організаторами змагання [2]. Через це 
вимоги до системи технічного зору, в основному, зосереджувались на 
задачі своєчасного та надійного виявлення перешкод та можливості чи 
неможливості руху через задану ділянку шляху. Задачі з розпізнавання 
місцевості та визначення місцезнаходження не ставились.
Система технічного зору переможця змагань Stanley складається з 
відеокамери, пяти лазерних дальномірів SICK та двох радарів Smart 
Microwave Sensors 24 GHz [3].
Відеопотік з камери оброблюється за допомогою комп’ютера 
Pentium M. Із зображення відкидається зображення неба. З того, що 
залишилось виділяється ділянка, яка відповідає дорожньому полотну та 
комбінується з інформацією радару (що будує карту перешкод) і лазерних 
дальномірів. Результатом роботи системи є дво- та тривимірна карта 
місцевості, що лежить перед автомобілем.
Усі інші фіналісти змагань мали подібну систему технічного зору. 
Типова схема системи керування [3] із включенням технічного зору 
показана на рис. 2. 
Умови наступного конкурсу передбачали вміння орієнтуватися вже у 
динамічному середовищі, а саме – на міських вулицях [4]. Роботи-
учасники повинні були пройти маршрут із дотриманням усіх правил 
дорожнього руху в присутності інших автомобілей.
Система технічного зору більшості фіналістів побудована на 
декількох лазерних сканерах, радарах та стереокамери, причому камера 
використовується здебільшого для розпізнавання дорожної розмітки та 
дорожних знаків [5].
Проте деякі участники використовували стереозображення для 
побудови тривимірної картини місцевості та визначення відстані до 
обєктів [6].
Рис. 1. Результат роботи системи технічного зору Stanley та 
фотознімок відповідної ділянки шляху [3]
Рис. 2. Схема системи керування роботу Stanley. Система технічного 
зору представлена блоком PERCEPTION
Система стереозору Alice успішно використовувалась для первинних 
випробувань для Grand Challenge, проте з невиявлених причин видавала на 
систему керування команду до зміщення в один з боків [17]. Крім того, в 
деяких випадках були хибно ідентифіковані неіснуючі діри в дорожному 
полотні глибиною 3 метри, переважно біля середини дороги.
1. 2. Малі мобільні роботи
Через невисоку швидкість руху малих мобільних роботів їх використання 
переважно у приміщеннях та взаємодію з людиною, вимоги до систем 
технічного зору малих мобільних роботів сконцентровані не на швидкій 
ідентифікації перешкод, а на класифікації та розпізнаванні конкретних 
обєктів, взаємодії з людиною (розпізнавання жестів тощо) [8], [9], [10] .
Робот-переможець Semantic Robot Vision Challenge 2008 та 2009 –
Curious George – вирішує цю задачу за допомогою алгоритму «областей 
уваги» [11]. Робот включає в себе стереокамеру для побудови «загального» 
зображення, лазерного дальноміру для вимірювання відстані до обєкта, а 
також цифрову камеру високої розподільної здатності для отримання 
детального зображення місця, що, ймовірно, містить потрібний обєкт. 
Також через те, що вірогідність розпізнавання тривимірного обєкту 
суттєво залежить від кута, під яким робот дивиться на обєкт, система 
технічного зору може подавати команди системі керування роздивитись 
обєкт з різних сторін. 
Розпізнавання відбувається за допомогою ознак, отриманих із 
зображення алгоритмом SIFT  [12]. За результатами змагань робот зумів 
правильно розпізнати 7 із 15-ти об’єктів, зважаючи на те, що еталонні 
зображення за правилами можна було шукати лише у відкритих інтернет-
джерелах протягом декількох годин до початку роботи. 
Інший робот-участник змагань Semantic Robot Vision Challenge 
використовував лише одну відеокамеру та лазерний дальномір [13]. Це 
зумовило гірші результати, проте у цій системі використаний алгоритм 
«інформації-з-контексту», що дозволяє робити припущення про 
вірогідність знайти той чи іншій об’єкту певному середовищі [14].
Системи, що представлені іншими розробниками, подібні за 
можливостями та застосованими алгоритмами.
Попередньо підсумовуючи сучасний стан систем технічного зору для 
наземних мобільних роботів, варто зазначити наступне:
1. Трьома основними задачами таких систем є визначення перешкод, 
побудова карти місцевості (приміщення) та розпізнавання заданих 
об’єктів чи їх класів.
2. Доведена та втілена на практиці можливість визначення перешкод за 
допомогою лише стереокамери без додаткових датчиків [6]. Проте 
недостатня точність та надійність таких систем досі не дозволяють 
використовувати їх окремо від інших.
3. Більшість систем візуальної навігації використовують лазерні сканери 
та дальноміри. З одного боку, це суттєво підвищує точність та 
надійність таких систем, з іншого – на порядки підвищує їхню вартість 
(ціна простої моделі лазерного сканера складає приблизно $5000)
4. Системи технічного зору здатні розпізнавати задані обєкти, проте при 
погіршенні умов спостереження (інші кути обзору, розмиття, інше 
освітлення), іх працездатність значно знижується.
2 . Системи технічного  зору  на  безпілотних літальних 
апаратах
В [15] наведено основні відмінності умов функціонування систем 
технічного зору безпілотних літальних апаратів (БПЛА) від аналогічних 
систем для наземних роботів, що підвищують складність задачі:
обмежена максимальна маса датчиків, через це суттєво обмежений 
діапазон можливих моделей (особливо для легких та надлегких 
БПЛА);
неможливість використання одометричних датчиків. Для обчислення 
шляху потрібно двічі інтегрувати показання акселерометрів, що 
призводить до швидкого росту похибки;
суттєво обмежена обчислювальна здатність бортових комп’ютерів;
швидка динаміка руху;
необхідність одночасного керування швидкістю та місцеположенням 
(через залежність підйомної сили від швидкості);
постійний рух (на відміну від наземних роботів, БПЛА не може 
зупинись на місці; навіть для гелікоптера та квадротора це є 
складною задачею).
Проте є і умови, що полегшують задачу для деяких випадків. Це 
робота з двовимірним зображенням, що не суттєво змінюється при зміні 
куту зору (за умови, що БПЛА знаходиться на відкритому повітрі та 
достатньо високо). Таким чином, якщо мобільні роботи працюють у 
тривимірному середовищі, то БПЛА (за виключення тих, що призначені 
для польоту у приміщенні) – переважно у двовимірному.
Це ставить такі основні задачі перед системами технічного зору для 
БПЛА [10], [16]:
1. Пошук та розпізнавання певного об’єкту.
2. Відслідковування ( трекинг ) визначеного об’єкту.
3. Визначення свого місцезнаходження за зовнішніми орієнтирами.
У статтях [17] та [12] описана система розпізнавання транспортних 
засобів та людей, що може використовувати як інформацію з відеокамери, 
так і з тепловізору. Для детектування людей та автомобілів було 
використано алгоритм розпізнавання на базі Хаар-подібних ознак. 
В роботі [18] розроблено систему, що визначає місцезнаходження 
БПЛА та об’єкта, що відслідковується, методом розпізнавання місцевості. 
На відміну від кореляційних методів, цей метод є більш стійким до умов 
освітлення тощо, та ближче до концепції «розпізнавання» зображення. 
Похибка для наведених у статті умов тестування складає 2,3 метри при 
висоті польоту БПЛА в 70 метрів.
Система технічного зору БПЛА WITAS [1] вирішує задачі, 
аналогічні [17], проте вона побудована на визначенні карт швидкості та 
напрямку руху окремих пікселів зображення та націлена на визначення та 
відслідковування рухомих цілей.
Попередньо підсумовуючи сучасний стан систем технічного зору для 
БПЛА, зазначимо наступне:
1. Задача визначення координат БПЛА та цілі, яку відслідковує БПЛА 
(за наявності знімків земної поверхні) є практично та теоретично 
вирішеною з достатньо високою точністю (в межах похибки самої 
геоприв’язки знімка).
2. Задача трекингу (відслідковування) об’єкта також є вирішеною.
3. Задача класифікації (наприклад, визначення автомобіля як 
«автомобіля», а не людини) є частково вирішеною – через 
недостатню надійність існуючих рішень.
4. Задача пошуку та розпізнавання цілі потребує подальшого 
опрацювання. 
3. А л г о р ит м и  в и д і л е н н я  о з н а к  т а  кл а с и ф і ка ц і ї ,  що  
з а с т о с о в у ют ь с я  у  с ис т е м а х  т е х н і ч но г о  з о р у
Розпізнавання об’єкта за його зображенням можна розділити на три 
етапи [19]:
1. Підготовка зображення (препроцесінг).
2. Робота алгоритму виділення ознак, за якими буде проводиться 
порівняння.
3. Робота алгоритму порівняння(класифікації).
Зазвичай, у сучасних системах препроцесінг є частиною алгоритму з 
виділення ознак. Чіткого визначення поняття «ознаки» не існує, тому що в 
кожному алгоритмі під "ознаками" розуміють різні речі. Проте в 
загальному випадку "ознака" – це частина зображення чи її похідна, що нас 
цікавить. Наприклад, ознаками можуть бути: карта яскравостей (тобто 
саме зображення), контури, окремі пікселі, лінії тощо.
На сьогоднішній день використовуються наступні методи виділення
ознак [19], [20], [21], [22]:
1. Моментні інваріанти (наприклад, моменти другого порядку є 
аналогом поняття моментів інерції в механіці, тільки замість маси 
використовується яскравість пікселя). Вони вперше запропоновані в 
роботі [23] і досі використовуються для опису форми об’єкта 
взагалі. 
2. Комплексні фільтри [24]. До зображення застосовуються певні 
перетворення, після яких воно описується за допомогою 
комплексних чисел. При цьому повороти в площині зображення 
впливають лише на фазову частину, а амплітуда лишається 
незмінною – таким чином забезпечується інваріантність до 
повороту.
3. Диференційні інваріанти [25] є нечутливими до поворотів 
зображення та певним чином до затінення його частин. Це є 
результатом застосування до зображення певного гаусівського 
матричного фільтру.
4. SIFT (scale-invariant feature transform). Багатоетапний запатентований 
([12], [26]) метод визначення ознак зображення, що 
використовується зараз у багатьох системах технічного зору.
5. GLOH (Gradient Location and Orientation Histogram) – завадостійкий, 
проте більш вимогливий до обчислювальних ресурсів, варіант 
методу SIFT.
6. SURF (Speeded-Up Robust Features) [27] розкладає зображення за 
Хаар-вейвлетами та використовує так звані «інтегральні 
зображення». Вони являють собою додаткову матрицю, кожна 
комірка (x, y) якої містить суму інтенсивностей (яскравостей) 
пікселів від початку координат до відповідного пікселя (x, y). Цей 
підхід дозволяє значно скоротити обчислювальні витрати на 
застосування числових фільтрів. Це найновіший із розглянутих 
алгоритмів.
7. Каскад слабких класифікаторів [28]. Це цілий клас алгоритмів, 
побудованих за принципом послідовного ("каскадного") 
застосування слабких фільтрів, що у поєднанні мають сильні 
дискримінаційні властивості.
Алгоритмів порівняння та прийняття рішень існує набагато більше, 
ніж можна розглянути у статті, наведемо найбільш популярні у системах 
технічного зору. 
1. Порогове значення. Якщо порогове значення перевищене, то об’єкт 
причислюється до відповідного класу.
2. Метод найближчого сусіда [29]. Клас точки з множини визначається 
класом більшості його найближчих сусідів (у найпростішому 
випадку – одним найближчим).
3. Метод порівняння відстані. Міра "подібності" точки до точок 
визначеного класу визначається однією з відстаней у евклідовому 
чи неевклідовому просторі. Одним з найпопулярніших є відстань 
Махаланобіса [30].
4. Набір слів (bag-of-words). Цей метод запозичений із галузі обробки 
природних мов. Кожна ознака позначається як «слово» у словнику. 
За цим методом, чим більше однакових «слів» містять зображення, 
тим більше вони схожі [31].
5. Словникове дерево (vocabulary tree)  [32] є розвитком методу «набір 
слів», проте тепер слова об’єднуються у деревовидну структуру, що 
дозволяє підвищити швидкість та якість алгоритму.
6. Нейронні мережі [33] в наш час використовуються відносно рідко.
В статті [22] проведені випробовування алгоритмів розпізнавання на 
точність та відтворюваність. Результати показують, що хоча описані 
методи і здатні розв’язувати задачу розпізнавання, проте на практиці не 
завжди спрацьовують навіть в нормальних умовах. За наявністю перешкод
їх ефективність знижується. 
В статті [20] зазначається, що найбільш ефективним і точним з 
порівнюваних є алгоритм GLOH, від якого не дуже відстає алгоритм SIFT. 
Інші суттєво програють в точності та відтворюваності результатів.
В статті [21] продемонстровано принципову уразливість усіх існуючих 
на момент написання статті алгоритмів до зміни точки зору на об’єкт. 
Жоден із дескріпторів не зміг впізнати об’єкт при його повороті більше, ніж 
на 25-30 градусів (див. рис. 3).
Висновки
Галузь технічного зору та застосування його до навігації є достатньо 
розвиненою та поступово втілюваною в технічні рішення. 
Проте лишається цілий ряд невирішених проблем, серед яких однією 
з найскладніших є створення систем або алгоритмів, які дозволяли б 
надійно ідентифікувати об’єкт, незважаючи на зміну умов освітлення, 
перекриття його частини та зміни кута зору. Розробка такої системи чи її 
окремих елементів є перспективним та актуальним напрямком для 
наукових досліджень.
Рис. 3. Залежність частки вірно розпізнаних точок від кута повороту 
камери для різних методів розпізнавання [21]
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