Omnibus tests for various nonparametric hypotheses are developed using the empirical likelihood method. These include tests for symmetry about zero, changes in distribution, independence and exponentiality. The approach is to localize the empirical likelihood using a suitable "time" variable implicit in the null hypothesis and then form an integral of the log-likelihood ratio statistic. The asymptotic null distributions of these statistics are established. In simulation studies, the proposed statistics are found to have greater power than corresponding Cramér-von Mises type statistics.
Introduction
We develop an approach to omnibus hypothesis testing based on the empirical likelihood method. This method is known to be desirable and natural for deriving nonparametric and semiparametric confidence regions for mostly finite dimensional parameters, see the recent book Owen (2001) for an excellent account and an extensive bibliography on the topic. Just a few of these papers, however, consider problems of simultaneous inference, and none as far as we know has made a detailed study of omnibus hypothesis testing beyond the case of a simple null hypothesis.
Our approach is based on localizing the empirical likelihood using one or more "time" variables implicit in the given null hypothesis. An omnibus test statistic is then constructed by integrating the log-likelihood ratio over those variables. We consider the proposed procedure to be potentially more efficient than corresponding, often used, Cramér-von Mises type statistics. Four nonparametric problems will be studied in this way: testing for symmetry about zero, testing for a change in distribution (and the two-sample problem), testing for independence and testing for exponentiality. These classical problems have been extensively studied in the literature, but use of the empirical likelihood approach in such contexts appears to be new. Actually, in the book Owen (2001) testing for symmetry and testing for independence are described as "Challenges for empirical likelihood", since the standard method does not work properly here. Our localization approach, however, appears to be a convenient adaptation, which makes empirical likelihood suitable for dealing with these fundamental statistical problems as well.
We first recall the case of a simple null hypothesis. Given i. 
&
, we obtain essentially the statistic of Berk and Jones (1979) , who showed that their statistic is more efficient in Bahadur's sense than any weighted Kolmogorov-Smirnov statistic. Li (2000) has introduced an extension of Berk and Jones's approach for a composite null hypothesis that belongs to a parametric family of distributions. In that case, 
and the limit distribution may be calculated using a series representation of Anderson and Darling (1952) . We investigate statistics of the form for a variety of nonparametric hypotheses beyond the case of a simple null hypothesis. Testing for symmetry around zero can be handled using
and localizing at & a s
. To test for exponentiality, we localize using the memoryless property of the exponential distribution. Our method also applies to the two-sample problem, and, more generally, to the nonparametric change point problem; in that case, we localize at
where ¡ is the proportion of observation time before the changepoint. Testing for independent components in a bivariate distribution function can be handled using
. The paper is organized as follows. In Sections 2-5 we examine the four nonparametric testing problems mentioned above and derive likelihood ratio test statistics of the form . Using empirical process techniques, we derive the limiting distribution of in each case. Section 6 contains simulation results comparing the small sample performance of each with a corresponding Cramér-von Mises type statistic, Section 7 is discussion, and proofs are collected in Section 8. Tables of selected critical values for are given in the Appendix.
Testing for symmetry
Much has been written on testing symmetry of a distribution around either a known or unknown point of symmetry, some recent contributions being Diks and Tong (1999) , Mizushima and Nagao (1998) , Ahmad and Li (1997) , Modarres and Gastwirth (1996) , Nikitin (1996a) , and Dykstra, Kochar and Robertson (1995) . Early papers include Butler (1969) , Orlov (1972) , Rothman and Woodroofe (1972) , Srinivasan and Godio (1974) , Hill and Rao (1977) and Lockhart and McLaren (1985) .
Many of the papers cited above consider the case of a known point of symmetry and use a Cramér-von Mises type test statistic. We also assume that the point of symmetry is known, so without loss of generality it is assumed to be zero. Let 
, with those masses divided equally among the observations in the respective intervals. That is, the masses on the individual observations in the respective intervals are given by
which is easily seen to be attained at
. Alternatively, we may write
is distribution-free; selected critical values are provided in Table A1 . The limit distribution of is given by the following result. 
Testing for a changepoint
The nonparametric changepoint testing problem has an extensive literature; recent contributions include Gombay and Jin (1999) , Aly (1998) , Aly and Kochar (1997 ), Ferger (1994 , 1995 , 1996 , McKeague and Sun (1996) , and Szyszkowicz (1994) . We consider the non-sequential (retrospective) situation with "at most one change", see, e.g., Csörgő and Horváth (1987) and Hawkins (1988) . Let
be independent, and assume that for some
and some continuous distribution functions 
is distribution-free; selected critical values are provided in Table A2 . The limit distribution of is given by the following result. Let 
¥
Note that the classical two-sample problem could be handled in a similar way; see Einmahl and Khmaladze (2001) for recent progress on this problem along other lines and for the references therein. We will briefly describe the two-sample problem here, but we will not provide a proof for this case, since it is similar to but easier than the proof for the changepoint problem given in Section 7.
Let
be independent, and suppose 
and be the empirical distribution functions of the first V ¡ and last
observations, respectively, and let be the empirical distribution function of the pooled sample
is equal to the right hand side of (3.1). Consider as a test statistic
Theorem 2a Let and
& be continuous and assume
with a standard Brownian bridge.
Testing for independence
The wide variety of tests for independence has been surveyed by Martynov (1992, Section 12 ).
Here we consider a test for the independence of two random variables. where   9 is the probability measure corresponding to
is the empirical measure, ¡ and are the corresponding marginal distribution functions, and
is distribution-free; selected critical values are provided in Table A3 . The limit distribution of is given by the following result. 
Testing for exponentiality
In this section we develop a likelihood ratio based test for exponentiality motivated by the memoryless property of the exponential distribution. Cramér-von Mises type tests based on this property have been proposed by Angus (1982) and Ahmad and Alwasel (1999) ; we refer to these papers for references to the earlier literature. Let 
The local likelihood ratio statistic based on the memoryless property of the exponential distribution is
, where
Let denote the empirical distribution function. It follows by a straightforward calculation that
, and
. This statistic is distribution-free (under , its distribution does not depend on the parameter ¥ ). Selected critical values for obtained by simulation are displayed in Table A4 .
The asymptotic null distribution of is given in the following result. Based on this result, selected critical values for the large sample case are presented in the last row of Table A4.  Comparison of Tables A1-4 shows that the convergence of is much slower here than in the previous sections. 
Simulation results
In this section we present simulation results comparing the small sample performance of the proposed likelihood ratio statistic with that of a corresponding Cramér-von Mises type statistic . In each case the powers are based on 10,000 samples, and exact critical values are used (see the Appendix for the critical values). For the symmetry test, we compared
cf. Rothman and Woodroofe (1972) . The alternatives are
and chi-squared centered about the mean. For the changepoint test, we compared
cf. Csörgő and Horváth (1988) . For the test of independence, we compared 
cf. Angus (1982) . We used levels The proposed statistics show consistent improvement over the corresponding Cramér-von Mises statistics in all cases.
Discussion
We have developed a rather general localized empirical likelihood approach for testing certain composite nonparametric null hypotheses. We use integral type statistics to establish appropriate limit results. These statistics are somewhat related to Anderson-Darling type statistics, but have the advantage that the implicitly present weight function is automatically determined by the empirical likelihood. Clearly our tests are consistent (against all fixed alternatives). The proofs of our main results (see the next section) require delicate arguments concerning weighted empirical processes to handle "edge" effects in the localized empirical likelihood.
Our approach is tractable in the four cases we have examined because the null hypothesis is expressed in terms of a relatively simple functional equation involving the distribution function(s). Another example in which our approach appears to be useful is in testing bivariate symmetry. More complex null hypotheses, however, might be difficult to handle via our localized empirical likelihood technique. In that sense the goodness-of-fit tests for parametric models in Li's (2000) extension of Berk and Jones (1979) are complementary to the present paper (but in contrast with our approach the limit distribution is intractable). However, in the case of testing for exponentiality our test is simpler and more natural. For that case both Li's and our approach can be extended to randomly censored data. Li's approach is not applicable to the other cases we considered.
An interesting direction for future research would be to investigate the Bahadur efficiency of . Nikitin (1996a Nikitin ( , 1996b has studied the Bahadur efficiency of various types of sup-norm statistics in the contexts of testing for symmetry and exponentiality, but it is not clear how to handle statistics of the form .
Proofs
We use the following general strategy in each proof. First, we establish the limit distribution for a version of the test statistic in which the range of integration is restricted to a region where the integrand can be approximated uniformly in terms of an empirical process; that region is carefully chosen to avoid a "problematic boundary" where the approximation breaks down. Second, we show that the contribution from the part of the test statistic close to the boundary is asymptotically negligible. The first proof is presented in full detail, but to save space we skip some details in subsequent proofs and concentrate on the key points.
Proof of Theorem 1
The problematic boundary is , and note that it suffices to show that as 
where we used the change of variable
. Consider the uniform empirical process It remains to show that is asymptotically negligible in the sense of (8.2). Decompose
The following four sequences are bounded in probability:
in the case of the first two by the Chibisov-O'Reilly theorem, and the last two by Shorack and Wellner (1986, p. 404) . Using these bounds inside the integrand of (8.5), and noting that
It follows from integration by parts that
, see, e.g., Shorack and Wellner (1986, p. 404 . By a Taylor expansion it readily follows that uniformly for
. From Csörgő and Horváth (1987) , see also McKeague and Sun (1996) , it follows that there exists a sequence 
which implies (8.6) by the Helly-Bray theorem. It remains to prove (8.7). We will only consider the relevant region of the unit square where in addition both § 
and with arbitrarily high probability, for large
Hence with high probability, for large . In this region we have with high probability, for large
Hence with high probability, for large
and with high probability, for large
In order to handle the remaining part of ¥ ¡ we need two lemmas. The first one follows rather easily from Inequality 2 on pp. 415-416 of Shorack and Wellner (1986) . The second lemma follows directly from Komlós, Major and Tusnady (1975) , in a similar but easier way than in Csörgő and Horváth (1987) . . We have by a Taylor expansion and Lemma 1 that with high probability, uniformly over this region, for large
We only continue with the first term of this sum; the second one is somewhat easier to deal with. By Lemma 1, with high probability and uniformly over the region, the first term is bounded above by . This region, however, can be treated in the same way and yields another term of order ¦ % § (
. Hence (8.7) is proved.
Proof of Theorem 3
The proof is somewhat similar to the changepoint case. Set
and denote the empirical distribution function of the . By a Taylor expansion it readily follows that uniformly for
in the definition of the
which, by standard empirical process theory and a multivariate version of the Helly-Bray theorem, converges in distribution to
where is a standard bivariate Brownian bridge: a centered Gaussian process with covariance structure 
We almost immediately obtain along the lines of the changepoint case
where we (again) used that
Moreover, here and in the sequel of the proof we use that, uniform over certain classes of rectangles (the
T converges to 1 in probability. This follows from, e.g., Chapters 2 and 3 of Einmahl (1987) .
For
it rather easily follows that with arbitrarily high probability, uniformly over The proof of (8.14) follows along the lines of the previous proofs, in particular the proof of the changepoint case. We only note here that results for weighted empirical processes indexed by intervals, especially Theorem 3.3 in Einmahl (1987) , are used to complete the proof. 
