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a b s t r a c t
New quadrature formulas (QFs) for evaluating the singular integral (SI) of Cauchy type
with unbounded weight function on the edges is constructed. The construction of the
QFs is based on the modification of discrete vortices method (MMDV) and linear spline
interpolation over the finite interval [−1, 1]. It is proved that the constructed QFs converge
for any singular point xnot coincidingwith the endpoints of the interval [−1, 1]. Numerical
results are given to validate the accuracy of the QFs. The error bounds are found to be of
order O(hα | ln h|) and O(h| ln h|) in the classes of functions Hα([−1, 1]) and C1([−1, 1]),
respectively.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that the singular integral equations (SIEs) of the form
−
∫ 1
−1
ϕ(t)
x− t dt = f (x), x ∈ (−1, 1) (1)
has four complete analytical solutions [1, page 5]. The minus sign on the integral denotes the principle value of Cauchy type
integral. Bounded solution of (1) is
ϕ(x) = −
√
1− x2
pi2
−
∫ 1
−1
f (t)√
1− t2(t − x)dt, (2)
provided that∫ 1
−1
f (t)√
1− t2 dt = 0. (3)
Numerical approximation of the singular integral in (2) is a frequently encountered problem in integral and differential
equations. Many methods have been developed to construct the QF for SI (2) [2–10] and the literature cited therein.
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Particularly, Dagnino and Santi [11,2] considered the Cauchy principal value integrals (CPVI)
I(wf , x) = −
∫ 1
−1
w(t)
f (t)
x− t dt, −1 < x < 1, (4)
where w(t) is a nonnegative weight function on (−1, 1) such that −∫ 1−1 w(t)x−t dt exist and f (t) is a given function. They have
proposed the product quadrature rules based on the cubic B-splines interpolating f at the knot points xi, i = 0, . . . , n + 1
and satisfying the ‘‘not-a-knot’’ end condition. Error bounds are investigated in the class of functions f (t) ∈ Ck([−1, 1]), k =
1, 2, 3 in [11] and f (t) ∈ Hα([−1, 1]) in [2] over the interval [−1, 1]. Uniform convergence is established for both methods.
Dagnino and Lamberti [3] used the local spline approximation to evaluate (4) and obtained error bounds for the absolute
integrable class function f (t) ∈ L1[−1, 1]. Diethelm [4] developed the Gaussian QF for the numerical evaluation of (4) with
w(t) = 1 using interpolation polynomial of degree n − 1 for the density function f (t) and has chosen the nodes as zeros
of Legendre polynomial. He proved that the sequence Q G3n+1(f , x) converges uniformly to the exact value for all x ∈ (−1, 1).
Modification Simpson method is used in [12] for (4) when w(x) = 1, but the error term is not analyzed in any class of
functions. Israilov [8] constructed QFs for all the solution of characteristic singular integral equations based on linear spline
interpolation and error bounds are given in the classes of functions Hα([−1, 1]) and C r([−1, 1]) of order O(hα| ln h|) and
O(hr | ln h|), r = 1, 2, respectively. He also considered another class of functions like ϕ(x, τ ) = ψ(x)
τ−x , where ψ ∈ H(α)
is within the neighborhood of τ ∈ (−1, 1) and constructed a stable computational procedure for the singular integral of
special type. In all cases uniform convergence of the QFs are proved.
Belotserkovsky and Lifanov [13] offered the direct collocationmethod, also known as the discrete vorticesmethod (MDV),
to solve Eq. (1). They chose the singular point x as a middle point of the subinterval [tj, tj+1] for fixed j and developed this
method for solving SIEs from one-dimensional (see [14]) to higher-dimensional [15, Chapter 3] singular integral equations.
The advantage of their approach is its simplicity and easy to use for solving the SIEs. They have also used the MDV to
approximate the one-dimensional and multi-dimensional singular integrals with weight functions. Convergence result is
shown in the class Hα([a, b]). In 2003, Lifanov et al. [16] used this method to solve hypersingular integral equations.
For the numerical evaluation of the singular integrals, MDV has two disadvantages. One is that we cannot increase the
rate of convergence in the class of C1([a, b]), and second, the singular point x in (4) must lie in the middle of the subinterval
[tj, tj+1].
Israilov and Eshkuvatov [9] and Eshkuvatov [17] have improved the rate of convergence of the QF for (4) with ω(t) = 1
andω(t) = (1− x)±1/2(1+ x)±1/2, respectively using themodifiedMDV, calledMMDV, when the singular point x lies in the
middle of the subinterval [tj, tj+1] for the classes of functionsHα([−1, 1]) and C1([−1, 1]). For the same classes of functions
Eshkuvatov andNik Long [18] have shown that the QF for (4) withw(t) = 1 is convergent for any singular point x ∈ (−1, 1).
In this work, with the use of linear spline interpolation and MMDV, we construct the QFs for (2) and show that it is
convergent to the exact solution for any singular point x ∈ (−1, 1). Furthermore the rate of convergence of the QFs is
improved in the classes of functions Hα([−1, 1]) and C1[−1, 1] and the uniform convergence of the QFs are established.
The order of presentation of the paper is as follows. In Section 2, we describe the construction of the QFs for (2). In
Section 3 the estimate of errors are given and in Section 4 numerical examples are provided to illustrate the validity of the
method.
2. Construction of the quadrature formula
Consider the singular integral (2) and let the interval [−1, 1]bedivided intoN+1 equal subintervalswith length h = 2N+1 ,
tk = −1 + kh, k = 0, . . . ,N + 1. Let E = {tk, k = 1, . . . ,N} be a canonic partition (see [13]) of the interval [−1, 1] and
x ∈ [tj, tj+1], be a given point for fixed j.
Define two linear spline interpolation functions [19] as
s1ν(t) = 1h [(tν+1 − t)f (tν)+ (t − tν)f (tν+1)], ν = j− 1, j, j+ 1, t ∈ [tν, tν+1] (5)
s2ν(t) = 12h [(tν+1 − t)f (tν−1)+ (t − tν−1)f (tν+1)], ν = j− 1, j, j+ 1, t ∈ [tν−1, tν+1] (6)
with the following properties:
(a) if f (t) = at + b then s1ν(t) = at + b for t ∈ [tν, tν+1],
(b) if f (t) = at + b then s2ν(t) = at + b for t ∈ [tν−1, tν+1].
For any given singular point x, there exist subinterval [tj, tj+1]with fixed j such that:
(1) the singular point x does not coincide with knot points, i.e.
x = tj + ε; ε ∈ (0, h), j = 1, . . . ,N − 1.
(2) the singular point x coincides with knot points, x = tj, j = 1, . . . ,N .
(3) the singular point x lies either in x ∈ (−1, t1) or in x ∈ (tN , 1).
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2.1. Quadrature formula for the case x ∈ (t1, tN)
Let us first consider the case x = tj+ ε; ε ∈ (0, h), j = 1, . . . ,N−1. Then the linear spline interpolation (5) andMMDV
are used in constructing QF for SI (2), to yield
I(f , x) =
√
1− x2
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − x)
=
√
1− x2
pi
[(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
f (t)dt√
1− t2(t − x) +−
∫ tj+2
tj−1
f (t)dt√
1− t2(t − x)
]
=
√
1− x2
pi
[(
j−2∑
k=0
+
N+1∑
k=j+3
)
Ak(x)f (tk)+
j+1∑
ν=j−1
−
∫ tν+1
tν
s1ν(t)dt√
1− t2(t − x)
]
+ RN(f , x)
=
N+1∑
k=0
Ak(x)f (tk)+ RN(f , x), (7)
where
Ak(x) = h√
1− t2k (tk − x)
, k = 1, . . . , j− 2, j+ 3, . . . ,N. (8)
and the coefficients Aj−1, Aj, Aj+1 and Aj+2 can be found in the integral where linear spline interpolation appears on the right
side of (7), whereas the coefficients A0 and AN+1 are found from the condition that the quadrature formula (7) is exact when
the density function is linear, i.e. f (t) = at + b. The main coefficients Ak(x) in (7) are similar to those defined by MDV
(see [13, page 19]).
By the properties of the linear spline interpolation (5), we obtain
A0(x) =
√
1− x2
2pi
(−∫ tj−1
−1
+−
∫ 1
tj+2
)
(1− t)dt√
1− t2(t − x) −
(
j−2∑
k=1
+
N∑
k=j+3
)
(1− tk)h√
1− t2k (tk − x)
 ,
AN+1(x) =
√
1− x2
2pi
(−∫ tj−1
−1
+−
∫ 1
tj+2
)
(1+ t)dt√
1− t2(t − x) −
(
j−2∑
k=1
+
N∑
k=j+3
)
(1+ tk)h√
1− t2k (tk − x)
 .

(9)
Substituting (8) and (9) into (7), yields
√
1− x2
pi
−
∫ 1
−1
ϕ(t)dt√
1− t2(t − x) =
√
1− x2
pi

(
j−2∑
k=1
+
N∑
k=j+3
)
ϕ(tk)h√
1− t2k (tk − x)
+
j+1∑
ν=j−1
−
∫ tν+1
tν
s∗1ν(t)dt√
1− t2(t − x)
}
+ RN(f , x), (10)
where
ϕ(t) = f (t)− 1
2
[(1− t)f (−1)+ (1+ t)f (1)] , (11)
and
s∗1ν(t) = s1ν(t)−
1
2
[(1− t)f (−1)+ (1+ t)f (1)] . (12)
It is worth to note that the functions ϕ(t) and s∗1ν(t) have the following properties
ϕ(−1) = ϕ(1) ≡ 0,
s∗1ν(−1) = s∗1ν(−1) ≡ 0,
and if the density function f (t) is linear then
ϕ(t) ≡ 0, s∗1ν(t) ≡ 0. (13)
Moreover if f (t) ∈ Hα([−1, 1], A) then ϕ(t) ∈ Hα([−1, 1], 2A) and if f (t) ∈ C1([−1, 1]) then ϕ(t) ∈ C1([−1, 1]). Here
Hα([−1, 1], A)denotes the space ofHolder continuous functionswith constantA and index 0 < α ≤ 1.Whereas C1([−1, 1])
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denotes the space of functions with continuous first derivative on [−1, 1]. From (13) it follows that QF (10) is exact for the
linear function.
The properties of ϕ(t) and the two unknown coefficients which are found in the condition of the exactness allow us to
obtain a good approximation to the exact solution for any singular point x ∈ (−1, 1).
In order to obtain the QF for actual evaluation we introduce the following notations
P1(t, x) = t
√
1− x2 − x√1− t2√
1− x2 +√1− t2 ,
P2(t) = arcsin(t),
 (14)
and the obvious antiderivatives [7]
−
∫
dt√
1− t2(t − x) =
1√
1− x2 ln
∣∣∣∣∣ t
√
1− x2 − x√1− t2√
1− x2 +√1− t2
∣∣∣∣∣+ C,∫
dt√
1− t2 = arcsin(t)+ C .
 (15)
Applying (14) and (15) to the integrals in Eq. (10), taking into account (11) and (12), and after simplifications we obtain√
1− x2
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − x) =
(
j−2∑
k=1
+
N∑
k=j+3
)
Ak(x)ϕ(tk)+ A0(x)f (−1)+ AN+1(x)f (1)+ Aj−1(x)f (tj−1)
+ Aj(x)f (tj)+ Aj+1(x)f (tj+1)+ Aj+2(x)f (tj+2)+ RN(f , x), (16)
where the coefficients Ak are computed as follows
Ak(x) =
√
1− x2
pi
h√
1− t2k (tk − x)
, k = 1, . . . , j− 2, j+ 3, . . . ,N,
A0(x) = 12pi
[
(1− x) ln
∣∣∣∣P1(tj−1, x)P1(tj+2, x)
∣∣∣∣−√1− x2(pi + P2(tj−1)− P2(tj+2))] ,
AN+1(x) = 12pi
[
(1+ x) ln
∣∣∣∣P1(tj−1, x)P1(tj+2, x)
∣∣∣∣+√1− x2(pi + P2(tj−1)− P2(tj+2))] ,
Aj−1(x) = 1
pih
[
(x− tj) ln |P1(tj−1, x)||P1(tj, x)| −
√
1− x2
(
P2(tj)− P2(tj−1)
)]
,
Aj(x) = 1
pih
[
(tj−1 − x) ln |P1(tj−1, x)| + (2x− tj−1 − tj+1) ln |P1(tj, x)|
+ (tj+1 − x) ln |P1(tj+1, x)| +
√
1− x2
(
2P2(tj)− P2(tj−1)− P2(tj+1)
)]
,
Aj+1(x) = 1
pih
[
(tj − x) ln |P1(tj, x)| + (2x− tj − tj+2) ln |P1(tj+1, x)|
+ (tj+2 − x) ln |P1(tj+2, x)| +
√
1− x2
(
2P2(tj+1)− P2(tj)− P2(tj+2)
)]
,
Aj+2(x) = 1
pih
[
(tj+1 − x) ln |P1(tj+1, x)||P1(tj+2, x)| +
√
1− x2
(
P2(tj+2)− P2(tj+1)
)]
.
2.2. Quadrature formula for the case x = tj
For the case x = tj, j = 1, . . . ,N , the construction of the QF to approximate the SI (2) is similar to the above, except we
have used MMDV for [−1, tj−1) ∪ (tj+1, 1] and linear spline interpolation function s2ν(t) for [tj−1, tj+1], which leads to
I(f , tj) =
√
1− t2j
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − tj)
=
√
1− t2j
pi
[(
−
∫ tj−1
−1
+−
∫ 1
tj+1
)
f (t)dt√
1− t2(t − tj)
+−
∫ tj+1
tj−1
f (t)dt√
1− t2(t − tj)
]
=
(
j−2∑
k=0
+
N+1∑
k=j+2
)
Bk(tj)f (tk)+
√
1− t2j
pi
−
∫ tj+1
tj−1
s2ν(t)dt√
1− t2(t − tj)
+ RN(f , x), (17)
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where
Bk(tj) =
√
1− t2j
pi
h√
1− t2k (tk − tj)
, k = 1, . . . , j− 2, j+ 2, . . . ,N. (18)
Similar to the case of A0 and AN+1, we define B0 and BN+1 as
B0(tj) =
√
1− t2j
2pi
(−∫ tj−1
−1
−−
∫ 1
tj+1
)
(1− t)dt√
1− t2(t − tj)
−
(
j−2∑
k=1
+
N∑
k=j+2
)
(1− tk)h√
1− t2k (tk − tj)
 ,
BN+1(tj) =
√
1− t2j
2pi
(−∫ tj−1
−1
−−
∫ 1
tj+1
)
(1+ t)dt√
1− t2(t − tj)
−
(
j−2∑
k=1
+
N∑
k=j+2
)
(1+ tk)h√
1− t2k (tk − tj)
 .

(19)
Substituting (18) and (19) into (17) and evaluating the integrals in (17), yields the quadrature formula for the case x = tj,
which is√
1− t2j
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − tj)
=
(
j−2∑
k=1
+
N∑
k=j+2
)
Bk(tj)ϕ(tk)+ B0(tj)f (−1)+ BN+1(tj)f (1)+ Bj−1(tj)f (tj−1)
+ Bj(tj)f (tj)+ Bj+1(tj)f (tj+1)+ RN(f , tj), (20)
where the coefficients Bk, k = 1, . . . , j− 2, j+ 2, . . . ,N are defined by (18) and
B0(tj) = 12pi
[
(1− tj) ln
∣∣∣∣P1(tj−1, tj)P1(tj+1, tj)
∣∣∣∣−√1− t2j (pi + P2(tj−1)− P2(tj+1))] ,
BN+1(tj) = 12pi
[
(1+ tj) ln
∣∣∣∣P1(tj−1, tj)P1(tj+1, tj)
∣∣∣∣+√1− t2j (pi + P2(tj−1)− P2(tj+1))] ,
Bj−1(tj) = 12pih
[
h ln
∣∣∣∣P1(tj+1, tj)P1(tj−1, tj)
∣∣∣∣−√1− t2j (P2(tj+1)− P2(tj−1))] ,
Bj(tj) = 0,
Bj+1(tj) = 12pih
[
h ln
∣∣∣∣P1(tj+1, tj)P1(tj−1, tj)
∣∣∣∣+√1− t2j (P2(tj+1)− P2(tj−1))] .
2.3. Quadrature formula for the case x ∈ (−1, t1) or x ∈ (tN , 1)
For the case x ∈ (−1, t1), we divide the interval [−1, 1] into two subintervals [−1, t2] and (t2, 1] and apply the linear
spline interpolation and MMDV on the corresponding interval and by performing the same procedures for finding the
coefficients of the QF (16), we obtain
√
1− x2
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − x) =
N∑
k=3
A(0)k (x)ϕ(tk)+ A(0)0 (x)f (−1)
+ A(0)1 (x)f (t1)+ A(0)2 (x)f (t2)+ A(0)N+1(x)f (1)+ R(0)N (f , x), (21)
where
ϕ(tk) = f (tk)− 11− t2
[
(1− tk)f (t2)+ (tk − t2)f (1)
]
,
and the coefficients A(0)k are defined as follows
A(0)k (x) =
√
1− x2
pi
h√
1− t2k (tk − x)
, k = 3, . . . ,N,
A(0)0 (x) =
1
pih
[(
t1 − x
)
ln |P1(t1, x)| −
√
1− x2
(pi
2
+ P2(t1)
)]
,
A(0)1 (x) =
1
pih
[
(1+ 2x− t2) ln |P1(t1, x)| + (t2 − x) ln |P1(t2, x)| +
√
1− x2
(
2P2(t1)− P2(t2)+ pi2
)]
,
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A(0)2 (x) =
1
pi
[(
x− t1
h
− 1− x
1− t2
)
ln |P1(t2, x)| − x− t1h ln |P1(t1, x)|
+
√
1− x2
(
1
h
(
P2(t2)− P2(t1)
)
− 1
1− t2
(pi
2
− P2(t2)
))]
,
A(0)N+1(x) =
1
pi(1− t2)
[(
t2 − x
)
ln |P1(t2, x)| +
√
1− x2
(pi
2
− P2(t2)
)]
.
For x ∈ (tN , 1), the interval [−1, 1] is divided into two subintervals [−1, tN−1) and [tN−1, 1] and apply MMDV and linear
spline interpolation, respectively, yields
√
1− x2
pi
−
∫ 1
−1
f (t)dt√
1− t2(t − x) =
N−2∑
k=1
A(n)k (x)ϕ(tk)+ A(n)0 (x)f (−1)
+ A(n)N−1(x)f (tN−1)+ A(n)N (x)f (tN)+ A(n)N+1(x)f (1)+ R(n)N (f , x), (22)
where
ϕ(tk) = f (tk)− 11+ tN−1 [(tN−1 − tk)f (−1)+ (1+ tk)f (tN−1)] ,
and the coefficients A(n)k are
A(n)0 (x) =
1
pi(1+ tN−1)
[
(tN−1 − x) ln |P1(tN−1, x)| −
√
1− x2
(pi
2
+ P2(tN−1)
)]
,
A(n)k (x) =
√
1− x2
pi
h√
1− t2k (tk − x)
, k = 1, . . . ,N − 2,
A(n)N−1(x) =
1
pi
[(
1+ x
1+ tN−1 +
x− tN
h
)
ln |P1(tN−1, x)| + tN − xh ln |P1(tN , x)|
+
√
1− x2
(
1
1+ tN−1
(pi
2
+ P2(tN−1)
)
− 1
h
(
P2(tN)− P2(tN−1)
))]
,
A(n)N (x) =
1
pih
[
(2x− 1− tN−1) ln |P1(tN , x)| − (x− tN−1) ln |P1(tN−1, x)| +
√
1− x2
(
2P2(tN)− P2(tN−1)− pi2
)]
,
A(n)N+1(x) =
1
pih
[(
tN − x
)
ln |P1(tN , x)| +
√
1− x2
(pi
2
− P2(tN)
)]
.
3. Estimation of errors
The error bounds for the QFs (16) and (20)–(22) are given in the following theorems.
Theorem 1. Let f (t) be a continuous function and E be a set of canonic partition of the interval [−1, 1]. Then for any singular
point x ∈ [t1, tN ], the rate of convergence of quadrature formulas (16) and (20) is
|RN(f , x)| ≤
{
L1hα ln(N + 1), when f (t) ∈ Hα([−1, 1], A),
L2h ln(N + 1), when f (t) ∈ C1[−1, 1],
where
L1 = 12A
pi
(
1+ 3.854
α ln(N + 1) +
0.512
α ln(N + 1)h
1/2
)
,
L2 = 6M1
pi
(
1+ 3.212
ln(N + 1) +
0.354
ln(N + 1)h
1/2
)
,
where M1 = maxt∈[−1,1] |f ′(t)|.
Theorem 2. Let f (t) be a continuous function, E be a set of canonic partition of the interval [−1, 1], and x ∈ (−1, t1) or
x ∈ (tN , 1). Then the error bound of the quadrature formulas (21) and (22) is
|RN(f , x)| ≤
{
L3hα ln(N + 1), when f (t) ∈ Hα([−1, 1], A),
L4h ln(N + 1), when f (t) ∈ C1[−1, 1],
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where
L3 = 8A
pi
(
1+ 1.784
α ln(N + 1) +
3.534
ln(N + 1)h
1/2
)
,
L4 = 6M1
pi
(
1+ 1.342
ln(N + 1) +
2.321
ln(N + 1)h
1/2
)
.
Note that the error terms RN(f , x) in Theorems 1 and 2 tend to zero asN →∞ for any x ∈ (−1, 1) and the constant terms
in Theorem 2 is less than the one in Theorem 1. These observations show that even for the worse case of convergence i.e.
x ∈ (−1, t1) or x ∈ (tN , 1) good approximation can still be achieved. Numerical examples in Section 4 validate our results.
Theorems 1 and 2 are proved based on the following functions and lemmas
z(t) = ϕ(t)√
1− t2 , (23)
r1ν(t) = f (t)− s1ν(t), (24)
g1ν(t) = r1ν(t)√
1− t2 , (25)
where s1ν(t) and ϕ(t) are defined by (5) and (11), respectively.
Lemma 1. Let f (t) be a continuous function and ϕ(t) be defined by (11) and x be any point on the interval [tj, tj+1], for fixed j.
Then for the function z(t) defined by (23) and for all t ∈ [−1, tj−1] ∪ [tj+2, 1], we have
(a) |z(t)− z(x)| ≤

4A√
1− x2 |t − x|
α, when f (t) ∈ Hα([−1, 1], A),
3M1√
1− x2 |t − x|, when f (t) ∈ C
1([−1, 1]).
(b) |z(x)| ≤
{
A(1− x2)α− 12 , when f (x) ∈ Hα([−1, 1], A),
M1
√
1− x2, when f (x) ∈ C1([−1, 1]).
For the proof see [17].
Lemma 2. Let f (t) be a continuous function and r1ν(t) be defined by (24) and x be any point on the interval [tj, tj+1], for fixed j.
Then for all ν = j− 1, j, j+ 1 and any t ∈ [tj−1, tj+2], we have
(a) |r1ν(t)− r1ν(x)| ≤
{
A(1+ 21−α)|t − x|α, when f (t) ∈ Hα([−1, 1], A),
2M1|t − x|, when f (t) ∈ C1([−1, 1]).
(b) |r1ν(t)| ≤
{
2−αAhα, when f (t) ∈ Hα([−1, 1], A),
M1
2
h, when f (t) ∈ C1([−1, 1]).
(c) |r1ν(x)| ≤

A(1+ 21−α)
hα
(
|x− tν ||x− tν+1|
)α
, when f (t) ∈ Hα([−1, 1], A),
2M1
h
(
|x− tν ||x− tν+1|
)
, when f (t) ∈ C1([−1, 1]).
Lemma 2 is proved in [18].
Lemma 3. Let x be any singular point in the interval (tj, tj+1) for fixed j then
(a)
√
1− x2
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt√
1− t2|t − x| ≤ 2
(
1+ ln 2
ln(N + 1)
)
ln(N + 1).
(b)
∣∣∣∣∣−
∫ tj−1
−1
dt
x− t +−
∫ 1
tj+2
dt
t − x
∣∣∣∣∣ ≤
(
1+ ln 2
ln(N + 1)
)
ln(N + 1).
Using the results of Israilov [7], Lemma 3 can easily be proved.
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For the functions z(t) and g(t)we have the following expressions
z(t)− z(x)
t − x −
z(tk)− z(x)
tk − x =
z(t)− z(tk)
t − x +
z(tk)− z(x)
tk − x
tk − t
t − x , (26)
g1ν(t)− g1ν(x) = 1√
1− x2
[
r1ν(t)− r1ν(x)+ r1ν(t)(t + x)(t − x)√
1− t2(√1− t2 +√1− x2)
]
. (27)
Proof of Theorem 1. Let x = tj + ε, and using equations (23)–(25), the QF (10) can be written as
|RN(x)| =
√
1− x2
pi
∣∣∣∣∣∣−
∫ 1
−1
ϕ(t)√
1− t2(t − x)dt −
(
j−2∑
k=1
+
N∑
k=j+3
)
ϕ(tk)h√
1− t2k (tk − x)
−
j+1∑
ν=j−1
−
∫ tν+1
tν
s∗1ν(t)dt√
1− t2(t − x)
∣∣∣∣∣∣
=
∣∣∣∣∣
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
z(t)− z(x)
t − x dt −
(
j−2∑
k=1
+
N∑
k=j+3
)
z(tk)− z(x)
t − x h
+ z(x)
[(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt
t − x −
(
j−2∑
k=1
+
N∑
k=j+3
)
h
tk − x
]
+
j+1∑
ν=j−1
−
∫ tν+1
tν
g1ν(t)− g1ν(x)
t − x dt +
j+1∑
ν=j−1
g1ν(x)−
∫ tν+1
tν
dt
t − x
∣∣∣∣∣
≤ R1(x)+ R2(x)+ R3(x), (28)
where
R1(x) =
√
1− x2
pi
∣∣∣∣∣
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
z(t)− z(x)
t − x dt −
(
j−2∑
k=1
+
N∑
k=j+3
)
z(tk)− z(x)
t − x h
∣∣∣∣∣ ,
R2(x) =
√
1− x2
pi
|z(x)|
∣∣∣∣∣
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt
t − x −
(
j−2∑
k=1
+
N∑
k=j+3
)
h
tk − x
∣∣∣∣∣ ,
R3(x) =
√
1− x2
pi
∣∣∣∣∣ j+1∑
ν=j−1
−
∫ tν+1
tν
g1ν(t)− g1ν(x)
t − x dt +
j+1∑
ν=j−1
g1ν(x)−
∫ tν+1
tν
dt
t − x
∣∣∣∣∣ .
Due to (23), (26), Lemma 1(a) and Lemma 3 the error for R1 is
R1(x) ≤
√
1− x2
pi
[∣∣∣∣−∫ t1−1 z(t)− z(x)t − x dt
∣∣∣∣+ ∣∣∣∣ z(tj+2)− z(x)tj+2 − x h
∣∣∣∣+
∣∣∣∣∣
(
j−2∑
k=1
+
N∑
k=j+2
)
−
∫ tk+1
tk
z(t)− z(tk)
t − x dt
∣∣∣∣∣
+
∣∣∣∣∣
(
j−2∑
k=1
+
N∑
k=j+2
)
−
∫ tk+1
tk
z(tk)− z(x)
tk − x
tk − t
t − x dt
∣∣∣∣∣
]
≤ 4K
pi
−
∫ t1
−1
(x− t)α−1dt + 4K
pi
(tj+2 − x)α−1h
+ 4A
pi
[
hα
√
1− x2
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt√
1− t2|t − x| +
h
(tj+2 − x)1−α
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt
|t − x|
]
≤ 12A
pi
(
1+ 2 ln 2
α ln(N + 1)
)
hα ln(N + 1). (29)
Applying Lemma 1(b) for R2 yields
R2(x) ≤ A
pi
(1− x2)α
∣∣∣∣∣
(
−
∫ tj−1
−1
+−
∫ 1
tj+2
)
dt
t − x −
(
j−2∑
k=1
+
N∑
k=j+3
)
h
tk − x
∣∣∣∣∣ .
Since x ∈ [t1, tN ] the maximum value of R2(x) is attained at x = t1 or x = tN , that is
R2(x) ≤ A
pi
(1− t21 )α
∣∣∣∣∣−
∫ 1
t3
dt
t − t1 −
N∑
k=4
h
tk − t1
∣∣∣∣∣ .
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Applying Euler–Macleron formula [20, page 137]∣∣∣∣∣−
∫ 1
t3
dt
t − t1 −
N∑
k=4
h
tk − t1
∣∣∣∣∣ ≤ h2
∣∣∣∣ 11− t1 + 1t3 − t1
∣∣∣∣+ h4120
∣∣∣∣ 6(1− t1)4 + 1(t3 − t1)4
∣∣∣∣ ≤ 932
(
1+ 8h
9
)
.
we have
R2(x) ≤ 9A16pi
(
1+ 8h
9
)
hα. (30)
Due to (27) and with the aid of Lemma 2, we obtain
R3(x) ≤ 1
pi
j+1∑
ν=j−1
[
−
∫ tν+1
tν
1
|t − x| [|r1ν(t)− r1ν(x)|
+ |r1ν(t)||(t + x)(t − x)|√
1− t2(√1− t2 +√1− x2)
]
dt + |r1ν(x)| −
∫ tν+1
tν
dt
|t − x|
]
≤ A
pi
[
(1+ 21−α)−
∫ tj+2
tj−1
dt
|t − x|1−α + 2
−αhα
∫ tj+2
tj−1
|t + x|dt√
1− t2
+ (1+ 21−α)h−α
j+1∑
ν=j−1
(
|x− tν ||x− tν+1|
)α ∣∣∣∣ln |x− tν+1||x− tν |
∣∣∣∣
]
≤ 5(1+ 2
1−α)A
αpi
(
1+ 3pi
20
h1/2
)
hα. (31)
Thus the proof of the first part of Theorem 1 is completed by (29)–(31) and (28). The second part of Theorem 1 can be proved
in a similar manner by putting α = 1, A = M1, using the mean value theorem, and applying Lemmas 1–3 for a function f (t)
belonging to the class C1([−1, 1]). Theorem 2 can be proved in a similar way with slight modifications. 
4. Numerical experiments
Let us consider SI (2) and f (t) = t5 + t3 + 20 t . Clearly, this function satisfies the condition (3), and the corresponding
exact solution of (1) is
γ (x) =
√
1− x2
(
x4 + 1.5x2 + 207
8
)
.
Table 1
Error terms for QF (16).
N = 20, x ∈ (t1, tN )
x 6= tj Exact QF (16) Error
−0.887 10.4702332992 10.4285049897 0.0417283096
−0.695 15.6980321754 15.7877373676 0.0897051922
−0.495 18.5096575257 18.5914778928 0.0818203672
−0.293 20.0890157504 20.1678741629 0.0788584125
−0.095 20.7941454186 20.8857144846 0.0915690660
0.095 20.7941454186 20.8857145796 0.0915691610
0.293 20.0890157504 20.1678745657 0.0788588154
0.495 18.5096575257 18.5914762805 0.0818187549
0.695 15.6980321754 15.7877376029 0.0897054275
0.887 10.4702332992 10.4285055739 0.0417277253
Table 1 shows that the numerical results obtained from the constructed QF (16) converges to the exact solution for any
singular point x ∈ (t1, tN), x 6= tj, with only 20 knot points are used, whereas Table 2 asserts that by increasing the number
of knot points to 200 the convergence of QFs also increases significantly. Similar behavior can be observed (see Tables 3 and
4) for the QF (20) with x = tj. Even in the extreme case, that is when the singular point x lies either in (−1, t1) or (tN , 1),
our constructed QFs (21) and (22) provide a very accurate numerical computation (see Tables 5–8) for different numbers of
knot points (20 and 200). Thus with the error terms in Theorems 1 and 2 and the numerical results shown in Tables 1–8, we
have asserted the validity of the theorems theoretically and experimentally.
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Table 2
Error terms for QF (16).
N = 200, x ∈ (t1, tN )
x 6= tj Exact QF (16) Error
−0.987 3.7424126959 3.7327370289 0.0096756670
−0.935 8.1393802207 8.1347837804 0.0045964403
−0.887 10.4702332992 10.4794009209 0.0091676216
−0.695 15.6980321754 15.7006622324 0.0026300570
−0.495 18.5096575257 18.5151203452 0.0054628196
−0.293 20.0890157504 20.0828935778 0.0061221725
−0.095 20.7941454186 20.8010454695 0.0069000509
0.095 20.7941454186 20.8010455957 0.0069001771
0.293 20.0890157504 20.0828916603 0.0061240901
0.495 18.5096575257 18.5151246692 0.0054671436
0.695 15.6980321754 15.7006652619 0.0026330865
0.887 10.4702332992 10.4793885081 0.0091552088
0.935 8.1393802207 8.1347645793 0.0046156414
0.987 3.7424126959 3.7327379244 0.0096747715
Table 3
Error terms for QF (20).
N = 20, x ∈ [t1, tN ]
x = tj Exact QF (20) Error
−0.9 9.9147951260 9.8713742576 0.0434208684
−0.7 15.6040925307 15.6495414279 0.0454488972
−0.5 18.4571664182 18.5266170568 0.0694506386
−0.3 20.0499895293 20.1288664112 0.0788768819
−0.1 20.7853870599 20.8668136188 0.0814265589
0.1 20.7853870599 20.8668136636 0.0814266037
0.3 20.0499895293 20.1288664095 0.0788768802
0.5 18.4571664182 18.5266171533 0.0694507351
0.7 15.6040925307 15.6495417050 0.0454491744
0.9 9.9147951260 9.8713745205 0.0434206055
Table 4
Error terms for QF (20).
N = 200, x ∈ [t1, tN ]
x = tj Exact QF (20) Error
−0.98 4.6242972766 4.6184804120 0.0058168646
−0.96 6.4698890368 6.4645189295 0.0053701073
−0.94 7.8405806772 7.8358585755 0.0047221016
−0.90 9.9147951260 9.9115339089 0.0032612171
−0.70 15.6040925307 15.6066326710 0.0025401403
−0.50 18.4571664182 18.4625902586 0.0054238405
−0.30 20.0499895293 20.0565550915 0.0065655622
−0.10 20.7853870599 20.7922843038 0.0068972439
0.10 20.7853870599 20.7922842827 0.0068972228
0.30 20.0499895293 20.0565550207 0.0065654914
0.50 18.4571664182 18.4625905285 0.0054241103
0.70 15.6040925307 15.6066324428 0.0025399121
0.90 9.9147951260 9.9115336695 0.0032614564
0.94 7.8405806772 7.8358583482 0.0047223289
0.96 6.4698890368 6.4645188976 0.0053701392
0.98 4.6242972766 4.6184804540 0.0058168227
Table 5
Error terms for the QF (21).
N = 20, x ∈ (−1, t1)
x Exact QF (21) Error
−0.9999 0.3305816801 0.3289119273 0.0016697528
−0.9980 1.4767328802 1.4696755385 0.0070573417
−0.9450 7.5265532033 7.5339180425 0.0073648393
−0.9150 9.2115695046 9.2304768231 0.0189073179
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Table 6
Error terms for the QF (21).
N = 200, x ∈ (−1, t1)
x Exact QF (21) Error
−0.9999 0.3305816801 0.3304765237 0.0001051563
−0.999 1.0447810553 1.0444856805 0.0002953748
−0.998 1.4767328802 1.4763670150 0.0003658651
−0.997 1.8076472930 1.8072541675 0.0003931256
−0.995 2.3310982494 2.3306918621 0.0004063873
−0.993 2.7551843443 2.7547432772 0.0004410670
−0.991 3.1206694422 3.1200728723 0.0005965699
Table 7
Error terms for the QF (22).
N = 20, x ∈ (tN , 1)
x Exact QF (22) Error
0.9999 0.3305542576 0.3288846336 0.0016696240
0.9980 1.4767423383 1.4696849754 0.0070573629
0.9450 7.5265525954 7.5339170269 0.0073644315
0.9150 9.2115705777 9.2304772970 0.0189067192
Table 8
Error terms for the QF (22).
N = 200, x ∈ (tN , 1)
x Exact QF (22) Error
0.9999 0.3305542576 0.3304491244 0.0001051332
0.999 1.0447877703 1.0444924434 0.0002953269
0.998 1.4767423383 1.4763766801 0.0003656582
0.997 1.8076410236 1.8072478733 0.0003931503
0.995 2.3310993510 2.3306931062 0.0004062447
0.993 2.7551786054 2.7547377650 0.0004408404
0.991 3.1206688242 3.1200723481 0.0005964761
4.1. Conclusion
In this study we have developed the MDV for the evaluation of Cauchy type singular integral with weight function and
we are able to obtain a very good convergence for any singular point x ∈ (−1, 1), which is the main feature of the present
paper. In constructing the quadrature formulas we have considered three cases: (1) singular point x does not coincide with
knot points x 6= tj, j = 1, . . . ,N . (2) singular point x coincides with knot points x = tj, j = 1, . . . ,N . (3) singular point x
lies in the interval x ∈ (−1, t1) or x ∈ (tN , 1). In all cases the constructed QFs converge uniformly to the exact solution. The
rate of convergence are improved and the error term of the QFs are given in the classes of the functions Hα([−1, 1], A) and
C1[−1, 1].
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