The Hypothetical Equivalents and Inequivalents Method (HEIM) has been developed to support decision making in multiattribute problems where one decision maker is making the decision. In this paper HEIM is modified to support group decision making in multiattribute problems, resulting in the Group Hypothetical Equivalents and Inequivalents Method (G-HEIM). Instead of aggregating attribute weights or overall alternative values from each individual as is common in other group decision methods, G-HEIM operates by aggregating individual preferences. It is recognized that in group decision making, common preferences among group members can rarely be guaranteed, unless individual freedom is greatly limited. G-HEIM instead allows individuals to freely express preferences over a number of hypothetical alternatives and then explores the level of conflict or differences from the aggregated group preferences. The relationship between the level of conflicting preferences and the usability of the resulting decision is also directly studied using the G-HEIM. An automotive selection example is used to illustrate the approach.
INTRODUCTION
An engineering design certainly requires a rigorous evaluation and comparison of design alternatives using multiple, conflicting design criteria or attributes. A number of methods have been developed to support this type of decision by capturing and quantifying decision maker preferences, such as Analytical Hierarchy Process [1] , Utility Theory [2] , Conjoint Analysis [3] , and methods specifically for group decision making such as the Social Judgment Scheme [4] , and Median-Based Model [5] . In [6] , the Hypothetical Equivalents and Inequivalents Method (HEIM) is introduced as a decision support method for a single decision maker in a multiattribute environment. The method is mathematically rigorous in that it assesses the true decision maker's stated preferences on a number of hypothetical alternative choices and solves for a set of attribute weights that accurately represent the decision maker's preferences. In [7] , the HEIM method was expanded in order to effectively identify a single, robust solution to the multiattribute problem and in [8] , it was expanded to handle multiattribute decisions under uncertainty. In this paper, we expand the HEIM to the group decision making problem to overcome limitations and challenges that are faced by current group decision methods.
A significant issue in group decision making is the notion of transitivity in the group preferences (i.e., if A is preferred to B and B is preferred to C, then A is preferred to C). This issue has been discussed in the engineering design domain [9] [10] [11] , and has it roots in Arrow's General Possibility Theorem [12] which shows that transitive preferences cannot be guaranteed in a group decision, and that transitivity can only be insured by dictatorship. However, some methods to avoid intransitivity in group decision making have been proposed. For example, in [13] , Keeney uses a cardinal utility to demonstrate that transitivity can be guaranteed by aggregating individual ratings for each alternative. Similarly, by using an additive group value function [14] , the individuals' values for all alternatives are aggregated and the alternative with the highest collective value is selected. Also, in [15] a set of necessary and sufficient conditions to construct an additive group utility function is developed. In both the additive group value and utility functions, interpersonal comparison of the individual's preferences is necessary to properly aggregate the values or utilities. In general, the intransitivity described in Arrows' Theorem can be overcome by restricting the freedom of individuals participating in the decision process by structuring their preferences in some way [11] . For example, ranking all the alternatives on an external scale or allowing limited veto power will potentially alleviate the problems with intransitivity. Although these methods have shown to be effective in aggregating group preferences, the freedom of individuals in the group is greatly limited, and the methods become relatively unfriendly to use for the individuals. Moreover, the individuals are required to have some fundamental background in decision theory in order to use and apply the methods. In addition, the level of difficulty to apply these methods increases as the number of alternatives increases. In this paper, we address the more general of issue of conflict among the preferences of group members (e.g., one person prefers A to B while another prefers B to A). This conflict could certainly lead to intransitive sets of preferences among groups. We present a method that identifies the sources of the conflict and attempts to minimize the amount of conflict between the preferences of group members.
In the next section, we use a simple example to present the strengths and weaknesses of common group decision making processes. This example is adapted from an example in [16] .
GROUP DECISION MAKING
In this section, a number of common approaches for group decision making are used to solve a multiattribute decision problem. For illustration purposes, suppose a fictional airline carrier, Jetair, is planning to establish an air fleet to serve the routes on major cites among Asia Pacific countries and the United States. Jetair has decided to purchase only one type of aircraft for its entire fleet to reduce operating cost. This is similar to the example discussed in [6] , but the decision is now being made by a group, instead of an individual. This problem is simplistic and is not meant to be realistic of how airliners choose which aircraft to purchase. However, it is meant to illustrate the practical and theoretical advantages and disadvantages when using common group decision making methods to make a selection decision from among a set of alternatives in a multiattribute environment. At this point, Jetair has identified three possible choices that meet Jetair's requirements and budget constraints: Boeing Table 1 , the data of the three attributes for the three aircraft are given [17] [18] . Assume that a team of five individuals are in charge of making this decision, and each of them has stated their preferences among these three alternatives as shown in Table 2 where " f " indicates "preferred to". 
Attribute
B777 f B747 f A340 #2 B747 f A340 f B777 #3 A340 f B777 f A747 #4 B777 f A340 f B747 #5 B747 f A340 f B777
Table 2 Preferences of Five Individuals
We can immediately notice that there are conflicting preferences in Table 2 . For example, Individual #1 prefers B777 over B747 whereas Individual #2 prefers B747 over B777. This possibility is one of the primary issues that make modeling and solving group decisions significantly more difficult than individual decisions (and individual decisions are difficult in themselves). We now apply a few approaches to making this group decision to illustrate the limitations and opportunities.
Voting
Jetair first uses a voting procedure to aggregate the preferences from the individuals. Voting is a common method to making group decisions [19] . Jetair uses the common 1person, 1-vote method to find the winner. In this case from Table 2 , B777 and B747 are tied each with 2 votes, and therefore a runoff vote is needed to determine the winner. Based on the preferences in Table 2 , B777 is the winner with a runoff vote since three of the five people prefer the B777 over the B747. If Jetair decides to use a 1-person, 2-vote method, the A340 is the winner since the A340 receives 4 votes and the B777 and B747 each receive 3 votes.
In [19] , a detailed and complete theory is developed to identify, characterize, and explain all possible positional and pair-wise voting outcomes that can occur for any number of alternatives and any profile. Voting generally complicates the group decision and makes it difficult to effectively identify the best decision to make. Consequently, the dynamics of voting can be chaotic and hence difficult to predict and control. More information about the complexity of voting can be found in [20] . To summarize, voting does not provide a sound theoretical way to make rational and effective group decisions. Jetair then decides to use pairwise comparisons to make the group decision.
Pair-Wise Comparison
Jetair first compares the B777 with the B747 and then chooses the aircraft which most of the individuals prefer. This process is repeated taking the "winner" of the previous comparison and comparing with the next alternative. For Jetair's problem, the B777 is preferred over the B747, as three individuals (#1, #3, and #4) prefer the B777. Next, the B777 is compared to the A340, and the A340 is the determined the winner because three individuals (#2, #3, and #5) prefer the A340. However, if Jetair had decided to first compare the B747 and the A340, the winner would have been the B777. If the B777 and A340 are compared first, then the end-winner is the B747. In other words, Jetair could get any of the alternatives to win by strategically structuring the pairwise comparison procedure. In addition, by using pairwise comparisons a cyclic group preference structure can occur [12] . This is clearly seen when in the first pairwise comparison scenario described above when the A340 winner is compared to the B747, an aircraft that initially "lost" to the B777, the B747 is preferred to the winning A340 aircraft. This creates a group preference structure of
Fundamentally, there are two primary flaws in this pairwise method to make group decisions:
• It ignores strength of preference: suppose Aircraft E is just a little better than Aircraft F on two out of three attributes, but much worse on the third attribute. Clearly, most airliners would disregard aircraft E, but pairwise comparisons ignore this information. • This procedure ignores the relative important of the attributes: Each individual may put different importances on the attributes, and aggregating these importances could be challenging, but pairwise comparisons simply ignores the importances. Aggregating these importances is addressed in Section 3. Further details regarding the theoretical problems with pair-wise comparisons can be found in [19, 21] . In the next section, a ranking method is used to make the same decision.
Ranking of Alternatives (Borda Count)
Rankings are frequently used to rank order a set of alternatives and are commonly referred to as Borda Count method [10, 16] . Compared with pair-wise methods, ranking methods are slightly more elaborate. However, ranking methods still make limiting assumptions and are limited in applicability in group decision making in engineering design.
Suppose Jetair assigns three points for the top-ranked alternative for each individuals, two points for second, and one point for third, as is common in the Borda Count method. Table 3 shows the results of this procedure. There is no preferred aircraft by using this method because all three alternatives are tied. Based on Table 2 , the B777 or B747 could be considered as inferior concepts as they have the most third place rankings. Therefore, suppose that we drop one of these alternatives from consideration and then compare the remaining two alternatives head-to-head. If the B777 is eliminated from contention, the winner is the B747, but if the B747 is eliminated, the winner is the A340. By simply eliminating concepts that are inferior and perhaps should not be considered anyway, the resulting decision changes. This is obviously not an encouraging result. It does demonstrate that the ranking procedure violates the Independence of Irrelevant Alternatives (IIA) principle, which states that the option chosen should not be influenced by irrelevant alternatives or clear non-contenders [22] . Ranking methods also assume linear preference strengths. That is the difference between first and second place is the same as the difference between fourth and fifth place and so on. This is rarely the case in observed decision making.
Borda Count for Rank (Score) Aircraft
First ( 
Table 3 Result of Borda Count Ranking Method
As demonstrated in this section, the process by which the preference information is processed and analyzed, rather than the actual preferences of the decision makers, largely dictates the outcome. In fact, studies have shown this to be true, as when the number of alternatives approaches seven, the process used to make the decision influences the outcome 97% of the time [19] . In addition, it is difficult to evaluate the value of a decision based on the outcome itself. Rather, the process being used should be used as the evaluation and validation standard [23] . Therefore, we develop and present a group decision making process based on the HEIM approach in the next section. In Section 4, a practical case study is used to demonstrate how the proposed work in this paper is used as the evaluation and validation standard.
A METHOD FOR GROUP DECISION MAKING: THE GROUP HYPOTHETICAL EQUIVALENTS AND INEQUIVALENTS METHOD (G-HEIM)

Background
In this section, we present a brief background of HEIM. Full details are given in [6] . In HEIM, stated preferences are elicited from a decision maker regarding a set of hypothetical alternatives in order to access attributes importance, and then the weights are determined directly from a decision maker's stated preferences. The "equivalents" part of the method allows a decision maker to make statements like "hypothetical alternatives A and B are equivalent in value to me." By making this kind of statement, a decision maker is identifying an indifference relationship between A and B.
Since the attribute levels of the given hypothetical alternatives can not be altered, finding hypothetical equivalents that are exactly of equivalent value to a decision maker, or "indifference points", can be a challenging and time-consuming task [27] , specifically in the context of constructing utility functions. Therefore, HEIM also accommodates inequivalents in the form of stated preferences such as "I prefer hypothetical alternative A over B." When a preference is stated, by either equivalence or inequivalence, a constraint is formulated and an optimization problem is constructed to solve for the attribute weights. The weights are solved by formulating the following optimization problem,
where, the objective function ensures that the sum of the weights is equal to one. X is the vector of attribute weights, n is the number of attributes, and w i is the weight of attribute i. The constraints are based on a set of stated preferences from the decision maker. The equality constraints are developed based on the stated preference of "I prefer alternatives A 1 and A 2 equally." In other words, the value of these alternatives is equal, giving the following equation,
The value of an alternative (alternative A j in this case) is given as
where j i r is the rating of alternative A j on attribute i. The inequality constraints are developed based on the stated preference of "I prefer A 1 over A 2 ." In other words, the value of alternative A 1 is more than alternative A 2 , as shown in the following equations:
where ∂ is a small positive number to ensure inequality. HEIM is similar to the multiattribute approach described in [14] because it uses stated equality preferences from the decision maker based on hypothetical alternatives. However, HEIM is different because it accommodates inequality preference statements and is easily scalable to problems with many attributes because it avoids having to address preferential independence or reduction of dimensionality when there are three or more attributes. Also, note that even though an additive model is used in this paper, more general utility functions models can also be used without any loss of generality. The modified version of this formulation for group decisions is discussed in the next section.
Formulation for G-HEIM
As presented in Section 2, many common group decision methods aggregate alternative values for each individual either without the use of attribute weights or using individual sets of attribute weights determined by each group member. A commercial software program for group decision making, Accord, using a more sophisticated aggregation approach based on Bayesian statistics, has each group member select their own set of attribute weights and then aggregates the overall value of each alternative [24] . More sophisticated techniques to determine attribute weights for an individual include the procedure presented in [25] , which uses utility assessment scheme and an inconsistency checking procedure. Physical Programming determines attribute weights for an individual using preference classes and hermite polynomials [26] . However, G-HEIM aggregates preferences from each individual without requiring precise attribute weights from each group member.
While the optimization formulation in Eqn. (1) has been shown to avoid the theoretical pitfalls of the common decision making processes as discussed in [6] , in order to find a feasible solution, the preference structure from the decision maker must be transitive. If intransitivity exists in the preference structure (i.e., if A is preferred to B and B is preferred to C, but C is preferred to A), a feasible solution will not be possible. In group decision making while each individual may be transitive with their preferences, collectively the preferences may be inconsistent (i.e., one person prefers A to B while other prefers B to A). Indeed, unless the group members were in unanimous agreement, there were certainly be some inconsistent preferences in many, if not all groups. Therefore, the formulation in Eqn. (1) is limited in group decision making, and a new optimization formulation is developed to incorporate inconsistency into G-HEIM.
In this paper, G-HEIM is developed using an optimization formulation based on the least-distance approximation method [28] . The optimization formulation for the least-distance approximation is shown in Eqn. (5) . Observe that the objective function in Eqn. (5) is a convex space; thus, the constraint of sum of the weights is equal to 1 is needed to avoid the trivial solutions. Another observation is that when p = 1, Eqn. (5) becomes a simple linear programming problem.
The purpose of the objective function in Eqn. (5) is to minimize the "distance" from a perfect fit. The perfect fit means a solution that satisfies both equality and inequality preferences (i.e., Eqn. (2) and Eqn. (4) in the previous section). The "distance" or "slack" variables, jk x and st z , in the leastdistance approximation are utilized to ensure that Eqn. (2) and Eqn (4) are satisfied. For instance, in the case of a conflicting preference, the slack variable will be nonzero to ensure the preference constraint similar to Eqn. (4) is always greater than zero. Therefore, in this formulation, the "slack" variables are used to construct the constraints, and the objective function minimizes the amount of "slack" or conflict. In other, words, it minimizes the level of inconsistency in the set of group preference constraints. Compared to Eqn. (1), Eqn. (5) provides a unique and single solution even when conflict occurs in the preference structures. If all the preferences are consistent and can be satisfied, the slack variables will all be zero. If a set of preferences is conflicting, the corresponding slack variables in Eqn. (5) will be non-zero. Figure 1 illustrates how G-HEIM aggregates the strength of preferences (SOP) from different decision makers (DM) into a collective set of constraints in Eqn. (5) . One set of weights is found using the formulation of Eqn. (5) representing the collective group preferences and the alternative with the highest value using the resulting set of weights is determined. While G-HEIM is demonstrated for a five-person group in this paper, it can be applied to n-person groups.
Figure 1 Aggregation of Individual Strength of Preferences in G-HEIM
In the next sections, we demonstrate how the G-HEIM can be used to solve a multiattribute group decision problem using a vehicle design example. A group of five engineers with experience in vehicle design is used as the experimental group. There are seven steps in the G-HEIM which are built around the basic formulation given in Eqn. (5) , and are discussed in the following sections.
STEP 1: Identify the Attributes
The first step is to identify the attributes that are relevant and important in the decision problem. This is because G-HEIM is not able to identify the absence of an important attribute. The attributes relevant to the decision should be driven by the customers, and the group could use techniques such as conjoint analysis [3] factor analysis [29] or valuefocused thinking [30] to identify the important/key attributes, reduce the attribute space, or eliminate unimportant or irrelevant variables/attributes. If an unimportant attribute is included in the process, G-HEIM will indicate the attribute's limited role with a low weighing factor using the stated preferences over the hypothetical alternatives. Suppose the group of designers have identified five key attributes: 1) Engine Displacement in Liters, which determines the physical size of the engine. 2) Engine Horsepower, which relates to the power and torque that could be delivered. 3) Miles-per-gallon, which determines the energy efficiency of the car. 4) Price, which determines the constraints for the cost of materials and manufacturing. 5) Acceleration, which determine the performance of the car. In Table 3 , the data of the five attributes and eight design alternatives representing eight compact cars are presented. This problem is simplistic and is not realistic in terms of how car manufacturers select vehicle designs. It is rather meant to illustrate the practical and theoretical advantages of using G-HEIM to support group decision making. Table 3 Attribute Data for Compact Car Design Alternatives
Attributes and Relative
STEP 2: Determine the Strength of Preference for each Individual on Each Attribute
Using a linear preference scale may not truly reflect individuals' preferences on a certain attribute. For instance, if an individual prefers the increase in the horsepower from 127 hp to 140 hp over the increase from 140 hp to 145 hp, then a linear preference function cannot be used to capture this preference structure. A nonlinear strength of preference representation would better reflect his/her true preferences. There are a number of ways to assess these strength of preferences, including lottery, mid-level splitting, and indifference point methods [31] [32] [33] . In this paper, simple lotteries are used for illustration purposes [34] . An example of one of these lottery questions is shown in Figure 2 .
Figure 2 Lottery Question to Identify Strength of Preferences of Each Individual
Note that the 1 st option is the mid-point for the upper and lower bound of the attribute range. In Fig. 1 , the upper bound, by definition, has a utility value of 100, and the lower bound has a utility value of 0. Therefore, the probability P given by the individual will be his/her utility value for the mid-point. Then, by using a three-point approximation method, a utility curve can be fitted using the lower, midpoint and upper utility values. Figure 3 shows one of the actual utility curves of one of the team members. It demonstrates that his probability for the question in Figure 2 is 70%. Table 4 summarizes the responses from all five individuals for the lottery questions for all five attributes. This step, as well as the following two steps, are completed by all the individuals in the group. However, in this paper we only show the results of Individual #1 from step 2 (Section 3.4) to step 4 Section (3.6) for illustration purposes.
Note that the strength of preference functions are based on the attribute range of the alternatives in the decision problem. If another alternative is added to the decision problem with an attribute value outside of the current range, then the strength of preference functions, as well as the upper and lower bounds of lottery questions, must be reformulated and normalized again. For instance, in Table 3 , the lowest and highest Engine Displacements are 1.7L and 2.0L, respectively, and are used to formulate the preference scores. If another alternative with an Engine Displacement lower than 1.7L or higher than 2.0L is added to the decision problem, the strength of preference function must be reformulated using the new upper and lower displacement ranges. 
STEP 3: Set up Hypothetical Alternatives for Group Members
Setting up the hypothetical alternatives, a fundamental step in HEIM and G-HEIM, is the next step. The purpose of this step is to establish a set of hypothetical alternatives that a designer feels indifferent between or that a designer can differentiate if one alternative is preferred over the other. This is done so that the preference structure can be modeled using not only equality constraints, but also inequality constraints.
In [6] , the hypothetical alternatives were developed by simply mixing the upper and lower bounds of each attribute in different combinations. However, a more systematic approach is needed to develop the hypothetical alternative so as to efficiently sample the design space. In this paper, a D-Optimal experimental design is used since they generate the minimum number of experiments [35] . In our case an "experiment" is a hypothetical alternative, and the fewer the hypothetical alternatives we have, the fewer preference comparisons need to be elicited from the group members. In this case study, a fivefactor, three-level D-optimal design matrix is used (Table 5 ) since there are five attributes each with three possible levels. The levels 1, 2, and 3 in Table 5 correspond to the utility values of 0, 50, and 100, respectively. Table 5 
also shows the corresponding numerical values (in parentheses) for each
What is the probability, P, it would take for you to choose the 2 nd non-guaranteed option?
attribute using the strength of preferences for individual #1. For instance, the utility value of 50 for individual #1 is a 1.85L Engine based on his strength of preference indicated in Step 2.
No. (Alt)
Factor 
Table 5 D-Optimal Experimental Design and Corresponding Attribute Values
As shown in Table 5 , there are 12 hypothetical alternatives that are used to construct the preference structure for Individual #1. Note that the hypothetical alternatives for the other individuals in the group will be different since their strength of preferences are different from Individual #1 as shown in Table  4 .
STEP 4: Calculate the Overall Value for Each Alternative
The value of each attribute as a function of attribute weight can be found using the normalized utility values for the hypothetical alternatives. The normalized utility values are based on the attribute level shown in Table 5 , where Level 1 = 0 utiles, Level 2 = 0.5 utiles, Level 3 = 1.0 utiles. Therefore, the values for each hypothetical alternative can be calculated, as shown in Table 6 . These values are used in the optimization formulation in the next step. Table 6 Values Equations for the Hypothetical Alternatives
STEP 5: Elicit and Aggregate Individuals' Preference Structure as an Optimization Problem
To apply optimization techniques, all the preference structures from each individual of the group are formulated into an optimization problem (general form is shown in Eqn. (5)) using the hypothetical alternatives in Table 6 . Since ordering all 12 hypothetical alternatives is difficult, each individual orders four alternatives at a time. Note that with more alternatives to be ordered, more preference constraints in Eqn. (5) are developed. If three alternatives are ordered at a time, we would have a total of 24 possible preferences pairs. If four alternatives are ordered, we would have 36 possible preferences pairs. Generally, we would like to get as many constraints as we can from an optimization perspective. However, some preferences may be redundant and will not provide any useful information and only increase the computational effort. Thus, an investigation of the relationship between the number of hypothetical alternatives, number of stated preference responses (equivalent and inequivalent), and the impact on the resulting alternative choice is part of the ongoing work.
The preference structures for the five group members are summarized in Table 7 , where f indicates "preferred to".
Again, note that the hypothetical alternatives are different for each individual. Alternative "A" for individual #1 may be different from alternative "A" for individual #2, as the hypothetical alternatives are generated based on the individuals' strength of preferences.
Individual
Preference Structures #1
Table 7 Hypothetical Alternatives Preference Structures for the Five Individuals
For each set of 4 hypothetical alternatives (e.g., A, B, C, D), there are 12 possible preference pairs:
If a group were in unanimous agreement in their preference assessments, we would only have six total preference pairs present. With 3 sets of 4 hypothetical alternatives in Table 5 , there are 36 total possible preference pairs. The preference structure for the individuals in the group shown in Table 7 has 32 of the possible 36 preference structure pairs, which provide 32 inequality constraints in the optimization formulation. Table  8 shows these 32 preference structure pairs. Note that there are no equality constraints in these preference structures.
By using the formulation given in Eqn. (5) and the values in Similarly, the remaining 30 constraints can be written in a similar format. The final constraint is to ensure that the sum of the weights is equal to one. The objective function for the optimization problem is the sum of all the constraint slack variables. and δ = 0.0001 to ensure inequality of the constraints in Eqn. (5) . 
3.8: STEP 6: Solve for the Attribute Weights
We solved the problem with p = 1 and p = 2 to study the effect of the parameter p. For this problem, the solutions were identical and the computational effort was the same. Using a number of different starting points, the unique solution set of weights was found to be [0.26, 0.23, 026, 0.17, 0.09] . Table 9 summarizes the final values of the 33 constraints and slack variables.
STEP 7: Evaluate the Solution and Make Decision
With the attribute weights from the previous section, the values for the original eight vehicle alternatives are shown in Table 6 . The preferred car clearly is Car #1 as shown in Table  10 . As only anecdotal evidence of the usefulness of this selection, in a separate exercise, 20 groups of 5 senior engineering students were also given these eight cars and told to collectively select one, and eighteen of the groups choose Car #1. Since it is assumed that a linear combination of attributes represents the value of an alternative (Eqn. 3), and because the domain of choice is discrete, many of the noted pitfalls of weighted sum approaches are avoided [36] .
There are few ways to determine the usability of the solution by studying the values of the constraints and slack variable in Table 9 . First, note that there are 17 non-zero slack variables. Of these 17, 16 correspond to conflicting pairs that can be identified in Table 8 . For instance, the constraint G AB has a slack variable, x AB , value of 0.1741, indicating that the preference A f B is not satisfied. In addition, for the constraint, G BA , the slack variable, x BA , is 0.0000, indicating that the preference B f A is satisfied. There are 16 of these pairs in Table 9 . Conflicting preferences are common in group decision making, and G-HEIM attempts to minimize these conflicts, as measured by the slack variables. 
Table 10 Selection Decision Results using HEIM
Another observation is that when a slack variable is nonzero, the corresponding constraint is active. This is expected if we observe the behavior of the inequality constraints in Eqn. (5) . The form of these constraints are again shown below.
If the constraint is active and the slack variable is non-zero, it indicates that the ( )
term is negative, since δ is a small positive number. However, this term is taken directly from the value constraint in Eqn. (4) , which must be positive to be satisfied. Thus, if a slack variable is positive, the decision maker's preference is not satisfied. If a slack variable is zero, the constraint is already satisfied and the ( )
term is positive indicating satisfaction of the decision maker's preference. The 17 th non-zero slack variable, x KJ , simply indicates that the preference K f J, which the entire group agrees upon, is not able to be satisfied.
CONCLUSIONS AND FUTURE WORK
Some observations and conclusions regarding the G-HEIM approach are made in this section.
The G-HEIM approach for group decision making introduced in this paper does not propose a way to get around some well known hurdles to group decision making, such as Arrow's Theorem. Instead, G-HEIM acknowledges Arrow's Theorem and uses slack variables to identify and minimize the conflicts in the group. In addition, G-HEIM aggregates information from individual preferences, as opposed to attribute weights or alternative values, as is common in other group decision making approaches. The group members do not have to specify precise attribute weights individually or as a group, easing the burden of the decision process and eliminating a typically challenging task in multiattribute decision making. Anecdotally, a number of group decision making approaches were used in a recent graduate level design course, and the most common complaint from the students was that it was difficult to come up with precise and accurate weights for the attributes in many of the approaches. When G-HEIM was used, the students expressed relief that the method itself determined the weights for them. In addition, the students stated that the weights found did indeed match, at least in order of magnitude and order of importance, their preferences toward the attributes. The case study in this paper has shown how G-HEIM aggregates individuals' preferences in group decision making. By using "slack" variables, the least-distance method in the G-HEIM reveals the source of the conflict in the group preferences, along with the most preferred group solution. In addition, for any non-zero slack variable that identifies inconsistency among the group members, the group may decide to go back and focus on these preference pairs and attempt to get consensus on them. If during a design process, a new attribute is identified, then G-HEIM has to be applied again to determine the strength of preference of the new attribute, as well as the new number of hypothetical alternatives. If a new alternative is identified that has attribute values outside the ranges of the existing alternatives, then G-HEIM has to be applied again to determine a new set of hypothetical alternatives and single attribute value functions. One interesting and important issue not captured in the current formulation is the number of group members that prefer one hypothetical alternative to another. In the case study, there were instances where all five of the members were in agreement, four of the five members were in agreement, and others where only three of the five members were in agreement. This consensus or lack thereof was not considered in the formulation. Future work will consider the possibility of including the notion of consensus or lack thereof directly in the formulation. In this case study, there were a number of inconsistent pairs and therefore, non-zero slack variables. Future work will also include determining what percentage of non-zero slack variables are reasonable or acceptable for the solution to be meaningful and useful.
