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Resumen
El modelado basado en agentes (ABM, Agent Based Modeling) es una te´cnica de modelado que esta´ siendo explotada con gran
e´xito en a´reas como la ecologı´a, ciencias sociales, economı´a, etc. Sin embargo, su uso como te´cnica de modelado en el campo de
la Automa´tica es ma´s bien testimonial. En este artı´culo mostramos co´mo se puede abordar el modelado basado en agentes desde el
punto de vista de la Ingenierı´a de Sistemas y Automa´tica y las particularidades que tiene como herramienta de modelado. Asimismo,
proponemos una descripcio´n matema´tica de los modelos basados en agentes que ilustramos con un par de ejemplos Copyright c©
2015 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El modelado basado en agentes (MBA) es una te´cnica de
modelado de sistemas complejos cuyo uso se ha incrementado
notablemente en las u´ltimas dos de´cadas como herramienta de
modelado en diferentes campos de aplicacio´n, desde las cien-
cias sociales, economı´a, ecologı´a, etc. Esta te´cnica se basa en
modelar los sistemas desde el punto de vista de los elemen-
tos que los componen; los agentes, y las relaciones entre ellos.
Una de las principales ventajas de esta te´cnica de modelado es
que existe una correspondencia directa entre los elementos en
el sistema y los elementos en el modelo, y las relaciones entre
ellos en el sistema y las relaciones entre elementos en el modelo
(Gala´n et al., 2009). Se trata pues de un proceso de modelado
de abajo hacia arriba, en el que las propiedades macrosco´picas
de los sistemas son consecuencia (emergen) de las relaciones
entre los agentes que forman el sistema, de forma opuesta a
las te´cnicas de modelado tradicionales basadas en para´metros
concentrados. Esta caracterı´stica permite estudiar los sistemas
desde el punto de vista de sus elementos constitutivos.
El modelado basado en agentes se basa, como su propio
nombre indica, en el modelado del sistema a partir de agentes.
No existe una deﬁnicio´n universalmente aceptada de agente.
Sin embargo, tomando como base (Macal and North, 2006),
se puede concluir que un agente serı´a un elemento individual
e identiﬁcable, con un conjunto de caracterı´sticas o atributos, y
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reglas que gobiernan su comportamiento y su capacidad de de-
cisio´n. Este agente estarı´a situado en un entorno con el que in-
teractu´a, adema´s de con otros agentes. Un te´rmino muy utiliza-
do tambie´n es el de sistema multi-agente (MAS, Multi-Agent
System), que, segu´n (Torsun, 1995), consiste en un conjunto de
agentes auto´nomos, heteroge´neos e independientes que viven
en un entorno, interactu´an con e´l y entre ellos, con sus propias
metas, capacidades y conocimiento. La aplicacio´n de los sis-
temas multi-agente puede hacerse atendiendo a diversos puntos
de vista (Luck et al., 2005), siendo los ma´s interesantes, des-
de el punto de vista de la Automa´tica, el estudio de los agentes
como origen de tecnologı´a (incluyendo te´cnicas y algoritmos
para tratar con interacciones en entornos dina´micos y abiertos)
y el uso de los agentes como simulacio´n (para representar sis-
temas dina´micos complejos). El modelado basado en agentes se
incluirı´a en esta u´ltima categorı´a.
El estudio de los sistemas multi-agente desde el punto de
vista del origen de tecnologı´a ha sido tratado desde la Ingenierı´a
de Sistemas por parte de numerosos investigadores: (Dong et al.,
2008), (Lo, 2012), (Innocenti et al., 2007), (Hu et al., 2013),
(Wen et al., 2013), (Yu and Wang, 2013), (Zhu, 2014), por citar
algunos, donde el intere´s principal es analizar las interacciones
y, en muchos casos, la sincronizacio´n de agentes, que pueden
ser desde simples robots hasta elementos coordinados de un sis-
tema de control.
Sin embargo, en este artı´culo queremos centrarnos en los
sistemas multi-agente desde el punto de vista del modelado
basado en agentes, que puede deﬁnirse como un me´todo com-
putacional que permite al investigador crear, analizar y expe-
. .U. Todos los derechos reserva
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rimentar con modelos compuestos de agentes que interactu´an
dentro de un entorno (Gilbert, 2008). Esta te´cnica de modela-
do se aplica de forma natural en aquellos sistemas que esta´n
compuestos a bajo nivel por multitud de elementos (modela-
dos como agentes) que interactu´an entre sı´ y con el entorno;
por ejemplo, en procesos biolo´gicos (fermentacio´n, depuracio´n,
etc.) donde se modeları´a a nivel de microorganismo (Pereda and
Zamarren˜o, 2011), en procesos quı´micos modelando a nivel de
mole´cula, procesos de cristalizacio´n (Wilensky, 2002), de di-
fusio´n (Wilensky, 2007), etc. Para todos estos procesos, existen
modelos de conocimiento o de primeros principios que se ob-
tienen a partir de balances de masa y energı´a principalmente
ası´ como de otra serie de relaciones empı´ricas o experimen-
tales cuyos resultados concuerdan con la realidad hasta cierto
punto, pero que en ocasiones carecen de una base teo´rica que
las sustente. No obstante, existen comparativas con otras te´cni-
cas de modelado como las basadas en dina´mica de sistemas
(Borshchev and Filippov, 2004), (Schieritz and Milling, 2003),
(Izquierdo et al., 2008) o directamente con modelos basados en
ecuaciones diferenciales (Van Dyke Parunak et al., 1998), (Rah-
mandad and Sterman, 2008) donde pueden verse las ventajas y
desventajas de cada enfoque ası´ como las razones para elegir
una u otra alternativa en funcio´n del sistema a modelar.
Con el modelado basado en agentes se modelan los ele-
mentos microsco´picos que constituyen el sistema ası´ como la
dina´mica de estos a partir del conocimiento que se dispone so-
bre su comportamiento y, como resultado de las interacciones
de los agentes, emerge un comportamiento macrosco´pico del
sistema que se valida sobre la realidad observable. Este concep-
to, el de emergencia, es clave en el modelado basado en agentes,
y se puede deﬁnir como la aparicio´n de patrones macrosco´pi-
cos estables a partir de las interacciones locales entre agentes.
Uno de los primeros modelos que ilustraron el feno´meno emer-
gente es el modelo Boids, desarrollado por (Reynolds, 1987)
para simular el comportamiento colectivo de una bandada de
pa´jaros.
Los modelos basados en agentes son modelos computacio-
nales cuyo ana´lisis debe hacerse a trave´s de simulacio´n. Actual-
mente se tienen diversas alternativas software (MASON (Luke
et al., 2003), Repast (Collier, 2003), Swarm (Minar et al., 1996),
NetLogo (Wilensky, 1999), etc.), pudiendo utilizarse tambie´n
lenguajes de programacio´n de propo´sito general, paquetes cien-
tı´ﬁcos especializados comoMatlab (MATLAB, 2010) o simples
hojas de ca´lculo para la creacio´n de este tipo de modelos.
En los primeros an˜os de aplicacio´n de esta te´cnica de mo-
delado no existı´a un esta´ndar para la descripcio´n de este tipo
de modelos que favoreciera su difusio´n en la comunidad in-
vestigadora. Hoy en dı´a, el esta´ndar ma´s extendido y asentado
es el protocolo ODD (Overview, Design concepts, and Details)
(Grimm et al., 2006). Su objetivo es estandarizar las descrip-
ciones de los modelos basados en agentes para hacer descrip-
ciones ma´s comprensibles y completas, reduciendo los proble-
mas de irreproducibilidad de los modelos. El protocolo ODD se
organiza en torno a tres componentes principales: Visio´n gene-
ral, Conceptos de disen˜o, y Detalles. Estas secciones, que deben
ser escritas en un determinado orden, abarcan siete elementos
que deben ser documentados con la suﬁciente profundidad y
claridad permitiendo que el modelo sea replicable por terceros:
Propo´sito, Entidades, Variables de estado y escalas, Visio´n del
proceso y planiﬁcacio´n, Conceptos de disen˜o, Inicializacio´n,
Datos de entrada, y Submodelos. Sus autores han continuado
publicando actualizaciones del protocolo con ejemplos de apli-
cacio´n (Grimm et al., 2010).
En este trabajo se aporta una visio´n desde la Ingenierı´a de
Sistemas para la representacio´n de modelos basados en agentes.
Este punto de vista proporciona un enfoque adecuado para la
representacio´n de los agentes, el entorno, y las relaciones de los
agentes con otros agentes, y agentes con el entorno, los cuales
conducen a comportamientos emergentes. Desde este punto de
vista, los agentes son sistemas dina´micos cuyos estados evolu-
cionan en el tiempo dentro de un dominio en el espacio de es-
tados, como resultado de las relaciones complejas entre agentes
y agentes con el entorno. Por lo tanto, el objetivo de este tra-
bajo es abordar el modelado basado en agentes desde el punto
de vista de la Ingenierı´a de Sistemas y Automa´tica y proponer
una representacio´n de modelos basados en agentes que facilite
ulteriores desarrollos.
El artı´culo esta´ estructurado de la siguiente manera. En esta
primera seccio´n se ha dado una panora´mica del modelado basa-
do en agentes, indicando sus caracterı´sticas y su relacio´n con el
a´rea de la Ingenierı´a de Sistemas y Automa´tica. En la seccio´n 2
se aborda la forma de representar este tipo de modelos de forma
que sea u´til como notacio´n general en el a´rea. En la seccio´n 3
se muestran un par de ejemplos sencillos de modelado basado
en agentes que ilustran la utilizacio´n de la notacio´n propuesta
y permiten centrarse en la dina´mica de los agentes. Por u´ltimo,
en la seccio´n 4 se presentan las principales conclusiones de este
trabajo.
2. Representacio´n de Modelos Basados en Agentes
La descripcio´n matema´tica de los modelos basados en agen-
tes no ha sido un tema muy estudiado aunque sı´ se pueden
encontrar algunos estudios relacionados. Por ejemplo, (Hinkel-
mann et al., 2010) proponen un complemento al protocolo ODD
consistente en una estructura algebraica para describir un mo-
delo basado en agentes como un sistema dina´mico usando fun-
ciones polino´micas. Con esta propuesta, la representacio´n mate-
ma´tica es ma´s precisa pero menos intuitiva y ma´s compleja
al estar basada en polinomios. En (Leombruni and Richiardi,
2005) se estudia co´mo a partir de la formulacio´n matema´tica
de la dina´mica de los agentes se puede determinar el compor-
tamiento macrosco´pico de las variables agregadas, pero sus au-
tores concluyen que su resolucio´n algebraica no es factible en
la pra´ctica. No obstante, aunque en estos y otros artı´culos apare-
cen formulaciones matema´ticas de los modelos basados en agen-
tes, o bien estas no son completas y generales, o bien no se
adaptan a las necesidades propias del campo de la Ingenierı´a de
Sistemas y Automa´tica.
El objetivo de la representacio´n propuesta en este trabajo es
acercar la te´cnica de modelado basado en agentes al campo de la
Ingenierı´a de Sistemas y Automa´tica. Puede ser considerada co-
mo un complemento al protocolo ODD, centrada en la descrip-
cio´n dina´mica de los estados. En este sentido, desde el punto de
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vista de la Ingenierı´a de Sistemas, los elementos principales del
protocolo ODD que describen la dina´mica vendrı´an recogidos
en Entidades, Variables de estado y escalas, y Submodelos. Para
facilitar una representacio´n no ambigua y ulteriores ana´lisis del
sistema, complementamos las descripciones textuales del pro-
tocolo ODD con una representacio´n matema´tica afı´n al a´rea.
La representacio´n propuesta se compone de una descripcio´n
matema´tica de los estados dina´micos de los agentes, un conjun-
to de relaciones funcionales entre los estados y los para´metros
que conducen a la dina´mica de los modelos, y una formulacio´n
de las funciones de salida que conduce a las variables agregadas
de intere´s en el modelo.
2.1. Descripcio´n matema´tica de los agentes
Un MBA se compone de una poblacio´n de agentes (agrupa-
dos en tipos o ’razas’, o de agentes todos del mismo tipo). En
el caso de haber varios tipos de agentes, estos los identiﬁcamos
con el ı´ndice j, que toma valores desde 1 al nu´mero total de
tipos (b).
Cada agente i j de tipo j tendra´ una serie de atributos dina´mi-
cos que deﬁnen su estado en cada instante y que puede ser re-
presentado mediante un vector de estados dina´micos x ji j (t) en el
instante de tiempo t. Para disponer de una notacio´n ma´s com-
pacta, todos los agentes del mismo tipo j se agrupan en una
matriz de vectores de estado X j(t).
Adema´s, los agentes pueden estar descritos por atributos
esta´ticos (invariables en el tiempo) que favorecen la hetero-
geneidad y que podemos representar con un vector p ji j . Estos
para´metros pueden inﬂuir en la dina´mica y el comportamiento
de los agentes.
En algunos modelos, el nu´mero de agentes n j podrı´a variar
durante la simulacio´n; esto se expresara´ como una dependen-
cia temporal: n j(t). Si el nu´mero de agentes es constante en el
modelo, esta dependencia temporal puede ser obviada.
En resumen, el estado de un agente en tiempo t se represen-
ta mediante el vector x ji j (t), siendo cada componente del vector
el valor de un atributo dina´mico del agente.
j = 1, ..., b identiﬁca el tipo de agente (raza)
i j = 1, ..., n j(t) identiﬁca el agente de tipo j
n j(t) es el nu´mero de agentes de tipo j en el instante t
x ji j (t) ∈ Rmj , mj es el nu´mero de estados para el tipo j
p ji j ∈ Rq j , q j es el nu´mero de para´metros para el tipo j
Como se ha indicado antes, para disponer de una notacio´n
ma´s compacta, podemos representar los estados del conjunto de
agentes de tipo j como X j(t) =
(
x j1(t) . . . x
j
in j (t)
(t)
)
donde X j(t) ∈
Mmj×n j(t)(R)
De forma similar, representamos los para´metros del con-
junto de agentes de tipo j como Pj =
(
p j1 . . . p
j
in j (t)
)
donde Pj ∈
Mqj×n j(t)(R)
Finalmente, el entorno en el que se desenvuelven los agentes
estara´ parametrizado de alguna forma (por ejemplo, las dimen-
siones del mundo en el que viven los agentes). Este conjunto
de para´metros que deﬁnen el entorno lo agrupamos en un vec-
tor α cuyos elementos tomara´n valores en un subespacio S de
R
l siendo l el nu´mero de para´metros con el que se deﬁne el
entorno. Es decir, el entorno vendra´ descrito como α ∈ S ⊂ Rl.
Por u´ltimo, en la Ingenierı´a de Sistemas, muchas veces nos
interesara´ considerar el modelo como un bloque que puede co-
nectarse con otros para formar un sistema ma´s grande, con lo
cual habra´ sen˜ales externas que afecten al comportamiento del
modelo. Estas sen˜ales externas las representaremos con el vec-
tor u ∈ RE , siendo E el nu´mero de entradas externas.
2.2. Me´todos dina´micos
La dina´mica del modelo a nivel macrosco´pico es conse-
cuencia de la dina´mica de los agentes a nivel microsco´pico.
La dina´mica de los agentes esta´ representada por la evolucio´n
de sus estados (atributos dina´micos) y es causada por la propia
evolucio´n del agente o por interacciones del agente con otros
agentes o con el entorno. Asimismo, los cambios de estado de
un agente pueden provenir de mu´ltiples causas por lo que pode-
mos descomponer la dina´mica en diversos me´todos (o submo-
delos en el esta´ndar ODD).
Es decir, un agente i j de raza j tiene una interaccio´n ’a’ con
otros agentes y/o con el entorno. Esta interaccio´n se expresa por
medio de un me´todo ’a’ que depende de los estados y para´me-
tros de todos los agentes (en general) y de los para´metros del
entorno. Esta interaccio´n puede originar un cambio en algunos
de los estados de los dema´s agentes, no solamente de e´l mis-
mo. Los me´todos tambie´n pueden representar una consecuencia
del paso del tiempo en vez de representar una interaccio´n; por
ejemplo, el incremento de edad de un agente.
Expresar en formulacio´n matema´tica estas interacciones no
es un tema trivial, debido a que las interacciones de unos agentes
pueden afectar a otros agentes.
Nosotros so´lo estamos interesados en las relaciones fun-
cionales entre estados y para´metros que se desprenden de estas
interacciones. En caso de requerirse una completa descripcio´n
formal de los me´todos, se deberı´a emplear una descripcio´n al-
gorı´tmica o utilizar algu´n lenguaje formal, como el lenguaje Z
(Potter et al., 1996).
Para tener en cuenta las mu´ltiples interacciones que pueden
suceder en cada periodo de tiempo, consideraremos tres pasos
ordenados que deben ejecutarse en cada instante t del modelo.
En primer lugar, se realiza una copia de la matriz de estados de
los agentes (Z j) y del nu´mero de agentes (c j) en el instante de
tiempo t (1).
{
Z j = X j(t); c j = n j(t)
}
(1)
donde j = 1, . . . , b.
Despue´s (2), los estados evolucionan como consecuencia de
la aplicacio´n de los me´todos, es decir, los estados de los agentes
se actualizan (F ji j,a j es el me´todo que representa la interaccio´n
a j causada por el agente i j de tipo j). Este procedimiento se
realiza sobre todos los agentes de tipo j y por cada me´todo de
cada tipo de agente.
{
Z¯k; k = 1, . . . , b
}
=F ji j,a j
({
Zk; k = 1, . . . , b
}
,{
Pk; k = 1, . . . , b
}
, u, α
) (2)
 M. Pereda et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 304–312 307
donde Z¯k ∈ Mmk×c¯k (R) son los nuevos estados modiﬁca-
dos de todos los agentes y c¯k ∈ N es el nuevo nu´mero de
agentes de tipo k como consecuencia de la aplicacio´n del me´to-
do. La ecuacio´n 2 debe aplicarse por cada posible interaccio´n
a j = 1, . . . , Aj donde Aj ∈ N es el nu´mero de interacciones
del tipo j, y sobre todos los agentes i j = 1, . . . , c j de cada tipo
j = 1, . . . , b. Por lo tanto, el nu´mero de veces que se aplica la
ecuacio´n 2 depende del nu´mero de agentes y del nu´mero de ac-
ciones que debe realizar cada uno. Despue´s de la ejecucio´n de
cada me´todo, es necesario actualizar los estados Zk = Z¯k y el
nu´mero de agentes ck = c¯k para tener en cuenta todas las posi-
bles interacciones (por ejemplo, la accio´n de un agente puede
modiﬁcar el estado de otro agente) y la creacio´n o destruc-
cio´n de agentes como consecuencia de estas acciones, antes de
aplicar el siguiente.
En la aplicacio´n de los procedimientos es importante que
el orden de aplicacio´n sobre los diversos agentes no sea siem-
pre el mismo (para evitar dar prioridades a unos agentes sobre
otros). Para ello, el software especializado en MBA, como Net-
Logo (Wilensky, 1999), trata al conjunto de agentes en orden
aleatorio; es decir, no los considera que este´n en un determina-
do orden.
Finalmente, una vez que se hayan aplicado todos los me´to-
dos, los estados en tiempo t+1 se actualizan basa´ndose en las
copias (3).
{
X j(t + 1) = Z¯ j; n j(t + 1) = c¯ j
}
(3)
donde j = 1, . . . , b.
2.3. Variables agregadas
En cada iteracio´n de la simulacio´n, se calculan las variables
agregadas y(t) que recogen el comportamiento global del mo-
delo. Estas variables se expresan por medio de relaciones entre
los estados de los agentes y los para´metros de los agentes y del
entorno.
Esta relacio´n funcional en el instante de tiempo t puede rela-
cionar tambie´n instantes de tiempo pasados, e incluso el valor
pasado de la variable agregada (como en un acumulador).
y(t) = g(y(t − 1),
{
X j(τ); j = 1, . . . , b; τ = 0, . . . , t
}
,{
Pj; j = 1, . . . , b
}
, α)
(4)
donde y(t) ∈ RS , siendo S el nu´mero de variables agre-
gadas.
2.4. Simulacio´n
La representacio´n propuesta en los apartados anteriores fa-
cilita una descripcio´n coherente con las herramientas disponi-
bles en el a´rea de la Ingenierı´a de Sistemas y Automa´tica. Asi-
mismo, esa descripcio´n es la base de la simulacio´n del sistema,
elemento principal de ana´lisis del sistema, ya que, en general,
los me´todos dina´micos representados por las funciones F ji j,a j
suelen ser demasiado complejos como para realizar ningu´n tipo
de ana´lisis matema´tico, eso sin tener en cuenta las mu´ltiples
Figura 1: Diagrama de ﬂujo de la simulacio´n MBA.
interacciones entre agentes. La simulacio´n del sistema MBA
consiste en un proceso tı´pico de inicializacio´n de variables (de
estado y para´metros), y aplicacio´n de las ecuaciones (1), (2), (3)
y (4) de forma iterativa hasta la condicio´n de ﬁnalizacio´n de la
simulacio´n. Este proceso esta´ representado en la ﬁgura 1.
3. Ejemplos
En esta seccio´n se presentan un par de ejemplos ilustrativos
descritos mediante la representacio´n de la seccio´n anterior. Se
han an˜adido algunos comentarios para clariﬁcar algunas parti-
cularidades que aparecen en los ejemplos.
3.1. Modelo de Segregacio´n de Schelling
Aunque no sea de intere´s directamente en el campo de la
Automa´tica, se ha elegido este primer ejemplo por su sencillez
y por razones histo´ricas, al ser uno de los primeros modelos
basados en agentes en las ciencias sociales.
En la de´cada de los 70, Thomas Schelling propuso un mo-
delo de poblacio´n sencillo para ilustrar co´mo, incluso con su-
posiciones mı´nimas sobre las preferencias vecinales de los in-
dividuos, una ciudad integrada evolucionarı´a a una ciudad se-
gregada, incluso cuando todos los individuos fueran partidarios
de la integracio´n. Schelling coloco´ monedas de centavo y 10
centavos en un tablero de ajedrez representando agentes de dos
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grupos de la sociedad y fue movie´ndolos de acuerdo a un con-
junto de reglas. El tablero representaba una ciudad, y cada casi-
lla del tablero una casa o vivienda. El vecindario de un agente
en una localizacio´n del tablero consistı´a en sus casillas adya-
centes. Las reglas determinaban la felicidad de cada agente en
su localizacio´n actual. Si el agente era infeliz, se moverı´a a otra
localizacio´n en el tablero.
Este modelo (Wilensky, 1997) aparece en la biblioteca de
ejemplos de NetLogo (Wilensky, 1999). Se trata de una ver-
sio´n del modelo de segregacio´n de Thomas Schelling, tambie´n
conocido como Schelling tipping model (Schelling, 1969).
En la implementacio´n de NetLogo (software en el cual los
agentes ba´sicos son representados como tortugas), los agentes
tortuga se diferencian en la caracterı´stica del color; es decir, te-
nemos tortugas rojas y tortugas verdes, pero el comportamien-
to de todos ellos es el mismo. Por lo tanto, haciendo uso de
la representacio´n propuesta, se va a deﬁnir un u´nico tipo de
agente, la tortuga, con tres estados: sus coordenadas en un en-
torno bidimensional (coordenada x, coordenada y) y un esta-
do de felicidad ( f eliz?), como se muestra en la tabla 1. Para
separar las tortugas en las dos grupos, rojas y verdes, se va
a utilizar el para´metro color. Ambos grupos de agentes con-
tara´n con un porcentaje de vecinos similares a ellos tal que
su estado sea de felicidad; esto se expresa con el para´metro
% − similar − deseado (tabla 2).
La aplicacio´n de la notacio´n propuesta da lugar a la descrip-
cio´n que se desarrolla en los siguientes apartados.
3.1.1. Descripcio´n de los agentes
Dado que solamente existe una raza de agente, b = 1 y
j = 1. El modelo estara´ compuesto de n1 agentes, cada uno
de los cuales (i1 = 1, ..., n1) estara´ deﬁnido por un vector de
estados x1i1 ∈ R3, donde
x1i1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
coordenada x
coordenada y
f eliz?
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
La matriz de vectores de estado del sistema vendra´ deﬁnida
como X1(t) =
(
x11 . . . x
1
n1
)
donde X1(t) ∈ M3×n1 (R)
Para una formulacio´n ma´s co´moda de los me´todos dina´mi-
cos, por conveniencia se realizan las particiones (x11(t), x
1
2(t), x
1
3(t))
de X1(t), que permiten la seleccio´n de cada estado de los agentes
de forma aislada, de tal forma que podemos expresar la matriz
de estados como
X1(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11(t)
x12(t)
x13(t)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
donde x11(t), . . . , x
1
3(t) ∈ M1×n1 (R).
De igual forma, cada agente (i1 = 1, . . . , n1) esta´ deﬁnido
por un vector de para´metros p1i1 ∈ R2, el cual esta´ compuesto
por
p1i1 =
(
color
% − similar − deseado
)
Al igual que con los estados, podemos expresar los para´me-
tros de todos los agentes agrupa´ndolos en una matriz P1 =(
p11 . . . p
1
n1
)
donde P1 ∈ M2×n1 (R) y realizar una particio´n de
dicha matriz para seleccionar de forma conjunta (sobre todos
los agentes) cada para´metro,
P1 =
(
p11
p12
)
donde p11, p
1
2 ∈ M1×n1 (R).
Finalmente, el entorno en el que se mueven los agentes
esta´ representado por un mundo bidimensional (α ∈ R2),
α =
(
numero − celdas − ancho
numero − celdas − alto
)
3.1.2. Me´todos dina´micos
En este modelo se tiene un u´nico me´todo (F1i1,1) para cada
agente en el instante t. En el caso de NetLogo, se modela el
comportamiento de dos tipos de tortugas en una laguna mı´tica.
Las tortugas de color rojo y las tortugas de color verde se llevan
bien entre sı´. Pero cada tortuga quiere asegurarse de que vive
cerca (medido a partir de sus coordenadas x11, x
1
2) de alguna de
’las suyas’ (indicado por el para´metro de color p11); es decir, ca-
da tortuga roja quiere vivir cerca de, al menos, algunas (medido
por el para´metro%-similar-deseado; p12) tortugas rojas, y cada
tortuga verde quiere vivir cerca de al menos algunas (medido
por p12) tortugas verdes. Si las tortugas no tienen los suﬁcientes
(comparado con p12) vecinos del mismo color que ellas (indi-
cado por p11), son infelices (indicado por el estado x
1
3), y por
lo tanto saltara´n a una celda cercana (nuevo valor de los esta-
dos x11, x
1
2) dentro de los lı´mites del entorno (deﬁnido por α). Si
son felices (indicado por x13), no hara´n nada. La simulacio´n se
detiene cuando todas las tortugas son felices.
Por lo tanto, y teniendo en cuenta que el nu´mero de agentes
es constante siempre, podemos aplicar (1), que para este caso
particular se reducirı´a a
Z1 = X1(t) (5)
De forma equivalente a las particiones realizadas sobre la
matriz de estados, las realizamos sobre las copias Z1 y Z¯1
Z1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z11
z12
z13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ Z¯1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z¯11
z¯12
z¯13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
donde z11, . . . , z
1
3 ∈ M1×n1 (R) y z¯11, . . . , z¯13 ∈ M1×n1 (R).
Aplicamos (2) teniendo en cuenta la descripcio´n del com-
portamiento de los agentes, que se puede representar en un u´nico
me´todo,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z¯11
z¯12
z¯13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = F1i1 (z11, z12, z13, p11, p12, α) (6)
que se debe aplicar sobre cada agente i1 = 1, ..., n1.
Finalmente, aplicamos (3) para actualizar los estados del
sistema en el siguiente instante de tiempo.
X1(t + 1) = Z¯1 (7)
3.1.3. Variables agregadas
En este modelo se calculan dos variables agregadas, por lo
que el vector y(t) es bidimensional (y(t) ∈ R2).
La primera variable agregada y1(t) es la media del porcenta-
je de tortugas similares en el vecindario de cada tortuga, lo cual
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Tabla 1: Estados de las tortugas
Tipo de agente Estado Descripcio´n
Tortuga coordenada x coordenada x de la celda en la que el agente esta´ posicionado en el entorno
Tortuga coordenada y coordenada y de la celda en la que el agente esta´ posicionado en el entorno
Tortuga f eliz? (variable booleana) verdadero si un porcentaje (%-similar-deseado) igual o mayor de los
vecinos de esa tortuga son del mismo color que ella
Tabla 2: Para´metros
Tipo de agente Para´metro Descripcio´n
Tortuga color el color de las tortugas puede ser rojo o verde
Tortuga % − similar − deseado porcentaje de tortugas del mismo color que cada tortuga desea en su vecindario
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Figura 2: Evolucio´n de las posiciones de 4 tortugas.
depende de las coordenadas de los agentes (x11(t), x
1
2(t)) y el
para´metro color (p11), lo cual expresamos con la ecuacio´n
y1(t) = g1(x11(t), x
1
2(t), p
1
1) (8)
La segunda variable agregada, y2(t), sera´ el porcentaje de
tortugas infelices en relacio´n al nu´mero total de tortugas, para
lo cual necesitamos el estado de felicidad de todas las tortugas
(x13(t)), lo que expresaremos con la ecuacio´n
y2(t) = g2(x13(t)) (9)
3.1.4. Simulacio´n
Para visualizar el comportamiento dina´mico del modelo pre-
sentado en las secciones anteriores, vamos a realizar una simu-
lacio´n con 800 tortugas (400 verdes y 400 rojas), siendo el
para´metro % − similar − deseado=62% para todas las tortu-
gas. Como ejemplo, la evolucio´n dina´mica de los estados de
4 tortugas elegidas al azar se muestra en las ﬁguras 2 y 3. En
estas ﬁguras se puede ver el comportamiento dina´mico de las
tortugas segu´n se mueven por el entorno en busca de sus ob-
jetivos ası´ como la evolucio´n dina´mica del estado de felicidad
que va pasando por un transitorio hasta que todas las tortugas
son felices en el estacionario.
3.2. Modelo de calor en una habitacio´n
Se ha elegido un segundo ejemplo, tambie´n sencillo, pero
con mayor relacio´n con la Automa´tica, donde adema´s se puede
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
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Figura 3: Evolucio´n del estado feliz? de 4 tortugas.
ver que un modelo basado en agentes podrı´a ser utilizado tam-
bie´n como base para el ana´lisis y disen˜o de reguladores.
Se ha tomado como base un modelo de la librerı´a de NetLo-
go, un modelo (Wilensky, 1998) que simula el funcionamiento
de un termostato ubicado en una habitacio´n con una fuente de
calor controlada. La distribucio´n de calor en la habitacio´n se
simula mediante agentes (bolas de calor) que se mueven por
una habitacio´n bidimensional segu´n una reglas determinadas.
El modelo no trata de ser fı´sicamente realista, sino que pretende
servir de ejemplo sencillo con el que mostrar las posibilidades
del modelado basado en agentes. Hemos modiﬁcado el modelo
original en dos aspectos: incorporacio´n de una dina´mica ma´s
realista (primer orden) en la respuesta del termostato, y posibi-
lidad de desconectar el termostato para poder centrarnos en la
dina´mica del modelo en lazo abierto (Pereda and Zamarren˜o,
2014).
Haciendo uso de la representacio´n propuesta, se deﬁne un
tipo de agente que denominaremos bolas de calor. Las bolas
de calor son agentes mo´viles deﬁnidos por tres estados; sus
dos coordenadas en un entorno bidimensional (coordenada x,
coordenada y) y su direccio´n (direccion) (tabla 3).
3.2.1. Descripcio´n de los agentes
En este modelo, como se ha expuesto anteriormente, ten-
dremos un tipo de agente: bolas de calor; j = 1. Su estado
dina´mico viene deﬁnido por sus coordenadas y por su direccio´n
de movimiento, por lo que x1i1 ∈ R3 donde i1 = 1, ..., n1(t), sien-
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Tabla 3: Estados de los agentes para el modelo de calor
Tipo de agente Estado Descripcio´n
Bola de calor coordenada x coordenada x de la bola de
calor
Bola de calor coordenada y coordenada y de la bola de
calor
Bola de calor direccion direccio´n de movimiento
do n1(t) el nu´mero total de bolas de calor. El nu´mero de agentes
puede variar a lo largo del tiempo debido a la generacio´n de
nuevos agentes (creados por la fuente de calor) y a la desapari-
cio´n de los mismos (por su dispersio´n fuera del entorno de la
habitacio´n). El vector de estados de cada bola de calor serı´a,
por tanto,
x1i1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
coordenada x
coordenada y
direccion
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Por comodidad, agrupamos todos los estados de todas las
bolas de calor en una matriz de estados X1(t) ∈ M3×n1 (R), for-
mado por X1(t) =
(
x11 . . . x
1
n1(t)
)
.
Para facilitar el acceso a cada estado de todos los agentes,
podemos deﬁnir una particio´n de dicha matriz,
X1(t) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11(t)
x12(t)
x13(t)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
donde x11(t), x
1
2(t), x
1
3(t) ∈ M1×n1(t)(R).
Tambie´n debemos parametrizar el entorno. El entorno ven-
dra´ caracterizado por las dimensiones de la habitacio´n (supone-
mos un entorno bidimensional), la calidad del aislamiento de las
paredes, y las dimensiones y posicio´n del termostato. Supone-
mos asimismo que la fuente de calor se encuentra ﬁja en el cen-
tro de la habitacio´n. Por lo tanto, el entorno vendra´ deﬁnido por
un vector α ∈ R7 expresado como
α =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ancho − habitacion
alto − habitacion
aislamiento − paredes
ancho − termostato
alto − termostato
posX − termostato
posY − termostato
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Finalmente, la sen˜al externa podemos considerarla como
una potencia u ∈ R que provocara´ la aparicio´n de nuevas bolas
de calor.
3.2.2. Me´todos dina´micos
Los agentes bolas de calor tienen un comportamiento que
provoca su desplazamiento por el entorno.
Para establecer la descripcio´n dina´mica del comportamien-
to, aplicamos (1) para operar con las copias de los estados en
el instante de tiempo t, teniendo en cuenta que el nu´mero de
agentes es variable.
{
Z1 = X1(t); c1 = n1(t)
}
(10)
Para aplicar (2), en primer lugar, realizamos una particio´n
Z1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z11
z12
z13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
donde z11, . . . , z
1
3 ∈ M1×c1 (R).
La ecuacio´n dina´mica de los estados de las bolas de calor
consiste en el comportamiento dina´mico del desplazamiento
de las bolas de calor. Este movimiento es muy simple. Las
bolas de calor realizan un desplazamiento unitario en una di-
reccio´n dada, lo que provoca un cambio de z11, z
1
2 a z¯
1
1, z¯
1
2.
En caso de alcanzar los lı´mites de la habitacio´n (indicado por
α1, α2) las bolas de calor podra´n rebotar hacia el interior de la
habitacio´n (cambiando la direccio´n z13 a un nuevo valor z¯
1
3) o
bien seguir desplaza´ndose hacia fuera efectivamente desapare-
ciendo (modiﬁca´ndose el nu´mero de agentes, de c1 a c¯1 y las
dimensiones de Z¯1) en funcio´n de una probabilidad relaciona-
da con el aislamiento de las paredes (α3). Asimismo, pueden
aparecer nuevos agentes generados por la fuente de calor; el
nu´mero de nuevos agentes generados dependera´ del valor de la
sen˜al externa u y provocara´ la modiﬁcacio´n de c1 a c¯1 y las di-
mensiones de Z¯1. Esta dependencia funcional se expresa como
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
z¯11
z¯12
z¯13
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = F1i1,1(z11, z12, z13, u, α1, α2, α3) (11)
Finalmente, aplicamos (3) para actualizar los estados del
sistema en el siguiente instante de tiempo.
{
X1(t + 1) = Z¯1; n1(t + 1) = c¯1
}
(12)
3.2.3. Variables agregadas
Para estimar la temperatura medida por el sensor del ter-
mostato, supondremos una dina´mica de primer orden en el pro-
pio sensor y realizaremos una contribucio´n proporcional al nu´-
mero de bolas de calor localizadas sobre la superﬁcie del ter-
mostato (a mayor densidad de bolas de calor, mayor temperatu-
ra en la habitacio´n). Por lo tanto, esta variable agregada (y(t) ∈
R), temperatura, dependera´ de su valor anterior (y(t − 1)), de
la posicio´n de las bolas de calor (x11(t), x
1
2(t)), y de la posicio´n
(α6, α7) y dimensiones (α4, α5) del termostato. Esta dependen-
cia funcional se expresa en la siguiente ecuacio´n.
y(t) = g(y(t − 1), x11(t), x12(t), α4, α5, α6, α7) (13)
3.2.4. Simulacio´n
Se simulo´ el modelo con una temperatura inicial en la habi-
tacio´n de 20 oC (lo que corresponde con un determinado nu´mero
de bolas de calor que son distribuidas aleatoriamente por la
habitacio´n). Si nos ﬁjamos en el comportamiento de tres de es-
tos agentes, podemos ver la evolucio´n de sus estados durante
los primeros instantes de simulacio´n: en la ﬁgura 4 se mues-
tra su posicio´n a lo largo del tiempo y en la ﬁgura 5 se puede
ver la direccio´n en grados donde se aprecia el cambio de di-
reccio´n que han sufrido los tres agentes en el momento que
chocaron contra la pared. Si no ponemos ningu´n controlador
(ni fuente de calor) podrı´amos ver (ﬁgura 6) que la temperatu-
ra en la habitacio´n (variable agregada) va disminuyendo a lo
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Figura 4: Evolucio´n de la posicio´n de los agentes.
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Figura 5: Evolucio´n de la direccio´n a lo largo del tiempo.
largo del tiempo ya que no hay creacio´n de nuevos agentes y
eventualmente los agentes existentes van traspasando la pared
y desapareciendo en funcio´n del para´metro de aislamiento.
Si activamos un controlador sencillo todo/nada, estarı´amos
conﬁgurando un lazo de regulacio´n como se ve en la ﬁgura 7
donde el modelo basado en agentes ha sido integrado como pro-
ceso a controlar. En este caso, la simulacio´n arroja el resultado
mostrado en la ﬁgura 8 ya que cada vez que el controlador acti-
va la fuente de calor, aparecen nuevos agentes que provocan el
incremento de la temperatura.
4. Conclusiones
En este trabajo se ha expuesto el modelado basado en agentes
como estrategia de modelado va´lida para determinado tipo de
sistemas donde su comportamiento a alto nivel es resultado de
las interacciones de elementos de bajo nivel (representados co-
mo agentes). Se ha abordado el tema de la representacio´n desde
el enfoque de la Ingenierı´a de Sistemas poniendo el e´nfasis en el
comportamiento dina´mico de los agentes fruto de la evolucio´n
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Figura 6: Evolucio´n de la temperatura (variable agregada) a lo largo del tiempo,
sin fuente de calor.
Figura 7: Lazo de control del modelo basado en agentes.
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Figura 8: Evolucio´n de la temperatura (variable agregada) a lo largo del tiempo
en modo controlado.
temporal de sus estados. La representacio´n que se propone no
pretende sustituir al actual protocolo ODD, sino complemen-
tarlo, sobre todo para su uso en el campo de la ingenierı´a de
sistemas y automa´tica. En este trabajo se han presentado un par
ejemplos ilustrativos sencillos de esta te´cnica.
English Summary
Agent-Based Modelling: an Approach from the Systems
Engineering.
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Agent-Based Modelling (ABM) is a modelling technique
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