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Abstract
We investigate the local deformation space of 3-dimensional cone-
manifold structures of constant curvature κ ∈ {−1, 0, 1} and cone-
angles≤ π. Under this assumption on the cone-angles the singular
locus will be a trivalent graph. In the hyperbolic and the spher-
ical case our main result is a vanishing theorem for the first L2-
cohomology group of the smooth part of the cone-manifold with
coefficients in the flat bundle of infinitesimal isometries. We con-
clude local rigidity from this. In the Euclidean case we prove that
the first L2-cohomology group of the smooth part with coefficients
in the flat tangent bundle is represented by parallel forms.
1 Introduction
A 3-dimensional cone-manifold is a 3-manifold C equipped with a singu-
lar geometric structure. More precisely, C carries a length metric, which
is in the complement of an embedded geodesic graph Σ induced by a
smooth Riemannian metric of constant sectional curvature κ ∈ R. Σ is
called the singular locus and M = C \Σ the smooth part of C. Neigh-
bourhoods of singular points are modelled on cones of curvature κ over
2-dimensional cone-manifolds diffeomorphic to S2. One associates with
each edge contained in Σ the so-called cone-angle, which is a positive
real number. If all cone-angles are ≤ π, then a connected component of
Σ is either a (connected) trivalent graph or a circle.
3-dimensional cone-manifolds arise naturally in the geometrization
of 3-dimensional orbifolds, cf. [Thu]. The concept of cone-manifold can
be viewed as a generalization of the concept of geometric orbifold, where
the cone-angles are no longer restricted to the set of orbifold-angles,
which are rational multiples of π.
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The deformation space of cone-manifold structures on a given cone-
3-manifold C with fixed topological type (C,Σ) plays a significant role in
the proof of the Orbifold Theorem, which has recently been completed
by M. Boileau, B. Leeb and J. Porti, cf. [BLP1] and [BLP2]. The proof
of the Orbifold Theorem in the general case requires the analysis of cone-
manifold structures with cone-angles ≤ π, where the singular locus is
allowed to have trivalent vertices. The case, where the singular locus is
a union of circle components, i.e. a link in C, has earlier been settled
by M. Boileau and J. Porti, cf. [BP].
In this article we investigate local properties of the deformation space
of cone-manifold structures with cone-angles ≤ π. We consider the
general case under this cone-angle restriction, where trivalent vertices
are allowed. In particular we prove local rigidity in the spherical and in
the hyperbolic case.
In the hyperbolic case there are some important results known.
There is on the one hand Garland-Weil local rigidity (cf. [Gar]), which
applies in any dimension ≥ 3 to the space of complete, finite-volume
hyperbolic structures on a given hyperbolic manifold. On the other
hand, C. Hodgson and S. Kerckhoff proved a local rigidity result for
3-dimensional hyperbolic cone-manifolds, cf. [HK]. Their proof applies
to the case, where the singular locus Σ is a link in C, but where the
cone-angles are allowed to be ≤ 2π.
Our main technical result is a vanishing theorem for L2-cohomology
on the smooth part M of the cone-manifold C with coefficients in the
flat vector-bundle of infinitesimal isometries. L2-cohomology is by def-
inition the cohomology of the subcomplex of the de-Rham complex,
which consists of those forms ω such that ω and dω are L2-bounded.
Theorem 1.1 Let C be a 3-dimensional cone-manifold of curvature
κ ∈ {−1, 0, 1} with cone-angles ≤ π. Let (E ,∇E ) be the vector-bundle
of infinitesimal isometries of M = C \ Σ with its natural flat connec-
tion. In the Euclidean case let Etrans ⊂ E be the parallel subbundle of
infinitesimal translations. Then in the hyperbolic and the spherical case
H1L2(M, E) = 0 ,
while in the Euclidean case
H1L2(M, Etrans) ∼= {ω ∈ Ω1(M, Etrans) |∇ω = 0} .
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The proof of this theorem is analytic in nature. The main difficulty is
caused by the non-completeness of the metric onM . On a complete Rie-
mannian manifold the Hodge-Laplace operator on differential forms is
known to be essentially selfadjoint, cf. [BL1] and the references therein.
This is something we cannot expect to hold here.
On the other hand, the fact that the singularities of the metric are of
iterated cone type allows us to apply separation of variables techniques.
This has already been explored by J. Cheeger, cf. [Ch1].
One main ingredient is a Hodge-theorem for cone-manifolds, which
allows us to identify L2-cohomology spaces with the kernel of a certain
selfadjoint extension of the Laplacian on forms. The second one is a
Bochner-Weitzenbo¨ck formula for the Laplacian on 1-forms with values
in the flat vector-bundle E , resp. the parallel subbundle Etrans ⊂ E in
the Euclidean case.
The essence of the Bochner technique is that the Weitzenbo¨ck for-
mula may be used to bound the Laplacian on compactly supported
1-forms from below: 〈∆ω, ω〉L2 ≥ C 〈ω, ω〉L2 for all ω ∈ Ω1cp(M, E) and
some C > 0. If we can show that this lower bound extends to hold
for the selfadjoint extension given to us by the Hodge-theorem, we can
conclude H1(M, E) = 0. In the Euclidean case, where one does not get
a positive lower bound, one has to vary this argument a little.
In the complete, finite-volume case this settles everything in view of
the essential selfadjointness of the Hodge-Laplacian (cf. [Gar]). In our
case it requires a more detailed study of the selfadjoint extensions of the
Hodge-Laplacian. Here we use techniques introduced by J. Bru¨ning and
R. Seeley, cf. [BS], along with some basic functional analytic properties
of the de-Rham complex presented in a very convenient form in [BL1].
In the hyperbolic and in the spherical case we may conclude local
rigidity from this; let us now briefly discuss the results:
If Σ ⊂ C is the singular locus, for ε > 0 let Uε(Σ) be the smooth part
of the ε-tube of Σ in C, i.e. Uε(Σ) = Bε(Σ) ∩M . Let Mε =M \Uε(Σ),
which is topologically a manifold with boundary. Let µi be the meridian
curve around the i-th edge of Σ.
In the hyperbolic case, the holonomy representation of the smooth,
but incomplete hyperbolic structure on M lifts to a representation
hol : π1M −→ I˜som+H3 = SL2(C) .
Let R(π1M,SL2(C)) denote the set of representations of π1M in SL2(C)
equipped with the compact-open topology. The set-theoretic quotient of
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R(π1M,SL2(C)) by the conjugation action of SL2(C) equipped with the
quotient topology is denoted by X(π1M,SL2(C)). For a representation
ρ ∈ R(π1M,SL2(C)) let tµi(ρ) = tr ρ(µi). Clearly the functions tµi are
invariant under conjugation and descend to X(π1M,SL2(C)).
The above defined spaces may be badly behaved in general, but near
the holonomy representation of a hyperbolic cone-manifold structure we
can establish smoothness and the following parametrization:
Theorem 1.2 Let C be a hyperbolic cone-3-manifold with cone-angles
≤ π. Let {µ1, . . . , µN} be the family of meridians, where N is the
number of edges contained in Σ. Then the map
X(π1M,SL2(C))→ CN , χ 7→ (tµ1(χ), . . . , tµN (χ))
is locally biholomorphic near χ = [hol].
The quotient space X(π1M,SL2(C)) may be considered, at least lo-
cally, as the deformation space of hyperbolic structures on M . Hyper-
bolic cone-manifold structures correspond to representations, where the
meridians µi map to elliptic elements in SL2(C). Therefore the previous
theorem implies local rigidity in the following strong sense:
Corollary 1.3 (local rigidity) Let C be a hyperbolic cone-3-manifold
with cone-angles ≤ π. Then the set of cone-angles {α1, . . . , αN}, where
N is the number of edges contained in Σ, provides a local parametriza-
tion of the space of hyperbolic cone-manifold structures near the given
structure on M . In particular, there are no deformations leaving the
cone-angles fixed.
In the spherical case, the holonomy representation of the smooth, but
incomplete spherical structure on M lifts to a product representation
hol = (hol1,hol2) : π1M −→ I˜som+S3 = SU(2) × SU(2) .
Again for a representation ρ ∈ R(π1M,SU(2)) we set tµi(ρ) = tr ρ(µi).
As above, the functions tµi are invariant under conjugation and descend
to X(π1M,SU(2)).
Following [Por] we will say that a cone-3-manifold C is Seifert fibered
if C carries a Seifert fibration such that the components of Σ are leaves
of the fibration. In particular Σ is a link and M = C \ Σ is a Seifert
fibered 3-manifold. In the statement of the following result we have to
include the additional hypothesis “C not Seifert fibered” to ensure that
the representations holi : π1M → SU(2) are non-abelian.
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Theorem 1.4 Let C be a spherical cone-3-manifold with cone-angles
≤ π, which is not Seifert fibered. Let {µi, . . . , µN} be the family of
meridians, where N is the number of edges contained in Σ. Then the
map
X(π1M,SU(2))→ RN , χi 7→ (tµ1(χi), . . . , tµN (χi))
is a local diffeomorphism near χi = [holi] for i ∈ {1, 2}.
As in the hyperbolic case we conclude local rigidity from this:
Corollary 1.5 (local rigidity) Let C be a spherical cone-3-manifold
with cone-angles ≤ π, which is not Seifert fibered. Then the set of cone-
angles {α1, . . . , αN}, where N is the number of edges contained in Σ,
provides a local parametrization of the space of spherical cone-manifold
structures near the given structure on M . In particular, there are no
deformations leaving the cone-angles fixed.
The geometric significance of the cohomological result in the Euclidean
case is subject to further investigation.
The results of this article are contained in my doctoral thesis. I would
like to thank Bernhard Leeb, my thesis advisor, for his support and
encouragement. I am indebted to Joan Porti for answering many of my
questions concerning representation varieties and related things. Fur-
thermore, I would like to thank Daniel Grieser for explaining various
aspects of analysis on singular manifolds to me.
2 Cone-manifolds
For κ ∈ R let snκ and csκ be the unique solutions of the ODE
f ′′(r) + κf(r) = 0
subject to the initital conditions
snκ(0) = 0 and sn
′
κ(0) = 1
csκ(0) = 1 and cs
′
κ(0) = 0 .
If (N, gN ) is a Riemannian manifold we define for κ ∈ R and ε > 0 (and
ε < π/
√
κ if κ > 0) the ε-truncated κ-cone over N to be the space
coneκ,(0,ε)N = (0, ε) ×N
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equipped with the Riemannian metric
g = dr2 + sn2κ(r)g
N .
A cone-surface S of curvature κ ∈ R is a compact, oriented sur-
face which carries a length metric with the property that there are a
finite number of points {x1, . . . , xk} ⊂ S (the cone-points) and numbers
{α1, . . . , αk} ⊂ Rk+ (the cone-angles), such that N = S \ {x1, . . . , xk}
is a smooth Riemannian manifold of curvature κ and furthermore the
smooth part of the ε-ball around each cone-point Uε(xi) = Bε(xi) ∩N
is isometric to the κ-cone over the circle of length αi.
We will also use the notation intS = S \{x1, . . . , xk} for the smooth
part of a cone-surface S. For κ ∈ {−1, 0, 1} we will call S respectively
hyperbolic, Euclidean or spherical. Let us call the homeomorphism type
of (S, {x1, . . . , xk}) the topological type of S.
Using a version of the Gauss-Bonnet theorem for cone-surfaces, it is
easy to classify the spherical cone-surfaces S with cone-angles ≤ π. The
underlying space has to be S2 and there are two types:
S =
{
S2(α, β, γ) or
S2(α,α) .
S2(α, β, γ) is the double of a spherical triangle with angles α/2, β/2, γ/2.
S2(α,α) is the double of a spherical bigon with angles α/2, α/2. Spheri-
cal cone-surfaces with cone-angles ≤ π are rigid, i.e. they are determined
up to isometry by the topological type and the set of cone-angles.
A cone-3-manifold C of curvature κ ∈ R is a compact, oriented 3-
manifold which carries a length metric with the property that there is
a distinguished subset Σ ⊂ C (the singular locus) such that M = C \Σ
is a smooth Riemannian manifold of curvature κ and furthermore the
smooth part of the ε-ball around each singular point Uε(x) = Bε(x)∩M
is isometric to the κ-cone over intSx for a spherical cone-surface Sx.
We will also use the notation intC = C \ Σ for the smooth part
of a cone-3-manifold C. For κ ∈ {−1, 0, 1} we will call C respectively
hyperbolic, Euclidean or spherical. Let us call the homeomorphism type
of (C,Σ) the topological type of C.
If x ∈ Σ is a singular point then we call Sx the link of x in C. The
hypothesis that the underlying space C is a manifold implies that the
links of singular points are cone-surfaces with underlying space S2. If
the cone-angles are ≤ π we in particular obtain that links of singular
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points are either S2(α, β, γ) or S2(α,α). This implies that the singular
locus Σ is a trivalent graph embedded geodesically into C.
Cone-manifolds with cone-angles ≤ 2π satisfy a lower curvature
bound in the triangle comparison sense and may be studied from a
synthetic point of view. This is pursued in [BLP2].
Foundational material on the geometry of 2- and 3-dimensional cone-
manifolds as well as an outline of the authors’ approach to the Orbifold
Theorem is contained in [CHK].
3 Analysis on cone-manifolds
By analysis on a cone-manifold C we mean analysis on M = C \Σ, the
smooth part of C. M is a smooth Riemannian manifold, but incomplete
if Σ is nonempty. This causes the main difficulties here.
In this chapter we discuss some functional analytic properties of dif-
ferential operators on noncompact manifolds. In contrast to the com-
pact situation one has to distinguish more carefully between a differen-
tial operator acting on smooth, compactly supported sections of some
vector-bundle and its closed realizations as an unbounded operator on
the Hilbert space of L2-sections.
3.1 Differential operators on noncompact manifolds
Let (M,g) be a Riemannian manifold (possibly noncompact, possibly
incomplete) and let (E , hE ), (F , hF ) be hermitian vector-bundles over
M . The naturally associated L2-spaces L2(E), resp. L2(F) depend on
the quasi-isometry classes of the metrics g and hE , resp. hF .
We consider a differential operator P acting on sections of E as
an unbounded, densely defined operator with domain the compactly
supported sections:
P : L2(E) ⊃ domP = C∞cp (E) −→ L2(F).
The formal adjoint of a differential operator P
P t : L2(F) ⊃ domP t = C∞cp (F) −→ L2(E)
is uniquely defined by the relation 〈Ps, t〉 = 〈s, P tt〉 to hold for all
s ∈ C∞cp (E) and t ∈ C∞cp (F) . P t is again a differential operator, hence
densely defined. P is said to be symmetric (or formally selfadjoint) if
E = F and 〈Ps, t〉 = 〈s, P t〉 for all s, t ∈ C∞cp (E).
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The formal adjoint is not to be confused with the adjoint P ∗ in
the sense of unbounded operator theory. The domain of P ∗ is given as
follows:
domP ∗ = {s ∈ L2(F)|u 7→ 〈Pu, s〉 bounded for u ∈ domP}.
Since P is densely defined there is a unique t ∈ L2(E) such that 〈Pu, s〉 =
〈u, t〉 holds for all u ∈ domP . Then let P ∗s = t by definition. P ∗ is a
closed operator. Recall that a linear operator A is called (graph-)closed
if domA equipped with the graph norm ‖x‖A = (‖x‖2 + ‖Ax‖2) 12 is
complete.
P ∗ obviously extends P t (which we as usual denote by P t ⊂ P ∗), in
particular P ∗ is densely defined. Note that P is symmetric if and only
if P ⊂ P ∗. A natural question to ask is if P admits closed extensions,
and this is in fact always the case. Define
Pmax = (P
t)∗
and
Pmin = P
∗∗.
P ∗∗ is well-defined since P ∗ is densely defined. P ∗∗ then equals P , the
(graph-)closure of P , i.e. the domain of Pmin can be characterized as
follows:
domPmin ={s ∈ L2(E)|∃(sn)n∈N ⊂ domP such that sn → s in L2(E)
and (Psn)n∈N is a Cauchy sequence in L
2(F)} ,
and Pmin(s) = limn→∞ Psn.
We say that Ps = t in the distributional sense if 〈s, P tu〉 = 〈t, u〉
holds for all u ∈ C∞cp (F). The domain of Pmax may then be written as:
domPmax = {s ∈ L2(E)|Ps ∈ L2(F)} ,
and Pmax(s) = Ps in the distributional sense. Clearly Pmin ⊂ Pmax
and both are closed extensions of P . Pmax is maximal with respect to
having C∞cp (F) in the domain of its adjoint, i.e. P ∗max still extends P t.
If P is symmetric we ask for selfadjoint extensions. Recall that
a closed symmetric operator A is called selfadjoint if A = A∗. P is
called essentially selfadjoint if Pmin is selfadjoint. Since for a symmetric
operator one has Pmax = P
∗, this is the case if and only if Pmin = Pmax.
Selfadjoint extensions need not exist in general.
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On the other hand, if we assume that our operator P is semibounded,
there is alway a distinguished selfadjoint extension which preserves the
lower bound. This feature will turn out to be particularly useful.
P semibounded means by definition that there exists c ∈ R such
that 〈s, Ps〉 ≥ c〈s, s〉 for all s ∈ domP . Recall that a semibounded
quadratic form q : dom q × dom q → L2 with lower bound c is closed if
and only if dom q equipped with the norm ‖x‖q = (q(x)+(1−c)‖x‖2)1/2
is complete.
Theorem 3.1 (the Friedrichs extension) [RS, Thm. X.23] Let P
be a semibounded symmetric operator and let q(s, t) = 〈s, P t〉 for
s, t ∈ domP . Then q is a closable quadratic form and the closure q
is the quadratic form of a unique selfadjoint operator PF , the so-called
Friedrichs extension of P . domPF is contained in dom q and PF is the
only selfadjoint extension of P with this property. Furthermore, PF
satisfies the same lower bound as P .
In the formulation of the following theorem as for the rest of the article
we adopt the usual convention domAB = {x ∈ domB|Bx ∈ domA}.
Theorem 3.2 (von Neumann) [RS, Thm. X.25] Let A be a closed
densely defined operator. Then A∗A is selfadjoint.
For a differential operator of the form P = DtD we obtain for its
quadratic form q(s) = 〈Ds,Ds〉 ≥ 0 and therefore dom q = domDmin.
A consequence of von Neumann’s theorem (Theorem 3.2) is (with A =
Dmin) that D
t
maxDmin is a selfadjoint extensions of P . On the other
hand, domDtmaxDmin is certainly contained in domDmin = dom q.
Therefore we get as an important corollary:
Corollary 3.3 DtmaxDmin is the Friedrichs extension of D
tD.
3.2 The de-Rham complex
Let (E ,∇E ) be a flat vector-bundle equipped with a hermitian metric
hE . The metric hE will not necessarily be assumed to be parallel with
respect to ∇E . We denote the exterior derivative coupled with the flat
connection again by d. As an operator
d : Ω•cp(M, E)→ Ω•+1cp (M, E) ,
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d is uniquely determined by the relation d(αs) = dαs+(−1)|α|α∇s,
where α is an ordinary form and s a section of E .
Since dimax(dom d
i
max) ⊂ dom di+1max and di+1max ◦ dimax = 0, we can
consider the dmax-complex
. . . −→ dom dimax
dimax−→ dom di+1max −→ . . .
In fact, dmax is a particular choice of ideal boundary condition, cf. [Ch1],
and the dmax-complex is a particular instance of a so-called Hilbert com-
plex, see [BL1] for the definition and a general discussion.
Recall that the Hodge-Dirac operator D = d + dt decomposes as a
direct sum D = Dev Dodd, where
Dev : Ωevcp(M, E) −→ Ωoddcp (M, E)
and
Dodd = (Dev)t : Ωoddcp (M, E) −→ Ωevcp(M, E) .
We obtain closed extensions of D,Dev and Dodd by setting
D(dmax) = dmax + d
t
min
and
D(dmax)
ev/odd = (dmax + d
t
min)
ev/odd .
Here we adopt the usual convention domA + B = domA ∩ domB.
Note in particular that dtmin = d
∗
max. Since dmax and d
∗
max are closed
operators and (ker dmax)
⊥ and (ker d∗max)
⊥ are orthogonal, it follows
that D(dmax)
odd = (D(dmax)
ev)∗ and in particular that D(dmax) is a
selfadjoint extension of D.
Note that we do not claim that in general the extension D(dmax)
equals the maximal extension of D itself.
Recall that the Hodge-Laplace operator is the square of the Hodge-
Dirac operator:
∆ = D2 = ddt + dtd .
Von Neumann’s Theorem (Theorem 3.2) implies that
∆(dmax) = D(dmax)
2 = dmaxd
t
min + d
t
mindmax
is a selfadjoint extension of ∆. Note again that this extension need not
be equal to the maximal extension of ∆.
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Lemma 3.4 ∆F = DmaxDmin
Proof. The assertion follows from Corollary 3.3. q.e.d.
We single out the following consequence since it is the basis for our
main line of argument towards the adaptation of the classical Bochner
technique in our singular context.
Corollary 3.5 If D is essentially selfadjoint, then ∆F = ∆(dmax).
Proof. If D is essentially selfadjoint, then since D(dmax) is a selfadjoint
extension of D, we obtain Dmin = D(dmax) = Dmax. Now the assertion
follows from the previous lemma. q.e.d.
Once essential selfadjointness of D is established, this result allows one
to extend lower bounds obtained for ∆ on compactly supported forms
to ∆(dmax) on its respective domain. Our concern for this particular
extension will become clear from the next section.
3.3 Hodge theory
To define L2-cohomology we consider the following subcomplex of the
de-Rham complex:
ΩiL2(M, E) = {ω ∈ Ωi(M, E)|w ∈ L2 and dw ∈ L2}
= dom dimax ∩Ωi(M, E) ,
which we will refer to as the smooth L2-complex. L2-cohomology is by
definition the cohomology of the smooth L2-complex, i.e.
H iL2(M, E) = ker di ∩ ΩiL2(M, E)/di−1Ωi−1L2 (M, E) .
Let us denote the cohomology of the dmax-complex by
H imax = ker d
i
max/ im d
i−1
max.
We define the dmax-harmonic i-forms to be
Himax = ker dimax ∩ ker(di−1)tmin .
The following theorem is due to Cheeger, cf. [Ch1], the corresponding
statement in a slightly more general setting may be found in [BL1].
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Theorem 3.6 The inclusion ΩiL2(M, E) →֒ dom dimax induces an iso-
morphism on the level of cohomology: H iL2(M, E) ∼= H imax.
There is a basic Hodge theorem for the dmax-complex, which goes back
to Kodaira, cf. [Kod], while [BL1] prove a similar statement in the
context of Hilbert complexes.
Theorem 3.7 (weak Hodge-decomposition) For each i there is an
orthogonal decomposition
L2(ΛiT ∗M ⊗ E) = Himax ⊕ im di−1max ⊕ im(di)tmin.
and furthermore
Himax = ker∆i(dmax) = kerD(dmax) ∩ L2(ΛiT ∗M ⊗ E).
We define a map
ι : Himax −→ H imax
α 7−→ α+ im di−1max
Injectivity of ι is equivalent to im di−1max ∩ ker(di−1)tmin = 0, which is
always the case, since
im di−1max = (ker(d
i−1
max)
∗)⊥ = (ker(di−1)tmin)
⊥ .
Surjectivity of ι is equivalent to
im di−1max = im d
i−1
max ,
therefore we obtain the following enhancement of the Hodge decomposi-
tion, which is due to Cheeger (cf. [Ch1]) in the case of the dmax-complex.
Again a more general statement may be found in [BL1].
Theorem 3.8 (strong Hodge-decomposition) If im di−1max is closed
for all i, then for each i there is an orthogonal decomposition
L2(ΛiT ∗M ⊗ E) = Himax ⊕ im di−1max ⊕ im(di)tmin
and furthermore ι : Himax → H imax is an isomorphism.
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A sufficient condition for di−1max to have closed range is finite dimensional-
ity of H imax on the one hand, since ker d
i
max/ im d
i−1
max finite dimensional
implies that im di−1max is closed in ker d
i
max, hence in L
2(ΛiT ∗M ⊗ E).
Note that by the closed-range theorem (dimax)
∗ has closed range if and
only if dimax has closed range.
On the other hand, if D(dmax)
ev has closed range, then dimax and
(di+1max)
∗ will have closed range for all i even. Similarly, if D(dmax)
odd
has closed range, then dimax and (d
i+1
max)
∗ will have closed range for all
i odd. Since D(dmax)
odd = (D(dmax)
ev)∗, the closed-range theorem
implies that D(dmax)
ev has closed range if and only D(dmax)
odd has
closed range.
It is easy to show that D(dmax)
ev has closed range if domD(dmax)
ev
equipped with the graph norm embeds into L2(ΛevT ∗M⊗E) compactly.
This latter condition is related to the question of discreteness of the
spectra of the operators D(dmax) and ∆(dmax). Recall that an operator
is said to have discrete spectrum if its spectrum consists of a discrete
set of eigenvalues with finite multiplicities.
4 Spectral properties of cone-manifolds
In this chapter we apply the techniques of Bru¨ning and Seeley to analyze
the closed extensions of the Hodge-Dirac operator on a 3-dimensional
cone-manifold. The main reference for the first order case will be [BS].
The analysis relies heavily on the fact that the spaces we consider are
locally conical, i.e. neighbourhoods of points are isometric to (κ-)cones
over spaces of lower dimension. This allows us to apply separation of
variables techniques.
To keep the exposition self-contained here, we describe these tech-
niques in detail. Furthermore we adopt a more elementary viewpoint
than in [BS], in particular we give a direct argument for discreteness of
the relevant operators.
Let us further mention that [BS] deal with isolated conical singu-
larities only, i.e. the links of singular points are compact smooth Rie-
mannian manifolds, where in our case we have to allow the links of
singular points to be again singular, namely the spherical cone-surfaces
S2(α, β, γ) and S2(α,α). This requires some extra arguments which we
will provide as we expose the theory.
There has been a lot of work on Hodge-theory and L2-cohomology
of Riemannian manifolds with conical singularities, besides [Ch1] and
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[Ch2] see for example [BL2].
4.1 Separation of variables
Let (N, gN ) be a Riemannian manifold of dimension n and let us con-
sider Uε = coneκ,(0,ε)N with the metric g = dr
2 + sn2κ(r)g
N . We may
think of N as the (smooth part of the) link Sx of a singular point x
in a cone-manifold, Uε serves as a model for the (smooth part of the)
ε-neighbourhood Uε(x) of a singular point x in M .
Let (E ,∇E ) be a flat vector-bundle over Uε. We will identify the
fibers of E along radial geodesics via parallel translation using ∇E , in
particular we may canonically identify E|Uε = (0, ε)×E|N . Let us further
assume that E is equipped with a metric hE , which is not necessarily
parallel with respect to ∇E . We will assume instead:
A1 The limit hE0 := limr→0 h
E(r) exists as a smooth metric on E|N
and is parallel with respect to ∇E . (The limit is defined using the
canonical identification E|Uε = (0, ε) × E|N as above.)
Now hE0 extends to a parallel metric on E|Uε , which we continue to
denote by hE0 . We may write
hE (σ, τ) = hE0 (Aσ, τ)
for σ, τ ∈ Γ(Uε, E), where A ∈ Γ(Uε,End E) is symmetric with respect
to hE0 . Let us continue to denote the flat connection on End E by ∇E .
We will further assume:
A2 A−1(∇EA) ∈ Ω1(Uε,End E) is bounded with respect to g and hE .
Remark 4.1 1. A2 implies that hE and hE0 are quasi-isometric on
Uε, since for σ ∈ Γ(Uε, E) satisfying ∇E∂/∂rσ = 0 we have
∣∣∣ d
dr
log
hE (σ, σ)
hE0 (σ, σ)
∣∣∣ = ∣∣hE (A−1(∇E∂/∂rA)σ, σ)∣∣
hE(σ, σ)
≤ C
on the complement of the zero-set of σ, where C is the bound on
A−1(∇EA) given by A2.
2. If the cross-section N is compact, then A2 is a direct consequence
of A1, in the general case A2 is an additional assumption.
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3. If hE is already parallel with respect to ∇E , then hE0 = hE and A1
and A2 are trivially satisified.
Let d denote the exterior covariant derivative coupled with∇E and let dt
denote the formal adjoint of d with respect to hE . Similarly let dt0 denote
the formal adjoint of d with respect to hE0 . If ι(∇EA) denotes interior
multiplication with the End E-valued 1-form ∇EA, then we have:
Lemma 4.2 dt = dt0 −A−1ι(∇EA).
Proof. If L20 denotes the L
2-space with respect to g and hE0 , we have
〈Adtη, ξ〉L2
0
= 〈Aη, dξ〉L2
0
= 〈η, d(Aξ) −∇EA ∧ ξ〉L2
0
= 〈A(dt0η)− ι(∇EA)η, ξ〉L2
0
for η ∈ Ωp+1cp (Uε, E) and ξ ∈ Ωpcp(Uε, E). In the last line we have used
that hE0 is parallel with respect to ∇E , hence ∇End EA has values in the
symmetric (w.r.t. hE0 ) endomorphisms of E . q.e.d.
With D = d+ dt and D0 = d+ d
t
0 we therefore have
D = D0 −A−1ι(∇EA) .
Following [BS], we identify p-forms on the model neighbourhood Uε with
pairs of r-dependent forms on N via
(φ,ψ) 7→ snκ(r)(p−1)−
n
2 φ ∧ dr + snκ(r)p−
n
2ψ ,
where φ ∈ Γ(π∗NΛp−1T ∗N ⊗ E) and ψ ∈ Γ(π∗NΛpT ∗N ⊗ E). This corre-
spondence preserves L2-norms, if we use the parallel metric hE0 :∫ ε
0
∫
0
|φ|20 drdvolN =
∫
Uε
snκ(r)
2(p−1)−n|φ ∧ dr|20 dvolUε
and ∫ ε
0
∫
N
|ψ|20 drdvolN =
∫
Uε
snκ(r)
2p−n|ψ|20 dvolUε .
With respect to these decompositions the exterior differential has the
following matrix form on Uε:
dp =
[
snκ(r)
−1dp−1N (−1)p
{
∂
∂r + (p− n2 ) ctκ(r)
}
0 snκ(r)
−1dpN
]
.
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By passing to the formal adjoints using hE0 we obtain:
(dt0)p =
[
snκ(r)
−1(dtN )p−1 0
(−1)p { ∂∂r + (n2 − p+ 1) ctκ(r)} snκ(r)−1(dtN )p
]
.
We may identify r-dependent forms on N of arbitrary degree with either
even forms on Uε via
(φ0, . . . , φn) 7→
∑
i
snκ(r)
2i+1−n
2 φ2i+1 ∧ dr +
∑
i
snκ(r)
2i−n
2 φ2i ,
or odd forms on Uε via
(φ0, . . . , φn) 7→
∑
i
snκ(r)
2i−n
2 φ2i ∧ dr +
∑
i
snκ(r)
2i+1−n
2 φ2i+1 .
We obtain that the even part of the Hodge-Dirac operator associated
with hE0 may be written on Uε as
Dev0 =
∂
∂r
+
1
snκ(r)
Bκ(r) ,
where
Bκ(r) = DN +
 csκ(r)c0 . . .
csκ(r)cn

with
cp = (−1)p(p− n2 ) .
Note that limr→0Bκ(r) is independent of κ ∈ R, more precisely we have
lim
r→0
Bκ(r) = DN +
 c0 . . .
cn
 .
Definition 4.3 (model operator) Let B = limr→0Bκ(r) and
P κB =
∂
∂r
+
1
snκ(r)
B .
If the assumptions A1 and A2 hold, the operator P κB may be used as
a model operator for Dev on Uε, since it captures its essential analytic
features. This is made precise by the following lemma:
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Lemma 4.4 If A1 and A2 hold, dom(Dev)max/min = dom(P
κ
B)max/min
and the graph norms ‖ · ‖Dev and ‖ · ‖Pκ
B
are equivalent.
Proof. Since
Bκ(r)−B
snκ(r)
=
csκ(r)− 1
snκ(r)
 c0 . . .
cn

and
lim
r→0
csκ(r)− 1
snκ(r)
= 0 ,
we see that Dev0 differs from P
κ
B just by a bounded 0-th order term. If
the assumptions A1 and A2 hold, then the L2-norms defined by using
hE , respectively hE0 , are equivalent and D
ev
0 differs from D
ev again by a
bounded 0-th order term. This implies the assertion. q.e.d.
4.2 The radial equation
The operator B is obviously symmetric on Ω•cp(N, E). Note also that
B does not depend on the radial variable r ∈ (0, ε) any more. If B is
essentially selfadjoint and has discrete spectrum, we use the spectral de-
composition of L2(Λ•T ∗N, E) with respect to B to transform the model
operator P κB into a family of operators P
κ
b on the interval (0, ε), where
b ranges over the spectrum of B.
For b ∈ R let
P κb =
∂
∂r
+
b
snκ(r)
.
We will consider P κb acting on C
∞
cp (0, 1). Furthermore let Pb = P
0
b , i.e.
Pb =
∂
∂r
+
b
r
.
It is enough to study the operator Pb in view of the following lemma:
Lemma 4.5 dom(P κb )max/min = dom(Pb)max/min and the graph norms
‖ · ‖Pκ
b
and ‖ · ‖Pb are equivalent.
Proof. Since P κb − Pb = ϕ(r)b with
ϕ(r) =
1
snκ(r)
− 1
r
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and
lim
r→0
ϕ(r) = 0 ,
we see that P κb differs from Pb just by a bounded 0-th order term. In
the same way as before this implies the assertion. q.e.d.
It is useful to observe that
(Pbf) (r) = r
−b ∂
∂r (r
bf) ,
therefore Pbf = 0 if and only if
f(r) = f(1)r−b ,
and Pbf = g if and only if
f(r) = f(1)r−b + r−b
∫ r
1
̺bg(̺)d̺ .
For any subinterval (δ, 1) ⊂ (0, 1) the graph norm of Pb is equivalent to
the ordinary H1-norm, since 1r ∈ L∞(δ, 1). H1-functions - more gener-
ally: W 1,1-functions - on (δ, 1) are absolutely continuous on [δ, 1], hence
differentiable almost everywhere. For absolutely continuous functions
the fundamental theorem of calculus holds, i.e. ϕ ∈ AC([δ, 1]) if and only
if ϕ(r) = ϕ(1) +
∫ r
1 ϕ
′(̺)d̺ for r ∈ [δ, 1]. Therefore the above integral
representation remains valid for f ∈ dom(Pb)max (take ϕ(r) = rbf(r)).
It follows in particular that f ∈ dom(Pb)max is continuous on (0, 1) and
has a continuous boundary value at r = 1, i.e. f ∈ C0((0, 1]).
Following [BS] we define two integral operators acting on L2(0, 1):
(Tb,1g)(r) = r
−b
∫ r
1
̺bg(̺)d̺ ,
where b is arbitrary, and
(Tb,0g)(r) = r
−b
∫ r
0
̺bg(̺)d̺ ,
for b > −12 . Note that b > −12 implies that rb ∈ L2(0, 1) and therefore
with the Cauchy-Schwarz inequality
∫ r
0 ̺
bg(̺)d̺ <∞.
We start from the following estimates in [BS], which easily follow
from the Cauchy-Schwarz inequality:
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Lemma 4.6 [BS, Lm. 2.1] For g ∈ L2(0, 1) and r ∈ (0, 1) we have
|(Tb,0g)(r)| ≤ r
1
2 (2b+ 1)−
1
2
(∫ r
0
|g(̺)|2d̺
) 1
2
for b > −12 , and
|(Tb,1g)(r)| ≤

r
1
2 |2b+ 1|− 12‖g‖L2(0,1) , b < −12
r
1
2 | log r| 12 ‖g‖L2(0,1) , b = −12
r−b(2b+ 1)−
1
2 ‖g‖L2(0,1) , b > −12
,
in particular Tb,1g ∈ L2(0, 1) if b < 12 .
From this we may derive decay estimates for f ∈ dom(Pb)max:
Lemma 4.7 (decay estimates) Let f ∈ dom(Pb)max. Then for r ∈
(0, 1) and with g = Pbf we have
|f(r)| ≤

r
1
2 (2b+ 1)−
1
2
(∫ r
0 |g(̺)|2
) 1
2 , b ≥ 12
r−b|f(1)|+ r−b(2b+ 1)− 12 ‖g‖L2(0,1) , b ∈ (−12 , 12)
r
1
2 |f(1)|+ r 12 | log r| 12 ‖g‖L2(0,1) , b = −12
r−b|f(1)|+ r 12 |2b+ 1|− 12‖g‖L2(0,1) , b < −12 .
Proof. The estimates for b < 12 follow directly from the integral repre-
sentation
f(r) = r−bf(1) + (Tb,1g) (r)
and the corresponding estimates for Tb,1g from the previous lemma. For
the case b ≥ 12 we observe that for b ≥ 12 (in fact already for b > −12)
rb ∈ L2(0, 1), hence rbg ∈ L1(0, 1) by the Cauchy-Schwarz inequality.
This implies that rbf has its distributional derivative in L1(0, 1) and is
therefore absolutely continuous on [0, 1]. We obtain
f(r) = r−bC + (Tb,0g) (r)
with C = limr→0 r
bf(r). Now r−b 6∈ L2(0, 1) for b ≥ 12 , therefore C = 0,
so the estimate for Tb,0g gives the result. q.e.d.
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Corollary 4.8 Let f ∈ dom(Pb)max and r ∈ (0, 1). If b 6∈ (−12 , 12), then
|f(r)| ≤ C(b)r 12 (1 + | log r| 12 )‖f‖Pb ,
in particular f ∈ C0([0, 1]) with f(0) = 0, while if b ∈ (−12 , 12), then
|f(r)| ≤ C(b)r−b‖f‖Pb .
Proof. The case b ≥ 12 follows directly from the above estimates. For
the other cases we again refer to the integral representation
f(r) = r−bf(1) + (Tb,1g) (r)
and observe that r−bf(1) ∈ L2(0, 1) for b < 12 . Therefore the bound
on Tb,1g translates into a bound on |f(1)| in terms of ‖f‖L2(0,1) and
‖g‖L2(0,1). This plugged into the decay estimates gives the result, which
clearly implies that f(r) = o(1) as r → 0 in the first case. q.e.d.
The following statement is implicitly contained in Bru¨ning and Seeley’s
parametrix construction, cf. [BS]:
Proposition 4.9 (integration by parts) Let ϕ ∈ C∞(0, 1) be a cut-
off function with ϕ ≡ 1 near 0 and ϕ ≡ 0 near 1. For u ∈ dom(Pb)max let
f = ϕu ∈ dom(Pb)max, and let g ∈ dom(P tb )max. Then for b 6∈ (−12 , 12 )
the following holds:
〈(Pb)maxf, g〉L2(0,1) =
〈
f, (P tb )maxg
〉
L2(0,1)
Proof. With (Pb)
t = −P−b we calculate
〈(Pb)maxf, g〉L2(0,1) =
∫ 1
0
(
∂f
∂r
+
rf
b
)
g
= lim
δ→0
{∫ 1
δ
(
∂f
∂r
)
g +
∫ 1
δ
(
rf
b
)
g
}
= lim
δ→0
{
[fg]1δ −
∫ 1
δ
f
(
∂g
∂r
)
+
∫ 1
δ
f
(rg
b
)}
= lim
δ→0
{f(1)g(1) − f(δ)g(δ)} + 〈f, (P tb )maxg〉L2(0,1) .
Now f(1) = 0 and limδ→0 f(δ)g(δ) = 0 according to the decay estimates.
Therefore
lim
δ→0
{f(1)g(1) − f(δ)g(δ)} = 0
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and we obtain the result. q.e.d.
This statement becomes wrong, if we allow b ∈ (−12 , 12). To see this, let
f(r) = ϕ(r)r−b with ϕ as above and g(r) = rb. Note that Pb(r 7→ r−b) =
P tb (r 7→ rb) = 0, so clearly f ∈ dom(Pb)max and g ∈ dom(P tb )max. But
on the other hand
lim
δ→0
{f(1)g(1) − f(δ)g(δ)} = 0− lim
δ→0
f(δ)g(δ) = −1 ,
so we have a boundary contribution.
The preceding result allows us to conclude that we do not have to impose
boundary conditions for Pb at 0, if (and only if) b 6∈ (−12 , 12).
Corollary 4.10 Let ϕ ∈ C∞(0, 1) be a cut-off function with ϕ ≡ 1 near
0 and ϕ ≡ 0 near 1. For u ∈ dom(Pb)max let f = ϕu ∈ dom(Pb)max.
Then f ∈ dom(Pb)min for b 6∈ (−12 , 12).
Proof. For all g ∈ dom(P tb )max we have
〈(Pb)maxf, g〉L2(0,1) =
〈
f, (P tb )maxg
〉
L2(0,1)
This means that f ∈ dom(P tb )∗max = dom(Pb)min. q.e.d.
Let P κB =
∂
∂r + snκ(r)
−1B acting on C∞cp ((0, 1) ×N). We will as-
sume that B is essentially selfadjoint on C∞cp (N), i.e. in equivalent terms
Bmax = Bmin, since B is symmetric. We will furthermore assume that
B has discrete spectrum. Let {Ψb}b∈specB be an orthonormal basis of
L2(N) consisting of eigensections of B, where as usual each eigenvalue
is repeated according to its multiplicity. By interior elliptic regularity,
the Ψb are smooth. There are orthogonal decompositions
L2(N) =
⊕
b∈specB
R⊗ 〈Ψb〉
and
L2 ((0, 1) ×N) =
⊕
b∈specB
L2(0, 1) ⊗ 〈Ψb〉 ,
where the closure is taken with respect to the corresponding L2-norm.
For f ∈ L2 ((0, 1) ×N) we have an L2-convergent expansion
f =
∑
b∈specB
fb Ψb ,
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where
fb(r) =
∫
N
(f(r, x),Ψb(x)) dx .
Obviously we have
‖f‖2L2((0,1)×N) =
∑
b∈specB
‖fb‖2L2(0,1) .
Lemma 4.11 Let f, g ∈ L2 ((0, 1) ×N). Then P κBf = g if and only if
P κb fb = gb for all b ∈ specB. In particular f ∈ dom(P κB)max if and only
if fb ∈ dom(P κb )max for all b ∈ specB.
Proof. Let us assume first that P κBf = g with f, g ∈ L2 ((0, 1) ×N),
i.e. by definition 〈f, P κ,tB φ〉L2 = 〈g, φ〉L2 for all φ ∈ C∞cp ((0, 1) ×N).
If ϕ ∈ C∞cp (0, 1) is an arbitrary cut-off function, we claim that this
relation remains valid for φ = ϕΨb and b ∈ specB. Since by assumption
Bmax = Bmin we may choose sequences Ψb,n ∈ C∞cp (N), which approxi-
mate Ψb with respect to ‖ · ‖B . Then it follows immediately that ϕΨb,n
approximate ϕΨb with respect to ‖·‖Pκ,t
B
. Since ϕΨb,n ∈ C∞cp ((0, 1) ×N)
we have
〈f, P κ,tB (ϕΨb,n)〉L2 = 〈g, ϕΨb,n〉L2
for all n. By continuity we obtain
〈f, P κ,tB (ϕΨb)〉L2 = 〈g, ϕΨb〉L2 ,
which proves the subclaim. Now the left-hand side of this equation
equals∫ 1
0
∫
N
(
f, P κ,tB (ϕΨb)
)
=
∫ 1
0
P κ,tb ϕ
∫
N
(f,Ψb) =
∫ 1
0
fbP
κ,t
b ϕ ,
whereas the right-hand side is given by∫ 1
0
∫
N
(g, ϕΨb) =
∫ 1
0
ϕ
∫
N
(g,Ψb) =
∫ 1
0
gbϕ .
Since ϕ was arbitrary, this means that P κb fb = gb for all b ∈ specB.
Conversely, if P κb fb = gb holds for all b ∈ specB, we have to show
that
〈f, P κ,tB φ〉L2 = 〈g, φ〉L2
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is true for all φ ∈ C∞cp ((0, 1) ×N). Now
〈f, P κ,tB φ〉L2 =
∑
b∈specB
〈fb, (P κ,tB φ)b〉L2(0,1)
and
〈g, φ〉L2 =
∑
b∈specB
〈gb, φb〉L2(0,1) ,
so we obtain the result, since (P κ,tB φ)b = P
κ,t
b φb. q.e.d.
Lemma 4.12 Let f ∈ dom(P κB)max. Then f ∈ dom(P κB)min if and only
if fb ∈ dom(P κb )min for all b ∈ specB.
Proof. The proof essentially uses the observation that f ∈ dom(P κB)min
if and only if 〈P κBf, g〉L2 = 〈f, P κ,tB g〉L2 for all g ∈ dom(P κ,tB )max. Now
the left-hand side of the equation in question equals∑
b∈specB
〈(P κBf)b, gb〉L2(0,1) =
∑
b∈specB
〈P κb fb, gb〉L2(0,1) ,
since fb ∈ dom(P κb )max and gb ∈ dom(P κ,tb )max, while the right-hand
side is given by∑
b∈specB
〈fb, (P κ,tB g)b〉L2(0,1) =
∑
b∈specB
〈fb, P κ,tb gb〉L2(0,1) .
We obtain that f ∈ dom(P κB)min if and only if 〈P κb fb, gg〉L2(0,1) =
〈fb, P κ,tB gb〉L2(0,1) for all gb ∈ dom(P κ,tb )max, i.e. that fb ∈ dom(P κb )min
for all b ∈ specB. q.e.d.
The following lemma will turn out to be decisive in the question of
essential selfadjointness of D on cone-manifolds.
Lemma 4.13 Let ϕ ∈ C∞(0, 1) be a cut-off function with ϕ ≡ 1 near
0 and ϕ ≡ 0 near 1. For u ∈ dom(P κB)max let f = ϕu ∈ dom(P κB)max.
Then f ∈ dom(P κB)min if specB ∩ (−12 , 12 ) = ∅.
Proof. This follows from the above discussion together with Corollary
4.10 and Lemma 4.5. q.e.d.
In the following we derive certain compactness properties which will
be relevant for the question of discreteness of D(dmax) and ∆(dmax) on
cone-manifolds.
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Lemma 4.14 The embedding dom(Pb)max →֒ L2(0, 1) is compact for
all b ∈ R.
Proof. Given a sequence fn ∈ dom(Pb)max with bound ‖fn‖Pb ≤ C in-
dependent of n, we have to extract a subsequence convergent in L2(0, 1).
On any subinterval (δ, 1) ⊂ (0, 1) the graph norm of Pb is equivalent to
the ordinary H1-norm, since 1r ∈ L∞(δ, 1). Recall that the embedding
H1(δ, 1) →֒ C0([δ, 1]) is compact by Rellich’s theorem. Therefore we ob-
tain a locally uniformly convergent subsequence, which we again denote
by fn. As a consequence of the decay estimates (cf. Corollary 4.8) we
have
|fn(r)| ≤ C(b)r
1
2 (1 + | log r| 12 )‖fn‖Pb ≤ C ′(b)r
1
2 (1 + | log r| 12 )
if b 6∈ (−12 , 12), and
|fn(r)| ≤ C(b)r−b‖fn‖Pb ≤ C ′(b)r−b
if b ∈ (−12 , 12). The functions r
1
2 (1 + | log r| 12 ) and r−b with b < 12 are
certainly in L2(0, 1). In any case we conclude with Lebesgue’s domi-
nated convergence theorem, that fn is convergent in L
2(0, 1). q.e.d.
Corollary 4.15 The embedding dom(P κb )max →֒ L2(0, 1) is compact
for all b ∈ R.
Proof. This is a direct consequence of the previous lemma in view of
Lemma 4.5. q.e.d.
For b ∈ R we define
P˜ κb =
{
(P κb )max , b ∈ (−12 , 12 )
(P κb )min , b 6∈ (−12 , 12 )
This determines a closed extension P˜ κB of P
κ
B such that
dom P˜ κB =
⊕
b∈specB
dom P˜ κb ⊗Ψb ,
where the closure is taken with respect to the graph norm ‖ · ‖Pκ
B
. Note
in particular that P˜ κB = (P
κ
B)min if specB ∩ (−12 , 12) = ∅.
24
Lemma 4.16 The embedding dom P˜ κB →֒ L2 ((0, 1) ×N) is compact.
Proof. The previous lemma implies that for all b ∈ specB the embed-
ding (Lκb )max : dom(P
κ
b )max →֒ L2(0, 1) is compact. We derive an up-
per bound for the operator norm of (Lκb )min : dom(P
κ
b )min →֒ L2(0, 1),
where dom(P κb )min is equipped with the graph norm ‖ · ‖Pκb . For f ∈
C∞cp (0, 1) we have
P κ,tb P
κ
b f = −
∂2f
∂r2
+
b(b+ csκ(r))f
sn2κ(r)
,
and therefore integration by parts applied twice yields
‖P κb f‖2L2(0,1) =
〈
P κ,tb P
κ
b f, f
〉
L2(0,1)
=
∫ 1
0
∣∣∣∣∂f∂r
∣∣∣∣2 + ∫ 1
0
b(b+ csκ(r))f
2
sn2κ(r)
≥ Cκ(b) ‖f‖2L2(0,1) ,
where Cκ(b) ր∞ as |b| → ∞. Since C∞cp (0, 1) is dense in dom(P κb )min
we obtain
‖(Lκb )min‖2 = sup
f∈C∞cp (0,1)\{0}
‖f‖2
‖f‖2 + ‖P κb f‖2
≤ 1
1 + Cκ(b)
,
i.e. for large eigenvalues of B the operator norm of (Lκb )min is uniformly
small.
Let L denote the embedding dom P˜ κB →֒ L2 ((0, 1) ×N). Further-
more for a > 0 let π<a denote the projection onto the eigenspaces
corresponding to eigenvalues b with |b| < a. Since there are only finitely
many such eigenvalues,
L<a = π<a ◦ L
is a compact operator and by the above estimates
‖L− L<a‖2 = sup
|b|≥a
‖(Lκb )min‖2 ≤
1
1 + Cκ(a)
,
for a large enough. In particular, for a→∞ we obtain that L is a limit
of compact operators with respect to the operator norm and is therefore
itself compact. q.e.d.
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4.3 Spectral properties of cone-surfaces
Let now S be a cone-surface and (F ,∇F ) a flat vector-bundle over
N = intS equipped with a metric hF . Particular attention will be paid
to the spherical cone-surfaces S2(α, β, γ) and S2(α,α), which appear as
links of singular points in a 3-dimensional cone-manifold.
We wish to investigate spectral properties of the operators D(dmax)
and ∆(dmax) by separation of variables. In view of Lemma 4.4 and
Lemma 4.13 the following requirements are natural:
Definition 4.17 Let S be a cone-surface and (F ,∇F ) a flat vector-
bundle over N = intS equipped with a metric hF . If {xi} are the
cone-points, we call (F ,∇F , hF ) cone-admissible if for all i:
1. Assumptions A1 and A2 hold for (F ,∇F , hF ) restricted to Uε(xi),
hence the model operator P κBi is defined.
2. specBi ∩ (−12 , 12) = ∅ holds.
Remark 4.18 Since the cross-section S1α is compact in this case, it
would be enough to require A1 here, cf. Remark 4.1.
We will see in the following that Definition 4.17 implicitly contains re-
strictions on the cone-angles of S and the holonomy of the flat bundle
(F ,∇F ) around the cone-points:
Let S1α = R/αZ be the circle of length α and let coneκ,(0,ε) S
1
α be the
ε-truncated κ-cone over S1α, i.e.
coneκ,(0,ε) S
1
α = (0, ε) × S1α
with metric
dr2 + sn2κ(r)dθ
2
where r ∈ (0, ε) and θ ∈ R/αZ. Recall that if x is a cone-point, the
smooth part of the ε-ball around x will be isometric to
Uε = coneκ,(0,ε) S
1
α .
In this situation the model operator for the even part of the Hodge-Dirac
operator on the cone is given by
P κB =
∂
∂r
+
1
snκ(r)
B
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with
B = DS1α +
[
−12
−12
]
=
[
−12 dtS1α
dS1α −12
]
.
We determine the spectrum of the operator B, let us discuss the case
with trivial coefficient bundle first. If we identify functions and 1-forms
on S1α via
C∞(S1α) −→ Ω1(S1α)
g 7−→ g · dθ ,
we may write
DS1α =
[
0 − ∂∂θ
∂
∂θ 0
]
.
It is easily verified that
specDS1α =
{
2πn
α
, n ∈ Z
}
,
and therefore we obtain
specB =
{
−1
2
+
2πn
α
, n ∈ Z
}
.
We see that specB ∩ (−12 , 12 ) = ∅ if α ≤ 2π in the case of trivial
coefficients.
Let us now add a flat bundle to the situation. Let C(a) be the
flat U(1)-bundle over S1α with holonomy e
ia, a ∈ R. Without loss of
generality we may assume that a ∈ [0, 2π). Note that the bundles C(a)
are topologically trivial. Any unitarily flat bundle on S1α decomposes as
a direct sum of these. A flat connection is given by
∇C(a) = d− i a
α
dθ.
The associated Hodge-Dirac operator may be written as
DS1α,C(a) =
[
0 − ∂∂θ + i aα
∂
∂θ − i aα 0
]
We obtain
specDS1α,C(a) =
{
±
∣∣∣∣2πn− aα
∣∣∣∣ , n ∈ Z} ,
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and therefore
specB =
{
−1
2
±
∣∣∣∣2πn− aα
∣∣∣∣ , n ∈ Z} .
We see that specB ∩ (−12 , 12) = ∅ if either a = 0 and α ≤ 2π or
α ≤ a ≤ 2π − α. In the latter case we must in particular have that
α ≤ π.
Remark 4.19 The previous discussion shows that if S has cone-angles
≤ π and (F ,∇F , hF ) is an orthogonally flat bundle which decomposes
locally around the cone-points as a direct sum of trivial bundles R and
bundles of type C(a) with α ≤ a ≤ 2π − α, then (F ,∇F , hF ) will be
cone-admissible in the sense of Definition 4.17.
4.3.1 Discreteness
In this section we investigate discreteness of the operators D(dmax) and
∆(dmax) on a cone-surface. Recall that a selfadjoint operator A is called
discrete if its spectrum is discrete, i.e. if specA consists of a discrete
set of eigenvalues with finite multiplicities. A necessary and sufficient
condition for A to be discrete is the compactness of the embedding
domA →֒ L2, where domA is equipped with the graph norm ‖ · ‖A.
For simplicity we state the results concerning discreteness under the
stronger hypothesis that (F ,∇F , hF ) is cone-admissible, though we do
not need the assumption specBi ∩ (−12 , 12 ) = ∅ for i ∈ {1, . . . , k} as far
as discreteness is concerned.
Proposition 4.20 The embedding domDevmax →֒ L2(ΛevT ∗N ⊗ F) is
compact if (F ,∇F , hF ) is cone-admissible.
Proof. We construct a partition of unity on S in the following way:
Let {x1, . . . , xk} be the set of cone-points, we choose ε > 0 such that
the Uε(xi) are disjoint. We choose cut-off functions ϕi supported inside
Uε(xi) with ϕi = ϕi(r) and ϕi ≡ 1 near the cone-point xi. Then we
define ϕint = 1 −
∑k
i=1 ϕi. Let un ∈ domDevmax be a sequence with
‖un‖Dev ≤ C.
We claim that ϕintun has a subsequence which is convergent in L
2:
Let Ω ⊂ N be a relatively compact domain with smooth boundary,
such that suppϕint ⊂ Ω. Then by the usual elliptic regularity results,
ϕintun ∈ H10 (Ω). Furthermore by the standard elliptic estimate
‖ϕun‖2H1(Ω) ≤ C
(
‖ϕun‖2L2(Ω) + ‖Devϕun‖2L2(Ω)
)
= C ‖ϕun‖2Dev
Ω
.
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Now by Rellich’s theorem H10 (Ω) embeds into L
2(Ω) compactly, which
proves the subclaim.
Thus we are reduced to a situation on the cone Uε = coneκ,(0,ε) S
1
α,
i.e. given a sequence fn = ϕun with ‖fn‖Pκ
B
≤ C, we have to extract a
subsequence convergent in L2((0, 1)×S1α). The operator B is essentially
selfadjoint and discrete, since the cross-section of the cone is nonsingular
in this case. Therefore the discussion from the last section applies. It is
a consequence of Corollary 4.10 that ϕun ∈ dom P˜ κB , therefore Lemma
4.16 yields the result. q.e.d.
As a consequence we obtain that strong Hodge-decomposition holds for
the dmax-complex on a cone-surface if (F ,∇F , hF ) is cone-admissible.
Here we remind the reader of Theorem 3.8 and the remark thereafter.
We summarize the results concerning Hodge-decomposition on a
cone-surface relevant to L2-cohomology in the following statement:
Theorem 4.21 (Hodge-theorem for cone-surfaces) If S is a cone-
surface and (F ,∇F ) a flat vector-bundle over N = intS together with
a metric hF such that (F ,∇F , hF ) is cone-admissible, then there is an
orthogonal decomposition
L2(ΛiT ∗N ⊗F) = Himax ⊕ im di−1max ⊕ im(di)tmin,
and furthermore ι : Himax → H imax is an isomorphism. The inclusion
of the smooth L2-complex ΩiL2(N,F) → dom dimax induces an isomor-
phism H iL2(N,F) ∼= H imax.
Since Dodd = (Dev)t, the same arguments yield that the embeddings
domDoddmax →֒ L2(ΛoddT ∗N ⊗F) and domDmax →֒ L2(Λ•T ∗N ⊗F) are
again compact.
Proposition 4.22 The operators D(dmax) and ∆(dmax) are discrete
on a cone-surface if (F ,∇F , hF ) is cone-admissible.
Proof. Since domD(dmax) and dom∆(dmax) are continuously con-
tained in domDmax, this follows from compactness of the embedding
domDmax →֒ L2(Λ•T ∗N ⊗F). q.e.d.
4.3.2 Selfadjointness
In this section we establish essential selfadjointness of the Hodge-Dirac
operator D on a cone-surface if (F ,∇F , hF ) is cone-admissible. In con-
trast to the the previous section, we will now make strong use of the
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assumption specBi ∩ (−12 , 12) = ∅ for i ∈ {1, . . . , k} in Definition 4.17
since we wish to apply Lemma 4.13.
Proposition 4.23 Devmax = D
ev
min on a cone-surface if (F ,∇F , hF ) is
cone-admissible.
Proof. Given u ∈ domDevmax we have to show that u ∈ domDevmin. We
choose a partition of unity on S as in the proof of Proposition 4.20.
We claim that ϕintu ∈ domDevmin: As we have already observed in
the proof of Proposition 4.20, if Ω ⊂ N is a relatively compact domain
with smooth boundary such that suppϕint ⊂ Ω, then ϕintu ∈ H10 (Ω).
Now C∞cp (Ω) is dense inH
1
0 (Ω), therefore we find a sequence fn ∈ C∞cp (Ω)
such that fn approximates f = ϕintu with respect to the H
1-norm. But
since Dev maps H1(Ω) continuously to L2(Ω), fn approximates f also
with respect to the graph norm of Dev, which proves the subclaim.
It remains to prove that ϕiu ∈ domDevmin for i ∈ {1, . . . , k}. But here
we are again in a situation on the cone Uε = coneκ,(0,ε) S
1
α. It is therefore
sufficient to show that f = ϕu ∈ dom(P κB)min for u ∈ dom(P κB)max and
ϕ a cut-off function of the above type. Now since (F ,∇F , hF ) is cone-
admissible, specB ∩ (−12 , 12) = ∅ will be satisfied. Then Lemma 4.13
implies that f ∈ dom(P κB)min, hence in domDevmin. q.e.d.
Corollary 4.24 The operator D is essentially selfadjoint on a cone-
surface if (F ,∇F , hF ) is cone-admissible.
Proof. We have
D =
[
0 (Dev)t
Dev 0
]
considered as an operator
Ωevcp(N,F)⊕ Ωoddcp (N,F) −→ Ωevcp(N,F)⊕ Ωoddcp (N,F)
and therefore
Dmin =
[
0 (Dev)tmin
Devmin 0
]
and
Dmax =
[
0 (Dev)tmax
Devmax 0
]
.
This shows that Dmax = Dmin, i.e. D is essentially selfadjoint. q.e.d.
Corollary 4.25 ∆F = ∆(dmax) on a cone-surface if (F ,∇F , hF ) is
cone-admissible.
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Proof. This follows from essential selfadjointness of D together with
Corollary 3.5. q.e.d.
4.3.3 The first eigenvalue
Let λ1 be the smallest positive eigenvalue of ∆
0(dmax) on the smooth
part of S2(α, β, γ) (resp. S2(α,α)) with coefficients in a flat vector-
bundle (F ,∇F ). Here we will derive a lower bound on λ1, which will be
sufficient for later purposes. Comparison with the smooth case suggests
that this bound might not be optimal.
Proposition 4.26 Let S be either S2(α, β, γ) or S2(α,α) and (F ,∇F )
a flat vector-bundle over N = intS equipped with a metric hF . If
(F ,∇F , hF ) is orthogonally flat and cone-admissible, then H1max = 0.
Moreover, under the same hypothesis, if λ1 denotes the smallest positive
eigenvalue of ∆0(dmax), then λ1 ≥ 1.
Proof. Since (F ,∇F , hF ) is orthogonally flat, we may apply the stan-
dard Weitzenbo¨ck formula on F-valued 1-forms
∆ω = ∇t∇ω + (Ric id)ω ,
where the action of the Ricci tensor on a scalar-valued 1-form α is
determined by the relation
g(Ric(α), β) = Ric(α, β)
for all β ∈ Ω1(N,R). In two dimensions the Ricci tensor of a spherical
metric (i.e. of constant curvature κ = 1) is given by
Ric(· , ·) = g(· , ·),
so we end up with
∆ω = ∇t∇ω + ω.
For ω ∈ Ω1cp(N,F) integration by parts yields∫
N
(∆ω, ω) =
∫
N
(∇t∇ω, ω) +
∫
N
|ω|2
=
∫
N
|∇ω|2 +
∫
N
|ω|2 ≥
∫
N
|ω|2 .
This means we have a lower bound for ∆ on Ω1cp(N,F):
〈∆ω, ω〉L2 ≥ ‖ω‖2L2 .
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Since ∆(dmax) = ∆F if (F ,∇F , hF ) is cone-admissible and the Friedrichs
extension preserves lower bounds, we obtain
〈∆(dmax)ω, ω〉L2 ≥ ‖ω‖2L2
for all ω ∈ dom∆1(dmax). This proves the first part of the assertion.
Now for f ∈ Eλ1 , the λ1-eigenspace of ∆0(dmax), f 6= 0, let ω = dmaxf .
Then w 6= 0 and ∆1(dmax)ω = dmaxdtmindmaxf = λ1ω. This yields the
estimate λ1 ≥ 1. q.e.d.
4.4 Spectral properties of cone-3-manifolds
Let in the following C be a cone-3-manifold and (E ,∇E) a flat vector-
bundle over M = intC equipped with a metric hE . Again we wish to
investigate spectral properties of the operators D(dmax) and ∆(dmax)
by separation of variables. We require:
Definition 4.27 Let C be a 3-dimensional cone-manifold and (E ,∇E )
a flat vector-bundle over M = intC equipped with a metric hE . We call
(E ,∇E , hE ) cone-admissible if for all x ∈ Σ:
1. Assumptions A1 and A2 hold for (E ,∇E , hE ) restricted to Uε(x),
hence the model operator P κBx is defined.
2. Bx is essentially selfadjoint and specBx ∩ (−12 , 12) = ∅ holds.
Remark 4.28 If we compare this definition with the cone-surface case,
we note that a new issue arises, namely that we have to include essential
selfadjointness of the operator B on the cross-section of the model cone
into the definition. This issue was not present in the cone-surface case,
since there the cross-section of the model cone was compact.
Let x ∈ Σ be a singular point. For the local analysis around x we
consider two cases:
1. x is a vertex
2. x lies on a singular edge
In the first case, the smooth part of the ε-ball around x will be isometric
to
Uε = coneκ,(0,ε) intS
2(α, β, γ) ,
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and in the second case to
Uε = coneκ,(0,ε) intS
2(α,α) .
We treat the two cases simultaneously, let N denote either intS2(α, β, γ)
or intS2(α,α) in the following.
Suppose that (E ,∇E , hE ) satisfies assumptions A1 and A2 on Uε, in
particular hE0 = limr→0 h
E (r) exists and is parallel with respect to ∇E .
Recall that the model operator for the even part of the Hodge-Dirac
operator on the κ-cone with two-dimensional cross-section N is given
by
P κB =
∂
∂r
+
1
snκ(r)
B
with
B = DN +
 −1 0
1
 =
 −1 dtNdN 0 dtN
dN 1
 .
Let us now assume that (E ,∇E , hE0 ) restricted to the 2-dimensional
cross-section N is cone-admissible. Then DN and in particular the
operator B will be essentially selfadjoint. The Hodge-⋆-operator defines
a linear isometry
⋆ : L2(ΛpT ∗N ⊗ E) −→ L2(Λn−pT ∗N ⊗ E) ,
where in this case n = 2. Note furthermore that these two conditions
together imply that H1max = 0 via Proposition 4.26.
We determine the spectrum of B in the following. For λ ≥ 0 let Eλ
be the λ-eigenspace of
∆(dmax) = ∆
0(dmax) ∆
1(dmax) ∆
2(dmax) .
Let λ > 0 be an eigenvalue and fλ a corresponding eigensection of
∆0(dmax) with ‖fλ‖L2=1. Then{
fλ,
1√
λ
dfλ,
1√
λ
⋆ dfλ, ⋆fλ
}
form an orthonormal basis of a DN -invariant subspace Efλ ⊂ Eλ. It
is a consequence of Theorem 4.21 that the Efλ provide an orthogonal
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decomposition of Eλ for fλ pairwise orthogonal. With respect to the
given basis of Efλ we have
DN |Efλ =

0
√
λ√
λ 0
0 −
√
λ
−√λ 0

and correspondingly
B|Efλ =

−1 √λ√
λ 0
0 −√λ
−√λ 1
 .
For λ = 0 we observe that if there is f0 ∈ H0max with ‖f0‖L2 = 1, then
{f0, f0  dvol} form an orthonormal basis of Ef0 ⊂ E0 = H0max ⊕H2max
and we obtain
B|Ef0 =
[ −1
1
]
.
Note that possibly E0 = 0. Therefore we obtain for the spectrum of B
specB ⊂ {−1, 1} ∪
{
±1
2
±
√
1
4
+ λ
∣∣∣∣∣λ ∈ spec∆0(dmax), λ > 0
}
.
We see that specB ∩ (−12 , 12 ) = ∅ if λ1 ≥ 34 , which we can guarantee
under the given conditions by means of Proposition 4.26.
Remark 4.29 As a consequence of the previous discussion we observe
that a sufficient condition for (E ,∇E , hE ) to be cone-admissible in the
sense of Definition 4.27 is that assumptions A1 and A2 hold and the
restriction of (E ,∇E , hE0 ) to the link Sx of a singular point x is cone-
admissible in the sense of Definition 4.17 for all x ∈ Σ.
4.4.1 Discreteness
In this section we investigate discreteness of the operators D(dmax) and
∆(dmax) on a 3-dimensional cone-manifold.
For simplicity we state the results concerning discreteness under the
stronger hypothesis that (E ,∇E , hE ) is cone-admissible, though we do
not need the assumption specBx ∩ (−12 , 12 ) = ∅ for x ∈ Σ as far as
discreteness is concerned.
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Proposition 4.30 The embedding domDevmax →֒ L2(ΛevT ∗M ⊗ E) is
compact if (E ,∇E , hE ) is cone-admissible.
Proof. Since Σ is compact we find finitely many xi ∈ Σ such that
the Bε(xi) cover Σ. Then {M,Bε(xi)} is a finite open cover of C.
We fix a partition of unity {ϕint, ϕi} subordinate to this cover. Let
Uε(xi) = Bε(xi) ∩M .
Now let un ∈ domDevmax be a sequence with ‖un‖Dev ≤ C. Clearly
ϕintun has a subsequence convergent in L
2: This follows in the same
way as in the cone-surface case (cf. the proof of Proposition 4.20).
On the other hand Uε(x) will be isometric to coneκ,(0,ε) intS
2(α, β, γ)
if x is a vertex or coneκ,(0,ε) intS
2(α,α) if x is an edge point. Thus we
are reduced to a situation on the cone Uε = coneκ,(0,ε)N . Without loss
of generality we may assume that ϕ = ϕ(r) if r is the radial variable and
ϕ(r) = 1 for r small. If this is not the case we just replace ϕ by a second
cut-off function ϕ˜ ∈ C∞cp (Uε(x)) which satisfies these assumptions and
in addition ϕ˜ = 1 near suppϕ, and we replace un by u˜n = ϕun. Since
(E ,∇E , hE ) is cone-admissible, the operator B will be essentially selfad-
joint. B will have discrete spectrum as a consequence of Proposition
4.20. As in the cone-surface case we obtain that ϕun ∈ dom P˜ κB . We
may now use Lemma 4.16 to conclude the result. q.e.d.
We obtain that strong Hodge-decomposition holds for the dmax-complex
on a cone-3-manifold if (E ,∇E , hE ) is cone-admissible.
We summarize the results concerning Hodge-decomposition on a 3-
dimensional cone-manifold relevant to L2-cohomology in the following
statement:
Theorem 4.31 (Hodge-theorem for cone-3-manifolds) If C is a
cone-3-manifold and (E ,∇E ) a flat vector-bundle over M = intC to-
gether with a metric hE such that (E ,∇E , hE ) is cone-admissible, then
there is an orthogonal decomposition
L2(ΛiT ∗M ⊗ E) = Himax ⊕ im di−1max ⊕ im(di)tmin,
and furthermore ι : Himax → H imax is an isomorphism. The inclusion of
the smooth L2-complex ΩiL2(M, E)→ dom dimax induces an isomorphism
H iL2(M, E) ∼= H imax.
Since Dodd = (Dev)t, the same arguments yield that the embeddings
domDoddmax →֒ L2(ΛoddT ∗M ⊗E) and domDmax →֒ L2(Λ•T ∗M ⊗E) are
again compact.
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Proposition 4.32 The operators D(dmax) and ∆(dmax) are discrete
on a cone-3-manifold if (E ,∇E , hE ) is cone-admissible.
Proof. Since domD(dmax) and dom∆(dmax) are continuously con-
tained in domDmax, this follows from compactness of the embedding
domDmax →֒ L2(Λ•T ∗M ⊗ E). q.e.d.
4.4.2 Selfadjointness
In this section we establish essential selfadjointness of the Hodge-Dirac
operator D on a cone-3-manifold if (E ,∇E , hE ) is cone-admissible. Here
the condition specBx ∩ (−12 , 12) = ∅ for all x ∈ Σ is essential.
Proposition 4.33 Devmax = D
ev
min on a cone-3-manifold if (E ,∇E , hE ) is
cone-admissible.
Proof. Given u ∈ domDevmax we have to show that u ∈ domDevmin. We
choose a partition of unity on C as in the proof of Proposition 4.30.
Clearly ϕintu ∈ domDevmin: This follows in the same way as in the
cone-surface case (cf. the proof of Proposition 4.23).
It remains to prove that ϕiu ∈ domDevmin. Again this brings us back
to a situation on the cone Uε = coneκ,(0,ε)N , where N = intS
2(α, β, γ)
or N = intS2(α,α). It is therefore sufficient to show that f = ϕu ∈
dom(P κB)min for u ∈ dom(P κB)max and ϕ a cut-off function of the above
type. Since (E ,∇E , hE ) is cone-admissible, B is essentially selfadjoint
and has discrete spectrum. Moreover, the condition specB ∩ (−12 , 12 ) =
∅ will be satisfied. Then Lemma 4.13 implies that f ∈ dom(P κB)min,
hence in domDevmin. q.e.d.
Corollary 4.34 The operator D is essentially selfadjoint on a cone-3-
manifold if (E ,∇E , hE ) is cone-admissible.
Proof. This follows from Devmax = D
ev
min in the same way as in the cone-
surface case. q.e.d.
Corollary 4.35 ∆F = ∆(dmax) on a cone-3-manifold if (E ,∇E , hE ) is
cone-admissible.
Proof. This follows from essential selfadjointness of D together with
Corollary 3.5. q.e.d.
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5 The Bochner technique
5.1 Infinitesimal isometries
For simplicity consider M3κ for κ ∈ {−1, 0, 1}. Let G = Isom+M3κ and
g its Lie-algebra. g may be identified with the Lie-algebra of Killing
vectorfields. Note however, that the Lie-bracket in g corresponds to the
negative of the vectorfield commutator under this identification:
adg(X)Y = [X,Y ]g = −[X,Y ] = −LXY.
Fix a point p ∈M3κ and let K = StabG(p). Note that K ∼= SO(TpM3κ),
since G acts simply transitively on frames in constant curvature. Then
we have the usual decomposition g = k ⊕ p, where k is the Lie-algebra
of K. Recall that
k = {X ∈ g |X(p) = 0}
and
p = {X ∈ g | (∇X)(p) = 0}.
There are isomorphisms
p ∼= TpM3κ, X 7→ X(p)
and (in our constant-curvature situation)
k ∼= so(TpM3κ), X 7→ AX(p) := (∇X)(p) .
We have [k, k] ⊂ k, [k, p] ⊂ p and [p, p] ⊂ k, since k (resp. p) is the
+1 (resp. −1) eigenspace of the Cartan-involution on g induced by the
geodesic involution on M3κ about p.
Let X be a Killing vectorfield. Let γ be a geodesic with γ(0) = p
and γ˙(0) = Y (p). Then X will be a Jacobi vectorfield along γ. We
obtain
0 = ∇γ˙∇γ˙X +R(X, γ˙)γ˙
= (∇γ˙AX)γ˙ +R(X, γ˙)γ˙
Therefore we have
(∇YAX)Y +R(X,Y )Y = 0 .
The expression (∇YAX)Z+R(X,Y )Z is symmetric in Y and Z. There-
fore we obtain by polarization
(∇YAX)Z +R(X,Y )Z = 0 (⋆)
if X is a Killing vectorfield.
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Lemma 5.1 Under the identification g = so(TpM
3
κ) ⊕ TpM3κ the Lie-
bracket corresponds to
[(A,X), (B,Y )] = ([A,B]−R(X,Y ), AY −BX),
where [A,B] is the commutator in so(TpM
3
κ) and R the Riemannian
curvature tensor.
Proof. Let X,Y ∈ p, Z ∈ p. From equation (⋆) we obtain
A[X,Y ]gZ(p) = −∇Z([X,Y ])(p) = −∇Z∇XY (p) +∇Z∇YX(p)
= −(∇ZAY )X(p) + (∇ZAX)Y (p)
= R(Y,Z)X(p) +R(Z,X)Y (p) = −R(X,Y )Z(p)
Let X,Y ∈ k, Z ∈ p.
A[X,Y ]gZ(p) = −∇Z([X,Y ])(p) = −∇[X,Y ]Z(p)− [Z, [X,Y ]](p)
= [X, [Y,Z]](p) + [Y, [Z,X]](p)
= [X,∇Y Z −∇ZY ](p) + [Y,∇ZX −∇XZ](p)
= ∇∇ZYX(p)−∇∇ZXY (p) = [AX , AY ]Z(p)
Let X ∈ k, Y ∈ p.
[X,Y ]g(p) = − (∇XY −∇YX) (p)
= ∇YX(p) = AXY (p)
This is sufficient since [k, k] ⊂ k, [k, p] ⊂ p and [p, p] ⊂ k. q.e.d.
Note that the usual formula for the curvature tensor of a symmetric
space
R(X,Y )Z(p) = −[[X,Y ], Z](p), X, Y, Z ∈ p
is contained in the statement.
Corollary 5.2 AdG(g)(A,X) = (AdK(g)A, gX) for g ∈ K.
Let E = so(TM3κ) ⊕ TM3κ. E is a bundle of Lie-algebras with a flat
connection ∇E , such that a section σ = (A,X) is parallel if and only if
X is a Killing vectorfield and A = AX .
Lemma 5.3 The flat connection on E is given by
∇EY (A,X) = (∇YA−R(Y,X),∇YX −AY ) ,
where ∇ denotes the Levi-Civita connection on TM3κ and on so(TM3κ).
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Proof. If ∇0 and ∇1 are connections on a vector-bundle E , then the
difference α = ∇0 − ∇1 is a 1-form with values in End E . If ∇0σ = 0,
then −∇1Y σ = α(Y )σ for all Y ∈ TM3κ.
Let ∇0 = ∇E and ∇1 = ∇. A Killing vectorfield X determines a
parallel section σX = (AX ,X). From equation (⋆) we have
(∇YAX)Z = −R(X,Y )Z = R(Y,X)Z ,
and from the very definition
∇YX = AXY,
hence α(Y )(A,X) = (−R(Y,X),−AY ). q.e.d.
In fact E = M3κ × g and ∇E is just the trivial connection d written
in terms of the subbundles TM3κ and so(TM
3
κ).
Corollary 5.4 ∇EY σ = ∇Y σ + adg(Y )σ for σ ∈ Γ(E), Y ∈ TM3κ.
Proof. Lemma 5.1 implies that α(Y )σ = ad(Y )σ. q.e.d.
We have a natural metric on E , namely
hE = ( · , · )so(TM3κ) ⊕ ( · , · )TM3κ ,
where
(A,B)so(TM3κ) = −
1
2
tr(AB).
Recall the definition of the Killing form
Bg(a, b) = tr(adg(a)adg(b))
for a, b ∈ g. Bg is a symmetric bilinear form, which is AdG(g)-invariant
for all g ∈ G. This implies in particular that adg(a) is antisymmetric
with respect to Bg for all a ∈ g.
We wish to express Bg in terms of the decomposition g = k⊕p. First
of course the relations [k, k] ⊂ k, [k, p] ⊂ p and [p, p] ⊂ k imply that k and
p are Bg-orthogonal. The following computation is left to the reader:
Lemma 5.5 The restrictions of Bg to k = so(TpM
3
κ) and p = TpM
3
κ
are given as follows:
Bg|k ( · , · ) = −4( · , · )so(TpM3κ)
Bg|p ( · , · ) = −4κ( · , · )TpM3κ .
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We obtain as an immediate consequence:
Corollary 5.6 If κ = 1, then ad(Y ) is antisymmetric with respect to
hE for Y ∈ TM3κ, in particular ∇EhE = 0. If κ = −1, then ad(Y ) is
symmetric with respect to hE for Y ∈ TM3κ.
For κ = −1 we want to calculate the precise deviation of hE from being
parallel. With ∇E = ∇ + ad we get using the fact that hE is parallel
with respect to ∇:
(∇EXhE )(σ, τ) = X(hE (σ, τ)) − hE(∇EXσ, τ)− hE (σ,∇EXτ)
= −hE(ad(X)σ, τ) − hE (σ, ad(X)τ)
= −2hE (ad(X)σ, τ) .
Let hE0 denote the metric on E obtained by parallel extension of hE (p)
with respect to ∇E for p ∈ M3κ. If we write hE(σ, τ) = hE0 (Aσ, τ) with
A ∈ Γ(End E) symmetric, we obtain using the fact that hE0 is parallel
with respect to ∇E :
hE0 ((∇EXA)σ, τ) = (∇EXhE)(σ, τ) = −2hE (ad(X)σ, τ)
= −2hE0 (Aad(X)σ, τ) ,
in particular we have proved:
Lemma 5.7 If κ = −1, then A−1(∇EA) = −2ad and is therefore
bounded on M3κ with respect to h
E .
Let us now consider M , the nonsingular part of a cone-3-manifold C.
The condition that M is locally modelled on M3κ is usually expressed in
terms of the developing map
dev : (M˜, p0) −→ (M3κ, p)
and the holonomy representation
hol : π1(M,x0) −→ G = Isom+M3κ ,
where dev is a local isometry and π1(M)-equivariant with respect to the
deck-action on M˜ and the action via hol on M3κ. For details we ask the
reader to consult Section 6.1.
We again denote by E the bundle so(TM) ⊕ TM . Since being a
Killing vectorfield is a local condition, we again have a flat connection
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∇E on E with the property that parallel sections correspond to Killing
vectorfields. The formula for ∇E given in Lemma 5.3 applies as well.
In contrast to the model-space situation, E will now have holonomy. It
is easy to see that the holonomy of E along a loop γ ∈ π1(M,x0) is
given by Ad ◦ hol(γ) if we identify Ex0 with g. Therefore we obtain an
alternative description of E :
E = M˜ ×Ad◦hol g
The Lie-algebra structure on E induced by this representation coincides
with the one given in Lemma 5.1.
The same considerations apply to the two-dimensional situation as well
if we replace M3κ and its isometry group with the corresponding two-
dimensional objects. Here we restrict our attention to the spherical case.
Let
S =
{
S2(α, β, γ) or
S2(α,α)
in the following. Since Isom+ S2 = SO(3) we have a holonomy repre-
sentation
hol : π1(intS) −→ Isom+ S2 = SO(3)
and developing map
dev : i˜ntS −→ S2 .
Let us denote the vector-bundle of infinitesimal isometries with its nat-
ural flat connection in this situation by (F ,∇F ). We have
F = i˜ntS ×Ad◦hol so(3) .
Since the adjoint representation of SO(3) on so(3) is isomorphic to the
standard representation of SO(3) on R3, we have alternatively
F = i˜ntS ×hol R3 .
Since hol preserves the standard scalar product on R3, we have a natural
metric hF on F which is parallel with respect to ∇F .
Now if xi ∈ S is a cone-point with cone-angle αi and γi ∈ π1(intS)
a loop around xi, then hol(γi) is just rotation about the cone-angle αi
around some fixed axis in R3. Note that the axis of hol(γi) and the
axis of hol(γj) need not coincide for xi 6= xj . This gives us a quite
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explicit description of F . In particular we see that locally around the
cone-points we have the following splitting
F|S1αi = C(αi)⊕ R ,
where C(αi) denotes the flat U(1)-bundle over S
1
αi with holonomy e
iαi .
Next we describe the restriction of E to the links of singular points.
Recall that if x ∈ Σ is a singular point and Sx is its link, then
Sx = S
2(α, β, γ)
if x is a vertex, and
Sx = S
2(α,α)
if x is an edge point.
Lemma 5.8 Let Sx be the link of a singular point x ∈ Σ. Then the
restriction of E to intSx is given by:
E|intSx = F ⊕ F ,
where F is the flat vector-bundle of infinitesimal isometries on Sx.
Proof. The holonomy of π1(intSx) fixes a point p ∈M3κ and is therefore
contained in K = StabG(p) ∼= SO(TpM3κ). We have seen in Corollary
5.2 that AdG(g) = (AdK(g), g) for g ∈ K with respect to the splitting
g = k ⊕ p. Again, since the adjoint representation and the standard
representation of SO(3) are isomorphic, we obtain two copies of F . q.e.d.
Proposition 5.9 Let C be a spherical cone-3-manifold with cone-angles
≤ π. Then (E ,∇E , hE ), the vector-bundle of infinitesimal isometries
of M = intC with its natural flat connection and metric, is cone-
admissible.
Proof. Let x ∈ Σ be a singular point, we have E|Uε(x) = F ⊕ F via
Lemma 5.8. Since hE is parallel in the spherical case, we have hE0 = h
E
and assumptions A1 and A2 are trivially satisfied on Uε(x), cf. Remark
4.1. Clearly hE = hF ⊕ hF . (F ,∇F , hF ) is orthogonally flat and there-
fore via Remark 4.19 cone-admissible over intSx if the cone-angles are
≤ π. Then we may apply Remark 4.29 to conclude that (E ,∇E , hE ) is
cone-admissible over M . q.e.d.
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Proposition 5.10 Let C be a hyperbolic cone-3-manifold with cone-
angles ≤ π. Then (E ,∇E , hE ), the vector-bundle of infinitesimal isome-
tries of M = intC with its natural flat connection and metric, is cone-
admissible.
Proof. Let x ∈ Σ be a singular point, we have E|Uε(x) = F ⊕ F via
Lemma 5.8. (F ,∇F , hF ) is orthogonally flat, clearly hE0 = limr→0 hE (r)
exists and hE0 = h
F ⊕ hF , i.e. assumption A1 is satisfied. In view of
Lemma 5.7, assumption A2 is also satisfied. The assertion follows now
as in the spherical case. q.e.d.
In the Euclidean case for fixed p ∈ E3 we have a group homomorphism
rot : Isom+E3 −→ StabG(p) ∼= SO(TpE3)
g 7−→ g + (p− g(p))
We may form the rotational part of the holonomy
rot ◦hol : π1(M) −→ StabG(p) ∼= SO(TpE3) .
On the other hand
Etrans := TM ⊂ E = so(TM)⊕ TM
is via the explicit formula for ∇E in Lemma 5.3 easily seen to be a
parallel subbundle of E . Note that in contrast
Erot := so(TM) ⊂ E = so(TM)⊕ TM
is not parallel.
Since the rotational part of the holonomy is nothing but the holon-
omy of the flat tangent bundle, we obtain
Etrans = M˜ ×rot ◦hol R3 .
In the same way as before one shows:
Lemma 5.11 Let C be a Euclidean cone-3-manifold. The restriction
of Etrans to the link Sx of a singular point x ∈ Σ is given as
Etrans|intSx = F ,
where F is the flat vector-bundle of infinitesimal isometries on Sx. Fur-
thermore Etrans is cone-admissible if the cone-angles are ≤ π.
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5.2 Weitzenbo¨ck formulas
5.2.1 The spherical and the Euclidean case
Let (E ,∇E , hE ) be an orthogonally flat vector-bundle. Recall the stan-
dard Weitzenbo¨ck formula on E-valued 1-forms:
∆ω = ∇t∇ω + (Ric id)ω
For this formula to hold without extra terms we really need that the
metric hE is parallel with respect to ∇E . Recall that the action of the
Ricci tensor on a scalar-valued 1-form α is determined by the relation
g(Ric(α), β) = Ric(α, β)
for all β ∈ Ω1(M,R). In three dimensions the Ricci tensor of a metric
with constant curvature κ is given by
Ric(· , ·) = 2κ · g(· , ·),
so we end up with
(κ = 1)
∆ω = ∇t∇ω + 2 · ω
(κ = 0)
∆ω = ∇t∇ω
in the spherical and the Euclidean case.
5.2.2 The hyperbolic case
In the hyperbolic case we use a different type of Weitzenbo¨ck formula,
due to Y. Matsushima and S. Murakami, cf. [MM]. We use the notation
of [HK]. Let E = so(TM) ⊕ TM be the vector-bundle of infinitesimal
isometries and ∇E its natural flat connection. We continue to denote
by ∇E the tensor-product connection on Λ•T ∗M ⊗ E induced by the
Levi-Civita connection on M and the connection ∇E on E , whereas we
denote by ∇ the Levi-Civita connection on Λ•T ∗M ⊗ E .
Recall the relation ∇EY = ∇Y +ad(Y ) for Y ∈ TM , where the endo-
morphism ad(Y ) is symmetric with respect to hE . Let in the following
ε : T ∗M ⊗ Λ•T ∗M → Λ•+1T ∗M
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denote exterior multiplication, and
ι : TM ⊗ Λ•T ∗M → Λ•−1T ∗M
denote interior multiplication. Let {e1, e2, e3} be a local orthonormal
frame and {e1, e2, e3} the dual coframe. Then we have
d =
3∑
i=1
ε(ei)∇Eei =
3∑
i=1
ε(ei) (∇ei + ad(ei)) .
This implies
dt = −
3∑
i=1
ι(ei) (∇ei − ad(ei)) .
Define
D :=
3∑
i=1
ε(ei)∇ei and T :=
3∑
i=1
ε(ei)ad(ei),
this implies
Dt = −
3∑
i=1
ι(ei)∇ei and T t =
3∑
i=1
ι(ei)ad(ei).
We obviously have d = D + T and dt = Dt + T t, let ∆D = DDt +DtD
and H = TT t + T tT . H is symmetric and non-negative. From the
definitions we have
∆ = ddt + dtd
= ∆D +H +DT t + TDt +DtT + T tD
A computation in a local orthogonal frame shows that
DT t + TDt +DtT + T tD = 0
and
H =
3∑
i=1
ad(ei)
2 +
3∑
i,j=1
ε(ei)ι(ej)ad ([ei, ej ]) .
This implies the following Weitzenbo¨ck formula, where a priori ∆D and
H are non-negative.
Lemma 5.12 [MM] ∆ = ∆D +H
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The following positivity property of H on 1-forms makes this formula
particularly useful for us. The proof may again be obtained by a calcu-
lation in a local orthonormal frame.
Proposition 5.13 [MM] There is a constant C > 0 such that
(Hω,ω)x ≥ C(ω, ω)x
for all ω ∈ Ω1(M, E) and x ∈M .
5.3 A vanishing theorem
In this section we prove our main result about L2-cohomology spaces of
3-dimensional cone-manifolds with coefficients in the flat vector-bundle
of infinitesimal isometries. This completes the analytic part of our ar-
gument. For convenience we discuss the proof case by case.
5.3.1 The spherical case
Theorem 5.14 Let C be a spherical cone-3-manifold with cone-angles
≤ π. Let M = C \ Σ and (E ,∇E) be the vector-bundle of infinitesimal
isometries of M with its natural flat connection. Then
H1L2(M, E) = 0 .
Proof. We recall the Weitzenbo¨ck formula for the Hodge-Laplace opera-
tor on E-valued 1-forms, which in the spherical case (i.e. κ = 1) amounts
to
∆ω = ∇t∇ω + 2ω
for ω ∈ Ω1(M, E). For ω ∈ Ω1cp(M, E) integration by parts yields∫
M
(∆ω, ω) =
∫
M
(∇t∇ω, ω) + 2
∫
M
|ω|2
=
∫
M
|∇ω|2 + 2
∫
M
|ω|2
≥ 2
∫
M
|ω|2
This means we have a positive lower bound for ∆ on Ω1cp(M, E):
〈∆ω, ω〉L2 ≥ C 〈ω, ω〉L2
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with C = 2. Since (E ,∇E , hE ) is cone-admissible according to Proposi-
tion 5.9, we obtain
∆F = ∆(dmax)
via Corollary 4.35. Since the Friedrichs extension preserves lower bounds,
we conclude
H1max = ker∆1(dmax) = 0 .
Finally Theorem 4.31 identifies L2-cohomology with the dmax-harmonic
forms. This implies H1L2(M, E) = 0 and proves the theorem. q.e.d.
5.3.2 The Euclidean case
Theorem 5.15 Let C be a Euclidean cone-3-manifold with cone-angles
≤ π. Let Etrans ⊂ E be the parallel subbundle of infinitesimal transla-
tions of M = C \ Σ. Then
H1L2(M, Etrans) ∼= {ω ∈ Ω1(M, Etrans) |∇ω = 0} .
Proof. The Weitzenbo¨ck formula for the Hodge-Laplace operator on
Etrans-valued 1-forms in the Euclidean case (i.e. κ = 0) amounts to
∆ω = ∇t∇ω
for ω ∈ Ω1(M, Etrans). This implies with Corollary 3.3 that
∆1F = ∇tmax∇min .
Since Etrans ⊂ E is cone-admissible according to Lemma 5.11, we obtain
∆1F = ∆
1(dmax) .
via Corollary 4.35. This implies that
∆1(dmax) = ∇tmax∇min .
For ω ∈ ker∆1(dmax) we have
0 = 〈∆(dmax)ω, ω〉L2 = 〈∇tmax∇minω, ω〉L2 = ‖∇minω‖2L2 .
We conclude that ω ∈ ker∇min. On the other hand, if ω ∈ ker∇max,
then clearly ω ∈ kerDmax. Since D is essentially selfadjoint according
to Corollary 4.34, kerDmax = kerDmin = Hmax. We obtain
ker∇max ⊂ H1max ⊂ ker∇min ,
which proves the theorem via Theorem 4.31, since Hmax consists of
smooth forms. Note also that a parallel form ω will automatically be
L2-bounded, since ∇ is compatible with the metric on Etrans. q.e.d.
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5.3.3 The hyperbolic case
Theorem 5.16 Let C be a hyperbolic cone-3-manifold with cone-angles
≤ π. Let M = C \ Σ and (E ,∇E) be the vector-bundle of infinitesimal
isometries of M with its natural flat connection. Then
H1L2(M, E) = 0 .
Proof. The proof follows the same scheme as in the spherical case. For
convenience of the reader we also give full details in this case.
We recall that in the hyperbolic case we have a Weitzenbo¨ck formula
for the Hodge-Laplace operator for E-valued 1-forms of the type
∆ω = DtDω +DDtω +Hω ,
where
〈Hω,ω〉L2 ≥ C 〈ω, ω〉L2
for C > 0 independent of ω ∈ Ω1(M, E). For ω ∈ Ω1cp(M, E) integration
by parts yields∫
M
(∆ω, ω) =
∫
M
(DtDω, ω) +
∫
M
(DDtω, ω) +
∫
M
(Hω,ω)
=
∫
M
|Dω|2 +
∫
M
|Dtω|2 +
∫
M
(Hω,ω)
≥ C
∫
M
|ω|2
This means we have a positive lower bound for ∆ on Ω1cp(M, E):
〈∆ω, ω〉L2 ≥ C 〈ω, ω〉L2
for C > 0. Since (E ,∇E , hE ) is cone-admissible according to Proposition
5.10, we obtain
∆F = ∆(dmax)
via Corollary 4.35. Since the Friedrichs extension preserves lower bounds,
we conclude
H1max = ker∆1(dmax) = 0 .
Finally Theorem 4.31 identifies L2-cohomology with the dmax-harmonic
forms. This implies H1L2(M, E) = 0 and proves the theorem. q.e.d.
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6 Deformation theory
In this chapter we study the deformation space of cone-manifold struc-
tures on a 3-dimensional cone-manifold of given topological type (C,Σ).
It is convenient to use the more general framework of (X,G)-structures
and deformations thereof, in particular since there is a quite general the-
orem of [Gol], which relates the local structure of the deformation space
of (X,G)-structures to the local structure ofX(π1M,G). ByX(π1M,G)
we denote the quotient of R(π1M,G), the space of representations of
π1M in G, by the conjugation action of G.
The (X,G)-structures relevant for our situation will beX =M3κ and
G = Isom+M3κ, in fact by a theorem of [Cul], the holonomy represen-
tation of a 3-dimensional cone-manifold structure may always be lifted
to the universal covering group of Isom+M3κ, which in the hyperbolic
case is SL2(C) and in the spherical case SU(2) × SU(2).
We will use the L2-vanishing theorem to analyze local properties of
SL2(C)- and SU(2)-representation spaces. From this we will be able to
conclude local rigidity in the hyperbolic and in the spherical case.
6.1 (X,G)-structures
Let (X, gX ) be a Riemannian manifold upon which a Lie group G acts
transitively by isometries. Let M be manifold of the same dimension
as X. Then we say that M carries an (X,G)-structure if M is locally
modelled on X, i.e. there is a covering of M by charts {ϕi : Ui → X}i∈I
such that for each connected component of C of Ui ∩ Uj there exists
gC,i,j ∈ G such that gC,i,j ◦ ϕi = ϕj on C. The collection of charts
{ϕi : Ui → X}i∈I is called an (X,G)-atlas and an (X,G)-structure
on M is a maximal (X,G)-atlas. A detailed discussion of this kind of
structure may be found in [Gol], which we will use as the main reference
for this section.
Let us fix basepoints x0 ∈M and p0 ∈ π−1(x0), where π : M˜ → M
is the universal covering ofM . Then an (X,G)-structure onM together
with the germ of an (X,G)-chart ϕ : U → X around x0 determines by
analytic continuation of ϕ a local diffeomorphism
dev : M˜ −→ X ,
the developing map, and a representation
hol : π1(M,x0) −→ G ,
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the holonomy representation, such that dev is equivariant with respect
to hol, i.e.
dev ◦γ = hol(γ) ◦ dev
for all γ ∈ π1(M,x0). Conversely, a local diffeomorphism dev : M˜ → X
equivariant with respect to some representation hol : π1(M,x0)→ G as
above, defines an (X,G)-structure on M together with the germ of an
(X,G)-chart at x0. Note that hol is uniquely determined by dev and
the equivariance condition.
Let D′(X,G)(M) be the space of developing maps with the topology of
C∞-convergence on compact sets. As usual we equip R(π1(M,x0), G),
the set of representations of π1(M,x0) in G, with the compact-open
topology. Associating its holonomy representation with a developing
map yields a continuous map
D′(X,G)(M) −→ R(π1(M,x0), G)
dev 7−→ hol .
For simplicity we assume that M is diffeomorphic to the interior of
a compact manifold with boundary M ∪ ∂M , which is certainly the
case for the object of our main concern, namely the smooth part of a
3-dimensional cone-manifold.
Following [CHK] we introduce the equivalence relation ∼ on the
space of developing maps, which is generated by isotopy and thickening.
Clearly Diff0(M), the group of diffeomorphisms of M isotopic to the
identity, acts on the space of developing maps, two structures equivalent
under this action will be called isotopic. On the other hand, if an (X,G)
structure on M extends to M ∪ ∂M × [0, ε) for some ε > 0, this gives
rise to an (X,G)-structure on M , which we will call a thickening of the
original structure. Let
D(X,G)(M) = D′(X,G)(M)/∼ .
We obtain a G-equivariant map
D(X,G)(M) −→ R(π1(M,x0), G)
[dev] 7−→ hol .
We define the deformation space of (X,G)-structures to be the quotient
T(X,G)(M) := D(X,G)(M)/G .
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Let X(π1(M,x0), G) denote the G-quotient of R(π1(M,x0), G) by con-
jugation, properties of this quotient in our particular context will be
discussed in greater detail in subsequent sections.
Let us assume that the action of G on R(π1(M,x0), G) by conjuga-
tion is proper, this implies in particular by the G-equivariance of the
above map, that the action of G on D(X,G)(M) is also proper. In this
situation the arguments of [Gol] (cf. also the discussion in [CHK]) yield
the following theorem about the local structure of the deformation space
of (X,G)-structures:
Theorem 6.1 (deformation theorem) [Gol] If the action of G on
R(π1(M,x0), G) by conjugation is proper, then the map
T(X,G)(M) −→ X(π1(M,x0), G)
[dev] 7−→ [hol]
is a local homeomorphism.
This theorem explains the meaning of representation varieties in the
study of deformations of (X,G)-structures: Local properties of the de-
formation space of (X,G)-structures onM translate into local properties
of X(π1(M,x0), G) and vice versa.
By a theorem of M. Culler (cf. [Cul]) the holonomy representation
of a cone-3-manifold may be lifted to the universal covering group of
Isom+M3κ:
h˜ol : π1M −→ I˜som+M3κ
In the hyperbolic case I˜som+H3 = SL2(C). We obtain that the flat
vector-bundle of infinitesimal isometries may be written as
E = M˜ ×
Ad◦h˜ol
sl2(C) .
As a consequence E has a parallel complex structure, such that in par-
ticular all the cohomology spaces H i(M, E) are complex vector spaces.
In the spherical case I˜som+S3 = SU(2) × SU(2). Therefore the lift
of the holonomy splits as a product representation
h˜ol = (hol1,hol2) : π1M −→ SU(2)× SU(2) ,
in particular the flat vector-bundle of infinitesimal isometries splits as
a direct sum of parallel subbundles:
E = E1 ⊕ E2 ,
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where
Ei = M˜ ×Ad◦holi su(2) .
Consequently H i(M, E) = H i(M, E1)⊕H i(M, E2) for all i.
For notational convenience we will drop the distinction between hol
and h˜ol from here.
6.2 The representation variety
Let Γ be a finitely generated discrete group. Once and for all we fix a
presentation 〈γ1, . . . , γn|(ri)i∈I〉 of Γ. The cardinality of the indexset I
may a priori be infinite, however most of the groups we deal with will
turn out to be finitely presented. Let G = SL2(C) or SU(2). The rep-
resentation variety R(Γ, G) is defined to be the set of group homomor-
phisms ρ : Γ → G. R(Γ, G) endowed with the compact-open topology
is a Hausdorff space, compact in the case of SU(2).
The relations ri define functions fi : G
n → G such that R(Γ, G)
may be identified with the set {(A1, . . . , An) ∈ Gn| fi(A1, . . . , An) = 1}.
Since SL2(C) is a C-algebraic (resp. SU(2) a R-algebraic) group and the
fi are polynomial maps, R(Γ, G) acquires the structure of a C-algebraic
(resp. R-algebraic) set. Note that R(Γ, G) won’t be a smooth space in
general.
The action of G on Gn by simultaneous conjugation leaves the set
R(Γ, G) ⊂ Gn invariant. Therefore the quotient X(Γ, G) = R(Γ, G)/G
is well defined. We endow X(Γ, G) with the quotient topology. X(Γ, G)
will in general be neither smooth nor even Hausdorff. X(Γ, G) as we
have defined it should not be confused with a quotient constructed in
the algebraic category. This usually requires arguments from geometric
invariant theory, which we can avoid using here.
A smooth family of representations ρt : Γ → G with ρ0 = ρ defines
a group 1-cocycle z : Γ→ g, where
z(γ) = ddt
∣∣
t=0
ρt(γ)ρ(γ)
−1
for γ ∈ Γ. Recall that Z1(Γ, g), the space of 1-cocycles of Γ with
coefficients in the representation Ad ◦ ρ : Γ → GL(g), is the the space
of maps z : Γ→ g such that
z(ab) = z(a) + (Ad ◦ ρ(a)) z(b)
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for all a, b ∈ Γ. A cocycle z is a coboundary if there exists some v ∈ g
such that
z(a) = v − (Ad ◦ ρ(a)) v
for all a ∈ Γ. Let B1(Γ, g) be the space of 1-coboundaries. Now by
definition
H1(Γ, g) = Z1(Γ, g)/B1(Γ, g)
is the first group cohomology group of Γ with coefficients in the repre-
sentation Ad ◦ ρ : Γ → GL(g). H1(Γ, g) is a real vector space. Recall
further that
H0(Γ, g) = Z0(Γ, g) = {v ∈ g|(Ad ◦ ρ(γ))v = v ∀γ ∈ Γ} .
For more details on group cohomology see [Bro].
We refer to Z1(Γ, g) as the space of infinitesimal deformations of
the representation ρ. We call a 1-cocycle z integrable, if there exists a
(local) deformation ρt, which is tangent to z in the above sense.
It is easy to see that z ∈ B1(Γ, g) if and only if z is tangent to the
orbit of G through ρ, i.e. there exists a smooth curve gt in G with g0 = 1
such that
z(γ) = ddt
∣∣
t=0
gtρ(γ)g
−1
t ρ(γ)
−1
for γ ∈ Γ. A deformation ρt(γ) = gtρ(γ)g−1t will be considered trivial.
We use the following observation due to A. Weil (cf. [Wei]): A map
z : Γ→ g defines a group 1-cocycle if and only if the map
(Ad ◦ ρ, z) : Γ −→ GL(g)⋉ g
γ 7−→ (Ad ◦ ρ(γ), z(γ))
is a group homomorphism. GL(g)⋉ g is the affine group of the vector-
space g. Using the fixed presentation of Γ, this identifies Z1(Γ, g) with
a linear subspace of gn. More precisely, the relations ri determine linear
functions gi : g
n → g, such that
Z1(Γ, g) = {(a1, . . . , an) ∈ gn|gi(a1, . . . , an) = 0∀i ∈ I} .
On the other hand, ker dfi may be identified with a subspace of g
n via
(A˙1, . . . , A˙n) 7→ (A˙1A−11 , . . . , A˙nA−1n ) .
With these identifications we have the following lemma:
Lemma 6.2 Z1(Γ, g) = ∩i∈I ker dfi.
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Proof. A straightforward calculation shows that dfi(A˙1, . . . , A˙n) = 0 for
A˙i ∈ TAiG if and only if gi(a1, . . . , an) = 0, where ai = A˙iA−1i . q.e.d.
If the equations (fi)i∈I cut out R(Γ, G) transversely near ρ, then the
previous lemma identifies Z1(Γ, g) with the tangent space of R(Γ, G) at
the point ρ. In particular ρ will be a smooth point. If furthermore the
G-action on R(Γ, G) by conjugation is free and proper, then X(Γ, G)
will be smooth near χ = [ρ] and the tangent space at χ may be identified
with H1(Γ, g).
6.3 Integration and group cohomology
We wish to represent group cocycles of π1M with coefficients in the
representation Ad ◦ hol : π1M → g = isom+M3κ by differential forms on
M with values in E . This will be achieved by means of integration.
Let x0 be a base point in M , then for γ ∈ π1(M,x0) and a closed
1-form ω ∈ Ω1(M, E) we define∫
γ
ω =
∫ 1
0
τ−1γ(t)ω(γ˙(t))dt ∈ Ex0 ,
where τγ(t) denotes the parallel transport along γ from x0 = γ(0) to
γ(t). Since ω is closed, the integral depends only on the homotopy class
of γ. If we identify Ex0 with g, then we may set
zω(γ) =
∫
γ
ω ∈ g .
Alternatively, we may proceed as follows: The flat bundle E may be de-
scribed as an associated bundle E = M˜ ×Ad◦hol g. 1-forms ω ∈ Ω1(M, E)
correspond to 1-forms ω˜ ∈ Ω1(M˜, g) satisfying the following equivari-
ance condition:
γ∗ω˜ = (Ad ◦ hol(γ)) ω˜
for all γ ∈ π1(M,x0). For ω ∈ Ω1(M, E) closed consider ω˜ ∈ Ω1(M˜, g),
which will again be closed. Let p0 ∈ π−1(x0) be a base point in M˜ . Now
since M˜ is simply connected, there exists a primitive F ∈ C∞(M, g) such
that dF = ω˜. For γ ∈ π1(M,x0) we define
zω(γ) =
∫
γ
ω = F (γp0)− F (p0) ∈ g .
Since F is determined up to an additive constant, this is well defined.
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Both definitions of the map zω : π1M → g associated with the closed
form ω ∈ Ω1(M, E) clearly agree. The proof of the following lemma is
straightforward and left to the reader:
Lemma 6.3 If ω ∈ Ω1(M, E) is closed, then zω defines a group cocycle,
i.e. zω ∈ Z1(π1M, g). ω is exact if and only if zω ∈ B1(π1M, g).
As a consequence of the preceding lemma, we obtain that the period
map
P : H1(M, E) −→ H1(π1M, g)
[ω] 7−→ [γ 7→ ∫γ ω]
is well defined and injective. Since we know from general considerations
(cf. [Bro, Thm. 5.2]) that H i(M, E) ∼= H i(π1M, g) for i ∈ {0, 1}, we find
that the period map provides an explicit isomorphism betweenH1(M, E)
and H1(π1M, g).
6.4 Isometries
6.4.1 Isometries of H3
The action of SL2(C) onH
3 by Poincare´ extension identifies SL2(C) with
the universal cover of Isom+H3 = PSL2(C). Here we use the upper
half space model. Let φ : SL2(C) → Isom+H3 denote the covering
projection.
Semisimple elements in SL2(C) project to semisimple isometries. A
semisimple isometry φ has an invariant axis; this is the unique geodesic,
where δφ, the displacement function of φ, assumes its minimum. If this
minimum is positive, we call φ hyperbolic, otherwise elliptic. Parabolic
elements in SL2(C) project to parabolic isometries. Parabolic isometries
have a unique fixed point at infinity. The following is well-known:
Lemma 6.4 A,B ∈ SL2(C) commute if and only if φ(A), φ(B) are
either semisimple isometries and preserve the same axis γ or φ(A), φ(B)
are parabolic isometries with the same fixed point at infinity.
The stabilizer of an oriented geodesic γ is isomorphic to C∗, more pre-
cisely, if we work in the upper half space model H3 = C×R+, then for
γ = {0} × R+ we obtain
StabSL2(C)(γ) =
{(
λ 0
0 λ−1
)
: λ ∈ C∗
}
.
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S1 ⊂ C∗ corresponds to pure rotations around γ, while R ⊂ C∗ corre-
sponds to pure translations along γ. Recall that for a Killing vectorfield
X on H3 we denote by σX = (∇X,X) ∈ sl2(C) the corresponding par-
allel section. In particular, if we choose cylindrical coordinates (r, θ, z)
around γ, we see that
σ∂/∂θ =
1
2
(
i 0
0 −i
)
∈ sl2(C)
and
σ∂/∂z =
1
2
(
1 0
0 −1
)
∈ sl2(C) .
Note in particular that σ∂/∂θ = iσ∂/∂z. The factor 1/2 comes from the
fact that SL2(C) is a twofold cover of Isom
+H3.
Let A ∈ SL2(C) be semisimple and φ = φ(A) ∈ Isom+H3. Then A
is conjugate to diag(λ, λ−1) in SL2(C) for λ ∈ C∗. Now let z ∈ C/2πiZ
such that λ = exp(z). We define L(A) = 2z ∈ C/2πiZ. Then L(A) is
determined by A up to sign. L(A) is called the complex length of A.
For A 6= ± id we can orient the axis γ of φ and remove the sign
ambiguity of L consistently in a neighbourhood of A in SL2(C). The
real part of L(A) equals the (signed) translation length of φ along γ,
while the imaginary part equals the angle of rotation around γ. We
obtain
trA = 2cosh(z) = ±2 cosh(L(A)/2)
and by the inverse function theorem:
Lemma 6.5 Let A 6= ± id ∈ SL2(C) be semisimple. There exist neigh-
bourhoods U of A in SL2(C) and V of trA in C and a biholomorphic
map φ : V → L(V ) ⊂ C such that tr(U) ⊂ V and φ ◦ tr = L on U .
6.4.2 Isometries of S3
We identify S3 with the unit quaternions, i.e. S3 = {x ∈ H : |x| = 1}.
If we view the quaternions as a subalgebra of C2×2 via
1 7→
(
1 0
0 1
)
, i 7→
(
i 0
0 −i
)
, j 7→
(
0 1
−1 0
)
, k 7→
(
0 i
i 0
)
,
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S3 gets identified with the group SU(2) via
S3 −→ SU(2)
a+ bj 7−→
(
a b
−b a
)
,
where a, b ∈ C with |a|2 + |b|2 = 1. The map
φ : SU(2)× SU(2) −→ SO(4)
(A,B) 7−→ (x 7→ AxB−1)
exhibits SU(2) × SU(2) as the universal cover of Isom+ S3 = SO(4).
Note that the diagonal matrices{(
λ 0
0 λ
)
: λ ∈ S1
}
⊂ SU(2)
correspond to the geodesic γ = C ∩ S3, where as usual C is identified
with R ⊕ Ri ⊂ H. For any geodesic γ ⊂ S3 let us denote by γ⊥ the
geodesic which lies in the plane orthogonal to γ. In the above case
γ⊥ = Cj∩S3 = (Rj⊕Rk)∩S3, which corresponds to the set of matrices{(
0 λ
−λ 0
)
: λ ∈ S1
}
⊂ SU(2).
A spherical isometry may be put in a standard form, namely if an
isometry is represented as φ = φ(A,B) with A,B ∈ SU(2), then by
conjugation we may achieve that A = diag(λ, λ) and B = diag(µ, µ)
with λ, µ ∈ S1. The matrix A corresponds to λ ∈ C ∩ S3 and B to
µ ∈ C ∩ S3 if we identify SU(2) with S3 as above. Then for x ∈ S3 we
have φ(x) = λxµ, such that φ preserves the Hopf-fibrations, which are
associated with the complex structures x 7→ ix and x 7→ xi on H.
In particular, φ preserves γ = C ∩ S3 and γ⊥ = Cj ∩ S3, more
precisely we have φ(η) = λµη for η ∈ S1 = C ∩ S3, and φ(ηj) = (λµη)j
for ηj ∈ Cj ∩S3. Note that γ and γ⊥ are the common fibers of the two
fibrations, which are transverse everywhere else.
If µ = 1, then φ translates along the fibers of the Hopf-fibration
obtained by left-multiplication with S1, in particular the displacement
of φ is constant on S3. Similarly, if λ = 1, then φ translates along the
fibres of the Hopf-fibration obtained by right-multiplication with S1.
Again the displacement of φ will be constant on S3.
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If λ = µ, then φ is a pure rotation around γ, or equivalently, a pure
translation along γ⊥. Similarly, if λ = µ, then φ is a pure rotation
around γ⊥, or equivalently, a pure translation along γ.
Recall that for a Killing vectorfield X on S3 we denote by σX =
(∇X,X) ∈ su(2) ⊕ su(2) the corresponding parallel section. In par-
ticular, if we choose cylindrical coordinates (r, θ, z) around γ, we see
that
σ∂/∂θ =
(
1
2
(
i 0
0 −i
)
,
1
2
(
i 0
0 −i
))
∈ su(2) ⊕ su(2)
and
σ∂/∂z =
(
1
2
(
i 0
0 −i
)
,
1
2
( −i 0
0 i
))
∈ su(2) ⊕ su(2) .
The factors 1/2 arise from the fact that SU(2)×SU(2) is a twofold cover
of Isom+ S3. The following is immediate from the above discussion:
Lemma 6.6 φ1, φ2 ∈ Isom+ S3 commute if and only they preserve the
same pair of orthogonal axes {γ, γ⊥}.
Since φ(A,B)1 = 1 if and only if A = B ∈ SU(2) we obtain:
Lemma 6.7 φ = φ(A,B) ∈ Isom+ S3 has a fixed point if and only if A
is conjugate to B within SU(2).
We want to define an analogue of the complex length in the spherical
case. If φ = φ(A,B) with A conjugate to diag(λ, λ) and B conjugate to
diag(µ, µ), then let x ∈ R/2πZ such that λ = exp(ix) and y ∈ R/2πZ
such that µ = exp(iy). We define L1(A,B) = x−y and L2(A,B) = x+y.
Then L(A,B) = (L1(A,B),L2(A,B)) ∈ R2/2πZ2 is determined by A
and B up to an overall sign and up to switching components.
Let in the following A 6= ± id and B 6= ± id. If φ preserves a
pair of orthogonal axes {γ, γ⊥}, these ambiguities can be removed in
a neighbourhood of (A,B) by orienting γ. Let us again call L(A,B)
the ”complex” length of (A,B) ∈ SU(2) × SU(2). L1(A,B) equals the
(signed) translation length along γ, while L2(A,B) equals the (signed)
translation length along γ⊥. We obtain
trA = 2cos x = ±2 cos((L1(A,B) + L2(A,B))/2)
and
trB = 2cos y = ±2 cos((−L1(A,B) + L2(A,B))/2) .
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We set Tr1(A,B) = trA, Tr2(A,B) = trB and Tr = (Tr1,Tr2). By the
inverse function theorem we obtain:
Lemma 6.8 Let (A,B) ∈ SU(2)× SU(2) with A 6= ± id and B 6= ± id.
There exist neighbourhoods U of (A,B) in SU(2) × SU(2) and V of
Tr(A,B) in R2 and a diffeomorphism φ : V → L(V ) ⊂ R2 such that
Tr(U) ⊂ V and φ ◦ Tr = L on U .
6.5 Cohomology computations
Let C be a 3-dimensional cone-manifold with cone-angles ≤ π. Under
this cone-angle bound, a connected component of the singular locus
Σ will either be a circle or a (connected) trivalent graph, cf. Chapter
2, see also [CHK] and [BLP2]. Let Mε = M \ Bε(Σ), where Bε(Σ)
is the open ε-tube around Σ. Let Uε(Σ) = Bε(Σ) \ Σ. Then Mε is
topologically a manifold with boundary, which is a deformation retract
of M . ∂Mε consists of tori and surfaces of higher genus. ∂Mε = ∂Uε(Σ)
is a deformation retract of Uε(Σ).
Without loss of generality we may assume in the following that Σ is
connected.
6.5.1 The torus case
Let Σ = S1. Then Uε(Σ) is given as (0, ε)×T 2, where T 2 = R2/Λ and Λ
is the lattice generated by (θ, z) 7→ (θ+α, z) and (θ, z) 7→ (θ− t, z + l).
The metric is given as g = dr2 + sn2κ(r)dθ
2 + cs2κ(r)dz
2. Here α, t and
l are the parameters, which determine the geometry of Uε(Σ), namely
the cone-angle, the twist and the length of the singular tube. Note that
a function f in the coordinates (r, θ, z) descends to a function on Uε(Σ)
if and only if f(r, θ, z) = f(r, θ + α, z) and f(r, θ, z + l) = f(r, θ + t, z).
Note also that H i(Uε(Σ), ·) = H i(T 2, ·) for any local coefficient system.
The forms dθ and dz are invariant under Λ and descend to forms on
T 2, which generate the de-Rham cohomology of the torus in degree 1,
i.e. H1(T 2,R) = R · [dθ]⊕R · [dz].
Similarly, ∂/∂θ and ∂/∂z descend to Killing-vectorfields on Uε(Σ).
To be more specific, ∂/∂θ is an infinitesimal rotation around the sin-
gular axis and ∂/∂z an infinitesimal translation along the same axis.
Consequently, σ∂/∂θ and σ∂/∂z make up parallel sections of the bundle
E , i.e. σ∂/∂θ, σ∂/∂z ∈ H0(T 2, E).
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Lemma 6.9 If the cone-angles are ≤ π, then in the hyperbolic and the
spherical case
H0(T 2, E) = R · σ∂/∂θ ⊕ R · σ∂/∂z .
Proof. Let λ be the longitudinal and µ be the meridian loop. Clearly
H0(T 2, E) ∼= Z0(π1T 2, g) = {v ∈ g : (Ad ◦ hol(γ))v = v ∀γ ∈ π1T 2},
which we view as the infinitesimal centralizer of the holonomy represen-
tation restricted to the torus. We compute the centralizer Z(hol(π1T
2))
in each case.
In the hyperbolic case, let A = hol(λ) ∈ SL2(C) and B = hol(µ) ∈
SL2(C). Since hol is the holonomy of a hyperbolic cone-manifold struc-
ture with cone-angles ≤ π, we may assume that A = diag(η, η−1)
and B = diag(ξ, ξ−1) with η, ξ 6= ±1. Then it is easy to see that
Z(hol(π1T
2)) = {diag(ζ, ζ−1), ζ ∈ C∗}, hence Z0(π1T 2, sl2(C)) ∼= R2.
Since σ∂/∂θ and σ∂/∂z are closed and linearly independent, the result
follows.
In the spherical case, hol : π1T
2 → SU(2)×SU(2) splits as a product
representation hol = (hol1,hol2) with holi : π1T
2 → SU(2) for i ∈ {1, 2}.
We then have Z(hol(π1T
2)) = Z(hol1(π1T
2))×Z(hol2(π1T 2)). Let Ai =
holi(λ) ∈ SU(2) and Bi = holi(µ) ∈ SU(2). Without loss of generality
we assume that Ai = diag(ηi, ηi) and Bi = diag(ξi, ξi) with ηi, ξi ∈ S1.
Since hol is the holonomy of a spherical cone-manifold structure with
cone-angles ≤ π, hol(µ) must be a nontrivial rotation. This implies
that {ξ1, ξ1} = {ξ2, ξ2} 6= {±1}. Then it follows that Z(holi(π1T 2)) =
{diag(ζ, ζ), ζ ∈ S1}. This implies that Z0(π1T 2, su(2)) ∼= R. As above,
σ∂/∂θ and σ∂/∂z provide a basis for H
0(T 2, E). q.e.d.
We define forms
ωang = dθ  σ∂/∂θ
ωshr = dθ  σ∂/∂z
ωtws = dz  σ∂/∂θ
ωlen = dz  σ∂/∂z .
Since σ∂/∂θ and σ∂/∂z are parallel, these forms are closed. These forms
will be tangent to the corresponding geometric deformations of the sin-
gular tube, i.e. ωang is supposed to change the cone-angle α, similarly
for t and l. ωshr will be tangent to a deformation, which leads out of the
class of cone-metrics (which may be called a “shearing”-deformation).
This will be made precise.
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Lemma 6.10 The forms ωang and ωshr are not L
2 on Uε(Σ), whereas
the forms ωtws and ωlen are bounded on Uε(Σ) and hence L
2.
Proof. The metric on Uε(Σ) is given by g = dr
2+sn2κ(r)dθ
2+cs2κ(r)dz
2.
Hence dvol = snκ(r) csκ(r)dr ∧ dθ ∧ dz. For a 1-form ω = α  σX with
α ∈ Ω1(Uε(Σ)) andX ∈ Γ(TUε(Σ)) we have |ω|2 = |α|2
(|∇X|2 + |X|2).
Clearly
|dθ|2 = 1
sn2κ(r)
, |dz|2 = 1
cs2κ(r)
,
∣∣ ∂
∂θ
∣∣2 = sn2κ(r) , ∣∣ ∂∂z ∣∣2 = cs2κ(r) .
Let {
e1 =
∂
∂r , e2 = snκ(r)
−1 ∂
∂θ , e3 = csκ(r)
−1 ∂
∂z
}
be an orthonormal frame for TUε(Σ). A straightforward calculation
shows that with respect to this frame
∇ ∂∂θ =
 0 − csκ(r) 0csκ(r) 0 0
0 0 0
 ∈ Γ(so(TUε(Σ))
and
∇ ∂∂z =
 0 0 κ snκ(r)0 0 0
−κ snκ(r) 0 0
 ∈ Γ(so(TUε(Σ)) ,
such that ∣∣∇ ∂∂θ ∣∣2 = cs2κ(r) , ∣∣∇ ∂∂z ∣∣2 = κ2 sn2κ(r) .
We obtain
|ωang|2 = sn
2
κ(r) + cs
2
κ(r)
sn2κ(r)
, |ωshr|2 = cs
2
κ(r) + κ
2 sn2κ(r)
sn2κ(r)
and
|ωtws|2 = sn
2
κ(r) + cs
2
κ(r)
cs2κ(r)
, |ωlen|2 = cs
2
κ(r) + κ
2 sn2κ(r)
cs2κ(r)
.
In the first case we observe that |ωang|2dvol ∼ |ωshr|2dvol ∼ snκ(r)−1,
which is not integrable for r ∈ (0, ε). In the second case we find ωtws
and ωlen bounded and therefore L
2-integrable. q.e.d.
Lemma 6.11 If the cone-angles are ≤ π, then in the hyperbolic and
the spherical case
H1(T 2, E) = R · [ωang]⊕ R · [ωshr]⊕ R · [ωtws]⊕ R · [ωlen] .
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Proof. Since H0(T 2, E) = R · σ∂/∂θ ⊕ R · σ∂/∂z, we have a short exact
sequence of flat vector-bundles
0→ R2 → E → E/R2 → 0 .
Here we denote by Rk the trivial vector-bundle of real rank k together
with the trivial flat connection.
We claim that the natural map H1(T 2,R2) → H1(T 2, E) is an iso-
morphism. In the spherical case we can use the parallel metric on E to
split the short exact coefficient sequence. Then clearly H0(E/R2) = 0
and we may use Poincare´ duality to conclude that E/R2 is acyclic. Now
the result follows from the long exact cohomology sequence.
In the hyperbolic case we can use the parallel Killing form B to split
the coefficient sequence, if B restricted to R2 is nondegenerate. We use
the local formula for the Killing form in Lemma 5.5 with κ = −1:
B(σX , σY ) = −4(∇X,∇Y ) + 4(X,Y ) .
From the calculations in the previous lemma we obtain
B(σ∂/∂θ, σ∂/∂θ) = −4 cosh2(r) + 4 sinh2(r) = −4
B(σ∂/∂z, σ∂/∂z) = −4 sinh2(r) + 4 cosh2(r) = 4
B(σ∂/∂θ, σ∂/∂z) = 0 ,
which shows that B|
R
2 is nondegenerate. Then the result follows as
above. q.e.d.
We wish to calculate the periods of the differential forms ωang, ωshr, ωtws
and ωlen. Let x0 = (0, 0) be the basepoint of T
2. For γ ∈ π1T 2 and
ω ∈ Ω1(T 2, E) closed, we have a well-defined integral∫
γ
ω =
∫ 1
0
τ−1γ(t)ω(γ˙(t))dt,
where τγ(t) denotes the parallel transport along γ from x0 = γ(0) to
γ(t). Recall that the map γ 7→ zω(γ) =
∫
γ ω defines a group cocycle, if
we identify Ex0 with g.
Note that if ω is of the form ω = α  σ with ∇σ = 0, then ∫γ ω is
very easy to compute: ∫
γ
ω =
∫
γ
α · σx0 .
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This remark applies in particular to ωang, ωshr, ωtws and ωlen. We con-
centrate on the values of the corresponding group cocycles zang, zshr, ztws
and zlen on the meridian µ ∈ π1T 2, µ(0) = x0. We obtain
zang(µ) =
∫
µ
ωang = α · (σ∂/∂θ)x0
zshr(µ) =
∫
µ
ωshr = α · (σ∂/∂z)x0
and
ztws(µ) = zlen(µ) = 0 .
6.5.2 The higher genus case
Let Σ be a connected graph with trivalent vertices. Then Fg = ∂Uε(Σ)
is a surface of genus g = (N + 3)/3, where N is the number of edges
contained in Σ. Uε(v), the smooth part of the ε-ball around a vertex
v ∈ Σ, is homotopy equivalent to a pair of pants P .
Lemma 6.12 If the cone-angles are ≤ π, then H0(Fg, E) = 0.
Proof. If we restrict the holonomy ofM to Uε(v), the smooth part of the
ε-ball around a vertex v ∈ Σ, then hol(π1(Uε(v)) fixes a point p ∈M3κ.
Uε(v) deformation-retracts to P ⊂ ∂Uε(Σ) = Fg. Using the presen-
tation π1(P ) = 〈µ1, µ2, µ3|µ1µ2µ3 = 1〉, we obtain that the hol(µi),
i ∈ {1, 2, 3}, project to nontrivial rotations with mutually distinct axes.
This implies that Z(hol(π1Fg)) = {±1}. q.e.d.
Corollary 6.13 If the cone-angles are ≤ π, then in the hyperbolic case
H1(Fg, E) ∼= C6g−6 and in the spherical case H1(Fg, Ei) ∼= R6g−6.
Proof. Using the parallel Killing form B on E in the hyperbolic case,
resp. the parallel metric on Ei in the spherical case, we conclude that
H2(Fg, E) = H2(Fg, Ei) = 0 using Poincare´ duality. Now for any flat
bundle F over Fg one has χ(Fg,F) = dimF · χ(Fg) = dimF · (2− 2g),
this implies in particular that dimH1(Fg,F) = − dimF · (2 − 2g) if
H0(Fg,F) = H2(Fg,F) = 0. q.e.d.
Away from the vertices, the singular locus Uε(Σ) can be given coor-
dinates (r, θi, zi) with r ∈ (0, ε), θi ∈ R/αiZ and zi ∈ (δ, li− δ) for some
δ > 0. Here αi is the cone-angle around the i-th edge and li its length.
Then the metric is given by g = dr2 + sn2κ(r)dθ
2
i + cs
2
κ(r)dz
2
i .
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We choose a function ϕi = ϕi(zi) such that ϕi(δ) = 0, ϕi(li − δ) =
li − δ and dϕi|(δ,2δ) = dϕi|(li−2δ,li−δ) = 0. Then dϕi ∈ Ω1(Uε(Σ)) is
well-defined and so are
ωitws = dϕi  σ∂/∂θi
ωilen = dϕi  σ∂/∂zi .
Note that these forms are supported away from the vertices of the sin-
gularity.
Lemma 6.14 The differential forms ωitws and ω
i
len are bounded on
Uε(Σ), hence in particular L
2.
Proof. This essentially amounts to the same computation as in the torus
case. q.e.d.
Lemma 6.15 The cohomology classes of the closed differential forms
{ω1tws, ω1len, . . . , ωNtws, ωNlen} are linearly independent in H1(Fg, E).
Proof. Suppose we have a nontrivial linear relation between the above
classes in H1(Fg, E), say
t1ω
1
tws + l1ω
1
len + . . . + tNω
N
tws + lNω
N
len = dσ
for some σ ∈ Γ(Fg, E). Since the forms ωitws and ωilen are supported
away from the vertices, we obtain dσ = 0 in a neighbourhood of each
vertex vi. A neighbourhood Uε(vi) of a vertex is homotopy equivalent to
the thrice-punctured sphere P . SinceH0(P, E) = 0, we have σ|Uε(vi) = 0
for each vertex. Therefore we obtain a nontrivial linear relation on at
least one of the tori T 2i = R
2/αiZ+ liZ, where σi denotes the restriction
of σ to a neighbourhood of the i-th edge:
tiω
i
tws + liω
i
len = dσi ,
which is a contradiction in view of Lemma 6.11, since dϕi is cohomolo-
gous to dzi on T
2
i . q.e.d.
6.6 Local structure of the representation variety
6.6.1 The torus case
Let ι : T 2 → M be the inclusion of a torus boundary component.
The map ι induces a group homomorphism ι∗ : π1T
2 → π1M and
hence a map ι∗ : R(π1M,G) → R(π1T 2, G) for G = SL2(C) or SU(2)
respectively.
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Lemma 6.16 ρ = ι∗T 2 hol : π1T
2 → SL2(C) is a smooth point of
R(π1T
2,SL2(C)). The local C-dimension of R(π1T
2,SL2(C)) around
ρ equals 4. TρR(π1T
2,SL2(C)) may be identified with Z
1(π1T
2, sl2(C)).
Proof. We identify R(π1T
2,SL2(C)) with the (affine algebraic) set
{(A,B) ∈ SL2(C)×SL2(C)| [A,B] = 1}. The kernel of the differential of
the commutator map ker d(A,B)[ · , · ] may be identified with the space of
1-cocycles Z1(π1T
2, sl2(C)). We have dimC Z
1(π1T
2, sl2(C)) = 4 from
the cohomology computations. Note that this implies that d(A,B)[ · , · ] is
not surjective at (A,B) = ρ. Without loss of generality we may assume
that ρ = (diag(λ, λ−1),diag(µ, µ−1)) with λ, µ ∈ C∗. We define a map
F : C∗ × C∗ × SL2(C) −→ SL2(C)× SL2(C)
(λ, µ,A) 7−→ (Adiag(λ, λ−1)A−1, Adiag(µ, µ−1)A−1) .
We claim that rankC F = 4 at (λ, µ, 1). The image of F is certainly
contained in R(π1T
2,SL2(C)), such that an easy application of the im-
plicit function theorem (cf. [Wei], [Rag, Lemma 6.8]) yields the result.
Consider the standard C-basis of sl2(C):{
x =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
, y =
(
0 0
1 0
)}
.
Clearly C · h exponentiates to Z(ρ(π1T 2)) = {diag(η, η−1)|η ∈ C∗}, the
stabilizer of ρ under the conjugation action of SL2(C). Now it is easily
verified that
{dF (1, 0, 0), dF (0, 1, 0), dF (0, 0, x), dF (0, 0, y)}(λ,µ,1)
are linearly independent if λ 6= ±1 or µ 6= ±1. This implies that rankC F
at (λ, µ, 1) is at least 4, but since im d(λ,µ,1)F ⊂ Z1(π1T 2, sl2(C)), it has
to equal 4. q.e.d.
Corollary 6.17 χ = [ι∗T 2 hol] is a smooth point of X(π1T
2,SL2(C)).
The local C-dimension of X(π1T
2,SL2(C)) around χ equals 2. Further-
more TχX(π1T
2,SL2(C)) may be identified with H
1(π1T
2, sl2(C)).
Proof. The restriction of F to C∗×C∗×{1} provides a local slice to the
action through ρ, upon which the stabilizer of ρ acts trivially. The tan-
gent space to the orbit through ρmay be identified withB1(π1T
2, sl2(C)).
We know that dimCH
1(π1T
2, sl2(C)) = 2 from the cohomology compu-
tations. q.e.d.
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For γ ∈ Γ we define a function tγ : R(Γ,SL2(C))→ C by tγ(ρ) = tr ρ(γ).
If ρ is a smooth point of R(Γ,SL2(C)), then tγ is smooth near ρ. Since
tr is invariant under conjugation, tγ descends to a map on the quotient
X(Γ,SL2(C)), which we again refer to as tγ . If χ = [ρ] is a smooth point
of X(Γ,SL2(C)), then tγ is smooth near χ.
Let ρ = ι∗T 2 hol and let z ∈ Z1(π1T 2, sl2(C)) be given. If we have a
deformation of ρ, i.e. a family of representations ρt : π1T
2 → SL2(C)
with ρ0 = ρ, which is tangent to z, i.e. z(γ) =
d
dt
∣∣
t=0
ρt(γ)ρ(γ)
−1 for all
γ ∈ π1T 2, we have that the infinitesimal change of the trace of ρ(γ) is
given as
dtγ(z) =
d
dt
∣∣
t=0
tr ρt(γ) = tr (z(γ)ρ(γ)) .
We wish to apply this to zang, zshr, ztws and zlen. Let µ ∈ π1T 2 be the
meridian and λ ∈ π1T 2 the longitude. We assume that
ρ(λ) =
(
η 0
0 η−1
)
∈ SL2(C)
and
ρ(µ) =
(
ξ 0
0 ξ−1
)
∈ SL2(C)
with η, ξ 6= ±1. Then ρ preserves the axis γ = {0} × R+ ⊂ H3, if we
work in the upper half-space model H3 = C×R+. If we use cylindrical
coordinates (r, θ, z) around γ, then we have already observed that
σ∂/∂θ =
1
2
(
i 0
0 −i
)
∈ sl2(C)
and
σ∂/∂z =
1
2
(
1 0
0 −1
)
∈ sl2(C) .
Let us concentrate on the value of the cocycles zang, zshr, ztws and zlen
on the meridian µ ∈ π1T 2. We obtain
zang(µ) =
α
2
(
i 0
0 −i
)
∈ sl2(C)
zshr(µ) =
α
2
(
1 0
0 −1
)
∈ sl2(C) ,
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while
ztws(µ) = zlen(µ) = 0 .
As a consequence we obtain for the infinitesimal change of trace
dtµ(zang) = (iα/2)(ξ − ξ−1) ∈ C
dtµ(zshr) = (α/2)(ξ − ξ−1) ∈ C ,
while
dtµ(ztws) = dtµ(zlen) = 0 .
Note that ξ−ξ−1 6= 0 since ξ 6= ±1. Since the cohomology classes of the
cocycles {zang, zshr, ztws, zlen} provide a R-basis of H1(π1T 2, sl2(C)), we
obtain as a consequence of the above calculations:
Lemma 6.18 The function tµ has C-rank 1 at χ = [ι
∗
T 2 hol]. In par-
ticular, the level-set V = {tµ ≡ tµ(χ)} is locally around χ a smooth,
half-dimensional submanifold of X(π1T
2,SL2(C)). Furthermore, the
cohomology class of the cocycle zlen provides a C-basis for TχV . The
cohomology classes of the cocycles {ztws, zlen} provide a R-basis of TχV .
We now turn to the spherical case.
Lemma 6.19 Let ρi = ι
∗
T 2 holi : π1T
2 → SU(2). Then ρi is a smooth
point of R(π1T
2,SU(2)). The local R-dimension of R(π1T
2,SU(2))
around ρi equals 4. Furthermore TρiR(π1T
2,SU(2)) may be identified
with Z1(π1T
2, su(2)).
Proof. As above we define a map
F : S1 × S1 × SU(2) −→ SU(2)× SU(2)
(λ, µ,A) 7−→ (Adiag(λ, λ−1)A−1, Adiag(µ, µ−1)A−1)
We consider the standard R-basis of su(2):{
i =
(
i 0
0 −i
)
, j =
(
0 1
−1 0
)
, k =
(
0 i
i 0
)}
.
Now R · i exponentiates to Z(ρ(π1T 2)) = {diag(η, η−1)|η ∈ S1}, the
stabilizer of ρ under the conjugation action of SU(2). It is easily verified
that
{dF (1, 0, 0), dF (0, 1, 0), dF (0, 0, j), dF (0, 0, k)}(λ,µ,1)
are linearly independent if λ 6= ±1 or µ 6= ±1. The result follows as
above. q.e.d.
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Corollary 6.20 χi = [ι
∗
T 2 holi] is a smooth point of X(π1T
2,SU(2)).
The local R-dimension of X(π1T
2,SU(2)) around χi equals 2. Further-
more TχiX(π1T
2,SU(2)) may be identified with H1(π1T
2, su(2)).
Proof. The restriction of F to S1 × S1 × {1} provides a local slice
to the action through ρi, upon which the stabilizer of ρ acts triv-
ially. The tangent space to the orbit through ρi may be identified
with B1(π1T
2, su(2)). From the cohomology computations we have
dimRH
1(π1T
2, su(2)) = 2. q.e.d.
For γ ∈ Γ we define a function tγ : R(Γ,SU(2))→ R by tγ(ρ) = tr ρ(γ).
If ρ is a smooth point of R(Γ,SU(2)), then tγ is smooth near ρ. Since
tr is invariant under conjugation, tγ descends to a map on the quotient
X(Γ,SU(2)), which we again refer to as tγ . If χ = [ρ] is a smooth point
of X(Γ,SU(2)), then tγ is smooth in a neighbourhood of χ.
For a representation ρ = (ρ1, ρ2) : Γ → SU(2) × SU(2) and γ ∈ Γ
let T iγ(ρ) = tγ(ρi). This defines an R
2-valued function Tγ = (T
1
γ , T
2
γ ) on
R(Γ,SU(2)× SU(2)), which we view as a “complex” trace function.
Let ρ = ι∗T 2 hol and let z = (z1, z2) ∈ Z1(π1T 2, su(2) ⊕ su(2)) be given.
The infinitesimal change of the trace of ρ(γ) is given as
dTγ(z) = (dtγ(z1), dtγ(z2))
We wish to apply this to zang, zshr, ztws and zlen. Let λ ∈ π1T 2 be the
meridian and µ ∈ π1T 2 the longitude. We assume that
ρ(λ) =
((
η1 0
0 η1
)
,
(
η2 0
0 η2
))
∈ SU(2)× SU(2)
and
ρ(µ) =
((
ξ1 0
0 ξ1
)
,
(
ξ2 0
0 ξ2
))
∈ SU(2)× SU(2)
with ξ1 = ξ2 =: ξ and ξ 6= ±1, since ρ(µ) is a nontrivial rotation. Then
ρ preserves the pair of axes {γ, γ⊥}, where γ = C∩S3 and γ⊥ = Cj∩S3.
If we use cylindrical coordinates (r, θ, z) around γ, then we have already
observed that
σ∂/∂θ =
(
1
2
(
i 0
0 −i
)
,
1
2
(
i 0
0 −i
))
∈ su(2) ⊕ su(2)
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and
σ∂/∂z =
(
1
2
(
i 0
0 −i
)
,
1
2
( −i 0
0 i
))
∈ su(2) ⊕ su(2) .
In particular, this implies that σ∂/∂θ+σ∂/∂z ∈ Γ(Uε(Σ), E1), and on the
other hand σ∂/∂θ − σ∂/∂z ∈ Γ(Uε(Σ), E2). Therefore we have
ωtws + ωlen ∈ Ω1(Uε(Σ), E1)
and
ωtws − ωlen ∈ Ω1(Uε(Σ), E2) .
Again, we concentrate on the value of the cocycles zang, zshr, ztws and
zlen on the meridian µ ∈ π1T 2. We obtain
zang(µ) =
(
α
2
(
i 0
0 −i
)
,
α
2
(
i 0
0 −i
))
∈ su(2)⊕ su(2)
zshr(µ) =
(
α
2
(
i 0
0 −i
)
,
α
2
( −i 0
0 i
))
∈ su(2)⊕ su(2) ,
while
ztws(µ) = zlen(µ) = 0 .
As a consequence we obtain for the infinitesimal change of trace
dTµ(zang) = α(− Im ξ,− Im ξ) ∈ R2
dTµ(zshr) = α(− Im ξ,+Im ξ) ∈ R2 ,
while
dTµ(ztws) = dTµ(zlen) = 0 .
Note that Im ξ = 12i(ξ − ξ) 6= 0 since ξ 6= ±1. Since the cohomol-
ogy classes of the cocycles {zang, zshr, ztws, zlen} provide a R-basis of
H1(π1T
2, su(2) ⊕ su(2)), we obtain as a consequence of the above cal-
culations:
Lemma 6.21 The function tµ has R-rank 1 at χi = [ι
∗
T 2 holi]. In par-
ticular, the level-set Vi = {tµ ≡ tµ(χi)} is locally around χi a smooth,
half-dimensional submanifold of X(π1T
2,SU(2)). Furthermore the co-
homology class of the cocycle ztws+zlen provides a R-basis of Tχ1V1, the
cohomology class of the cocycle ztws − zlen provides a R-basis of Tχ2V2.
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6.6.2 The higher genus case
Let ι : Fg → M be the inclusion of a boundary component of higher
genus g ≥ 2. ι induces a group homomorphism ι∗ : π1Fg → π1M
and a map ι∗ : R(π1M,G) → R(π1Fg, G) for G = SL2(C) or SU(2)
respectively.
Lemma 6.22 Let ρ : π1Fg → SL2(C) be an irreducible representation.
Then ρ is a smooth point of R(π1Fg,SL2(C)). The local C-dimension
of R(π1Fg,SL2(C)) around ρ equals 6g − 3. TρR(π1Fg,SL2(C)) may be
identified with Z1(π1Fg, sl2(C)).
Proof. We identify R(π1Fg,SL2(C)) with the (affine algebraic) set{
(A1, B1, . . . , Ag, Bg) ∈ SL2(C)2g|f(A1, B1, . . . , Ag, Bg) = 1
}
,
where f(A1, B1, . . . , Ag, Bg) = [A1, B1] · . . . · [Ag, Bg]. ker dρf may be
identified with the space of 1-cocycles Z1(π1Fg, sl2(C)). We know that
dimCH
1(π1Fg, sl2(C)) = 6g − 6 from the cohomology computations.
Since ρ is irreducible, we have Z0(π1Fg, sl2(C)) = 0, which implies
dimC Z
1(π1Fg, sl2(C)) = 6g−3. Hence rankC dρf = 3, i.e. dρf is surjec-
tive. Now the implicit function theorem implies that R(π1Fg,SL2(C))
is smooth at ρ with TρR(π1Fg,SL2(C)) = Z
1(π1Fg, sl2(C)). q.e.d.
Corollary 6.23 Let ρ = ι∗Fg hol : π1Fg → SL2(C). Then ρ is a smooth
point of R(π1Fg,SL2(C)). The local C-dimension of R(π1Fg,SL2(C))
around ρ equals 6g − 3. Furthermore TρR(π1Fg,SL2(C)) may be iden-
tified with Z1(π1Fg, sl2(C)).
Proof. Clearly ρ is irreducible: If v ∈ Σ is a singular vertex and we re-
strict hol further to Uε(v), which deformation-retracts to a pair of pants
P ⊂ Fg, then ι∗P hol preserves a point p ∈ H3. Now if ρ was reducible,
then ι∗P hol would preserve a geodesic, which is a contradiction. q.e.d.
The following is a well-known fact about the action of SL2(C) on the
irreducible part of R(Γ,SL2(C)), for convenience of the reader we give
a proof:
Lemma 6.24 The action of SL2(C) on Rirr(Γ,SL2(C)) is proper.
Proof. Let X be a G-space. If we have a continuous G-equivariant map
from X to a proper G-space Y , then X itself will be a proper G-space.
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We construct a continuous, SL2(C)-equivariant map
Rirr(Γ,SL2(C)) −→ H3
ρ 7−→ center(ρ) ,
where the ”center” of a representation will be the point in H3, which
is displaced the least in average by the generators of the group. More
precisely, let us fix a presentation 〈γ1, . . . , γn|(ri)i∈I〉 of Γ. Note that
the (modified) displacement function of A ∈ SL2(C)
δA : H
3 −→ R
x 7−→ cosh d(x,Ax) − 1
is a convex function in general. It is strictly convex if A is parabolic. If
A is semisimple, it is strictly convex along any geodesic different from
the axis of A. We define
fρ(x) =
1
n
n∑
i=1
δρ(γi) .
If we have a sequence xn ∈ H3 which converges to x∞ ∈ ∂∞H3, then
since ρ is irreducible, there has to be at least one ρ(γi) that does not
fix x∞. Then it follows that δρ(γi)(xn)→∞. Therefore fρ is proper. If
we take any geodesic γ, again since ρ is irreducible, there has to be at
least one ρ(γi) such that δρ(γi) is strictly convex along γ. Therefore fρ
is strictly convex.
As a proper and strictly convex function, fρ assumes its minimum
at a unique point in H3, which we define to be the center of ρ.
If we have a sequence of representations ρn converging to ρ with
respect to the compact-open topology on Rirr(Γ,SL2(C)), then fρn con-
verges to fρ uniformly on compact sets. Therefore the map center is con-
tinuous. Since δBAB−1(x) = δA(B
−1x) we obtain that the map center
is SL2(C)-equivariant.
This together with the fact that the action of SL2(C) onH
3 is proper
proves the lemma. q.e.d.
Corollary 6.25 χ = [ι∗Fg hol] is a smooth point of X(π1Fg,SL2(C)).
The local C-dimension of X(π1Fg,SL2(C)) around χ equals 6g − 6.
TχX(π1Fg,SL2(C)) may be identified with H
1(π1Fg, sl2(C)).
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Proof. Since the action of SL2(C) is proper, we have a local slice to
the action. We recall that the stabilizer of ρ, Z(ρ(π1Fg)), equals {±1}.
Therefore X(π1Fg,SL2(C)) is locally around χ the quotient of a free
PSL2(C) action and therefore smooth. q.e.d.
The meridian curves around the singularity give rise to a pair-of-pants
decomposition of Fg. Let {µ1, . . . , µN} be the family of meridians, where
N = 3g − 3. This may be used to give an alternative construction of
R(π1(Fg),SL2(C)), which is better suited for certain purposes.
Let P denote the thrice-punctured sphere, i.e. a pair of pants. The
fundamental group of P is the free group on 2 generators. We will use
the following slightly redundant presentation:
π1P = 〈µ1, µ2, µ3|µ1µ2µ3 = 1〉 .
It follows that
R(π1P,SL2(C)) = {(A1, A2, A3) ∈ SL2(C)3|A1A2A3 = 1}.
Clearly the map f : SL2(C)
3 → SL2(C), (A1, A2, A3) 7→ A1A2A3 is a
submersion, such that R(π1P,SL2(C)) = f
−1(1) is a smooth submani-
fold of C-dimension 6.
Let ιi : S
1 → P be the inclusion of the i-th boundary circle. Then
the induced map ι∗i : R(π1P,SL2(C)) → R(π1S1,SL2(C)) corresponds
to the projection pri : R(π1P,SL2(C)) → SL2(C), (A1, A2, A3) 7→ Ai,
which is also a submersion.
The verification of the following statement is elementary and left to
the reader:
Lemma 6.26 Let ρ = ι∗P hol be the restriction of the holonomy of a hy-
perbolic cone-manifold structure to a pair of pants P . Then the differen-
tials {dtµ1 , dtµ2 , dtµ3} are C-linearly independent in T ∗ρR(π1P,SL2(C)).
Since ρ = ι∗P hol is irreducible, we can use Lemma 6.24 to conclude that
χ = [ρ] is a smooth point in X(π1P,SL2(C)). The local C-dimension
of X(π1P,SL2(C)) around χ is 3. The functions {tµ1 , tµ2 , tµ3} are local
holomorphic coordinates on X(π1P,SL2(C)) near χ.
We build up R(π1Fg,SL2(C)) from R(π1P,SL2(C)) using two basic op-
erations:
1. glue a pair of pants P to a connected surface with boundary S
along a boundary circle, call the resulting connected surface S′
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2. glue a connected surface S along two different boundary circles,
call the resulting connected surface S′
In the first case π1S
′ = π1S ∐π1S1 π1P by van Kampen’s theorem and
we have
R(π1S
′,SL2(C)) = R(π1S,SL2(C))×R(π1S1,SL2(C)) R(π1P,SL2(C))
via the maps
ι∗S1 →֒S : R(π1S,SL2(C))→ R(π1S1,SL2(C))
and
ι∗S1 →֒P : R(π1P,SL2(C))→ R(π1S1,SL2(C)) ,
which will be transversal since the latter one is a submersion. Therefore
ρ = ι∗S′ hol is a smooth point in R(π1S
′,SL2(C)) since ρS = ι
∗
S hol is a
smooth point in R(π1S,SL2(C)) and ρP = ι
∗
P hol is a smooth point in
R(π1P,SL2(C)).
In the second case π1S
′ splits as an HNN-extension of π1S. More pre-
cisely, if µ1, µ2 ∈ π1S are the loops around the boundary circles, which
will be identified, then π1S
′ = 〈π1S, λ|λµ1λ−1 = µ2〉. In this case we
have
R(π1S
′,SL2(C)) = {(ρS , B)|BρS(µ1)B−1 = ρS(µ2)}
⊂ R(π1S,SL2(C))× SL2(C)
as a consequence. We show that the map
f : R(π1S,SL2(C))× SL2(C) −→ SL2(C)
(ρS , B) 7−→ BρS(µ1)B−1ρS(µ2)−1
is a submersion near ρ = ι∗S′ hol. This implies that ρ = (ρS , B) is a
smooth point in R(π1S
′,SL2(C)).
Surjectivity of df at ρ can be established as follows: Let A1 = ρS(µ1)
and A2 = ρS(µ2). Clearly the map B 7→ BA1B−1A−12 has C-rank 2.
Since {dtµ1 , dtµ2} are linearly independent, we can construct a deforma-
tion t 7→ (ρS)t with (ρS)t(µ2) = A2 and dtµ1(ρ˙S) 6= 0. This deformation
will be transverse to im(B 7→ BA1B−1A−12 ).
From the construction given above the following is immediate:
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Lemma 6.27 The differentials {dtµ1 , . . . , dtµN } with N = 3g − 3 are
linearly independent over C in T ∗ρR(π1Fg,SL2(C)) for ρ = ι
∗
Fg
hol.
Clearly
zitws(µj) =
∫
µj
ωitws = 0
and
zilen(µj) =
∫
µj
ωilen = 0 .
Therefore
dtµj (z
i
tws) = 0
and
dtµj (z
i
len) = 0 .
As a consequence of this we obtain the following lemma.
Lemma 6.28 The level-set V = {tµ1 ≡ tµ1(χ), . . . , tµN ≡ tµN (χ)} is
locally around χ = [ι∗Fg hol] a smooth, half-dimensional submanifold of
X(π1Fg,SL2(C)). Furthermore, the cohomology classes of the cocycles
{z1len, . . . , zNlen} provide a C-basis of TχV . The cohomology classes of the
cocycles {z1tws, z1len, . . . , zNtws, zNlen} provide a R-basis for TχV .
We now turn to the spherical case.
Lemma 6.29 Let ρ : π1Fg → SU(2) be an irreducible representation.
Then ρ is a smooth point of R(π1Fg,SU(2)). The local R-dimension
of R(π1Fg,SU(2)) around ρ equals 6g − 3. TρR(π1Fg,SU(2)) may be
identified with Z1(π1Fg, su(2)).
Proof. This follows as in the case of SL2(C) from the cohomology com-
putations and the implicit function theorem. q.e.d.
Corollary 6.30 Let ρi = ι
∗
Fg
holi : π1Fg → SU(2). Then ρi is a smooth
point of R(π1Fg,SU(2)). The local R-dimension of R(π1Fg,SU(2))
around ρi equals 6g − 3. Furthermore TρiR(π1Fg,SU(2)) may be iden-
tified with Z1(π1Fg, su(2)).
Proof. Clearly the ρi are both irreducible: If v ∈ Σ is a singular vertex
and we restrict hol = (hol1,hol2) further to Uε(v), which deformation-
retracts to a pair of pants P ⊂ Fg, then ι∗P hol preserves a point p ∈ S3.
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Without loss of generality we may assume that p = 1 ∈ S3 ⊂ H. Then
since
StabSU(2)×SU(2)(1) = {(A,A) : A ∈ SU(2)} ,
we obtain that ι∗P hol1 = ι
∗
P hol2. Now if ρ1 or ρ2 were reducible, then
ι∗P hol would preserve a geodesic, which is a contradiction. q.e.d.
Corollary 6.31 χi = [ι
∗
Fg
holi] is a smooth point of X(π1Fg,SU(2)).
The local R-dimension of X(π1Fg,SU(2)) around χi equals 6g − 6.
TχiX(π1Fg,SU(2)) may be identified with H
1(π1Fg, su(2)).
Proof. Since the group SU(2) is compact, the properness of the action
is granted. We recall that the stabilizer of ρi, Z(ρi(π1Fg)), equals {±1}.
Therefore X(π1Fg,SU(2)) is near χi a quotient of a free PSU(2) action
and therefore smooth. q.e.d.
Lemma 6.32 The differentials {dtµ1 , . . . , dtµN } with N = 3g − 3 are
linearly independent in T ∗ρiR(π1Fg,SU(2)) for ρi = ι
∗
Fg
holi.
Proof. The arguments in the hyperbolic case apply without essential
change. q.e.d.
We obtain finally:
Lemma 6.33 The level-set Vi = {tµ1 ≡ tµ1(χi), . . . , tµN ≡ tµN (χi)} is
locally around χi = [ι
∗
Fg
holi] a smooth, half-dimensional submanifold
of X(π1Fg,SU(2)). Furthermore the cohomology classes of the cocycles
{z1tws + z1len, . . . , zNtws + zNlen} provide a basis for Tχ1V1, while the coho-
mology classes of the cocycles {z1tws − z1len, . . . , zNtws − zNlen} provide a
basis for Tχ2V2.
6.7 Local rigidity
Lemma 6.34 Let C be a hyperbolic or a spherical cone-3-manifold
with cone-angles ≤ π. Then:
1. The natural map H1(M, E)→ H1(∂Mε, E) is injective.
2. dimH1(M, E) = 12 dimH1(∂Mε, E).
In the spherical case, the assertions hold for the parallel subbundles
Ei ⊂ E individually.
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Proof. Let us look at a part of the long exact cohomology sequence
of the pair (Mε, ∂Mε) with coefficients in E . The natural map q :
H1(Mε, ∂Mε, E) → H1(Mε, E) factors through L2-cohomology, since
H1(Mε, ∂Mε, E) = H1cp(M, E):
// H1(Mε, ∂Mε, E)
q
// H1(Mε, E) r // H1(∂Mε, E) //
H1cp(M, E) // H1L2(M, E)
OO
Since by our vanishing theorem H1L2(M, E) = 0, we have that q is the
zero map and r : H1(Mε, E)→ H1(∂Mε, E) is injective.
Since the Killing form B on E (resp. the parallel metric hE in the
spherical case) provides a non-degenerate coefficient pairing, we can
apply Poincare´ duality to conclude that H2(Mε, ∂Mε, E) ∼= H1(Mε, E)∗
andH2(Mε, E) ∼= H1(Mε, ∂Mε, E)∗. The Poincare´ duality isomorphisms
are natural, such that we obtain the following commutative diagram:
H1(Mε, E)∗
q∗
// H1(Mε, ∂Mε, E)∗
// H2(Mε, ∂Mε, E)
∼= P.D.
OO
// H2(Mε, E)
∼= P.D.
OO
//
Since q∗ = 0, we obtain the following short exact sequence:
H1(Mε, E)∗
0 // H1(Mε, E) // H1(∂Mε, E) // H2(Mε, ∂Mε, E) //
∼= P.D.
OO
0
This implies that dimH1(Mε, E) = 12 dimH1(∂Mε, E). In the spherical
case these arguments apply to the parallel subbundles Ei ⊂ E . q.e.d.
6.7.1 The hyperbolic case
The following is a well-known fact about the holonomy representation
of a hyperbolic cone-manifold structure, for convenience of the reader
we give a proof:
Lemma 6.35 The holonomy of a hyperbolic cone-manifold structure
hol : π1M → SL2(C) is irreducible.
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Proof. Let us assume that the holonomy representation is reducible.
Then there is a point x∞ ∈ ∂∞H3 fixed by the holonomy. The volume
decreasing flow, which moves each point x with unit speed towards x∞
along the unique geodesic connecting x and x∞, may then be pulled
back via the developing map to a volume decreasing flow on M . This
is a contradiction since M has finite volume. q.e.d.
Lemma 6.36 Let hol : π1M → SL2(C) be the holonomy of a hyper-
bolic cone-manifold structure with cone-angles ≤ π. Then hol is a
smooth point of R(π1M,SL2(C)). The C-dimension of R(π1M,SL2(C))
around hol equals τ + 3 − 32χ(∂Mε), where τ is the number of torus
components contained in ∂Mε. TholR(π1M,SL2(C)) may be identified
with Z1(π1M, sl2(C)).
Proof. We follow the discussion in M. Kapovich’s book (cf. [Kap]), which
essentially amounts to a transversality argument. The key to the proof
is the following splitting of Mε:
Lemma 6.37 [Kap, Lm. 8.46] There is a system of disjoint 1-handles
{H1, . . . ,Ht} in Mε attached to ∂Mε such that M1 :=Mε \ int(∪iHi) is
a handlebody.
As a consequence Mε may be written as a union
Mε =M1 ∪S M2 ,
where S is a surface of genus g = 1 + t − χ(∂Mε)/2. M2 is homotopy
equivalent to the wedge product of the components of ∂Mε and t− b+1
circles, where b is the number of components of ∂Mε. Therefore we
obtain by van Kampen’s theorem
π1Mε = π1M1 ∐π1S π1M2 ,
where π1M1 is the free group on g generators, and π1M2 splits as a free
product of the fundamental groups of the components of ∂Mε and t−b+1
Z-factors. Consequently we obtain for the representation varieties
R(π1Mε,SL2(C)) = R(π1M1,SL2(C))×R(π1S,SL2(C)) R(π1M2,SL2(C))
via the maps
res1 : R(π1M1,SL2(C))→ R(π1S,SL2(C))
77
and
res2 : R(π1M2,SL2(C))→ R(π1S,SL2(C)) .
R(π1M1,SL2(C)) and R(π1M2,SL2(C)) are smooth near the restriction
of the holonomy of a hyperbolic cone-manifold structure. Note that π1S
surjects onto π1Mε. Since hol is irreducible, this will also be the case for
ι∗S hol, which is therefore seen to be a smooth point of R(π1S,SL2(C)).
Therefore it is sufficient to show that res1 and res2 meet transversally
at ι∗S hol. This will follow from the equation
dimC Z
1(π1M1, sl2(C)) + dimC Z
1(π1M2, sl2(C))
=dimC Z
1(π1S, sl2(C) + dimC Z
1(π1Mε, sl2(C)) ,
if we use the identification
Z1(π1Mε, sl2(C)) = {(z1, z2) | d res1(z1) = d res2(z2)}
⊂ Z1(π1M1, sl2(C))⊕ Z1(π1M2, sl2(C)) .
To obtain the desired equation, we have to calculate the dimensions of
the cocycle spaces. Note that Z1(Γ∐ Γ′, g) = Z1(Γ, g)⊕ Z1(Γ′, g).
1. dimC Z
1(π1M1, sl2(C)) = 3+3t− 32χ(∂Mε), since π1M1 is the free
group on g = 1 + t− χ(∂Mε)/2 generators.
2. dimC Z
1(π1M2, sl2(C)) = τ − 3χ(∂Mε) + 3t + 3, since we have
dimC Z
1(π1T
2, sl2(C)) = 4 at ι
∗
T 2 hol, dimC Z
1(π1Fg, sl2(C)) =
−3χ(Fg) + 3 at ι∗Fg hol and the fundamental group of a wedge
of t− b+1 circles is the free group on that number of generators.
3. dimC Z
1(π1S, sl2(C)) = 6t−3χ(∂Mε)+3, since ι∗S hol is irreducible.
4. dimC Z
1(π1Mε, sl2(C)) = τ − 32χ(∂Mε) + 3, since by Lemma 6.34
dimCH
1(Mε, E) = 12 dimCH1(∂Mε, E), furthermore hol is irre-
ducible, therefore Z0(π1Mε, sl2(C)) = 0.
This finishes the proof. q.e.d.
Corollary 6.38 χ = [hol] is a smooth point of X(π1M,SL2(C). The
C-dimension of X(π1M,SL2(C) around χ equals τ − 32χ(∂Mε), where τ
is the number of torus components in ∂Mε. TχX(π1M,SL2(C)) may be
identified with H1(π1M, sl2(C)).
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Proof. Z(hol(π1M)) = {±1} since hol is irreducible. Using Lemma 6.24
we proceed in the same way as in the surface case. q.e.d.
We are now ready to state and prove the main result in the hyperbolic
case:
Theorem 6.39 Let C be a hyperbolic cone-3-manifold with cone-angles
≤ π. Let {µ1, . . . , µN} be the family of meridians, where N is the num-
ber of edges contained in Σ. Then the map
X(π1M,SL2(C))→ CN , χ 7→ (tµ1(χ), . . . , tµN (χ))
is locally biholomorphic near χ = [hol].
Proof. Without loss of generality we may assume that Σ is connected.
Then we have to consider two cases:
1. Σ is a circle, i.e. ∂Mε = T
2
2. Σ is a connected, trivalent graph, i.e. ∂Mε = Fg
Let us recall what we already know. The level-set of the trace functions
V = {tµ1 ≡ tµ1(χ), . . . , tµN ≡ tµN (χ)}
is a smooth, half-dimensional submanifold of X(π1∂Mε,SL2(C)) in each
case, since the differentials {dtµ1 , . . . , dtµN } are C-linearly independent
in H1(π1∂Mε,SL2(C))
∗ at χ. If we work in the de-Rham realization of
H1(π1∂Mε,SL2(C)), the classes of the differential forms
{ω1len, . . . , ωNlen}
provide a C-basis of TχV . Furthermore, these forms are L
2-bounded on
Uε(Σ).
On the other hand, the restriction map H1(M, E)→ H1(∂Mε, E) is
injective with half-dimensional image. This means thatX(π1M,SL2(C))
is immersed into X(π1∂Mε, SL2(C)) as a half-dimensional submanifold.
We claim that the submanifolds V andX(π1M,SL2(C)) are transver-
sal in X(π1∂Mε, SL2(C)) at χ. It is sufficient to show that TχV and
im(H1(M, E)→ H1(∂Mε, E)) intersect trivially in H1(∂Mε, E).
Let ω ∈ Ω1(M, E) be a closed form such that [ω]|∂Mε ∈ TχV . In
particular, since the forms ωilen are L
2-bounded on Uε(Σ), ω + dσ will
be L2-bounded on Uε(Σ) for some σ ∈ Γ(Uε(Σ), E). We choose a cut-off
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function ϕ, which is 1 in a neighbourhood of Σ and which is supported
in Uε(Σ). Then ϕσ extends to a section on M , such that ω + d(ϕσ) is
L2-bounded on M . Since H1L2(M, E) = 0, this implies that [ω] = 0 in
H1(M, E) and therefore [ω]|∂Mε = 0.
It follows that the differentials {dtµ1 , . . . , dtµN } are C-linearly inde-
pendent already in H1(π1M,SL2(C))
∗. q.e.d.
The complex length of the i-th meridian is related to its trace via
tµi(ρ) = ±2 cosh(L(ρ(µi))/2) .
Locally the set of representations ρ : π1M → SL2(C)) such that L(ρ(µi))
is purely imaginary for all i ∈ {1, . . . , N} corresponds to hyperbolic
cone-manifold structures onM . The cone-angle αi is just the imaginary
part of L(ρ(µi)), therefore we obtain using Lemma 6.5:
Corollary 6.40 (local rigidity) Let C be a hyperbolic cone-3-mani-
fold with cone-angles ≤ π. Then the set of cone-angles {α1, . . . , αN},
where N is the number of edges contained in Σ, provides a local parame-
trization of the space of hyperbolic cone-manifold structures near the
given structure on M . In particular, there are no deformations leaving
the cone-angles fixed.
6.7.2 The spherical case
Lemma 6.41 Let hol : π1M → SU(2) × SU(2) be the holonomy of a
spherical cone-manifold structure. Then hol1 and hol2 are both non-
abelian, unless Σ is a link and M is Seifert fibered.
Proof. Let us assume that hol1 is abelian. Then we may assume that
the holonomy is contained in S1 × SU(2). This means that the Hopf-
fibration on S3 ⊂ H obtained by left-multiplication with S1 ⊂ H is
preserved by the holonomy and may be pulled back via the developing
map to a Seifert fibration on M . If hol2 is abelian, then the Hopf-
fibration obtained by right-multiplication with S1 ⊂ H will be invariant
under the holonomy, and the same argument applies. In both cases the
singular locus Σ has to be a link, since in the presence of vertices hol1
and hol2 are clearly irreducible. q.e.d.
Lemma 6.42 Let holi : π1M → SU(2) be a component of the holon-
omy of a spherical cone-manifold structure with cone-angles ≤ π. If
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M is not Seifert fibered, then holi is a smooth point of R(π1M,SU(2)).
The R-dimension of R(π1M,SU(2)) around holi equals τ+3− 32χ(∂Mε),
where τ is the number of torus components in ∂Mε. TholiR(π1M,SU(2))
may be identified with Z1(π1M, su(2)).
Proof. The arguments in the hyperbolic case apply directly, the R-
dimensions of the su(2)-cocycle spaces are equal to the C-dimensions of
the corresponding sl2(C)-cocycle spaces. q.e.d.
Corollary 6.43 χi = [holi] is a smooth point of X(π1M,SU(2)). The
R-dimension of X(π1M,SU(2)) around χi equals τ − 32χ(∂Mε), where
τ is the number of torus components in ∂Mε. TχiX(π1M,SU(2)) may
be identified with H1(π1M, su(2)).
Proof. The action of SU(2) on R(π1M,SU(2)) is proper since SU(2) is
a compact group. Since holi is non-abelian by Lemma 6.41, we have
that Z(holi(π1M)) = {±1}. Now the result follows as in the surface
case. q.e.d.
The main result in the spherical case is the following theorem:
Theorem 6.44 Let C be a spherical cone-3-manifold with cone-angles
≤ π, which is not Seifert fibered. Let {µi, . . . , µN} be the family of
meridians, where N is the number of edges contained in Σ. Then the
map
X(π1M,SU(2))→ RN , χi 7→ (tµ1(χi), . . . , tµN (χi))
is a local diffeomorphism near χi = [holi] for i ∈ {1, 2}.
Proof. The proof proceeds exactly along the same lines as in the hyper-
bolic case. The level-sets of the trace-functions
Vi = {tµ1 ≡ tµ1(χi), . . . , tµN ≡ tµN (χi)}
are smooth, half-dimensional submanifolds of X(π1Mε,SU(2)) near χi
for i ∈ {1, 2}. The classes of the differential forms
{ω1tws + ω1len, . . . , ωNtws + ωNlen}
provide a basis for Tχ1V1, while the classes of the forms
{ω1tws − ω1len, . . . , ωNtws − ωNlen}
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provide a basis for Tχ1V1. These forms are L
2-bounded on Uε(Σ).
The same argument as in the hyperbolic case shows, that TχiVi and
im(H1(M, Ei) → H1(∂Mε, Ei)) are transversal for i ∈ {1, 2}. It fol-
lows that the differentials {dtµ1 , . . . , dtµN } are R-linearly independent
already in H1(π1M,SU(2))
∗ at χi for i ∈ {1, 2}. q.e.d.
Locally around hol the set of representations ρ = (ρ1, ρ2) such that
tµi(ρ1) = tµi(ρ2), equivalently L1(ρ(µi)) = 0, for all i ∈ {1, . . . , N} cor-
responds to spherical cone-manifold structures on M . The cone-angle
αi = L2(ρ(µi)) is related to the trace of the meridian via
tµi(ρ1) = tµi(ρ2) = ±2 cos(αi/2) .
Therefore we obtain using Lemma 6.8:
Corollary 6.45 (local rigidity) Let C be a spherical cone-3-manifold
with cone-angles ≤ π, which is not Seifert fibered. Then the set of cone-
angles {α1, . . . , αN}, where N is the number of edges contained in Σ,
provides a local parametrization of the space of spherical cone-manifold
structures near the given structure on M . In particular, there are no
deformations leaving the cone-angles fixed.
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