We define reachability logic (RL), a fragment of FO 2 (TC) (with boolean variables) that admits efficient model checking -linear time with a small constant -as a function of the size of the structure being checked. RL is expressive enough so that modal logics PDL and CTL can be linearly embedded in it. The model checking algorithm is also linear in the size of the formula, but exponential in the number of boolean variables occurring in it. In practice this number is very small. In particular, for CTL and PDL formulas the resulting model checking algorithm remains linear. For CTL the complexity of model checking -which is PSPACE complete in the worst case -can be read from the face of the translated formula.
Introduction
Many problems in computer science can be reduced to asking questions about paths in a graph: for example, is there a path from one vertex to another; is the graph connected; is it acyclic; is there a path comprised of a certain kind of steps (e.g. described by a regular expression). We are interested in a logical language that can express these kinds of path queries, or reachability queries, and at the same time where expressions can be efficiently evaluated.
The complexity of query evaluation which we are striving for is linear time in the size of the query times the size of the graph (that is, the number of vertices plus the number of edges in the graph). The graphs under consideration are usually large and sparse.
Several different modal logics have been proposed for talking about paths in a graph, for example, PDL, CTL, CTL * , modal µ-calculus and others. It is not surprising that modal languages are appropriate for expressing reachability queries. They are usually less complex than a 'classical' logic which encompasses them (e.g. basic modal logic vs. first-order logic) but they can quantify over reachable objects and thus express reachability queries.
We believe that a natural 'encompassing' logic for path queries is first-order logic extended with the transitive closure operator [9, 10] . We are looking for a fragment of it which admits efficient model checking and which can express both PDL and CTL expressible properties of graphs (note that these two logics are complementary in the sense that neither is more expressive than the other) [5] .
In the next section, we formally introduce transitive closure logic and the structures it is interpreted on. Then we introduce a 'modal' fragment RL 0 of FO 2 (TC) where quantifiers are restricted by path descriptions and which admits linear time model checking. However, PDL and CTL * cannot be linearly embedded in it. In order to express all interesting reachability queries (and provide a linear embedding for PDL and CTL * ) RL 0 needs to be extended with additional variables, which range over the set {0, 1} and are called boolean variables, or booleans. The resulting fragment is called Reachability Logic (RL). The model checking algorithm for RL is linear in the size of the formula and the size of the model, but exponential in the number of booleans in the formula.
We show that PDL and CTL * can be linearly embedded in RL, which results in a new model checking algorithm for these logics. There is no polynomial embedding of CTL * in RL 0 , i.e., without the booleans [1] . The booleans are an important indicator of the complexity of a given CTL * query: they make it possible to distinguish 'difficult' queries (which require lots of booleans) from the 'easy' ones just by looking at the syntax of the query.
It can be shown that there is no embedding of PDL in RL without the booleans. However, embedding PDL uses at most logarithmically many booleans. We show that the model checking algorithm which translates a PDL formula to RL and evaluates the result is still linear time in the size of the initial PDL formula. The subset CTL of CTL can be linearly embedded in RL 0 so a linear model checking algorithm results in this case as well.
Transitive Closure Logic
The structures of interest to us in this paper are finite labeled graphs, sometimes called Kripke structures. Let L = {a, b, · · ·} be a finite set of edge labels and Φ = {p, q, p 1 , q 1 , . . .} be a finite set of propositional symbols (vertex labels).
The language L(Φ, L) consists of first-order logic with unary relation symbols {p : p ∈ Φ}, binary relation symbols: {R a : a ∈ L} and equality =.
A Kripke structure of vocabulary (Φ, L) is a finite labeled directed graph:
where S is the set of states (vertices), each p K ⊆ S is a unary relation on S and each R K a ⊆ S 2 is a binary relation on S: the set of edges labeled a. Sometimes when it is clear which graph we are talking about we will omit the superscript K . For any first-order formula ϕ, we will write K |= ϕ to mean that ϕ is true in K. The following first-order formula says that there is an edge labeled a from the vertex x to some vertex that satisfies p:
Since the reachability relation is not expressible in first-order logic, we cannot yet write such simple formulas as, "There is a path of a-edges from x to a vertex where p holds."
We next add a transitive closure operator to first-order logic to allow us to express reachability, cf. [9] .
Let the formula ϕ(x 1 , . . . x k , y 1 , . . . y k ) represent a binary relation on k-tuples. We express the reflexive, transitive closure of this relation using the transitive-closure operator (TC), as follows: TC x,y ϕ(x, y) (or TC ϕ if no confusion is likely to arise). Strict transitive closure is denoted by TC s . Note that strict transitive closure is definable in terms of TC.
Let FO(TC) be the closure of first-order logic under the transitive-closure operator. For example, the following formula expresses (*):
Let FO
2 (TC) be the restriction of first-order logic with transitive closure in which only two variables may appear in a formula (we call them x and y). Observe that an adjacency formula necessarily implies that there is an edge from x to y or an edge from y to x, or x is equal to y. We allow quantification restricted by an adjacency formula or by a transitive closure of an adjacency formula. 
We give the semantics of RL 0 by interpreting each RL 0 construct (on the left) by its meaning in FO 2 (TC) on the right. Here the free variable x always refers to the current position.
The idea behind the logic RL 0 is that we may speak about the current vertex (x), steps out of x, paths out of x, and cycles from x back to itself. RL 0 may be thought of as a modal logic, or as a fragment of FO 2 (TC) in which only the variable x may occur free. Clearly RL 0 is a proper fragment of FO 2 (TC) because RL 0 may not discuss vertices unreachable from the current vertex. For example, the following formula is not expressible in RL 0 , ∀y(TC R a )(x, y) .
The let construct allows for simpler and more modular formulas. It allows us to use a new symbol q for a formula ϕ and thus may save space in a formula in which we had to write out ϕ several times. Furthermore, without the let construct we could not restrict adjacency formulas to be quantifier free.
The following are a few sample RL 0 formulas and their meanings. Note that the third formula asserts that there exists an infinite chain. Thus RL 0 does not have the finite model property. However, we do restrict our attention in this paper to finite structures.
¬REACH(R(x, y))CYCLE(R(x, y) ∧ p(x) ∧ ¬q(x))
means that there is no reachable cycle along which p is always true and q is always false. Over finite structures this expresses weak fairness, i.e, there is no infinite path along which a resource is always requested (p) but never granted (q).
¬REACH(R(x, y))(p∧CYCLE(R(x, y)∧¬q(x))) means that there is no reachable
cycle along which p occurs at least once but q never holds. Over finite structures this expresses strong fairness, i.e., there is no infinite path along which a request is made infinitely often but granted only finitely often.
¬REACH(R(x, y))(¬NEXT(R(x, y)) ∨ CYCLE(R(x, y))) means that every
reachable point has a successor and is not involved in a cycle.
there is an infinite path for which at all times we can take a path of a-edges to a point where p holds.
RL 0 is unexpectedly similar to other 'bounded quantifier fragments' (see [3] ). However, instead of quantifying over objects accessible by an atomic step, in RL 0 we quantify over objects reachable by a path. The reason for restricting quantifiers in RL 0 is not the quest for decidability, as in bounded fragments, but for efficient evaluation. The following theorem illustrates this point.
Theorem 3.3 There is an algorithm that given a graph G and a formula ϕ ∈ RL 0 marks the vertices in G that satisfy ϕ. This algorithm runs in time O(|G||ϕ|).
Proof. We inductively mark the vertices of G according to whether they satisfy each subformula of ϕ. We assume that G is represented by a sorted adjacency list. (s, v 1 ) and R b (v 1 , s) . This structure is linear in the size of G (number of vertices + double the number of edges).
We also assume that we have a list of all subformulas of ϕ in the order of increasing complexity. We iterate through the list, and for every vertex s we mark it according to the following rules: Proof. Consider the PDL formula EVEN ≡ (a; a) ¬ a meaning that there is an even length path of a's from where we arrive to a point that has no a-edge going out of it. If FO 2 (TC) without booleans is interpreted over finite successor structures, then every FO 2 (TC) formula is equivalent to a two-variable first-order formula with order. (Note that no such formula can express the property that the distance from x to y is two.) But over finite orderings, EVEN is not expressible in first-order logic 1 .
Reachability Logic
In order to provide linear embeddings of PDL and CTL * in FO 2 (TC) we need to introduce additional expressive power. In addition to ordinary (or domain variables, which range over the domain of the input structure, we allow boolean variables b, c, d, b 1 , . . .. Boolean variables are essentially first-order variables that are restricted to range only over the first two elements of the universe, which we fix as 0 and 1.
In what follows, we will assume that FO 2 (TC) may contain boolean variables. We modify the definition of an adjacency formula as follows: 
Semantics of RL:
The semantics of RL is similar to that of RL 0 , the only difference being the use of booleans in adjacency formulas. In each case below assume that δ(x, b, y, b ) is an adjacency formula.
Here are some examples of formulas in RL:
RL is a logical language and it is a fragment of FO 2 (TC). However, because of the 'let' construct, when we talk about size in the representation of RL, we are really talking about circuits. Thus the size of an RL-circuit may be logarithmic in the size of the smallest equivalent FO 2 (TC) formula. This allows the linear size embedding of CTL * which presumably does not hold for FO 2 (TC) (without a circuit representation or an extra domain variable cf. [10] ).
Boolean variables however add extra complexity, which is not surprising since model checking CTL * is PSPACE complete [13] .
Theorem 4.3 There is an algorithm that given a graph G and a formula ϕ(x) ∈ RL marks the vertices in G that satisfy ϕ. This algorithm runs in time O(|G||ϕ|2 n b ) where n b is the number of boolean variables occurring in ϕ.
Proof. As for RL 0 , we inductively mark the vertices of G according to whether they satisfy each subformula of ϕ. For subformulas that include a free boolean variable, we include this subformula with both substitutions of the boolean variable, thus with n b booleans there could be as many as 2 n b copies of some subformulas. In RL, formulas talk about transitions between tuples of the form (node, sequence of booleans). In addition to G, we need to maintain an adjacency list corresponding to the extended graph G, where nodes correspond to old nodes followed by sequences of 0s and 1s of length n b . G is exponentially (in the number of booleans) larger than G.
We also assume that we have a list of all subformulas of ϕ in the order of increasing complexity. We iterate through the list, and for every vertex s mark it as we did for RL 0 . The new cases are:
• Mark s for (∃b)ϕ iff s is marked for at least one of ϕ(0/b) or ϕ(1/b).
• For the formula (let q = ϕ in ψ), we have inductively marked states according to whether they satisfy ϕ. Thus, our Kripke structure is expanded to interpret the new predicate symbol q, true of those states marked for ϕ. Now we evaluate the smaller formula ψ on this expanded structure.
• The cases of NEXT(δ)ϕ, REACH(δ)ϕ, and CYCLE(δ) are the same as for RL 0 , but we do depth first search of G instead of G. For the last clause, we check that s, 0 is in a non-trivial strongly connected component of the δ-subgraph of G.
It is easy to see that the above marking algorithm is correct and runs in the required time.
Embedding CTL in RL
A popular and quite expressive language for Model Checking is computation tree logic CTL . CTL is a version of temporal logic that combines linear and branching time. CTL has two kinds of formulas: state formulas, which are true or false at each state, and path formulas, which are true or false with respect to an infinite path through the model. The following is an inductive definition of the state and path formulas of CTL .
Definition 5.1 (Syntax of CTL ) State formulas S and path formula P of CTL are the smallest sets of formulas satisfying the following:
State Formulas, S: the boolean constants and ⊥ are elements of S;
Intuitively, Eϕ means that there exists an infinite path starting at the current state and satisfying ϕ.
Path Formulas, P:
if α ∈ S then α ∈ P; if ϕ, ψ ∈ P, then ¬ϕ, ϕ ∧ ψ, Xϕ, and ϕUψ are in P. 
Path Formulas:
Theorem 5.3 There is a linear-time computable function g that maps any CTL formula ϕ to an equivalent formula g(ϕ) ∈ RL. While g(ϕ) has only two domain variables, it may have a linear number of boolean variables.
Proof. We review the proof from [10] that CTL is linearly embeddable in FO 2 (TC) and show that the embedding lands in RL.
Let E(ϕ) be a CTL formula in which the "¬"s have been pushed inside as far as possible subject to the fact that all path quantifiers should be Es. For this purpose we will need the temporal operator B, the dual of U,
ϕBψ ≡ ¬(¬ϕU¬ψ)
The intuitive meaning of ϕBψ is that "ϕ holds before ψ fails." 2 Inductively assume that we have computed g(α) for every state subformula of ϕ. We can then use the "let" rule of RL to replace g(α) by a new unary relation symbol. We can thus assume that ϕ has no path quantifiers.
Define the closure of ϕ (cl(ϕ)) to be the set of all subformulas of ϕ. We introduce a boolean variable b α for each α ∈ cl(ϕ). Intuitively, we use the boolean variables to encode the state of the automaton that runs along a path and checks that the path satisfies a path formula (see [14] ). We do not need booleans for state formulas but we use them just to make the following inductive definition simpler.
Let b be a tuple of all the boolean variables b α , for α ∈ cl(ϕ). Define the transition relation δ 0 ϕ (y,b, y , b ) as follows. In each case, the comment on the right is the condition under which the given conjunct is included in the formula. (We assume that ϕ is written in positive-normal form.)
It follows that if b ϕ = 1, then an infinite δ 0 ϕ -path starting at (b, x) may satisfy ϕ. However, there could be some booleans b αUβ that are true, promising that eventually β will become true, but in fact as we walk around a cycle, α remains true but β never becomes true.
In order to solve this problem, let m be a tuple of bits m β , one for each "Until" formula, αUβ ∈ cl(ϕ). We use the "memory bit" m β to check that β actually occurs by starting it at 0 and only letting it become 1 when β becomes true.
Let d be a set of |cl(ϕ)| "destination" bits and let c 0 , c 1 be "control" bits. Define the adjacency formulas δ 1 and δ 2 as follows. 
We define the desired mapping g from CTL state formulas to RL as follows:
By construction, g(Eϕ) asserts that there is an infinite path along which ϕ holds, as desired.
Embedding PDL in RL
Propositional Dynamic Logic (PDL) was introduced in [12] as a logic to reason about programs. The language of PDL includes two sets of primitive symbols: a set of propositional symbols and a set of atomic transitions. Propositional symbols stand for properties that can be true or false for a node in a graph (in the original interpretation of PDL, they are properties of states in the execution of a program). Atomic transitions (edge labels) are interpreted in PDL as basic instructions, e.g., assignment statements. 
Formulas, F :
the boolean constants and ⊥ are elements of
The formula t ϕ means 'after some transition t, ϕ holds' .
For example, a * ¬ b means that after 0 or finitely many a links, one can reach a node that has no outgoing links labeled b.
The language of PDL is interpreted by Kripke structures.
Definition 6.2 (Semantics of PDL)
The meaning of transition terms is given by the following function tr:
The following are inductive definitions of the meaning of PDL formulas:
PDL model checking is linear time, i.e., O(|K||ϕ|). This follows from the fact that PDL can be linearly embedded into alternation-free µ-calculus circuits [5] , and the latter can be model checked in linear time [4] . In this section we show how to linearly embed PDL into a portion of RL which admits linear time model checking.
We begin by informally showing how to model check PDL in linear time and then how to preserve this linear-time algorithm as we first map PDL to RL and then model-check the resulting formula.
We are given a PDL formula ϕ, and a Kripke structure, K. We want to mark each state of K according to whether it satisfies each subformula of ϕ.
The only tricky case is α ψ, where we assume that we have inductively marked all states satisfying ψ. The formula α is a regular expression which can be translated to an nondeterministic finite automata N α of size |N α | = O(|α|).
Next, we can mark all states of K such that a string in L(N α ) can take them to a state marked ψ. This is just a depth-first search of K × N α , taking time O(|K||N |) 3 . The desired time O(|K||ϕ|) model checking algorithm for PDL results.
The above linear-time model checking algorithm for PDL suggests a natural way to translate PDL to RL. Define a linear translation h from PDL to RL as follows:
The only interesting case in the above definition of h is the last. Here, δ α is a translation of the transition relation of N α using log |α| + O(1) pairs of booleans to encode the state. Clearly δ α can be written in disjunctive normal form in size and time that is linear in the size of N α 4 . Each clause of δ α is of the form
where N α has a transition from statec to stated reading the letter a. 
It is intuitively clear that the resulting formula h(ϕ) ∈ RL can be model checked in linear time.
Lemma 6.4 Model checking for formulas in the image of PDL under the mapping h is linear.
Proof. Let ϕ ∈ RL be a translation of a PDL formula. Observe that all adjacency formulas δ in ϕ are in complete DNF, meaning that for each clause t, and each boolean variable b, one of b = 0 or b = 1 occurs in t.
The model checking algorithm is simpler than the algorithm for the full RL with no free boolean variables. Again the only interesting case is (5). We know that for all formulas which are translations of PDL formulas under h, there are no occurrences of NEXT or CYCLE, and all occurrences of REACH are of the form ϕ ≡ REACH(δ α )h(ψ)
We may assume that we have inductively marked the states satisfying h(ψ). As in the model checking algorithm for RL, we replace the graph G with a larger graph G where each node is an original node of G followed by a sequence of 0s and 1s. Note that G = G × N α is of size at most O(|G||δ|). The linear-time model checking algorithm results.
Conclusions
We have shown that PDL and CTL can be embedded in reachability logic, RL ⊆ FO 2 (TC). RL can be efficiently model checked in time O(|K||ϕ|2 n b ): linear in the size of the structure and the formula, but exponential in the number of booleans in the formula. Furthermore, for PDL and CTL this algorithm is linear, i.e., O(|K||ϕ|). This is useful, both because n b tends to be tiny, and because the language involved is closely tied to reachability queries which are the bread and butter of model checking. One nice feature is that we can look at the formula, count the number of booleans, and automatically say whether the query can be checked efficiently or not. (Recall that model checking CTL is PSPACE complete [13] . Thus there presumably are some CTL queries that are not feasible. An advantage of translating to RL is that we can see whether or not it is feasible on the face of the resulting query. ) We believe that model checking using RL may be more efficient than using the µ-calculus in many practical cases. The following directions should be investigated concerning model checking via transitive closure logic:
• Dynamic model checking strategies are needed, i.e., we should often be able to efficiently recompute a model checking query after a small change in the design being checked.
• We have only shown that explicit model checking for RL is efficient. We believe the same will be true of symbolic model checking but this needs to be investigated.
• From Savitch's theorem, we know that reachability is contained in DSPACE[log 2 n]. The time/space tradeoff for computing reachability should be investigated and exploited in model checking.
