Abstract-This paper develops a sensor fault detection scheme for rail vehicle passive suspension systems, using a fault detection observer, in the presence of uncertain track regularity and vehicle noises that are modeled as external disturbances and stochastic process signals. To design the fault detection observer, the suspension system states are augmented with the disturbances treated as new states, leading to an augmented and singular system with stochastic noises. Using system output measurements, the observer is designed to generate the needed residual signal for fault detection. Existence conditions for observer design are analyzed and illustrated. In term of the residual signal, both fault detection threshold and fault detectability condition are obtained, to form a systematic detection algorithm. Simulation results on a realistic vehicle system model are presented to illustrate the observer behavior and fault detection performance.
spring, damper, and actuator). Since the suspension system is an essential part for vehicles, different controllers have been proposed and tested on these kinds of suspension systems: see [1] and [4] . Similar to the other practical systems, the faults in sensors, actuators (in active suspension systems), or process (plant) of the suspension systems may drastically change the system behavior, resulting in performance degradation or even instability. Therefore, effective fault detection technologies are crucial for the suspension systems.
Fault detection (FD) and diagnosis have been investigated for several years, and many results are available in several books [5] [6] [7] and many papers [8] [9] [10] [11] [12] [13] . A widely used method for FD is the model-based observer or filter design method. When the plant models are available, the method could be effective and independent of the history dates that the date-driven method needs. In addition, some existing observer design methods could be extended to achieve the FD, such as [14] [15] [16] . For suspension systems, the motion models have been well, studied and many results have been obtained; see [1] [2] [3] . On the other hand, the track irregularity is a key and nonignorable element for rail vehicle suspension systems. One main task for suspension systems is to reduce the forces generated by the track unevenness. This motivates many researchers to study the fault problems for suspension systems in the presence of the disturbances/uncertainties or noises. The popular method to this problem is to design the robust residuals, such that the effect of the exogenous disturbance on the residuals is attenuated with respect to a minimized H 2 /H ∞ norm; see [17] [18] [19] . Moreover, the index between the residual and fault is required to guarantee that the sensitivity of the residual to the fault is enhanced by means of a maximized H 2 /H ∞ norm; see [20] [21] [22] . This method can be used to deal with a class of uncertainties, which are bounded by functions of energy. However, the corresponding robust and sensitivity residual generation method to deal with stochastic noises is unavailable in the existing literature. Thus, one of the motivations for this paper is that the FD problem for suspension systems in the presence of the disturbances and stochastic noises is not fully studied.
Although the fault problem for active suspension systems is a hot research topic, (see, e.g., [23] [24] [25] ), in reality, passive suspension systems are widely used in rail train, due to their simple structure, low cost, and nonpower requirement to achieve the ride performance and quality. The needs to monitor the states of the passive suspension systems and to design the controller for active suspension systems make the sensors to be important equipment. Note that most of the existing work for FD is about the actuator or process (plant) faults, in which the sensor fault detections are rarely studied. However, sensor faults widely exist in the real world. The FD problems for sensors faults are worth studying.
This paper is focused on the sensor FD for the passive vehicle suspension systems with disturbances and stochastic noises. A FD observer is proposed such that the state and unknown external disturbances (track irregularity) are estimated simultaneously to generate the residual. The thresholds are chosen with enhanced FD rates for the suspension systems with stochastic noise. The main contributions of this paper are as follows.
1) The unknown external disturbances and process noises, which can affect the fault residual performance and cannot be ignored for the suspension system, with sensor faults, are considered in this approach. To deal with the disturbances, an augmented system is introduced to transform the original system to a singular system with stochastic noises. 2) A FD observer is designed for the new singular system to estimate the system disturbances and generate the residual. Further the existence conditions of the presented observer are also developed for general suspension systems. 3) Based on the analysis of the residual and the stochastic noises, necessary conditions for the FD are given, which facilitate to obtain the false and missing alarm rates. The rest of the paper is organized as follows: Section II describes the suspension system model. Section III studies a FD observer with existence conditions. Sections IV proposes the FD decision scheme. Section V includes the simulation study, followed by conclusion in Section VI.
II. SUSPENSION MODEL WITH DISTURBANCES AND FAULTS
The suspension mechanism adopted for the rail vehicles is shown in Fig. 1 .
According to [2] , [3] , and [25] , and the equipment used in companies, the passive suspension system mechanism adopted, as shown in Fig. 2 , which consists of two power cars (car 1 and car 3) and a trailer car (car 2) with carbody and bogie, respectively. The passive force of the secondary suspension between the carbody and bogie is dependent on their relative displacement. The articulation is always simulated as a spring. There are nine sensors mounted on the suspension systems to obtain the associated data. The bounce and pitch motions of its carbodies and the bounce motions of its bogies should be the main focus. It is important to note that if the pitch motion of the bogie is also considered here, an extra 3 degrees of freedom (DOF) are required for system modeling to describe the pitch angle, which makes the study more complex and is unnecessary. Therefore, the pitch angle of the bogie is ignored here in order to make it convenient.
In Fig. 2 , y 1 , y 2 , and y 3 are the vertical displacements of the center of gravity of the first power carbody, the trailer carbody, and the second power carbody; θ 1 , θ 2 , and θ 3 are the pitch angles of the first power carbody, the trailer carbody, and the second power carbody; y 4 , y 5 , and y 6 are the vertical displacements of the first power bogie, the trailer bogie, and the second power bogie; y 7 , y 8 , and y 9 are the track vertical profiles (track irregularity) for the first power bogie, the trailer bogie, and the second power bogie.
A. Continuous-Time Model With Disturbances and Faults
The continuous state-space model of the above suspension system dynamics (see [3] ) can be written in the continuous state-space model format as (see [1] , [3] , and [25] )
where 
is the state defined for the center of gravity of the cars and bogies, in which x 1,..., 6 
T is the system output vector available from sensors.
] is the unknown disturbance caused by the track irregularity. f (t) ∈ R p with p ≤ 9 represents the sensors fault with the distribution matrix F s representing the fault occurring locations. δ (t) ∈ R 18 and η(t) ∈ R 9 are process and measurement noise described as independent zero mean white noise sequences with covariance matrices Q 18×18 (t) and R 9×9 (t), respectively, where [2] , [3] , and [25] , the nonlinear term g(x, t) exists in the suspension system (1)- (2) . The movements of the suspension mounting and the articulation (end) positions of the rail vehicles are depicted as y 10 
, and y 11 = y 3 − d 1 sin(θ 3 ), which lead to the nonlinear system (1)- (2) . The nonlinear system (1)-(2) can be approximated by a linear form in [3] , and the proposed method in this paper can be applied to the linear model.
B. Discrete-Time Model
Consider discrete-time controllers used in the suspension systems, which is implemented via computer. For the future semiphysical simulation, considering the requirements from the rail vehicle company, the discrete-time model based fault scheme is discussed in this paper. In connection with this, the plant is discretized, first.
Set the sampling time T . Using the Euler discretization method, the continuous state-space model (1)- (2) can be discretized in the discrete state space as
where
18 (k)}, and the other matrices are the same as those of system (1)
-(2).
Remark 2: There are a number of sensors mounted on the rail vehicle suspension systems, such as angular velocity sensors, displacement sensors, acceleration sensors, and so on. These sensors may have faults, such as drift, bias, and freezing, etc., which may be constant, time varying, and random. Here, the general fault form is considered, which may have any fault mode.
Remark 3: For suspension systems (1)- (2) or (3)- (4), the modeling uncertainties are described as the unknown disturbance d(t) and stochastic noises (δ(k) and η(k)), which are generated by the track irregularity and some electrical components. The zero mean white noise is the popular noise description for research. For the other noises, if the probability density function is known, the method in the following section can be applied as well.
C. Problem Statement
In this paper, the objective is to develop a sensor FD scheme with some detection rates for the suspension system described by (3)- (4), in which track irregularity is modeled as unknown external disturbance, and processing and sensor noise are modeled as stochastic zero mean white noise. The main task in this paper is to find an effective residual generation method and the thresholds chosen way under certain disturbances with stochastic signal. To solve such a problem, the following technical issues are summarized and need to be solved.
1) In fault-free case, design a FD observer to estimate the state x(k) and disturbance d(k) to guarantee that the ob-
1/2 and χ > 0 is a scalar.
2) In the faulty case, use the designed observer to generate the FD residual r(k) and calculate the residual to obtain the statics characters for FD scheme design, in which the fault information f (k) and the inevitable stochastic noises δ(k) and η(k) must be contained in the residual. 3) Based on the statics characters of residual and considering the detection rates (false alarm and missing alarm rate), analyze the relations among the residual, thresholds, and noises to obtain the condition that can guarantee the FD scheme effectively. Under the proposed FD framework, the observer can estimate the system state and disturbance under the fault-free case, which also can be used as an estimation observer for controller design. For FD, the detection rates, such as false alarm and missing alarm rate, will be discussed and used to determine the thresholds for FD.
III. FAULT DETECTION OBSERVER
FD scheme includes two steps: generating residual and making decision. The purpose of residual generation is to generate a fault indicating residual signal, using available information from the monitored system to extract fault symptoms from the system. There are a lot of methods to generate the residual, in which observer-based method has been widely used. In this section, the FD observer is designed to obtain the residual, and then analysis of the residual will be given to help making decision design.
A. FD Observer Design
According to the form of system (3)- (4), it should be noted that there exists disturbance, which makes it difficult to generate residual to eliminate the effect from the disturbance. To solve this problem, a new vector
T is introduced. Then, the system (3)-(4) can be rewritten as
It is obvious to see that system (3)- (4) has been transformed into a singular system (5)- (6) with stochastic noises. The objective now is to design a FD observer and residual generator for the singular system (5)- (6) . This section focuses on the FD observer design. First, construct the following dynamic system:
18+6 is expected to be an estimate of ω(k). The matrices Y , X, G, and M are design parameter matrices, which will be determined later.
Denote the observer error e(k) =ω(k) − ω(k). Then from (6) and (8) , the error e(k) can be expressed as
The purpose of the observer (7)- (8) is to make the error e(k) convergent to zero or bounded to a satisfied domain in the faultfree case (f (k) = 0) for (9).
B. Observer Performance
For the fault-free case, f (k) = 0, it follows from (9) that the error dynamical system can be described by
Define XE + MC − I = 0, using (5) e(k + 1)
If the following matrix equations hold,
then, the error dynamical (10) yields
. (11) Further, consider the following Lyapunov function:
where P = P T > 0. The corresponding Lyapunov difference along the trajectories e(k) of the error system (11) is given by
According to the distribution of η(k) and δ(k), it follows that
Let
, and P i m n are the elements of the matrix P i in the m row and n column, with i = a, b, c. From the characters of the stochastic noises,
Denote
It is straightforward to see that Ω is a positive constant. Further, when Γ = Γ T > 0, we obtain
The uniformly ultimately boundness of the estimation error is guaranteed with the proposed observer, which is summarized in the following theorem. Theorem 1: Consider the stochastic singular system (5)-(6) and the observer (7)- (8) . Under the fault-free case, the state estimation error e(k) given in (9) is uniformly ultimately bounded if there exists a matrix P = P T > 0 such that
Based on Theorem 1, we summarize the observer design algorithm as follows.
1. From XB = 0, obtain matrix X.
In the observer design, the disturbances are augmented as a subset of states, thus, the disturbances and system states are estimated, simultaneously. Using the parameters of the suspension system given in [1] and [3] and the rail vehicle company, which are shown in Table I , the designed matrices of observer can be obtained. The existences of the solutions to (17)- (20) will be discussed in the following section.
C. Design Condition Analysis
The observer has been designed in Section III-A. It is obvious that the design of observer (7)- (8) 
and B = EB u .
Substituting (19) and (21) into (17)
Using the definition as described in (19), (18) can be written as
Then, (24) and (25) can be augmented as follows:
Until now, the solution problem has been transformed to solve (26) for M and I. The following lemma provides the sufficient and necessary condition for the existence of the solution of (26). 
The left-hand side of (27) can be expressed as
Similarly, the right-hand side of (27) can be expressed as
Therefore, it can be shown that (27) is equivalent to (29) and (30), which is equivalent to the condition in (28). This completes the proof of Lemma 1.
From Lemma 1, a general solution to (27) exists if (28) holds.
Remark 4:
The idea of the FD observer design is from the unknown input observer, which is utilized for FD since 1990's and is often used to deal with robust FD problems [6] . Until now, there exist a lot of results about the unknown input observer based FD, see [6] , and [9] . Compared with the other observers, the proposed FD observer in this paper can handle the disturbance d(k) and help to obtain the estimation error expression, which is the key procedure to generate the FD residual and to decide the thresholds with certain performances (false alarm and missing alarm).
IV. FAULT DETECTION DECISION SCHEME
In order to accomplish the FD task, a fault indication signal, i.e., residual, should be sensitive to the sensor faults, but at the same time, insensitive to the noises. Next, a FD scheme based on the proposed observer is provided.
A. FD Residual
To detect the fault, the residual should be generated. The residual generator based on the observer design technique with the residual vector is given by
where r(k) ∈ R, S 1 ∈ R 1×(18+6) and S 2 ∈ R 1×9 . The residual is used to detect the influence of the faults on the system. In the nonfaulty case, the observer error is independent of the stochastic noises.
Substituting (6) and (7) into (31), residual for faulty case yields
From (32), the disturbance effect has been explicitly decoupled from the error dynamics and the residual expression. The faults can be detected, if the residual expression is independent of the state vector, which requires that
and
Choose appropriate matrices S 1 and S 2 satisfying both conditions (33) and (34). Then the noise term appears in the residual, which can be presented as
When a fault occurs in the plant, the state estimation error (or residual vector) changes, and hopefully so does its mean vector. The situation in which the fault effect is reflected on the residual mean, as generic, is focused in the subsequent analysis.
For no fault case f (k) = 0, it can be obtained from (11) that
Due to the Gaussian process noises η(k) and δ(k), e(k) is also a Gaussian process, whose mean and variance can be calculated as follows:
Therefore, e(k) ∼ N (Y k e(0), T e (k)). Further, the residual for faulty-free case is represented as
Define
Using (39), the mean and variance of the residual can be calculated
. On the other hand, for the faulty case, f (k) = 0, the residual is presented as
It is obvious that the faulty residual r f (k) is also the Gaussian process, whose mean and variance can be calculated
B. Probabilistic Residual Evaluation
According to residual (39) and (40), the change of the mean implies that the faults just appeared. Therefore, the following hypothesis test can be presented:
Here, r(k) itself is chosen as the mean estimator, which is the Gaussian process. Then the acceptance region of the test B(k)
can be assumed to satisfy
where λ is positive with a small value previously chosen which constitutes the test size. A natural measure of the distance from r(k) to E{r(k)|H 0 } is the Mahalanobis distance defined as
The test acceptance region will be the circle defined by
where the operator d M (·, ·) is given in (42), and the radius k λ is to be determined from the condition (41). Specifically, for a Gaussian mean estimator, k λ = h λ/2 . Therefore, the test acceptance region B(k) can take the form of an interval as
where Cov{r h (k)|H 0 } = T r (k), and h λ/2 means that the standard normal distributed variable has the probability of λ/2 to fall into [h λ/2 , +∞). According to the above results, the following FD decision can be formed: if r(k) / ∈ B(k), a fault has likely occurred in plant, where the instant time when the fault is detected can be defined by the random variable
∈ B(k)}, T 0 is the unknown instant when the fault occurs. As a quality measure index of such tests, the false alarm rate is given by
where D test (k) is the test decision at instant k.
Further, when the fault occurs (consequently k > T 0 ), there also exists a confidence region A(k) ⊂ R, in which (1 − υ) of the mean estimator realizations remain at instant k. In particular, that region will be symmetric with respect to E{r(k)|H 1 } such that
The same as the approach of computing the acceptance region B(k), the confidence region A(k) can be obtained by
C. Fault Detectability Analysis
Based on the analysis above, necessary fault detectability conditions can be presented. Intuitively, a fault is detectable if there exists time T d < +∞, in which the mean estimator realization crosses the bounds of the test acceptance region, which occurs for most realizations. This idea is formalized in the probabilistic environment, concluding in a probabilistic definition of fault detectability.
Theorem 2: For a fault f (k) with its ith element satisfying |f i (k)| ε ∀k > T 0 , i = 1, . . . , p and a fixed value υ ∈ (0, 1), a sufficient and necessary condition to assure the existence of a finite valueT d T 0 such that the fault f (k) can be detectable by the FD scheme associated with residual r(k) is
Proof: Using the residual r(k) in (40) and taking into account the linearity of the mean operator, it follows that
Therefore
Necessity: If condition (46) is not satisfied, then, when Φ (f (k)) > 0, we get the following:
The inequality a(k) < u(k) implies that there will be intersection between B(k) and A(k), and the detection decision may provide a wrong alarm, which means the faults may not be detected. Actually, the derivation above is also valid in the situation Φ (f (k)) < 0. Therefore, it is obtained that If the faults would be detected, it should satisfy condition (46). From above, it follows that the fault f (k) is detectable, when the conditions of Theorem 2 hold.
Remark 5: The above FD design and performance analysis are dependent on the evaluation function chosen as the residual directly. In fact, there are varieties of the evaluation function generation methods, such as r T (k)r(k), n k =0 r(k) with n steps, |r(k)| and so on. With the different evaluation functions, the stochastic character parameters (mean and variance) can also be calculated. Therefore, the proposed FD method and performance analysis can be easily extended to the other evaluation function cases.
Remark 6: The faults considered in this paper only affect the mean of the residual, instead of the variance. Therefore, (46) can be used to obtain the necessary condition for fault when the fault information is not available completely. For random faults, the means and variances of faults should be known. Otherwise, Theorem 2 cannot be used.
D. Discussion
Usually, the detection power of the test θ or its complement, the missed detection rate, 1 − θ is considered. The missed detection rate is defined as
In case that the fault process f (k) satisfies any of the given sufficient detectability conditions associated with the residual, then, as shown in the proof of Theorem 2,
Therefore, the missed detection rate is
Remark 7: All the noises considered in this paper are the Gaussian noise, which makes the hypothesis test achievable. Note that in real systems, the Gaussian noise is one of the multiple noises. For non-Gaussian noises, if their probability density functions are available, the probability density functions of the residuals and evaluation functions can also be computed. Then, in this case, the proposed method can be used to that class of systems with non-Gaussian noises.
V. SIMULATION STUDY
To verify the effectiveness of the designed FD strategy, a passive suspension system for city metro is simulated in the presence of sensor faults.
A. Simulation System
The systems parameters and variables considered in the simulation are given in Table I .
Here, set the sampling time T = 0.001 s. For simulation purpose, the initial conditions are set as
The track irregular is considered as the disturbance d(k). Choose y 7 (k) = y 9 (k) = sin(0.01πk), y 8 (k) = 0.1 sin(0.01πk) and Δy 7 (k) = Δy 9 (k) = 0.01π cos(0.01πk), Δy 8 (k) = 0.001π cos(0.01πk). Choose the covariance matrices for noise sequences of process and measurement Q(k) = 0.01 2 × I 18×18 and R(k) = 0.01 2 × I 9×9 , respectively.
Assume a fault occurs in the sensors of the third carbody, and the fault distribution matrix F s is chosen as F s = [ 0 0 0 0 0 0 1.2 0. 6 1 ] T with the fault expressed in two cases:
where f 0 1 and f 0 2 are the fault amplitude parameters of the abrupt and incipient fault, respectively. The abrupt fault discussed here can be considered as the sensor drift. The incipient fault could be influenced by the change of sensor temperature, which is discussed in Section IV.
B. Simulation Results
Using Theorem 1, the observer matrices X, M , and G can be obtained, which are shown at the bottom of the next three pages, respectively. The responses of the health system to the observer are shown in Figs. 3-6 .
The responses of the health system to the observer are shown in Figs. 3-6 . Then, the following faulty cases will be discussed. 
The condition for FD is given as follows:
Let the parameters f 0 1 = 0.2 and 0.4. Then the FD simulation result is shown in Fig. 7 .
Case 2: (Incipient Fault f 2 ): Choose λ = υ = 0.03, which means that the false alarm rate is 3%. Similar to case 1, the test acceptance region B(k) in (43) can be calculated as
The sufficient condition under which the fault (assuming positive fault) can be detected is f (k) > 0.3418. Choose the fault parameters f 0 2 = 0.25 and 0.45. The FD simulation result is shown in Fig. 8 . Figs. 3-6 show the state and disturbance estimation performance of the observer for the three carbodies. The states and disturbances y 3 , θ 3 , y 6 , Δy 3 , Δθ 3 , Δy 6 , y 9 , and Δy 9 of the second power carbody are largely the same as those of the first power carbody, whose simulation results are omitted here. Due to the noises, some displacements (sataes) of the carbody cannot converge to zero. From Figs. 3-6 , it can be seen that in the fault-free case, the proposed observer can track the states and disturbances with small errors, even under the noises environment, which verifies the effectiveness of the proposed observer.
C. Discussion

1) Explanation for Figs. 3-6:
2) Explanation for Fig. 7 : (a) Before t < 4 s, the residual within the thresholds indicates fault free and its values that exceed the thresholds indicate the false alarm time instants. After 4 s, the residual is shifted due to fault. The figure indicates that there is a fault but its amplitude may be small (because the residual is both above and below the upper threshold). The residual values within the thresholds indicate the missing alarm time instants [related to υ given (49)]. This subfigure indicates for this fault amplitude 0.2 < 0.2961 [which does not satisfy the FD condition given in (53)], the fault cannot be effectively detected. (b) Before 4 s, the residual is the same as that in (a), which indicates fault free with 6% false alarm. After 4 s, the residual mostly exceeds the upper threshold, which confirms the fault occurrence. The values of residual within the thresholds also indicate the missing alarm time instants which are much less than that in a). In this case, for the fault amplitude 0.4 > 0.2961 [which satisfies the amplitude condition in (53)], the fault can be effectively detected. Fig. 8 : (a) Similar to Fig. 7 , before t < 4 s, the residual within the thresholds indicates fault free and its values that exceed the thresholds indicate the false alarm time instants. After 4 s, the residual is shifted due to fault. The figure indicates that there is a fault but its amplitude may be small (because the residual is both above and below the upper threshold). The residual values within the thresholds indicate the missing alarm time instants [related to υ given (49)]. This subfigure indicates for this fault amplitude 0.25 < 0.3418 [which does not satisfy the FD condition given in (53)], the fault cannot be effectively detected. (b) Before 4 s, the residual is the same as that in (a), which indicates fault free with 6% false alarm. Between 4 and 5 s, the residual is also within the thresholds but ascends slowly, since fault 2 is an incipient fault. After 5 s, the residual mostly exceeds the upper threshold, which confirms the fault occurrence. The values of residual within the thresholds also indicate the missing alarm time instants which are much less than that in (a). In this case, for the fault amplitude 0.45 > 0.3418 [which satisfies the amplitude condition in (53)], the fault can be effectively detected.
3) Explanation for
4) Comparisons Between Figs. 7 and 8:
Figs. 7 and 8 show the FD residuals for two faulty cases, with the different thresh-olds determined by different choices of false alarm parameters. The observer states and the system outputs are used to generate the residual designed in (31). The thresholds are the upper and lower bounds of the acceptance region B(k) from (43) with the detection rate λ (the false alarm rate), which means the smaller λ is, the less the false alarms occur.
For the fault-free case, the residuals are same before t < 4 s, in the Figs. 7 and 8. In Fig. 7 (fault 1) and Fig. 8 (fault 2) , the different detection rates λ are chosen, which leads to the different thresholds. The λ for fault 2 is smaller than that of fault 1, which means that the area of acceptance region for fault 2 is larger than that of fault 1. From Figs. 7 and 8 , it can be seen that the residual out of the thresholds of fault 1 is more than that of fault 2, which means that the false alarm of fault 1 is more than that of fault 2. It matches the detection rates λ and υ of these two cases.
In both faults 1 and 2, two amplitudes of faults are chosen: f 
VI. CONCLUSION
In this paper, the sensor FD problem has been investigated for suspension systems with the track regularity and noises, which are modeled as input disturbances with stochastic noise. To design the FD observer, the disturbances were augmented to the suspension system states, which leads to a singularity system with stochastic noises. The observer has been designed to generate the FD residual. The detection residual is discussed to obtain the FD threshold with the fault detectability condition. Simulation results further confirm the obtained theoretical results.
