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The solution of the complementarity problem deﬁned by a map-
ping f : Rn → Rn and a cone K ⊂ Rn consists of ﬁnding the ﬁxed
points of the operator PK ◦ (I − f), where PK is the projection onto
the cone K and I stands for the identity mapping. For the class of
isotone projection cones (cones admitting projections isotone with
respect to the order relation they generate) and f satisfying certain
monotonicity properties, the solution can be obtained by iterative
processes (see G. Isac, A.B. Ne´meth, Projection methods, isotone
projection cones, and the complementarity problem, J. Math. Anal.
Appl. 153(1) (1990) 258–275 and S.Z. Ne´meth, Iterativemethods for
nonlinear complementarity problems on isotone projection cones,
J. Math. Anal. Appl. 350(1) (2009) 340–347). These algorithms re-
quire computing at each step the projection onto the cone K . In
general, computing the projection mapping onto a cone K is a difﬁ-
cult andcomputationally expensiveproblem. In thisnote it is shown
that the projection of an arbitrary point onto an isotone projection
cone in Rn can be obtained by projecting recursively at most n − 1
times into subspaces of decreasing dimension. This emphasizes
the efﬁciency of the algorithms mentioned above and furnishes a
handy tool for some problems involving special isotone projection
cones, as for example the non-negative monotone cones occurring
in reconstruction problems (see e.g. Section 5.13 in J. Dattorro, Con-
vex Optimization and Euclidean Distance Geometry, Meboo, 2005,
v2009.04.11).
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1. Introduction
Let Rn be an n-dimensional Euclidean space endowed with a Cartesian reference system. We
suppose that each point of Rn is a column vector. Let K ⊂ Rn be a pointed closed convex cone. If
K◦ is the polar of K and f : Rn → Rn is a mapping, then the complementarity problem deﬁned by f
and K consists of getting an element x ∈ Rn satisfying
(NCP) x ∈ K, f(x) ∈ −K◦, xf(x) = 0.
Complementarity problems are useful models in optimization, economics, physics and engineering.
Denoting with PK the projection mapping onto K [1], it turns out that x is a solution of (NCP) if and
only if it is the solution of the ﬁxed point problem
(FIX) x = PK(x − f(x)).
(For a proof see e.g. Proposition 6.1 in [2].)
The equivalence of problems (NCP) and (FIX) emphasize the importance of studying the properties
of projection mappings onto cones and ﬁnding efﬁcient methods of projecting onto cones. This was
the main motivation for introducing and analyzing the isotone projection cones; that is, the cones K
whose projection PK is isotone with respect to the order relation induced by K (see [3,4,2]).
For isotone projection cones K and continuous monotone mappings f several iterative methods
were developed for ﬁnding the solutions of (FIX) and equivalently of (NCP) (see [5,6]). The drawback
of these methods is that at each step of iteration one needs to project a different point onto the cone.
However, the existing projection methods (see e.g. the Dykstra algorithm [7–9]) are rather slow (see
the numerical results in [10] and the remark preceding section 6.3 in [11]). Therefore, the successive
projection onto the cone (by using the existing methods) makes the above cited iterative algorithms
inefﬁcient. Efﬁcient methods exist for projecting particular points only. For example, see [12] for
projecting very special points onto translates of acute (subdual) cones.
The aim of our note is to show that the projection of a point onto an isotone projection cone can be
reduced to a ﬁnite number of projections onto subspaces of decreasing dimension.
This completes our earlier results in [5,6] concerning the solution of (NCP) problems for isotone
projection cones with a cheap, easily implementable numerical method.
The non-negative monotone cone is a particular isotone projection cone. It is easy to apply our
algorithm to compute projections onto non-negative monotone cones which occur in various recon-
struction problems [13, Section 5.13].
2. The latticial cone and its polar
We shall use the term cone in the sense of closed convex cone. That is, the nonempty closed subset
K ⊂ Rn in our terminology is a cone, if K + K ⊂ K , and tK ⊂ K whenever t ∈ R, t  0.
Letm n and e1, . . . , em bem elements in Rn. Denote
cone{e1, . . . , em} = {λ1e1 + · · · + λmem : λi  0, i = 1, . . . , m},
the cone engendered by e1, . . . , em. Then,
cone{e1, . . . , em} = {Ev : v ∈ Rm+}, (1)
where E = (e1, . . . , em) is the matrix with columns e1, . . . , em.
Ifm = n and e1, . . . , en are linearly independent, then
K = cone{e1, . . . , en} (2)
is called a latticial cone.
The latticial coneK induces a reﬂexive, transitive, and antisymmetric order relationonRn byputting
x  y if y − x ∈ K .
The polar of K is the set
K◦ = {x ∈ Rn : xy  0, ∀y ∈ K}. (3)
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K∗ = −K◦ is called the dual of K . K is called subdual, if K ⊂ K∗. This is equivalent to the condition
el ek  0, l, k ∈ N.
Lemma 1. The polar of the latticial cone (2) can be represented in the form
K◦ = {μ1u1 + · · · + μnun : μi  0, i = 1, . . . , n}, (4)
where ui (i = 1, . . . , n) is a solution of the system
ej ui = 0, j = 1, . . . , n, j /= i,
ei ui = −1
(ui is normal to thehyperplane span{e1, . . . , ei−1, ei+1, . . . , en} in theopposite directionwith thehalfspace
that contains ei). Thus,
K◦ = {Ux : x ∈ Rn+}
with Rn+ = {x = (x1, . . . , xn) : xi  0, i = 1 . . . n} and
U = −(E−1). (5)
For simplicity we shall call U the polar matrix of E. The columns of U are ui : i = 1, . . . , n.
Proof. Let y = ∑nj=1 μjuj and z = ∑ni=1 αiei for any non-negative real numbers αi and μj . The inner
product of y and z is non-positive because
yz =
n∑
i=1
n∑
j=1
αiμjei uj = −
n∑
i=1
αiμi  0.
But y is an arbitrary element of the right hand side of (4) and z is an arbitrary element of K , thus we
can conclude that the right hand side of (4) is a subset of K◦.
The vectors u1, . . . , un are linearly independent. (This can be veriﬁed by assuming the contrary,
and by multiplying the subsequent relation by ej to get a contradiction.) Hence, for y ∈ K◦ we have
the representation
y = β1u1 + · · · + βnun.
By (3),
ek y = −βk  0
so βk  0 which proves that y is an element of the right hand side of (4). Thus we can conclude that
K◦ is a subset of the right hand side of (4). 
The formula 5 of Lemma 1 is equivalent to the formula (380) of [13].
Corollary 1. For each subset I of indices in N = {1, . . . , n}, the vectors ei, i ∈ I, uj , j ∈ Ic (where Ic denotes
the complement of I with respect to N) are linearly independent.
Proof. Assume that∑
i∈I
αiei +
∑
j∈Ic
β juj = 0 (6)
for some reals αi and β j . By the mutual orthogonality of the vectors ei, i ∈ I and uj , j ∈ Ic it follows by
multiplication of the relation (6) with
∑
i∈I αiei and respectively with
∑
j∈Ic β juj , that∑
i∈I
αiei = 0
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and ∑
j∈Ic
β juj = 0.
Hence, αi = β j = 0 must hold. 
An equivalent result to the one presented in the following Lemma 2 is given by the Cone Table 1 on
page 179 of [13].
Lemma 2. Let m n, e1, . . . , em be m linearly independent vectors of Rn, L = span{e1, . . . , em}, K =
cone{e1, . . . , em}, E = (e1, . . . , em) and E+ = (EE)−1E the left pseudoinverse of E (i.e. the m × n
matrix with E+E = I, where I is the m × m identity matrix). Then, the polar of the cone K in the linear
subspace L is
K◦L = {Uv : v ∈ Rm+}, (7)
where U = −(E+).
Proof. SinceU = EV,whereV = −(EE)−1, the columnvectors ofU are in L. Hence, sinceUE = −I,
by Lemma 1 it follows that the polar of the cone K in the linear subspace L is given by (7). 
The cone K0 ⊂ K is called a face of the cone K if from x ∈ K0, y ∈ K and x − y ∈ K it follows that
y ∈ K0. The face K0 is called a proper face of K , if K0 /= K .
Denote N = {1, . . . , n}. Because of the special form of K , the general form of its face is
cone{ei : i ∈ I}, I ⊂ N.
More precisely, we have as follows.
Lemma 3. If K is the cone (2) and K0 is the cone (4), then for every subset of indices I = {i1, . . . , ik} ⊂ N
the set
FI = cone{ei : i ∈ I} = {x ∈ K : xuj = 0 : i ∈ Ic} (8)
(with FI = {0} if I = ∅) is a face of K. If ih /= il whenever h /= l, then FI is for k > 0 a nonempty set in Rn
of dimension k. (In the sense that FI spans a subspace of R
n of dimension k.)
Every face of K is equal to FI for some I ⊂ N. If I /= N then FI is a proper face.
Proof. The relation in (8) follows from the deﬁnition of the vectors uj in Lemma 1, while the assertion
on the dimension of FI is obvious.
Suppose that x ∈ FI and y ∈ K with y  x.
Then (x − y)uj = −yuj  0,∀j ∈ Ic and yuj  0, ∀j ∈ N, because y ∈ K . Thus yuj = 0, ∀j ∈
Ic , hence y ∈ FI , showing that FI is a face.
Suppose that x ∈ F for F an arbitrary proper face of K . Since x ∈ K , by the deﬁnition of the vectors
uj , x
uj  0 for j ∈ N.
If xuj < 0, ∀j ∈ N, then there exists a positive scalar t with (x − ty)uj  0, ∀j ∈ N. Hence,
x − ty ∈ K and thus ty  x. But then ty ∈ F and since F is a cone, y ∈ F . This means that K ⊂ F , that
is, F cannot be a proper face.
We have to show that F has a representation like (8). By the above reasoning, for each x ∈ F there
exist some index i ∈ N with xui = 0.
If F = {0} we have the representation (8) with I = ∅.
If F /= {0}, take x in the relative interior of F and let I be the complement in N of the maximal set
of indices j with xuj = 0. (I must be a nonempty, proper subset of N since x /= 0.)
Take y ∈ F arbitrarily. By the deﬁnition of x, x − ty ∈ F for some sufﬁciently small t > 0. Hence,
(x − ty)ui  0, ∀i ∈ N. (9)
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By y ∈ F ⊂ K we also have yui  0, ∀i ∈ N. If yuj < 0 for some j ∈ Ic , then (9) would imply
xuj  tyuj < 0,
which is a contradiction. Hence, we must have yuj = 0, ∀j ∈ Ic; and accordingly
F ⊂ {z ∈ K : zuj = 0, ∀j ∈ Ic}. (10)
Suppose that y ∈ K and yuj = 0, ∀j ∈ Ic . From deﬁnition we have xui < 0 for each i ∈ I, whereby
for a sufﬁciently large t > 0,
(tx − y)ui  0, ∀i ∈ N.
Hence, tx − y is in the polar of K◦, which by Farkas’ lemma is K (This follows in fact, in our case,
also by the symmetry of the vectors ei and uj in the formulae of Lemma 1.) Thus 0 y  tx, whereby
0(1/t)y  x. Since F is a face of K , we have (1/t)y ∈ F and since it is also a cone, y ∈ F . This proves
the converse of the inclusion in (10) and completes the proof. 
Thus a maximal proper face of K is of the form
Ki0 = cone{ei : i ∈ N \ {i0}} = cone{ei : i ∈ N, ei ui0 = 0},
hence it is also called the face of K orthogonal to ui0 . Similarly, we have a maximal proper face of K
◦
orthogonal to some ej0 .
3. How to project onto a latticial cone
For an arbitrary u ∈ Rn denote ‖u‖ = √uu. Let K ∈ Rn be an arbitrary cone and K◦ its polar,
and C ⊂ Rn an arbitrary closed convex set. Recall that the projection mapping PC : H → H onto C is
uniquely deﬁned by PCx ∈ C and
‖x − PCx‖ = min{‖x − y‖ : y ∈ C}.
Then, Moreau’s theorem asserts:
Theorem 1 [14]. For x, y, z ∈ Rn the following statements are equivalent:
(i) z = x + y, x ∈ K, y ∈ K◦ and xy = 0.
(ii) x = PKz and y = PK◦z.
Suppose now, that K is a latticial cone in Rn. We shall use the representation (2) for K and the
representation (4) for K◦. Hence,
ei uj = −δij , i, j = 1, . . . , n
where δij the Kronecker symbol. As a direct implication of Moreau’s theorem and the constructions in
the preceding section we have:
Theorem 2. Let x ∈ Rn. For each subset of indices I ⊂ N, x can be represented in the form
x = ∑
i∈I
αiei +
∑
j∈Ic
β juj (11)
with Ic the complement of I with respect to N, and with αi and β j real numbers. Among the subsets I of
indices, there exists exactly one (the cases I = ∅ and I = N are not excluded) with the property that for
the coefﬁcients in (11) one has β j > 0, j ∈ Ic and αi  0, i ∈ I. For this representation it holds that
PKx =
∑
i∈I
αiei, α
i  0, (12)
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and
PK◦x =
∑
j∈Ic
β juj , β
j > 0. (13)
Proof. The ﬁrst assertion is the consequence of Corollary 1.
The projections PKx and PK◦x as elements of K and K◦, respectively can be represented as
PKx =
n∑
i=1
αiei, α
i  0 (14)
and
PK◦x =
n∑
j=1
β juj , β
j  0. (15)
Toprove existence, let Ic = {j ∈ N : β j > 0} and let I be the complement of Ic in the setN of indices. For
an arbitrary element z ∈ Rn, denote PK z = (PKz). Ifαj > 0would hold in (15), for some j ∈ Ic , then
by Lemma 1 it would follow that PK x · PK◦x < 0, which contradicts the theorem of Moreau. Hence,
(14) can be written in the form (12) and (15) can be written in the form (13). Therefore, Theorem 1
implies
x = PKx + PK◦x =
∑
i∈I
αiei +
∑
j∈Ic
β juj ,
where αi  0, ∀i ∈ I and β j > 0, ∀j ∈ Ic .
To prove uniqueness, suppose that in the representation (11) of x we have αi  0, β i = 0 for i ∈ I
and β j > 0, αj = 0 for j ∈ Ic , where I is a subset of N, and Ic is the complement of I in N (the cases
I = ∅ and I = N are not excluded). Then representations (12) and (13) follow from Theorem1 by using
the mutual orthogonality of the vectors ei, i ∈ I and uj , j ∈ Ic . From (12) and the uniqueness of the
projection PKx it follows that I is unique. 
This theorem suggests the following algorithm for ﬁnding the projection PKx:
Step 1. For the subset I ⊂ N we solve the following linear system in αi
xel =
∑
i∈I
αiei el , l ∈ I. (16)
Then we select from the family of all subsets in N the subfamily  of subsets I for which the system
possesses non-negative solutions for the αi.
Step 2. For each I ∈  we solve the linear system in β j
xuk =
∑
j∈Ic
β juj uk, k ∈ Ic. (17)
By Theorem 2 among these systems there exists exactly one with positive solutions. By this theorem,
for corresponding I and for the solution of the system (16), we must have
PKx =
∑
i∈I
αiei.
This algorithmrequires thatwe solve 2n linear systemsof atmostn equations in Step1 (16) and another
2|| systems in Step 2 (17). (Observe that all these systems are given by Gram matrices, hence they
have unique solutions.) Perhaps this great number of systems can be essentially reduced, but it still
remains considerable.
Remark 1. If K is subdual; that is, if ek el  0, k, l ∈ N, the above algorithm can be reduced as follows:
By supposing that we have got the representation (11) of xwith non-negative coefﬁcients, wemultiply
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both sides of (11) by an arbitrary el . If xel < 0 then l cannot be in I, otherwise the relations ujel =
0, j ∈ Ic and ei el  0, i ∈ Iwould furnish a contradiction. Thus, we have to look for the set I of indices
(for which we have to solve the system (16)) among the subfamilies of {i ∈ N : xei  0}. (Arguments
like this canbeused, as itwasdone, e.g. in [10] for theDykstra algorithm, toeliminate somehyperplanes
while computing successive approximations of the solution.)
Obviously, the proposedmethod is inefﬁcient. Yet it is helpful preparatorymaterial for the following
main section.
4. How to project onto an isotone projection cone
The closed generating cone K in Rn is called isotone projection if for any x, y ∈ Rn with y − x ∈ K it
follows that PKy − PKx ∈ K , that is, if x  y (with "" the order relation induced by K), then the order
is preserved after the application of PK . (Here K is generating means that spanK = K − K = Rn.) For
simplicity we shall call a matrix E whose columns are the generators ei of an isotone projection cone
isotone projection matrix.
The isotone projection cone inRn is completely characterized in [3,15]: it must be a latticial cone of
type (2) with the generators of its polar given in (4) having the properties ui uj  0, i /= j. For example
the non-negative monotone cone (Example 2.13.9.4.2 in [13]) is an isotone projection cone. The non-
negativemonotone cone is givenby {x = (x1, . . . , xn) ∈ Rn : x1  · · · xn  0}. The algorithmweshall
present furnishes a simple tool for problems involving special isotone projection cones such as the
non-negative monotone cones occurring in reconstruction problems (see e.g. Section 5.13 in [13]).
Remark 2. The above cited characterization of an isotone projection matrix suggests a general form.
The cones which are polars of isotone cones were called coisotone cones in [16]. Recall that a real
square matrix is called a Z-matrix if all of its off-diagonal entries are non-positive. An L-matrix is a
Z-matrix whose diagonal elements are positive. An M-matrix is a Z-matrix whose eigenvalues are
positive. Therefore, a symmetric matrix is an M-matrix if and only if it is a positive semideﬁnite
Z-matrix. There are a large number of papers and books dealing with the properties and applications
of the above classes of matrices. The detailed presentation of this topic is beyond the scope of this
paper. However, the reader can ﬁnd more details about the special classes of M, Z and L-matrices in
[17–19]. For simplicity we shall call a matrix whose columns are the generators of a coisotone cone a
coisotone matrix. Hence, a real matrix U is coisotone if and only if UU is a positive deﬁnite L-matrix,
or equivalently a symmetric nonsingular M-matrix. By using the polar decomposition [20] we have
U = OS where O is an orthogonal matrix, S is a positive semideﬁnite matrix and S = (UU)1/2. If U
is nonsingular S is positive deﬁnite. Hence, U is coisotone if and only if it is of the form
U = OT 12 , (18)
where O is an orthogonal matrix and T is a positive deﬁnite L-matrix (or equivalently a symmetric
nonsingular M-matrix). By using (18) and Lemma 1 we get that a matrix E is an isotone projection
matrix if and only if it is of the form
E = QT− 12 ,
where Q is an orthogonal matrix (Q = −O) and T is a positive deﬁnite L-matrix (or equivalently a
symmetric nonsingularM-matrix).
Lemma 4. If K is an isotone projection cone, K0 is a maximal proper face of K, L the subspace engendered
by K0 and K ⊂ L−, where L− is the closed halfspace determined by L containing K, then PK(L+) ⊂ K0,
where L+ is the closed halfspace opposite to L−.
Proof. We remind the reader that an isotone projection cone is generating by deﬁnition; by the result
in [3] it is also latticial. Hence, by Lemma 3 a maximal proper face is n − 1-dimensional. Thus the
subspace L in the lemma is a uniquely determined hyperplane through 0.
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Let x ∈ L+. Take u ∈ K with x  u. Such a u always exists because K generates Rn. Since the
hyperplane L separates L+ and K , there exists t ∈ [0, 1] such thatw = tx + (1 − t)u ∈ L. From x  u
onehas (1 − t)x (1 − t)u, which implies x = tx + (1 − t)x  tx + (1 − t)u = w. Hence, it follows
that
PKx  PKw. (19)
SinceK0 engenders L, there exists v ∈ K0 ⊂ K such thatw K0 v (hereK0 is the order relation induced
by the cone K0 in the subspace L). Hence,w  v and consequently
PKw  PKv = v. (20)
From (19) and (20) we get
PKx  v,
which by the deﬁnition of a face and v ∈ K0 implies PKx ∈ K0. 
Corollary 2. Each face of an isotone projection cone is an isotone projection cone in the subspace it
generates.
Proof. Let be L the subspace engendered by amaximal proper face K0 of the isotone projection cone K .
Then for x, y ∈ L the relation x K0 y is equivalent to x  y and hence PKx  PKy. By Lemma 4, PKx and
PKy are contained in K0 and by the deﬁnition of the projection itmust be PKx = PK0x and PKy = PK0y
hence PK0x K0 PK0y.
The proof of the general case follows by induction. 
By using Lemma 4 we can project onto K as follows:
Let I = {j ∈ N : xuj  0}.
If Ic = ∅ we have x ∈ K and PKx = x.
If Ic = N, then PKx = 0.
If Ic /= ∅ and Ic /= N, then by Lemma 4, x projects onto K in the face which is the intersection
of the maximal faces of K perpendicular to uj : j ∈ Ic; that is, the face K ∩ (∩j∈Ic ker uj), the later
cone being exactly KI :=cone{ei : i ∈ I}. Let EI be the matrix whose columns are ei : i ∈ I, E+I the left
pseudoinverse of EI , LI :=span{ei : i ∈ I} and x1 = PLIx = EIE+I x. The last equality is well known (see
for example equation (5.13.3) in [21]).
By Corollary 2, KI is an isotone projection cone in the subspace LI . By Lemma 2, the polar of the
cone KI in the linear subspace LI is K
◦LI
I = {Uv : v ∈ Rn+}, whereU = −(E+I ). We have PKx = PKIx1,
where PKI is the projection operator onto KI in the linear subspace LI . Indeed, suppose to the contrary
that PKx = y ∈ KI , where y /= PKIx1. Then,
‖x − y‖2 = ‖x − x1‖2 + ‖x1 − y‖2
and
‖x − PKIx1‖2 = ‖x − x1‖2 + ‖x1 − PKIx1‖2
But, ‖x1 − PKIx1‖ < ‖x1 − y‖ and hence ‖x − PKIx1‖ < ‖x − y‖. Since PKIx1 ∈ KI ⊂ K , the latter
inequality contradicts the equation
‖x − y‖ = min{‖x − z‖ : z ∈ K}.
Hence, we reduced the problem to a lower dimensional one. By continuing this procedure, we get a
sequence of points {xk}k∈N, x0 :=x. The procedure must stop after at most n steps. If the procedure
stops at step i, then xi = PKx.
LetAbeann × nmatrix.DenotebydiagA then × ndiagonalmatrixwhosemaindiagonal coincides
with the main diagonal of A. Denote A  0 if A has at least one positive entry. Hence, we have got the
following algorithm for determining the projection of x onto K:
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Algorithm 1.
INPUT n ∈ N \ {0, 1}
INPUT x ∈ Rn
INPUT E ∈ Rn×n
V :=E−1
U := − V
F := − VU
G:= F − diag(F)
IF det(E) = 0 THEN
PRINT “The input cone must be an isotone projection cone”; EXIT
ELSEIF G 0 THEN
PRINT “The input cone must be an isotone projection cone”; EXIT
ELSE
I0 :={1, 2, . . . , n}
x0 :=x
x1 :=x
K :=cone{E(δ1j , . . . , δnj ) : j ∈ I0}
FOR k = 0 TO n − 1 DO
k :=|Ik|
Ik+1 :=
{
j ∈ Ik : (xk)Uk
(
δ1j , . . . , δ
n
j
)
 0
}
IF k > 0 THEN
Ek :=
(
E
(
δ1j , . . . , δ
n
j
) : j ∈ Ik
)
Vk = E+k
Uk := − Vk
IF lk = lk−1 THEN OUTPUT PKx :=xk; EXIT
ELSEIF lk = 0 THEN OUTPUT PKx :=0; EXIT
ELSE xk+1 :=EkVkxk
ENDIF
ENDIF
ENDFOR
ENDIF
Remark 3. Each isotone projection cone is also subdual [3]. Hence, by using Remark 1 at the end of
the previous section the size of Ik might be reduced by elimination of the indices i ∈ Ik in it for which
xTk ei < 0.
A slightly adapted Scilab implementation of Algorithm 1 can be downloaded from the page
http://web.mat.bham.ac.uk/S.Z.Nemeth/piso.sce.
The correctness and speed of the above Scilab script has been tested on several test problems. It is
easy to generate test problems for checking the correctness of the algorithm. Indeed, if E is an isotone
projection matrix whose columns ei : i = 1, . . . , m generate an isotone projection cone and U is the
polar matrix of E, whose columns ui : i = 1, . . . , m generate a coisotone cone, then, by Moreau’s
theorem, for any k ∈ {1, . . . , n}, any αi,β j  0 and
x =
k∑
i=1
αiei +
n∑
j=k+1
β juj
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we have
PKx =
k∑
i=1
αiei.
Hence, everythingboilsdowntogenerate coisotonematricesand theirpolars. This canbeeasilydoneby
using (18) and (5). It is easy to generate in a “quasi-random” manner positive deﬁnite
L-matricesT . Indeed, in Scilab the function rand(m, n)generates a randomm × nmatrixhaving theen-
tries between 0 and 1 and for every n × 1 column vector v the matrix diag(v) is the
n × n diagonal matrix whose diagonal is formed with the entries of v. Just take T = A + AT , where
A = −arand(n, n) + bdiag(rand(n, 1)) and a, b are real scalars such that b is considerably larger then
a (this is a sufﬁcient condition for T to have positive elements on the diagonal and to be nonsingular).
It is also straightforward to generate random orthogonal matrices. For this it is enough to randomly
generate a nonsingular n × n matrix and orthogonalise its columns by using the Gram–Schmidt or-
togonalisation process (see [22,23]) for its columns. This idea is used in the Matlab script of O. Shilon
which can be downloaded from the page
http://www.mathworks.com/matlabcentral/fileexchange/11783.
We adapted this script for Scilab. For the readers convenience the adapted Scilab script can be down-
loaded from the page
http://web.mat.bham.ac.uk/S.Z.Nemeth/RandOrthMat.sce.
Byusing the aboveprocesswegenerated test problemsof various sizes andwecanassertwith certainty
that the algorithm of the script
http://web.mat.bham.ac.uk/S.Z.Nemeth/piso.sce
is correct and very fast (about 2 s for a randomly generated 200-dimensional test problem with a
Pentium IV Celeron 1.6 GHz processor).
Remark 4. Due to the simplicity of the projection onto an isotone projection cone, this methodmight
be also useful when a polyhedral cone can be represented as the union of a “reasonable small” number
of isotone projection cones. In this case we determine the projection of the point onto each of these
cones, and take theminimal distance of these projections from thepoint. By doing so,weobtain exactly
the projection, which we were looking for.
5. Conclusions
In this paper we presented a method of projecting onto a special class of polyhedral cones in Rn,
the isotone projection cones [3,15]. The isotone projection cones in Rn are polyhedral and completely
characterized in [3,15]: they must be cones generated by n linearly independent vectors such that the
generators of the polar form pairwise nonacute angles. Contrary to Dykstra’s algorithm [7–11], which
in general is an approximation algorithmonly, our algorithm is an exact one that always stops in a ﬁnite
number of steps not exceeding the dimension of the space. Moreover, usually the algorithm stops after
considerably fewer steps than the dimension of the space and in each step the dimension of the linear
subspace ontowhich one has to project (and hence the difﬁculty) of the procedure is reduced (contrary
to Dykstra’s method where one cyclically projects to hyperplanes). In most of the cases the presented
algorithm is considerably more efﬁcient than Dykstra’s algorithm, especially when the dimension of
the cone is large. We note that for projection based iterative methods where one has to project many
times onto the cone (e.g. the one described in [6]), it is very important to project onto the cone as
efﬁciently as possible. In the future we will try to ﬁnd efﬁcient ways to project onto other classes of
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polyhedral cones too. For example, if one could ﬁnd efﬁciently veriﬁable conditions for a polyhedral
cone to be a union of reasonably small number of isotone projection cones, then our method could be
used to project onto these cones in a more efﬁcient way than Dykstra’s algorithm does. Our method is
particularly useful when the dimension of the ambient space is large, as for instance in reconstruction
problems (see [13], Section 5.13 and Remark 5.13.2.4).
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