Introduction
Let F be the finite field with k = p l elements, let F[X] denote the ring of polynomials with coefficients from F, let F(X) denote the field of fractions over this ring and let F(X −1 ) denote the field of formal Laurent series with coefficients from F, i.e.,
We may define a non-Archimedean absolute value on F(X −1 ) by ∞ i=n a i X −i = 0 whenever a i = 0 for all i ∈ Z, k n whenever a n = 0 and a i = 0 for i < n.
We can interpret F(X −1 ) as the completion of F(X) in this absolute value. Diophantine approximation in F(X −1 ), where a generic element is approximated by elements from the field of fractions F(X), has been studied by numerous authors (the survey papers [9, 11] contain some of the known results). Broadly speaking, the object of study has been variations over inequalities of the form
where f ∈ F(X −1 ) and P, Q ∈ F[X] with Q = 0. The study of the metric theory of Diophantine approximation in this setting, in which the measure and Hausdorff dimension of the sets arising is studied, was begun by de Mathan in [4] , who proved an analogue of Khintchine's theorem in Diophantine approximation. The author extended this theorem to systems of linear forms [8] . Let m, n ∈ N and ψ be a non-increasing function from the set {k r : r ∈ N ∪ {0}} m to {k r : r ∈ Z}. Let S ⊆ N ∪ {0} and letŜ denote the set of vectors q = (q 1 , . . . , q m ) with entries from F[X] such that max{|q i |} = k s for some s ∈ S. For v ∈ F(X −1 ) n , let v denote the distance from v to the nearest element in the polynomial lattice F[X] n . In this paper, we study the set (1) W S (m, n; ψ) = X ∈ Mat m×n F(X −1 ) : q · X i < ψ(max{|q i |}), 1 ≤ i ≤ n, for infinitely many q ∈Ŝ , where X i denotes the i'th column of the m by n matrix X with coefficients from F(X −1 ).
Recently, Inoue and Nakada proved a Khintchine type theorem for the special case W Q (1, 1; ψ) [7, Theorem 1]. Namely, they showed that the Haar measure of W Q (1, 1; ψ) is null or full accordingly as the series d∈S q d ψ(q d ) converges or diverges, under the additional assumption that the approximation fraction P/Q is on its lowest terms.
In the real case, the Hausdorff dimension of the analogous sets for m = 1 and arbitrary n in the special case when ψ = |q| −v was determined by Borosh and Fraenkel [2] . Various more general cases were studied using the notion of ubiquitous systems by Rynne [10] , who subsequently, in a joint paper with Dickinson [5] , calculated the dimension of the real analogues of W S (m, n; ψ), where ψ is a vector of error functions, so that the approximation is not required to be equally good in each column.
We will consider the analogue of the case originally considered by Rynne [10] . It is the purpose of the present paper to determine the Haar measure and Hausdorff dimension of the sets W S (m, n; ψ) for m > 1. We will denote the Haar measure, normalised in such a way that the open unit ball in F(X −1 ) has measure 1, by µ.
We need a few definitions. First, we need an appropriate notion of the exponent of convergence for the sequence S given by
We also need the appropriate notion of the lower order λ(ψ)of the error function ψ:
Note that these definitions differ from the ones of [5] , as we are in fact interested in the exponent of convergence forŜ and the lower order along the subsequence in which the absolute value can take values. We can now state the main theorem. (1) If nλ(ψ) ≤ v m (S), then µ (W S (m, n; ψ) c ) = 0, i.e., the Haar measure is full.
It is a limitation of the methods used that we must have m > 1. It is natural to conjecture that the results hold for m = 1 as well. In fact, when m = n = 1, (1) follows from [7, Theorem 1]. Conversely, a measure zero result also follows, providing a partial analogue of part (2) of Theorem 1. It is natural to suspect that the methods of [2] may be applied in this setting to prove the result for the case when m = 1. It is also natural to conjecture that the full analogue of the theorem of Dickinson and Rynne [5] is valid in this setting.
Proof of Theorem 1
We need to prove three things. First, we will show that the right hand side in (2) is an upper bound on the Hausdorff dimension of W S (m, n; ψ). Note that this implies that the Lebesgue measure is zero in this case. Subsequently, we need to show that the measure is full in case (1) and that the right hand side is also a lower bound on the dimension in (2).
In the following, for a vector q = (q 1 , . . . , q m ), we will denote max{|q i |} by |q| ∞ . Matrices in Mat m×n (F(X −1 )) will be identified with vectors in F(X −1 ) mn . Given a vector x and a set V , dist(x, V ) will denote the minimal distance from x to V in the absolute value |·| ∞ . Given two real numbers a, b, we will use the Vinogradov notation and say that a ≪ b if there is a constant K > 0 such that a ≤ Kb. If a ≪ b and b ≪ a, we will write a ≍ b.
2.
1. An upper bound. We note that the set W S (m, n; ψ) is invariant under translations by elements from Mat m×n (F[X]). Hence, we restrict ourselves to considering the intersection of W S (m, n; ψ) and the unit cube U. We will prove that the upper bound is the right one when n = 1. In this case, we are determining the dimension of the set
We omit the details of the case n > 1 for ease of notation, but give an outline of the differences from the one-dimensional case at the end of this part of the proof.
Consider the (m − 1)-dimensional hyperplanes for which the left hand side is equal to zero, i.e., the hyperplanes
Note that for this set to be non-empty, |p| ≤ |q| ∞ . Clearly, points satisfying the relevant inequality for a fixed p and q must lie within ψ(|q| ∞ ) |q| −1 ∞ of H(q, p).
Let ǫ > 0 be arbitrary. By definition, for |q| ∞ large enough, ψ(|q| ∞ ) ≤ |q| −λ(ψ)+ǫ ∞ . Suppose that |q| ∞ is large enough for this to hold. We cover the neighbourhoods of H(q, p) by ≍ |q| (1+λ(ψ)−ǫ)(m−1) ∞ balls of radius 2 |q| −λ(ψ)+ǫ−1 ∞ . Call this cover C(q, p). For any M > 0, the sets
Note that for any (4) s
we may choose ǫ > 0 (which was arbitrary) such that the last expression tends to zero as M tends to infinity. By the Hausdorff-Cantelli Lemma (see e.g. [1] ), the Hausdorff dimension of W * S (m, 1; ψ) must then be less than or equal to the right hand side of (4).
To prove the statement for n > 1, we note that the multidimensional analogues of H(q, p) will be n(m − 1)-dimensional hyperplanes. We may cover the neighbourhoods by balls of radius |q| −λ(ψ)−1 ∞ . Using elementary upper bounds for the s-length of the resulting cover implies the result.
2.2.
Reduction to simpler ψ. To make the proof less complicated, we will now show that it suffices to consider the case when ψ(|q| ∞ ) is of the form |q| −λ(ψ) ∞ . This is easily seen, since by (3), for any ǫ > 0 there is an r 0 ∈ S such that for any q ∈Ŝ with |q| ∞ ≥ k r 0 ,
We for define v > 0 the set
for infinitely many q ∈Ŝ , By the above, for any ǫ > 0, W S (m, n; λ(ψ 1 ) + ǫ) ⊆ W S (m, n; ψ).
As ǫ > 0 is arbitrary, it therefore suffices to study the sets W S (m, n; v) and prove the corresponding full measure result and lower bound on the Hausdorff dimension for this set.
2.3. Probabilistic lemmas. We will use some probabilistic lemmas to prove the second and third part of the theorem. The method which we will use is adapted from that used by Dodson in [6] . First, we define for q ∈Ŝ and ǫ > 0 the set (6) B(q, ǫ) = {X ∈ U : q · X < ǫ)} .
From [8, equation (2.6)] we extract the following lemma:
Furthermore, from [8, equation (2.3)], we get Lemma 3. For any q ∈Ŝ,
We now construct a subset of W S (m, n; ψ) together with random variables constructed from the sets (6) which will allow us to prove that the measure is full under appropriate assumptions, as well as allow us to find a good lower bound on the Hausdorff dimension of the set.
For any s ∈ S, we define the set
Here, gcd(q 1 , . . . , q m ) denotes the maximum of the absolute values of the common divisors of q 1 , . . . , q m in F[X]. Furthermore, we define sets
Lemma 4. Let N ∈ N and let q, q ′ ∈ P N be distinct. Then q and q ′ are linearly independent over F(X −1 ).
Proof. Suppose to the contrary that there exist α, α ′ ∈ F(X −1 ) such that αq = α ′ q ′ . Since the coordinates of the vectors q, q ′ are in F[X], there is no loss in generality in assuming that α, α ′ ∈ F[X] with gcd(α, α ′ ) = 1. This implies that α divides each coordinate of q ′ and vice versa. As the coordinates of each vector is assumed to be relative prime, this means that α, α ′ ∈ F.
Consider now the last coordinates of the vectors. We know that αq m = α ′ q ′ m . Since q m , q ′ m are assumed to be monic, this implies that α = α ′ , whence q = q ′ , contradicting our initial assumption. Now, let ρ : N → R + be some function and define for every N ∈ N the random variable on U (7) ν
where χ A denotes the characteristic function on the set A. We see that ρ(k N ) ).
We will estimate the mean and variance of these random variables.
Lemma 5. Let µ N and σ 2 N denote the mean value and variance of ν N .
We easily estimate the mean value by integrating:
Estimating the variance is slightly more difficult. We first estimate the second moment using the independence property from Lemma 2 and the measure estimate from Lemma 3.
Hence,
This has the following consequence. Lemma 6. With ν N and µ N as above,
Proof. The proof is easy. We use an alternative characterisation of the variance:
2.4. Completing the proof. We prove first that the measure of the set X ∈ U : X ∈ B(q, |q| −v ∞ ) for infinitely many q ∈ P ∞ is full whenever nv ≤ v m (S). As this is a subset of W S (m, n; v) ∩ U, this implies the part (1) of the theorem. By the pairwise quasi-independent divergence part of the Borel-Cantelli Lemma (see e.g. [3] ), Lemma 2, Lemma 3 and Lemma 4, it suffices to show that the series q∈P∞ |q| −vn ∞ diverges. To show this, we count the number of elements in R s . In the next calculation, µ denotes the Möbius function.
This is a polynomial in k with dominant term k ms . Thus,
This completes this part of the proof.
To demonstrate that the upper bound on the Hausdorff dimension found in Section 2.1 is also a lower bound, we use the notion of ubiquity. First, define the function ρ(k N ) = (#Q(N)) −1/n N Note that by Lemma 5 and Lemma 6, this implies that (11) µ(ν −1 N (0)) → 0 as N tends to infinity.
We define a functionρ(k N ) = ρ(k N )k −N +1 and sets
where H(q, p) = {X ∈ U : qX = p}. We shall prove that when q ∈ Q N , then (12) B(q; ρ(k N )) ⊆B(q;ρ(k N )).
But this easily follows as clearly,
where R q,p is the hyperplane defined by the equation qX = p. Choosing p so that |qX − p| ∞ < ρ(k N ), and noting that k N −1 ≤ |Q| ∞ as q ∈ Q N , we have shown (12). We now claim that the system ( p∈F[X] n H(q, p), |q| ∞ ) is ubiquitous with respect toρ(N), i.e.,
But this follows from (12), as
so by (11) , the measure of the right hand side tends to zero as N tends to infinity. Now using the above, [8, Lemma 6] implies that for any η > 0, dim H (W S (m, n; ψ)) ≥ n(m − 1) + n lim sup
.
We need to evaluate the final limes superior. We prove the following lemma. Proof. The proof is adapted from [2, Lemma 2] . Suppose to the contrary that for any N > N 0 , #Q N < k (N −2)vm(S) . By this assumption, This implies that the lower bound is correct, and thus completes the proof of Theorem 1.
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