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This paper is concerned with mixed initial boundary-value problems for 
constant coefficient hyperbolic systems of first order. The systems are of the 
form 
Lu = (a, - f a,a,) u(t, x) = F(t, x), 
3=1 
(1.1) 
where u = (ul,..., uk) is a k-vector, and the A, are constant k x k matrices. 
In addition, the abbreviation a2 = a/ax, is used. Solutions of (1.1) in the 
quarter space x1 > 0, t > 0 which satisfy homogeneous boundary conditions 
on the frontier of this domain are studied. The boundary conditions are 
u(0, x) = 0 for x1 > 0, (1.2) 
up, x) E N when xi = 0, (l-3) 
where Nis a linear subspace of 0. With the notation Q = {(x1 ,.. ., x,) 1 xi > 01, 
let H”(Q) be the set of functions 0 E Cm(Q) such that all derivatives, DUB, 
are square integrable in Q (similarily H” of any reasonable domain). H”(O) is 
a FrCchet space with the topology given by the seminorms 
Define an operator G on L&(Q) by 
9(G) = (4 E H”(Q) 1$(x) E N when x1 = 0}, 
w = c A,%$ for + E B(G). 
* The work presented in this paper was supported by the Office of Naval Research 
under contract NOO14-67-A-0467-0014. Reproduction in whole or in part is permitted 
for any purpose of the United States Government. 
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The main theorem of this paper relates the existence theory for problems 
(1. I)-( I .3) to conditions on the resolvent of G. The earlier work of Hersh [3,4] 
can also be put in this form. That is, using the methods of Hersh it can be 
shown that the following conditions are equivalent. 
(HI) For each FE P(R x LI) which vanishes for negative t, the 
problem (1 .l)-(1.3) has a unique solution u E C”(Ip x Q) with u = 0 for 
t < 0. 
(H2) For all 7 with Re 7 > 0, 7 - G maps B(G) one to one and 
onto H”(Q). 
Notice that since (H2) implies (HI), and (HI) can hold only if the system (1.1) 
is hyperbohc, the hyperbolity of (1.1) IS hidden in (H2). This is true of all 
of our results; the requirement of hyperbolity does not explicity appear. 
To see that (H2) is natural, consider the solution of (1.1~(1.3) by Laplace 
transform. Let 
s 
m ZqT, ix)= e-%(t, x) dt. 
I-l 
Then computing formally the solution of (1. l)-( 1.3) satisfies 
(T - G)z?(T, x) = I+, x), 
so the problem is solved formally by 
d(~, .) = (T - G)-lfl(~, .). 
Thus, the invertibility of (Q- G) IS a reasonable condition for solubility of 
(1 . 1)-( 1.3). Our main result relates the Pa existence theory for (1 .l)-( 1.3) to 
the invertibility of T - G where G is the closure of the operator G. That G is 
always closeable is demonstrated at the end of this section. 
MAIN THEOREM. The following conditions are equivalent: 
(Tl) For any T > 0 (just one T sz&%ces) the problem (l.l)-(1.3) has a 
unique strong solution u E _Epz([O, T] x Q) for each FE JZz([O, T] x Sz). 
(T2) {T 1 Re T > 0} is contained in the resolerent set of e and there is a 
constant c such that for all 7 with Re T > 0 
where 11 Ij denotes the norm as an operator from LE&J) into itself. 
SW/~ 113-6 
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Recall that strong solutions are defined as follows. Let Y = [0, T] x Q 
and define an operator 2 on PA(Y) by 
g%(L) = {u E H”(Y) / ~(0, x) = 0 for all x E Q and, u(t, X) E N when or = 0), 
Lu = (8, - c A,i,) u when u E B(L). 
A formal adjomt ofL is defined by 
9(L’*)) = {n E H”(Y) 1 a(T, x) = 0 for all x E Q and, 
v(t, x) E (A,[IVJ)~ when xi = 01, 
L'*)v = i-8, -C &*a,) u for WEB@(*)). 
N’*’ x (AJN])~ IS called the adjomt boundary space. The adjointness 
identrty, 
(Lu, v)y = (24, L’“‘v)$& ) (1.4) 
holds provided u E G(L) and v E B(L’*)). If L* IS the strict (Hilbert space) 
adjoint of L then (1.4) shows that L* IL’*). Since g&c*)) is dense in Zz(sP) 
it follows that L* is densely defined. Therefore, L is closeable. Denote the 
closure of L by L. A function u E Za(P’) is a strong solution to (l.l)-(1.3) 
in .V iff u E g(z) and Lu = F, that is, iff there IS a sequence u, E 9(L) with 
II % - u l/y - 0 and IILu-FFj,+O. 
A function 21 E Za(.Y’) is a weak solution of Lu = F iff u E g((L(*))*) and 
(L’*))*u = F, that is, iff for all ZI E @L’*)) 
(u, L’*‘a), = (F, v)~ . 
A simple argument shows that strong solutions are automatically weak. 
The converse, that weak solutions are strong is a fundamental result in the 
theory of boundary-value problems for first-order partial differential operators 
(see [6, 91). The identity of weak and strong solutions can be expressed in 
terms of the above operators as (L’*))* = E. Taking (strict) adjomts of both 
sides of this expression yields r (*) = (E)* which will be used in Section 2. 
Using this weak = strong result it follows [2, p. 31 that (Tl) is equivalent to 
(Tl)’ There is a constant c such that for aZZ u E B(L) and z, E P(L’*)), 
IILU II9 2 Cl/ u II9 3 (1.5) 
II L’“‘v 1l.Y 2 c/I %J lb * (1.5)‘*’ 
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That (Tl) 2 (Tl)’ is just the closed graph theorem applied to the inverse 
ofE. The demonstration that (Tl)’ =- (Tl) p roceeds as follows: Equation (1.5) 
yields the uniqueness of strong solution. The existence of a weak, therefore 
strong, solution is a consequence of (1.5)‘“) and the Riesz representation 
theorem (in Hilbert space). 
A similar analysis can be given for 7 - G m which case (T - G)‘*) =- 
7 - G( *) where G( *) is defined by 
.P(G(“J) = (4 E H”(Q) j 4(x) E (A,[N])L when x1 = 0}, 
G’*‘# = - c -4,*a,# for # E P(G’*)). 
The adjointness identity is 
(CT - G), +)n = (6 (7 - GY*W, 
if 4 E Q(G) and Z/ E 9(G(*)). It follows that G is closeable and that (T2) is 
equivalent to 
(T2)’ There is a constant c such that for all 7 with Re 7 > 0 and all 
+ E 9(G), # E SZ(G’*‘), 
In the next section the main theorem is proven by showing that (T2) 3 (Tl) 
and (TI)’ 2 (T2)‘. 
Many of the results in this paper are contained in the author’s doctoral 
disertation [7] and were announced in [8]. 
2. PROOF OF THE MAIN THEOREM 
To prove that (T2) =, (Tl) we use the bilateral Laplace transform. 
A function F E 9a(R x Sz) is viewed as a square-integrable function of t with 
values in Pa(Q), that is, as an element of &(R : &(Q)). Suppose F(t) = 0 
for t < 0. For Re T > 0 let 
P(T) = i”, e-TtF(t) dt. 
Then 7 M P(T) is a holomorphic function of 7 for Re 7 > 0 and for any a > 0 
s Rer=a IIfl(~)f dr = 1”; --m /j F(t)j12 eezBtdt < !“,” 11 F(t)l12 dt. 
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Conversely, the Paley-Wiener theorem asserts that any holomorphic function 
Q(T) defined for Re T > 0 with values in pa(Q) and such that 
sup II @W dT < co 
00 ReT=a 
is the Laplace transform of a function, m ga(,(R : 9@)) which vanishes for 
t < 0. A corollary of this result is that any holomorphic function U(T) 
defined for Re Q- > 0 with values in Y@) and such that for any b > 0 
sup J’ I/ F(T)~[” dT < co a>h Rer=a 
is the Laplace transform of a function r : R + 6pz(Q) such that r(t) = 0 
for t < 0 and for any b > 0, e-btI’ E &(R : &(Q)). In addition with F, r as 
above we have for any a > 0. 
jr (e-atF(t), e-“twD dt = j,,,=, (p(T), p(T)), dT. (2.1) 
Given F as above consider 
ii(T) = (T - @‘1”(T) for Re 7 > 0. (2.2) 
Since (T - e)-l is a holomorphic operator-valued function for Re 7 > 0 it 
follows that d(T) is holomorphic. In addition (T2) implies that for any a > 0 
s Rer=a II ~(TW d7 G f 1: llF(t)l12 e-2at dt. 
So the above corollary can be applied to conclude that there is a 
function u with Laplace transform given by (2.2), such that for any b > 0, 
e-btu E Z2(R : Z2(Q)) and u(t) = 0 for t < 0. We now show that for any 
T > 0, u is a weak solution of (1. I)-( 1.3) in the slab 9’ = [0, T] x Q. 
Any ~1~ E 9(L(*)) can be extended to a function o E C(R x Q) as follows: 
0 for t 3 T, 
for 0 < t < T, 
l;D’i;x?) vo(t, x) for -1 <t<o, 
0 for t ,( -1. 
Then 
I 
7) 
(u, L(*‘vo)y = (u(t)> (~c*Wt))a dt- --oo 
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Using the identity (which holds except at t = T and t = 0 where L(*)v may 
have a jump discontinuity) 
L’*+) = L(*)e--%ate2atZ, = e-2atL’*)e2ato + 2a7y 
, 
we have 
(u, L(*b,)p = lrn (e-%(t), e-at(L(*)e2%)(t)), dt 
-cc 
(2.3) 
+ 22 jm (u(t), +)a dt. 
-02 
For a > 0, let w(t) = e2%(t) so the middle term in (2.3) is 
(t) s j:, (e-%(t), e-at(L(*)zL)(t))p dt 
but La(T) = (--7 - G’*‘) eir(~), so 
tt) = s,,,=, 
(C(T), (--7 - G’*‘) G(T)), dr 
However, (2.2) says that zi( T is a strong solution of (T - G)ti(~) = P(T) ) 
and, in addition it is easy to see that G(T) E g(G(*)); so, (G(T), (T - G)‘*)eir(~)), = 
(p(T), ei)(+,; thus 
(I9 = JR,,=, (fi(T), G(T))a dT - 2~2 j,,,=, (c(T), d(~)) dT 
m zzz s (F(t) eeat, ecate2%(t)), dt - 2a -co y, (e-%(t), e-ate2atw(t))n dt 
= (K 4~ - 2~ j'", (u(t), N>a dt. 
Putting this expression for (t) into (2.3) yields 
for all o,, E g(L(*)), which shows that u is a weak (hence strong) solution of 
(l.l)-( 1.3) in the slab 9. Thus we have shown thatz is onto. Similar reasoning 
shows that Lc*, is onto. But (L)* = (L)c*,), so L is one-to-one since its 
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adjoint is onto. This proves the uniqueness of strong solutions to (l.l)-(1.3) 
in 9’ and (Tl) is proven. 
To complete the proof of the Main Theorem we show that (Tl)’ + (T2)’ 
(the more difficult half). Let U be the set of functions, u(t, x), defined when 
t > 0 and x1 2 0 such that 
(1) For any 1 > 0, u E H”([O, Z] x Q); 
(2) u(t, x) EN when x1 = 0; 
(3) u(0, x) = 0 for all x Ea. 
Assuming (Tl)’ we have (1.5), that is, there is a T > 0 and a constant c’ 
such that for all u E U 
jTIl WI,” dt d c’ jTII(Wf)ld dt. (2.4) 
0 0 
ASSERTION. If (2.4) holds then for all u E U and all 1 > 0 
j: II 4t>l12 dt< cl2 j; Il(~W(~)ll” dt, (2.5) 
where c = c’/T2, [c’ and T as in (2.4)]. 
Proof of Assertion. For u E U let v(t, x) = u[(Z/T)t, (Z/T)x]. Then v E U and 
(Lv)(t, x) = (Z/T)(Lu)(t, x). Equation (2.4) applied to v yields (2.5). 1 
It is here that the special features, constant coefficients, J2 a half space, and, 
no lower order terms are used. In fact, if these assumptions are dropped the 
proof shows that if (2.5) holds for small I then (1.6) holds for Re 7 large. 
For Re 7 > 0 and + E 9(G) let u = o(t)+ with 
u(t) = jt eT(t-s)x(s) ds, x E Corn(O, co). 
0 
u(t) IS the solution of (TV - Q-(T = x, a(O) = 0. Then, u E Uand 
Lu = (a, - G)ZJ = u,+ - uG+ = a(~ - G)+ + x# 
We now apply (2.5) to u. Notice 
~$4W dt < ilk - GM /I2 j: I 412 dt + II 4 II2 J‘: I xW12 dt 
and 
j: II WI2 dt = II 4 II2 s:, I 412 dt. 
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ThusdI/cj// = 1, 
jz I+)I2 dt < cl2 (ll(~ - G)+ II2j: Iu(t)l” dt + j‘l Ix(t)l” dt). (2.6) 
0 
It follows that (T - G)+ # 0, because if (T - G)$ = 0 then for E large the 
right-hand side of (2.6) grows like Z2 while for most x the left-hand side grows 
like ezzReT. A more careful analysis wtll yield (1.6). 
Choose x with supp x C (0, l/(Re T)) and 
s I e-“x(s) ds = I. 0 (2.7) 
Then for t > l/(Re T), u(t) = t+. We would like to make SI x 1” small, 
however (2.7) forces (Schwarz inequality) 
m 
o / x(t)l” dt 3 (j.l’Rer tG-7 dt)-’ 
2Rer 
0 
=e”--l’ 
Smce the Schwarz inequality is sharp we can choose x with 
s l/cRer) 0 I x(t)12 dt < E. 
Let 1 = n/(Re T), 11 > 1 to be chosen later. Then 
(2.8) 
(2.9) 
Equations (2.6), (2.8) and (2.9) with E = n/(Re T) yield 
Choose n > 1, so that (I/&) > 2 . [6/(e2 - l)(e2n - e”)]. Then 
(1/2cn2)(Re T)” < II(T - G)+ /j2. (2.10) 
Equation (2.10) holds for all 7 with Re T > 0 and all 4 E g(G) with // 4 /I = 1 
which proves (1.6). Similar reasoning shows that (1.5)(*) implies (1.6)(*) and 
the proof that (Tl)’ 3 (T2)’ is complete. 
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3. EXTENSIONS, APPLICATIONS, AND REMARKS 
1. Agemi and Shirota [I] proved, among other things, results similar 
to the Main theorem in the case of a higher-order equation for a scaler 
unknown. They required the boundary x1 = 0 to be noncharacteristic (this 
corresponds to det A, # 0 in our case). Aside from the greater generality, 
the present approach avoids the use of Fourier transformation in the tangential 
variables which is a central tool m their work (as well as that of Hersh). 
It is hoped that this is a step towards the treatment of problems with variable 
coefficients. 
2. Suppose the mixed problem defined by the operatorL and boundary 
space N satisfies the conditions of the Main theorem. It is natural to ask 
whether the problem is well posed in the sense of Hersh. The answer is yes 
if det A, # 0. This is a consequence of the general result given below, 
however, it follows from the observation that if the function F of (Tl) is 
smooth and vanishes with all its derivatives when t = 0 it follows that the 
solution is C” and satisfies (l.l)-(1.3) (see, for example, [l I]). When 
det A, = 0 the solution is still smooth but may not satisfy (1 .I)-( 1.3) even 
though it is a strong solution of this problem. The reason is that the process 
of closure may alter the boundary space. To see this suppose 
u E H”([O, T] x sz) with u = 0 when t = 0 
and u(t, X) EN = Span (N u nullspace (A,)) when x1 = 0. Then u is 
a weak (hence strong) solution of (l.l)-( 1.3) in the slab 9’ = [0, T] x Q 
with F = (a, - C A, a,)~, for, if a E B(L(*)) we have 
(u,L(*)o)~ = (F, $9 + j=I, (A,u(44, v(t, x)) dx, ~0. dx, 4 
0 
where the last integral is in the boundary x1 = 0. However, when x1 = 0, 
Aru(t, x) E A,[N] = A,[N] and v(t, x) E (A,[N])I so the last term is zero. 
Notice that if N does not contain nullspace (A,) then u need not satisfy 
(pointwise) the boundary condition u(t, x) E N at x1 = 0. The conclusion 
to be drawn is that the operator L is not changed by enlarging N to N. With 
this in mind we state the following result. 
THEOREM 1. If L, N satisfy the conditions of the Main theorem then 
L, m satisfy the condition of Hersh, where fl = Span(N u nullspace (A,)). In 
particular, ifL, N is also well posed in the sense of Hersh then N 3 nulkpace (A,). 
The proof of this theorem will be published elsewhere since it does not 
involve resolvent inequalities. 
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3. The method of proof used in Section 2 can also be used to treat 
constant-coefficient Cauchy problems in the whole x space. Consider the 
initial-value problem (C for Cauchy) 
Lcu = (a, - c A&j u = F for t >, 0, (3.1) 
u(0, x) = 0 for all x. (3.2) 
We define G, by 
B(G,) = H”(iW), 
Gc+ = c A,+ for u E B(G,). 
The proof of the following theorem is exactly like the proof in Section 2. 
THEOREM 2. The following conditzons are equivalent: 
(Cl) For any T > 0 the probZem (3.1), (3.2) has a unique strong solution 
for each F E 5$([0, T] x EP). 
(C2) {T 1 Re 7 > 0} is contaaned in the resolvent set of ec and there is a 
constant y > 0 such that for all 7 with Re 7 > 0 
If 9 denotes Fourier transformation in Rm and (5, ,..., &,J the variables 
dual to (x1 ,..., x,,) then 
(T - G,)-l C#I = 9-l (T - i c &AJ)-l F$. 
Since 9 is unitary it follows that (C2) is eqmvalent. 
(C3) For all 7 with Re 7 > 0 and all real (.fl ,..., (,)T - ix A3& is 
nonsingular and 
The condition (C3) is familiar from the work of Kreiss [5] which shows that 
(C3) is equivalent to 
(C4) For each g E Zz( UP) the Cauchy problem 
L,u = 0 for t > 0, 
u(O,4 = g(4 
(3.3) 
(3.4) 
538 RAUCH 
has a unique strong solution (see [9] f or e m zon in any slab 0 < t < T. In d $ t’ ) 
addition, there is a constant c independent of g, T such thatfor all t wzth 0 < t < T 
~1 u(t)l, -; clj @I~. (3.5) 
Thus Theorem 2 imphes that the homogeneous Initial value problem (3.1)) 
(3.2) is 9a well posed in the sense of (Cl) off the problem with u(0) f 0 1s 
well posed in the sense of (C4). The D u h amel integral representation can 
always be used to solve (3.1)-(3.2) p rovrded the problem with u(0) f 0 is 
soluble with estimate (2.5). Theorem 2 shows that the reverse implication, 
(Cl) =+ (C4), is also true. 
The parallel question for mixed problems is open. That is, it is not known 
whether the solvabrhty with zero initial data m the sense of (Tl) implies 
solvability for arbitrary square-integrable initial data. However, for two 
special cases the answer is afirmative. If there is only one space variable, that 
is m = 1 then the following are necessary condmons for (1. I)-( 1.3) to 
satisfy (Tl): 
(1) A, is diagonalizable and has real eigenvalues. 
(ii) E- @ Span(N u nullspace (Jr)) = @” where 0 is the span of the 
ergenvectors of A, with negative eigenvalues and @ denotes direct sum. 
(i) is a well-known necessary condition for well-posedness of the pure 
Cauchy problem and (ii) IS the necessary condition of Theorem 1. By explicit 
solution it can be shown that (1) and (11) are sufficient for the 9a well-posedness 
of both (1 .l )-( 1.3) and the problem with u(0) f 0. 
The second case that can be handled 13 when there are only 2 dependent 
variables, i.e., k = 2, and A, nonsingular. Here a result of Strang [lo] shows 
that the resolvent conditron, (T2), of the Main theorem implies that the 
mixed problem IS essentially dissipative. {The problem is called dissipative 
if solutions with F = 0 satisfy (d/dt)l( u(t)l12 < 0. It is essentially dissipative 
rf after a linear change of dependent variable the problem becomes dissipative. 
For K > 2 the analog of Strang’s result 1s false, see [7, p. 341.) Thus if 
(l.l)-( 1.3) is soluble m the sense of (Tl) it follows from the Main theorem 
and Strang’s theorem that for any g E Z2(Q) the problem (l.l)-(1.3) has 
a unique strong solution with u(0) = g E Z2(Q) and, in addition, if F = 0 
then estimate (3.5) holds. These two special cases and Theorem 2 for the 
pure Cauchy problem support the conjecture that Za well-posedness in the 
sense of (Tl) is equivalent to Zz well-posedness of the problem with u(0) # 0. 
4. We now consider problems with inhomogeneous boundary 
conditions at X, = 0. We look for solutions of (1 .I), (1.2), and (3.6) 
Mu(t, x) = g(t, x) when x1 = 0, (3.6) 
ENERGY AND RESOLVENT INEQUALITIES 539 
where Al : @k + Cr is a linear transformation of rank 1. Suppose g is smooth 
and vanishes for t < 0, then subtracti.lg from u a smooth function which 
satisfies (3.6) the solution of (1 .l), (1.2), and (3.6) is reduced to the solution 
of (l.l), (1.2), and (1.3) with N = nullspace (M). Thus the C” theory is 
settled by Hersh’s work. In order to avoid technical details concernmg weak 
and strong solutions we study only the question of L$ estimates. 
THEOREM 3. Suppose L and N = nullspace (M) dejkes a mixed problem 
zuellposed in the sense of Hersh. The followang conditions are then equivalent: 
(BI ) For any T > 0 there is a constant C~ such that the smooth solution of 
(l.l), (1.2), and (3.6) satisfies 
.: I, U(t)llQ2 dt < cT (j-r llF(t)ll,J dt i- r‘; II g(t)ll;, dt) (3.7) 
,for all smooth F andg whzch vanish with all thezr derzvatzves at t = 0. 
(B2) There as a constant, c, such that for all 7 with Re 7 > 0 and all 
0 E H”(Q) 
The proof of this result is similar to the proof of the Main theorem. Notice 
that condition (B2) is the same as (1.6) when O(t, X) E N at x1 = 0. It IS not 
difficult to show that (B2) is strictly stronger than (1.6). For example, in 
[7, p. 201 it is shown that the mixed problem with L and M given by 
nh = d - iu2 
is Hersh well posed and satisfies (Tl) and (T2) but not (B2). 
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