Correlated default risk plays a significant role in financial markets. Dynamic intensity-based models, in which a firm default is governed by a stochastic intensity process, are widely used to model correlated default risk. The computations in these models can be performed by Monte Carlo simulation. The standard simulation method, which requires the discretization of the intensity process, leads to biased simulation estimators. The magnitude of the bias is often hard to quantify. This paper develops an exact simulation method for intensity-based models that leads to unbiased estimators of credit portfolio loss distributions, risk measures, and derivatives prices. In a first step, we construct a Markov chain that matches the marginal distribution of the point process describing the binary default state of each firm. This construction reduces the original estimation problem to one involving a simpler Markov chain expectation. In a second step, we estimate the Markov chain expectation using a simple acceptance/rejection scheme that facilitates exact sampling. To address rare event situations, the acceptance/rejection scheme is embedded in an overarching selection/mutation scheme, in which a selection mechanism adaptively forces the chain into the regime of interest. The resulting simulation engine can treat, without customization, many intensity-based models in the literature. Numerical experiments demonstrate the effectiveness of our method.
Introduction
Correlated default risk is one of the most pervasive threats in financial markets. Confronting this threat is a daily business for credit investors such as banks making loans to individuals and corporations, and fixed income managers allocating assets in the credit markets. These investors must measure the aggregate default risk in their asset portfolios, and devise strategies to mitigate that risk. These tasks typically involve estimating the risk capital to cushion potential default losses at high confidence levels, and estimating the prices of portfolio credit derivatives, which are financial instruments that provide insurance against correlated default risk.
Risk management and derivatives pricing applications require a stochastic model of correlated default timing. Intensity-based models are widely used for this purpose. Here, a portfolio constituent firm defaults at an inaccessible stopping time whose stochastic structure is governed by an intensity, or conditional default rate. The intensity follows a stochastic process that reflects the information revealed over time, including the value of exogenous risk factors and the state of other firms in the economy. The intensity processes are correlated across firms, to incorporate the dependence among firm defaults. While many intensity models have been developed in the literature, model computation remains challenging. Transform methods cover only a few models, including doubly-stochastic models. In these models, firm intensities are driven by common risk factors. Conditional on a realization of these factors, default times are independent of one another.
Monte Carlo simulation is an alternative tool to perform computations in intensitybased models. It can be applied to intensity models for which transform approaches are intractable, or to address applications for which transform methods are unsuitable. A standard simulation method, which applies to most intensity models and is thus widely used, exploits a time-change result for point processes due to Meyer (1971) . Meyer showed that a non-explosive counting process can be transformed into a standard Poisson process by a change of time given by the counting process compensator, or cumulative intensity. This implies that the first jump time of the process is equal in law to the first hitting time of the compensator process to a standard exponential variable. This insight provides a recipe for simulating a default time with given intensity process: generate a path of the cumulative intensity and record its first hitting time to a level drawn independently from a standard exponential distribution. The resulting default times have the correct joint distribution, as implied by the correlated evolution of firm intensity processes.
While widely applicable, the time-scaling scheme may lead to biased simulation estimators. This is because it may not be possible to construct the full path of the continuoustime stochastic process followed by the time integral of the intensity. Often, the path must be approximated on a discrete-time grid. Further, it may be difficult to draw exact samples of the values of the integrated intensity at the grid points, because the joint distribution of the integrated intensities across firms, from which we need to sample, is rarely known or computationally tractable. In this case, the values of an integrated intensity must be approximated by first simulating the continuous-time intensity process on the discretetime grid, and then integrating the discretized values. If the intensity values cannot be sampled from their joint transition law, then the SDEs that describe the joint dynamics must be discretized by the Euler or some higher order scheme. Due to the multiple layers of approximations, it is hard to quantify the magnitude of the discretization bias in the resulting simulation estimators. While the bias can be reduced by increasing the number of discretization time steps, this comes at the expense of increasing the time required to generate a replication. Since the additional computational effort per firm replication is scaled by the number of firms in the portfolio, this can quickly lead to a computational burden that is prohibitive for the large portfolios that occur in practice.
This paper develops an exact simulation method for intensity-based models. The method is widely applicable, and leads to unbiased simulation estimators of credit portfolio loss distributions, risk measures and derivatives prices. We first construct an inhomogeneous, continuous-time Markov chain M that matches the marginal distribution of the point process N describing the binary default state of each portfolio constituent. The construction, which is shown to be computationally feasible for many intensity model specifications in the literature, reduces the problem of estimating the expectation of f (N t ) to that of estimating the expectation of f (M t ). In a second step, we generate transitions of M to estimate the expectation of f (M t ). Unlike N , the mimicking chain M has deterministic inter-arrival intensities, and this facilitates the application of a simple sequential acceptance/rejection scheme to generate transitions. The resulting paths of M lead to an unbiased estimator of the expectation of f (N t ).
For portfolios of high-quality names, most replications produce few if any defaults, so the computational effort required to obtain accurate estimators may be very large. This is especially true for estimators of large loss probabilities or tail risk measures, which are at the center of risk management applications. To address this problem, we embed the acceptance/rejection scheme in an overarching selection/mutation scheme developed by Del Moral & Garnier (2005) . We evolve on a discrete-time grid a collection of particles, i.e. copies of the mimicking Markov chain M , using the acceptance/rejection scheme. At each time step, particles are randomly selected by sampling with replacement, placing more weight on particles with a larger number of transitions in the previous period. The new generation of selected particles is then evolved over the next period, at whose end a selection takes place again. The selection procedure adaptively forces the chain into the regime of interest, and reduces variance. The resulting estimators inherit the unbiasedness of the estimators generated by the plain acceptance/rejection algorithm. This adaptive scheme leads to a robust and efficient simulation engine that can treat, without customization, a wide range of intensity-based models.
Numerical experiments demonstrate the effectiveness of our simulation method for a portfolio of 100 names. We analyze a self-exciting model, in which firm intensities follow correlated Feller jump-diffusion processes that jump whenever a default event occurs. We find that the exact method requires significantly less computation time than the conven-tional time-scaling method, for all levels of accuracy. The root mean square errors of the simulation estimators converge much faster for the exact method. The selection/mutation scheme is found to offer very substantial variance reduction.
Related literature
While many alternative intensity-based models of correlated default risk have been developed in the literature, there is surprisingly little work on simulation methods for these models. Duffie & Singleton (1999) review the time-scaling and other approaches. Bassamboo & Jain (2006) propose an importance sampling scheme to estimate the probability of large losses in a doubly-stochastic intensity model with affine risk factor processes. Their approach exploits the conditional independence of firm defaults in the doubly-stochastic setting, and relies on the time-scaling scheme.
There is a larger base of extant work on variance reduction schemes for copula-based models of correlated default risk. In a copula-based model the firm dependence structure is specified by a copula function that maps firm-level default probabilities to the joint default probability. Bassamboo, Juneja & Zeevi (2008) , Chen & Glasserman (2008) , Joshi & Kainth (2004) , Glasserman & Li (2005) , Glasserman, Kang & Shahabuddin (2007) develop importance sampling schemes that exploit the conditional independence of firm defaults that is also a feature of the copula models. Glasserman & Li (2006) examine a related scheme for a mixed Poisson model of portfolio credit risk. Carmona, Fouque & Vestal (2009) use a selection/mutation scheme to estimate the portfolio loss distribution in a discrete-time structural model of correlated default risk. Here, a firm defaults when its market value hits a given barrier. Firm values follow continuous processes with stochastic volatility. The diffusive correlation among these processes generates a default dependence structure. Carmona & Crepey (2009) numerically contrast the performance of the selection/mutation and traditional importance sampling schemes when estimating the distribution of a continuous-time, non-homogeneous Markov chain that models credit portfolio loss. Ben Hamida & Cont (2005) develop a selection/mutation scheme to calibrate an option pricing model to market option prices.
Structure of this article
Section 2 formulates the problem, discusses the time-scaling approach to simulating portfolio credit risk, and outlines our exact method. Section 3 discusses the construction of the mimicking Markov chain. Section 4 develops exact and efficient algorithms for estimating expectations associated with the mimicking chain. Section 5 demonstrates the applicability of our method by constructing the mimicking Markov chain for a range of model specifications in the literature. Section 6 provides a numerical case study that demonstrates the effectiveness of our method. The appendix contains the proofs.
Preliminaries

Default point processes
Consider a portfolio of n firms that are subject to default risk. The random default times of these firms are modeled by almost surely distinct stopping times τ i > 0, which are defined on a complete probability space (Ω, F, P ) with right-continuous and complete information filtration F = (F t ) t≥0 .
1 In risk management applications, P is the statistical probability, while in derivatives pricing applications, P is a risk-neutral pricing measure. Associated to the τ i are indicator processes N i given by N i t = I(τ i ≤ t), where I(A) is the indicator function of an event A ∈ F. For each i, there is a strictly positive, integrable and progressively measurable process λ i such that the variables
form a martingale relative to F. This means that λ i t is the F t -conditional default rate of firm i at time t < τ i , measured in events per unit of time. We refer to the process λ i as the default intensity of firm i, recognizing that this may involve an innocuous abuse of terminology as λ i need not drop to 0 at τ i . The intensities follow correlated stochastic processes that need not be specified at this point. The correlation among the intensities reflects the default dependence structure of the portfolio constituent firms.
Our goal is to calculate E[f (N T )] for a suitable real-valued function f on {0, 1} n and a horizon T > 0, where N = (N 1 , . . . , N n ) is the vector of firm default indicator processes. Examples include the single-name probabilities P (τ i > T ), joint probabilities P (∩ i∈S {τ i > T }) for subsets S of firms, the distribution P (C T = k) of the default counting process C = 1 n · N , where 1 n is an n-vector of ones, and the option E[(C T − K) + ]. If taken under the statistical probability measure, P (C T = k) is the fundamental quantity for the risk management of portfolios of corporate debt. If evaluated under a risk-neutral pricing measure, the option E[(C T − K) + ] is the key quantity required to price portfolio credit derivatives, as illustrated in Errais, Giesecke & Goldberg (2006) .
Simulation by time-scaling
To estimate E[f (N T )] by simulation, we need to generate paths of the vector process N . This is straightforward if the intensity λ is a deterministic function of time, or follows a stochastic process that is deterministic between default times (the jump times of C). In these cases, a variant of the classical acceptance/rejection (A/R) algorithm due to Lewis & Shedler (1979) is often applicable. However, many practical applications are based on more complex stochastic intensity processes, to which the A/R scheme may not be applicable because a dominating Poisson process may not exist.
A more widely applicable simulation approach exploits a time-change result for point processes due to Meyer (1971) . Consider a counting process Z with jumps of size one and compensator Z that is continuous and increases to ∞ almost surely. Meyer proved that Z is a standard Poisson process under a change of time defined by Z, relative to the time-changed filtration. Thus, the first jump time of Z is equal in law to inf{t : Z t ≥ E}, where E is a standard exponential random variable. This provides a recipe for simulating the first jump time of Z: generate a path of Z and record its hitting time to the level E, drawn independently from a standard exponential distribution. To apply this recipe to generate a path of N i for a given λ i , we let Z be a counting process with compensator Z t = Due to the multiple layers of approximations and the multiple dimensions n of the vector N , it is hard to quantify the magnitude of the discretization bias in the simulation estimators of E[f (N T )]. The bias can be reduced by increasing the number of discretization time steps, but this also increases the computational cost of a replication. Reducing the bias to an acceptable level may require a prohibitively large computational effort, since the dimension n of N is often large in practice, and the effort scales with n. Further, it is hard to determine the optimal trade-off between the time steps and simulation trials because the convergence rate of the bias is unknown.
Exact simulation
Below we develop an alternative simulation method for N that leads to unbiased estimators of E[f (N T )]. Our approach proceeds in two steps. The first step, discussed in Section 3, constructs a time-inhomogeneous, continuous-time Markov chain M ∈ {0, 1} n with the property that M T = N T in distribution, for each T . This construction reduces the original estimation problem to the simpler problem of estimating the Markov chain expectation E[f (M T )], which is addressed in a second step discussed in Section 4. Unbiased estimators of this expectation are obtained by exact sampling of M T .
Multivariate Markovian projection
This section discusses the construction and the properties of a time-inhomogeneous, continuous-time Markov chain M = (M 1 , . . . , M n ) that mimics the default indicator process N = (N 1 , . . . , N n ) in the sense that M T = N T in distribution, for each T ≥ 0.
Construction
Throughout, we let 0 n denote an n-vector of zeros.
Proposition 3.1. Suppose the default indicator process N has intensity λ. Let M be a Markov chain on [0, ∞) that takes values in {0, 1} n , starts at 0 n , has no joint transitions in any of its components and whose ith component has transition rate h i (·, M ) where
Proposition 3.1 shows that a component transition function h i (t, B) of the mimicking Markov chain M is given by the projection of the primitive firm intensity λ i t I(τ i > t) relative to F onto the value of the process N t = B, which indicates the state of each firm in the portfolio at time t.
e. in a state where firm i is in default. We emphasize that the original default process N need not be Markov. The construction in Proposition 3.1 does, however, always lead to a Markov process M whose marginal law matches that of N .
Proposition 3.1 extends the univariate Markovian projection in Brémaud (1980, Chapter II, E8) , which is refined and applied by Arnsdorf & Halperin (2007) , Cont & Minca (2008) and Lopatin & Misirpashaev (2007) to the calibration of (univariate) intensity-based, top-down models of portfolio credit risk. These papers construct a mimicking Markov chain for a non-terminating, non-explosive counting process with given intensity and state space N 0 . Note that this setting is different from ours even if n = 1. This is because the counting processes we project are stopped at their first jump times. Lopatin (2009) considers a multivariate version. Bentata & Cont (2009) treat the projection for a semimartingale that is not required to be continuous.
Markov point process
To prepare the design of simulation algorithms for M in Section 4 below, we consider the mimicking chain M as a Markov point process relative to its own right-continuous and complete filtration G = (G) t≥0 generated by the sigma-fields σ(M s : s ≤ t). The construction of M implies that, for a suitable real-valued function f on {0, 1} n , the process 
ds is a martingale in the filtration G, where
n is the generator of M at t. Here, B
[i] denotes the vector B whose ith element B i is replaced by 1 − B i . It follows that the process
is a martingale with respect to G. Thus, the component counting process
vanishes for any B ∈ {0, 1} n whose ith element is equal to 1, and compare with the Doob-Meyer decomposition (1) of the firm default indicator process N i in the original model filtration F. By Proposition 3.1, the marginal distributions of N i and M i agree, and so do the marginal distributions of the default counting process C = 1 n · N and the Markov counting process 1 n · M . Let h be the n-vector of the functions h i . From the martingale property of (3),
is a G-martingale as well. Therefore, the counting process 1 n · M has intensity 1 n · h(·, M ) relative to the filtration G. As indicated in Table 1 , that intensity is the counterpart to the intensity Λ of C relative to the original model filtration F, given by
We have
almost surely. Here, (T k ) k=0,1,...,n is the sequence of event times of 1 n · M starting at 0, which is strictly increasing almost surely because there are no joint transitions in M almost surely (Proposition 3.1), and H(t, k) is the G T k -measurable inter-arrival intensity function given by
Formula (7) is important. It implies that the inter-arrival intensities of the mimicking Markov counting process 1 n · M evolve deterministically through time. This is a key property our simulation algorithms are going to exploit. Note that the original model, which is formulated in the filtration F, has more complicated inter-arrival intensity dynamics. This can be seen from formula (5), which indicates that the inter-arrival F-intensities of C = 1 n · N follow stochastic processes whenever the firm F-intensities
to the first jump time of a time-inhomogenous Poisson process started at T k with intensity function H(t, k) for t ≥ T k . Thus, for all s > 0 the conditional survival function of the inter-arrival times of 1 n · M satisfies the simple formula
Let I k ∈ {1, 2, . . . , n} be the G T k -measurable random variable identifying the component of M in which the kth transition takes place, k = 1, . . . , n. Noting that the sigma-field G T k − is generated by the random variables (T m , I m ) m≤k−1 and T k , and using an argument similar to the one applied by Brémaud (1980, Theorem II.15) , we see that
4 Exact simulation algorithms
We wish to evaluate the expectation E[f (N T )] for suitable functions f on {0, 1} n and fixed T > 0. The key insight is that Proposition 3.1 reduces the problem of evaluating E[f (N T )] to the problem of evaluating E[f (M T )] for the mimicking Markov chain M . Since the number of portfolio constituents n typically exceeds 100, we estimate E[f (M T )] by Monte Carlo simulation of M rather than through alternative numerical methods that would be plagued by the high dimensionality of the state space {0, 1}
n . This section discusses two exact simulation algorithms for this purpose.
Sequential acceptance/rejection scheme
We simulate the mimicking chain M by sequentially generating the event times and identities (T k , I k ) introduced above. The generation of event times is based on the inter-arrival intensities (7) of 1 n ·M , which evolve deterministically through time. Given an event time, the corresponding indentity is drawn from the discrete distribution (9).
The inverse or time-scaling methods can be used to generate T k+1 from formula (8) for the conditional survival function S k (t) of the inter-arrival time T k+1 − T k . Draw U ∼ U (0, 1) and calculate the inverse inf{s > 0 : S k (s) ≤ U }. While allowing for exact sampling, this procedure requires us to evaluate the function S k (t) at many points t in order to determine the inverse at U . Depending on the structure of the function H(s, k), this may be numerically intensive since S k (t) involves the time-integral of H(s, k).
We prefer an alternative acceptance/rejection (A/R) scheme, which requires the evaluation of H(·, k) only at a set of candidate times for T k+1 . The candidate times are generated from a homogeneous Poisson process whose rate dominates H(T k +s, k) for s in some interval. A candidate time c is accepted with a probability given by the ratio of H(T k +c, k) to the dominating Poisson rate. The tighter the dominating bound on H(T k + s, k) the fewer candidate times need to be generated. Therefore, the dominating Poisson process is re-determined at least at each acceptance or rejection of a candidate time. 
(4) Draw a random variable E from the exponential distribution with parameter J(k). If
• E > K(k) then set t = t + K(k) and go to Step (2).
•
and t = T k = t + E. Else set t = t + E and go to Step (2).
(5) Draw a random variable I from the discrete distribution
and let Q k be the n-vector with the Ith component equal to one, and the rest equal to zero. Set
Step (2). 
In particular, the distribution of the portfolio default count P (C T = k) is estimated by
Algorithm 4.1 also leads to estimators of firm-level probabilities P (τ i > T ) and related quantities, such as P (∩ i∈S {τ i > T }) for subsets S of firms. The setting may simply be n = 1, with only a single firm of interest. In this case, (10) is an estimator of P (N 1 T = k) for k = 0, 1, while Step (5) of the algorithm is redundant. In the general case of n > 1, estimates of P (τ i > T ) are obtained as a byproduct: with e i denoting an n-vector with ith component equal to one and the rest equal to zero, we take f (M r T ) = I(e i · M r T = 0). The estimators generated by Algorithm 4.1 are unbiased. This feature is an important benefit of the Markovian projection step preceding the actual simulation. The projection produces a mimicking Markov chain M whose inter-arrival intensities evolve deterministically, and this is what facilitates the application of the classical thinning schemes of Lewis & Shedler (1979) and Ogata (1981) . To apply these schemes to the original default indicator process N , we must construct a Poisson process whose constant rate almost surely dominates the stochastic inter-arrival intensity of N . However, for many models of interest, such a dominating Poisson process does not exist.
Algorithm 4.1 may be inefficient in some situations. This occurs, for example, when the portfolio constituents have small default probabilities, which is typical for investment grade portfolios of highly rated issuers, and we are interested in estimating tail probabilities of N T . In this situation, a prohibitively large number of replications may be required to estimate these probabilities accurately with Algorithm 4.1.
Selection/mutation scheme
To reduce variance, we embed the sequential thinning mechanism into a selection/mutation scheme. Let T > 0 be the simulation horizon. Partition the interval [0, T ] into m subintervals of length T /m. Let V be the discrete-time Markov chain given by
We consider a collection of "particles" {V r p } r=1,2,...,R that are evolved on the discretetime grid p = 0, 1, . . . , m, all starting from the same state 0 n at p = 0. At a time step p, we use the sequential A/R Algorithm 4.1 to independently mutate (evolve) each particle V r p during (p, p + 1] according to the transition rates determined by Proposition 3.1. Then, before entering the next mutation step, we select particles according to the number of transitions during (p, p + 1]. The selection is done probabilistically, by sampling with replacement. The selection probability increases with the number of transitions during (p, p + 1], so the selection favors particles with transitions. The total number of particles R is kept constant, and the selected particles are then evolved over the next period. The final estimator "corrects" for the selections performed at each time step.
Algorithm 4.2. To generate an estimate of P (C T = k),
( 
• Choose, independently and with replacement, R new particles as follows. Select particle r with probability
Denote the R selected particles by (Ŵ • Set W (3) For k = 0, 1, . . . , n, calculate the estimator of P (C T = k) as
Algorithm 4.2 is a variant of a selection/mutation scheme for estimating rare event probabilities for time-inhomogenous Markov chains developed and analyzed by Del Moral & Garnier (2005) . From their Theorem 2.3, and the earlier established fact that the A/R Algorithm 4.1 facilitates exact sampling from the marginal distribution of M in the mutation step of the scheme, we conclude that the estimator (12) is unbiased in the sense that
The algorithm requires us to choose the number of particles R, the number of time steps m, and the value of δ. The parameter δ specifies the exponential weight function exp[δ1 n · (V r p − W r p )], which determines the probability distribution used for the sampling with replacement in the particle selection step of the algorithm.
2 Here,
Other specifications of the weight function can be envisioned. The formulation we adopted from Del Moral & Garnier (2005) has computational (memory) advantages: it does not require us to keep track of the full path history of each particle, since only the most recent transitions are relevant for the selection.
the number of transitions (defaults) of the Markov chain particle r during period p. For δ = 0, each particle has the same probability of being selected. For δ > 0, the selection probability increases with the number of transitions. The larger δ, the relatively greater is the focus on particles with a larger number of transitions. In the extreme case, the particle with the largest number of transitions is selected R times.
Thus, for a positive δ the selection step favors particles with a greater number of transitions. It tends to replace particles with few transitions with those that experienced more transitions. As a result, with each selection step the particles are forced further into the regime of interest, i.e. a scenario with a large number of defaults during the simulation interval [0, T ]. The number of time steps m determines the number of selections performed during [0, T ]. All else equal, the larger m the faster the particles transition to the rare event regime.
3 The estimator (12) accounts for the selections performed at each time step: compare with the estimator (10) generated by the A/R scheme. The required adjustment to the estimator (10) follows from formula (3.13) in Del Moral & Garnier (2005) and is governed by the form of the weight function.
The parameters δ and m must be chosen appropriately to guarantee variance reduction for the event of interest. The optimal choice of these parameters depends on the dynamics of the mimicking Markov chain M that are imposed by the intensity model λ = (λ 1 , . . . , λ n ) at hand. While it is difficult to formally address the problem of selecting δ and m in the general setting of Section 2, appropriate values for these parameters are relatively easy to determine for particular λ by simple experiments. We explain this in the context of our numerical case study in Section 6.
Relative to an alternative importance sampling scheme, the selection/mutation algorithm eliminates the need to determine and generate transitions under an importance measure that forces the mimicking Markov chain M in the regime of interest. In the selection/mutation scheme the transitions of M are generated under the reference measure P via the sequential A/R scheme, which acts on the original Markov transition rate functions h i under P , and which does not need to be modified. The chain M is adaptively forced into the regime of interest by the selection mechanism.
4 This adaptive procedure is well suited to deal with the different model specifications (transition functions h i of M after projection) we wish to treat with our exact simulation method.
Calculating the projection
The applicability of the exact simulation method hinges on the ability to compute the Markovian projection (2) for the model specification at hand. This section shows how to calculate the projection (2) for a range of doubly-stochastic, frailty, and self-exciting model specifications that have been proposed in the literature. This extends the reach of the exact simulation method to a large class of potential models.
We express the projection in terms of the transform
where Z is a non-negative stochastic process and u and z are non-negative reals. This transform can be computed explicitly for a wide range of processes Z, including affine jump-diffusion processes. For any choice of Z that we consider below, we assume that the partial derivative
exists and is finite. Below, B denotes the vector (B 1 , . . . , B n ) ∈ {0, 1} n .
Doubly-stochastic models
We begin with a simple model in which firms default independently of one another. The associated projection appears also in more comprehensive model formulations.
Proposition 5.1. Suppose N is doubly-stochastic with intensities λ i = X i for mutually independent, non-negative adapted processes X i . Then the projected intensity satisfies
.
We generalize to a model in which a firm is exposed to an idiosyncratic risk factor X i and a systematic risk factor Y that is common to all firms. The random variation of Y generates correlated movements in firms' conditional default probabilities. Conditional on a realization of Y , firms default independently of one another. This and related formulations have been used extensively in theoretical and empirical analyses of correlated default risk, see, for example, Chapovsky Proposition 5.2. Suppose N is doubly-stochastic with intensities λ i = X i + α i Y for mutually independent, non-negative adapted processes X 1 , . . . , X n , Y and non-negative factor loadings α i . Then the projected intensity satisfies
if B i = 0 and h i (t, B) = 0 otherwise. Here, the deterministic functions c k (t) and the constants b k are determined by the relation
The multiplication of the n terms on the right hand side of equation (14) results in a sum of at most 2 n terms, and typically fewer as B j = 0 for some j. The c k (t) are the coefficients of the summands. Each constant b k is a sum of values α j for certain j; note that b 0 = 0 and b 2 n −1 = n j=1 α j . An algorithm for the efficient computation of the c k (t) and the b k is based on the recursive scheme of Andersen, Sidenius & Basu (2003) .
We can extend to a doubly-stochastic model with multiple common factors, allowing the description of a more differentiated firm dependence structure. 
if B i = 0 and h i (t, B) = 0 otherwise. Here, the deterministic functions c k (t) and the qvector b k of constants are determined by the relation (14), where v is a q-vector of positive constants and the products b k v and α j v are interpreted as dot products.
Frailty models
Doubly-stochastic models ignore the impact of a default on the intensities of the surviving firms. This impact is channeled through the network of informational and contractual relationships in the economy. For instance, for U.S. corporate defaults, Duffie, Eckner, Horel & Saita (2008) find strong evidence for the presence of frailty, or unobservable common or correlated risk factors. The uncertainty about the value of a frailty generates an additional channel of default correlation, above and beyond the "doubly-stochastic channel." It also leads to additional dynamical effects in constituent intensities, in that a default causes a jump in the intensities of any other firms that depend on the same frailty. These jump effects are due to Bayesian learning in the reference filtration F. We generalize the complete information model of Proposition 5.3 to include a firm's exposure to unobservable frailty risk factors. This extends the reach of our simulation method to the model specifications in a substantial frailty literature, which includes CollinDufresne, Goldstein & Helwege (2003) Proposition 5.4 asserts that the projected intensities in a model with unobservable frailty risk factors agree with those in the corresponding complete information doublystochastic model. Then, by Proposition 3.1, the distributions of the default indicator N t must agree in these model specifications. This may seem surprising at first: the specifications generate different intensity processes, so one would expect that they imply different distributions for N t . However, while the intensities in the two models are different, they admit the same projections onto N . This is because the F-intensity in the frailty model is the projection onto F of the artificial complete information H-intensity. Iterated expectations then gives the conclusion. The proof of Proposition 5.4 formalizes this intuition.
While frailty makes no difference for the (unconditional) distribution P (N t = B) of the default indicator N t , it is important to note that it does influence the conditional distributions P (N t = B | F s ) for t > s > 0. The reason is that the sigma-fields F s representing the observable information available at time s, are different for frailty and complete information models. In a frailty model, F s does not contain the path of the frailty risk factors over [0, s] , while in the complete information model it does.
Self-exciting models
The impact of a default on the intensities of the surviving firms can also be attributed to contagion, by which the distress of a firm is propagated to other firms. Azizpour & Giesecke (2008) find strong evidence for the presence of contagion in U.S. corporate defaults, after controlling for other channels of default correlation, including exposure to observable or unobservable frailty risk factors. This empirical evidence can be addressed with a self-exciting model, which captures the exposure of a firm to an idiosyncratic factor and the contagious impact of an event on the surviving firms. Formulations of this type have been considered by Collin-Dufresne, Goldstein & Hugonnier (2004) , Davis & Lo (2001) , Frey & Backhaus (2008) , Giesecke & Weber (2006) , Giesecke, Goldberg & Ding (2005) , Herbertsson & Rootzen (2008) , Jarrow & Yu (2001) , Kraft & Steffensen (2007) , Kusuoka (1999) , Lopatin (2009 ), Yu (2007 , and others.
Proposition 5.5. Suppose N has intensities λ i = X i + c i (·, N ) for mutually independent, non-negative adapted processes X i and a bounded impact function c : R + × {0, 1} n → R + . Then the projected intensity satisfies
The impact function c i (t, ·) specifies the dependence of firm i's intensity on the state of the other firms the portfolio. Examples of the impact function include c i (t, B) = j =i β ij (t)B j for non-negative, deterministic and bounded functions β ij (t) that model the impact on firm i of firm j's default. A parsimonious "mean-field" model is obtained by setting β ij (t) = 1 n−1
. To allow for non-linear dependence on events, we can specify a bounded non-negative function ϕ i and take c i (t, B) = ϕ i ( j =i β ij (t)B j ) for deterministic functions β ij (t) that are not required to be non-negative. The proof of Proposition 5.5 indicates that we can also treat an alternative multiplicative formulation λ i = X i c i (·, N ). In this case the impact function acts as a scaling to the "baseline hazard" X i . We could take, for instance, c i (t, B) = exp( j =i β ij (t)B j ) for deterministic, real-valued functions β ij (t).
Numerical results
This section demonstrates the utility of the exact method through numerical experiments. We consider a variant of the self-exciting model treated in Proposition 5.5.
Model
For non-negative constants β ij , consider the self-exciting specification
where the risk factors X i follow mutually independent Feller diffusions, which are also known as Cox-Ingersoll-Ross (CIR) processes:
Here, κ i is a parameter controlling the speed of mean-reversion of X i , θ i is the level of mean reversion, and σ i controls the diffusive volatility of X i . The process (W 1 , . . . , W n ) is a standard Brownian motion. The parameter β ij determines the impact on firm i of firm j's default. The corresponding jump terms generate correlation between the firm intensities. The matrix (β ij ) governs the default dependence structure. For each constituent firm i = 1, . . . , n, we initialize the risk factor X i 0 at its long-run mean θ i . The parameters are selected randomly. We draw κ i from U [0.5, 1.5] and θ i from U [0.001, 0.051]. We take σ i = min(
We draw β ij is from U [0, 0.01], for each j = 1, . . . , n. In practice, the parameters are calibrated from market rates of derivatives referenced on the constituent issuers and on the portfolio, as in Eckner (2007) or Mortensen (2006) .
The formulation (16)- (17) generalizes the specifications in Jarrow & Yu (2001) , Kusuoka (1999) , and Yu (2007) to include a diffusion term that modulates the intensity of a firm between arrivals. Note that in the absence of the diffusion term, the intensity is piece-wise deterministic, so that the model can be simulated exactly using the classical acceptance/rejection scheme of Lewis & Shedler (1979) . Our projection method extends the reach of this scheme to the model (16)-(17).
Projection
Proposition 5.5 determines the Markovian projection h i (t, B) in terms of the risk factor transform φ, its partial derivative ∂ z φ, and the parameters β ij . The transform φ takes the well-known exponentially affine form
where the coefficient functions
The derivative ∂ z φ of φ is also available in closed form:
Proposition 5.5 then gives, for B i = 0, the formula
where we evaluate γ i at u = 1.
Estimators
We contrast the estimators generated by the A/R Algorithm 4.1 with those generated by the time-scaling method described in Section 2.2. The time-scaling method requires us to construct the paths of the continuous-time stochastic processes t 0 λ i s ds for i = 1, . . . , n, where the λ i follow jump-diffusion processes that are correlated through common jumps. We must discretize the time interval and simulate the joint integral process dynamics on this discrete-time grid. Since the joint law of the integrals is not known, we first simulate the joint intensity dynamics on the discrete-time grid, and then integrate. To generate the values of λ i , we generate the values of X i by exact sampling from the non-central chi-squared distribution that describes the transition law of X i , 6 and add the value β ij when another firm j defaults. The transition density of
where I q is the modified Bessel function of the first kind of order q and
To compare the estimators generated by the two simulation methods, we consider the root mean square error (RMSE), given by the square root of the sum of the squared bias and the squared standard error. The standard error is estimated as the sample standard deviation of the simulation output divided by the square root of the number of trials. The bias is given by the difference between the expectation of the estimator and the true value. The bias of the estimator generated by the exact A/R method is zero. The bias of the estimator generated by the time-scaling method with a specific number of time discretization steps can be estimated using a large number of trials to estimate the expectation of the estimator, and then taking the difference with the true value, estimated using the exact method with a large number of trials.
We estimate the value of the (undiscounted) call option E[(C T − K) + ] on the default count. This option is a basic building block for the valuation of portfolio credit derivatives such as index and tranche swaps, see Errais et al. (2006) . We take the number of reference names n = 100, which is the standard portfolio size for many traded portfolio derivatives, T = 1 year and K = 3. Table 2 gives the simulation results. The bias in the table is estimated using 10,000 trials. The number of discretization time steps in the time- 
The true value used for the bias estimation was estimated to be 1.0145, based on 5,000,000 trials with the exact A/R scheme. scaling method is set equal to the square-root of the number of simulation trials.
7 The experiments were performed on a desktop PC with an Intel 3.4GHz processor and 1 GB of RAM, running Windows XP Professional. The methods were implemented in Matlab. We use Matlab's internal function for sampling from the density (22).
The total simulation time needed for the time-scaling method is much larger than the simulation time required by the exact A/R scheme, for each simulation experiment. In fact, due to the excessive computation time requirements, we were unable to use the time-scaling method for experiments with a number of trials larger than 10,000. Thus, it is computationally infeasible to increase the number of trials to reduce the RMSE to a level that is achievable with the exact method. For example, to roughly match the RMSE obtained with the A/R scheme with 5,000 trials, the time-scaling method requires 10,000 trials with 100 time steps each. It takes 65 hours to complete the simulation with the time-scaling method, but only 6 seconds when the exact method is used. Figure 1 shows the convergence of the RMSE graphically for both methods.
There is an alternative exact scheme for the model (16)- (17). This scheme is based on the repeated application of the first-to-default time and identity simulation algorithm developed by Duffie (1998) . This scheme requires greater computational effort than our exact scheme, which is easily explained in case n = 2. In the first-to-default scheme, we start by generating T 1 = τ 1 ∧ τ 2 by the inverse transform method from P (T 1 > t) = φ(t, 1, 0, X 1 )φ(t, 1, 0, X 2 ). Given T 1 , we draw the identity of the first defaulter from the discrete distribution defined by γ(T 1 , i)/(γ(T 1 , 1) + γ(T 1 , 2)) for i = 1, 2. Here γ(t, 1) = −φ(t, 1, 0, X 2 )∂ z φ(t, 1, z, X 1 )| z=0 ; a similar expression holds for γ(t, 2). This second step is similar to Step (5) in Algorithm 4.1. In a third step, we draw the second default time T 2 . To do this, we note that given F T 1 , the time T 2 − T 1 is equal in law to the first jump time of a doubly-stochastic Poisson process started at T 1 , with F-intensity X 2 + β 21 (this assumes T 1 = τ 1 ). Thus we need to draw from P (
). This can be done by the inverse method, once X 2 T 1 is drawn from the conditional distribution of X 2 t given T 1 = τ 1 = t. However, as shown by Duffie (1998) , this conditional distribution takes a complicated (inverse transform) form, making it relatively costly to sample from it. Our exact scheme avoids this third step, and also tends to require less computational effort to generate the successive T i .
Variance reduction
Next we demonstrate the effectiveness of the selection/mutation Algorithm 4.2 for variance reduction under the self-exciting model (16)-(17). We estimate P (C T = k) for the test portfolio described in Section 6.1 above. To measure the variance reduction offered by Algorithm 4.2, we compute variance ratios for each of several values of k. Each variance (16)- (17). In the selection/mutation Algorithm 4.2, m = 4 and δ is chosen such that the relative error of the simulation estimator is minimized. The number of trials in the estimation using the plain acceptance/rejection Algorithm 4.1 is chosen such that the total time required to estimate P (C T = k) is approximately the same as that required by the selection/mutation scheme, excluding the fixed time it takes to select δ.
ratio is calculated by estimating the variance of the simulation estimator when using the plain A/R Algorithm 4.1 and dividing it by the estimated variance of the simulation estimator when using Algorithm 4.2. The results are shown in Table 3 , for T = 1, m = 4 selections, and R = 10, 000 particles. Table 4 reports the results when only R = 1, 000 particles are used. In each experiment, we select the value of the weight function parameter δ that minimizes the relative error 8 of the simulation estimator generated by Algorithm 4.2. 9 The value of δ increases with the target count k, because the selections must place greater weight on particles with transitions the smaller the probability of interest. The number of trials in the estimation using the plain A/R Algorithm 4.1 is chosen such that the total time required to estimate P (C T = k) is approximately the same as that required by the S/M algorithm (excluding the fixed time it takes to select δ). Figure 2 graphs the estimated probabilities P (C 1 = k) reported in Tables 3 and 4 . It indicates the relative benefits of the S/M scheme. Figure 3 graphs the variance reduction (16)- (17). In the selection/mutation Algorithm 4.2, m = 4 and δ is chosen such that the relative error of the simulation estimator is minimized. The number of trials in the estimation using the plain acceptance/rejection Algorithm 4.1 is chosen such that the total time required to estimate P (C 1 = k) is approximately the same as that required by the selection/mutation scheme, excluding the fixed time it takes to select δ.
ratios. The smaller the probability of interest, the larger the variance ratio. Further, for sufficiently small probabilities, the smaller the number of particles R the higher the variance ratio. Next we analyze the role of the number m of selections in the S/M scheme. Figure  4 graphs the estimated variance ratios for each of several values of m, fixing the number of particles R = 1, 000. The variance ratio increases with the number of selections if the probability of interest is only moderately small. For smaller event probabilities, this may not be the case anymore. The intuition is as follows. The computation time required by the S/M scheme increases with m. The increase in computation time is relatively larger the larger k, i.e. the smaller the probability of interest. Now, by the design of our experiments, the number of trials that can be completed by the plain A/R scheme increases with m and k, so that the absolute variance of the corresponding estimator may decrease faster than the variance of the estimator generated by the S/M scheme. However, note that for a fixed number of particles, increasing m always reduces the variance of the simulation estimator in absolute terms. This is indicated by Figure 5 , which graphs the estimated probabilities P (C 1 = k), for each of several values of m, for fixed R = 1, 000. 
Potential extensions
There are several potential variations and extensions of the formulation (16)-(17) that can be accommodated easily. As explained in Section 5.3, the additive specification of the feedback term in the intensity dynamics (16) could be replaced by a multiplicative specification. This would lead to different self-exciting dynamics and a greater degree of flexibility in designing the feedback behavior, without reducing the analyticity of the projection. The Feller diffusion risk factor dynamics (17) could be extended to include a compound Poisson jump term. This extension would allow for discontinuous movements of the intensity between defaults, while requiring only a minor modification of the coefficient functions (19) and (20) based on the results of Duffie & Garleanu (2001) . The projection would still take a closed form. More generally, the Feller diffusion dynamics (17) could be replaced by more general affine jump-diffusion dynamics. The transform (18) would remain exponentially affine in the state, while the coefficient functions would be given as solutions to a system of ordinary differential equations.
Conclusion
This paper develops an exact and efficient simulation method for dynamic intensity-based models of correlated default risk. The method generates unbiased estimators of credit port- folio loss distributions, risk measures, and prices of derivative securities that are referenced on portfolios of defaultable assets. It is based on a projection argument, which reduces the simulation problem to estimating a simple Markov chain expectation. The method is shown to be applicable to many intensity models in the literature. Numerical experiments demonstrate its effectiveness, and highlight its advantages over the conventional time-scaling method.
The method has potential applications in other areas that deal with the arrival of correlated events. These include, in particular, applications in reliability, where intensitybased models have long been used to analyze the reliability of systems of components whose failure times are correlated. 
A Proofs
Proof of Proposition 3.1. For all B ∈ {0, 1} n and t > 0, we have is bounded and predictable, the integral defines a martingale with initial value equal to zero. Thus, after we take expectation on both sides of equation (23) Now we differentiate both sides of this equation with respect to t. By the definition of the deterministic functions h i (t, B) we obtain
But this equation coincides with the backward Kolmogorov equation
which describes the time evolution of the distribution of the Markov chain M with transition rates h i (t, B). Thus, the probabilities P (M t = B) and P (N t = B) satisfy the same ODE. Since the solution to this ODE is unique and M 0 = N 0 = 0 n by construction, we conclude that M t and N t must have the same distribution for all t ≥ 0.
Proof of Proposition 5.1. By the definition of the projection and the independence of the random variables τ i , we get
By Bayes' formula and iterated expectations,
The doubly-stochastic property of τ i implies that and this completes the proof.
Proof of Proposition 5.2. By the independence of the idiosyncratic factors X i we get immediately
where the first summand is treated as in the proof of Proposition 5.1. It remains to calculate the second summand. By Bayes' formula and iterated expectations,
Given a path of the common factor Y , the intensities λ i are independent of one another, and so are the components N i of the process N . Thus,
By iterated expectations, the doubly-stochastic property, and the independence of the processes Y and X j we get 
Now, expanding the n-fold product on the right hand side of equation (25) and using formula (26), we see that there are deterministic functions c k (t) and constants b k satisfying equation (14) such that
Taking expectation on both sides of this equation leads to
A similar argument is applied to E(Y t P (N t = B | (Y s ) s≤t )).
Proof of Proposition 5.3. Apply the argument used in the proof of Proposition 5.2.
Proof of Proposition 5.4. For clarity in the exposition, we consider the case q = 2 and suppose that the observation filtration F is the right-continuous and complete filtration generated by the processes X 1 , . . . , X n , N and Y 1 . Thus, the common factor Y 1 is observable (adapted to the filtration F) while the common factor Y 2 is a frailty (not adapted to F). An intensity λ i of N i relative to the observation filtration F is given by the optional projection of the complete information intensity X i + (α where U t = E(Y 2t | F t ). Since the X i are independent of one another, the first expectation on the right hand side of this equation can be analyzed as in the proof of Proposition 5.1. The second expectation is treated as in the proof of Proposition 5.2, by conditioning on
