Analytic energy derivatives for the calculation of the first-order molecular properties using the domain-based local pair-natural orbital coupled-cluster theory J. Chem. Phys. 145, 114101 (2016) Local coupled cluster theory is based on (i) a restriction of the list of pairs (or triples) of occupied molecular orbitals, and (ii) a truncation of the virtual space to orbital pair (or triple) specific subspaces. The latter is motivated by an exponential decay of the contributions to the pair energy with respect to the distance between related local occupied and virtual orbitals; the former only by a polynomial R −6 decay with respect to the distance R between the two occupied orbitals of the pair. Consequently, the restriction of the pair list is more critical, and contributions of pairs should not be neglected unless the corresponding interorbital distance is really large. In local coupled cluster theory pairs are usually discriminated on the basis of the interorbital distance, or the size of the 2nd order Møller-Plesset perturbation theory (MP2) estimate of the pair energy. Only strong pairs are treated at the full coupled cluster level, while weak pairs are treated just at the level of MP2. Yet MP2 might be problematic in certain cases, for example, π -stacking is badly described by MP2, etc. We propose to substitute the MP2 treatment of weak pairs by an approach based on ring-CCD by including third-order diagrams with R −6 decay behavior. Such an approach is clearly superior; it provides higher accuracy, while the computational cost is not significantly higher than that of a MP2 based treatment of weak pairs.
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Efficient and accurate treatment of weak pairs in local CCSD(T) calculations
Local coupled cluster theory is based on (i) a restriction of the list of pairs (or triples) of occupied molecular orbitals, and (ii) a truncation of the virtual space to orbital pair (or triple) specific subspaces. The latter is motivated by an exponential decay of the contributions to the pair energy with respect to the distance between related local occupied and virtual orbitals; the former only by a polynomial R −6 decay with respect to the distance R between the two occupied orbitals of the pair. Consequently, the restriction of the pair list is more critical, and contributions of pairs should not be neglected unless the corresponding interorbital distance is really large. In local coupled cluster theory pairs are usually discriminated on the basis of the interorbital distance, or the size of the 2nd order Møller-Plesset perturbation theory (MP2) estimate of the pair energy. Only strong pairs are treated at the full coupled cluster level, while weak pairs are treated just at the level of MP2. Yet MP2 might be problematic in certain cases, for example, π -stacking is badly described by MP2, etc. We propose to substitute the MP2 treatment of weak pairs by an approach based on ring-CCD by including third-order diagrams with R −6 decay behavior. Such an approach is clearly superior; it provides higher accuracy, while the computational cost is not significantly higher than that of a MP2 based treatment of weak pairs. 
I. INTRODUCTION
Coupled Cluster (CC) theory is probably the most successful ab initio electronic structure method to treat dynamic electron correlation effects. 1, 2 The exponential wavefunction ansatz |CC = exp(T)|0 , where T is the cluster operator, and |0 the reference (usually Hartree-Fock) determinant, ensures size extensivity. Moreover, it introduces all excited determinants of full configuration interaction (FCI) not covered by the truncated cluster operator T into |CC , with coefficients factorized into products of amplitudes already included in T. Truncated CC theory therefore can be regarded as an approximation to FCI based on a special tensor factorization of the FCI coefficients containing all FCI determinants. CC with singles and doubles substitutions, T = T 1 + T 2 , and an a posteriori perturbative treatment of triples substitutions, CCSD(T), has become the "Gold Standard" in quantum chemistry (this expression is attributed to Dunning). For single reference cases, chemical accuracy is reached with this method, provided that sufficiently large basis sets (eventually combined with basis set extrapolation techniques) are employed.
Canonical CCSD(T) has a computational cost of O(N 7 ) relative to the molecular size N , i.e., O(N 6 ) for the iterative CCSD calculation, and O(N 7 ) for the a posteriori perturbative triples correction (T). In order to defeat this unfavorably high scaling wall and to make the method also applicable to extended molecular systems, local CCSD(T) methods were developed during the past fifteen years. [3] [4] [5] [6] [7] [8] [9] The term "local" here implies the formulation of CCSD(T) in terms of spatially localized occupied and virtual molecular orbitals (MOs), rather than the commonly used delocalized and a) Electronic mail: martin.schuetz@chemie.uni-regensburg.de symmetry-adapted canonical orbitals diagonalizing the Fock matrix. Local MOs spanning the occupied space (LMOs) are usually obtained by applying a localization procedure such as Pipek-Mezey 10 or Boys 11 to the occupied canonical orbitals obtained from the preceding Hartree-Fock calculation. For the virtual space, e.g., projected atomic orbitals (PAOs), [12] [13] [14] [15] [16] [17] orbital specific virtuals (OSVs), 6, [18] [19] [20] [21] or pair natural orbitals (PNOs) [22] [23] [24] [25] [26] [27] [28] [29] can be used, either exclusively, or also in combination.
A formulation of CCSD(T) in terms of such local orbitals allows for a dramatic reduction of the determinants and related amplitudes entering the cluster operator T, which is essentially based on (i) truncations of the virtual space, and (ii) pair approximations. 3, 5, 30 Truncations of the virtual space are enforced by allowing only, e.g., doubles substitutions from a certain LMO pair to PAOs in the immediate spatial vicinity of these two LMOs, or to OSVs related to either one of these two LMOs, or to PNOs related to this LMO pair. This is motivated by an exponential decay in the related amplitudes with respect to the distance between LMOs and local virtuals.
Pair approximations, on the other hand, discriminate individual LMO pairs and assign them to the pair classes of strong, weak, etc., pairs on the basis of their interorbital distance R: only strong pairs are treated at the CC level, while weak pairs are treated at a lower level of theory, typically at the level of second-order Møller-Plesset perturbation theory, MP2. A subset of weak pairs, denoted as close pairs, contribute, together with strong pairs, to the triples residual, and, optionally, to the (strong pair) doubles residual.
Pair approximations are motivated by the R −6 decay behavior of the individual pair energies with respect to the distance R between the respective LMOs, combined with perturbation theory arguments. It is assumed that the third-and higher order (within the MP partitioning) contributions to the weak pair energies are negligibly small. However, R −6 is a much weaker decay than the exponential one, that motivates truncations of the virtual space; the pair approximation hence has to be considered as more severe than the latter approximation. For example, it is well known that MP2 does not provide a sufficiently accurate description for the interaction between two π -stacked aromatic ring systems. MP2 often either underestimates (for systems with low polarizability) or overestimates (for systems with high polarizability) the interaction energies in intermolecular complexes and clusters. [31] [32] [33] [34] Also, non-additive dispersion (Axilrod-Teller) contributions are not covered at the MP2 level. Hence, although many approximated CCSD schemes for extended systems explicitly 3-5, 21, 35, 36 or implicitly 37 employ the MP2-like treatment for most of the pairs (similar to the weak pair approximation in the present context), it is questionable, if such a treatment provides in general sufficient accuracy.
In the present paper we investigate the accuracy of pair approximations for a set of diverse intermolecular complexes and clusters. On the basis of our results we propose to substitute the LMP2 treatment of weak pairs by a method based on ring-CCD [38] [39] [40] [ring-CCD is equivalent to the random phase approximation (RPA) 39, 41 ], with additional exchange terms such that the antisymmetry of the amplitudes in a spin-orbit formalism remains intact. In Sec. II we briefly outline the formalism of such a ring-CCD-based approach. In Sec. III we compare its performance, for a set of test systems, to the previous approach with weak pairs treated at the MP2 level. Section IV finally concludes this paper.
II. THEORY
In this section we first briefly define the general nomenclature and provide the CCSD residual equations for the strong pairs. Afterwards, the diagrams included in the different treatments of the weak pairs are discussed. As usual, indices i, j, k, l denote in the following localized occupied molecular orbitals (LMOs), while indices r, s, t, u denote localized virtual orbitals, i.e., PAOs. For other choices of localized virtuals like OSVs or PNOs the formulae are very similar and straightforwardly obtained from those presented here for PAOs.
A. The LCCSD residual for strong pairs
The LCCSD residual, defining the equations to be solved for the strong pair amplitudes, is given by
withĤ =F +V the normal ordered Hamiltonian (consisting of Fock operatorF and fluctuation potentialV ),T =T 1 +T 2 withT
| 0 the Hartree-Fock reference wavefunction, and ˜ a i |, ˜ ab ij | the contravariant configuration state functions,
used for projection. TheÊ ri denote spin-conserving oneparticle excitation operators, and the t i r and T ij rs are the singles and doubles amplitudes, respectively.
Note that in Eqs. (1)- (4) the ranges of virtuals are restricted to "pair domains" [ij], related to individual LMO pairs ij (in case of singles a diagonal pair). The detailed construction of these pair domains of course depends on the choice of the virtuals, i.e., whether PAOs, OSVs, or PNOs are employed. Furthermore, and what is of greater relevance for the present discussion, in Eqs. (2) and (4) the range of LMO pairs ij is restricted to the list of strong pairs {s}. As already mentioned in the Introduction, the assignment of the individual pairs to the distinct pair classes (strong, weak, distant) is usually done on the basis of the LMO interorbital distances, or connectivities. 5, 30 In the latter case just the number of bonds between two LMOs is counted. Alternatively, it would also be possible to assign individual pairs to pair classes on the basis of the respective pair energies of, e.g., a preliminary MP2 calculation comprising all pairs.
In the present work we employed an assignment on the basis of distances: each LMO specifies its own subset of relevant atoms. This is obtained from a Löwdin population analysis by truncating the ordered atoms list beyond a certain population. The LMO distance then is defined as the distance between the two closest atoms of the two respective atom subsets. Typically, only LMO pairs with mutual overlapping atom subsets are considered as strong. Sometimes also enlarged strong pair lists with distances up to 3 bohrs are employed. The amplitudes of the remaining pairs are usually calculated at the level of MP2. To this end, the LMP2 amplitude equations,
are ordinarily calculated initially (before the actual LCCSD calculation) for all pairs ij ∈ {sw} (strong + weak). The strong pairs are subsequently refined by solving the LCCSD equations (1) and (2) .
Optionally, some of the weak pair LMP2 amplitudes (belonging to the subset of close pairs) can enter these equations and so couple with the strong pair amplitudes. In other words, the sum over ij pairs in Eq. (4) now runs over the combined list of strong and close pairs {sc} = {s}∪{c}, rather than just over {s}. Actually, as demonstrated in Sec. III, it is indeed highly advisable to do this. On the other hand, strong pair amplitudes can only contribute to the LMP2 residual (7) via the term involving the Fock operatorF . Since the matrix representation of the latter is diagonally dominant these couplings are very weak and can be neglected. Therefore, no further iteration beyond the initial LMP2 calculation is necessary.
Finally, after convergence of the LCCSD equations (1) and (2) for strong pairs also an a posteriori local triples correction L(T), or L(T0) can be evaluated. The corresponding formulae can be found in Refs. 3, 4, and 6, and are not reiterated here. We just mention at this point that strong and close pair amplitudes enter the triples residual.
B. The ring-CCD (rCCD) and rCCD3 residual for weak pairs A LMP2 treatment of weak pairs of course is computationally very efficient. However, as already pointed out in the Introduction, it may not always provide satisfactory accuracy. In the course of the present work we have devised, implemented, and tested alternative methods for the treatment of these pairs, based on the ring-CCD (or rCCD for brevity) approach.
Several versions of ring-CCD were already considered in Refs. 39 and 40. The main motivation for the introduction of this approach in these papers is its equivalence to RPA. In particular, to preserve this equivalence the antisymmetry of the doubles amplitudes in spin-orbital basis with respect to permutation of the occupied or virtual indices is sacrificed. Yet in the present work we employ this method as an approximation to the CCSD method for weak pairs, without explicit reference to RPA, and therefore there is no need to drop the antisymmetry of the amplitudes. What is even more important, the corresponding diagrams, all absent in RPA, decay as slowly as the respective standard RPA-terms. At the same time, the additional computational effort to evaluate these terms is negligible compared to a standard RPA calculation. Hence, it is desirable to include them in the description of weak pairs.
In the CCD method the antisymmetry of the amplitudes is enforced by index permutation operators in the residual expression, introduced for non-equivalent external lines in the individual diagrams. Thus, we redefine the ring-CCD approximation such that the relevant index permutation operators in Eq. (7) of Ref. 39 are kept. Below we provide the diagrams and corresponding explicit expressions for such a ring-CCD ansatz in a spin-free closed-shell formalism. The rCCD residual, i.e., the amplitude equations are given by
where the subscript "ring" implies the restriction of the corresponding commutators to ring diagrams, maintaining all corresponding permutations operators. We start from the approximation to rCCD, which we denote as direct-rCCD. The corresponding diagrams in the spin-free closed shell CC formalism are displayed in Fig. 1 . It is related to direct-RPA, which disregards the exchange diagrams originating from the antisymmetry of the two-electron integrals in a spin-orbital formalism when going over to a spin-free formalism. Yet in contrast to direct-RPA (and gen-
Goldstone diagrams of direct-rCCD beyond MP2 (D1, D2) including additional exchange terms as obtained by transposition of respective amplitude matrix (D3-D5). The corresponding algebraic expressions are given in Table I. erally RPA) the exchange terms originating from above mentioned antisymmetrized index permutations in the residual are kept (terms D3-D5). Furthermore, the weak pair energies are calculated via the standard CCD energy expression, which also includes the exchange terms (in this respect direct-rCCD is related to the second-order screened exchange [SOSEX] variant of direct-RPA 42 ). Evaluation of such diagrams can be trivially combined with the diagrams D1 and D2 by using the transposed amplitude matrices for each pair. We note here that in the spin-orbital formalism the direct-rCCD amplitudes also lose the property of antisymmetricity with respect to index permutation. However, for the spin-free formalism employed in this work, where the amplitudes are not antisymmetric anyway, this does not lead to any implementational consequences (like doubling the number of unique amplitudes).
Obviously, the strong pair amplitudes entering Eq. (8) no longer couple just via the Fock term as in LMP2, but also via terms involving the fluctuation potential. The reverse influence of the strong pair amplitudes on the rCCD residual thus is much stronger than on the LMP2 residual, and Eqs. (1), (2), and (8) have to be solved simultaneously in a common iterative procedure (just an initial rCCD calculation as in the case of LMP2 is entirely insufficient). Note that the rCCD residual (8) is restricted to weak pairs ij ∈ {w}, whereas the amplitudes entering it involve also strong pairs. On the other hand, as before, 3, 5, 30 only strong and close pair amplitudes enter the LCCSD residual (1,2), where close pairs constitute a certain subset of the list of weak pairs.
By virtue of density fitting 5, 43-50 the direct-LrCCD diagrams plus exchange as shown in Fig. 1 can be evaluated very efficiently. For example, the first term of diagram D1 in Table I can be written as
where ( The motive for the inclusion of the direct-rCCD diagrams depicted in Fig. 1 into the weak pair residual is that the their contribution to the pair energies decays with the interorbital distance at the same rate as MP2, i.e., as R −6 . 54 The leading order (within the MP partitioning) of the direct-rCCD terms in the energy though is higher; of third order for D1 and D3; and of 4th order for D2, D4, and D5. Unfortunately, as will be demonstrated in Sec. III, the performance of direct-LrCCD itself is rather poor; interaction energies are severely underestimated. Also the inclusion of above mentioned additional exchange diagrams, generated by a simple transpose of the amplitude matrices does not lead to an improvement. This disappointing behavior of direct-LrCCD was, in the course of the present work, attributed to the neglect of two further exchange diagrams of rCCD, which cannot be included so effortlessly as by a simple transpose of the amplitude matrices, but still decay not faster than R −6 . These two diagrams (D6, D7) are depicted in Fig. 2 , along with those additional exchange diagrams (D8, D9) generated by transposition of the amplitude matrices in D7. The analogous exchange diagram originating from D6, is, in fact, equivalent to a ladder-diagram we intentionally omit due to reasons which become clear below. It is therefore not depicted in Fig. 2 . D6 contributes to third, D7-D9 to fourth order in the correlation energy. D6-D9 are
Goldstone diagrams of the two additional exchange rCCD terms, not generated from the direct-rCCD ones by transposition of respective amplitude matrix (first column), and the diagrams, obtained by transposition of D7 (second column). The diagram obtained by transposition from D6 is grouped together with ladder diagrams (vide infra) and is thus not shown here. The algebraic expressions corresponding to the diagrams are given in Table I . decays as R −3 with the distance between i and j (or r and s) and exponentially with distance between i and r or j and s, and so does the integral (ir|js). The R −3 decay results from the strong orthogonality between the occupied and virtual manifold, giving rise to the dipole-dipole interaction as the leading term in the multipole approximation of the integral. The integral (ij|rs), on the other hand, decays exponentially with ij-separation, and, generally, just as R −1 with the distance between the occupied and virtual orbitals (vide infra). The leading contribution to the energy originating from the open residual diagrams considered here is obtained by braside closure of these diagrams, implying contraction with an integral of (ir|js)-type, which imposes a further R −3 -decaying factor. With this in mind it is easy to see that the energy contributions from all the diagrams in Fig. 3 decay asymptotically as R −6 . For example, D6 comprises couplings of weakpair amplitudes to weak-pair residuals via electron repulsion integrals (k B j B |s B t B ) entirely localized on subsystem B. D7, on the other hand, includes couplings between strong and weak pair amplitudes to weak pair residuals, as well as couplings between weak pair amplitudes and strong pair residuals. At the same time, the slowest possible decay of the energy contribution from the diagram of the D9-type is R −12 . The ring approximation disregards the so called ladder diagrams (D10 and D11 of Fig. 4 ). The diagram D12 can also be considered as a ladder, but in fact can also be obtained from D6 by transposition of the amplitude matrices. These terms contribute in third order to the correlation energy and decay individually relatively slowly, i.e., just as R −7
(the integral decays as R −1 , since its orbital products are not chargeless). At the same time, these diagrams are computationally inconvenient, especially so D11 due to electron repulsion integrals involving four virtual orbitals, which constitute a very large integral distribution if the pair list comprises not only strong pairs. Fortunately, these diagrams can be omitted for the weak pairs altogether, since their overall contribution actually decays much quicker, namely, as R −9 . To see this, consider the terms in a basis of localized orthonormal orbitals (this is always formally fulfilled; the LMOs or PNOs are indeed orthonormal, PAOs or OSVs can always be orthonormalized in the local basis forming, e.g., the appropriate pseudo canonical local basis). The R −4 -decaying contribution to the residual of a given pair then can only originate from ladder terms having orbital products in the integral with both occupied and both virtual orbitals being identical, i.e., diagonal terms. All other terms involve chargeless densities in the integral and consequently decay quicker. The sum of the three diagonal ladder terms with orbital products containing charge can then be combined into a single term with orbital products in the integral being equal to difference between the squared virtual and the squared occupied orbitals. By virtue of the normality of the orbitals the charge of such a orbital product difference again vanishes and the corresponding integral decays as R −3 . The overall contribution of the three ladder diagrams to the correlation energy hence decays as R −9 . A more detailed proof will be given in Ref. 54 . Finally, we analyze the 4th order CCD diagrams shown in Fig. 5 , which do not enter the rCCD formalism. The energy contribution from the diagram D17 (Fig. 5 ) decays as quickly as R −12 , and, therefore this diagram can safely be omitted from the weak pair residual. The diagrams D13-D16, however, can provide a contribution which decays just as R −6 . Hence their inclusion may provide a certain improvement in the description of weak pairs. These diagrams, however, are technically more difficult to evaluate efficiently and therefore were not considered in the present work. We defer an investigation of these 4th order diagrams to future work. We also would like to mention, that in CCSD there are 5th-order diagrams, involving singles, with a very slow decay. When summed up they decay as slowly as R −3 (for monomers having dipoles). The energy contribution associated with these diagrams reflects the high-order electrostatic interactions between the monomers due to the correlated charge density corrections in each monomer. However, since these corrections are described by the intra-monomer amplitudes, these diagrams contribute to the strong pair residual and are thus naturally captured in LCCSD via the G(E) and the related internal term of Ref. 30 (see Eqs. (28) and (32) 
therein).
In the course of this work, it turned out that diagram D6 is of prime importance to improve on direct-LrCCD (dLrCCD), whereas the effect of D7-D9 on interaction energies is tiny. In order to accommodate the missing exchange diagrams with R −6 decay, and in particular the third-order diagram D6, we implemented the full rCCD, as well as the thirdorder approximation to rCCD (rCCD3, which also could be denoted as ring-XCC(3), 55 ring-VCC [3] , 56 or ring linearized CCD). rCCD3 comprises, apart from the MP2 diagrams, the diagrams D1 and D6. Density fitting was employed to factorize all diagrams apart from D6-D9. For D6 the set of required electron repulsion integrals (kj|st) is fortunately rather compact. Indeed, since the integrals decay exponentially with the distance between LMOs k and j, or virtuals s and t, only strong pairs kj need to be considered in the evaluation of D6. Overall, the additional computational effort on going from a LMP2 to a rCCD3 treatment of weak pairs thus is rather modest (vide infra).
III. TEST CALCULATIONS
The accuracy of the different approaches for the treatment of close and weak pairs in LCCSD and LCCSD(T) calculations was tested by performing calculations on a set of diverse intermolecular complexes ranging from hydrogen bonded to van der Waals dominated systems. The geometries were taken from the S66 data set. 57 Furthermore, the Kr 3 and the (CS 2 ) 3 trimers were used as examples to test non-additive correlation contributions. Finally, to test the new rCCD3 approach for intramolecular close and weak pairs and to provide some comparative timings, calculations on a linear poly-glycine peptide chain (Gly) 4 were performed, for different specifications of the pair approximation, i.e., different numbers of strong, close, and weak pairs.
All calculations were performed in the aVTZ basis set (cc-pVTZ 58 on hydrogen atoms, aug-cc-pVTZ 59 on all other atoms). As auxiliary basis for density fitting appropriate MP2FIT basis sets of Weigend et al. were employed. 60 In the calculations on the intermolecular complexes and clusters the local approximations (domains, pair lists, number of redundancies in the pair specific virtual spaces) were determined at large intermolecular separation and kept fixed, as recommended for the treatment of intermolecular interactions. 61 Moreover, all intramolecular pairs were specified as strong, while all intermolecular pairs were specified as close (i.e., all intermolecular pairs are used in calculating the strong pair LCCSD and LCCSD(T) residuals), unless explicitly stated otherwise.
All calculations were performed with PAOs; excitation domains were constructed according to the Boughton-Pulay procedure 62 employing a completeness criterion of 0.985.
A. Intermolecular complexes from S66 data set
Table II compiles interaction energies E int , their overall correlation contributions E c , as well as the intra-and intermolecular components δE intra , and δE inter thereof, for the test set of dimers. Pure LMP2 calculations, LCCSD calculations with LMP2 treatment of close pairs, LCCSD|LMP2, without and with coupling between close and strong pairs, as well as LCCSD|d-LrCCD, LCCSD|LrCCD3, and LCCSD|LrCCD calculations are compared to reference LCCSD calculations where all pairs (inter + intramolecular) are specified as strong.
The LMP2 interaction energies are for hydrogen bonded systems in quite good agreement with the LCCSD reference values, while for dispersion dominated, e.g., π -stacked systems the agreement is much worse and LMP2 generally overestimates. When breaking down the correlation contribution E c into δE intra and δE inter it becomes evident that LMP2 provides too low repulsive δE intra . This is particularly so for the π -stacked systems; for example, for the pyridine dimer it amounts to 0.57 kcal/mol vs. 2.39 kcal/mol in the LCCSD case. For the benzene dimer we have 0.29 kcal/mol vs. 1.97 kcal/mol. Hence, a significant portion of the overestimation of E int by LMP2 comes from an underestimation of the repulsive δE intra . Interestingly, this is not amended at all by replacing LMP2 by LCCSD|LMP2, as long as the coupling between LMP2 close pairs, and LCCSD strong pairs remains switched off (LCCSD|LMP2uc). Switching on this coupling (the LMP2 close pair amplitudes are now allowed to contribute to the LCCSD strong pair residual) has a large effect: the recommended (coupled) LCCSD|LMP2 approach yields much improved δE intra (whereas the δE inter remain at their LMP2 value). For example, for the π -stacked pyridine and benzene dimers δE intra values of 2.86 and 2.40 kcal/mol are now obtained. The LCCSD reference values are now somewhat overestimated (by 0.5 and 0.4 kcal/mol, respectively, for these two examples) but this favorably compensates partly the too attractive δE inter values. As a result, the LCCSD|LMP2 interaction energies are clearly much superior to those of pure LMP2 for π -stacked systems.
The performance of LCCSD|d-LrCCD is clearly worse than that of LCCSD|LMP2. The main problem is that the δE inter are not attractive enough. Even though the uncoupled LCCSD|d-LrCCDuc method provides quite good interaction energies in many cases (cf., e.g., guanine-cytosine (stacked)) this is due to a cancellation of errors between too small attractive δE inter , and too small repulsive δE intra . In the coupled LCCSD|d-LrCCD, on the other hand, this error cancellation is destroyed, leading to grossly underestimated interaction energies for all dimers in Table II. As already pointed out above, d-LrCCD does not include all diagrams up to a certain order with respect to the fluctuation potential which decay as R −6 with the distance R between the the respective LMOs of the close pair. In particular, the third-order diagram D6 is missing, while the third-order diagram D1 is present. This is fixed in the rCCD3 method. As is evident from Table II LCCSD|LrCCD3 is clearly superior to LCCSD|LMP2: E int usually deviates by not more than half a kcal/mol from the LCCSD reference value. Moreover, the individual δE intra and δE inter components are closer to those of LCCSD, indicating that LCCSD|LrCCD3 does not depend as much on fortuitous cancellation of errors in the sum of these two contributions as LCCSD|LMP2 does. The performance of LCCSD|LrCCD, i.e., with inclusion of the fourth order diagrams, is again less good; in particular there is no improvement over LCCSD|LMP2. Note that rCCD again does not comprise all fourth order diagrams which decay as R −6 . For example, the CCD diagrams D13-D16 of Fig. 5 are missing. Moreover, there is a contribution to the doubles residual involving singles amplitudes in LCCSD, which of course is omitted in rCCD.
As already mentioned at the end of Sec. II A, close pair amplitudes also enter the L(T) residual. Replacing the LCCSD close pairs in the reference calculation by LMP2 or LrCCD3 close pairs in the LCCSD(T)|LMP2 and LCCSD(T)|LrCCD3 methods therefore affects E int also via its triples contribution E T . Table III compares the results of reference LCCSD(T), LCCSD(T)|LMP2, and LCCSD(T)|LrCCD3 calculations for the test set adopted from the S66 set. Generally, apart from two electrostatically dominated cases the E T values obtained with LCCSD(T)|LrCCD3 are always closer to the corresponding reference than the LCCSD(T)|LMP2 values. Apparently, the LrCCD3 close pair amplitudes mimic those of LCCSD better than the LMP2 ones. This effect is even more articulate for the trimers discussed in Subsection III B (cf. Table V) . The consequence of a better E T value is of course a further improvement in E int when comparing LCCSD(T)|LrCCD3 to LCCSD(T)|LMP2. Also relative energies of related systems are considerably improved; the LCCSD(T), LCCSD(T)|LMP2, and LCCSD(T)|LrCCD3 relative energies of π -stacked vs. T-shaped geometries amount to 0.06, −0.63, and −0.23 kcal/mol for the benzene dimer, and −0.21, −1.00, and −0.56 kcal/mol for the pyridine dimer.
B. (Kr) 3 and (CS 2 ) 3 trimers
Apart from the dimers of Table II also the trimers (Kr) 3 and (CS 2 ) 3 were investigated; the Krypton trimer in equilateral geometry for two interatomic distances R, the (CS 2 ) 3 for two intermolecular distances R, and two tilting angles α. The geometries of the (CS 2 ) 3 trimer are displayed in Fig. 6 . R = 3.811 Å, α = 28.2
• correspond to the observed geometry reported in Ref. 64 
LrCCD3, X = LrCCD for a set of dimers. Correlation contributions E c to the respective interaction energies, and their intra-and intermolecular components δE intra and δE inter , respectively, all in kcal/mol are also provided. Furthermore, the RMS and maximum deviations relative to the CCSD calculation are given. The prefix "L" for local was omitted in the method names, for brevity. The corresponding complete in the trimer. In all the calculations the C-S bond length was fixed at 1.565 Å, obtained by a CCSD(T)/cc-pVTZ optimization of the CS 2 monomer. The calculated interaction energies E int , the correlation contributions E c thereof, and the three-body correlation contributions E 3c are collected in Table IV . For the interaction energies of Kr 3 the same trend is observed as for the dimers: LMP2 yields too attractive E int , which is amended by LCCSD|LMP2 to large extent; LCCSD|LrCCD3 is a clear improvement over LCCSD|LMP2, and LCCSD|LrCCD again is in the same ballpark as LCCSD|LMP2. The three-body correlation contributions amount to about 1.5% of the total correlation contribution to E int ; they are underestimated by LMP2 and LCCSD|LMP2 (Axilrod-Teller terms are of third order and therefore not included), and somewhat overestimated by LCCSD|LrCCD3 and LCCSD|LrCCD. For the (CS 2 ) 3 trimer MP2 is particularly bad, e.g., at the experimental geometry, E int is overestimated by 6 kcal/mol. LCCSD|LMP2 still overestimates the LCCSD value by almost 2 kcal/mol, while for LCCSD|LrCCD3 the error reduces to somewhat more than half a kcal/mol. LCCSD|LrCCD again is worse, but still better than LCCSD|LMP2. The threebody correlation contributions amount to 2% (tilted geometry) and 3% (parallel geometry) of E c for R = 3.811 Å. Again, LMP2 and LCCSD|LMP2 underestimate the LCCSD E 3c values, while LCCSD|LrCCD3 and LCCSD|LrCCD overestimate it.
Finally, Table V compares the results of reference LCCSD(T), LCCSD(T)|LMP2, and LCCSD(T)|LrCCD3 calculations on the (CS 2 ) 3 trimer. Evidently, E T is quite important for this system; for the experimental geometry it amounts to almost 2 kcal/mol, and for the other geometries somewhat more. The LCCSD(T)|LMP2 method overestimates E T by about half a kcal/mol, while LCCSD(T)|LrCCD3 yields a very accurate value. Again, it appears that the LrCCD3 close pair amplitudes are a better approximation of the corresponding LCCSD amplitudes than the LMP2 ones. As a result, LCCSD(T)|LMP2 overestimates E int of the experimental geometry by 2.5 kcal/mol, while the error reduces to less than TABLE V. Intermolecular interaction energies E int , correlation contributions of the local triples correction, E T (all in kcal/mol) of (CS 2 ) 3 for two different interatomic or intermolecular distances R (in Å) and two different tilting angles α. R = 3.811Å, α = 28.2 • is the experimental geometry reported in Ref. 64 , R = 3.65 Å corresponds to the LMP2 minimum, and α = 0 • to a parallel arrangement of the three CS 2 molecules. In parentheses the differences of the individual E int relative to the experimental geometry are given. The prefix "L" for local was omitted in the method names, for brevity. a kcal/mol for LCCSD(T)|LrCCD3. Moreover, as is also evident from Table V , the relative energies of the four geometries obtained with LCCSD(T)|LrCCD3 are in much closer agreement with the reference than those of LCCSD(T)|LMP2.
C. Linear Gly 4 chain
In order to compare the LCCSD(T)|LrCCD3 vs. LCCSD(T)|LMP2 treatment of intramolecular close and weak pairs we present in Table VI calculations on the linear poly-glycine peptide chain (Gly) 4 , HO[C(O)CH 2 NH] 4 H. The geometry can be found in the supplementary material of Ref. 6 . For these calculations the strong, close, and weak pairs were specified by the two distance thresholds R c and R w : pairs with interorbital distances R < R c , R c ≤ R < R w , and R w ≤ R are considered as strong, close, and weak, respectively. Table VI compares LCCSD correlation energies E CCSD and L(T0) triples corrections E T , obtained with LCCSD(T)|LMP2 (uncoupled and coupled) and LCCSD(T)|LrCCD3 (coupled) for different settings of R c and R w . Evidently, the E CCSD values obtained with LCCSD(T)|LrCCD3 are in much better agreement with the full LCCSD(T) reference value than those of the related LCCSD(T)|LMP2 calculation. For (R c , R w ) = (1, 3) bohr the deviation from the reference amounts to −10 and 2 mH for LCCSD(T)|LMP2 and LCCSD(T)|LrCCD3, respectively. For LCCSD(T)|LMP2 the overestimation of E CCSD fortuitously cancels to large extent with the underestimated E T value, since for R w = 3 bohrs the local triples list (formed from strong and close pairs only 3 ) still is rather short. Increasing the number of close pairs by setting R w to 8 bohrs reduces the deviations from the reference E CCSD value to −5 mH and −0.1 mH, respectively. With such a setting E T is still underestimated by about 1 mH. Apparently, the convergence of E CCSD with increasing number of close pairs is quicker than that of E T . Consequently, one may consider to decouple the construction of the orbital triples list from the criterion of coupling strong and close pairs in the amplitude equations. TABLE VI. CCSD correlation energies E CCSD and corresponding triples corrections E T (all in hartree) for the linear Gly 4 chain with different specifications for the pair approximation. LCCSD(T0)|X with X = LrCCD3, X = LMP2, and X = LMP2uc (for uncoupled) are compared to a full LCCSD(T0) calculation (all pairs strong). The number of strong, close, and weak pairs, as well as the number of orbital triples is also given. Furthermore, the average elapsed times per iteration T avg (in s) is provided for each method. Convergence was always reached in nine iterations. Table VI also compiles the average wall clock times per iteration for the different calculations. The calculations were carried out on four Intel Xeon cores X5560@2.8 GHz. Evidently, the additional computational cost on going from the coupled LCCSD(T)|LMP2 to the LCCSD(T)|LrCCD3 treatment of close and weak pair is quite small, i.e., about 20% for R c = 1 bohr, and considerably less if the number of strong pairs is increased. LCCSD(T)|LrCCD3 thus still is a computationally economic method and can easily be applied to any system accessible to LCCSD(T)|LMP2.
IV. CONCLUSIONS
In local correlation approaches like the local CCSD(T) method the reduction of the number of determinants and related amplitudes is based on (i) the truncation of the virtual space to pair or triple specific subspaces, and (ii) truncations of the pair list of localized occupied orbitals (pair approximations). The former exploits an exponential, the later a polynomial R −6 decay of the pair energies with respect to the distance R between the corresponding localized orbitals. Obviously, the pair approximation is more critical and needs some care. In a LCCSD(T) treatment, pairs with larger R, i.e., close and weak pairs are not simply neglected but treated at a lower level of theory, typically local MP2, while only strong pairs enjoy the full CC treatment. Yet a MP2 treatment of close and weak pairs may not provide sufficient accuracy, for example, if the system comprises π stacked aromatic rings, or in other situations where van der Waals contributions play a significant role. In this article we have investigated the effect of different pair approximations for a test set of intermolecular dimers and trimers. We compare a MP2 treatment of close and weak pairs to alternatives based on the ring-CCD method where 3rd or 4th order diagrams with intermolecular R −6 decay are also included. It turns out that the coupling between close and strong pairs, i.e., the feedback of close pair amplitudes in the strong pair LCCSD amplitude equations, and vice versa, the feedback of strong pair amplitude equations in the weak + close amplitude equations is essential (the latter only for LrCCDn, but not for LMP2). The coupled LCCSD(T)|LMP2 approach provides much better interaction energies than un-coupled LCCSD(T)|LMP2 or pure LMP2. Interestingly, the improvement is almost exclusively due to an improved description of the repulsive intramolecular contribution, which is significantly underestimated by un-coupled LCCSD(T)|LMP2 or pure LMP2. Part of the success of coupled LCCSD(T)|LMP2 comes from a fortuitous cancellation between intra-and intermolecular contributions to the correlation energy.
A significant improvement in the accuracy over coupled LCCSD(T)|LMP2, subject to only an insignificant increase in the computational cost, is achieved when the LMP2 treatment of close/weak pairs is replaced by ring-LCCD3, i.e., all R −6 decaying ring-CCD diagrams up to third-order in the fluctuation potential are included. Such a (coupled) LCCSD(T)|LrCCD3 scheme is clearly superior to LCCSD(T)|LMP2 for van-der Waals dominated systems, and about as good for H-bonded systems. A direct-rCCD treatment of close/weak pairs, on the other hand, yields only disappointing results. It turned out that a third-order diagram absent in direct-rCCD, but present in LrCCD3, is vital for a proper description of close/weak pairs. On the basis of this work we recommend to substitute LCCSD(T)|LMP2 by LCCSD(T)|LrCCD3 in future local CCSD(T) applications.
