I. INTRODUCTION
T HIS spotlight highlights some recent developments in biomedical image processing and analysis that are particularly exciting in terms of pushing existing limits of spatial and temporal resolution, without compromising specificity and sensitivity. While there were many notable advances in imaging this year, topics covered here are focused on diffusion tensor imaging and MR spectroscopy in brain imaging, cardiac 4-D ultrasound, computer vision algorithms in medical imaging and image processing techniques in electron crystallography of proteins.
II. DIFFUSION TENSOR IMAGING AND MR SPECTROSCOPY
DTI is a Magnetic Resonance Imaging (MRI) technique that enables us to quantitatively measure water molecular diffusion in biological tissue. The neuroscience community has leveraged DTI and the intrinsic directionality of water diffusion in the human brain to study diffusion anisotropy of white matter fiber tracts in vivo [1] . DTI has recently gained clinical acceptance for the detection of subtle abnormalities associated with various pathologies such as stroke, multiple sclerosis, dyslexia, and schizophrenia [2] .
In the last decade, there have been several new applications of DTI. DT tractography enables us to study age-related regional variations of the corpus callosum since it can provide quantitative diffusion measures reflecting the microstructure of white matter tissue and reconstruct the segments of the corpus callosum in vivo [3] . Another advance has been the use of DTI for electromagnetic source imaging. The electrical conductivity tensor of tissue can be noninvasively estimated from the water self-diffusion tensor measured by DTI [4] , [5] . This contribution has led to more rigorous studies on the influence of conductivity anisotropy in white matter tissue on EEG/MEG forward and inverse solutions [6] , [7] . Recently, more advanced models of the diffusion process have been proposed to overcome limitations of existing diffusion models. In [8] , the authors proposed a method for myelin water weighted DTI using a magnetization transfer prepared stimulated-echo DTI technique, resulting in improved assessment of myelin microstructure.
Further improvements in DTI techniques (e.g., high signal-tonoise-ratio of acquire data, robust reconstruction techniques, and stable post-processing analysis) are required to more accurately compute diffusion anisotropy measures and more precisely identify white matter fiber tractography. These advancements in DTI will increase the utility of DTI in both research and clinical applications and help us better understand many neurological and neuropsychiatric disorders with white matter pathology and may provide key insight into the most compelling questions in neuroscience.
While DTI is used to provide information about the structure and connectivity of the brain, MR spectroscopy can illuminate ongoing metabolic processes. The relation between neuronal activity and metabolic dynamics in various pathologies is not well understood. In a recent paper [9] , Peca et al. attempt to find correlations between epileptic seizures induced via visual stimuli and consequent metabolic responses as measured via single voxel spectroscopy. They report a temporary increase in glutamate and glutamine concentrations, likely due to complex interactions between metabolites and the preceding neuronal activity.
As stronger magnets become available and as new spectroscopy techniques are developed, more and more metabolites will be available for quantification and imaging [10] . The 1937-3333/$26.00 © 2010 IEEE combination of DTI and spectroscopy will be powerful and of interest to both researchers seeking to understand the interplay between brain structure and chemical activity as well as clinicians seeking to treat neurological diseases.
III. CARDIAC 4-D ULTRASOUND
The development of real-time and Doppler echocardiography in the early 1980s revolutionized cardiovascular diagnosis. Advances in phased array transducer design and ultrasound processing, has made real-time three-dimensional echocardiography (RT3DE) a commercially viable ultrasound system [11] . Though most commercial systems include some rudimentary image analysis packages for the new RT3DE data, analysis tools that truly leverage the advantages provided by this new paradigm are still needed. Automated analysis tool for cardiac data are needed in several areas [12] : 1) computation of correspondence in temporal data to extract the exact motion of the myocardium tissue over time; 2) generation of a geometrical heart model with known and clinically acceptable error bounds; and 3) the ability to relate and interpret geometric and motion data for a diagnosis specific to cardiac pathologies. In this next section, I highlight some ongoing research being conducted to address the first two areas.
Full 4-D acquisition methods can greatly increase spatial and temporal resolutions of acquired data but also carry along an equally daunting amount of data that has to be processed. Existing analysis algorithms tend to involve significant human input before they can be used, such as the tracing of hundreds of slices of cardiac borders. Moreover, epicardial borders are difficult to detect even by trained cardiologists [11] , [13] . Thus 3-D automated border delineation is critical for the analysis of RT3DE data. Research groups in [11] and [13] have developed particularly promising algorithms in this important area of image analysis.
Several groups are also working on the ability to generate geometrical models from detected cardiac borders. Particularly successful methods have leveraged speckle tracking and optical flow [14] - [16] . Speckle tracking is an algorithm that searches for local speckle patterns across temporal data that most closely match a template. Optical flow uses the local pixel intensities and similarly attempts to match a template across temporal data/ frames.
As these research efforts mature and are realized, we expect to see the use of RT3DE overtake two-dimensional (2-D) echocardiography as the primary clinical diagnostic tool [17] in cardiology where real time functional imaging is most challenging due to the complex dynamics of cardiac motion.
IV. LEARNING BASED MEDICAL COMPUTER VISION
Machine learning and computer vision techniques play an important role in solving many challenging problems in medical imaging such as segmentation, registration, reconstruction, computer-aided diagnosis, and computer aided intervention. In this section, I highlight some recent approaches that have led to exciting applications in medical imaging.
In [18] the authors proposed a method for automatic coupled detection and segmentation of axillary lymph nodes in CT data. They employed marginal space learning (MSL) framework [19] for lymph node detection and used an efficient feature cascade to perform rapid detection and segmentation. The feature cascade, at the first level, consisted of efficient but approximate 3D Haar features. Successive levels of more discriminative feature identification helped to form an efficient and accurate framework for lymph node detection and segmentation.
In [20] spatial decision forests were used for automatic MS lesion segmentation in multimodal MR images by using a spatial prior derived from an atlas and contextual long range features to discriminate between lesions. In addition, the authors proposed a symmetry feature and were able to improve on existing methods for automatic lesion segmentation. In recent years, the random forest framework has been successfully applied to many applications in medical image localization and segmentation.
Lastly, I would like to spotlight a method for group-wise spatio-temporal registration and segmentation of fetal cortical surface development in MR data [21] . The authors used a spatiotemporal surface atlas that was derived via an iteratively learned template to reflect age specific characteristics of the cortical surface. Further, a segmentation process was employed on the template to extraction regions of coherent growth for detailed analysis of fetal cortical growth development.
V. IMAGE PROCESSING IN ELECTRON CRYSTALLOGRAPHY
OF PROTEINS Almost 30% of all eukaryotic proteins are membrane proteins, many of which are valuable protein targets for drug development today. Though x-ray crystallography has been the primary method of structure determination for most proteins, structural studies of membrane proteins rely almost exclusively on electron microscopy (EM) of 2-D crystals. The EM based method has the distinct advantage of allowing membrane proteins to be visualized in their native lipid bilayer. Indeed, improving EM image processing techniques would allow us to overcome significant bottlenecks in the production of 2-D crystals and could help automate a currently tedious process of obtaining high-resolution structures of membrane proteins, and accelerate the drug development pipeline.
The state of image processing in 2-D crystallography is rapidly changing, with the introduction of user-friendly interfaces, such as the software package, which automates 3D reconstruction from a number of 2-D crystal images [22] . The automatic processing of one 2-D crystal image includes determination of defocus, tilt geometry and crystal lattice parameters. Most recently in [23] they implemented maximum-likelihood (ML) in the software package, allowing for "single-particle style reconstructions" from 2-D crystal images. The ML technique enables the reconstruction of higher resolution images even from poorly ordered 2-D crystals, a common challenge in 2-D crystallization. Additional techniques recently developed for single-particle reconstruction include EMAN, IMAGIC and SPIDER, all of which use EM images of single particles to reconstruct 3-D structures of larger protein complexes.
Other issues with single-particle image refinement, such as lack of sample flatness [24] , are also being addressed. However, several lesser-explored issues still remain. Particularly difficult in both EM and X-ray crystallography is phase determination.
Recent work [25] showed phase extension to be a promising approach.
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