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A precise geodetic measurement network using three modern space geodetic techniques, i.e. Very Long Baseline
Interferometry, Satellite Laser Ranging, and Global Positioning System, is being established around Tokyo, Japan
by the Communications Research Laboratory. The Key Stone Project, which is the name of the project, was started
to obtain precise relative positions of four stations using these three space geodetic techniques on a daily basis.
The system was designed to make frequent observations possible with minimum human operations and to provide
analyzed results as fast as possible. This paper describes various aspects of new features and the performance of
the automatic geodetic Very Long Baseline Interferometry observation and data analysis system designed for the
Key Stone Project. This automated design has allowed daily Very Long Baseline Interferometry experiments to be
conducted since January 1995 and the results to be immediately made available for public use after each experiment.
1. Introduction
Very Long Baseline Interferometry (VLBI), Satellite Laser
Ranging (SLR), and Global Positioning System (GPS) are
precise geodetic measurement methods and are often called
space geodetic techniques (Anderson and Cazenave, 1986).
Since these three techniques have different characteristics in
many aspects, collocating them has been an idea of great in-
terest in recent years. By placing different techniques close
together, one can compare the different and independently
obtained results with each other, improving their individual
reliability. Communications Research Laboratory (CRL) has
been conducting research and technical development of these
three techniques and started a new research project to estab-
lish a compact space geodetic network using all three of these
three space geodetic techniques in 1994. Observation facili-
ties using them were located placed at four sites in the Kanto
area of Japan, Koganei (Tokyo), Kashima (Ibaraki), Miura
(Kanagawa) and Tateyama (Chiba) as shown in Fig. 1. The
project was called the Key Stone Project after an ancient
mythological story originated at Kashima. The relative posi-
tions of monuments at each site are precisely measured with
local ground survey measurements. The network is rela-
tively small considering that VLBI and other space geodetic
techniques often use inter-continental baselines sometimes
exceeding 10000 km. But the smallness of the network can
be regarded as an advantage since many technical challenges
can be easily tested or applied. The network is unique in
collocating three space geodetic techniques and it can be
considered as a technical test-bed for precise geodetic re-
search.
The developments of VLBI technique began in late 1960’s
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(Clark et al., 1985) and the technique has been extensively
used in various fields of geodynamics such as global plate
tectonic measurements (Ryan et al., 1993) and studies of
variations in the Earth’s rotation (Eubanks, 1993). Since the
early 1980’s, various technologies necessary for VLBI mea-
surements have been developed also in CRL (Kunimori et
al., 1993). Using the initially developed observation system,
the 26- and 34-m antennas at Kashima Space Research Cen-
ter (KSRC) of CRL have participated in global and regional
VLBI sessions conducted by many organizations including
CRL itself. Some of the international VLBI sessions con-
ducted by the National Aeronautics and Space Administra-
tion (NASA) and all of the regional VLBI sessions conducted
by CRL were processed by a VLBI correlator system devel-
oped at KSRC and the VLBI observations were analyzed
to obtain valuable results. The experience and know-how
learned while developing the observation and data process-
ing systems for VLBI were utilized to develop the Key Stone
Project VLBI system.
A major motivation of the Key Stone Project network
was to perform precise space geodetic measurements as fre-
quently as possible and to investigate the dynamic behavior
of a relatively small region around Tokyo associated with
seismic activities and deformation of the lithosphere in the
area (Kurihara et al., 1996). The area around Tokyo is seismi-
cally active and shows a complicated distribution of deforma-
tion due to plate tectonic motions of three interacting plates.
Continuous monitoring of the region is expected to provide
valuable information about the geophysical processes occur-
ring under the region. To achieve this objective, measure-
ments have to be performed as frequently as possible and
the results are required to be made available with minimum
delay. Before the Key Stone Project, VLBI experiments took
a long time to coordinate and to process the observed data.
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Fig. 1. Geographical locations of the four observation stations in the Key Stone Project space geodetic network. Baseline lengths range from 35 km to
135 km.
In the case of Western Pacific VLBI Network experiments
(Koyama et al., 1994), the total time required from prepara-
tion through data correlation and analysis was more than a
month. The Key Stone Project VLBI observation and data
processing systems were designed to achieve automated op-
eration throughout the entire process. These systems have
enabled frequent and regular VLBI observations to be made
and reports of analyzed results to be published quickly. This
paper mainly describes the observation and data analysis sys-
tems of the Key Stone Project VLBI network, focusing on
various features providing automation and robustness.
2. Observation Systems
2.1 Antenna and receiving systems
Figure 2 is a picture of the 11-m antenna system for
VLBI observations at Kashima. The antenna systems at all
four sites have identical designs except for the heights of
the antenna pedestals. The antenna is a fully steerable
Cassegrainian system equipped with S-band (2100–2500
MHz) and X-band (7700–8600 MHz) receivers. Its point-
ing direction can be moved at a slewing rates of 3 degree per
seconds for both azimuth and elevation angles. Table 1 shows
the estimated System Equivalent Flux Densities (SEFDs) of
the receiving systems. SEFD is the flux density of a hypo-
thetical radio source that would generate equivalent power
in the receiver output to the power of the system noise; it
is often used to measure overall performance of a receiver
system since this value is related with a signal-to-noise ratio
Fig. 2. The 11-m antenna system at Kashima. The GPS receiving antenna
on the top of the steel pillar can also be seen in front of the VLBI antenna.
by an equation which will be discussed later. Although the
basic designs of the receiving systems at the four stations are
the same, their actual performances vary slightly. The SEFD
values for the 34-m antenna at Kashima are also shown in the
table for comparison. The temperature in the receiver cabi-
net located beneath the main reflector is maintained within 2
degrees of nominal to maintain phase stability of the signal
path. A hydrogen maser system at each station is also lo-
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Table 1. System Equivalent Flux Density (SEFD) of four VLBI antennas.
These values were estimated from a measurement of the 34-m antenna at
Kashima and correlated flux results which were obtained in a joint VLBI
experiment with the 34-m antenna station at Kashima and four Key Stone
Project stations.
Station SEFD (X-band) SEFD (S-band)
Koganei 6180 Jy 3030 Jy
Kashima 5490 Jy 2830 Jy
Miura 10220 Jy 3350 Jy
Tateyama 16490 Jy 3070 Jy
34-m at Kashima 316 Jy 343 Jy
cated in a temperature controlled chamber to achieve better
frequency stability.
The S-band signal is converted to the Intermediate-Fre-
quency (IF) band between 500 MHz and 900 MHz using
a local frequency signals of 3000 MHz. The X-band sig-
nal is split and converted using local frequency signals of
7200 MHz and 7600 MHz into two IF bands between 500
MHz and 1000 MHz, which correspond to 7700–8200 MHz
and 8100–8600 MHz of the original signal. Three IF band
signals, one from the S-band and two from the X-band, are
again converted using newly developed video converter units.
Since the lower side band (LSB) of the local frequency sig-
nal is used for the IF band, the LSB outputs of the video
converter units are used for the S-band observations.
2.2 Data acquisition systems
There are two main observation modes in the Key Stone
Project VLBI system: a tape-based VLBI mode and a real-
time VLBI mode. In the former, the radio signals received
at each antenna are digitized and recorded on D-1 standard
magnetic cassette tapes using a K-4 data recorder unit whose
interface unit was designed for the Key Stone Project (Kiuchi
et al., 1996a). The recorded tapes are transported after each
experiment to Koganei station where a VLBI correlator sys-
tem is located. In this case, observation data are correlated
the day after an experiment and the final analysis results be-
come available within two days after each experiment was
performed. A minimum number of simple human opera-
tions is required at three remote stations to replace tapes and
transport recorded tapes to Koganei station. These simple
operations are performed by a local contractor at each site.
The amount of effort required is, however, much less than
for conventional geodetic VLBI experiments. Once the ob-
servation tapes have been set in the digital mass storage tape
changing unit, the required ones are identified by bar-code la-
bels and are loaded or unloaded to and from the data recorder
unit automatically. At Koganei correlation center, additional
human operations are required to organize the observation
tapes. But these are also few in number and simple. The
operations at the Koganei correlation center are to ship and
receive observation tapes, place them in tape changers for ob-
servations and data correlation, and then start the VLBI data
correlation processing. Correlation processing and data anal-
ysis are done without human interaction throughout. Figure 3
Fig. 3. VLBI observation racks in the observation control room adjacent
to the 11-m antenna at Kashima. The rack on the left is for an antenna
control unit and a video monitor system for the antenna. The rack in
the middle is for controlling and monitoring the receiver. The right-hand
rack is for analog unit of the backend system. The tape changing unit for
the digital mass storage is located right of these three racks.
shows antenna control and data acquisition racks at Kashima
station.
In the real-time VLBI mode, on the other hand, after the
radio signals received at each antenna have been digitized and
formatted by the data interface unit in the same manner as in
the tape-based VLBI mode, the formatted data are transmit-
ted to a real-time VLBI correlator located at Koganei station.
Since the amount of data is huge, it is transferred by an optical
fiber digital communication line using Asynchronous Trans-
fer Mode (ATM). The four stations are connected by newly
developed optical fibers that can transfer digital data at up to
2.4 gigabits per second (Gbps). The design of the correlator
system used for the real-time VLBI mode has identical de-
sign with the correlator system used for the tape-based VLBI
data processing. The ATM data transmitter and receiver in-
terfaces are the key technical components developed for the
real-time VLBI system of the Key Stone Project (Kiuchi et
al., 1996b). In the case of real-time VLBI mode, no human
operations are required at either the remote stations or the
Koganei data correlation station. All the processes required
during observations and data analysis are fully automated.
The analyzed results become available immediately after the
final observation of an experiment. Recent developments
in the high speed data communication technology were re-
markable. Maximum speed capability is glowing very fast
and soon the real-time VLBI will become realistic for much
longer baselines. The real-time VLBI technique has a po-
tential to expand observation bandwidth and to improve the
sensitivity which has been limited by the speed limitation of
the data recording technology.
2.3 Observation control and monitoring systems
At each station, two workstations and one PC system are
used to perform all the automated tasks necessary for VLBI
observations, as shown in Fig. 4. The PC system, which is
used to control tracking of the antenna system, is called an-
tenna control PC. When it is given the right ascension and
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Fig. 4. Schematic diagram of the exchange of data between various equipment and the observation control workstation or the monitoring workstation.
the declination of a celestial radio source, the antenna con-
trol PC calculates its azimuth and elevation angles and sends
necessary commands to the antenna control unit, which ac-
tually controls the motor servo systems of the 11-m antenna.
The antenna control PC is connected to a Unix workstation
called observation control workstation via a GPIB (General
Purpose Interface Bus) communication interface. The obser-
vation control workstation provides right ascensions and de-
clinations of target radio sources during a VLBI experiment
according to an observation schedule file. Tape changing and
data recording are also controlled by the observation control
workstation in the tape-based VLBI mode of operations. The
observation schedule file also specifies local frequencies and
video-bandwidth of 16 observation channels, and necessary
commands are sent from the observation control workstation
to the data acquisition terminal via the GPIB communication
bus to set up observation configurations at the beginning of
each experimental session.
In a geodetic VLBI experiment, weather data and cable
delay data have to be collected during the experiment for the
calibrations required in the data analysis. These data are col-
lected by a different Unix workstation called the monitoring
workstation. This workstation also measures and collects
many data for monitoring the statuses of many components
via a GPIB interface and a parallel I/O interface. These tasks
are separated from the observation control workstation so that
calibration data as well as monitoring data will be collected
continuously regardless of whether the VLBI observations
are being performed or not. Separating data monitoring tasks
from observation control tasks also reduces the data load on
the GPIB line. When one of the status signals collected by
a parallel I/O interface indicates a problem, or when one of
the monitored data items exceeds a predetermined threshold,
the monitoring workstation indicates the problem on the con-
sole terminal screen and sends an alarm signal to the central
control workstations over the wide area network system.
2.4 Central control systems
At Koganei and Kashima stations, there are additional
Unix workstations called central control workstations. Their
role is to organize observations performed by the observation
control workstations at the four stations and to collect status
and monitoring data from the monitoring workstations. The
graphical user interface of the central control workstations
has been designed to be easy to use so that untrained opera-
tors can easily perform remote operations and various checks
on the observation systems at remote sites. Observations at
remote sites can be started, interrupted, and resumed after an
interruption from the central control workstations. Receiv-
ing systems and data acquisition systems can be controlled
remotely, and the results of the operations can be confirmed
with video camera images over the computer network. Any
problems detected by an observation control workstation or
a monitoring workstation are reported to the central control
workstations and such events are logged in a file and sent
over the network to pre-registered e-mail addresses to notify
the designated persons in charge that there is a problem. Ob-
servation programs on the observation control workstations
are executed by commands from two central control work-
stations. These two commands are issued at different times
with a certain arbitrarily-chosen interval between them. In
Y. KOYAMA et al.: AUTOMATED GEODETIC VLBI OBSERVATION 713
Fig. 5. Configurations of the wide area computer network system for the entire network of the Key Stone Project VLBI network. The dial-up network line
between Miura and Tateyama stations becomes active when one of the other three networks happens to be unavailable. The high-speed (2.4 Gbps) ATM
network lines used to transfer observed data in the real-time VLBI mode are not used for the communications between computer systems and are not
shown here.
the usual case, time which can be arbitrary set. In an usual
case, the first command starts the observations at all four
sites, and the second command is ignored. However, if the
first command fails to reach the observation control worksta-
tion at any station for some reason, then the second command
becomes effective and prevents the experiment from failing
as a result of an unexpected situation.
After all the observations in an experiment have been done,
observation log files are transferred and merged with other
data files obtained by monitoring workstation at each site.
The merged log files are then used in the data correlation pro-
cessing and when the database files are created. Before the
experiment, the central control workstations perform check
routines at all four stations to examine whether the observa-
tion tapes are ready. If any of the observation tapes are not
properly set in the tape changer unit or have a problem, an
e-mail message is sent to the responsible persons to inform
them that the station is not ready for the observations. The
tapes to be used in the experiment are specified in a master
control file stored on each central control workstation. The
central control workstations interpret the master control file
to determine which stations will participate in the next exper-
iment and which tapes should be used at each station. The
master control file is updated every month automatically so
that regular experiments can be done without human inter-
action. The master control file can also be modified at any
time by an operator on a central control workstation in order
to change the participating stations and tapes to be used. Ev-
ery time the file is modified, the master control file is sent to
the other central control workstation to ensure consistency
between these files on the two central control workstations.
2.5 Computer network system
At each station, a TCP/IP local area network over Ethernet
connects the observation control workstation and the moni-
toring workstation; at Koganei and Kashima stations, it also
connects the central control workstation. Other computers
are connected to the same network to acquire data from a
GPS receiver and a seismometer. In addition, at Koganei
station, correlator units and additional workstations required
for the correlation processing and data analysis are connected
to the network. An intelligent network bridge is located be-
tween the segment for correlators and the segments for other
computers to keep the huge amount of correlated data on one
side.
All four VLBI stations are connected together by ded-
icated computer network lines. The configuration of the
network system is shown in Fig. 5. Three dedicated com-
puter network lines connect Koganei to Miura, Koganei to
Kashima, and Kashima to Tateyama. Since the data traffic
on the computer network is not very high and there are no re-
quirements for high-speed responses between the computer
systems, 64 kbps is sufficient as the data capacity of the net-
work system. However, the data rate between Kashima and
Koganei is doubled to 128 kbps because most of the com-
munications are done by two central control WS systems at
Kashima and Koganei with other WS systems and therefore
the data traffic on this segment is about twice as large as the
other two segments. In addition to three dedicated computer
network lines, Miura and Tateyema stations are connected
by a dial-up packet line, which becomes active if one of the
three dedicated lines becomes unavailable. This configura-
tion ensures that each station is always reachable from any
other station, so observations can be performed as usual un-
less two or more network lines fail at the same time.
The network is connected to the Internet through the data
analysis workstation at Koganei. This workstation has two
network interfaces: one is connected to the Key Stone Project
network and the other is connected to the laboratory network,
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which is connected to the public Internet. This workstation
acts as a firewall system. Necessary connections between
two network segments can be made through the workstation,
but unauthorized access to the Key Stone Project network
from the public Internet is prevented.
The antenna control PC and observation control worksta-
tion at each station have parallel data interfaces, which are
connected to an Inter-Range Instrument Group (IRIG) time-
code signal generator of a GPS receiver. The internal clock of
these computer systems are synchronized to the coordinated
universal time (UTC) provided by the GPS receiver every
day during the observation preparation procedures. The pre-
cise time information maintained in the antenna control PC
is necessary to point the antenna to the direction of a ra-
dio source accurately. The observation control workstation
disseminates precise time information by Network Time Pro-
tocol (NTP) as a server. The monitoring workstations and
central control workstations are configured as NTP clients
and the internal clocks of these systems are always synchro-
nized to the UTC.
2.6 Redundant system design concepts
Since the VLBI observation system of the Key Stone Pro-
ject was intended to achieve automated operation as much as
possible, it was designed with a redundant configuration to
improve overall reliability. The network system described in
the previous section is one example which has been designed
with the redundant concept. Each observation control work-
station is also accessible via a public telephone line using a
modem, and observations can be controlled remotely even if
the network connection to the station is unavailable.
The two central control workstation systems at Koganei
and Kashima are identical and operate independently from
each other. This dual operation guarantees that regular obser-
vations can be made at all stations even if one of the central
control workstations malfunctions. The combination of re-
dundant designs makes the entire VLBI observation system
robust against many possible irregularities. If any one sta-
tion goes down for any reason, the other three stations can
still continue observations because they are accessible from
at least one of the central control workstations via the dial-up
packet network line. Some of the software components re-
lated to automated experiment management are also written
with redundant design. For example, the observation sched-
ule file is created two weeks before each experiment. This file
contains all the information necessary to carry observations
and correlation processing of an experiment. Especially, the
sequence of radio sources to be observed can not be the same
and the schedule file have to be made every time. But whether
the file was actually created or not is checked again on the
day of the experiment. If the file was not found, it is created
at this time. In this way, the schedule file can be replaced
anytime during the two weeks before the day of the experi-
ment if a special experiment have to be coordinated, and on
the other hand, the risk of the loss of the experiment because
the schedule file was not created can be reduced consider-
ably. This kind of redundancy is quite effective to improve
the reliability of the automated observation system.
3. Observations
3.1 Optimized observation time
The Key Stone Project VLBI system uses relatively small
and fast slewing antennas. Each antenna is equipped with
low-noise amplifiers for the X- and S-band frequencies that
operate without a cryogenic system. Using non-cryogenic re-
ceivers reduces the amount of maintenance and the likelihood
of system failure but increases the system noise temperature
compared with using cryogenic ones. Both the small antenna
aperture and the high system noise temperature contribute to
reduce the sensitivity of the receiving system, so only strong
radio sources had to be selected for the Key Stone Project
VLBI experiments. To obtain sufficient signal-to-noise ratio
(SNR) R within a reasonable correlation integration time T ,
the necessary flux density Fs(Jy) of an observation target ra-









where B is the total frequency width (Hz), and Fi (i = 1, 2)
are SEFDs (Jy) of the receiver systems at two stations. The
factor 2/π is a result of a loss due to the 1-bit sampling digiti-
zation error. If we limit the maximum correlation integration
time to 320 seconds and minimum SNR to 10, then the min-
imum flux density of the radio sources with an observation
data rate of 64 Mbps is 1.8 Jy in the X-band and 0.57 Jy in
the S-band. From the list of radio sources whose positions
are known precisely in the International Celestial Reference
Fig. 6. Data synchronization time for different observation modes and
different observation data rates.
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Table 2. Optimized observation times (seconds).
Radio sources Real-time VLBI mode Tape-based VLBI mode
256 Mbps 64 Mbps 256 Mbps 64 Mbps
0059+581 332 332 360 360
3C84 62 62 90 90
0420−014 117 222 145 250
0552+398 62 67 90 95
0727−115 126 239 154 267
4C39.25 62 62 90 90
3C273B 62 62 90 90
3C279 62 62 90 90
1308+326 108 204 136 232
1334−127 62 98 90 126
3C345 62 62 90 90
NRAO530 62 62 90 90
1921−293 62 62 90 90
2134+004 62 62 90 90
2145+067 62 94 90 122
3C454.3 62 62 90 90
Frame, 16 strong radio sources that satisfy the requirements
were selected. Then the optimal integration time of cross-
correlation processing for each source was determined to get
a sufficient SNR of 20 in both the X- and S-bands for all
baselines. The maximum correlation integration time is lim-
ited to 320 seconds even if the desired SNR is not obtained
and the minimum correlation integration time of 50 seconds
is kept.
To determine an adequate observation time for the tar-
get radio sources, a certain amount of time required to syn-
chronize data in correlation processing should be added to
the optimized integration time. Figure 6 shows the distri-
bution of the data synchronization times for two data rates
and two observation modes. It reveals a clear difference in
the data synchronization times between tape-based and real-
time VLBI modes. In the real-time VLBI mode, the data
synchronization time is about 10 seconds for data rates of
both 256 and 64 Mbps, and more than 95% of the data were
less than 12 seconds. On the other hand, in the tape-based
VLBI mode, the data synchronization is achieved by adjust-
ing the data reproducing timing mechanically, which takes
longer than the data synchronization using data buffers, as is
done in the real-time VLBI mode. The distribution of time
required to perform data synchronization in this case has a
peak at about 30 seconds, and it takes 40 seconds to cover
95% of all the data. The observation time for each radio
source was determined by adding the correlation integration
time determined from the SNR requirements and the data
synchronization time, which is 12 seconds for the real-time
VLBI mode and 40 seconds for the tape-based VLBI mode.
The results are shown in the Table 2. The maximum number
of observations in one experiment is achieved at a data rate of
256 Mbps in real-time VLBI mode. In a typical experiment
with 24 hours of duration, about 600 observations are possi-
ble at 256 Mbps in real-time VLBI mode, compared to only
about 380 at 64 Mbps in tape-based VLBI mode. The uncer-
tainties of the estimated site coordinates are proportional to
the inverse of the square-root of the number of observations
if the signal-to-noise ratio is kept and each measurement can
be regarded as independent from other observations. There-
fore the final results are expected to be improved by about
26% by making observations at 256 Mbps in real-time VLBI
mode compared with ones at 64 Mbps in tape-based VLBI
mode. However the actual improvements were not so re-
markable probably because the measurement errors can not
be regarded as a white noise.
3.2 Optimized channel frequency assignments
The Key Stone Project VLBI observation system can per-
form observations with 16 video channels. Ten channels are
assigned for the X-band and the other six for the S-band.
The frequency assignments of observation channels were
determined to achieve a wide equivalent frequency width af-
ter bandwidth synthesis processing while the side-lobe peak
height of the bandwidth synthesis function was kept small.
Table 3 shows the frequency assignments used at present.
The phase calibration signal is injected into the received sig-
nal at 5 MHz frequency intervals, and the local frequency of
each channel is chosen to have the phase calibration signal
at 10 kHz.
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Table 3. Frequency assignments.
X-band S-band
Ch. No. Local Freq. (MHz) Ch. No. Local Freq. (MHz)
1 7714.99 11 2154.99
2 7724.99 12 2164.99
3 7754.99 13 2234.99
4 7814.99 14 2294.99
5 8034.99 15 2384.99





3.3 Automated VLBI observations
In both tape-based and real-time VLBI experiments, the
observations at four stations are performed without any op-
erators. First, the observation schedule file is created by the
software SKED using its AutoSKED capability. This soft-
ware has been developed by NASA Goddard Space Flight
Center and can produce an optimized observation sched-
ule automatically (Steufmehl, 1983). The software is run
by a clock daemon (cron) process of a Unix workstation
two weeks before the actual observations. The observa-
tion schedule file is duplicated and transferred to two central
control workstations. For better reliability, the observation
schedule for the day is checked by a different cron process. If
the schedule file was not actually prepared two weeks ahead,
the schedule file is newly produced at this time. The ob-
servation mode and starting and ending times are specified
in a parameter file and the observation schedule is produced
according to its contents. These parameters can be easily
modified using one of the widely available browsers for the
World Wide Web (WWW). If a special observation sched-
ule is required temporarily, an operator at Koganei central
station can create the schedule file using a WWW browser.
On the day of the experiment, the two central control work-
stations independently transfer the observation schedule file
to the four observation control workstations. Stations to be
included in the session are controlled by the master control
files on the central control workstations. Then the observa-
tion control program on the observation control workstation
is started by a command from the central control workstation.
Before the first observation is begun, the internal clock of
the observation control workstation is synchronized to UTC
using the time code generator of a GPS receiver, and then
the input interface units of the data acquisition system are
synchronized to the internal clock of the observation control
workstation. This step is especially important when a leap
second is introduced. The frequency settings of the video
converter units and the observation data rate of the data ac-
quisition system are properly set according to the informa-
tion in the observation schedule file. During an experiment,
the status of each site is reported to an operator at Koganei
central station by e-mail once every hour. After all observa-
tions in the experiment have finished, the log files are trans-
ferred to the central control workstations and merged with
the weather calibration data file, delay calibration data file,
and time difference data files for the correlation processing
and the following data analysis procedures.
3.4 Regular observations
The first VLBI experiment with the Key Stone Project net-
work was performed for 24 hours on August 29, 1994 with
the single baseline between Koganei and Kashima. Daily
VLBI experiments began on January 31, 1995 with the same
baseline. In the daily experiments, observations were usu-
ally performed for 5.5 hours from midnight. Full network
experiments with the four stations shown in Fig. 1 started on
September 1, 1996 on a daily basis. Table 4 shows how the
reliability of the observation system of the Key Stone Project
VLBI network has improved since full network experiments
began in September 1996. The ratio of the number of suc-
cessful experiments to the number of days in the month is
shown in the table for each station. Here, an experiment was
considered to be successful for a station if the station posi-
tion could be estimated from the obtained data. As shown
in the table, the ratio gradually improved, and all the exper-
iments were successful for every station in February 1997.
This demonstrates the reliability of the observation system
designed for the Key Stone Project VLBI system.
Until September 29, 1997, daily VLBI observations were
performed from 15:00 UT to 20:30 UT. From September
30, 1997, the frequency of experiments was reduced from
every day to alternate days and the duration of an experiment
was extended to 23.5 hours in the expectation that this would
reduce systematic errors in the data analysis results (Kondo
et al., 1998).
4. Data Reduction and Analysis Systems
4.1 Cross correlation processing
The cross correlation processing of the observed data is
done by the VLBI correlators located at Koganei station.
There are two sets of cross correlation processing units: one
is used for the tape-based VLBI mode and the other for the
real-time VLBI mode. No human operations are required
in the real-time VLBI mode. The correlation management
program is always running, and the cross correlation process-
ing is performed whenever the observations are performed
(Kondo et al., 1996). In the tape-based VLBI mode, on the
other hand, a human operator must set the data tapes in the
tape changing unit of the correlator system and start the cor-
relation management program. Once the cross correlation
processing has begun, all procedures are performed automat-
ically until the database files are created from the observation
data.
4.2 Initial data analysis
In both tape-based and real-time VLBI modes, the out-
put data from the correlator system at Koganei station are
processed by the bandwidth synthesis program to determine
time delays for all combinations from participating stations.
The set of obtained time-delays and their rates of change is
then combined with auxiliary data including meteorological
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Table 4. Ratio (%) of successful experiments to the total number of days in a month summarized for every month from September 1996. An experiment
was considered successful for a specific station if the station coordinate was estimated or used as a reference in the data analysis.
Koganei Kashima Miura Tateyama
1996 September 96.7 96.7 83.3 93.3
October 96.8 93.5 96.8 93.5
November 93.3 80.0 93.3 83.3
December 96.8 90.3 100.0 100.0
1997 January 90.3 96.8 100.0 100.0
February 100.0 100.0 100.0 100.0
March 90.9 100.0 100.0 86.4
data and delay calibration measurements and is stored in two
database files, one for X-band data and the other for S-band
data. Only the X-band database is used for data analysis
and the S-band database is mainly used to obtain correlated
amplitudes of observed radio sources. The databases are cre-
ated using Mark-III database handler software developed at
NASA Goddard Space Flight Center and the file format of
the databases is based on the Mark-III database file format,
which can be handled by various software programs based
on the Mark-III database handler routines.
Once the X-band database file has been created on the data
analysis workstation at Koganei station, a set of data analysis
programs processes the database file until the initial analysis
results are obtained. Figure 7 illustrates the entire process of
data analysis. At first, the DBUPDATE routine updates the
database with the latest a priori information. The a priori in-
formation to be updated includes coordinates (δx and δy) of
the Earth’s rotation pole with respect to the conventional pole,
UT1–UTC, nutation offsets from the IAU80 standard model,
terrestrial coordinates of reference points of VLBI stations,
and coefficients for site displacements due to ocean loading
effects. The same routine is used in the re-analysis proce-
dures when a part of the a priori information is improved. In
the next step, the CALC routine calculates theoretical delays
and delay rates based on the a priori information and calcu-
lates a Jacobian matrix with various parameters for the least
squares estimates. After the CALC routine, the database is
ready for the least squares analysis. DATSET then extracts
necessary information from the database and stores it in a
work file. After these procedures, the VLBEST routine runs
three or more times and least squares analyses are performed
using different combinations of estimation parameters de-
pending on the stage of the analysis. In the first step, only
the clock offsets and their rates of change with respect to
a reference station are estimated and the other parameters
are fixed. In this procedure, the observed delays may in-
clude delay ambiguities, which are certain amounts of time
multiplied by integers. The ambiguities are the results of
the bandwidth synthesis processing, and the minimum step
of ambiguity is defined by the inverse of the greatest com-
mon divisor of frequency spacings of the local frequencies
of observation channels, which is 100 nanoseconds for both
the X- and S-band frequency assignments in Table 3. The
ambiguities are resolved using the residuals of delays after
the least squares adjustment. In the second step, clock off-
sets at a time interval of 1 hour and site coordinates of all
stations except for a reference station are estimated by the
routine VLBEST. Observed delays having large residuals
are flagged and removed from the following analysis by the
routine MRKOBS. If the residual is greater than three times
the root mean squared (rms) of the residual delays and also
greater than 200 picoseconds (ps), it is regarded as a bad
datum. This step is iterated until there are no more actual
data to be removed. In the last step, the wet tropospheric
zenith delays at a time interval of 3 hours are added to the
parameters to be estimated, and the final results are obtained.
The quality of the results are evaluated by the final rms of
the delays. If the rms residual is smaller than a certain crite-
rion (e.g. 100 ps), the results are regarded as reliable and are
made accessible via WWW and anonymous ftp (file transfer
protocol) over the Internet. If the residual rms exceeds the
criterion, an alarm message is sent to pre-registered e-mail
addresses. In this case, the database is analyzed manually
and the results are finally publicized if reliable ones are ob-
tained.
4.3 Updating data analysis results
In addition to the normal data analysis procedure, results
are updated when any of the a priori information is improved.
The most frequent case of this is when the International Earth
Rotation Service (IERS) issues a bulletin. IERS is respon-
sible for providing up-to-date series of parameters related
with Earth’s rotation and issues Bulletin-A twice a week and
Bulletin-B once a month. At the time of initial data analysis,
only the predicted values of δx , δy and UT1–UTC are avail-
able as a priori information. No predictions are provided
for the nutation offsets, so these values should be obtained
using empirical model. The values of these parameters are
improved in the bulletins issued after the experiment. The
bulletins are received by e-mail and are processed automat-
ically by the data analysis software. All the databases for
which a priori information is improved are updated with the
improved a priori information by the routine DBUPDATE.
These databases are then processed by the routine CALC,
and finally the parameters are reanalyzed by the routines
DATSET and VLBEST.
The uncertainties of the predicted Earth Rotation Param-
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Fig. 7. Schematic data flow and block diagram of the automated VLBI data analysis.
eters are estimated as 3.8 mas (mas: milli arc seconds) for
δx and δy, and 1.5 ms for UT1–UTC for a prediction time of
10 days (IERS, 1995). In Fig. 8, the actual offsets of the three
Earth Rotation Parameters published in the IERS Bulletin-A
issued from January 1996 through August 1997 are compared
with the final values that appeared in the IERS Bulletin-B.
The actual prediction errors in the IERS Bulletin-A were
worse than the values published in the IERS documents.
From the comparison, the rms prediction variations of the δx
and δy were evaluated as 5.1 mas (δx) and 4.3 mas (δy) at a
prediction time of 10 days, and 3.1 mas (δx) and 2.7 mas (δy)
at a prediction time of five days, whereas the rms prediction
variations of the UT1–UTC were evaluated as 2.4 and 1.2 ms
at a prediction time of 10 and 5 days, respectively. In the Key
Stone Project VLBI initial data analysis, the predicted values
of the Earth Rotation Parameters in the latest IERS Bulletin-
A are used and the prediction time increases to 5 days in
the worst case. This means that the three-dimensional site
positions estimated from the initial data analysis are affected
by the prediction errors. The 4.3 mas of the Earth’s rotation
pole position errors and the 1.2 ms of UT1–UTC error cor-
respond to site position estimation errors of 2.4 and 9.6 mm
in the horizontal and vertical components, respectively, for
a baseline 110 km, which is roughly the distance between
Kashima and Koganei stations. The discussions above are
based on the rms prediction variations of the Earth Rotation
Parameters, so the actual site position errors may sometimes
be larger.
Therefore, the data analysis should be repeated when the
new IERS bulletin arrives and more accurate Earth Rotation
Parameters become available. When a new IERS bulletin ar-
rives by e-mail, all the databases containing Earth Rotation
Parameters for which new values are now available are re-
analyzed by the automated data analysis system. The errors
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Fig. 8. Errors in predicting the positions (δx and δy) of the Earth’s rotation pole and UT1–UTC in the weekly IERS bulletins compared with the final
values in the monthly IERS bulletins.
in the parameters before the bulletin issue date are small and
the site position errors due to them can be ignored.
4.4 Results of experiments
Figure 9 plots the estimated lengths of the baseline be-
tween Koganei and Kashima stations. Figure 10 shows the
three dimensional site position of the Koganei station. The
formal error of each estimation is shown by a vertical bar in
both figures. The variations in baseline length and three com-
ponents of site position are fitted by linear lines and the best
fit lines are shown by straight solid lines. The reduced chi-
squared value of the fit for the baseline length data in Fig. 9
is 3.0 and the weighted rms of residuals is 3.1 mm. The val-
ues for the other baselines and horizontal components of site
positions are similar whereas the weighted rms of residuals
for vertical components of site positions are larger (17.6 mm
for Koganei station for example). The fact that the reduced
chi-squared value is significantly greater than 1.0 indicates
that either all the formal errors were underestimated or there
may have been a systematic error with seasonal variation.
In the figure, one can also see evidence of gradual improve-
ments in data quality with time. The results after September
30, 1997 are remarkable, reflecting the extended duration of
each experiment. The formal errors in baseline length esti-
mates decreased to about 1 mm and, if only the data after
September 30, 1997 were used, the weighted rms residual
would be about 2 mm. Estimated three-dimensional site po-
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Fig. 9. Length of the baseline between Kashima and Koganei stations estimated from the Key Stone Project VLBI experiments. Estimated uncertainties in
the estimates are shown by the one-sigma formal error bars. The epoch value of the baseline length L0 and the rate of change were estimated from the
entire data set by the least squares estimation and L0 was subtracted from each data points in the figure.
Fig. 10. Site position of the Koganei station in the local cartesian coordinate system. Estimated uncertainties in the estimates are shown by the one-sigma
formal error bars. A straight line in each figure is showing the best-fit line to the estimated site position.
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Table 5. Baseline lengths L0 on the epoch of September 1, 1996 and their rates of change estimated for six baselines by the least squares estimation.
Baseline Baseline Length L0 Rates of Change
Sep. 1, 1996 (mm) (mm/year)
Koganei-Kashima 109099658.35 ± 0.15 −1.54 ± 0.16
Koganei-Miura 57734572.59 ± 0.23 −11.88 ± 0.25
Koganei-Tateyama 91871045.70 ± 0.30 −14.04 ± 0.32
Kashima-Miura 123379071.57 ± 0.25 −3.87 ± 0.28
Kashima-Tateyama 134771056.84 ± 0.39 −8.42 ± 0.42
Miura-Tateyama 35028135.93 ± 0.30 −2.27 ± 0.32
sitions for the same period yielded the weighted rms residual
as about 2 mm for the horizontal components and 9 mm for
the vertical component. These values can be considered as
the current accuracy of the VLBI measurements with the Key
Stone Project VLBI network.
Table 5 tabulates the lengths of six baselines estimated for
the epoch of September 1, 1996, and their rates of change
estimated from all the data by least squares estimation. Both
the baseline lengths and their rates of change have been pre-
cisely determined from more than three years of experiments.
These results, as well as the three-dimensional station posi-
tions, are updated every time either an initial data analysis
is done or a reanalysis is done using updated Earth Rotation
Parameters, and they are made publicly available from the
Internet via WWW (http://ksp.crl.go.jp/) and ftp
(ksp.crl.go.jp). The correlated amplitudes of observed
radio sources are also accessible through the Internet and can
be utilized for astronomical purposes.
5. Concluding Remarks and Future Improve-
ments
Both the VLBI observation control system and the VLBI
data analysis system for the Key Stone Project have been
designed for automation and robustness through the use of
redundancy. The unique features of the Key Stone Project
VLBI system have resulted in regular geodetic VLBI exper-
iments with four VLBI stations with a time interval of one
or two days. Results from the experiments are produced
quickly after the experiment. In the tape-based VLBI mode,
the results can be obtained within two days from the last
observation in the experiment, whereas the time required be-
tween the last observation and the data analysis was reduced
to a few minutes in the real-time VLBI mode. From 23.5
hours of experiments, the horizontal and vertical position
uncertainties were about 2 and 9 mm, respectively, in a sense
of internal estimation error evaluated by one sigma standard
deviation.
To improve the estimation accuracy, the key is to increase
the number of successful observations as well as to improve
the theoretical models. The number of observations in an
experiment can be increased by reducing the observation
time for each radio source. Data synchronization can be
performed while the antenna is slewing to change from the
previous radio source to the next one. The number of obser-
vations in an experiment might also be increased significantly
if the syncronization time in the cross correlation processing
is shortened by a fine tuning of the data syncronization al-
gorithm. The observation time can be shortened for strong
radio sources if the minimum integration time is decreased
from the present value of 50 seconds. If the minimum inte-
gration time is set too short, however, interferometric fringes
may not rotate enough and the obtained delays may have
errors that cannot be ignored. Therefore, the minimum inte-
gration time should be carefully investigated. Although only
the group-delay data are used at present, the usage of the
phase-delay data have a potential to improve the precision of
the VLBI measurements (Herring and Pearlman, 1993). The
possibility of the phase delay measurements will be investi-
gated in the near future by using the Key Stone Project VLBI
network.
The availability of the VLBI data obtained from the regu-
lar Key Stone Project experiments will be greatly improved
if the results are generated in SINEX (Solution Independent
Exchange) format, which will enable these results to be com-
bined with other geodetic measurements including the GPS
and SLR. A detailed comparison of the VLBI results with
results from GPS and SLR measurements is one of the major
purposes of the Key Stone Project. The implementation of
the automated SLR and GPS data analysis system is on the
way and soon the comparison will become possible.
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