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ABSTRACT
Depth image based rendering (DIBR) is the process of synthesizing new
“virtual” views from a set of “real” views which include color and depth images.
Because of its photorealism and less stringent computational requirement, DIBR
has many applications such as 3D TV, remote reality, and video conferencing,
and has become one of the hot research areas in visual computing in recent
years. Since the general purpose graphics processing unit (GPGPU) is an ideal
computing platform for image rendering, we consciously develop a novel and
necessary image processing algorithm suitable for GPGPU by exploiting massive
parallelism. The proposed 3D propagation algorithm for DIBR combines images
from multiple color and depth cameras at arbitrary positions in 3D space and
eﬃciently renders novel images at arbitrary virtual views by propagating all
available depth information from depth cameras to color cameras, and then all
available depth and color information from the color cameras to the virtual
views. Furthermore, we consider the case when only low resolution depth images
are obtained. A novel depth ﬁlling and enhancement technique for enhancing
depth image quality using high resolution color images is proposed and
signiﬁcantly improves the rendering quality. Finally, the paper also describes the
abundant but irregular parallelism of our algorithm and outlines a mapping onto
massively parallel architectures such as GPGPUs.
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CHAPTER 1
INTRODUCTION
1.1 Depth image-based rendering
Image-based rendering (IBR) is the process of synthesizing novel views from
pre-rendered or pre-acquired reference images of a 3D scene. Obviating the need
to create a full geometric 3D model, IBR is relatively inexpensive compared to
traditional rendering while still providing high photorealism. Because its
rendering time is independent of the geometrical and physical complexity of the
scene being rendered, IBR is extremely useful for eﬃcient rendering of both real
scenes and complex synthetic 3D scenes. Therefore, IBR has recently attracted a
lot of research interest. Its applications can be found in many areas such as 3D
TV, free-viewpoint TV, telepresence, video conferencing, and computer graphics
[1, 2, 3].
Depth image-based rendering (DIBR) combines color images with per-pixel
depth information of the scene to synthesize novel views. Depth information can
be obtained by stereo match or depth estimation algorithms [4, 5, 6]. However,
these algorithms are usually complicated, inaccurate and not applicable for
real-time applications. Thanks to the recent developments of new range sensors
(Figure 1.1)[7, 8, 9] which measure time delay between transmission of a light
pulse and detection of the reﬂected signal on an entire frame at once, per-pixel
depth information can be obtained in real time from depth cameras. This makes
the DIBR problem less computationally intense and more robust than other
techniques. Furthermore, it helps signiﬁcantly reduce the number of necessary
cameras.
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Most DIBR techniques focus on cases of 1D or 2D arrays of cameras while
arbitrary camera conﬁgurations in 3D are rarely considered. Moreover, they
usually assume that depth images are available at the same location with color
images [4, 10]. This assumption is true with depth estimation-based techniques,
but is impractical for depth camera-based techniques because depth cameras
generally do not provide color images. Another problem with depth
camera-based IBR techniques is that the resolution of depth images from depth
cameras is often quite low. Since color cameras are much cheaper than depth
cameras, the need for using a mixture of several cheap, high resolution, color
cameras and a few low cost, low resolution, depth cameras becomes signiﬁcant.
Figure 1.1: An example of depth camera. PMD[vision] CamCube 2.0, with
resolution of 204x204 pixels can measure the depth range from 0.3 to 7.0 m.
Furthermore, because the geometric information in DIBR is usually captured
in real time from the real physical world instead of from the modeling and
synthetic world (which also makes DIBR more photorealistic), the obtained data
always suﬀer from noise and insuﬃcient sampling eﬀects [11, 12]. Therefore, the
need for coupling image processing techniques with rendering techniques is a
must. This combination signiﬁcantly increases the computations and is
infeasible for real-time applications without parallelism, which makes algorithm
and architecture co-design critical. Besides, since rendering with full geometric
information (color and depth) has been optimized for general purpose graphics
processing units (GPGPUs, Figure 1.2), GPGPUs are considered the ideal
2
computing platform and a good choice for DIBR problems.
Figure 1.2: An example of GPGPU. Nvidia GTX 275, with 240 CUDA cores.
1.2 Related work
Many diﬀerent DIBR techniques have been proposed in recent years. A
generalized framework of DIBR for 3D TV applications was proposed in [13, 14].
Recently, an approach using a layered representation [4] that provides excellent
rendering quality has attracted much interest. However, this approach requires
intensive computations and oﬄine processing and, hence, is impractical for
real-time applications.
McMillan [15] with his 3D warping method maps a point in an image to a
corresponding point in another image at a diﬀerent view as long as its depth
value is known. However, the work considered only single views and did not take
advantage of multiple views. Besides, warping is only the ﬁrst step of the
synthesis work. The most diﬃcult problem is how to deal with exposed
disocclusion areas in the warped image. Some approaches to handle this problem
were proposed in [16, 17]. However, these approaches considered only the 1D
case where the virtual camera is forced to be on the same line with real cameras
and assumed that depth images are given in the same views with color images.
This assumption may not be a good choice because not all depth cameras
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provide color information. Furthermore, standard color cameras are much
cheaper and provide much higher color resolution than depth cameras. So the
combination of a few depth cameras and many color cameras is more feasible.
Another approach which focuses on signal processing techniques is the
Propagation Algorithm [10]. Using depth information, surface points that
correspond to pixels in the real images are reconstructed and reprojected onto
the virtual view. Therefore, the real pixels are said to be propagated to the
virtual image plane. Again, it is implied in [10] that color cameras and depth
cameras must have the same location and only the 1D case is considered.
In practice, depth cameras (i.e., SwissRanger, CamCube, etc.) often provide
the depth images with much lower resolution than that of the color images
[7, 8, 9] (Figure 1.3). Therefore, the combination of several high quality color
cameras with only a few depth cameras is a potential commercial solution for
future low cost IBR systems. The key problem is how to exploit the redundant
information of high quality color images to increase the resolution and enhance
the quality of depth images. Several publications have addressed this issue. The
Markov model approach was proposed in [18]. Iterative bilateral ﬁltering
coupling with sub-pixel estimation in [19] provides very good enhancement.
However, these approaches are heavily computational and require several
iterative loops. Therefore, they are not suitable for real-time rendering.
1.3 Goal of this work
In the scope of this work, we propose a new generalized 3D propagation
algorithm. Our algorithm has three main advantages compared to other
algorithms:
• It considers general conﬁgurations of color and depth cameras in 3D space.
• It adapts well with any combination of many high-quality color cameras
and a few low-resolution depth cameras, which allows it to perform with
4
(a) Depth image (b) Intensity image
(c) Disocclusion areas appear at virtual viewpoint
(d) Depth edges are not sharp enough
Figure 1.3: Depth and intensity images captured by PMD[vision] CamCube 2.0.
5
low cost DIBR systems.
• It is consciously developed with image processing techniques that have a
high degree of locality (e.g., bilateral ﬁltering) and massive parallelism
(e.g., process pixel independently) whenever possible. Therefore, it can be
easily mapped onto massively parallel architectures such as GPGPUs in
order to facilitate real-time operation.
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CHAPTER 2
3D PROPAGATION ALGORITHM
2.1 Problem statement
The main goal of our proposed 3D propagation algorithm is to render a new
image at an arbitrary virtual view based on images collected from multiple color
and depth cameras. Assume that there are N color cameras and M depth
cameras capturing a scene in 3D space. The inputs for our algorithm are a set of
color images {Ii(x)}Ni=1, depth images {dj(x)}Mj=1, and parameters of depth and
color cameras {Ci(x), fi, wi}N+Mi=1 , where Ci is camera position of the ith camera,
fi is its focal length, and wi is its normalized viewing direction vector which
points from Ci to the image plane center. The output is a rendered image at
virtual view Iv(x). Two assumptions need to be followed: (i) Calibrated
cameras: the positions, focal lengths, and viewing direction of all cameras are
known; (ii) Lambertian surfaces: the color of a point on a surface is constant
regardless of the angle from which it is viewed.
The proposed algorithm is divided into three main steps (Figure 2.1):
1. Depth propagation: Depth information from each depth camera is
propagated to every color camera’s image plane.
2. Color-based depth filling and enhancement : signal processing techniques
are applied to obtain an enhanced complete depth image at each color
camera.
3. Rendering : Depth and color information from each color camera is
propagated, then merged and ﬁltered to produce the rendered image at a
7
(a) Depth Propagation step: Depth information
is propagated from depth cameras to color cam-
eras.
(b) Color-based Depth Filling and Enhancement
step performed at each color camera.
(c) Rendering step: Depth and color informa-
tion are propagated from the color cameras to
the virtual view.
Figure 2.1: Three main steps in the 3D propagation algorithm.
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virtual view.
2.2 Depth propagation
In this section, we describe how depth information from a range camera can be
propagated to a color camera. The range camera is considered as the reference
view and the color camera is considered as the desired view. The warping
technique proposed in [15] allows us to map a point in a reference image to a
corresponding point in a desired image at a diﬀerent view as long as we know
the depth value of that point. Consider a reference camera {Cr, fr, wr} and a
desired camera {Cd, fd, wd} in a 3D Euclidian space with basis vectors (i,j,k).
Each point of an image in 2D space can be mapped one-to-one with a ray in
3D space that goes through the camera position. Given a 2D image plane with
basis vectors (s,t) and a 3D space (i,j,k), the 2D point to 3D ray mapping
relation is:
r =
⎡
⎢⎢⎢⎣
ri
rj
rk
⎤
⎥⎥⎥⎦ =
[
sijk tijk f ∗ wijk
]
⎡
⎢⎢⎢⎣
u
v
1
⎤
⎥⎥⎥⎦ = P
⎡
⎢⎢⎢⎣
u
v
1
⎤
⎥⎥⎥⎦ (2.1)
where (u, v) is the 2D coordinate of the point in the image plane; r represents
the corresponding ray’s direction; sijk, tijk and wijk are representations of s, t,
and viewing direction w in {i,j,k}. Matrix P is called the mapping matrix.
Consider a point X in 3D space {i,j,k}. Let xr and xd be homogeneous
coordinates of X in the reference image plane and the desired image plane
(Figure 2.2). Let Pr and Pd be mapping matrices of the reference camera and
the desired camera. It was proven in [15] that the warping equation between xr
and xd is:
xd = P
−1
d
( |Prxr|
d(xr)
( Cr − Cd) + Prxr
)
(2.2)
where d(xr) is the depth value of point xr. In many-to-one mapping cases where
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Figure 2.2: A point X can be warped from the reference image plane to the
desired image plane.
more than one point in the reference image are mapped to the same point in the
desired image, depth values of these points are compared and the one with
smallest depth is kept. Figure 3.4 (a) and Figure 3.5 (a) on pages 26 and 27
show the incomplete propagated depth images Dwarped after warping. Note that
all ﬁgures of depth images in this thesis are color-coded for better visualization.
2.3 Color-based depth filling and enhancement
This step ﬁlls all missing depth pixels in the propagated depth image and
performs depth image enhancement to prepare for the rendering step. Its block
diagram is shown in Figure 2.3.
Figure 2.3: Block diagram of the color-based depth ﬁlling and enhancement
technique.
Unknown depth patches or holes, represented by black areas in Figure 3.4 (a)
and Figure 3.5 (a), happen for two reasons. First, uniform sampling in the
reference image becomes non-uniform sampling in the desired image. This
means that in some certain patches, there are fewer sample points than in some
other patches. Those holes can be ﬁlled by the interpolation step using
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depth-color bilateral ﬁltering (Section 2.3.2). Second, holes are also created
when occluded areas in the reference image are revealed in the desired image,
which is a disocclusion problem. It seems to be impossible to ﬁll these holes.
However, for our problem setting, we have full color information at the desired
view. Therefore, these holes can be interpolated based on color image at the
desired view (Section 2.3.3).
In addition, as shown in Figure 2.4 (a), some background sample points (in
brighter color) visible in the reference depth image should be occluded by the
foreground (pixels with darker color) in the desired depth image but are still
visible. That signiﬁcantly degrades the interpolation quality. Therefore, an
occlusion removal step is necessary to correct those points before performing
further processing steps.
2.3.1 Occlusion removal
The key idea of this occlusion removal method is based on the smoothness of
surfaces. If a point A in Dprop is locally surrounded by neighboring points whose
depth values are σ smaller than the depth of A, then A is decided to be
occluded by the surface composed of those neighbors.
(a) Before occlusion removal (b) After occlusion removal
Figure 2.4: A patch in the propagated depth image before and after the
occlusion removal step.
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In our implementation, for every point A, a (2w + 1)× (2w + 1) window
whose center is A is divided into four partitions as shown in Figure 2.5. If there
are at least three of those partitions each of which has at least one point B such
that depth(A)− depth(B) > σ, then point A is decided to be occluded and its
depth is replaced by a new interpolated value. Figure 2.4 shows a patch of Dprop
before and after occlusion removal step respectively. In our experiment, we
choose w = 3.
Figure 2.5: Window partitions in the occlusion removal.
2.3.2 Depth color bilateral ﬁltering
Bilateral ﬁltering [20] is a simple, non-iterative scheme for edge-preserving
smoothing. It is a combination of a spatial ﬁlter, whose weights depend on
Euclidean distance between samples, and a range ﬁlter, whose weights depend on
diﬀerences between values of samples. Bilateral ﬁltering is usually applied only
for color images and provides excellent enhancement quality [21, 22]. In this
paper, by integrating known depth and color information, the proposed DCBF
eﬀectively interpolates unknown depth pixels in Dprop caused by non-uniform
resampling while keeping sharp depth edges. The DCBF is deﬁned as follows:
dA =
1
WA
∑
B∈SA
Gσ2s (|xA − xB|) ·Gσ2r (|IA − IB|) · dB (2.3)
WA =
∑
B∈SA
Gσ2s (|xA − xB|) ·Gσ2r (|IA − IB|) (2.4)
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where
dA : depth value of point A.
IA : color value of point A.
xA = [uA, vA] : 2D coordinate of point A.
SA : set of A neighboring points.
Gσ(|x|) = exp
(−|x|2
2σ2
)
: Gaussian kernel.
WA : normalizing term.
The idea of using color diﬀerences as a range ﬁlter to interpolate depth value
is based on the observation that whenever a depth edge appears, there is almost
always a corresponding color edge due to color diﬀerences between objects or
between foreground and background. The DCBF also works well with textured
surfaces since it counts only pixels on that surface which have similar color to
the interpolated pixel. If surfaces have the same color, color does not give any
new information and the DCBF works as a simple interpolation scheme such as
bilinear or bicubic. Figure 3.4 (b) and Figure 3.5 (b) show the depth image after
the DCBF step. The black areas caused by disocclusion are handled in
Section 2.3.3.
2.3.3 Directional disocclusion ﬁlling
In order to ﬁll holes caused by disocclusion, the DCBF can also be used, but it
needs to follow a speciﬁc direction. Otherwise, ﬁltering is performed from all
directions, and incorrect depth values may be obtained. As described in
Figure 2.6, ﬁlling from right to left causes incorrect interpolating depths because
the holes should be ﬁlled with the background’s depth, whereas all neighboring
known depth values belong to the foreground.
It is shown in [15] that, in the 2D image plane, the disocclusion holes always
appear toward the projection of the reference camera position onto the desired
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Figure 2.6: Problem with non-directional disocclusion ﬁlling.
Figure 2.7: Relationship between the disocclusion holes and the camera position.
image plane (epipole point, see Figure 2.7). This fact is reasonable since the
disocclusion holes are caused by the change of the camera position moving from
one view to another. So there must be a relationship between the disocclusion
holes and the camera position. The ﬁlling direction can be decided correctly
based on this relation. The epipole e can be computed as follows:
[
ex ey ez
]T
= P−1d (Cr − Cd) (2.5)
e = (ex/ez, ey/ez) (2.6)
where Cr and Cd are positions of the reference and desired views, and Pd is the
mapping matrix of the desired view. Then the ﬁlling direction is a vector
pointing from the epipole to the center of the desired depth image. For example,
if the epipole lies in the top left quadrant of the image, the ﬁlling should start
from the top left corner. Figure 2.8 shows that the proposed directional bilateral
ﬁlling gives more precise depths compared to the non directional bilateral ﬁlling.
14
Figure 3.4 (c) and Figure 3.5 (c) show the complete propagated depth image
after ﬁlling disocclusion areas.
(a) Non directional bilateral filling (b) Directional bilateral filling
Figure 2.8: The directional bilateral ﬁlling gives more precise depths.
2.3.4 Depth edge enhancement
In DIBR problems, the sharpness of depth edges is extremely important because
in the rendering step, a slightly blurred edge may blow up to a signiﬁcant and
visually annoying smearing artifact in the rendered image. Performing
interpolation before depth propagation has two drawbacks: (i) it increases
smoothing of depth edges, (ii) it does not use edge clues from available high
resolution color images. When using lower resolution depth images, the number
of unknown depth pixels increases signiﬁcantly. Even though the above ﬁlling
techniques preserve edges, blurring of edges in the low resolution depth case
causes too many visual artifacts in the end result. Therefore, at the end of step
2, a new color-based depth edge enhancement stage is added before the
rendering step. The purpose of this stage is to correct and sharpen edges in the
propagated depth images at color views.
The proposed depth edge enhancement stage includes two parts. First, depth
edge gradients are detected with the Sobel operator in vertical and horizontal
directions. Then pixels with signiﬁcant edge gradients are marked as
undetermined depth pixels and their depth values need to be recalculated. Next,
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for each undetermined depth pixel, a block-based search is used to ﬁnd the best
determined pixel that matches in the color domain. Once the best candidate is
chosen, its depth value is assigned for that of the undetermined depth pixel. The
second part may be iterated a few times so that most of the undetermined depth
pixels are adjusted.
Given a pixel x = [xu, xv] in an image plane X , I(x) and D(x) are color and
depth value of pixel x. We deﬁne a σ-neighborhood of x Nσ(x) as:
Nσ(x) = {y ∈ X : |yu − xu| < σ & |yv − xv| < σ}
Let Gu and Gv be the horizontal and vertical Sobel kernel. Generally, Gu and Gv
can be the size of 3x3, 5x5, or 7x7. In our experiments, we use the 3x3 Sobel
kernel. Let Xu be the set of undetermined depth pixels and
Pω,α(x) = {y ∈ X : y ∈ Xu, y ∈ Nα+ω(x), y ∈ Nω(x)} be the search range of pixel
x. Then the pseudo-code of the proposed depth edge enhancement stage is
described in Figure 2.9.
Our experimental results show that the method signiﬁcantly enhances the
propagated depth image at the color viewpoint and, hence, improves rendering
quality (Figure 2.10). The method works based on the following observation:
There is no texture in a depth image, the signiﬁcant depth gradients only appear
around the true depth edges and at the same location with color gradients (the
reverse is not true). Hence, information about color edges in the high quality
color images can be used to detect, correct and sharpen the true depth edges.
Since the depth values of pixels in a small vicinity of the same object are almost
the same, it is appropriate to directly copy a depth value from one neighboring
pixel of the same object. This can signiﬁcantly reduced the computations while
still preserving the enhancement quality.
Because the proposed technique is consciously developed using image
processing tools that have high degree of locality (e.g., Sobel operator,
block-based search), it is purely parallel and can be done extremely fast on
16
% Apply the Sobel operator to detect depth gradient
For each x ∈ X
Sσ(x) = Sobel (Nσ(x))
= (Gu ∗ Nσ(x))2 + (Gv ∗ Nσ(x))2
If Sσ(x) > Ts
Xu = Xu + {x}
Endif
Endfor
% Perform block-based search in color domain
For each x ∈ Xu
For each y ∈ Pω,α(x)
If ∃y0 ∈ Pω,α(x) : ∀y ∈ Pω,α(x),
‖I (Nβ(y))− I (Nβ(x)) ‖2 ≥ ‖I (Nβ(y0))− I (Nβ(x)) ‖2 ≥ Tp
D(x) = D(y0)
Xu = Xu − {x}
Endif
Endfor
Endfor
Figure 2.9: Pseudocode of the depth edge enhancement stage. Ts and Tp are
thresholds; ω and α determine the search window size; β determines the
comparison block size.
(a) Before (b) After
Figure 2.10: The depth edge enhancement corrects and sharpens the edges in
low resolution depth case.
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GPGPU platforms. Therefore, it is easily coupled with the other steps of the 3D
propagation algorithm for the goal of real-time rendering.
2.4 Rendering
Now each color camera has both depth and color information. The last step is
propagating this information to the virtual camera. The color cameras become
the reference views and the virtual camera becomes the desired view. This
process is quite similar to the ﬁrst two parts of the algorithm. First, all depth
and color information of each color view is propagated into the virtual view
using the same technique in Section 2.2. Then the occlusion removal technique
in Section 2.3.1 is performed at the virtual view. Finally, the rendered image is
ﬁlled and denoised with a 3x3 median ﬁlter. Note that most of the unknown
color pixels in this step are caused by non-uniform resampling since the color
cameras are intentionally installed in a way to capture the whole scene from
diﬀerent views and, therefore, reduce as much as possible the holes caused by
disocclusion. The complete rendered image is shown in Figure 3.7.
2.5 Mapping to GPGPU architecture
A major advantage of the proposed algorithm is that it can be easily mapped
onto data parallel architectures such as modern graphics processing units
(GPUs). In this section, we brieﬂy describe the parallelism of each processing
step of our algorithm, and the high level mapping onto the Nvidia CUDA
architecture for GPU-based computing.
The occlusion removal, and DCBF steps are purely parallel as each pixel in
the desired view can be computed independently. Copying the depth values in
the reference view to appropriate pixels in the desired view is more complex
from a parallelism perspective since, at some pixels, this is not a one-to-one
mapping. This operation requires some form of synchronization to prevent
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concurrent writes to the same pixel, and can be accomplished with the use of
atomic memory operations, or alternatively, with the use of Z-buﬀering
hardware available on modern GPUs.
The disocclusion ﬁlling step in Section 2.3.3 also has a sequential component
since calculating unknown depth information is dependent on previously
interpolated values. However, this dependence exists only on 1D lines emanating
from the epipole point, and thus the problem can be expressed as a parallel set
of 1D ﬁlters. First, ﬁnd the epipole point position and categorize into one of
eight following subsets: top, bottom, left, right, top left, top right, bottom left,
or bottom right, corresponding to eight sets of parallel lines for every 45 degree
angle. The parallel lines in each set need to pass through all pixels in the depth
image. For each set of parallel lines, all pixel coordinates of each line can be
pre-computed and stored in a lookup table. The 1D DCBF is performed with
each line proceeding in parallel, which can be easily mapped onto the GPU
architecture.
The depth edge enhancement step described in Section 2.3.4 is simply a series
of independent window-based operators (Sobel operators and window-based
searches for the best match) and, hence, is naturally parallel. The ﬁnal
rendering step is quite similar to the ﬁrst and second part of the algorithm
except for the inclusion of a median ﬁlter. However, the median ﬁlter is another
window-based operator and, hence, is data parallel in nature.
In order to check the eﬃciency of the parallelism, we parallelized two main
bottlenecks in the algorithm. Then we compare the CPU-based mode and the
GPU-based mode. The experiment was run on the platform of Intel Core2 Duo
E8400 3.0 GHz and a Nvidia GeForce 9800GT with 112 processing cores.
The ﬁrst bottleneck for GPU-based implementation is the depth propagation
step. Even though there is not too much computation, this copying causes two
problems. First, the algorithm is not trivially parallel because several depth
pixels can map to the same pixel in the color view, which must be detected and
resolved by selecting the closest pixel. Second, it tends to produce irregular
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memory accesses (both reading and writing). This is a typical problem whenever
there is a 3D-to-2D projection in the video synthesis, which shows that not all
video processing techniques are naturally amenable to parallelism. Our
implementation uses atomic hardware primitives, which guarantee the
read-modify-write sequence of operations is performed without interference from
other threads. Since atomic primitives temporarily lock a part of the memory,
the GPU-based implementation suﬀers a signiﬁcant slowdown. Nonetheless, it is
still slightly faster than the CPU-based implementation (1.6 times). We are
investigating a preﬁx-sum based parallel algorithm for a higher speedup.
The second bottleneck is the DCBF step due to its heavy computational
requirement. The computational complextity of the DCBF is approximately
O(N2K2) for an N ×N propagated depth map and a K ×K kernel size. The
ﬁlter is similar to the 2D convolution with variant impulse responses. First, the
depth map and the corresponding color image are tiled with the overlapped
boundary, whose width equals the half of the kernel size, and loaded into the
shared memory. Loading the center of the tile is obviously coalesced. By loading
the boundary horizontally, even though very few threads are used, we obtain a
faster and uncoalescing-free load. To avoid branching inside the CUDA kernel,
the whole depth map and color image are boundary padded. The Gaussian
kernel weights for both spatial and range ﬁlters can be precomputed and stored
in the constant memory as a lookup table because they are used many times
repeatedly. In each thread block, each thread sticks with one pixel. Whether the
depth of the pixel is known or not, the ﬁlter is always performed based on the
neighboring known depth pixels for ﬁlling and denoising purposes. Each task
calculates a depth value for one pixel based on neighboring pixels. Due to the
constraint of the limited number of registers, full occupancy of threads cannot
be achieved for such a big kernel. The shared memory availability is also another
constraint when the kernel size grows bigger. In our experiment, the image
resolution is 800x600 and the kernel size is 11x11.
Table 2.1 shows the comparison result, with a speedup of 74.4 times compared
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Table 2.1: Timing comparison (in milliseconds) of sequential CPU-based and
GPU-based implementations for two main bottlenecks: depth propagation and
depth-color bilateral ﬁltering (DCBF). The image resolution is 800× 600 and
the ﬁlter kernel size is 11× 11.
Hardware Depth Prop. DCBF
CPU Intel Core 2 Duo
E8400 3.0GHz
38 1041
GPU NVIDIA
GeForce 9800
GT
24 14
Speedup 1.6x 74.4x
to the sequential implementation on CPU.
Regarding the parallel scalability of our algorithm: our experiments show that
there is ample data parallelism to take advantage of the heavily threaded
128-core modern GPU architecture. Our technique scales further with image
size, and higher resolution images will create additional parallel work for future
data parallel architectures that support still higher degrees of parallelism.
Furthermore, with the use of additional cameras, the data parallel
computational load increases still further, creating additional work that can be
gainfully accelerated on future data parallel architectures. In the case of
additional cameras, two approaches can be used: (1) the problem can be
simpliﬁed into the case of using two nearest color cameras on the left and right
with one nearest depth camera, and ignore other cameras (this approach is
appropriate if the computational load is too high for real-time operation), or (2)
data from every camera can be used to improve rendering quality. Note that
processing each color view (depth propagation, ﬁlling and enhancement) is
independent and suitable for parallelism.
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CHAPTER 3
EXPERIMENT RESULTS
For the experiments, we adopted a synthesis conﬁguration with two color
cameras and one depth camera. The color input images are shown in Figures 3.1
(a) and (b). For the high resolution depth case, the resolution is 800x600
(Figures 3.1 (c)). The window size for the occlusion removal step in Section 2.2
is 7x7. Parameters for the DCBF in Section 2.3.2 are set as follows: σ2s = 3,
σ2r = 0.01, kernel window size = 11x11. The depth enhancement and rendering
results are shown in the following ﬁgures. The black area at the bottom right of
the rendered image is due to the fact that there is no information at all (neither
depth nor color) from the input images corresponding to those areas.
For the low resolution depth case, the depth image is down-sampled to the
resolution of 160x120 (keep only 4% of the depth information in the high
resolution case) (Figure 3.1 (d)). Some intermediate results are shown in
Figure 3.2 and Figure 3.3. From the experimental results in Figures 3.4-3.8 , we
see that the proposed color-based depth ﬁlling and enhancement technique not
only ﬁlls and preserves the depth edges but also corrects the depth edges. The
enhanced propagated depth of the left color view and the complete rendered
image are almost the same as those in the high resolution depth case. Note that
the information contained in a depth image is not as much as in a color image.
So if a suﬃciently sparse set of depth samples and true depth edges are given,
the high resolution version of the depth image can be restored completely.
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(a) Input left color view (resolution:
800x600)
(b) Input right color view (resolution:
800x600)
(c) High resolution input depth image at the
middle view (resolution: 800x600)
(d) Low resolution input depth image at the
middle view (resolution: 160x120)
Figure 3.1: Input images for both low and high resolution depth cases.
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(a) Propagated depth (b) After occlusion removal
(c) After depth-color bilat-
eral filtering
(d) After disocclusion filling
(e) After depth edge enhance-
ment
Figure 3.2: Intermediate results for the low resolution depth case.
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(a) Propagated depth (b) After occlusion removal
(c) After depth-color bilat-
eral filtering
(d) After disocclusion filling
(e) After depth edge enhance-
ment
Figure 3.3: Intermediate results for the low resolution depth case.
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(a) Propagated depth before filling and en-
hancement
(b) After depth-color bilateral filtering
(c) After directional disocclusion filling (d) After depth edge enhancement
(e) Final grayscale depth image at the left
color view
(f) Ground truth depth image at the left
color view
Figure 3.4: Result of the depth ﬁlling and enhancement step at the left color
view for the high resolution case.
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(a) Propagated depth before filling and en-
hancement
(b) After depth-color bilateral filtering
(c) After directional disocclusion filling (d) After depth edge enhancement
(e) Filled and enhanced depth image in
grayscale
(f) Ground truth
Figure 3.5: Result of the depth ﬁlling and enhancement step at the left color
view for the low resolution case.
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(a) Filled and enhanced depth image (b) Ground truth
Figure 3.6: Filled and enhanced depth image at the right color view in the high
resolution case compared to the ground truth.
(a) Rendered image with high resolution in-
put depth
(b) Rendered image with low resolution in-
put depth
Figure 3.7: Rendered results for both low and high resolution input depth cases.
Figure 3.8: Rendered images at some other virtual views.
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CHAPTER 4
CONCLUSION
Our proposed 3D propagation algorithm provides an eﬀective framework to
integrate and combine depth and color information from multiple cameras. The
depth information from range cameras is ﬁrst propagated to the color views,
then both color and depth information are propagated to the virtual view. The
algorithm provides an excellent improvement of rendering quality, and can be
formulated as a series of mostly data parallel operations, and thus mapped onto
a GPU architecture using the Nvidia CUDA programming system. Our
experimental studies show that the mapping onto GPUs is quite eﬃcient, and
yields nearly real-time operation of our algorithm on a set of standard resolution
images.
As for future work, the following directions could be pursued:
• First, we are intensively working on the complete GPU-based
implementation. Then further optimization for improving performance will
be focused on.
• Second, we will extend our work to real-time video rendering. A
straightforward extension is to apply the current algorithm independently
frame-by-frame for videos. However, we plan to exploit the temporal
correlation in videos to reduce computations and memory access, and
enhance the rendering quality.
• Finally, we will deploy and integrate our developed algorithm and
computational platform in a test-bed application with real cameras and
scenes. We will aim for a remote reality system that uses commodity
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hardware and provides users with a real-time free-viewpoint 3D viewing
experience.
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