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Résumé
Les propriétés mécaniques du combustibles nucléaire sont un problème com-
plexe qui fait intervenir de nombreux mécanismes diﬀérents à des échelles diverses.
Afin de faire progresser notre connaissance de ce matériau, nous avons eﬀectué des
simulations utilisant des modèles de Dynamique Moléculaire. Ces simulations per-
mettent l’étude de diﬀérents mécanismes de déformation du dioxyde d’uranium à
l’échelle atomique.
Nous avons mis en place une procédure permettant de calculer les chemins de
transition entre diﬀérents polymorphes de l’UO2 de manière statique et dynamique.
Ces calculs ont confirmé la stabilité des structures fluorine à pression ambiante et
cotunnite en compression, vers laquelle une transition reconstructive a été observée.
Ils ont aussi montré l’importance de la direction de sollicitation principale pour
déterminer la transition activée en tension, soit vers une structure scrutinyite, soit
vers une structure rutile.
D’autre part, les propriétés élastiques de l’UO2 ont été déterminées en tempé-
rature à partir d’une approche multi-modèles. L’accord relatif entre les potentiels
existants pour l’UO2 a été utilisé pour déterminer des paramètres pour des modèles
mésoscopiques.
La propagation d’une fissure dans un monocristal a ensuite été étudié. Lors de
ces simulations nous avons mis en évidence l’apparition de phases secondaires en
pointe de fissure. Ce mécanisme prédit par les modèles atomistiques pourrait jouer
un rôle important lors de la propagation d’une fissure aux échelles supérieures.
Finalement, certaines propriétés des dislocations coin stabilisées dans le cristal
UO2 ont été étudiées. La structure de cœur de ces dislocations dans diﬀérents plans
de glissements a été comparée. Leur contrainte critique de glissement en fonction
de la température a été calculée. Ces derniers calculs suggèrent un lien direct entre
le désordre chimique observé au cœur de dislocations et leur mobilité.
Mots-clés: dynamique moléculaire, UO2, déformation, transition de phase, frac-
ture, dislocation, combustible nucléaire
Abstract
Mechanical properties of nuclear fuel are a complex problem, involving many
coupled mechanisms occurring at diﬀerent length scales. We used Molecular Dy-
namics models to bring some light on some of these mechanisms at the atomic
scale.
We devised a procedure to calculate transition pathways between some UO2
polymorphs, and then carried out dynamics simulations of these transitions. We
confirmed the stability of the cotunnite structure at high pressure using various
empirical potentials, the fluorite structure being the most stable at room pressure.
Moreover, we showed a reconstructive phase transition between the fluorite and
cotunnite structures. We also showed the importance of the major deformation
axis on the kind of transition that occur under tensile conditions. Depending on
the loading direction, a scrutinyite or rutile phase can appear.
We then calculated the elastic behaviour of UO2 using diﬀerent potentials. The
relative agreement between them was used to produce a set of parameters to be
used as input in mesoscale models.
We also simulated crack propagation in UO2 single crystals. These simulations
showed secondary phases nucleation at crack tips, and hinted at the importance
thereof on crack propagation at higher length-scales.
We then described some properties of edge dislocations in UO2. The core struc-
tures were compared for various glide planes. The critical resolved shear stress was
calculated for temperatures up to 2000 K. These calculations showed a link be-
tween lattice disorder at the dislocations core and the dislocations mobility
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Le dioxyde d’uranium (UO2) est un composant essentiel de l’industrie électro-
nucléaire. Il est utilisé comme combustible depuis la première pile atomique déve-
loppée par Enrico Fermi en 1942. Actuellement, il s’agit du combustible utilisé dans
les réacteurs à eau pressurisée, avec le MOX (Mixed Oxydes, mélange d’oxydes de
plutonium et d’uranium). Son rôle central, ainsi que la recherche de l’amélioration
de l’eﬃcacité et de la sûreté de la production d’énergie ont motivé un très grand
nombre d’études pendant plusieurs décennies.
La sûreté des réacteurs dépend avant tout de leur capacité à contenir les radio-
éléments et à empêcher leur diﬀusion dans l’environnement, aussi bien en condi-
tions de fonctionnement normales qu’en cas d’accident. Cela inclut la capacité du
combustible à garder son intégrité et à retenir ou non certains produits des ré-
actions nucléaires. C’est pourquoi il est nécessaire de comprendre l’évolution du
combustible au cours de son utilisation en réacteur et en conditions critiques.
Le comportement mécanique est une partie de ce vaste domaine d’études. La
première barrière de confinement est la gaine en alliage de zirconium qui contient
le combustible dans le réacteur. Cette gaine étant en contact avec le matériau, son
éventuelle rupture dépend en partie des propriétés de ce dernier et les contraintes
mécaniques qu’il lui impose.
Les campagnes d’expériences qui se sont succédées ont produit des résultats
qui sont utilisés de manière quotidienne dans des codes de calcul à vocation de
recherche ou industrielle simulant le fonctionnement de cœurs de réacteurs ou
l’évolution du combustible au cours de son cycle de vie. Ces résultats sont dispo-
nibles dans de vastes ouvrages de synthèse [1, 2] ou des recommandations [3]. Ces
ouvrages sont principalement orientés vers les caractéristiques thermo-mécaniques
des matériaux utilisés dans les réacteurs pertinentes d’un point de vue ingénierie.
De plus, ces études ont été faites pour certaines conditions de fonctionnement
des réacteurs, en ce qui concerne la pression, la température et le flux d’irradia-
tion. Or, le comportement du matériau aux échelles mésoscopique ou macrosco-
pique cache un grand nombre de mécanismes de déformation qui sont couplés et
interagissent entre eux à toutes les échelles. À cause de cette complexité, et de
la méconnaissance d’une partie de ces mécanismes se pose la question de la va-
lidité d’une extrapolation des caractéristiques du combustible dans ces nouvelles
conditions.
D’un point de vue industriel, le changement de conditions est justifié pour des
raisons économiques et de sûreté. La recherche d’une optimisation de la produc-
tion passe par une augmentation de la quantité d’énergie extraite d’une quantité de
combustible donnée. Pour cela, deux possibilités sont l’augmentation de la puis-
sance de fonctionnement des réacteurs, et l’allongement de la durée de vie du
combustible. En eﬀet, la puissance est liée à la quantité d’atomes fissiles désin-
tégrés pour une période donnée, son augmentation implique donc une production
3d’énergie plus importante pour cette période. Cela implique cependant un flux d’ir-
radiation et une température dans le combustible plus importants. Si la durée de
vie du combustible est augmentée, cela signifie qu’une proportion plus importante
d’atomes fissiles aura eu le temps de se désintégrer au moment où le combustible
est retiré du réacteur. Dans ce cas, cela implique une augmentation de la dose
d’irradiation que le combustible doit être capable de supporter. Par ailleurs, le
comportement du combustible en situations critiques ou accidentelles est consi-
déré comme un problème primordial pour la sûreté des installations. Une telle
situation implique potentiellement une augmentation très importante de la tem-
pérature et de la pression dans le réacteur. Il est important de connaître l’eﬀet de
ces conditions sur le comportement mécanique du combustible.
Dans ces trois cas, les conditions sont significativement diﬀérentes de celles
pour lesquelles le combustible est actuellement certifié. Ces raisons, associées à la
question de la transférabilité des résultats expérimentaux précédents, ont justifié
un grand nombre d’études sur le comportement du combustible d’un point de
vue plus fondamental, essayant de découpler et de décrire séparément diﬀérents
phénomènes liés à la déformation.
Dans ce cadre, les modèles de dynamique moléculaire ont évidement un rôle
important à jouer, depuis les années 1960 [4]. Ces modèles permettent l’accès à des
échelles de temps et de longueur — respectivement de la femtoseconde à la nanose-
conde et de l’ångstöm à plusieurs dizaines de nanomètres — encore hors de portée
des installations expérimentales, tout en évitant les problèmes liés aux conditions
expérimentales comme une haute température, des pressions importantes, la ra-
dioactivité, etc. Leur échelle caractéristique est adaptée à la description des phé-
nomènes agissant sur la structure même du cristal et des défauts associés, tout
en permettant l’étude de manière dynamique de phénomènes relativement étendus
comme par exemple les fissures, dislocations ou joints de grains. L’importance des
défauts de structure — dislocations, défauts ponctuels, nano-cavités, etc. — dans la
déformation d’un cristal rend la simulation atomistique indispensable, tout particu-
lièrement dans les problèmes liés à l’irradiation, qui produit un très grand nombre
de défauts à petite échelle. Les résultats de simulations atomistiques peuvent en-
suite être utilisés pour évaluer l’importance relative des diﬀérents mécanismes de
déformation, ainsi que pour extraire des paramètres utilisables ensuite dans le
cadre de modèles à plus grandes échelles. Depuis, un grand nombre de modèles
atomistiques se sont succédés ou ont coexisté au fil du temps. Malgré leur im-
portance, les études portant sur la déformation du dioxyde d’uranium à l’échelle
atomique sont étonnamment rares, même si elles se développent dernièrement de
manière accélérée.
Dans ce contexte, les objectifs de cette étude sont multiples. Premièrement,
nous avons donc essayé d’identifier des mécanismes de déformation pertinents pour
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la prédiction du comportement du combustible à des échelles plus importantes,
dans un souci constant d’apporter des éléments pertinents pour des modèles mé-
soscopiques ou macroscopiques. De plus, une approche basée sur la modélisation
pose à chaque instant la question de la validité des résultats produits et de leur
caractère prédictif. Nous avons donc essayé d’avoir une approche multi-potentiels
dans un premier temps, qui nous a permis de sélectionner un modèle satisfaisant.
Enfin, nous avons constamment essayé de produire en plus de nos prédictions des
résultats qui puissent être comparés à des travaux de références publiés, aussi bien
expérimentaux que numériques.
La déformation d’un matériau, même à l’échelle atomique, est un domaine
excessivement large. Ce travail n’est donc pas une étude exhaustive, mais plu-
tôt un défrichage. Nous nous sommes attachés à l’étude d’un nombre restreint de
phénomènes aux implications mésoscopiques potentiellement importantes. L’orga-
nisation de ce document reflète cela, chaque chapitre étant plus un point d’entrée
alternatif apportant un éclairage sur un phénomène particulier, plutôt qu’un dé-
veloppement linéaire.
Dans un premier temps, nous exposerons les connaissances actuelles concernant
la déformation du combustible UO2, et plus spécifiquement des monocristaux. En-
suite, nous introduirons les outils théoriques et numériques utilisés, tels qu’implé-
mentés dans le code de dynamique moléculaire, ou dans le code de post-traitement
développé pour l’occasion. Enfin, nous présenterons les résultats originaux de cette
étude, qui concernent les changements de structure en déformation, les proprié-
tés élastiques de l’UO2, la propagation de fissure, et enfin des résultats sur les
propriétés des dislocations.
Principales notations et grandeurs utilisées
Tout au long de ce document, les conventions suivantes seront utilisées. Les
variables scalaires seront notées en italique, les vecteurs en gras et les tenseurs
en italique gras sans empattements. Les grandeurs atomiques seront indiqués par
une lettre grecque en exposant, les grandeurs se rapportant à l’ensemble d’une
boîte de simulation sans exposant. Par exemple, U est l’énergie interne d’une
configuration, et U↵ est celle de l’atome ↵. Les grandeurs avec deux lettres grecques
en exposant sont des grandeurs se rapportant à une paire d’atomes, comme  ↵ 
l’énergie d’interaction entre les atomes ↵ et  .
Les lettres latines minuscules en indices se rapportent aux composantes carté-
siennes des vecteurs ou des tenseurs. Par exemple, r↵i est la i-ème composante du
vecteur r↵, position de l’atome ↵ dans la boîte de simulation ; Cijkl est une compo-
sante du tenseur d’élasticité C. Par ailleurs, la convention de sommation d’Einstein
est utilisée pour les indices latins correspondant aux coordonnées cartésiennes, mais
5jamais pour les exposants grecs dénotant une grandeur atomique. Ainsi FkiFkj est
équivalent à
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Symbole Grandeur Unité typique
 ,  ↵ Tenseur des contraintes de Cauchy GPa
C Tenseur d’élasticité GPa
S Tenseur de souplesse GPa 1
⇡, ⇡↵ Tenseur des contraintes de Piola-Kirchhoﬀ GPa
F , F ↵ Tenseur gradient de déformation -
E, E↵ Tenseur des déformations de Green-Lagrange -
H Matrice de forme Å
I Tenseur identité -
a, b, c Vecteurs de la boîte de simulation Å
r, r↵, r↵  Position Å
f , f↵, f↵  Force u·Å·ps 2
v, v↵ Vitesse Å·ps 1
U , U↵ Énergie interne eV
G Enthalpie libre eV
Ec, Ec↵, Ec↵  Énergie potentielle électrostatique eV
 ,  ↵,  ↵  Énergie potentielle non-coulombienne eV
 c,  c↵ Potentiel électrostatique eV·e 1
Ek, Ek↵ Énergie cinétique eV
T Température K
t Temps ps
n↵ Nombre d’atomes voisins -
V , V ↵ Volume Å3
B Module d’incompressibilité GPa
Y Module d’Young GPa
Q↵ Paramètre CNP Å2
C↵ Paramètre de centro-symétrie Å2
µ Module de cisaillement GPa
⌫ Coeﬃcient de Poisson -
⇢ Densité de masse u·Å 3
q, q↵ Densité de charge, charge électrique e·Å 3, e
m↵ Masse u
 (r) Distribution de Dirac -
L Lagrangien eV
H Hamiltonien eV
  Énergie potentielle eV
q Coordonnées généralisées Å
p Impulsions généralisées -
Table 1 – Principales grandeurs utilisées au cours de cette étude
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8 Chapitre 1. Propriétés mécaniques du dioxyde d’uranium
La question du comportement mécanique du combustible s’est posée tôt dans
l’histoire du nucléaire civil. Cependant, les travaux se sont longtemps portés sur
les eﬀets des impuretés, des tailles des grains dans des polycristaux, de la porosité,
etc.
Si le poids économique et stratégique de l’électricité nucléaire a fait du dioxyde
d’uranium un des matériaux les plus étudiés à partir des années 1950, tous les
résultats expérimentaux ne sont pas du même intérêt quant à la physique des phé-
nomènes groupés sous le terme « comportement mécanique ». L’importance de
la motivation industrielle, la diﬃculté d’obtenir des échantillons monocristallins
purs et les limites des installations expérimentales fait que l’intérêt s’est porté sur
le comportement des pastilles de combustible en général. Ce comportement ma-
croscopique est en fait la résultante d’un grand nombre de phénomènes d’origines
diverses et qui interviennent à des échelles de longueur très diﬀérentes. L’évolu-
tion des techniques de fabrication de pastilles et des outils expérimentaux rendent
diﬃciles les tentatives d’interprétation d’un résultat donné quand on essaye de le
confronter avec les valeurs de référence. En eﬀet, de nombreux résultats expéri-
mentaux ne mentionnent pas la stœchiométrie du matériau testé ou les précau-
tions prises pour éviter une sur-stœchiométrie. Il a été montré que de nombreuses
propriétés dépendent du ratio oxygène/uranium, comme la contrainte d’écoule-
ment [5], le comportement en compression [6, 7] ou la déformation plastique [8].
De plus, les études sur les monocristaux de dioxyde d’uranium se sont raréfiées
à partir de la fin des années 1970. La plupart des résultats expérimentaux utili-
sables aujourd’hui sont principalement de deux ordres. On peut utiliser des données
de référence issues de revues ou de recommandations [2, 9–11]. Ces revues repré-
sentent une somme remarquable de travail en intégrant une grande quantité de ré-
sultats expérimentaux disparates pour en tirer un comportement moyen utilisable
pour l’élaboration de spécification des réacteurs. Par construction, elles contiennent
principalement le comportement moyen des polycristaux dans des conditions qui
ne sont pas toujours contrôlées. Par ailleurs, des observations concernant certains
phénomènes plus isolés sont disponibles, comme par exemple pour les dislocations.
Dans ce cas, ces indications sont précieuses, principalement parce qu’elles seraient
excessivement diﬃciles à obtenir aujourd’hui. Elles permettent d’avoir une indica-
tion sur le comportement de nos modèles numériques.
Dans ce premier chapitre, après une description succincte du combustible nu-
cléaire UO2, nous essayerons de dresser un tableau des résultats expérimentaux
pré-existants concernant son comportement mécanique. Ensuite, nous décrirons sa
structure cristalline, puis nous aborderons le comportement connu des dislocations.
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1.1 Combustible nucléaire
Les pastilles de combustibles destinées à une utilisation dans un réacteur à eau
pressurisée se présentent comme de petits cylindres gris, d’environ un centimètre
de long pour cinq millimètres de diamètre. Ces pastilles sont faites d’un polycristal
de dioxyde d’uranium, obtenu le plus souvent par frittage à partir de poudres. Elles
doivent avoir notamment une bonne résistance à l’irradiation, une bonne stabilité
dans une gamme de température raisonnable incluant le domaine de température
de fonctionnement des cœurs de réacteurs nucléaires, et un relâchement des gaz
de fission bas. Ces objectifs se heurtent à des contraintes d’ordre économique et
industriel, comme l’intégration des pastilles dans un cycle qui va de l’extraction du
minerai à l’entreposage des déchets dans des colis, en passant par le retraitement
et la séparation des radio-éléments.
Le processus de fabrication est basé sur la formation de poudre d’UO2, à partir
d’UF6 gazeux obtenu à la fin de l’enrichissement en uranium 238. Cette poudre
est dosée, compactée, puis broyée pour obtenir des grains de taille satisfaisante.
Elle est éventuellement mélangée avec de la poudre de PuO2 pour la fabrication de
pastilles de combustible mixte MOX. Les poudres sont transformées en pastilles
par pressage, puis subissent un traitement thermique dans un four continu sous
atmosphère d’hydrogène, à 1 740 °C. Ensuite, elles sont rectifiées par meulage
pour parfaire leur aspect cylindrique. Finalement, les pastilles sont empilées dans
des gaines en alliage de zirconium. Ces gaines sont mises sous pression d’Hélium,
bouchées et groupées en assemblages. Ce procédé est appelé double cycle normal
(DCN).
Au cours de son utilisation dans un réacteur, une pastille de combustible subit
des modifications très importantes de sa micro-structure (fig. 1.1). Presqu’immé-
diatement, l’élévation de température brusque au centre de la pastille cause un
choc thermique et l’apparition de fissures. Ensuite, ce gradient thermique et l’ir-
radiation continue provoquent des modifications importantes dans la forme et la
taille des grains du polycristal. On observe tout au long de l’utilisation du com-
bustible la formation d’une cavité au centre de la pastille, qui se remplit de gaz
en provenance du reste du matériau. Autour de cette cavité, le combustible se
ré-organise pour former des grains allongés disposés de manière radiale. Dans les
parties plus éloignées du centre, une structure nano-cristalline particulière se forme
après une irradiation importante (high-burnup structure). Simultanément, des dé-
fauts d’irradiation sont produits de manière continue dans tout le matériau par les
réactions de fission ou de désintégration. En outre, ces réactions provoquent l’ap-
parition d’espèces chimiques absentes dans le combustible neuf, parmi lesquelles
on peut noter des gaz de fission (hélium, argon, xénon) et des actinides mineurs.
La chaleur permet aussi une guérison progressive du matériau, faisant disparaître
progressivement une partie des fissures apparues lors du choc thermique initial.
















Figure 1.1 – Évolution de la structure d’une pastille de combustible avec le taux
de combustion (exprimé en mégawatt-jour par tonne de combustible) dans un
réacteur à eau pressurisée. On note la fracturation du matériau dès sa mise dans
le réacteur, puis la croissance de la cavité centrale et des grains colonnaires qui
l’entourent, et enfin la diminution de la taille des grains au bord de la pastille.
A l’échelle de la pastille, les fissures sont excessivement importantes, puisqu’elles
permettent au gaz de fission de s’échapper du cristal vers le milieu environnant.
La gaine qui entoure les pastilles est la première barrière de confinement qui
évite la dispersion des éléments radioactifs dans le caloporteur. Elle joue donc
un rôle primordial en terme de sécurité et de sûreté, et son intégrité doit être
garantie dans les conditions normales d’utilisation, et autant que possible dans des
conditions accidentelles. À ce titre, un grand nombre d’études sont menées sur le
comportement de la gaine et sur l’interaction entre les pastilles et la gaine. Dans le
cadre de ce travail, nous nous sommes intéressés plus précisément au comportement
du combustible lui-même, qui est une partie importante de ces problématiques.
1.2 Déformation du combustible UO2
Les propriétés mécaniques des pastilles de combustible sont déduites de deux
types de tests mécaniques. Le premier est un test où l’on impose la contrainte
appliquée au matériau, et où l’on mesure sa vitesse de déformation (test de fluage),
dans le deuxième type, c’est au contraire la vitesse de déformation qui est imposée,
et la contrainte en résultant qui est mesurée (test d’écrouissage). Un grand nombre
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de tests a été fait sur des polycristaux de dioxyde d’uranium depuis les années 1960.
Ils s’agit de tests de flexion [12–15], ou le plus souvent de compression [16,17].
Avant la rupture, le matériau peut avoir deux types de comportements géné-
raux, élastique ou viscoplastique. Dans le premier cas, l’énergie mécanique fournie
à l’échantillon par la sollicitation mécanique n’est pas dissipée mais stockée dans
le cristal sous forme d’un allongement des liaisons atomiques. Cela se traduit ma-
croscopiquement par une relation linéaire entre la déformation et la contrainte,
ainsi que par un retour à l’état initial sans endommagement lorsque la sollicitation
disparaît. Dans le second cas, l’énergie est partiellement dissipée par une défor-
mation impliquant des ruptures de liaisons et des réorganisations de la structure
cristalline. Ces déformations sont alors irréversibles, et l’échantillon contient des
dommages résiduels après l’arrêt de la sollicitation.
Le comportement élastique est caractérisé par les coeﬃcients de proportion-
nalité entre les éléments du tenseur des déformations et ceux du tenseur des
contraintes (constantes élastiques). Ces valeurs sont des constantes du matériau,
et s’expriment sous la forme du tenseur d’élasticité C d’ordre 4 tel que
  = C ⌦ " . (1.1)
Il existe très peu de données sur les constantes élastiques des monocristaux en
température, une des rares courbes disponible est celle de la figure 1.2.
À cause de la symétrie cubique du cristal, le dioxyde d’uranium monocristallin
a seulement trois constantes élastiques indépendantes, par convention C11, C12 et
C44 (en utilisant la notation de Voigt, sachant que C11 = C1111, C12 = C1122 et
C44 = C2323). Cette courbe montre une évolution monotone de ces trois constantes,
le maximum étant atteint pour la plus basse température. Cependant, au-delà de
cette simple décroissance, on peut observer deux points d’inflexion, respectivement
autour de 1 500 K et 2 300 K. Ces points d’inflexion semblent être présents pour
les trois constantes élastiques, mais sont particulièrement visible dans le cas de C11.
Le comportement plastique peut être causé par diﬀérents mécanismes. On
parle de fluage stationnaire quand il s’agit d’une déformation plastique lorsque
la contrainte imposée à l’échantillon est constante. Les mécanismes de fluage dé-
pendent des conditions de contrainte et d’irradiation. Sans irradiation, on parle de
fluage thermique, qui est d’autant plus important que la température est élevée.
Il comporte deux régimes, avec des mécanismes associés diﬀérents selon le niveau
de contraintes [20]. Aux faibles contraintes, il s’agit d’un fluage par diﬀusion de
défauts ponctuels lacunaires en volume (fluage de type Nabarro), créés ou absor-
bés aux joints de grains. Aux fortes contraintes, un autre type de fluage devient
prépondérant, utilisant principalement le mouvement de dislocations, dont le com-
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Figure 1.2 – Constantes élastiques d’un monocristal d’UO2 en température. La
figure montre les données issues des expériences d’Hutchings et coll., et est re-
prise de [18]. Le modèle utilisé pour les calculs en traits discontinus est un dé-
rivé du potentiel original de Catlow [19] basé sur des ions déformables. Bien que
les constantes élastiques décroissent avec la température, on note la présence des
points d’inflexion A et B, particulièrement visibles sur la courbe de C11.
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portement sera traité plus loin dans ce chapitre.
Lorsque la sollicitation devient suﬃsamment importante lors d’un essai mé-
canique, le matériau se rompt de diﬀérentes manières. A basse température, la
rupture est généralement fragile, et se fait par clivage aux faibles contraintes, et
par rupture dynamique aux plus fortes contraintes. Lors d’une rupture fragile, le
matériau ne subit pas de déformation plastique. Cela se traduit sur une courbe
contrainte-déformation par une linéarité de la contrainte jusqu’au point de rupture
(fig. 1.3). Au contraire, lors d’une rupture ductile, le matériau subit une déforma-
tion plastique qui permet généralement des déformations plus importantes que
dans le cas fragile.
Ces diﬀérents mécanismes sont représentés de manière synthétique sur la carte
de rupture [21] (fig. 1.4). Elles permettent de visualiser simplement les grands do-
maines de contrainte et de température dans lesquelles la rupture est due à un
mécanisme particulier. Des expériences de flexion trois [12] et quatre points [13]
ont montré l’existence de deux températures de transition. La première, notée Tc
marque la limite entre le domaine purement fragile à basse température (cleavage
sur la carte de rupture) et un domaine mixte, dans lequel la rupture présente à
la fois des signes de fragilité et de plasticité. La deuxième température notée Tt
marque le début du régime ductile, qui peut correspondre à la propagation de
fissures de manière intergranulaire (intergranular creep fracture) ou transgranu-
laire (transgranular creep fracture), selon le niveau de contraintes. Aux plus fortes
contraintes (de l’ordre du gigapascal), le matériau est caractérisé par une rupture
dynamique. Les expériences en compression [17] ont donné une température de
transition fragile-ductile plus faible, autour de 1 000 °C. Les frontières entre ces
régimes sont relativement fluctuantes, en fonction de paramètres liés à la micro-
structure des échantillons, comme la porosité, la taille des grains, la pureté ou le
mode de fabrication, etc.
D’autres expériences portent sur le comportement du matériau dans des condi-
tions de fonctionnement. Ces conditions sont principalement un gradient thermique
important, de l’ordre de plusieurs centaines de kelvins sur quelques millimètres.
Ce gradient provoque simultanément des contraintes internes de compression au
centre des pastilles, dans la zone la plus chaude, et des contraintes de tension à la
périphérie. Ces contraintes peuvent être estimées grâce à la loi
 surface =
Y ↵ T
2(1  ⌫) , (1.2)
où Y est le module d’Young, ⌫ le coeﬃcient de Poisson, ↵ le coeﬃcient de dilatation
thermique, et  T la diﬀérence de température entre le cœur de la pastille et sa
surface [20]. Dans ces conditions, une fissuration est observée pour des puissances
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Courbes effort-déformation de à vitesse 
• cf 2 déformation constante: € = 1,4.10 Imn. Figure 1.3 – Courbes contrainte-déformation pour du dioxyde d’uranium en com-pression, à diﬀérentes températures à taux de déformation "˙ = 2, 3 · 10 4 s 1. La
transition fragile-ductile est ici entre 900 et 1 000 °C. Cette figure est reprise de [17].
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Contribution à l’étude du fluage du dioxyde d’uranium en flexion. 
 
3.3.1 Plasticité - Rupture 
 
3.3.1.1 Carte de rupture 
De nombreuses études ont caractérisé la rupture du dioxyde d’uranium. L’ensemble des 
résultats est repris dans des cartes de mécanismes de rupture dont l'exemple du dioxyde d'uranium 
est illustré par la Figure 3.9. Pour les établir, Ashby a appliqué la même méthode que celle employée 
pour la construction des cartes de fluage (Ashby 1979, Gandhi 1979). Ici les mécanismes de rupture 
les plus probables sont placés dans un espace température-contrainte. Sept mécanismes ont été ainsi 
répertoriés :  
9le clivage et la rupture fragile intergranulaire (BIF), où 3 régimes sont présents ; 
9la rupture ductile à basse température ; 
9la fissuration transgranulaire par fluage, qui intervient vers 0,5 TM pour les céramiques ; 
9la rupture intergranulaire par fluage, pour des températures plus élevées et des contraintes 
plus faibles ; 
9et la rupture ductile, où les matériaux semblent tellement plastiques qu’une striction totale 
peut être observée. 
Une limite supérieure dite de rupture dynamique est également introduite pour les vitesses de 
déformation très élevées (de l’ordre de 106 s-1). Les transitions entre les différents mécanismes ne 
sont pas brutales, et les frontières se traduisent par des zones de transition grisées. Les différents 
paramètres, tels que la pureté, la porosité, la taille de grain ou la méthode de fabrication, augmentent 
les incertitudes, surtout pour les céramiques. Le dioxyde d’uranium rompt par clivage en dessous de 
1 300°C et ne présente pas de ductilité significative. Dans ce domaine, la rupture est légèrement 
sensible à la vitesse de déformation. Au-delà de 0,5 TM, soit aux environ de 1 400°C, des mécanismes 
de fluage apparaissent et le type de rupture dépend de la contrainte appliquée (i.e. de la vitesse de 
sollicitation) : la rupture intergranulaire ductile en fluage redevient fragile pour les fortes contraintes. 
Enfin, pour les températures élevées (supérieures à 0,8 TM), la croissance des grains et les diffusions 
deviennent rapides et modifient les mécanismes associés aux plus fortes contraintes. 
 
Figure 3.9 - Carte des mécanismes de rupture pour 





Les références notées ici correspondent à celles 
utilisées par Ashby dans l’article originel, quelques-
unes sont notées en fin de thèse. 
 
(Ashby 1979, Gandhi 1979)
 - 48 -  Figure 1.4 – Carte des modes de rupture du dioxyde d’uranium en fonction de
la contrainte appliquée et de la température. La figure est reprise de [21].
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de fonctionnement très faibles, et des diﬀérences de température de l’ordre de
100 K.
Un autre type de fluage est facilité par les dégâts d’irradiation. Il intervient
même à des températures trop faibles pour impliquer un fluage thermique. Dans
ce cas, la vitesse de fluage dépend des contraintes appliquées au matériau, ainsi
qu’à la densité de fissions. Il est cependant indépendant du taux de combustion, de
la taille des grains et de la température, entre 500 et 1 000 °C. Au-delà, l’irradiation
semble amplifier le fluage thermique [17,20]. Ces mécanismes seraient contrôlés par
la diﬀusion des cations dans le cristal. Cette diﬀusion est facilitée par les pointes
thermiques observées lors du déplacement d’ions résultant de désintégration dans
le cristal, ou par la fusion locale autour d’une cascade de déplacements causée par
une désintégration.
D’autre part, il a été montré que la déviation à la stœchiométrie joue un rôle
dans le comportement mécanique du dioxyde d’uranium. La vitesse de fluage [6] et
la contrainte critique de rupture [5] en dépendent notamment de manière impor-
tante. Cette dépendance impose la prudence lors de l’interprétation de résultats
expérimentaux, l’UO2 ayant tendance à s’oxyder à haute température, donnant
un composé UO2+x. Un attention particulière doit donc être portée à l’atmosphère
sous laquelle les tests mécaniques ont été faits, qui doit empêcher l’oxydation de
l’échantillon pour que le résultat soit comparable avec les calculs de dynamique
moléculaire qui imposent une stricte stœchiométrie.
Les études utilisant des monocristaux sont comparativement beaucoup plus
rares que celles portant sur des polycristaux. La plupart des résultats concernent
des études en compression [17,22]. Dans ce cas, une plasticité est observée à partir
de 1 000 °C. La déformation maximale subie par les échantillons avant la rupture
croît avec la vitesse et l’inverse de la vitesse de déformation.
Les études sur la fracture dans des monocristaux de dioxyde d’uranium sont
tout aussi rares. Il a cependant été montré [23,24] que les fissures se propageaient
préférentiellement dans des plans {111}, et dans une moindre mesure {110}. Les
énergies de surface expérimentales sont ici de peu de secours pour déterminer les
plans préférentiels, étant donné le manque de résultats disponibles, et la marge
d’erreur associée [25]. Les résultats les plus fiables dans ce domaine semblent
être ceux issus de potentiels empiriques [26, 27]. L’ensemble des potentiels testés
donnent l’énergie de surface la plus faible pour les plans {111}, les plans {110},
{100} et {112} ayant des énergies de surface similaires, la plus stable dépendant
du potentiel utilisé. À notre connaissance, il n’y a eu aucune étude atomistique de
la propagation de fissure dans ce matériau avant 2012 [28].
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1.3 Structure cristalline du dioxyde d’uranium
Le combustible réel a une micro- et une nano-structure très complexes, et de très
nombreux mécanismes participent au comportement mécanique de la pastille dans
son ensemble. Cependant, dans le but de découpler ces mécanismes, il est nécessaire
de considérer comme point de départ la structure cristalline parfaite qui est la
base de sa nano-structure. Cette approche implique de commencer par étudier
les propriétés du dioxyde d’uranium stœchiométrique. Nous ne nous intéresserons
donc pas aux structures sur- ou sous-stœchiométriques qui peuvent se former sous
diﬀérentes conditions.
La structure la plus stable du dioxyde d’uranium est très bien connue, il s’agit
d’une structure cubique Fm3¯m (de type fluorine, groupe d’espace 225). Cette struc-
ture est le plus souvent décrite comme la combinaison d’un sous-réseau anionique
et d’un sous-réseau cationique. Dans le cas du dioxyde d’uranium, les ions U sont
sur un sous-réseau cubique à faces centrées, dont les sites tétraédriques sont oc-
cupés par les ions O, qui forment ainsi un sous-réseau cubique simple (fig. 1.5a).
Chaque ion U est donc au centre d’un cube dont les sommets sont matérialisés par
les ions O formant sa première sphère de coordinence (ZU = 8). Les ions O quant
à eux sont au centre de tétraèdres formés par les ions U voisins (ZO = 4).
La structure résultante ayant une symétrie cubique et de nombreuses symétries
internes, elle peut être décrite avec seulement un paramètre de maille. Les angles
et les positions atomiques sont constantes et fixés par les symétries du cristal.
Les principales projections particulières de cette structure sur les plans {100},
{110}, {111} et {112} (fig. 1.6).
Expérimentalement, un des rares polymorphes identifiés est une structure Pnma
(de type cotunnite, groupe d’espace 62), qui est obtenue en compression [29,30]. Il
s’agit d’une structure orthorhombique, dans laquelle l’uranium a une coordinence
de 9 (fig. 1.5b). Outre les observations expérimentales, cette structure a été décrite
pour l’UO2 en utilisant des modèles DFT [31,32]. Les observations expérimentales
en pression hydrostatique [30] semblent montrer une transition complexe et diﬃ-
cile, mettant en jeu des structures intermédiaires non identifiées, et se produisant
dans un domaine de pression très grand (de 40 à plus de 79 GPa). Un autre résultat
expérimental [33] montre une transition vers une structure voisine de Pnma non
identifiée, mettant en jeu une structure cubique intermédiaire Pa3¯. La transition de
phase entre les structures Fm3¯m et Pnma a été décrite pour la fluorine CaF2 [34].
Ces simulations montrent le passage par un état intermédiaire caractérisé par un
désordre important sur le sous-réseau anionique.
Les autres structures dont il est question dans ces travaux sont les structures
Pbcn et P42/mnm. Bien qu’elles n’aient jamais été observées expérimentalement
pour le dioxyde d’uranium, elles ont des relations bien connues avec la structure
Fm3¯m. En particulier, Fm3¯m est une phase haute pression de cristaux ayant à
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(a) (b) (c)
(d) (e)
Figure 1.5 – Principales structures cristallines du dioxyde d’uranium : a) Fm3¯m,
b) Pnma, c) Pbcn, d) P42/mnm, e) Pnnm. Les atomes d’uranium sont en gris,
et les atomes d’oxygène en rouge. Chaque structure est orientée selon sa maille
conventionnelle.



















































Figure 1.6 – Projections particulières du dioxyde d’uranium dans sa structure
stable Fm3¯m : a) {100}, b) {110}, c) {111} et d) {112}. Les ions oxygène sont
représentés par des sphères rouges et les ions uranium par des sphères grises.
20 Chapitre 1. Propriétés mécaniques du dioxyde d’uranium
pression ambiante une structure Pbcn (comme PbO2) ou P42/mnm (comme TiO2).
De plus, ces deux phases sont aussi liées, et on les retrouve par exemple dans le
dioxyde de Titane, où P42/mnm est la phase ↵, et Pbcn la phase  , et dans le
dioxyde de Plomb pour lequel les structures sont inversées [35] (↵-PbO2 est Pbcn
et  -PbO2 est P42/mnm). Les transitions entre ces deux structures, ainsi que vers
Fm3¯m en pression sont connues de manière générale pour les composés de forme
AX2 [36].
La structure P42/mnm est une structure quadratique (de type Rutile, groupe
d’espace 136). Le sous-réseau uranium est un réseau cubique à faces centrées (CFC)
distordu, autour duquel s’organise le sous-réseau O. Chaque ion U est au centre
d’un octaèdre dont les sommets sont matérialisés par des ions O (ZU = 6). Ces
octaèdres sont alignés suivant l’axe c, formant ainsi des chaînes en partageant des
arrêtes de leurs plans basaux. Ces chaînes sont organisées les unes par rapport
aux autres de manière que chaque sommet appartenant à un plan basal est aussi
un des deux sommets les plus éloignés du centre d’un des octaèdres de la chaîne
voisine. Cette organisation montre un arrangement caractéristique de triplets O-
U-O alignés perpendiculairement les uns par rapport aux autres, et de tunnels de
section carrée quand on regarde le cristal suivant un axe c (fig. 1.5d).
Une autre structure non mentionnée précédemment est la structure Pnnm
(type Marcassite, groupe d’espace 58). Elle apparaît comme structure intermé-
diaire dans nos calculs concernant la transition Fm3¯m ! P42/mnm. Il s’agit
d’une structure P42/mnm modifiée, dans laquelle les triplets O-U-O ne forment
pas des angles droits. De ce fait, l’équivalence entre les axes a et b n’est plus
respectée et la structure est orthorhombique (fig. 1.5e), mais structurellement très
proche de P42/mnm. Expérimentalement, cette structure est par exemple décrite
pour MnO2, dont la structure stable est P42/mnm [37].
Ces diﬀérentes structures sont bien connues dans diﬀérents matériaux. Cer-
taines ont été étudiées dans le cas du dioxyde d’uranium, mais aucune approche
cohérente des transitions n’a été encore publiée.
1.4 Dislocations
L’étude des propriétés plastiques d’un matériau est principalement basée sur
l’étude des propriétés statiques et dynamiques des dislocations. Le dioxyde d’ura-
nium est une céramique rigide, qui est plus sujette à basse température à des
ruptures fragiles qu’à des déformations plastiques. C’est probablement pour cette
raison que la littérature est relativement pauvre sur le sujet. Pour cette raison, nous
commencerons par décrire les dislocations dans la fluorine (CaF2) qui possède la
même structure cristalline que l’UO2.
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1.4.1 Dans la structure Fluorine
Les systèmes de dislocation possibles dans les matériaux de structure fluorine
sont plutôt bien connus, et ont un unique vecteur de Burgers a/2< 110 >. Trois
systèmes de glissement ont été décrits, opérant dans les plans {100}, {110} et
{111}. Les questions autour de la structure de cœur des dislocations dans cette
structure sont principalement relatives à la présence ou non de charges électrosta-
tiques.
La structure de cœur la plus documentée est celle des dislocations coin< 110 >{100},
dont la première description a été faite par Amelinckx [38]. En visualisant un cris-
tal de fluorine coupé dans un plan {110}, on peut observer un alignement de plans
{110} perpendiculaires au plan de coupe. Ces plans sont formés d’une succession
de rangées F-Ca-F (fig. 1.7). Le cœur d’Amelinckx est le résultat de l’ajout de
deux demi-plans {110}, l’un de ces demi-plans finissant par une rangée d’anions,
et l’autre par une rangée de cations. Par construction, il en résulte un cœur qui a
une charge électrostatique positive le long de la ligne de dislocation dépendant de
la nature de la dernière rangée des plans supplémentaires (fig. 1.7a). Cette charge
peut être négative si le deuxième demi-plan supplémentaire se termine par une
rangée d’anions (fig. 1.7b), comme montré par Evans [12]. Evans propose aussi un
cœur globalement neutre, en alternant des segments chargés positivement et des
segments chargés négativement [12]. Ces deux cœurs ont été obtenus dans le cas
du dioxyde d’uranium [39, 40]. Une troisième structure de cœur, celle-ci complè-
tement neutre, a été développée par Ashbee pour l’UO2 [41] et Brantley pour la
fluorine [42](fig. 1.7c). Cependant, cette configuration serait très peu mobile du
fait de la diﬃculté des mécanismes de mobilité supposés, qui impliquent un mou-
vement des ions parallèlement à la ligne de dislocation. La diﬀérences essentielles
entre ces structures est liée au triplet O1-U1-O2 qui se trouve au centre du cœur
dans le dernier cas. Si, à la place de ce triplet, on trouve uniquement O1 et U1, on
obtient le cœur positif, et le cœur négatif si O1 est présent. Finalement, un der-
nier cœur neutre peut être obtenu si l’ensemble du triplet central est absent [42]
(fig. 1.7d).
Il y a beaucoup moins de documents sur les dislocations coin < 110 >{110}
dans la fluorine. Une structure électriquement neutre a cependant été donnée [12]
(fig. 1.8), ainsi que pour l’UO2 [40].
À notre connaissance, aucune structure de cœur n’a été publiée pour les dislo-
cations coin < 110 >{110}.
La plupart des résultats expérimentaux dans la fluorine ou des cristaux de
même structure concluent que le glissement facile se fait dans les plans {100}
pour divers cristaux de structure fluorine [43–47]. L’activation thermique des plans
{110} a aussi été montrée à partir de 350 K [46]. Un certain nombre d’études
concluent à une mobilité plus importante pour les dislocations vis que pour les
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dislocations coin [46,48], mais sans mentionner les contraintes critiques.
1.4.2 Dans l’UO2
Les résultats expérimentaux pour l’UO2 vont en général dans le même sens que
ceux concernant divers cristaux de structure fluorine [23, 49]. L’activité relative
des diﬀérents systèmes a été étudiée dans une gamme de température de 400 à
1400 K [23,49–51]. Dans tous les cas, < 110 >{100} est le glissement le plus facile,
cependant les conclusions quant à la facilité relative du glissement dans les autres
système divergent.
L’étude de Lefèbvre [51] des plans {100} et {110} conclut à une activité plus
importante dans le plan {100}, conformément aux études précédentes sur la fluo-
rine. Il décrit aussi une évolution non monotone de la contrainte d’écoulement à une
déformation donnée en fonction de la température, dont il observe un minimum
local autour de 1 500 K. Ce résultat est en accord avec des travaux précédents [52].
Bien qu’aucune dissociation n’ait été documentée pour la structure fluorine
en général, quelques observations sont disponibles pour UO2. En eﬀet, des obser-
vations expérimentales [50] on montré la présence de dislocations partielles, que
l’auteur pense favorisées par un écart local à la stoechiométrie. Une dissociation
possible a été prédite [39] sans qu’elle ne soit confirmée par ailleurs. De plus, les
énergies de faute d’empilement ont été calculées par Gaboriaud [53] et Soullard [54]
dans la fluorine et le dioxyde d’uranium. L’auteur en déduit que les fautes d’empi-
lement sont trop défavorables pour autoriser la dissociation de dislocations dans ce
matériau, en contradiction avec les études précédentes. Cependant, ces calculs ne
tiennent pas compte d’un éventuel abaissement des énergies de faute d’empilement
dû à une déviation à la stoechiométrie, ou d’éventuels eﬀets thermiques. La ques-
tion de la présence ou non de dislocations dissociées dans le dioxyde d’uranium est
donc loin d’être tranchée.
Plus récemment, une étude des cœurs des dislocations a été menée [55], basée
sur un modèle de dynamique moléculaire et un potentiel empirique. Elle a montré
que les cœurs vis étaient les plus favorables, suivis des cœurs coin < 110 >{100},
< 110 >{111} et < 110 >{110}. Dans ces quatre cas, le rayon de cœur est estimé
à environ 10 Å par comparaison de la distribution d’énergie issue des simulations
avec le champ prévu par la théorie continue (fig. 1.9).
Les valeurs élevées des énergies de faute d’empilement, liées au caractère io-
nique du dioxyde d’uranium, associées à la fragilité du matériau posent la question
des mécanismes permettant la nucléation de boucles de dislocations. Des obser-
vations ont montré la présence de dislocations dans le domaine ductile lors de la














Figure 1.7 – Représentation schématique des cœurs de dislocations coin
< 110 >{100} dans la fluorine proposés par a) Amelinckx [38] (chargé positive-
ment), b) Evans [12] (chargé négativement),c) Ashbee [41] (neutre), et d) Brant-
ley [42] (neutre). Le cœur neutre de Blank [39] est une alternance de segments de
configurations (a) et (b). La projection est faite dans un plan {110}, correspondant
à la fig. 1.6b.











Figure 1.8 – Représentation schématique du cœur de dislocation coin
< 110 >{100} dans la fluorine proposé par Evans [12]. La projection est faite dans
un plan {100}. Ce cœur est électriquement neutre.
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For comparison with the elastic theory the shear modulus K
from equation (1) is given from the elastic constants matrix by,
K = (c′11 − c′12)
[
c′66(c′11 − c′12)
(c′11 + c′12 + 2c′66)c′11
]
(3)
for the case of an edge dislocation and,
K = (c′44c′55 − c′245)
1
2 (4)
for a screw dislocation.
2.4. Simulation parameters
Having constructed the various initial defect configurations we
now examine their properties using both static and molecular
dynamics simulations. For the static simulations we used the
code GULP version 3.4 [56–58], here the cell was constrained
to be one-dimensional with the edges of the cell frozen in their
initial configurations. For the molecular dynamics simulations
we used the code DLPOLY [59, 60], with a vacuum gap of 1.5 nm
separating the x and y directions of the cell, and the z-axis
(along the dislocation line) was periodic. We are interested in
the behaviour of the central dislocation region, to minimize any
effect due to the vacuum gap or the interface between frozen
atoms and relaxed atoms (although at long range these should
be very similar) we chose large supercell sizes of ∼30 nm in
the x- and y-directions and 4 nm in the z-direction, giving a
total of around 300 000 atoms.
Each cell was equilibrated from its starting unrelaxed
configuration at 300 K for a total of 5000 time steps (5 ps)
to allow the core region of the dislocation to relax. The cell
was then heated to 1200 K for another 5000 time steps to
assess whether the dislocation configurations were thermally
stable (at least on picosecond timescales), all those considered
here remained intact. Following this, the cell was cooled
to 10 K and the energy of the cell was minimized using a
conjugate gradient procedure implemented within the DLPOLY
code. A second reference cell that did not contain a dislocation,
but otherwise contained the same number of ions was also
simulated under the same conditions in order to provide a
reference cell for calculating the line energies, though as
discussed in section 3.1, this can be replaced with a calculation
of the average lattice energy per formula unit. Molecular
dynamics calculations of the slip were initiated from the end
points of the 300 K simulations.
3. Results
Results are presented for each of the four dislocation
geometries, examining the line energies, the calculated strain
fields around the dislocations and for the edge dislocation cores
the Peierls energy barrier.
3.1. Line energies of the dislocations
The line energy of a dislocation (equation (1)) increases
logarithmically with the increasing radius of the region
considered. To calculate the line energies from these
Figure 1. Plot of the line energies calculated from the simulations
(solid lines) and compared with predicted values from elastic theory
(equation (1)) shown as dotted lines for the four different cells.
simulations, we consider the total potential energy of a region
of atoms within some cylinder whose central line coincides
with the line of the dislocation core. The radius of this cylinder
is effectively r in equation (1).
The potential energy contained within this cylinder
increases (to first order) as r 2, and so we need to subtract away
the contributions due to the perfect (i.e. defect free) crystal to
obtain the increase in potential energy that can be ascribed to
the introduction of the dislocation. To do this we can subtract
away the energy due to a similar sized cylinder of atoms in
a cell without the dislocation or more succinctly calculate the
average potential energy per U4+ and O2− ion in a pure cell
and subtract away this energy multiplied by the number of ions
within the cylinder. The latter case assumes that
E(r) = Ed(r) − Ep(r) $ Ed −
∑
j=U,O
Nj 〈E j〉 (5)
where E(r) is the energy due to the introduction of the
dislocation measured at a distance r from the core, Ed and Ep
are the energies contained within the cylinder with and without
the dislocation respectively and Nj is the number of ions of
type j each with average potential energy 〈E j〉. We found that
this approximation was well obeyed, serving as confirmation
that our method of calculating the potential energy contained
within the cylinders was accurate.
Figures 1(a)–(d) shows the line energy of a dislocation
contained within a cylinder of radius r for the four different
dislocation geometries considered here. We have fitted the core
energy Ec from equation (1) to the simulation data defining
(arbitrarily) the core radius rc to be 3 nm and using the value
of the shear modulus K calculated from equation (1) for each
specific dislocation geometry. Table 2 shows the values of
these parameters obtained from a fit to the data.
The agreement between simulations and the predictions
of equation (1) for large values of r are excellent, particularly
as the gradient of these lines are not fitted but are determined
entirely by the values from equation (1). At low values of r
there is significant deviation from linear elastic theory as we
would expect in the core region.
3
Figur 1.9 – Distribution de l’énergie autour des cœurs de dislocations dans l’UO2
si ulé avec le potentiel empirique de Morelon [56]. Cette figure est tirée de [55].
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de dislocations à basse température. Un phénomène connu intervenant dans le do-
maine fragile est la nucléation sous irradiation. Des études ont montré l’apparition
de boucles lacunaires de vecteur de Burgers < 111 > à 600 K, sous irradiation
aux électrons à 2 MeV [59]. Dans cette expérience, une irradiation aux neutrons
à 200 K a provoqué l’apparition de boucles de vecteur de Burgers a/2< 110 >,
ainsi que des boucles ayant un vecteur de Burgers a/
p
2< 111 >. Dans ce dernier
cas, les boucles délimiteraient des plans interstitiels résultant de la condensation
de défauts d’irradiation [60]. Ces dernières ont été confirmées par une étude por-
tant sur l’auto-irradiation ↵ de dioxyde d’uranium dopé [61,62]. Le modèle utilisé
pour interpréter ces résultats semblait montrer que la re-solution des atomes des
plans interstitiels limitait considérablement la croissance de ceux-ci. D’autres ob-
servations mentionnent la nucléation de boucles de dislocation après implantation
d’hélium [63], sans que le vecteur de Burgers ne soit déterminé. Dans tous les cas,
le diamètre de ces boucles est initialement faible (en-dessous de 50 Å).
1.5 Problématiques et démarche
Il résulte de l’exposé des connaissances sur la déformation du combustible plus
d’interrogations que de réponses, en particulier à l’échelle atomique. Il s’agit d’un
domaine excessivement large et qui comporte un grand nombre de zones d’ombre,
qu’il n’est pas question de dissiper entièrement avec cette étude.
L’objectif large visé est une description en température de la déformation élas-
tique et plastique du matériau en température. Pour cela, notre stratégie est de
découpler et de décrire certains mécanismes de manière isolée. Les phénomènes
traités sont les transitions structurales, l’élasticité, la propagation de fissure et le
glissement de dislocations, chacun lié à une ou des sous-problématiques particu-
lières, comme :
– comment se transforme la structure cristalline du matériau pour s’adapter
à de fortes déformations localisées, telles que celles que l’on peut trouver
autour de défauts ou de fissures sous contraintes ?
– peut-on rattacher une description atomistique des transitions structurales au
comportement observé expérimentalement ?
– comment évolue en température son comportement élastique ?
– par quels mécanismes une fissure se propage-t-elle dans un cristal de dioxyde
d’uranium?
– comment se comportent les dislocations ?
Ces diﬀérents sous-problèmes ont montré des convergences, des points qui néces-
siteront des travaux supplémentaires, et des éléments de réponse qui ont pu être
apportés.
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Les principales limites générales de ce travail sont le fait que nous avons simulé
uniquement des cristaux d’UO2 parfaits et stœchiométriques. La première découle
du manque d’études précédentes sur ces mécanismes, il a donc fallu commencer par
s’intéresser au cas simple sans défauts de structure. La deuxième quant à elle est
une conséquence du manque de modèles de dynamique moléculaire à transferts de
charges, qui sont nécessaires pour modéliser les changements de degré d’oxydation
des ions dans une boîte non-stœchiométrique. Ces limites sont des points de départ




28 Chapitre 2. Dynamique moléculaire
Dans ce chapitre, nous décrirons les bases des modèles de dynamique molécu-
laire utilisées au cours de ces travaux. Il s’agit d’un exposé succinct de méthodes
et de techniques, dont les démonstrations rigoureuses peuvent être trouvées dans
les ouvrages cités. Les grandeurs et méthodes présentées ici ont été utilisées soit
dans le code de dynamique employé, soit dans un code de post-traitement déve-
loppé dans le cadre de ces travaux. En particulier, les équivalents continus des
grandeurs atomiques classiques comme la contrainte locale ou la densité d’énergie
sont utilisées par la suite, et ont nécessité un important travail d’implémentation
et de parallélisation. Ces champs continus ayant connus un développement récent,
ils sont absents des ouvrages de référence sur la dynamique moléculaire, nous ex-
poserons donc les avantages et inconvénients des diﬀérentes formulations. Nous
présenterons aussi une sélection de potentiels empiriques qui ont été développés
pour la modélisation du dioxyde d’uranium, et dont une partie sera utilisée par la
suite.
2.1 Boîtes de simulation
La dynamique moléculaire est une classe de modèles permettant de suivre les
mouvements d’une collection d’atomes au cours du temps dans une boîte de simu-
lation. Les caractéristiques principales des atomes sont leurs masses {m↵}, leurs
charges {q↵}, leurs positions {r↵} et leurs vitesses {v↵}.
La boîte de simulation est un parallélépipède dont un sommet est choisi comme
origine du repère, les trois arrêtes adjacentes en constituant les axes a, b et c. Une
telle boîte peut être décrite de manière équivalente par les trois longueurs a = |a|,
b = |b| et c = |c|, ainsi que par les trois angles ↵,   et   (fig.2.1) ; ou par la matrice
H dont les colonnes sont les trois vecteurs de base.
Le volume de la boîte de simulation est
V = a⇥ b · c = det(H) . (2.1)
Les données de base résultant d’une simulation sont les trajectoires indivi-
duelles (positions {r↵} et vitesses {v↵}) de chacun des atomes au cours du temps.
D’un point de vue physique, ces trajectoires atomiques et la boîte H sont les seules
données requises pour calculer toutes les grandeurs statistiques, comme la pres-
sion, la température ou l’énergie interne. Pour obtenir ces données, les codes de
dynamique moléculaire classiques utilisent principalement trois éléments :
– une définition des interactions entre atomes ;
– des équations du mouvement, qui décrivent les trajectoires en termes de
degrés de liberté dans un système d’équations diﬀérentielles ;
– un intégrateur qui permet de résoudre numériquement ces équations via une
discrétisation du domaine temporel.











































Figure 2.1 – Boîte de simulation typique. a, b et c sont les vecteurs de base, les
ei sont les vecteurs de la base canonique.
Un des handicaps de la dynamique moléculaire en général est la limitation
que le temps de calcul impose aux dimensions caractéristiques du système simulé
(aussi bien dans le temps que dans l’espace). La limite sur la taille des systèmes
est particulièrement gênante quand il s’agit de simuler un milieu dont la longueur
caractéristique est plus proche du centimètre que de l’ångström, comme dans la
matière condensée. Pour contrebalancer cette limite, on utilise généralement des
conditions aux limites périodiques. Le système simulé est alors un pavage infini de
la boîte de simulation originale (fig.2.2). Dans ce système étendu, à chaque atome
↵ de la boîte de simulation correspond une infinité d’atomes images ↵0 des boîtes
images. En général, la distance entre deux de ces atomes s’écrit
r↵↵
0
= nxa+ nyb+ nzc , (2.2)
où les ni sont des nombres entiers. En général, on impose qu’ils ne soient pas nuls
simultanément, pour éviter de tenir compte de l’image qui serait superposée à la
boîte réelle. Dans ce cas, on aurait ↵ = ↵0 et r↵↵0 = 0. De plus, les atomes à
proximité de l’un des bords de la boîte de simulation sont aussi proches des images
des atomes situés à l’opposé dans la boîte réelle, il faut donc en tenir compte
lorsqu’il s’agit de calculer leurs interactions. On utilise pour cela la convention de
l’image la plus proche, qui fait correspondre à un atome ↵ au plus l’une des images
de chacun des autres atomes   de la boîte. Par exemple, si l’atome ↵ est proche
d’un des bords de boîte, et   proche du bord opposé, ↵ est proche d’une image  0.
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Cette simplification n’a de sens que si ↵ ne peut être voisin que d’au plus une des
images de  . Elle suppose donc que la boîte de simulation est assez grande pour que
l’on puisse considérer qu’↵ n’interagit en aucune manière avec les autres images
de  . Il n’y a donc pas d’ambigüité quant à l’image exacte de   avec laquelle ↵
interagit.
Par ailleurs, la trajectoire d’un atome peut le conduire à passer un des bords
de la boîte de simulation et à en sortir. En utilisant la convention de l’image la
plus proche, cela n’a pas d’incidence tant que l’atome en question reste dans une
des boîtes images immédiatement voisines de la boîte réelle. Les conditions aux
limites périodiques impliquent qu’au moment où cet atome sort, une de ses images
rentre dans la boîte par le bord opposé. Pour des raisons de simplicité des codes
de simulation et d’interprétation, on remplace parfois l’atome sorti par son image
qui vient de rentrer. Cela implique un suivi des atomes qui passent les bords de la
boîte pour le calcul de certaines propriétés comme le déplacement, pour éviter des
discontinuités de l’ordre de la longueur de la boîte.
2.2 Interactions
Les modèles utilisés pour cette étude sont basés sur une représentation des
atomes en ions rigides, c’est-à-dire qu’ils sont considérés comme étant des parti-
cules ponctuelles portant une charge eﬀective. D’autres types de modèles existent,
comme ceux basés sur des ions déformables. Dans ces derniers, chaque ion est
séparé en un noyau chargé positivement et un nuage électronique chargé néga-
tivement, ces deux parties interagissant par un terme d’énergie supplémentaire
dépendant de la distance entre le noyau et le nuage électronique. De plus, ces mo-
dèles modélisent les interactions entre atomes par des termes d’énergie potentielle
de paire. Ces énergies sont composées de deux parties : l’une électrostatique suivant
la loi de Coulomb, notée E↵ c ; l’autre représentant les interactions inter-atomiques
d’origine non électrique notée  ↵ .












L’énergie interne d’une configuration est simplement la somme des énergies internes












Figure 2.2 – Illustration des conditions aux limites périodiques en deux dimen-
sions. Le carré central représente la boîte de simulation, les autres les boîtes images.
Si au cours de la simulation l’atome ↵ se déplace du vecteur u, il est sorti de la
boîte de simulation et remplacé par l’atome équivalent ↵0.
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où E↵k est l’énergie cinétique de l’atome ↵.
Les deux termes électrostatique et non-coulombien ont des portées très diﬀé-
rentes, ce qui justifie leur traitement séparé dans la plupart des codes.
2.2.1 Potentiels de paires
Le terme « potentiel de paire » est ici utilisé pour « potentiel de paire non-
coulombien ». Ces potentiels ont en général deux termes, l’un représentant l’inter-
action attractive de van der Waals, l’autre la répulsion des nuages électroniques à
courte portée, qui empêche deux atomes d’occuper le même volume. Il existe de
nombreuses formes pour ces potentiels, qui sont utilisés dans diﬀérents matériaux
ou pour diﬀérents types de simulations. Les principales (et sur lesquelles les mo-
dèles utilisés au cours de ces travaux sont basés) sont le potentiel de Lennard-Jones,
le potentiel de Buckingham et le potentiel de Morse. Elles sont respectivement dé-


















Le point commun de ces expression est qu’elles tendent vers zéro de manière ra-
pide quand r↵  grandit. Cela permet de prendre en compte uniquement les atomes
éloignés d’au maximum d’une distance appelée rayon de coupure, et notée rc.
C’est un point clef pour la performance des codes de dynamique moléculaire sur
des machine parallèles.
Les forces résultant de l’interaction non-coulombienne entre les atomes ↵ et  
se calculent à partir de leur énergie de paire




r↵  =  f ↵ . (2.9)
2.2.2 Électrostatique
La simulation par dynamique moléculaire des solides ioniques se heurte au pro-
blème de l’interaction électrostatique entre les ions du système simulé. L’expression
de l’énergie potentielle électrostatique d’une boîte de simulation contenant une dis-
tribution de charges ponctuelles {q } aux emplacements {r }, en supposant des









|r↵    l| , (2.10)
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où l est une combinaison linéaire des vecteurs de la boîte : l = nxa + nyb + nzc.
Dans toute cette partie sur l’interaction électrostatique, le facteur 1/4⇡✏0 sera
omis pour alléger les notations. La méthode la plus naturelle pour calculer cette
énergie serait de définir un rayon de coupure rc, et de ne prendre en compte les
termes de la double somme que si |r↵    l| < rc. Cependant, la décroissance en
1/r de l’énergie d’interaction est beaucoup trop lente pour que cette méthode
soit praticable en règle générale. En eﬀet, elle impliquerait un rayon de coupure
déraisonnablement grand par rapport aux dimensions caractéristiques de la plupart
des boîtes de simulation. Cette méthode serait prohibitive en terme de temps de
calcul, et pourrait interdire l’emploi de la convention de l’image la plus proche, ce
qui compliquerait les codes de simulation.
Ce problème est aujourd’hui résolu dans la plupart des codes par une méthode
dérivant de la méthode dite de la somme d’Ewald [64]. Nous ne ferons pas ici
de démonstration mathématique rigoureuse de cette méthode, qui peut être trou-
vée ailleurs [65], mais plutôt une description de la manière dont elle fonctionne
d’un point de vue physique. D’autres descriptions et des formulations équivalentes
peuvent être trouvées dans la plupart des ouvrages de référence [66,67].
Méthode d’Ewald
On peut écrire la distribution de charges correspondant à la collection d’ions






q  (r  r    l) , (2.11)
où  (r) est la distribution de Dirac. On en déduit le potentiel électrostatique  c(r)
correspondant à partir de l’équation de Poisson
  c =  4⇡⇢ . (2.12)






|r  r↵| dr . (2.13)








Le principe de la somme d’Ewald part de l’observation suivante : le système
reste physiquement le même si on ajoute simultanément à cette distribution deux
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autres distributions ⇢  et  ⇢ . Si ces distributions satisfont des conditions de
régularité et de localisation suﬃsantes, elles peuvent permettre de diminuer radi-
calement le nombre de calculs nécessaire pour évaluer l’énergie de la boîte. Le plus
souvent, ces propriétés de régularité sont assurées par construction en définissant
la distribution ⇢ (r) par
⇢  = ⇢ ⇤G  . (2.15)
Dans cette expression, l’opérateur ⇤ est le produit de convolution, et G  est une






Avec ce choix, le produit de convolution peut se calculer simplement de manière











On sépare ensuite d’un côté ⇢r, la distribution d’origine à laquelle on soustrait
la distribution lissée, et de l’autre la distribution ⇢ . La première distribution
possède toutes les propriétés requises pour que la part de l’énergie électrostatique
à laquelle elle contribue soit calculée de manière eﬃcace avec l’approche simple du
rayon de coupure. Dans cette approche, si la boîte de simulation est correctement
construite et avec un rayon de coupure approprié, on peut utiliser la convention
de l’image la plus proche, et ainsi supprimer la somme sur les boîtes images qui
est remplacée par une double somme sur les atomes de la boîte et sur les images
les plus proches. Cette distribution est traitée dans l’espace conventionnel, et le
terme de l’énergie qui en découle est appelé terme réel.
La seconde quant à elle, possède par construction toutes les propriétés néces-
saires de périodicité et de régularité pour que sa transformée de Fourier soit appro-
chable en utilisant un nombre raisonnable de vecteurs de base, pour un paramètre
  adapté. Cette distribution est traitée dans l’espace de Fourier, et donne le terme
réciproque. Cependant, une résolution naïve de l’équation de Poisson pour cette
distribution donne deux fois la contribution à l’énergie électrostatique de chaque
gaussienne. Il faut donc lui soustraire le troisième terme d’auto-interaction.
Dans la plupart des codes de dynamique moléculaire, le paramètre  = 1/
p
2 





























Le paramètre  est parfois noté ↵, ce qui est évité ici pour ne pas créer de
confusion avec les indices représentant les atomes .
Cette expression de l’énergie permet de calculer la force électrostatique s’exer-




























Les paramètres de cette méthode sont  (ou  ), le nombre maximum de vec-
teurs de l’espace réciproque pris en compte kmax, ainsi que le rayon de coupure rc.
En règle générale, le rayon de coupure utilisé est le même que pour les potentiels
de paire non-coulombiens, pour les simulations il a été fixé à 12,5 Å.
L’importance de la valeur des paramètres de la somme d’Ewald a tendance
à être sous-estimée. Il est important de noter que le viriel converge moins rapi-
dement que l’énergie, aussi bien dans l’espace réciproque que dans l’espace réel.
Sur le domaine de valeurs de  qui donnent une énergie potentielle correcte, la
pression peut ainsi varier de plusieurs gigapascals. Il y a plusieurs expressions per-
mettant d’évaluer une valeur raisonnablement correcte pour ce paramètre, comme
la relation
 > 3, 2 · rc . (2.20)
Le nombre de vecteurs de base de l’espace réciproque à prendre en compte peut
être estimé par
kmax > 3, 2L/rc . (2.21)
Il existe diﬀérentes méthodes permettant de calculer des paramètres selon la pré-
cision souhaitée [68]. Cependant, quelle que soit la méthode utilisée, il est indis-
pensable de vérifier la validité des paramètres sur une simulation test.
Méthode Gaussian Split Ewald
La méthode d’Ewald classique est une manière rigoureusement exacte de cal-
culer l’énergie électrostatique dans un système dans un cas idéal. Dans la pratique,
l’erreur provient des paramètres de coupure rc et kmax. Même avec ces approxi-
mations, il s’agit d’une des méthodes les plus précises. Cependant, les algorithmes
qui l’implémentent sont en général pénalisés par le terme réciproque qui est coû-
teux en terme de temps de calcul. Pour y pallier, de nombreuses extensions à la
méthode d’Ewald standard ont été développées. Certaines utilisent des méthodes
plus eﬃcientes pour la distribution de charge lissée. On peut citer par exemple
la méthode PME (Particle Mesh Ewald, en O(N lnN)) et ses variantes comme
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la SPME implémentée dans le code DL_POLY [69], la méthode P3M (Particle-
Particle Particle-Mesh, en O(N)). D’autres sont basées sur une résolution dans
l’espace réel, comme la méthode FFP (Fast Fourier Poisson).
Ces méthodes peuvent être généralisées au sein de la méthode GSE, pour Gaus-
sian Split Ewald. Ce formalisme permet aussi bien de décrire les méthodes basées
sur des transformations de Fourier (k-GSE) que celles basées sur un calcul dans
l’espace réel (r-GSE). Nous décrirons uniquement les méthodes k-GSE, l’ensemble
étant exposé dans [70].
Les méthodes GSE calculent le terme réel de la même manière que dans le
cas de la somme d’Ewald standard. La diﬀérence vient du traitement de la partie
découlant de la distribution ⇢ (r).
Pour cela, elles utilisent un maillage de l’espace réel dont la distance séparant
deux nœuds adjacents est notée h. Par la suite, les vecteurs rm indiquent qu’il
s’agit d’un des nœuds, et une somme sur m est une somme sur tous les nœuds
du maillage. Les fonctions ⇢  et    ont comme équivalents respectivement ⇢m et
 m, qui sont la distribution de charge et le potentiel électrostatique calculé sur les
points du maillage.
L’opération se fait en cinq étapes :










2. sa transformée de Fourier ⇢˜m est calculée de manière numérique ;
3. l’équation de Poisson est résolue dans l’espace de Fourier, ce qui revient
à multiplier la distribution ⇢˜m par la transformée d’une fonction de Green
modifiée  ˜mod(r) = G (r) ⇤ (1/|r|). La transformée de Fourier du potentiel
sur le réseau est alors calculée en utilisant la relation  ˜m(k) =  ˜mod(k)⇢˜m(k) ;
4. le potentiel réel sur le réseau est alors la transformée de Fourier inverse de
 ˜m(k) ;









La force électrostatique exercée sur l’atome ↵ par la distribution ⇢  peut être








rm   r↵e |rm r↵|2/2 2 m(rm) . (2.24)
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Elle remplace alors le terme réciproque et le terme d’auto-interaction de la somme
d’Ewald.
Le terme de l’énergie électrostatique de la boîte de simulation E  correspondant
à la distribution ⇢  peut se calculer en utilisant l’équivalent de la relation (2.14),









2.3 Potentiels empiriques pour le dioxyde d’ura-
nium
Le premier potentiel empirique utilisé pour représenter le dioxyde d’uranium,
basé sur un modèle d’ions rigides, est publié en 1962 [4], sans mention des coef-
ficients des paramètres du potentiel. Depuis, un très grand nombre de potentiels
empiriques ont vu le jour, et d’autres sont proposés régulièrement. Des revues
plus ou moins exhaustives sont aussi disponibles, qui permettent d’évaluer et de
confronter un certain nombre de ces potentiels, en ce qui concerne les proprié-
tés statiques, dynamiques ou thermiques [71–74]. En règle générale, ces potentiels
sont soit des potentiels de paire, soit des potentiels incluant des interactions noyau-
nuage électronique pour les modèles d’ions déformables. Un certain nombre de ces
derniers sont issus plus ou moins directement du potentiel original de Catlow [75],
qui a été utilisé et modifié de nombreuses fois depuis. Cependant, ce type de po-
tentiels, en plus d’ajouter des degrés de libertés supplémentaires qui allongent
d’autant les temps de calcul, donnent parfois des résultats non-physiques dans les
configurations très éloignées de l’équilibre — comme les défauts ponctuels ou de
cœurs de dislocations — qui distendent fortement la liaison eﬀective noyau-nuage
électronique.
Les premiers potentiels d’ions rigides étaient souvent basés sur la fonctionnelle
de Buckingham, qui présente la particularité d’avoir une partie attractive à très
courte portée due au terme en 1/r6. De ce fait, les atomes qui parviennent à
passer la barrière de potentiel se rapprochent jusqu’à se superposer et acquièrent
une énergie potentielle infiniment négative. Un des potentiels d’ions déformables
de Jackson dérivé de l’un des potentiels de Catlow a pour particularité d’avoir
un terme d’interaction O-O composé par morceaux, pour supprimer cette partie
attractive non-physique [18]. Il a été modifié par Sindzingre [76] pour retirer les
termes de polarisation des ions, et obtenir ainsi un potentiel d’ions rigides ayant
des propriétés très similaires. Une autre famille de potentiels a évolué à partir de
celui-ci, parmi lesquels le potentiel de Karakasidis [77] et celui de Morelon [56].
Ces potentiels se sont plus ou moins spécialisés dans le calcul des propriétés des
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défauts de structure dans l’UO2.
Une autre classe de potentiels s’est formée autour de potentiels développés par
Yamada [78] pour décrire une grande quantité de composés parmi lesquels des
oxydes d’actinides (uranium, plutonium et actinides mineurs). Une des caracté-
ristiques de ces potentiels est l’utilisation de la fonctionnelle de Morse combinée
à celle de Buckingham. D’autres potentiels en sont issus, parmi lesquels celui de
Basak [79], puis celui de Yakub [80]. Il a été conçu pour reproduire les propriétés
thermophysiques de l’UO2, principalement à haute température, lors de la transi-
tion ordre-désordre sur le sous-réseau Oxygène.
Enfin, on peut citer les potentiels d’Arima [81], qui sont entièrement basés sur la
fonctionnelle de Buckingham, et qui permettent de simuler des systèmes U-Pu-Np-
O. Ils reproduisent correctement la dilatation thermique, la capacité calorifique et
le module d’incompressibilité dans un domaine de température de 400 à 2 000 K.
C’est le potentiel qui a la plus simple expression, étant basé uniquement sur la
fonctionnelle de Buckingham (2.7).
Au lieu de traiter ici les potentiels basés sur des modèles d’ion déformable, nous
concentrerons plutôt sur les modèles utilisant uniquement des potentiels de paire
(ions rigides).
Chaque potentiel est développé dans le cadre d’une étude particulière, pour
laquelle il est important qu’il reproduise correctement une caractéristique ou une
autre du matériau. De plus, la formulation d’un potentiel utilise certaines gran-
deurs pour ajuster les paramètres des fonctionnelles. On peut donc grossièrement
diviser en trois catégories les résultats que l’on peut obtenir avec un potentiel
empirique :
– les grandeurs a partir desquelles il a été ajusté, et qui sont par construction
en accord avec les données de référence utilisées ;
– les grandeurs du domaine pour lequel il a été conçu, et dans lequel le potentiel
est raisonnablement fiable, s’il est de bonne qualité ;
– tout le reste, soit les grandeurs pour lesquelles le potentiel n’a absolument
pas été prévu.
La plupart des potentiels publiés sont fiables dans les deux premiers cas, mais
c’est aux résultats qu’ils donnent pour des grandeurs de la troisième catégorie
que l’on reconnaît véritablement la qualité d’un potentiel empirique. Comme il
est en règle générale impossible d’évaluer la qualité des résultats dans l’absolu, en
raison du manque de données expérimentales, l’approche standard est basée sur
plusieurs potentiels utilisés sur les mêmes systèmes pour faire les mêmes calculs. La
dispersion des résultats permet d’améliorer la confiance que l’on peut avoir dans
les résultats de simulation, et le cas échéant de voir immédiatement quand un
phénomène est un artefact d’un des potentiels. Cette vérification est d’autant plus
eﬃcace que les potentiels ont des caractéristiques et des domaines d’application
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diﬀérents. Cela permet de limiter les artefacts que l’on retrouverait pour plusieurs
potentiels du fait de leurs similarités, le mieux étant, pour une grandeur donnée,
d’avoir des calculs de potentiels pour lesquels elle est dans diﬀérentes catégories.
Comme on ne peut pas utiliser tous les potentiels publiés, et encore moins
ceux qui sont en cours de création, une série de quatre potentiels a été choisie,
parmi ceux qui sont actuellement les plus utilisés pour le dioxyde d’uranium. Il
s’agit généralement des potentiels récents des diﬀérentes familles de potentiels
empiriques pour l’UO2 : ceux d’Arima, de Basak, de Morelon et d’Yakub.
Mis à part le terme Oxygène-Oxygène du potentiel de Morelon, on peut mettre
tous les termes d’interaction de ces potentiels sous la forme générale





e 2BAB(r rc)   2 e BAB(r rc)⇤ , (2.26)
où les indices A et B indiquent les éléments chimiques. Les coeﬃcients de cette
équation peuvent être trouvés dans la table 2.1 pour chaque potentiel et pour
chaque combinaison d’espèces chimiques. Le seul terme échappant à cette définition
est celui représentant l’interaction Oxygène-Oxygène du potentiel de Morelon, qui
est défini par morceaux par
 OO(r) =
8>><>>:
AOO e r/⇢OO , 0 < r 6 1.2 Å
polynôme d’ordre 5, 1, 2 Å < r 6 2, 1 Å
polynôme d’ordre 3, 2, 1 Å < r 6 2, 6 Å
 COOr6 , 2, 6 Å < r
. (2.27)
2.4 Techniques de simulation en dynamique molé-
culaire
Dans notre étude, nous avons utilisé des techniques d’optimisation de struc-
ture (calculs statiques) et de calculs de trajectoires à températures finies (calculs
dynamiques). Ces deux approches donnent des résultats complémentaires, et sont
basés sur les mêmes modèles. Les calculs statiques sont basés sur la recherche d’un
extrémum d’une fonction des coordonnées atomiques (positions et/ou vitesses).
Les techniques de dynamique moléculaire classique quant à elles sont basées sur la
résolution numériques d’équations du mouvement des atomes du système simulé.
En général, ces équations sont dérivées des formalismes lagrangien ou hamiltonien
de la mécanique analytique. Nous ferons ici une description rapide des techniques
de bases utilisées dans la suite de notre étude, premièrement celles qui concernent
les optimisations de structure, puis celles qui permettent de reproduire des en-
sembles standards de la physique statistique. Des descriptions plus détaillés sont
disponibles dans les ouvrages de référence [66,67], ainsi que dans des articles plus
spécifiques qui seront cités plus loin.
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Q A (eV)
U O U-U U-O O-O
Morelon [56] 3,227552 -1,613626 0 566,49 11272,6
Arima [81] 2,7 -1,35 2,48128·1013 55911,95 979,057
Basak [79] 2,4 -1,2 294,619 693,601 1632,89
Yakub [80] 2,2208 -1,1104 187,03 432,18 883,12
⇢ (Å) C (eVÅ6) D (eV) B (Å 1) rc (Å)
U-U U-O O-O O-O U-O U-O U-O
Morelon - 0,4202 0,1363 134 0 0 0
Arima 0,072 0,202 0,332 17,3555 0 0 0
Basak 0,327022 0,327022 0,327022 3,948 0,57745 1,65 2,369
Yakub 0,3422 0,3422 0,3422 3,996 0,5055 1,864 2,378
Table 2.1 – Paramètres des potentiels empiriques, correspondant aux coeﬃcients
de l’équation (2.26).
2.4.1 Statique
Les calculs dynamiques permettent d’obtenir des informations importantes,
principalement de deux types. Ils permettent de calculer des grandeurs en simulant
diﬀérents ensembles de la physique statistique, comme l’ensemble microcanonique
ou l’ensemble canonique, dans le cas d’un système proche de l’équilibre. Dans le
cas d’un système hors équilibre, la possibilité de suivre le mouvement de chaque
atome autorise l’étude de phénomènes dynamiques. Cependant, dans certains cas
il est intéressant d’obtenir simplement des informations sur un état stable d’un
système. Dans ce cas, les calculs dynamique sont inutilement coûteux en termes
de temps de calculs, et on peut utiliser à la place des méthodes de calcul statiques.
Ces dernières, si elles ne permettent pas de calculer simplement certaines gran-
deurs dynamiques, apportent un complément intéressant aux calculs dynamiques
par l’information qu’on peut en tirer sur les micro-états les plus favorables énergi-
quement. Comme ces états correspondent à une énergie cinétique nulle, on utilise
parfois le terme simulation à température nulle, bien que les techniques de simula-
tion soient très diﬀérentes, de même que la plupart des techniques d’analyse. Par
ailleurs, il existe des moyens de faire des calculs statiques à température non-nulle,
par exemple en utilisant l’approximation harmonique pour calculer l’entropie du
système à partir de son spectre de phonons.
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Un calcul statique repose sur trois éléments. Les données d’entrées sont les
positions atomiques {r↵} et la boîte de simulation H. À ce système on associe une
fonction d’état à minimiser, qui peut être par exemple l’énergie interne, l’énergie
libre ou l’enthalpie. Cette fonction est minimisée en jouant sur les données du sys-
tème. Les algorithmes de minimisation les plus utilisés pour ces calculs sont entre
autres le gradient conjugué, l’algorithme de Broyden-Fletcher-Goldfarb-Shanno
(BFGS) ou la méthodeRational Function Optimisation (RFO). Les calculs sta-
tiques nécessaires dans le cadre de cette étude ont utilisé la méthode BFGS telle
qu’implémentée dans le code GULP [82].
2.4.2 Ensemble micro-canonique










    , (2.28)
où   est l’énergie potentielle du système. Les équations du mouvement en sont











où les qi sont les coordonnées généralisées du système, et q˙i leurs dérivées res-
pectives par rapport au temps. En identifiant ces coordonnées aux positions des
atomes, on obtient les équations du mouvement classiques pour chaque atome ↵

















+   . (2.31)
Dans cet ensemble, l’hamiltonien est égal à l’énergie interne du système, qui est
donc constante, aux erreurs numériques près. La boîte de simulation ne varie pas
au cours du temps, cet ensemble correspond donc à un nombre de particules, un
volume et une énergie interne constante (NVE).
Un certain nombre de méthodes numériques plus ou moins précises et perfor-
mantes permettent de résoudre ces équations du mouvement en divisant le domaine
temporel en pas de temps séparés par un intervalle  t, qui peut être fixe ou variable.
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En ce qui concerne la dynamique moléculaire, l’eﬃcacité est primordiale, et le cal-
cul des énergies et des forces est ce qui consomme le plus de temps de calcul. Pour
cette raison, les méthodes aux ordres élevés, et surtout qui nécessiteraient plus
d’une évaluation des forces par pas de temps sont très rarement utilisées (comme
la méthode de Runge-Kutta). Les deux classes d’intégrateurs utilisés le plus sou-
vent sont basés soit sur un schéma aux diﬀérences finies, soit sur une méthode
de type prédicteur/correcteur. Chacune a des avantages et des inconvénients qui
sont développés par exemple dans [67], et nous ne détaillerons pas les dernières,
qui n’ont pas été utilisées dans le cadre de cette étude. En règle générale, les deux
types sont interchangeables, l’un ou l’autre étant plus favorable selon le type de
simulation.
Les méthodes basées sur les diﬀérences finies sont dérivées des développements
de Taylor des positions atomiques à droite et à gauche à l’instant t⇢













) r↵(t+  t) = 2r↵   r↵(t   t) +  t2@
2r↵
@t2
(t) +O( t4) . (2.33)
L’équation (2.33) est appelée formule de Verlet. Cette équation est indépendante
des vitesses des particules, qui n’interviennent pas dans le calcul des trajectoires.




r↵(t+  t)  r(t   t)
2 t
(2.34)
Il est notable que si (2.33) est précise à l’ordre quatre en  t à cause de l’annulation
des termes d’ordre impairs, les vitesses déduites de (2.34) ne sont précises qu’à
l’ordre deux. Par ailleurs, (2.33) est un schéma centré qui oﬀre une parfaite réver-
sibilité par rapport au temps, aux erreurs numériques près. Il s’agit d’un schéma
simple, robuste et eﬃcace.
Cependant, cette formulation n’est pas exempte de défauts. Mis à part les vi-
tesses seulement précises à l’ordre 2, l’équation (2.33) contient une source d’erreurs
numériques avec l’addition de termes en O( t0) et O( t2) qui ont des ordres de
grandeur très diﬀérents.
Une autre formulation strictement équivalente d’un point de vue analytique est⇢





















Cette formule utilise les vitesses calculées à des pas de temps intermédiaires t± t, et
cet intégrateur est appelé Leapfrog Verlet. La précision sur les vitesses est meilleure
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La troisième formule dérivée de la formule de Verlet est le Velocity Verlet, qui
fait lui aussi intervenir les vitesses de manière explicite, mais celles-ci sont calculées
aux pas de temps principaux :


























Les unités arithmétiques en double précision et la quantité de mémoire dispo-
nibles avec le matériel récent ont en pratique rendu ces trois formulations largement
équivalentes en terme de précision et d’eﬃcacité. Le paramètre important lors de
l’utilisation de ces intégrateurs est le pas de temps  t. En eﬀet, si le pas de temps
est trop important, l’énergie interne du système n’est pas conservée et dévie de
manière plus ou moins importante de sa valeur de départ. Des précautions doivent
être prises, en particulier dans le cas d’un système contenant des particules particu-
lièrement légères et/ou rapides, qui nécessitent un pas de temps plus faible. C’est
entre autres le cas d’un système initialement loin de l’équilibre au début d’une
relaxation. Ceci pris en compte, les méthodes Velocity et Leapfrog Verlet sont
utilisées dans un grand nombre de codes de simulation ou d’analyse de manière
interchangeable.
2.4.3 Contrôle de la température
Si les algorithmes décrits précédemment sont simple et eﬃcaces pour simuler
un système dans lequel l’énergie interne est conservée, il existe de nombreux cas
qui justifient à la place l’utilisation d’une température fixe imposée. Par exemple,
cela permet de simuler une portion de matériau qui reste à la température de son
environnement en échangeant de l’énergie avec lui. Dans ce cas, la température est
conservée au cours de la simulation, mais l’énergie interne fluctue, et il faut utiliser
d’autres méthodes que dans le cas micro-canonique. Ces méthodes permettent de
placer le système dans un ensemble ressemblant à un ensemble canonique, ou NVT
(pour nombre de particules, volume et température constants).
Pour arriver à garder une température fixée, il existe diﬀérentes approches.
Nous détaillerons ici deux d’entre elles, qui consistent respectivement en la correc-
tion des variables dynamiques du système après le pas d’intégration (thermostat de
Berendsen), et une autre qui utilise un lagrangien diﬀérent du cas micro-canonique
(thermostat de Nosé-Hoover).
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Thermostat de Berendsen
La température d’un système dynamique est directement liée à l’énergie ciné-












dérivée du théorème d’équipartition de l’énergie. Il s’agit ici de la température
cinétique, qui est une valeur instantanée, et qui peut être définie jusqu’au niveau
atomique. La température thermodynamique conventionnelle T correspond à la
moyenne d’ensemble de cette valeur cinétique, et donc à sa valeur moyenne au
cours d’une simulation si l’on peut raisonnablement appliquer l’hypothèse ergo-
dique. Dans le cas contraire, l’interprétation est plus complexe. En règle générale
en dynamique moléculaire, la température est utilisée comme quantification de
l’agitation thermique dans le système simulé, ce qui ne correspond pas forcément
avec une conception intuitive de la température à l’échelle macroscopique.
L’approche la plus simple du contrôle de la température, partant de cette équa-
tion, est de fixer artificiellement l’énergie cinétique, par exemple en multipliant les





Dans ce cas, les particules suivent des trajectoires qui dévient de celles déduites
des équations du mouvement newtoniennes de l’ensemble micro-canonique (2.30),
et qui ne correspondent pas exactement à un déplacement physique. Cette modifi-
cation peut être drastique , c’est pourquoi cette méthode est très rarement utilisée
telle quelle, mis à part pour fixer la température initiale d’un système.
Au lieu de modifier les vitesses pour que la température reste fixe, l’approche
de Berendsen consiste à faire tendre exponentiellement la température du système
T vers la température cible T ⇤. Pour ce faire, on utilise une autre définition pour
le facteur   :









L’eﬃcacité du couplage entre le système et le thermostat est contrôlée par le pa-
ramètre ⌧ , qui est la période caractéristique de cette décroissance. Quand cette
période tend vers l’infini, on trouve un coeﬃcient égal à un, les vitesses ne sont
donc jamais modifiées et on retrouve l’ensemble micro-canonique sans contrôle de
température. Au contraire, quand la période tend vers zéro, le couplage entre le
thermostat et la boite de simulation est très fort et les fluctuations de température
sont très faibles. Cette valeur doit donc être choisie avec soin en fonction du sys-
tème simulé, un compromis devant être trouvé entre l’amplitude des fluctuations
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et le contrôle de la température. Le cas particulier ⌧ =  t correspond au facteur  
simple (2.40).
Par ailleurs, la modification artificielle des vitesses est ainsi d’autant plus im-
portante que le système est loin de la température cible, et donc que le rapport
des températures est loin de l’unité. En pratique, on peut vérifier a posteriori que
les résultats de la simulation ne sont pas aberrants en observant les fluctuations
de la température qui doivent être faibles, des fluctuations importantes indiquant
que le système est loin de l’équilibre, et fortement contraint par le thermostat. Les
principaux avantages de ce thermostat sont sa robustesse (le système va toujours
tendre vers l’équilibre thermique, quel que soit son état initial), et sa simplicité.
En eﬀet, il ne nécessite qu’une passe de correction des vitesses à chaque pas de
temps, après la passe d’intégration qui peut encore utiliser les méthodes de Verlet.
Pour ces raisons, cette méthode est particulièrement indiquée quand le système
s’éloigne de l’équilibre, et pour la relaxation d’un système avant une simulation
proprement dite.
Dans tous les cas, l’ensemble généré en utilisant cette méthode n’est pas un
ensemble canonique à proprement parler, mais il s’en approche pour une configu-
ration proche de l’équilibre.
Thermostat de Nosé-Hoover
Dans certaines circonstances, les limites du thermostat de Berendsen sont rédhi-
bitoires, et d’autres méthodes doivent être utilisées pour générer un véritable
ensemble canonique. Plutôt qu’ajouter des contraintes artificielles appliquées de
manière non-physique après l’intégration des équations du mouvement, on peut
utiliser un lagrangien diﬀérent du lagrangien newtonien (2.28). Ce lagrangien mo-
difié inclut un degré de liberté supplémentaire qui correspond à une « flexibilité du
temps ». Un « temps virtuel » ⌧ est utilisé, qui s’adapte à l’évolution du système
pour en contrôler la température. Sa relation avec le temps physique est paramètre
par le degré de liberté additionnel ⇠, suivant la relation
d⌧ = ⇠dt . (2.42)
À la coordonnée généralisée ⇠ est associée une masse fictive Q. Le lagrangien est

















 NfkBT ⇤ ln(⇠) , (2.43)
Nf étant le nombre de degrés de liberté du système.
On peut directement appliquer la formule d’Euler-Lagrange à ce cas particu-
lier pour en déduire les équations du mouvement utilisant le temps virtuel. Pour
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des raisons d’interprétation et de facilité d’implémentation, on préfère souvent les




































Formulé de cette manière, la modification du lagrangien revient essentiellement
à ajouter un terme de friction aux équations du mouvement newtoniennes, de
coeﬃcient 1/⇠ @⇠/@t. Contrairement au thermostat de Berendsen, ces équations
ne brisent pas la symétrie d’inversion du domaine temporel, et on peut en faire des
implémentations parfaitement réversibles dans le temps [83]. Le système décrit est


















⇤ ln(⇠) . (2.46)
Cette propriété est utile pour vérifier le bon fonctionnement de l’implémentation,
la variation de H devant bien évidement être négligeable pour un temps raisonna-
blement long.
Un tel système a une température fluctuant autour de la température du ther-
mostat T ⇤. Ce thermostat est beaucoup plus rigoureux que celui de Berendsen
d’un point de vue physique, et donne un vrai ensemble canonique. Il possède un
paramètre ajustable, la masse fictive du thermostat, qui n’a pas de sens physique
et doit être adapté, comme dans le cas du thermostat de Berendsen. Ce para-
mètre permet d’ajuster la « rigidité » du thermostat, la rapidité avec laquelle le
système tend vers la température imposée. Une masse importante implique un
couplage faible entre le thermostat et le système simulé, l’ensemble tendant vers
l’ensemble micro-canonique quand Q tend vers l’infini. Une masse faible cause un
couplage fort, et des oscillations de température à haute fréquence dans la boîte
de simulation.
Cette méthode est particulièrement adaptée aux systèmes proches de l’équi-
libre. Elle est en général utilisée pour les simulations proprement dites, après une
relaxation préliminaire utilisant par exemple un thermostat de Berendsen.
2.4.4 Contrôle de la pression
Des méthodes similaires à celles utilisées pour contrôler la température d’un
système peuvent être étendues au contrôle de la pression. Elles permettent d’appro-
cher d’un ensemble isotherme-isobare, ou NPT (qui garde le nombre de particules,
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la pression et la température constants), et peuvent être étendues à un ensemble
N T, qui garde le tenseur des contraintes appliqué au système constant au lieu de
la pression.
Barostat de Berendsen
De manière similaire au traitement des vitesses avec le thermostat de Berend-
sen, on peut jouer sur la taille de la boîte de simulation pour augmenter ou di-
minuer la pression à l’intérieur. Pour faire tendre la pression P exponentiellement






(P ⇤   P ) . (2.47)
Cette expression peut être étendue pour contrôler la contrainte  ⇤ au lieu de la
pression P ⇤, dans ce cas µ est un tenseur d’ordre 2. Dans un code utilisant des
coordonnées réduites
q↵ = H 1r↵ , (2.48)
oùH est le tenseur correspondant à la boîte de simulation, l’application du barostat
de Berendsen revient simplement à faire la transformation
H ! µH (2.49)
sans modifier les coordonnées internes des atomes.
Cette méthode a les mêmes avantages et inconvénients que le thermostat de
Berendsen avec lequel elle peut être couplée facilement. La période ⌧p est aussi un
paramètre ajustable, qui est lié à la vitesse de convergence de la pression vers la
pression cible. Comme dans le cas du thermostat, on retrouve l’ensemble micro-
canonique à la limite ⌧p !1.
Ce barostat a les mêmes avantages que le thermostat en termes de facilité
d’implémentation et d’intégration aux diﬀérents intégrateurs de Verlet, et les deux
peuvent être couplés très facilement pour générer une approximation d’ensemble
isotherme-isobare.
Barostat de Parrinello-Rahman
Le barostat de Parrinello-Rahman [84] est basé sur un lagrangien dérivé de
celui du thermostat de Nosé-Hoover. L’implémentation utilisée est basée sur l’in-
tégrateur développé par Martyna [83] à partir de ce barostat. Des degrés de liberté
supplémentaires sont ajoutés, correspondant aux composantes du tenseur H, asso-
ciés aux impulsions généralisées Pg et à la masse W . Les équations du mouvement
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tr(P tgPg)  (Nf + 9)kBT ⇤ . (2.55)
De la même manière que pour le thermostat de Nosé-Hoover, les masses fictives
Q et W doivent être ajustées pour autoriser les fluctuations tout en gardant la
température et la contrainte dans des domaines raisonnables.
2.4.5 Contrôle du taux de déformation
Les ensembles décrits précédemment (NVE, NVT, NPT, N T) permettent
la description d’une configuration proche de l’équilibre dans diﬀérents ensembles
thermodynamiques. Cependant, pour l’étude de la réponse mécanique de la boîte
de simulation, il faut pouvoir la déformer de manière dynamique. Pour cela, une
procédure particulière est employée.
Un intervalle de temps  t est défini, multiple du temps élémentaire  t tel que
 t = n ·  t . (2.56)
Tous les n pas de temps, on applique à la boîte et aux positions atomiques les
transformations respectives
H ! H +   ⌦H (2.57)
et
r↵ ! r↵ +   ⌦ r↵ , (2.58)
où   est un paramètre de la simulation. Lorsque les coordonnées réduites (2.48) sont
utilisées, cela revient à appliquer uniquement la transformation (2.57). Un terme
diagonal  ii non nul implique une déformation dans la direction correspondante,
élongation s’il est positif, compression s’il est négatif. De même, un terme non nul
hors de la diagonale cause une modification des angles de la boîte de simulation.
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Les échelles de temps associées à la dynamique moléculaire impliquent des taux
de déformation supérieurs de plusieurs ordres de grandeur à leurs pendants expé-
rimentaux. Cela signifie que les résultats ne sont pas toujours directement compa-
rables à un résultat expérimental. Une illustration de ceci est la rupture du maté-
riau. Dans le cas d’une rupture fragile, la courbe expérimentale de la contrainte en
fonction de la déformation s’arrête brutalement après un régime élastique linéaire.
Le même test réalisé à l’échelle atomique donne un résultat complètement diﬀérent
une fois passé le point de rupture. En eﬀet, si la contrainte s’annule immédiate-
ment à l’échelle expérimentale (de l’ordre du millième de seconde), ce n’est pas
le cas à l’échelle atomique, à laquelle la rupture des liaisons successives n’est pas
instantanée mais prend un certain nombre de picosecondes, voire de nanosecondes.
La courbe contrainte-déformation qui en résulte présente donc un régime après la
rupture pour lequel la contrainte diminue en valeur absolue, mais n’est pas nulle.
Cette méthode peut être couplée avec un thermostat pour décrire un pseudo-
ensemble statistique N"˙T. Chaque intervalle t entre deux déformations peut alors
être considéré comme une relaxation à volume constant et température contrôlée.
Cela permet le calcul de grandeurs instantanées, en fait une moyenne sur cet
intervalle de temps. Cependant, de même que le barostat de Berendsen qui a un
fonctionnement similaire, la modification régulière de la boîte ne correspond pas à
un ensemble statistique courant. De ce fait, les grandeurs calculées sur un intervalle
de temps plus long peuvent ne pas avoir de sens physique, particulièrement lorsque
le système est loin de l’équilibre comme dans le cas de la rupture.
Malgré ces points qui rendent plus délicate la comparaison directe des grandeurs
calculées aux résultats expérimentaux, cette méthode est particulièrement utile
pour décrire les phénomènes transitoires. Dans ce cas sa résolution de l’ordre de
la picoseconde devient un avantage.
2.5 Propriétés des systèmes simulés
2.5.1 Critères de désordre
Il existe plusieurs paramètres permettant de distinguer les atomes ordonnés
d’un cristal des atomes entourant ou faisant partie d’un défaut. Ils sont en général
basés sur une grandeur physique, comme l’énergie interne ou la contrainte locale,
ou sur des considérations géométriques. La méthode utilisée au cours de cette
étude pour extraire les défauts de structure des résultats de simulation basée sur
ces critères est exposée plus en détail dans l’annexe A.
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Critère énergétique
Le critère de désordre le plus simple est basé sur l’énergie potentielle et/ou
l’énergie cinétique des atomes. Il consiste à définir un seuil d’énergie au-dessus
duquel l’atome est considéré comme ayant une énergie anormale, et donc faisant
partie d’un défaut. Ce critère demande souvent très peu de puissance de calcul,
puisque les énergies des atomes sont souvent dans les résultats des codes de dyna-
mique.
Cependant, l’énergie fluctue beaucoup à l’intérieur d’une même boîte de si-
mulation, et dépend fortement de la température du cristal. Les fluctuations à
l’intérieur du cristal signifient qu’il peut y avoir des atomes avec une énergie plus
élevée que la moyenne dans le cristal parfait, et des atomes avec une énergie plus
faible dans les défauts. Par ailleurs, la moyenne ainsi que la déviation standard des
énergies atomiques augmentent avec la température de la boîte (fig. 2.3), rendant
impossible l’utilisation d’un critère de seuil unique pour diﬀérentes températures.
De plus, dans le cas d’un matériau composé de diﬀérents sous-réseaux, chacun a
une énergie moyenne diﬀérente, ce qui impose aussi de définir des valeurs-seuil par
sous-réseau.
Lors de simulations d’UO2 à n températures diﬀérentes, il faudrait donc calculer
2n valeurs-seuil pour pouvoir isoler les atomes des défauts. Cette caractéristique
rend le critère énergétique particulièrement peu adapté à la détection de défauts
de structure. Un certain nombre d’autres critères, plus perfectionnés et basés sur
des considérations géométriques moins sensibles à l’agitation thermique, ont donc
été conçus.
Paramètre de centro-symétrie
Le paramètre de centro-symétrie (CSP, pour Centro-Symetry Parameter) est
un paramètre géométrique simple proposé initialement pour étudier la nucléation
de dislocations lors de simulations de nano-indentation [85]. Il est basé sur une liste
de premiers voisins ordonnée : à chaque voisin correspond un voisin opposé claire-
ment identifié. Cette liste de premiers voisins suppose la connaissance préalable de
la coordinence des atomes dans le réseau étudié. Le paramètre de centro-symétrie




|r↵  + r↵ |2 . (2.59)
Dans cette équation, les atomes   et   sont des voisins de l’atome ↵ dans des
directions opposées. Dans un cristal parfait, on a pour chaque   : r↵    r↵  = 0,
et donc C↵ = 0.






















Figure 2.3 – Histogramme montrant la répartition de l’énergie potentielle parmi
les atomes d’une configuration contenant un dipôle de dislocation, à 300 et 2 000 K.
On note les deux pics correspondant aux deux sous-réseaux. De plus, chaque pic
se décale et s’élargit avec l’augmentation de la température. Pour plus de détails
sur les critères de défauts, voir l’annexe .
Ce critère permet d’éviter les problèmes du critère énergétique en ne dépen-
dant que de l’environnement local de l’atome considéré, et en oﬀrant une relative
tolérance aux fluctuations thermiques. De plus, il est simple à calculer aussi bien
en terme d’algorithme que de temps de calcul, puisque la liste de voisins est systé-
matiquement calculée par ailleurs dans la plupart des codes d’analyse. Cependant,
son principal point faible est évidement qu’il n’est utilisable que pour les sites
atomiques à symétrie centrale.
CNA
Le paramètre CNA (Common Neighbour Analysis) est plus complexe que le
paramètre de centro-symétrie,et a été décrit par Honeycutt [86]. Il s’agit de 4
indices ijkl qui caractérisent une paire d’atomes ↵ et  , et qui sont définis de la
manière suivante :
– i est égal à 1 si ↵ et   sont premiers voisins, ou à 2 sinon ;
– j est le nombre de voisins communs à la fois à ↵ et à   ;
– k est le nombre de liaisons entre ces voisins communs ;
– l diﬀérencie des configurations ayant les mêmes indices i, j et k.
Les valeurs de ces indices sont connues pour un grand nombre de structure
cristallines de références, voir table 2.2. Un cristal se caractérise à partir des in-
dices CNA en quantifiant la distribution des indices. Par exemple, dans un réseau
cubique à faces centrées parfait, toutes les liaisons ont les indices 1421, alors que
dans un réseau hexagonal compact, la moitié des liaisons est 1421, et l’autre 1422.
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Indices Cubique faces centrées Cubique centré Hexagonal compact
1421 1 0 0.5
1422 0 0 0.5
1441 0 3/7 0
1661 0 4/7 0
Table 2.2 – Valeurs de références du paramètre CNA
Indices de la CNA correspondant à quelques structures cristallines de référence.
Les valeurs sont les populations relatives (e. g., dans une structure cubique centrée,
3/7 des liaisons ont les indices 1441, et le reste 1661).
Cela complique l’interprétation des résultats, puisque cette répartition est sen-
sible à des fluctuations statistiques, et ne permet l’identification que de structures
connues par avance.
Par ailleurs, la définition originale du paramètre CNA le restreignait aux sys-
tèmes contenant une seule espèce chimique. Il a depuis été étendu pour s’adapter
aux système diatomiques [87].
CNP
Pour combler les lacunes des paramètres CSP et CNA, un troisième paramètre
a été proposé appelé paramètre d’environnement commun (CNP, common neigh-













dans laquelle   parcourt les n↵ voisins de l’atome ↵, et   les n↵  voisins com-
muns aux atomes ↵ et   [88].
Un atome est considéré comme faisant partie d’un défaut s’il a un paramètre Q↵
supérieur à une valeur-seuil. En pratique, nous avons utilisé une valeur de 20 qui
oﬀre une précision et une robustesse vis-à-vis de l’agitation thermique suﬃsante.
Le principal avantage par rapport au paramètre de centro-symétrie est qu’au-
cune connaissance de la structure n’est nécessaire mis les premiers voisins de
chaque atome. De plus, la structure peut ne pas être centro-symétrique, et les
atomes peuvent avoir n’importe quelle coordinence. Ce paramètre est aussi beau-
coup moins complexe que le paramètre de CNA d’un point de vue algorithmique. Il
permet d’identifier clairement et simplement les atomes faisant partie d’un défaut
avec un simple critère de seuil. Pour ces raisons, il s’agit du principal critère utilisé
dans cette étude pour caractériser l’état d’ordre d’un atome.
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Valeurs du paramètre CNP (Å2) Type d’environnement local
0-3 Cristal parfait
3-12 Interface entre deux structures diﬀérentes
12-25 Interface entre un défaut et le cristal parfait
à partir de 25 Défaut
Table 2.3 – Valeurs typiques du paramètre CNP dans les simulations d’un cris-
tal de dioxyde d’uranium contenant des défauts de structure. Les valeurs-seuil









Figure 2.4 – Histogramme montrant la répartition du paramètre CNP parmi les
atomes d’une configuration contenant un dipôle de dislocation. Bien qu’on observe
une forte augmentation de la fraction d’atomes perturbés (CNP entre 4 et 30 Å2),
on peut considérer pour toute cette gamme de température que tous les atomes
au-delà de 30 Å2 font partie des défauts. Il s’agit de la même configuration que
pour la fig. 2.3. Pour plus de détails sur les critères de défauts, voir l’annexe .
Dans le cas d’une boîte de simulation contenant un cristal d’UO2 avec des
défauts de structure, la grande majorité des atomes a un paramètre CNP très
proche de zéro (fig. 2.4). Ensuite, l’histogramme décroît très rapidement pour
atteindre un minimum vers 3 Å2. Il y a ensuite un autre minimum aux alentours
de 12 Å2, puis l’histogramme s’annule vers 25 Å2. Au-delà, il ne reste plus que
du bruit de fond très faible, qui correspond aux atomes ayant un environnement
complètement désordonné. Ces valeurs remarquables permettent de séparer des
atomes en fonction de leur environnement local (table 2.3).
Lors de nos simulations, ce paramètre a été calculé sur chaque sous-réseau sépa-
rément, sans tenir compte des voisins d’espèce diﬀérente de celle de l’atome consi-
déré. Comme ce paramètre ne dépend que du caractère ordonné de l’environnement
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local, et pas de l’éloignement des voisins ou de la coordinence, les paramètres ob-
tenus sur les deux sous-réseaux sont donc directement comparables. Par la suite,
le paramètre CNP est calculé séparément sur chacun des deux sous-réseaux.
2.5.2 Formulation continue
Les grandeurs habituelles manipulées au cours de simulations de dynamique
moléculaire sont des grandeurs atomiques, comme l’énergie potentielle, qui varie
d’un atome à l’autre. Cependant, ces grandeurs peuvent s’avérer problématiques
pour plusieurs raisons, en particulier dans des situations où il y a un dialogue
entre des modèles mésoscopiques ou macroscopiques et un modèle de dynamique
moléculaire. Premièrement, un certain nombre de grandeurs, comme le tenseur
des contraintes, n’ont pas de sens physique à l’échelle atomique. On utilise alors
des grandeurs proches comme équivalent du tenseur des contraintes de Cauchy (le
viriel, par exemple) mais ce choix n’est pas toujours naturel. D’autre part, si les
grandeurs atomiques sont définies aux positions précises des atomes du système,
la plupart des modèles travaillant à des échelles supérieures utilisent des gran-
deurs définies en des points arbitraires, qui ne correspondent pas aux positions
atomiques, ou des champs continus dans l’espace. À l’interface avec ce type de
modèles se pose donc la question de la valeur de ces champs autour des positions
atomiques.
Un autre problème, cette fois lié aux caractéristiques du matériau étudié, est
que l’on a le plus souvent une distribution bimodale des propriétés atomiques, un
pôle correspondant aux atomes d’uranium, et l’autre aux atomes d’Oxygène. La
valeur physique des grandeurs d’un point de vue continue ne peut pas dépendre
de la localisation des espèces chimiques dans la boîte de simulation. Il est donc
intéressant d’avoir des équivalents aux grandeurs atomiques courantes qui soient
à la fois définis de manière continue pour tout l’espace, et indépendantes des « dé-
tails d’implémentation » du modèle, en l’occurrence la nature des atomes et leurs
positions.
Le théorème du viriel était originellement développé pour calculer la pression
résultant de l’interaction de molécules dans un volume donné [89]. La définition
locale utilisée comme équivalent du tenseur des contraintes atomique a montré ses
limites [90]. Des grandeurs équivalentes ont été dérivées des équations de conser-
vation de la quantité de mouvement pour un point spatial (c’est-à-dire indépen-
damment des positions atomiques), à partir de la distribution d’atomes autour de
ce point [91]. Cette approche étant originellement peu pratique d’utilisation de
par sa complexité, elle a été étendue et améliorée [92, 93]. Ces méthodes étaient
basées sur l’utilisation de fonctions de Dirac pour représenter les distributions des
grandeurs atomiques. Cela a été généralisé à des fonctions continues, par la suite
appelées fonctions de localisation [94]. Par la suite, ce formalisme est généralement
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appelé formalisme de Hardy.
Les développements issus de ce formalisme ne sont pas encore intégrés dans
les ouvrages de référence, et sont dispersés dans de nombreux articles [90, 95–98].
Nous exposerons donc ici les principaux résultats utilisés par la suite pour l’inter-
prétation et la visualisation de résultats de simulation. Les calculs correspondant
ont été implémentés dans le code de calcul qui a été développé spécifiquement dans
le cadre de ces travaux.
Fonction de localisation
Dans ce formalisme, la fonction de localisation, ou fonction de forme !(r) fait
le lien entre la représentation atomistique discrète et la représentation continue.
Cette fonction permet la distribution des propriétés d’un atome dans l’espace au-
tour de lui, de manière similaire aux distributions supplémentaires utilisées dans
la méthode d’Ewald. La formulation originale de Hardy utilisait d’ailleurs une
fonction gaussienne pour cela. Cependant, pour des raisons d’eﬃcacité des calculs
utilisant ce formalisme, on préfère généralement utiliser une fonction à support
borné, qui permet très simplement d’établir un rayon de coupure autour du point
spatial considéré. Cela permet de localiser les calculs, de la même manière que le
rayon de coupure utilisé pour les potentiels de paire. L’utilisation de mécanismes
similaires permet aussi de faciliter l’intégration de ces calculs dans des codes de
dynamique moléculaire existants, et de se baser sur les structures de données exis-
tantes (comme les cellules ou les listes de voisins).
Une fois définie, la fonction de localisation est utilisée pour formuler trois
champs de densité fondamentaux : le champ de densité de masse ⇢(r), le champ de


















!(r↵   r) . (2.63)
Ces champs sont ensuite utilisés pour dériver les grandeurs continues, en utilisant
les lois de conservation standard de la masse, de l’énergie et de la quantité de
mouvement.
On déduit naturellement de ces expressions que la fonction de localisation ! a
comme dimension l’inverse d’un volume. Quelle que soit la forme de la fonction de
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localisation, elle doit être normalisée, c’est-à-dire être telle queZ
!(r) dr = 1 . (2.64)











On définit à partir de cette fonction la fonction de liaison, qui joue pour les





!( r↵  + r    r) d  . (2.66)
Ces propriétés ne définissent pas la fonction ! de manière unique, et de fait il
y a une infinité de possibilités. Les principales sont une fonction gaussienne, une
fonction polynomiale, ou une fonction constante. La gaussienne était la fonction
de localisation choisie par Hardy, mais a été peu utilisée par la suite. Le choix le
plus courant est une fonction cubique définie par
!(r) =
⇢
1  3(|r|/rc)2 + 2(|r|/rc)3 pour |r| < rc
0 pour |r| > rc . (2.67)
Cette fonction présente l’avantage d’être continue et dérivable à l’origine et au
rayon de coupure, ce qui diminue les fluctuations dues aux atomes qui sont à la
limite du rayon de coupure [96]. De plus, son expression simple est maniable d’un
point de vue numérique, et permet de calculer la fonction de liaison de manière
simple et précise par quadrature de Gauss.
La dernière fonction de localisation est une fonction marche [98]
!(r) =
⇢
a pour |r| < rc
0 pour |r| > rc . (2.68)
Cette fonction a l’avantage de la simplicité, mais l’inconvénient d’être discontinue
au rayon de coupure, ce qui provoque des fluctuations indésirables. Alternative-
ment, on peut utiliser une combinaison de marches successives, pour diminuer
l’amplitude de ces fluctuations [99].
Toutes ces formulations de la fonction de localisation sont valides. Dans le cadre
de cette étude, nous avons utilisé uniquement la formulation cubique (2.67) pour
tous les calculs faisant intervenir une fonction de localisation, pour des raisons de
simplicité et de cohérence.
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Champs continus





q↵!(r↵   r) . (2.69)
Par ailleurs, les champ de vitesse et de température locales sont définis de

















↵   r) , (2.71)
où kB est la constante de Boltzmann.
Tenseur des contraintes
Pour l’étude de la mécanique d’un matériau, les grandeurs primordiales sont
le tenseur des déformations et le tenseur des contraintes. Cependant, s’ils ont des
définitions évidentes dans le cas d’un milieu continu, ce n’est pas le cas quand le
milieu est discret, et que les grandeurs physiques ne sont par définition définies
qu’aux positions atomiques. De ce fait, de nombreuses approches diﬀérentes ont
été employées pour définir un équivalent atomique du tenseur des contraintes de
Cauchy macroscopique.
Le théorème du viriel donne une définition d’une de ces grandeurs analogues,
à l’échelle de la boîte de simulation









m↵v↵ ⌦ v↵ . (2.72)
Historiquement, une des premières définitions du tenseur des contraintes ato-
mique [100] utilise une définition proche. Le tenseur des contraintes atomique de











où V ↵ est un volume équivalent atomique (il est souvent égal au volume de la boîte
divisé par le nombre d’atomes). Contrairement à l’équation (2.72), cette expression
utilise les coordonnées d’une configuration de référence à l’équilibre R et la somme
parcourt tous les atomes   interagissant avec ↵.
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Un tenseur de Cauchy peut aussi être utilisé dans une forme locale [92,93], en




















Ici, les sommes sur ↵ et   parcourent tous les atomes contenus dans un volume ⌦
centré sur r, et la somme sur   parcourt tous les atomes avec lesquels ↵ interagit,
mais qui ne sont pas contenus dans ⌦. La fonction l↵  mesure la longueur de la
liaison entre ↵ et   contenue dans ⌦. Le volume ⌦ est fixé de manière arbitraire ;
un petit volume cause des fluctuations importantes alors qu’un grand volume im-
plique des calculs plus lourds. Ce tenseur est une grandeur atomique, et donc non
définie en-dehors de l’ensemble {r↵} positions des atomes de la boîte. Il est donc
inadapté à un formalisme continu
Une dérivation du tenseur des contraintes de Cauchy à partir des champs de
Hardy peut se faire à partir de l’équation de conservation de l’énergie dans le









f↵  ⌦ r↵ B↵ (r) +
X
↵
m↵u↵ ⌦ u↵!(r↵   r)
)
, (2.75)
où u↵ est la diﬀérence entre la vitesse de l’atome ↵ et le champ de vitesse continu :
u↵ = v↵   v. La fonction de liaison B qui intervient dans cette expression a un
rôle similaire à la fonction l de l’équation (2.73), à savoir mesurer la longueur de la
liaison entre ↵ et   pondérée en fonction de son éloignement au point r considéré.
La ressemblance avec le viriel (2.72) et la contrainte locale (2.73) est forte, les
principales diﬀérences étant l’ajout des fonctions ! et B, et l’absence du terme en
1/V , implicitement pris en compte dans les fonctions de forme et de liaison. Ce
champ tensoriel peut être calculé en tout point r de l’espace.
Le premier tenseur des contraintes de Piola-Kirchhoﬀ peut être dérivé en uti-












Dans ce cas, le terme cinétique est implicitement pris en compte par l’utilisation
des coordonnées lagrangiennes {R↵}.
Cependant, si les tenseurs ainsi dérivés sont des équivalents rigoureux des gran-
deurs continues, l’utilisation de la fonction de liaison pose des problèmes en terme
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de temps de calcul. En eﬀet, l’intégrale qu’elle contient doit être calculée de manière
numérique pour chaque paire d’atomes, par exemple en utilisant une quadrature
de Gauss.
Lorsqu’il s’agit de faire de la visualisation, on utilise donc plutôt un viriel local.
C’est une moyenne locale des viriels atomiques pondérés par leur éloignement du
point considéré, qui s’écrit















Il a été montré [96] que le viriel local et le tenseur des contraintes (2.75) tendent
vers une limite commune quand le rayon de coupure croît, cependant le tenseur  
converge plus rapidement.
Le tenseur de Cauchy continu  (r) et le viriel moyen  ¯(r) peuvent être utilisés
alternativement selon les besoins. Le viriel local a l’avantage d’être plus facile à
calculer en post-traitement (en particulier si les fichiers de données contiennent
les viriels atomiques) et l’inconvénient d’induire plus de fluctuations locales dans
le champ de contraintes. Pour la suite de ces travaux, les tenseurs des contraintes
issus de simulations ont été calculés en utilisant le viriel local, associé à un rayon de
coupure identique à celui des potentiels interatomiques, le plus souvent de 12,5 Å.
Il a été montré qu’aux rayons de coupure de l’ordre de 10 Å, les deux méthodes
étaient équivalentes [96].
Tenseur des déformations
Le tenseur des déformations ne peut pas se déduire des principes de la phy-
sique statistique de la même manière que le tenseur des contraintes. Le principal
problème est encore lié au caractère discret de la matière dans les modèles atomis-
tiques, qui empêche de calculer un champ de déplacement continu et les grandeurs
qui en découlent. Des méthodes ont été proposées, par exemple basés sur les poly-
èdres de Voronoï. Cependant, cette approche — si elle semble satisfaisante sur le
plan théorique — est excessivement diﬃcile à implémenter, de par la complexité du
calcul du pavage de Voronoï, et ensuite du calcul de la déformation des polyèdres.
Plus récemment, une approche diﬀérente a été développée, basée sur une tech-
nique d’homogénéisation proche de celle de Hardy [95,97,99]. Si r↵  est la diﬀérence
entre les positions des atomes ↵ et   à un instant donné, et R↵  la diﬀérence entre
leurs positions respectives dans une configuration de référence, on peut utiliser
la définition du tenseur gradient de déformation F de la mécanique des milieux
continus
r↵  = F R↵  . (2.78)
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Dans un milieu continu, cette relation serait vraie au premier ordre au voisinage
de r↵ avec un gradient de déformation atomique unique F ↵ pour tous les atomes  
voisins de ↵. L’équation précédente est alors un système avec autant d’équation que
l’atome ↵ a de voisins, et comme inconnues les 9 composantes de F ↵. Cependant,
ce n’est en général pas le cas lorsque l’on considère les déplacements des atomes
qui d’une part ne se comportent pas comme un milieu continu, et d’autre part sont
soumis à l’agitation thermique. Dans ce cas, l’équation (2.78) n’a en général pas
de solution exacte, puisque le système est largement sur-déterminé. On essaie alors
de trouver une solution approchée F˜ ↵ qui minimise la diﬀérence quadratique  ↵




   r↵    F˜ ↵ R↵    2 !↵  , (2.79)
où le facteur !↵  = !(r↵ ) permet de donner plus d’importance aux atomes proches
d’↵ qu’aux voisins plus éloignés.
Le tenseur F˜ ↵ est celui qui minimise  ↵, c’est à dire tel que
@ ↵
@F˜ ↵ij
= 0 . (2.80)
La solution peut se mettre sous la forme
F˜ ↵D↵ = A↵ , (2.81)









Le gradient de déformation atomique ainsi obtenu peut ensuite être utilisé
pour calculer les tenseurs des déformations atomiques, directement équivalents aux











 ij   F 1ki F 1kj
 
(2.85)
Ces deux tenseurs sont équivalents dans la limite des petites déformations.
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Comme pour le tenseur des contraintes, plusieurs fonctions de localisation sont
utilisables, les plus courantes étant une ou plusieurs fonctions marches, des fonc-
tions de Dirac, ou des splines cubiques [97, 99]. Là aussi, les discontinuités de la
fonction de localisation provoquent des fluctuations supplémentaires, ce qui plaide
pour l’utilisation de fonctions cubiques qui tendent vers zéro ainsi que leur dérivée
au voisinage du rayon de coupure. Pour simplifier les traitements, la fonction de
localisation (2.67) peut être utilisée aussi bien pour le calcul des contraintes que
pour celui des déformations.
La méthode qui a été employée pour le calcul des configurations de référence
est présentée en annexe A.2.
2.6 Codes et paramètres utilisés
Toutes les simulations dynamiques présentées dans ce document ont été réalisée
en utilisant le code maison *MD développé par Laurent Van Brutzel au CEA. Il
est basé sur les techniques de simulations mentionnées plus haut. Certains calculs
n’étaient pas disponibles dans les codes de dynamique courants, notamment les
champs continus qui étaient au stade expérimental dans le code LAMMPS. Un
code d’analyse a donc été conçu et écrit spécialement dans le cadre de ces travaux.
Il tire parti d’une parallélisation à mémoire partagée qui lui permet de traiter les
ensembles de configurations de plusieurs millions d’atomes sur une station multi-
processeurs en un temps raisonnable. Son autre caractéristique est une modularité
poussée, ce qui permet d’implémenter rapidement et de manière eﬃcace de nou-
veaux modules de calcul. Ce programme a été utilisé pour calculer la majorité des
résultats présentés par la suite.
Par ailleurs, les calculs ont parfois nécessité l’utilisation de codes spécialisés,
tels que :
– GULP pour les calculs statiques [82] ;
– FINDSYM pour la détection des groupes de symétrie lors des calculs sur les
polymorphes [104] ;
– Atomeye pour la visualisation et les images de configurations de ce docu-
ment [105] ;
– Babel, développé par Emmanuel Clouet du CEA à Saclay, pour la création
des dislocations.
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Paramètre Description Valeur typique
T Temps de simulation 0,5 ns
 t Temps élémentaire 1 fs
 t Intervalle de temps entre deux déformations 1 ps
✏˙ Taux de déformation 108 s 1
rc Rayon de coupure pour les interactions à courte portée 11,5 Å
 Paramètre de convergence de la somme d’Ewald 0,25-0,40 Å 1
kmax
Nombre de vecteurs de l’espace réciproque 10-50pour la somme d’Ewald
⌧ Temps caractéristique du thermostat de Berendsen 0,1 ps
⌧P Temps caractéristique du barostat de Berendsen 5 ps
Q Masse fictive du thermostat de Nosé-Hoover 3,7·10 37 kg·m2
W Masse fictive du barostat de Parrinello-Rahman 3,7·10 41 kg·m2
Table 2.4 – Ordres de grandeurs des paramètres de simulation.
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Certains phénomènes induisant des concentrations de contrainte dans une ré-
gion d’un cristal peuvent provoquer des changements locaux ou étendus de la
structure cristalline. Cela peut s’observer expérimentalement par exemple lors d’un
test de compression à plus ou moins haute pression [30,33], ou au voisinage de fis-
sures ou de défauts qui concentrent les contraintes localement. Cependant, dans
ces derniers cas les observations expérimentales sont beaucoup plus diﬃciles, et
l’on se repose plutôt sur d’autres résultats de simulation [28, 106]. Les propriétés
mécaniques du cristal dans son ensemble dépendent alors des propriétés des phases
secondaires mises en jeu. Nous avons donc cherché à décrire les structures suscep-
tibles d’intervenir dans le cas du dioxyde d’uranium, leurs relations, et la manière
dont se passent les transitions d’une structure à l’autre.
Nous avons pour cela utilisé trois points de vue diﬀérents mais complémen-
taires. Premièrement, nous nous sommes intéressés aux caractéristiques des tran-
sitions que l’on peut obtenir des équations d’état (ici, les relations énergie-volume)
décrivant les diﬀérentes structures. Cela correspond à un point de vue thermody-
namique, dans lequel les diﬀérentes phases présentes sont à l’équilibre. Ensuite,
nous avons calculé les chemins de transition structuraux entre diﬀérentes phases,
et aux états intermédiaires qui apparaissent en cours de transition. Enfin, nous
avons fait des simulations de dynamique moléculaire à température finie permet-
tant d’observer la dynamique de ces transformations.
3.1 Méthode de calcul
Pour le calcul des relations énergie-volume, nous sommes partis d’une confi-
guration de référence pour les structures Fm3¯m, Pbcn, Pnma et P42/mnm. Ces
figures ont été relaxées à pression nulle avec chaque potentiel pour trouver les
minima d’énergie correspondants.
L’évolution des structures est représentée dans l’espace des configurations.
Chaque configuration atomique correspond à un vecteur p dans cet espace, dont
les composantes sont ses paramètres externes.
Dans le cas de l’évolution des structures cristallines, on peut considérer un
espace des configurations à 6 dimensions : les paramètres de maille a, b et c, ainsi
que les angles correspondants ↵,   et  .
En règle générale, à un ensemble (a, b, c, ↵,  ,  ) correspond une infinité
de configurations atomiques qui sont chacune une manière d’agencer les atomes à
l’intérieur de la boîte de simulation. Cependant, parmi ces configurations, on peut
isoler celle de plus basse énergie, qui est l’organisation optimale du cristal pour
ces paramètres externes. Cette configuration possède aussi un certain nombre de
paramètres internes comme les positions fractionnaires des atomes, qui sont des
caractéristiques de la structure, mais mesurées après une optimisation de structure,
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plutôt qu’imposées.
On peut donc établir un lien entre une structure cristalline, ses paramètres
externes qui la situent dans l’espace des configurations, et ses paramètres internes
qui sont une caractéristique de sa symétrie interne.
Pour calculer l’énergie de chaque structure en fonction de leur volume, on va
donc jouer sur les paramètres externes, laisser les paramètres internes varier pour
accommoder la déformation, et mesurer l’énergie correspondant à la structure la
plus favorable compatible avec les paramètres externes fixés.
Dans notre cas, comme toutes les structures considérées sont orthorhombiques,
quadratiques ou cubiques, nous avons considéré que les angles restaient fixes à 90°,
ce qui réduit l’espace des configurations à 3 dimensions.
La procédure détaillée pour le calcul des équations d’état est la suivante.
Chaque configuration de départ est identifiée par un vecteur q0 de l’espace des
configurations. Son évolution est ensuite déterminée en suivant les minima suc-
cessifs d’énergie lors d’une variation de volume. Un incrément de volume  V est
défini, puis la procédure suivante est suivie pour chaque itération n, jusqu’à ce que
le domaine de volume considéré soit couvert :
1. la configuration est déformée de manière homogène et isotrope pour lui don-
ner le volume Vn+1 = Vn +  V , elle correspond à un vecteur on+1 de l’espace
des paramètres de configuration ;
2. le paysage d’énergie sur l’hypersurface de volume Vn+1 autour de on+1 en
faisant varier les paramètres externes. Dans le cas d’un espace des paramètres
à 3 dimensions, il y a deux paramètres a et b indépendants, le troisième étant
défini par c = Vn+1/(ab). Pour chaque couple de paramètres, la configuration
est optimisée par minimisation de son énergie en utilisant le code GULP ;
3. la configuration qn+1 correspondant à ce minimum d’énergie permet de calcu-
ler l’énergie et les paramètres internes de la structure au volume Vn+1. Cette
configuration est utilisée comme point de départ pour l’itération suivante.
L’ensemble des qn forment la trajectoire du système dans l’espace des configura-
tions.
Cette procédure est schématisée fig. 3.1 pour un espace en deux dimensions.
À partir de cette méthode, on peut obtenir deux types de trajectoires. Si l’on
restreint l’évolution du système en le forçant à rester dans la structure cristalline
initiale, on obtient l’évolution de l’énergie en fonction du volume pour la structure
correspondante. Cette étape est faite en couplant cette procédure avec le code
FINDSYM [104], qui permet d’identifier le groupe de symétrie d’une configuration
atomique, puis en vérifiant que pn+1 a les mêmes éléments de symétrie que pn.
Au contraire, si on autorise la structure à se transformer en suivant le minimum
d’énergie quelle que soit la configuration qui lui correspond, le système va tendre
naturellement vers une structure cristalline plus favorable si possible. On peut
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Figure 3.1 – Représentation simplifiée en deux dimensions de la méthode utilisée
pour calculer les chemins de transition dans le dioxyde d’uranium. Les variables qi
et qj représentent les deux paramètres externes, composantes du vecteur q repré-
sentant la structure dans l’espace des configurations. Les hypersurfaces successives
correspondant aux volumes Vn et Vn+1 sont représentés par des lignes noires, les
points qn et qn+1 par des croix rouges, qui correspondent aux minima d’éner-
gie, respectivement sur l’isovolume V et Vn+1. Le point n + 1 est calculé en trois
étapes : la structure est déformée de manière homogène pour lui donner un volume
Vn+1 = V +  V (croix verte), puis on calcule l’énergie sur l’hypersurface de volume
Vn, et on localise le minimum d’énergie local n+ 1.
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ainsi décrire le chemin de transformation à partir d’une structure donnée quand
son volume varie.
3.2 Équations d’État
La description thermodynamique des transitions de phase est basée sur les
équations d’état décrivant la variation de l’énergie du cristal avec son volume. Ces
équations d’état permettent de déterminer les domaines de stabilité des diﬀérentes
structures, ainsi que les pressions des transitions et les sauts de volume qu’elles
impliquent.
Les courbes énergie-volume ont été calculées en utilisant les quatre potentiels
empiriques (fig. 3.2). Les valeurs de références étant assez rares dans la littérature,
nous avons aussi calculé ces relations en utilisant un modèle quantique basé sur
la théorie de la fonctionnelle de la densité (DFT). Ces calculs ont été eﬀectués
par Jean-Paul Crocombette pour cette étude, en utilisant le formalisme Projec-
tor Augmented Wave (PAW) implémenté dans le code ABINIT [107]. Les termes
d’échange et corrélation sont décrits par une fonctionnelle du type Perdew-Burke-
Ernzerhof [108] dans l’approximation du gradient généralisé (GGA). Ce choix de
fonctionnelle permet d’éviter des diﬃcultés liées à la présence de minima d’éner-
gie locaux qui nécessitent des précautions supplémentaires lors de l’utilisation de
fonctionnelles hybrides ou de l’approximation de la densité locale (LDA) [109,110].
Les relations énergie-volume ont été calculées en faisant des relaxations com-
plètes des paramètres internes pour les structures Fm3¯m, Pnma, Pbcn et P42/mnm.
Même si la méthode DFT-GGA ne reproduit pas correctement le caractère isolant
électrique du dioxyde d’uranium dans la structure fluorine, les structures cristal-
lines et les propriétés élastiques obtenues sont correctes. Les structures magné-
tiques des polymorphes autres que Fm3¯m sont évidement inconnues, il est donc
diﬃcile de vérifier la fiabilité de ce modèle hormis pour celle-ci. Il est cependant
peu probable que cela ait un eﬀet majeur sur les propriétés qui nous intéressent
ici.
Pour chacune de ces relation, le minimum correspond à la configuration la plus
favorable dans la structure correspondante. Ceci permet de calculer les paramètres
de maille et les paramètres internes des diﬀérents polymorphes (table 3.1).
De plus, on peut extraire de ces équations d’état une pression de transition
thermodynamique. En eﬀet, lorsque les courbes énergie-volume de deux structures
d’un même matériau  1 et  2 se croisent, la thermodynamique prévoit l’existence
de trois domaines. Dans le domaine de volumes pour lequel la courbe de  1 est
en-dessous de celle de  2 et de leur tangente commune, le matériau est constitué
d’une seule phase de structure  1. De même, il y a une seule phase de structure  2
quand la courbe représentant  2 est en-dessous des deux autres. Quand la tangente
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Figure 3.2 – Courbes énergie-volume calculées pour les structures Fm3¯m, Pbcn,
P42/mnm et Pnma de l’UO2, pour les potentiels d’Arima, Basak, Morelon et
Yakub, ainsi qu’en DFT-GGA.
commune est en-dessous des courbes énergie-volume des deux phases pures, le
matériau contient deux phases, chacune étant dans l’une des deux structures. Il
y a dans ce domaine une relation linéaire entre l’énergie et le volume. Comme la




la pression est constante dans ce troisième domaine, et correspond à la pression de
transition thermodynamique entre les deux structures
La superposition de ces relations énergie-volume pour les potentiels empiriques
à celles issues de la DFT permettent de comparer qualitativement les prédictions
des diﬀérents potentiels (fig. 3.2). En règle générale, l’accord qualitatif entre les
potentiels empiriques et la DFT est bon.
Dans tous les cas, la structure Fm3¯m est la plus stable, avec un volume optimal
autour de 40 Å3/UO2. Tous les potentiels donnent une énergie plus basse pour la
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phase Pnma à des volumes plus petits, et pour P42/mnm et Pbcn pour des volumes
plus grands.
Pour tous les potentiels, les courbes de P42/mnm et Pbcn sont très proches,
l’une ou l’autre étant légèrement plus favorable suivant le cas. Ces observations cor-
respondent tout à fait à la description d’une transition vers la structure Pnma sous
forte pression expérimentalement [29, 30], ou numériquement [31, 32]. Elles sont
aussi cohérentes avec l’observation de transitions Fm3¯m vers Pbcn en DFT [111],
ou Fm3¯m vers P42/mnm en dynamique moléculaire dans CeO2 [112].
Même s’il est diﬃcile d’obtenir une diﬀérence d’énergie unique entre la struc-
ture stable et les autres pour quantifier leur instabilité, on peut noter qu’à un
volume donné, les énergies varient d’un potentiel à l’autre de manière relativement
importante. Par exemple, il y a presqu’un demi électron-volt par formule entre les
potentiels de Basak et Morelon aux grands volumes.
Les pressions de transitions calculées à partir des tangentes communes (3.1)
peuvent être comparées avec des valeurs de référence (table 3.2).
On retrouve l’accord qualitatif entre les potentiels empiriques sur les pressions
de transition. Cependant, on note aussi de fortes diﬀérences quantitatives, les po-
tentiels de Basak et Yakub donnant des pressions de transitions trop faibles en
valeur absolue, et donc des transitions trop faciles.
Le potentiels d’Arima, et surtout le potentiel de Morelon, donnent des résul-
tats quantitativement satisfaisants, aussi bien comparés aux valeurs DFT qu’aux
valeurs de référence de la littérature.
On observe les même caractéristiques pour les variations de volume au cours des
transitions, qui sont rassemblées dans le tableau 3.3. Là encore, les changements
de volumes calculés à partir du potentiel de Morelon ainsi que des calculs DFT
correspondent quantitativement aux données de référence en ce qui concerne la
transition Pnma. Aucune donnée n’est disponible pour les autres transitions.
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Fluorine Rutile Marcassite
Symétrie cubique quadratique orthorhombique
Groupe d’espace Fm3¯m (№ 225) P42/mnm (№ 136) Pnnm(№ 58)
Atomes par maille 12 6 6
Paramètres de maille (Å) a = 5, 45± 0, 02 a = b = 5, 15± 0, 03 a = 5, 225
c = 3, 53± 0, 03 b = 4, 860
c = 3, 713
Référence (Å) a = 5,4552
Ions U 4a (0, 0, 0) 2a (0, 0, 0) 2c (0, ½, 0)
Ions O 8c (¼, ¼, ¼) 4f (x, x, 0) 4g (x, y, 0)
x = 0, 3061± 0, 001 x = 0, 2049
y = 0, 1728
Scrutinyite Cotunnite
Symétrie orthorhombique orthorhombique
Groupe d’espace Pbcn (№ 60) Pnma (№ 62)
Atomes par maille 12 12
Paramètres de maille (Å) a = 5, 18± 0, 05 a = 6, 01± 0, 01
b = 6, 12± 0, 08 b = 3, 62± 0, 01
c = 5, 70± 0, 08 c = 7, 02± 0, 04
Ions U 4c (x, ¼, z)
y = 0, 174± 0, 001 x = 0, 254± 0, 001
z = 0, 595± 0, 001
Ions O 8d (x,y,z) 4c (x, ¼, z)
x = 0.272± 0, 001 xO1 = 0, 15± 0, 001
y = 0.394± 0, 001 zO1 = 0, 93± 0, 001
z = 0.4226± 0, 0002 xO2 = 0, 05± 0, 001
zO2 = 0, 33± 0, 001
Table 3.1 – Paramètres des polymorphes de l’UO2
Données structurales relatives aux polymorphes pris en compte dans cette étude.
Les nombre d’atomes et paramètres se rapportent aux mailles conventionnelles de
chaque structure. Les valeurs des paramètres internes correspondent à une moyenne
sur les diﬀérents potentiels empiriques testés, excepté pour la structure Pnnm.
Dans ce cas, les paramètres ont été extrapolés des chemins critiques calculés avec le
potentiel de Morelon [56] à cause de son instabilité. L’unique valeur expérimentale
est le paramètre de maille de la structure Fm3¯m, dont la valeur à température
nulle a été extrapolée des recommandations [10, 11]. Les paramètres internes de
cette structure sont fixées par la symétrie.
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Sim. Exp. Cette étude
[31] [32] [111] [30] [29] DFT Mor. Ar. Bas. Yak.
Fm3¯m! Pnma 38 20 - 42 29 28 48 57 10 1,3
Fm3¯m! Pbcn - - <5 - - -10 -10 -6 -1,7 -1,4
Fm3¯m! P42/mnm - - - - - -11 -9 -5 -1,7 -1,9
Pressions de transition en gigapascals.
Table 3.2 – Pressions de transition entre diﬀérentes structures de l’UO2 : compa-
raison entre les diﬀérents potentiels empiriques utilisés (Morelon, Arima, Basak et
Yakub), les calculs DFT et les valeurs de référence publiées, issues de simulations
ou d’expériences.
Références Cette étude
DFT [31] Exp. [30] DFT Mor. Ar. Bas. Yak.
Fm3¯m! Pnma -6.2% -7% -7% -6% -8% -8% -12%
Fm3¯m! Pbcn - - 21% 17% 18% 12% 10%
Fm3¯m! P42/mnm - - 24% 15% 20% 9% 8%
Table 3.3 – Variations de volume d’un cristal d’UO2 lors des transitions de phase
d’après les équations d’état, calculés à partir de calculs en DFT et dynamique
moléculaire classique (Morelon, Arima, Basak et Yakub).
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3.3 États de transition
Les équations d’état permettent de décrire l’évolution des polymorphes de ma-
nière thermodynamique, et de calculer une pression de transition dans certaines
conditions. En particulier, lors d’une telle transition, le système suppose un équi-
libre entre les structures pour chaque volume. De plus, elles ne permettent pas
d’avoir une description cristallographique de la transition, en terme d’évolution
des paramètres internes.
La procédure décrite en 3.1 pour le calcul des équations d’état peut aussi être
utilisée pour suivre les chemins critiques de transition entre deux structures. La
principale diﬀérence est que le système ne doit pas être forcé à rester dans le même
groupe de symétrie, mais explorer les autres chemins énergiquement favorables. On
relaxe donc la contrainte sur le changement de structure qui avait été ajoutée pour
faciliter le calcul des courbes énergie-volume.
Les calculs précédents ayant montré la fiabilité du potentiel de Morelon a priori,
c’est celui qui a été utilisé dans la suite des calculs concernant les polymorphes
d’UO2. La quantité d’optimisations de structures nécessaires interdit pour l’instant
l’usage de la DFT pour ces calculs.
De manière générale, il est plus facile de suivre la transition en partant des
phases les moins symétriques pour remonter à la phase cubique Fm3¯m. L’ensemble
des états intermédiaires entre les diﬀérentes structures permet de suivre les trans-
formations géométriques qui ont lieu lors des transitions. Le sens de la transition
n’est pas problématique, puisque l’on cherche à obtenir une description des états
de transition, et pas la cinétique de la transformation, qui sera étudiée avec des
simulations dynamiques.
3.3.1 Transition Fm3¯m ! Pbcn
Cette transition est relativement simple d’un point de vue cristallographique.
Les axes < 100 >Pbcn, < 010 >Pbcn et < 001 >Pbcn correspondent aux trois axes
< 100 >Fm3¯m. Le passage du repère d’une structure à l’autre est donc aisé, ce qui
permet de suivre facilement l’évolution des paramètres internes même au moment
de la transition (fig. 3.3). Ces paramètres internes sont les coordonnées fraction-
naires des atomes irréductibles de la maille conventionnelle calculées par FIND-
SYM. L’évolution de la structure est représentée fig. 3.4.
Ces deux représentations permettent de suivre la transition. En partant de
50 Å3/UO2 et en diminuant le volume, les paramètres évoluent, la contraction ma-
jeure étant le long de l’axe < 010 >Pbcn. En même temps que le volume diminue,
les rangées d’ions uranium se déplacent dans cette direction pour tendre progres-
sivement vers un alignement. L’évolution légère des paramètres internes reflète ces
déplacements mineurs.
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Au moment de la transition, les atomes d’uranium tombent brusquement dans
leurs sites de la structure Fm3¯m, les rangées sont parfaitement alignées. Les atomes
d’oxygène suivent et vont occuper les sites tétraédriques. Ce changement corres-
pond au point auquel les diﬀérents paramètres internes liés à l’oxygène se re-
joignent. La dernière partie de la déformation correspond à une contraction ho-
mogène de la structure Fm3¯m. Cette structure reste cubique, les trois paramètres
externes sont confondus et les deux paramètres internes restant ne varient plus.
3.3.2 Transition Fm3¯m! P42/mnm
Cette transition est plus complexe que la précédente. Tout d’abord, comme
le montre la fig. 3.5, les repères conventionnels pour les structures Fm3¯m et
P42/mnm ne coïncident pas. Nous avons donc choisi d’exprimer les paramètres du
système dans le repère de P42/mnm. Dans ce repère, Fm3¯m a deux paramètres
internes pour l’oxygène au lieu d’un, et deux paramètres de maille.
La diﬀérence avec la transition précédente est visible immédiatement. Du point
de vue de la structure cristalline, on peut la décrire de deux manières, visibles sur
la fig. 3.5. Cette figure représente la transition projetée dans un plan {100}Fm3¯m.
Avec cette projection, on peut voir des triplets O-U-O, alignés le long d’un axe
< 100 >Fm3¯m. Quand le volume augmente, les atomes d’oxygène tournent progres-
sivement autour des atomes d’uranium, jusqu’à ce que les triplets forment entre
eux des angles droits. Le second point de vue considère les plans {100}Fm3¯m, qui
sont alternativement composés uniquement d’uranium, et uniquement d’oxygène.
Le mouvement de rotation peut alors être décrit comme le glissement alterné des
plans O dans une direction < 110 >Fm3¯m, deux plans séparés par un plan U glis-
sant dans les sens opposés. Le glissement s’arrête alors quand les atomes d’oxygène
s’alignent dans les plans normaux aux plans de glissement et perpendiculaires à
la direction de glissement. Décrit de cette manière, la transition de phase s’appa-
rente à une succession de fautes d’empilement dans des plans {100}Fm3¯m, et dont
le vecteur de glissement est 1/2< 110 >Fm3¯m.
Sur le graphe des paramètres du système (fig. 3.6), on distingue clairement
trois régions. Dans deux d’entre elles, les paramètres internes restent constants et
les rapports des paramètres externes varient peu. Elles correspondent au petits
et grands volumes, donc respectivement aux structures Fm3¯m et P42/mnm. Les
faibles volumes correspondent à une évolution très similaire à celle de la transition
Pbcn.
Dans le domaine intermédiaire, le comportement est complètement diﬀérent.
Les deux paramètres internes distincts de Fm3¯m convergent progressivement. En
ce qui concerne les paramètres externes, ils évoluent chacun de manière diﬀérente,
l’un d’entre eux ayant une forte croissance alors que les deux autres diminuent.
Cela correspond au domaine pour lequel le glissement décrit plus haut est en cours.
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Figure 3.3 – Évolution des paramètres internes lors de la transition Pbcn. Aux
petits volumes, la structure est Fm3¯m déformée de manière isotrope, il n’y a qu’un
paramètre de maille, et deux paramètres internes. La structure Pbcn favorable aux
grands volumes a trois paramètres de maille diﬀérents, ainsi que quatre paramètres
internes (voir table 3.1).




Figure 3.4 – Tansformation de la structure de l’UO2 lors d’une transition entre
les structures Fm3¯m et Pbcn : a) structure Fm3¯m, b) et c) états intermédiaires,
d) structure Pbcn. Les axes a et b sont des axes < 100 > des deux structures, il
n’y a donc pas de changement du repère conventionnel.
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La structure cristalline est alors orthorhombique, et de symétrie Pnnm.
La déformation majeure est portée par un axe < 100 >P42/mnm, équivalent à
< 110 >Fm3¯m. L’évolution des paramètres de maille est très similaire à ce qui a été
mesuré pour la transition inverse (Fm3¯m! P42/mnm) dans le cas de RuO2 [113],
les paramètres internes étant plus diﬃciles à obtenir expérimentalement.
3.3.3 Transition Fm3¯m! Pnma
Aucun résultat satisfaisant n’a été obtenu dans le cas de la transition vers la
structure Pnma. Les surfaces d’énergie sont dans ce cas beaucoup plus complexes
que pour les autres structures, et font intervenir un certain nombre de structures
diﬀérentes, comme les structures Pbca (Brookite, groupe d’espace 61), Pa3¯ (pyrite,
groupe d’espace ) ou I42/amd (Anatase, groupe d’espace 141).
3.3.4 Diagramme des trajectoires
Ayant calculé les états intermédiaires pour les transitions précédemment dé-
crites, on peut les représenter dans un espace des configurations par un point dont
les coordonnées correspondent aux paramètres de maille de l’état considéré. Les
points des états successifs forment alors une trajectoire dont les propriétés sont
liées à l’évolution macroscopique du réseau cristallin. Le terme macroscopique fait
ici référence au fait que les trajectoires dépendent des paramètres de mailles, qui
permettent de décrire l’évolution du cristal comme un milieu continu, par opposi-
tion aux paramètres internes qui correspondent aux déplacements atomiques. Par
exemple, la phase Fm3¯m reste cubique lors d’un changement de volume, ce qui se
traduit par une trajectoire linéaire, avec tous les paramètres de maille égaux (Fig.
3.7). De même, les phases quadratiques donnent une trajectoire linéaire quand on
la projette dans le plan correspondant aux paramètres de maille dans les deux
directions équivalentes.
La figure rassemblant ces trajectoires présente une symétrie de rotation-inversion
d’ordre trois autour de l’axe a = b = c. Cela traduit le fait que, partant d’une struc-
ture cubique, les trois directions sont équivalentes, et au point d’intersection avec
la trajectoire d’une autre phase, n’importe laquelle d’entre elles peut devenir n’im-















produisent des configurations images l’une de l’autre par une réflexion.
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(a) (b)
(c)
Figure 3.5 – Tansformation de la structure de l’UO2 lors d’une transition entre
les structures Fm3¯m et P42/mnm : a) structure Fm3¯m, b) structure intermédiaire
Pnnm, c) structure P42/mnm. L’axe a est un axe< 110 >Fm3¯m et< 100 >P42/mnm,
alors que l’axe b est un axe < 100 >Fm3¯m et < 100 >P42/mnm. Il y a donc une
rotation du repère conventionnel au cours de la transition.
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Figure 3.6 – Évolution des paramètres internes de l’oxygène et des paramètres
de maille avec le volume lors de la transition P42/mnm. Les paramètres internes
donc constants aux faibles et grands volumes, correspondant respectivement aux
structures Fm3¯m et P42/mnm. Dans le domaine de volume intermédiaire, leur
évolution est non-linéaire, et correspond à la structure intermédiaire Pnnm. Ces
paramètres sont exprimés dans le repère conventionnel de la structure P42/mnm,
ce qui explique qu’il y ait deux paramètres internes pour l’oxygène et deux pa-
ramètres de maille diﬀérents pour la structure Fm3¯m. Il n’y en aurait qu’un de
chaque s’ils étaient exprimés dans le repère conventionnel Fm3¯m.
3.3. États de transition 79
Figure 3.7 – Représentation des chemins critiques entre les structures poly-
morphes de l’UO2 dans l’espace des configurations. Les axes a, b et c correspondent
aux paramètres de maille, les angles ↵,   et   ayant été omis. Chaque point sur
les trajectoires correspond à un minimum de l’énergie potentielle du cristal à un
volume donné. Les trajectoires sont colorées en fonction de la structure correspon-
dante.
Le diagramme résultant présente des branches qui s’éloignent de la trajectoire
de la phase principale, qui représentent des évolutions de structure possibles pour
certaines conditions de contraintes locales.
Ce diagramme est simplement une autre manière de représenter l’évolution des
paramètres externes des figures 3.3 et 3.6. Cependant, cette vue est informative,
puisque la représentation des trajectoires dans un référentiel commun permet de
représenter simplement les diﬀérences entre les déformations conduisant à l’une ou
l’autre structure.
3.3.5 Commentaires sur la méthode
Cette méthode permet de calculer les brisures de symétrie et l’évolution cris-
tallographique des paramètres du cristal au cours des diﬀérentes transitions. Elle
permet en outre d’obtenir une description quantitative des transformations via les
paramètres de maille et internes. Cela permet de prédire la déformation optimale
pour obtenir l’une ou l’autre des structures cristallines à partir de la structure
stable. Cependant, comme il s’agit de calculs statiques, elle n’est pas pertinente
pour décrire l’évolution cinétique d’un système lors de ces transitions. Un certain
nombre des points sur les trajectoires correspondent à des états très loin de l’équi-
libre, qu’il est impossible de retrouver dans un système réel. En eﬀet, dans ce cas,
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on aurait plutôt un mécanisme de nucléation suivi d’une croissance de phase, et
non pas une transition directe en volume.
Par ailleurs, il a été impossible de reproduire la transition vers ou depuis la
structure Pnma. Bien que cela montre une limite de la méthode, il y a un certain
nombre de raisons qui pourraient rendre le calcul de cette trajectoire relativement
diﬃcile.
Premièrement, nous avons suivi les minima locaux des vallées d’énergie. Cela
signifie que si les points stables de deux structures  1 et  2 à un volume donné
sont très proches, et que  1 a une énergie légèrement inférieure à l’autre, c’est
son chemin qui sera suivi, ce qui masquera l’embranchement vers la trajectoire
de la structure  2. Ainsi, s’il y a plusieurs structures proches en terme d’éléments
de symétrie et d’énergie, il faut être capable de suivre plusieurs minima locaux
simultanément avec une résolution importante. La complexité d’un algorithme
suﬃsamment robuste pour la détection des minima locaux nous a empêché de
raﬃner la méthode à ce point.
De plus, cette méthode permet par construction de suivre des trajectoires de
structures proches les unes des autres, en particulier les points des trajectoires
correspondant à deux volumes successifs. Lors des transitions que nous avons étu-
diées, cela peut se contrôler en choisissant un incrément de volume suﬃsamment
petit. Cependant, dans le cas de transitions reconstructives, il n’est par définition
pas possible d’utiliser une hypothèse sur la proximité structurale de deux points
successifs, puisque la transition peut passer brusquement par un intermédiaire de
plus basse symétrie, voire amorphe.
Il est notable qu’à notre connaissance, aucune transformation géométrique n’a
été trouvée entre les structures Fm3¯m et Pnma, ce qui tend à montrer que cette
transition n’est pas une transformation displacive simple, comme pour Pbcn ou
P42/mnm.
3.4 Aspects dynamiques
Les chemins critiques présentés plus haut permettent d’appréhender les tran-
sitions d’un point de vue géométrique et cristallographique. En règle générale, les
états intermédiaires le long de ces trajectoires sont hors d’équilibre, et ne sont
pas significatifs statistiquement à l’échelle d’une boîte de simulation dynamique
standard (de l’ordre de 100 Å de côté ou plus). Dans ce type de boîtes, on s’attend
à voir une nucléation de la phase secondaire suivie d’une croissance progressive,
au lieu d’une transformation en volume de l’ensemble du cristal. Les phénomènes
d’interface, de croissance et de vibration potentiellement mis en jeu au cours d’une
telle transition sont inaccessibles aux méthodes statiques.
Pour compléter cette étude, nous avons donc simulé les transitions P42/mnm
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et Pbcn de manière dynamique, en utilisant le même potentiel de Morelon que pour
les chemins critiques. Les autres potentiels donnent des réponses qualitativement
identiques mais quantitativement diﬀérentes. Nous avons montré lors du calcul
des équations d’état que les potentiels de Basak et Yakub prédisent pressions de
transition trop faibles.
Le dispositif est similaire pour les deux transitions étudiées. Il s’agit de tests mé-
caniques sur des boîtes de simulation contenant des monocristaux parfaits d’UO2,
avec des conditions aux limites périodiques. La température est contrôlée par un
thermostat de Nosé-Hoover à 300 K. La procédure de déformation consiste à ap-
pliquer un petit gradient de déformation à la boîte de simulation avec un certain
intervalle de temps entre deux déformations. Dans ce cas, la seule composante
non-nulle est un terme d’élongation dans la direction choisie. Les autres côtés de
la boîte ainsi que ses angles ne sont donc pas modifiés. Après un chargement en
tension, un déchargement a été eﬀectué en inversant le signe de l’incrément de
déformation, pour observer la dynamique de la transition inverse.
3.4.1 Transition Fm3¯m! Pbcn
Le chemin critique a montré que l’axe majeur de déformation lors de la tran-
sition Fm3¯m ! Pbcn était un axe < 100 >Fm3¯m qui se transformait en axe
< 100 >Pbcn. Nous avons donc sollicité cette direction en alignant le cristal de
manière que l’un de ses axes < 100 > coïncide avec un des axes de la boîte.
La courbe contrainte-déformation correspondant à ce test mécanique (fig. 3.8)
montre clairement trois régimes dans lesquels la réponse du matériau est complè-
tement diﬀérente :
1. ce régime correspond au chargement élastique de la phase principale Fm3¯m ;
2. la contrainte s’abaisse brusquement autour d’un volume de 46 Å3/UO2 ; cette
discontinuité marque une première transition au cours de laquelle la phase
secondaire Pbcn apparaît. Cette transition provoque des vibrations impor-
tantes du réseau cristallin qui sont absorbées progressivement. La contrainte
marque un plateau et correspond à la croissance de la phase secondaire aux
dépens de la phase principale ;
3. finalement, après un second point de transition auquel la phase principale
principale disparaît complètement, la courbe montre à nouveau une évolution
linéaire qui correspond au domaine élastique de la phase secondaire Pbcn.
La transition inverse présente les mêmes caractéristiques. Après une décrois-
sance linéaire de la phase Pbcn dans le régime III, on observe un point de transition
auquel il y a nucléation de la phase Fm3¯m. À ce point, la pression monte pour
revenir au niveau du plateau du régime II jusqu’au deuxième point de transition
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auquel la phase Pbcn disparaît complètement. Finalement, le système retrouve le
régime élastique linéaire de la phase Fm3¯m.
Le volume auquel la phase Pbcn apparaît en tension est plus grand que celui
auquel elle disparaît lors de la re-compression (passage du régime I à II, et inverse-
ment, fig. 3.8). De même, le passage du régime II au régime III se fait à un volume
plus important que l’inverse. Cette hystérésis vient du fait que ces évènements
se produisent dans des situations d’instabilité. En eﬀet, dans le régime I, l’énergie
suit l’évolution E1(V ) caractéristique de la structure Fm3¯m et a un comportement
linéaire E2(V ) dans le régime II, qui correspond à la réponse combinée des deux
phases (fig. 3.9). Comme le passage de l’un à l’autre nécessite un évènement de
nucléation, il n’est pas observé dès que l’énergie E1 est supérieure à E2, mais avec
un retard. Un retard similaire est observable lors du passage du régime II au régime
III. Il en résulte que le volume de la transition est décalé par rapport au volume de
la transition inverse. La situation est identique dans le cas de la transition entre
les régimes II et III.
Le plateau du régime II est plus ou moins long suivant la longueur de la boîte
dans la direction perpendiculaire aux interfaces entre les deux phases. De plus,
malgré un état de contrainte diﬀérent, sa pression est en bon accord avec la pression
de transition calculée précédemment avec les chemins de transition.
3.4.2 Transition Fm3¯m! Pmnm
Dans ce cas, l’axe de déformation majeur était un axe < 110 >Fm3¯m qui deve-
nait < 100 >P42/mnm. Pour activer cette transition, le cristal a donc été tourné de
manière à faire coïncider cet axe avec la direction de tension.
L’évolution de la pression au cours du test (fig. 3.10) est qualitativement si-
milaire à celle de la transition Pbcn. La principale diﬀérence est que le régime
III n’est pas un plateau, mais correspond à une croissance de la pression. Cette
diﬀérence est causée par le fait que l’on empêche le cristal de se dilater ou de
se contracter dans les directions normales à la direction de sollicitation. Si cela
ne simplifie pas la comparaison directe avec la transition précédente, cet artefact
pourrait être neutralisé avec un barostat autorisant une dilatation de la boîte le
long des directions normales.
L’étude de la structure cristalline montre qu’au premier point de transition,
la phase secondaire n’apparaît pas directement, contrairement au cas précédent.
En eﬀet, la première phase secondaire qui apparaît a une structure intermédiaire
Pnnm. Par la suite, quand cette phase croît, la nucléation d’une phase P42/mnma
lieu à l’intérieur. Pendant le régime II, les phases P42/mnm et Pnnm coexistent
avec la phase principale, la phase intermédiaire Pnnm formant une interface de 2
mailles entre les deux autres. On retrouve ici dans l’espace l’évolution en volume
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qui avait été trouvée en suivant les trajectoires des calculs statiques.
3.4.3 Transition en compression
Bien que les calculs statiques n’aient pas permis de trouver un chemin de
transformation entre Fm3¯m et Pnma, des tests dynamiques de compression ont
été faits pour essayer d’en obtenir un de manière dynamique. Un cristal de dioxyde
d’uranium dans sa structure stable Fm3¯m a été comprimé de manière uniaxiale
selon diﬀérentes directions. Aucune de ces sollicitation n’a causé de transition avant
la pression maximale atteinte lors de ces simulations, qui était de 100 GPa.
Cependant, une relaxation à volume constant d’une boîte compressée lors de
l’un de ces tests a montré une transition reconstructive en plusieurs étapes (fig.
3.12) :
1. une distorsion des plans {110} dans lesquels se situait la direction de sollici-
tation ;
2. une rupture de liaisons localisée dans la boite de simulation, et la nucléation
d’une phase amorphe à partir de cet évènement. Cette étape se produit dès
le début de la relaxation à volume constant ;
3. la coexistence de cette phase amorphe avec une phase Fm3¯m résiduelle, et
la croissance d’une structure diﬀérente dans cette zone amorphe, pendant
environ une demie nanoseconde ;
4. la disparition des phases Fm3¯m et amorphe au profit de la phase secondaire.
La relaxation a duré une nano-seconde de temps simulé, et a été faite à 800 K,
pour faciliter les mécanismes de réorganisation de la structure cristalline. À la fin
de cette relaxation, les défauts résiduels interdisent l’identification formelle de la
structure par FINDSYM. Cependant, une analyse visuelle, et la comparaison avec
la structure Pnma parfaite (fig. 3.11) permet d’observer certaines ressemblances.
En particulier, deux des orientations de cette structure sont très semblables aux
projections {100} et {010} de Pnma, respectivement. Le dernier plan représenté
est beaucoup moins clair. Il faut noter qu’il y a un très grand nombre de défauts
résiduels dans la structure, ce qui ne facilite pas le travail d’identification.
Initialement, la pression dans la boîte était de 47 GPa, ce qui est légèrement
supérieur à la pression de transition Fm3¯m ! Pnma calculée par les équations
d’état. À la fin de la transformation, la pression est de 36 GPa. D’après les équa-
tions d’état, la structure la plus stable à cette pression est Fm3¯m, ce qui signifie
que la structure de la boîte de simulation est métastable. Cependant, les équations
d’état correspondent à des calculs à température nulle, et ne tiennent donc pas
compte des changements des domaines de stabilisés causés par l’agitation ther-
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mique. Les pressions de transitions statiques ne peuvent donc servir que d’indica-
tion, d’autant plus qu’ici le cristal est contraint par la conservation du volume de
la boite de simulation lors de la relaxation. De plus, le passage d’une structure à
l’autre est diﬃcile en compression, comme les simulations l’ont montré. Si le che-
min de transition est trop défavorable énergiquement, la structure peut rester dans
son état métastable pendant un temps très long sans sollicitation plus importante.
Si ces résultats ne permettent évidemment pas de conclure quand à l’existence
ou non de mécanismes de transition displacive, ils oﬀrent un indice important. Si
un tel mécanisme existe, il est très défavorable, au moins sous les sollicitations
uniaxiales qui ont été testées, à savoir < 100 >, < 110 >, < 111 > et < 112 >. Au
contraire, ces simulations ont montré la possibilité d’une transition reconstructive
en compression à partir de la structure stable Fm3¯m, faisant intervenir une phase
amorphe intermédiaire.
3.5 Synthèse
Nous avons utilisé trois points de vue diﬀérents pour décrire les transitions
structurales dans le dioxyde d’uranium. L’approche thermodynamique est simple et
eﬃcace pour calculer une pression de transition et la variation de volume associées,
et donne des résultats comparables aux résultats de référence dans le cas des
calculs utilisant la DFT et les potentiels de Morelon et d’Arima. Cependant, cette
description est insuﬃsante si l’on s’intéresse à l’évolution dynamique du cristal
(puisqu’elle est basée sur des configurations à l’équilibre thermodynamique), ainsi
qu’aux changements structuraux, puisqu’il s’agit d’une approche essentiellement
macroscopique. Pour cette raison, nous avons employé une méthode de recherche
de minima locaux d’énergie basée sur des calculs statiques, qui nous a permis de
déterminer les états intermédiaires qui interviennent au cours des transitions. Bien
que nous n’ayons pas eu de résultat satisfaisant pour la transition Fm3¯m! Pnma,
cette méthode a mis en évidence les transformations structurales au cours des
transitions. De plus, elle a permis de voir la présence d’une structure intermédiaire
Pnnm entre Fm3¯m et P42/mnm.
Finalement, les calculs dynamiques ont pu apporter un éclairage supplémen-
taire sur ces transitions. Nous avons pu vérifier que la déformation de la structure
Fm3¯m provoquait la nucléation d’une structure Pbcn ou P42/mnm, suivant l’axe
de déformation. Ces axes correspondent aux axes de déformation majeure observés
lors des calculs statiques, respectivement < 100 >Fm3¯m et < 110 >Fm3¯m. Dans cas,
nous avons montré la coexistence des phases P42/mnm et Pnnm, cette dernière
formant une interface entre la première et la phase principale. Dans le cas de la
transition en compression, ces tests dynamiques ont montré l’existence d’une tran-
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sition reconstructive, même si la structure finale n’a pas pu être déterminée avec
certitude. Elle présente plusieurs similitudes avec Pnma.
Les diﬀérences entre les modes de sollicitation utilisés lors des calculs statiques
et dynamiques empêchent une comparaison directe et quantitative des grandeurs
comme l’énergie et la pression. De plus, il faudrait tenir compte du fait que les
simulations dynamiques sont à température finie, alors que les calculs statiques
sont à température nulle. Enfin, on ne peut évidement pas interpréter les résultats
issus des méthodes statiques comme l’évolution d’un système à proprement parler,
puisque le temps n’intervient pas. Cependant, un certain nombre d’observations
peuvent être faites.
La vision thermodynamique des transitions implique à chaque volume après la
nucléation de la phase secondaire un équilibre entre les deux phases. Cet équilibre
se traduit par une contrainte constante, et une évolution linéaire de l’énergie en
fonction du volume jusqu’à la disparition de la phase secondaire. Au contraire,
les trajectoires supposent que toute la boîte de simulation change de structure au
même moment. De ce fait, il n’y a pas de plateau de contrainte ou de variation
linéaire de l’énergie, mais une discontinuité au moment où l’on passe d’une struc-
ture à l’autre, ce qui se traduirait par une discontinuité des contraintes. Les calculs
dynamiques quant à eux, montrent que localement l’évolution est un intermédiaire
entre ces deux extrêmes. On retrouve la présence d’un plateau de contrainte et
la variation linéaire de l’énergie sur une partie de la transition, comme dans la
description thermodynamique. Cependant, les mécanismes de nucléation et les in-
stabilités qui y sont liées causent aussi des discontinuités et des pics de contraintes.
Enfin, si l’accord quantitatif est en général assez bon entre les potentiels, aussi
bien pour les énergies que pour les pressions de transition, l’accord quantitatif est
très relatif. Ainsi, les potentiels de Basak et Yakub prévoient des énergies et des
pressions notablement basses par rapport aux données de référence et aux calculs
DFT. Il faut aussi noter que cet accord qualitatif entre les potentiels n’est pas
évident a priori. En eﬀet, une étude [74] a montré très récemment qu’un certain
nombre de potentiels empiriques publiés pour le dioxyde d’uranium donnaient des
résultats assez diﬀérents. Cela souligne l’importance de la démarche de validation
et vérification lors de l’utilisation de potentiels empiriques. Même si les données
expérimentales ou issues d’autres modèles permettant d’invalider un potentiel ne
sont pas disponibles, il est utile de garder à l’esprit les diﬀérences de comportement
lors de l’interprétation de simulations.
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Principaux résultats :
– Nous avons montré que les potentiels testés prédisent une structure stable Fm3¯m,
une structure Pnma plus favorable en compression, et des structures Pbcn et
P42/mnm plus favorables en tension.
– Les pressions de transition correspondantes ont été calculées, le potentiel de Mo-
relon donne de bons résultats quantitativement.
– Nous avons mis en place une méthode permettant de calculer les états de tran-
sition, et ainsi la description des transformations en termes de changements de
symétrie.
– Cette méthode a montré la présence d’une structure intermédiaire Pnnm lors des
transitions Fm3¯m$P42/mnm.
– Nos calculs dynamiques ont montré que la transition vers Pnma est probablement
reconstructive, et que des phases diﬀérentes apparaissaient en tension suivant la
direction de sollicitation.
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(a) Fm3¯m (b) Fm3¯m (c) Pbcn
+ Pbcn
Figure 3.8 – Transition dynamique Pbcn : évolution de la pression en fonction
du volume lors d’une déformation uniaxiale dans la direction < 100 > de la struc-
ture Fm3¯m. La ligne bleue et les carrés correspondent au chargement, et la ligne
orange et les ronds au déchargement. Les structures cristallines correspondant aux
trois régimes sont montrées en-dessous de la courbe : structure Fm3¯m (régime I),
coexistence des phases (régime II), et phase Pbcn (régime III). L’interface entre
les deux phases dans le régime II est un plan {100} dans les deux structures.















Figure 3.9 – Évolution de l’énergie au cours d’une transition dynamique de la
structure stable Fm3¯m vers la structure Pbcn. Les points d’instabilité entre les
diﬀérents régimes sont clairement visibles par les sauts plus ou moins brusques de
l’énergie qui y sont associés.
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(a) Fm3¯m (b) Fm3¯m (c) P42/mnm
+ Pnnm
+ P42/mnm
Figure 3.10 – Transition dynamique P42/mnm : évolution de la pression en fonc-
tion du volume par formule d’UO2 lors d’une déformation uniaxiale dans la di-
rection < 110 > de la structure Fm3¯m à 300 K. La ligne bleue et les carrés cor-
respondent au chargement, et la ligne orange et les ronds au déchargement. Les
structures cristallines correspondant aux trois régimes sont montrées en-dessous
de la courbe : structure Fm3¯m (régime I), coexistence des phases avec une phase
intermédiaire Pnnm (régime II), et phase P42/mnm (régime III). L’interface du
régime II correspond à un plan {110} de la structure Fm3¯m, et un plan {100} de
P42/mnm et Pnnm.




Figure 3.11 – Comparaison de la phase secondaire obtenue après relaxation à
800 K d’un cristal de structure Fm3¯m pendant une nanoseconde : a), c) et e)
sont trois orientations diﬀérentes ; b), d) et f) sont trois projections de la structure
Pnma parfaite. Il y a une grande ressemblance entre (a) et (b), ainsi qu’entre (e)




Figure 3.12 – Transition reconstructive à partir de Fm3¯m en compression. Les
images correspondent aux états successifs d’une boîte de simulation lors d’une
relaxation à volume et température constants : a) distorsion des plans {110} im-
médiatement après le début de la relaxation, avec un début d’amorphisation, b)
amorphisation de la boîte de simulation, c) phase finale. La pression initiale est de
47 GPa, la pression finale est de 36 GPa. Le passage de (a) à (b) se fait en quelques
picosecondes. La phase amorphe disparaît après environ une demie nanoseconde,
l’image (c) est prise une nanoseconde après (a).
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Chapitre 4
Élasticité de l’UO2 en température
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Le comportement élastique linéaire d’un matériau est évidement une propriété
primordiale pour décrire son comportement mécanique. De plus, il s’agit de don-
nées facilement accessibles dans la littérature, y compris pour le dioxyde d’Ura-
nium monocristallin. L’objectif de cette partie de l’étude était double. D’une part,
il s’agissait de comparer le comportement prédit par les potentiels empiriques sélec-
tionnés, et d’utiliser les données disponibles par ailleurs pour estimer leur marge
d’erreur quand ils sont employés au calcul du comportement élastique. D’autre
part, si les constantes élastiques sont connues, leur évolution en température est
moins bien décrite pour les monocristaux. Cela peut poser problème dans certains
codes mésoscopiques, dont la qualité des résultats peut être améliorée par l’emploi
de paramètres d’entrée plus cohérents ou plus précis. Ainsi, le deuxième objectif
était de produire des données à partir de la dynamique moléculaire destinées à être
utilisées dans le code iMPALE développé aux laboratoires nationaux de Sandia par
Rémi Dingreville. Ce code permet de simuler l’évolution d’un agrégat polycristallin
d’UO2 en utilisant une méthode de point matériel qui couple une représentation
continue du matériau avec une approche microstructurale.
Dans cette partie, nous allons exposer les résultats de ces calculs, en ce qui
concerne l’évolution en température des propriétés élastiques du dioxyde d’Ura-
nium. En particulier, nous nous intéresserons aux constantes élastiques du maté-
riau monocristallin entre 300 et 1 500 K, ainsi qu’au caractère anisotrope de son
comportement élastique. Ensuite, nous montrerons le comportement élastique ef-
fectif du matériau polycristallin, obtenu à partir de la description du monocristal
à l’aide de méthodes d’homogénéisation. Enfin, nous montrerons le comportement
élastique en température des polymorphes dont il a été question précédemment.
4.1 Méthode
Les constantes élastiques qui nous intéressent sont les coeﬃcients qui per-
mettent d’exprimer la contrainte dans un matériau en fonction de la déformation
qu’il subit, dans son régime de réponse linéaire (petites déformations) :
 ij = Cijkl"kl (4.1)
Soit, dans la notation simplifiée de Voigt,
 i = Cij"j (4.2)
avec j, i 2 {1, . . . 6}.
Pour calculer ces coeﬃcients en dynamique moléculaire, plusieurs moyens s’oﬀrent
à nous. Le plus simple conceptuellement est l’équivalent numérique d’une série de
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tests mécaniques. Il consiste à partir d’une boîte de simulation contenant un cristal
parfait, et à lui appliquer plusieurs déformations  "i telles que
 "ij =
⇢
0 pour i 6= j ;
 " pour i = j.
(4.3)
En eﬀectuant des régressions linéaires sur les courbes contrainte-déformation qui
en résultent, on obtient les 6 relations
 ij = Cjk  "
i
k (4.4)
qui forment un système linéaire, qui permet de calculer les éléments de C.
Cette méthode est simple et robuste, mais peu eﬃciente, puisqu’elle demande
pour chaque température une série de calculs dynamiques suivis de régression, et
enfin la résolution du système linéaire.








où G est l’enthalpie libre du système
G = U + P · V   T · S . (4.6)
Le calcul de l’enthalpie libre est implémenté par exemple dans le code GULP [82]
lors d’optimisations de structure à température nulle. Le terme d’entropie est alors
calculé dans l’approximation harmonique à partir du spectre de phonons du sys-
tème. Nous avons utilisé un schéma aux diﬀérences finies pour calculer les éléments





G++  G+   G + +G  
4  " "
(4.7)
Dans cette équation, la dépendance de C, V et des enthalpies libres en température
a été omise pour alléger la notation, et les enthalpies libres sont définies comme
suit : G++ est l’enthalpie libre du système auquel on a appliqué la déformation
 "i "j, G+  celle correspondant à la déformation  "i(  "j), etc.
Le calcul des constantes élastiques à une température donnée est donc réduit
à des calculs statiques basés sur des minimisations d’enthalpie libre. Par rapport
à l’approche simple précédente, on ajoute donc des hypothèse en ce sens où l’on
suppose que le cristal est suﬃsamment proche de l’équilibre pour utiliser l’approxi-
mation harmonique.
Pour des raisons de symétrie, il n’est pas nécessaire de calculer toutes les com-
binaisons de déformations élémentaires. Cependant, cela oﬀre un niveau de ro-
bustesse à la méthode en permettant de détecter immédiatement les déformations
pour lesquelles l’optimisation a échoué.
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C11 (GPa) C12 (GPa) C44 (GPa) B (GPa) µ (GPa)
Arima 418, 8 106, 2 101, 0 210, 5 123, 1
Basak 392, 5 56, 9 57, 9 168, 8 101, 8
Morelon 207, 3 74, 9 74, 8 119, 1 71, 4
Yakub 331, 3 65, 8 63, 2 154, 4 91, 0
Wachtman [114] 395± 0, 18 121± 0, 19 64.1± 0, 17 212 93
Brandt [115] 396± 0, 5 121± 0, 2 64± 0, 2 213 93
Fritz [116] 389, 3± 0, 17 118, 7± 0, 17 59, 7± 0.3 209 90
Clausen [117] 395± 1 120± 1 63± 1 212 92
Devey [118] 361, 2 114, 7 63, 9 196, 9 97, 8
Table 4.1 – Constantes élastiques du dioxyde d’Uranium monocristallin, dans
sa structure stable Fm3¯m. Les valeurs calculées lors de cette étude, ainsi que les
valeurs de référence correspondent à une température de 300 K, sauf la valeur de
Devey, qui est issue de calculs DFT à température nulle. Les valeurs des modules
d’incompressibilité B et de cisaillement µ ont été calculées à partir des Cij en
utilisant les estimations de Voigt B = (C11+2 C12)/3 et µ = (C11 C12+3 C44)/5.
4.2 Eﬀet de la température
Pour une température donnée, chaque potentiel donne des constantes élastiques
diﬀérentes (fig. 4.1a). Ces valeurs sont cependant cohérentes à 0 K avec les valeurs
calculées par Govers lors de son étude comparative [71], ce qui valide la méthode de
calcul à température nulle. Cette variabilité s’explique par le domaine d’application
originel des potentiels (voir 2.3). Par exemple, le potentiel d’Arima fait partie d’un
ensemble de potentiels permettant de décrire des systèmes U-Pu-Np-O. Les termes
d’interaction U-O et O-O ont nécessité des compromis pour avoir un modèle fiable
après l’ajout des interactions liées avec des atomes des deux autres éléments. Le
potentiel de Morelon est un cas particulier, étant donné qu’il n’a absolument pas
été conçu dès le départ pour décrire le comportement mécanique de l’UO2 de
manière très précise. Ces variations se retrouvent pour toutes les constantes Cij et
les modules élastiques, comme illustré avec le cas de C11 (fig. 4.1a) et du module
d’incompressibilité (fig. 4.2a).
L’adéquation de ces valeurs par rapport aux valeurs expérimentales à 300 K est
variable (table 4.1). En règle générale, aucun des potentiels n’est quantitativement
correct pour les trois constantes à la fois. En eﬀet, un des problèmes de tous les
potentiels testés ici est le fait que C12 et C44 sont systématiquement du même
ordre. La conséquence directe est que si l’un est juste, alors l’autre est faux, de




































Morelon Moyenne       Extrapolation
Basak Yakub Arima
Figure 4.1 – Évolution de la constante élastique C11 de l’UO2 en température
prédite par des calculs de dynamique moléculaire utilisant les potentiels d’Arima,
Basak, Morelon et Yakub : a) évolution en valeur absolue, b) évolution relative
par rapport au système de référence à 300 K. La courbe d’extrapolation de (a)
est obtenue en appliquant l’évolution moyenne de (b) à la constante de référence
(table 4.1).
même pour les modules élastiques qui les font intervenir de manière diﬀérentes.
Malgré ces diﬀérences, l’évolution en température du comportement élastique
est très similaire pour tous les potentiels. Cela est particulièrement visible lorsqu’on
regarde l’évolution relative  Cij/C300ij , exprimée en pourcentage de la valeur de
référence à 300 K. (figs 4.1b et 4.2b). Cette valeur de référence a été préférée à
la valeur à 0 K pour des raisons de cohérence avec les températures de référence
expérimentales, qui sont rarement à température nulle.
La variation relative en température est en eﬀet très similaire pour tous les
potentiels testés (figs 4.1b et 4.2b), la diﬀérence étant de l’ordre de quelques pour
cents à 1 500 K. Cela montre qu’au-delà des valeurs absolues des constantes élas-
tiques, les potentiels empiriques permettent de décrire une évolution unique de
celles-ci lorsque la température varie. Bien qu’il soit physiquement impossible de
tester tous les potentiels existants pour vérifier ce comportement, le fait qu’il soit
observable pour les quatre potentiels conçus de manières parfois très diﬀérentes est
remarquable. Cela signifie que ce comportement dépend des hypothèses fondamen-
tales employées — comme le lagrangien, le fait d’utiliser des interactions de paire,


































Morelon Moyenne       Extrapolation
Basak Yakub Arima
Figure 4.2 – Évolution du module d’incompressibilité de l’UO2 en température
prédite par des calculs de dynamique moléculaire utilisant les potentiels d’Arima,
Basak, Morelon et Yakub : a) évolution en valeur absolue, b) évolution relative
par rapport au système de référence à 300 K. La courbe d’extrapolation de (a)
est obtenue en appliquant l’évolution moyenne de (b) à la constante de référence
(table 4.1).
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Constante (GPa) a (GPa·K 3) b (GPa·K 2) c (GPa·K 1) d (GPa)
C11 5, 401 · 10 9  2, 429 · 10 5  0, 0294 399, 69
C12 2, 415 · 10 9  1, 199 · 10 5  0, 0196 125, 4
C44 3, 239 · 10 10  2, 744 · 10 6  0, 0077 62, 19
B 3, 234 · 10 9  1, 538 · 10 5  0, 0216 216, 39
µ 7, 123 · 10 10  3, 344 · 10 6  0, 0044 67, 599
Table 4.2 – Coeﬃcients des polynômes de degré 3 de la forme a · T3 + b · T2 +
c · T+d permettant de décrire l’évolution des constantes élastiques en température
entre zéro et 1 500 K. Ces coeﬃcients ont été ajustés sur les données issues des
potentiels empiriques (figs 4.1 et 4.2 pour C11 et le module d’incompressibilité,
respectivement).
l’approximation harmonique, etc.— et non des détails des fonctionnelles et des pa-
ramètres des potentiels. On peut ainsi d’extraire de ces calculs un comportement
moyen commun aux quatre potentiels testés. Utiliser la moyenne des constantes
élastiques n’a pas vraiment de sens étant donné les diﬀérences entre les potentiels.
Ainsi l’évolution absolue d’une constante élastique en utilisant sa variation relative
moyenne est fixée à une constante près, qui est sa valeur de référence à 300 K. Par
la suite, cette courbe basée à la fois sur les valeurs de référence expérimentales
et sur l’évolution issue des potentiels empirique est appelée « extrapolation semi-
expérimentale ». Cette courbe est particulièrement intéressante dans le cadre d’un
modèle mésoscopique car sa régularité permet de la représenter par un polynôme
de degré trois avec une bonne précision (table 4.2). C’est cette équation qui peut
ensuite être utilisée pour calculer localement les constantes élastiques du matériau,
en fonction de la température locale.
4.3 Anisotropie
L’ensemble des constantes élastiques permettent de calculer l’anisotropie de la
réponse élastique du matériau. Nous avons utilisé le formalisme publié par Turley
pour les matériaux à symétrie cubique [119]. En règle générale, les modules élas-
tiques sont anisotropes, et diﬀérents pour chaque direction du cristal. On peut les
calculer à partir des éléments du tenseur de souplesse qui s’exprime en fonction de
sa valeur dans la base canonique
Sijkl(↵,  , ✓) = AimAjnAkpAlqSmnpq(0, 0, 0) , (4.8)
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compliance coefficients is 
where the indices of the direction cosines Ast run over 1, 2, 3. 
Thomas (1 966) has demonstrated that the transformation takes the form 
S’Zjkl =AimAjnA kpA lqSmnpa (2)  
For cubic symmetry, 
S ’ i j ~  = S11228ij8k~ + S1212(8ik8/~ + a i ~ a j k )  + (S1111- SIIZZ -25’1212) AiuAjuAkuA~u (3) 
where 8aj is the Kronecker delta, and with summation on U =  1,2,  3. The angular depend- 
ence is contained here in the sum of only three terms instead of the 8 1 terms of equation (2). 
The commonly used elastic coefficients are related to the compliances as follows : 
1 Young’s modulus E ‘i = s’... 
zzee 
(iZ.i) 
Shear modulus G‘ij==/ 1 
(4) 
The arbitrary primed orthogonal axes are related to the unprimed cube axes by the direction 
cosines : 
x‘( = Aaux, = (We VgUa)iuxu. ( 5 )  
For the purpose of this presentation, the direction cosines are expressed in terms of the 
Eulerian angles as defined in figure 1 
(6) 
A B 
( D s i n 8 + E c o s @  (Fsin8-I-GcosB) H s i n  6 
(Dcos 8-Esin 6’) (Fcos 0-Gsin 6) Hcos  8 
A=COS 01 COS p E= -sin 01 
where 
B=sin cy. cos p F= -sin 01 sin p 
C=sin p G=C05 O1 
D =  -cos cy. sin p H=COS p 
Figure 1. Eulerian angles referred to crystallographic directions. 
Figure 4.3 – Définition des angles d’Euler pour le calcul du module d’Young dans
les diﬀérentes directions. Cette figure est reprise de [119].
où la matrice A s’exprime en fonction des angles d’Euler ↵,   et ✓ dans la conven-
tion ZYX (fig. 4.3)
A =
0@ cos↵ cos   sin↵ cos   sin  (  cos↵ sin   sin ✓   sin↵ cos ✓) (  sin↵ sin   sin ✓ + cos↵ cos ✓) cos   sin ✓
(  cos↵ sin   cos ✓ + sin↵ sin ✓) (  sin↵ sin   cos ✓   cos↵ sin ✓) cos   cos ✓
1A .
(4.9)
Les angles ↵ et   permettent d’identifier de manière unique chaque direction
possible à partir de l’origine. Si l’on s’intéresse au module d’Young dans la direc-
tion cristallographique définie par ↵ et  , cela permet d’éliminer le troisième angle
d’Euler ✓, ce qui facilite la représentation par la suite. S’il est nécessaire de calculer
les modules d’Young dans les directions transverses cependant, il faut aussi tenir
compte de ✓. À chaque combinaison possible des deux angles ↵ et   est associée à
la valeur du module d’Young dans la direction correspondante Y (↵,  ). On obtient
alors un triplet (C,↵,  ), qui peut être représenté par un point sur un graphe en
coordonnées sphériques. L’ensemble de ces points forme une surface fermée qui
permet une visualisation rapide en trois dimension de l’anisotropie des proprié-
tés élastiques du cristal. Comme cette surface est plus loin de l’origine dans les
direction pour lesquelles la constante élastique est plus importante, les directions
rigides sont identifiables immédiatement par leur concavité tournée vers l’origine.
Dans le cas d’un matériau isotrope, comme la constante élastique est identique
quelle que soit la direction considérée, la surface est une sphère parfaite.
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Figure 4.4 – Anisotropie du module d’Young : a) dans un plan {100}, b) dans
un plan {110}. En chacun de ses points, la distance entre une courbe et l’origine
est égale au module d’Young dans la direction cristallographique correspondante.
Le repère central indique quelques directions cristallographiques remarquables.
Le potentiel utilisé est celui d’Arima, mais les figures sont similaires pour les autres
potentiels testés (fig. 4.5 pour une comparaison dans un plan {100}). Les direc-
tions cristallographiques remarquables sont, en partant de la plus rigide : < 10 >,
< 110 > et < 112 >. Malgré une baisse générale du module d’Young entre les deux
températures (0 et 1 500 K), cet ordre est conservé.
matériau, mais sont inadaptées à une comparaison détaillée entre les potentiels.
Pour cela, il est plus utile de regarder les courbes formées par l’intersection entre
la surface et un plan cristallographique, comme le module d’Young dans les plans
{100} (fig. 4.4). Sur ces figures, la surface est matérialisée par son intersection
avec le plan considéré, et est donc une ligne dont l’éloignement local à l’origine est
égal au module d’Young dans la direction correspondante. Là encore, les portions
dont la concavité est tournée vers l’origine indiquent les directions rigides, comme
< 100 >, et les points les plus proches de l’origine indiquent les directions souples,
comme < 110 > et surtout < 112 >. Le tracé des lignes pour plusieurs tempéra-
tures diﬀérentes permettent de suivre l’évolution de l’anisotropie en fonction de la
température (fig. 4.4). Comme le module d’Young moyen baisse de manière impor-
tante entre 0 et 1 500 K, la courbe à basse température a un rayon plus important
que celle à haute température.
Mise à part cette baisse globale du module d’Young, cette représentation ne
permet pas vraiment de détecter une augmentation ou une diminution de l’ani-
sotropie du module élastique. La comparaison devient encore plus diﬃcile si l’on
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inclut des figures issues d’autres potentiels, étant donné qu’à une température




= Y (↵,  )
R R
d↵ d R R
Y (↵,  ) d↵ d 
. (4.10)
Dans le cas d’un matériau isotrope, la figure obtenue est un cercle de rayon 1.
Toute déviation à ce caractère isotrope se caractérise par une déformation de ce
cercle. L’avantage de la normalisation est qu’elle supprime les diﬀérences visuelles
causées par le changement de la valeur absolue du module d’Young, pour permettre
de distinguer clairement une accentuation ou une diminution de l’anisotropie.
La représentation simultanée des figures issues des quatre potentiels, pour
les deux températures extrêmes, permet d’observer les ressemblances qualitatives
entre les potentiels (fig. 4.5). Ainsi, il apparaît de manière évidente que les di-
rections rigides sont les mêmes pour tous les potentiels, ce caractère étant moins
évident dans le cas du potentiel de Morelon qui donne un module d’Young quasi-
ment isotrope à basse température. À ce détail près, on retrouve donc les mêmes
directions remarquables que dans le cas du potentiel d’Arima. De plus, non seule-
ment les directions rigides à 0 K restent rigides à 1 500 K, elles le sont encore
plus à haute température, comparées aux directions souples (leur rigidité dimi-
nue cependant dans l’absolu, comme montré dans la figure 4.4). Il en résulte une
accentuation de l’anisotropie du module élastique avec la température.
4.4 Polycristaux
Les constantes élastiques Cijkl d’un monocristal telles que celles calculées pré-
cédemment peuvent être utilisées pour calculer les constantes élastiques eﬀectives
C⇤ijkl d’un agrégat polycristallin. Il existe pour cela plusieurs méthodes d’homogé-
néisation, les principales étant l’estimation de Voigt [120], celle de Reuss [121], celle
de Hill [122], et une méthode dite semi-cohérente, ou auto-cohérente [123,124].
Dans tous les cas, la philosophie est semblable au calcul du module d’Young
moyen utilisé pour comparer l’anisotropie relative. Il s’agit de calculer une moyenne
sur toutes les directions et toutes les orientations possibles, on ne peut donc pas
ignorer l’un des trois angles d’Euler, contrairement au cas précédent. Cela suppose
de plus que l’agrégat contient des grains orientés de manière parfaitement aléatoire,
ce qui est une première approximation.
L’estimation de Voigt se base sur l’hypothèse supplémentaire que lors de la
déformation du polycristal, la déformation de chacun des cristaux le constituant




















Arima - 0 K          Arima - 1500 K Basak - 0 K
Basak - 1500 K Morelon - 0 K Morelon - 1500 K
Yakub - 0 K Yakub - 1500 K
Figure 4.5 – Module d’Young normalisé d’un monocristal de dioxyde d’uranium
dans la structure stable Fm3¯m, en fonction de l’orientation cristallographique pour
les quatre potentiels empiriques testés, à 0 et 1 500 K. En chacun de ses points, la
distance entre une courbe et l’origine est égale au module d’Young dans la direction
cristallographique correspondante, divisé par le module d’Young moyen. Le repère
central indique quelques directions cristallographiques remarquables.
Cette représentation permet de comparer directement l’anisotropie des diﬀérents
potentiels et températures. On observe ainsi une augmentation de l’anisotropie
pour tous les potentiels entre 0 et 1 500 K. Le potentiel de Morelon donne un
module d’Young beaucoup plus isotrope que les autres potentiels.
104 Chapitre 4. Élasticité de l’UO2 en température
constantes élastiques pour l’ensemble des valeurs possibles pour les angles d’Euler






Cijkl d⌦ , (4.11)
où
R
d⌦ indique l’intégration sur les angles d’Euler, et
R
⌦ d⌦ = 8⇡
2 .
L’estimation de Reuss est représentative de la vision duale qui est l’hypothèse
que, dans un polycristal soumis à une contrainte, la contrainte est la même pour
les grains qui le composent. De manière équivalente, les souplesses eﬀectives S⇤ijkl
peuvent alors s’écrire comme une moyenne sur les angles d’Euler des éléments du






Sijkl d⌦ = (C
R) 1ijkl . (4.12)
Ces approches ne sont pas cohérente, en ce sens où elles ne donnent pas les
mêmes constantes élastiques eﬀectives à partir du même monocristal. Il a été mon-
tré que l’estimation de Voigt constituait une borne supérieure pour les C⇤ijkl, tandis
que celle de Reuss était une borne supérieure pour les S⇤ijkl, et donc inférieure pour
les C⇤ijkl [122]. L’estimation de Hill qui en découle est simplement la moyenne de







Bien que cohérente par construction, et donnant des constantes élastiques par
définition entre leur borne inférieure et leur borne supérieure, cette estimation ne
repose pas vraiment sur des arguments physiques.
Pour cette raison, une autre approche a été développée [123]. Cette méthode
est en quelque sorte une extension du problème d’Eshelby [125], qui concernait l’in-
clusion d’une inhomogénéité ellipsoïdale dans un milieu soumis à une contrainte
externe. Dans le cas d’un polycristal, la déformation E de chaque grain est pro-
portionnelle à la déformation de l’ensemble E⇤. Cette proportionnalité s’exprime




Bien qu’étant une simplification par rapport à la situation réelle, puisqu’elle sup-
pose une linéarité entre la déformation d’un grain et la déformation de l’ensemble,
il s’agit d’une amélioration par rapport aux estimations précédentes. On peut voir
l’hypothèse de Voigt comme un cas particulier où T est le tenseur unité. Une








permet finalement d’obtenir les constantes élastiques.
Comme dans le cas des approximations de Voigt et Reuss, on peut tenir le
raisonnement dual, c.-à-d. raisonner en terme de contraintes et non de déforma-
tion. Dans ce cas, on considère la contrainte dans un grain   proportionnelle à la




dans laquelle le tenseur H est le tenseur de localisation de la contrainte. De manière
similaire au cas précédent, l’estimation de Reuss est un cas particulier pour lequel






SijmnHmnkl d⌦ . (4.17)
L’intérêt de cette méthode est que ces deux points de vue donnent des résul-
tats équivalents, respectant bien la relation C⇤ = (S⇤) 1. Cela était vrai originel-
lement pour les constantes élastiques d’ordre deux, d’où l’appellation de méthode
semi-cohérente. Elle a depuis été étendue aux constantes d’ordre trois, et est alors
appelée estimation auto-cohérente [124].
Il est à noter que si cette méthode fournit une bonne description d’un polycristal
dans lequel les grains sont désordonnés et orientés les uns par rapport aux autres
de manière parfaitement aléatoire, il ne s’agit que d’une estimation dans le cas où
on observe des orientations relatives préférentielles entre les grains. Il faudrait alors
pondérer les moyennes des équations (4.15) et (4.17) par une texture correspondant
à la densité de probabilité des diﬀérents angles d’Euler.
Cependant, cette méthode permet d’obtenir des valeurs eﬀectives pour les mo-
dules élastiques d’un polycristal, qui sont des résultats de référence expérimen-
taux beaucoup plus abondants que les constantes élastiques des monocristaux. Par
exemple, cela permet de comparer le module d’Young eﬀectif des potentiels empi-
riques avec celui du code MATPRO [2], qui est utilisé comme source de paramètres
de base pour un certain nombre de modèles continus concernant le comportement
des réacteurs à eau pressurisée (fig. 4.6). Cette comparaison montre une dévia-
tion à haute température de l’interpolation à partir des potentiels empiriques par
rapport au comportement prédit par MATPRO.
4.5 Polymorphes
Le même protocole a été appliqué à des boites de simulation contenant des po-
lymorphes du dioxyde d’Uranium susceptibles d’être rencontrés lors d’une sollici-
tation en tension, avec les structures Pbcn et P42/mnm. Du fait de la métastabilité
































Extrapolation Yakub MATPRO       
Morelon Arima Basak
Figure 4.6 – Module d’Young équivalent calculé pour un polycristal d’UO2 en
utilisant une méthode auto-cohérente : a) module d’Young en température, b) va-
riation relativement à sa valeur à 300 K. La valeur de référence est la courbe de
MATPRO.
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B (GPa) Arima Basak Morelon Yakub
Fm3¯m 210, 4 168, 7 119, 0 154, 3
Pbcn 193, 6 174, 1 * 151, 0
P42/mnm 178, 6 143, 6 100, 7 130, 1
Table 4.3 – Module d’incompressibilité des diﬀérentes structures du dioxyde
d’Uranium étudiées à 300 K, prédites par diﬀérents potentiels empiriques. La struc-
ture Pbcn n’a pas pu être stabilisée correctement avec le potentiel de Morelon, ce
qui explique l’absence de la valeur correspondante.
de ces phases, les optimisations de structure successives nécessaires au calcul des
constantes élastiques sont parfois diﬃciles. Parfois, la structure ne peut pas être
stabilisée du tout, et retourne dans la structure principale Fm3¯m, ce qui se traduit
sur le graphe par des points manquants. Par ailleurs, si aucun des potentiels testés
n’a de problème véritable dans la structure principale, il n’en est pas de même
dans les autres. En eﬀet, les potentiels ont été ajustés sur cette structure, qui pos-
sède de plus un degré de symétrie élevé, ce qui facilite quelque peu le processus
d’ajustement de leurs paramètres. Les mêmes potentiels sont beaucoup moins ro-
bustes quand il s’agit de décrire une des autres structures, ce qui se traduit par des
instabilités, des minima locaux, et une optimisation de structure parfois diﬃcile.
Cela se traduit par un manque de précision général sur les résultats, et du bruit
sur la courbe en température.
Par ailleurs, il n’y a pas de valeurs de références pour les propriétés mécaniques
de ces phases. Les modules d’incompressibilité varient évidement selon le potentiel
utilisé (table 4.3). Cependant, la tendance générale est un module comparable pour
les structures Fm3¯m et Pbcnet plus faible pour P42/mnm. Il faut cependant noter
que ces dernières structures sont moins stables que Fm3¯m, ce qui complique le
processus de calcul qui nécessite plusieurs relaxations par température. Une des
conséquences directes est la présence de fluctuations des constantes élastiques plus
importantes que dans le cas de la structure stable (fig. 4.7). De plus, suivant les
températures et les structures, il a été impossible d’obtenir des résultats fiables,
notamment pour Pbcn à haute température pour les potentiels d’Arima, Basak et
Yakub, ainsi que pour celui de Morelon à toutes les températures.
4.6 Synthèse
Nous avons calculé le comportement élastique moyen du dioxyde d’Uranium
en température en combinant des observations utilisant les diﬀérents potentiels































Figure 4.7 – Constante élastique C11 de quelques polymorphes de l’UO2 : a) Pbcn,
b) P42/mnm. Les quatre potentiels utilisés sont représentés. Les points manquants
correspondent à des températures pour lesquelles les optimisations de structure
nécessaires n’ont pas donné de résultat satisfaisant.
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empiriques. La plupart des potentiels donnent des modules élastiques proches,
l’exception principale étant le potentiel de Morelon qui décrit un matériau beau-
coup moins rigide qu’il n’est en réalité. Cependant, si l’on fait abstraction de la
valeur absolue à 300 K, tous les potentiels décrivent des évolutions en tempé-
rature très similaires. Les modules élastiques obtenus en extrapolant les valeurs
expérimentales de référence avec les courbes d’évolution moyenne des potentiels
empiriques ne dépendent donc pas d’eﬀets de potentiels. On peut en déduire donc
une description précise de l’évolution des propriétés élastiques du matériau dans
les limites de validité de l’approximation harmonique.
En particulier, cela permet d’étudier les changements dans l’anisotropie de la
réponse élastique, calculée d’après des considérations géométriques. En plus de la
décroissance générale des modules élastiques avec la température, nous avons ob-
servé une conservation des directions rigides et des directions molles sur la plage de
température considérée. Ces dernières sont même de moins en moins rigides compa-
rées aux premières, ce qui s’illustre par une décroissance du coeﬃcient d’anisotropie
avec la température.
De plus, nous avons utilisé une méthode auto-cohérente pour calculer les pro-
priétés élastiques moyennes d’un polycristal à partir des constantes élastiques d’un
monocristal. Le module d’Young ainsi obtenu dévie de la courbe linéaire de réfé-
rence lorsque la température augmente.
Enfin, nous avons calculé les constantes élastiques de certains des polymorphes
du dioxyde d’Uranium décrits précédemment. Une estimation des constantes élas-
tiques de ces structures peuvent permettre une meilleure modélisation des phéno-
mènes impliquant la nucléation de phases ayant ces structures cristallines. Il faut
cependant noter qu’il n’y a aucune donnée permettant de confirmer ou d’infirmer
par ailleurs les résultats concernant les diﬀérentes structures autres que Fm3¯m.
Principaux résultats :
– Nos calculs en température ont montré que les constantes élastiques varient sen-
siblement en fonction du potentiel utilisé.
– Cependant, tous les potentiels décrivent une variation similaire, ce qui nous a
conduit à regrouper ces données en un comportement moyen.
– Nous avons aussi montré une augmentation de l’anisotropie du module d’Young
d’un monocristal avec la température, pour tous les potentiels.
– Nos calculs du module d’Young eﬀectif d’un polycristal ont montré une déviation
sensible par rapport aux recommandations de MATPRO.
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La fracture est évidement un mécanisme primordial de déformation du com-
bustible nucléaire. La fissuration arrive très rapidement lors de l’utilisation du
combustible en réacteur, la loi (1.2) montrant la présence de contraintes de ten-
sion très importantes sur les bords des pastilles pour une diﬀérence de température
entre le cœur et le bord de quelques centaines de kelvins. Dans ce chapitre, nous
nous intéresserons aux mécanismes mis en jeu lors de la fracture transgranulaire
dans le dioxyde d’uranium, ce qui correspond aux domaines à basse température
dans la carte des modes de déformation (fig. 1.4). Par convention, les contraintes
sont négatives lorsqu’il s’agit d’une tension, et positives lorsqu’il s’agit d’une com-
pression.
5.1 Méthode de simulation
Les systèmes simulés sont des boîtes de dioxyde d’uranium parfait. Dans chaque
boîte, une partie du cristal est retirée pour former une entaille, qui va servir de
fissure pré-existante (fig.5.1), l’objectif étant d’observer le comportement du ma-
tériau au voisinage immédiat du front de fissure. Cette configuration impose des
précautions particulières lors de la création des configurations. En eﬀet, à cause
de la nature ionique du matériau, les surfaces dans certains plans cristallins sont
polarisées localement, ce qui induit des instabilités si l’on crée une surface libre
dans l’un de ces plans. De plus, lors de la création de l’entaille, les atomes de
surface sont très loin de l’équilibre, ce qui impose un contrôle important de la
relaxation pour éviter d’avoir une amorphisation à la surface. En particulier, le
thermostat utilisé doit être très robuste et contraignant, pour fortement diminuer
l’énergie cinétique de certains atomes. Pour cette raison, on utilise un barostat et
un thermostat de Berendsen à pression nulle, avec un faible temps caractéristique.
Une fois la relaxation faite, on peut faire la simulation proprement dite en utilisant
une méthode plus physique, dans ce cas un thermostat de Nosé-Hoover.
Pour pouvoir utiliser les conditions aux limites périodiques aux bords de boîte,
l’entaille est en fait placée au centre de la boîte (fig. 5.1). Nous avons regardé
la propagation de fissures initialement dans les plans {100} et {110}, nous avons
donc deux types de boîtes dans lesquelles les cristaux sont dans deux orientations
diﬀérentes.
Les simulations proprement dites sont des tests de tension uniaxiale, dans une
direction n normale au plan dans lequel la fissure doit se propager. La procédure
appliquée est celle décrite précédemment en 2.4.5. Chaque boîte de simulation est
déformée régulièrement toutes les  t picosecondes en appliquant un facteur 1 + "
au vecteur de la boîte colinéaire avec n. Ces deux paramètres (intervalle de temps
et déformation élémentaire) fixent le taux de déformation, qui ne varie pas au
cours d’une simulation. Diﬀérents couples de paramètres ont été testés, pour un
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[110] = y
[110] = x
[001] = z 
[100] = y
[010] = x
[001] = z 
[110] = y
[110] = x
[001] = z 
(a) (b)
Figure 5.1 – Boîte de simulation pour la rupture, montrant l’entaille initiale.
La figure représente la moitié droite de la configuration complète, qui possède
initialement un plan de symétrie au milieu de l’entaille. Les repères indiqués cor-
respondent à la propagation initiale de la fissure a) dans le plan (100), b) dans le
plan (110). Les flèches matérialisent la direction de la tension uniaxiale appliquée,
qui correspond dans tous les cas à l’axe y.
taux de déformation entre 106 et 1010 s 1 sans que l’on n’observe d’eﬀet notable.
En pratique, des tests préliminaires ont montré que ces facteurs avaient peu d’im-
portance sur les phénomènes observés. Les valeurs retenues pour les simulations
qui seront présentées sont  t = 10 ps et " = 0, 001, ce qui correspond à un taux
de déformation "˙ = 108 s 1.
De même, des tests ont été faits pour diﬀérentes tailles de boîtes de simulation.
Là encore, il est impossible de faire une étude poussée des eﬀets de taille, princi-
palement à cause des limites de temps de calcul, de l’accessibilité aux calculateurs
centraux, et de temps de post-traitement. Cependant, au cours des simulations
présentées plus loin, il a été vérifié a posteriori qu’aucun eﬀet de taille évident
n’était visible, et seuls ont été considérés les débuts des simulations, tant que le
phénomène observé était raisonnablement loin des bords de la boîte. En particu-
lier, il a été vérifié que les conditions de simulation ne causaient pas d’ondes de
compression traversant le matériau et perturbant potentiellement le comportement
du système.
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5.2 Plan {100}
Au fur et à mesure du chargement, on note une évolution en trois phases :
un régime initial élastique ou viscoplastique, l’initiation de la propagation et la
propagation proprement dite.
5.2.1 Régime initial
Dans un premier temps, la réponse du matériau est linéaire, ce qui correspond
à une déformation élastique du cristal. Conformément à ce qui avait été calculé
sur les constantes élastiques (chap. 4), on note une diminution progressive des
modules élastiques avec la température. Cette évolution est clairement visible sur
les courbes contrainte-déformation (fig. 5.2). De plus, à 300 K, le régime linéaire
initial se prolonge jusqu’à une déformation d’environ 0,08. Il est de moins en moins
important quand la température augmente, et disparait presque complètement à
1 500 K. À cette température, on observe un comportement plutôt viscoplastique,
qui se distingue par une courbure de la courbe contrainte-déformation, à la place
d’une relation parfaitement linéaire.
Dans cette première phase, on observe une localisation des contraintes dans des
branches en amont de l’entaille initiale, de part et d’autre du plan de propagation
(fig. 5.3). La contrainte la plus importante est sans surprise la composante  yy, qui
correspond à la direction de tension. Comme les vecteurs de la boîte perpendicu-
laires à cette direction ne changent pas, la tendance du matériau à se contracter
dans les directions transverses se traduit par des contraintes  xx et  zz non nulles,
mais beaucoup plus faibles. Le seul terme de cisaillement non négligeable est  xy,
les autres fluctuant autour de zéro sans augmentation notable en pointe de fissure.
Ces composantes se concentrent dans des lobes autour de la pointe de fissure. L’un
est dans le prolongement de la fissure, autour du plan de propagation, et corres-
pond à une zone de contraintes de tension élevées. Les deux autres sont de part et
d’autre du plan de propagation, et concentrent les contraintes de cisaillement.
5.2.2 Initiation
On observe autour d’une déformation de 0,08 un changement de structure lo-
calisé dans ces zones de contraintes élevées, avec l’apparition d’une phase secon-
daire Pbcn. Ce changement correspond à un épaulement sur la courbe contraintes-
déformations, la réorganisation permettant de dissiper une partie des contraintes.
Ce régime dure jusqu’à la rupture macroscopique du matériau, visible par l’ex-
trémum de la contrainte. La contrainte à ce point de rupture est de l’ordre de
-18 GPa à 300 K, mais son amplitude décroît de manière importante avec la tem-
pérature, pour atteindre -14 GPa à 1 500 K. Sur le même intervalle, la déformation
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Figure 5.2 – Courbes contrainte-déformation à diﬀérentes températures lors du
chargement d’une fissure dans un plan {100} dans un cristal de dioxyde d’ura-
nium sans défaut. La contrainte représentée est la tension dans la direction de la
déformation uniaxiale  yy. On note une baisse de la contrainte critique avec l’aug-
mentation de la température, ainsi qu’une baisse du module élastique. De plus, le
régime linéaire présent à 300 K a presque complètement disparu à 1 500 K. La
nucléation de la phase secondaire est visible par un épaulement autour de 0,08,
particulièrement à 300 K.
à la rupture croît légèrement. Le caractère non-linéaire du régime initial rend diﬃ-
cile l’identification de l’épaulement sur la courbe contrainte-déformations à haute
température. Malgré cela, toutes les températures testées ont montré l’apparition
d’une phase secondaire Pbcn.
5.2.3 Propagation
La phase secondaire croît en deux branches dirigées approximativement à 45°
de part et d’autre du plan de propagation de la fissure. Les parties du cristal ayant
subi un changement de structure sont identifiables par leur densité d’énergie in-
terne, qui est relativement homogène dans la phase principale, et plus élevée dans
la phase secondaire (fig. 5.4). Des sous-branches apparaissent ensuite, d’abord dans
une direction perpendiculaire à la direction de sollicitation, puis parallèlement aux
deux premières branches. Les phases secondaires forment alors un réseau de bran-
116 Chapitre 5. Fracture
chements en amont du front de fissure. Les branches sont reliées par des intersec-
tions dans lesquels la structure cristalline est beaucoup moins ordonnée. Ce réseau
permet visiblement une relaxation des contraintes locales importantes, puisque la
contrainte locale  yy en pointe de fissure est très inférieure à la contrainte moyenne
dans la zone située devant ce réseau (fig. 5.5).
Les nœuds entre les branches des phases secondaires sont cependant les points
de faiblesse du cristal, et on observe progressivement à ces endroits des ruptures de
liaisons atomiques. Ces ruptures finissent par former une surface libre, permettant
une diminution des contraintes locales. Lors de cette relaxation, une partie des
branches des phases secondaires proches de la sous-fissure disparaissent entière-
ment, le cristal retrouvant rapidement sa structure stable Fm3¯m. Finalement, la
phase secondaire ne subsiste plus que dans les branches reliant les sous-fissures qui
se sont ouvertes, les autres branches ne laissant que quelques défauts ponctuels
résiduels.
Le réseau finit alors en une série de sous-fissures disposées en marches en amont
de la fissure principale, et reliées entre elles par les branches restantes des phases
secondaires. Finalement, ces sous-fissures s’ouvrent progressivement et tendent à
se rejoindre.
Les simulations à plus hautes températures (1 100 et 1 500 K) ont montré
exactement les mêmes phénomènes. Ces simulations étant relativement lourdes et
demandant un temps simulé long (de l’ordre de la demie nanoseconde), il était ir-
réalisable de faire une étude poussée de l’influence du taux de déformation sur ces
mécanismes. De plus, plus le temps de simulation est long, plus la fissure a le temps
de se propager vers ses images causées par les conditions aux limites périodiques.
Il faudrait donc accroître considérablement la taille des boîtes de simulation pour
obtenir des résultats exploitables aux longs temps de simulation. Pour cette raison,
des simulations de contrôle ont été faites, dans lesquelles les configurations initiales
étaient les boîtes avec entailles déformées jusqu’à l’apparition de la phase secon-
daire. Ces configurations ont ensuite été déformées d’un pour-cent, puis relaxées
à température fixée et à volume constant, sans autre déformation. Les mêmes ca-
ractéristiques ont été retrouvées, point par point. Le réseau des phases secondaires
avait le même aspect et le même comportement dans toutes les simulations qui
ont été faites.
Il faut noter que ces phénomènes sont transitoires, et que le système est très
loin de l’équilibre, une fois le point de rupture passé. La contrainte atomique dont
il est question ici n’a donc rien à voir avec la contrainte telle qu’on peut la mesurer
de manière macroscopique lors d’une expérience. En eﬀet, à ces échelles de temps,
le système peut relaxer ses contraintes de manière beaucoup plus eﬃcace. Pour
cette raison, les résultats de ces simulations sont la description des phénomènes,
plutôt que leur quantification, dont l’interprétation serait délicate.
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Cela dit, le mode de propagation de fissure observé ici est remarquable par la
présence d’une phase secondaire qui joue visiblement un rôle important. En eﬀet,
en faisant un écran entre le cristal et la pointe de fissure, elle permet d’abaisser si-
gnificativement la contrainte de tension en pointe de fissure. Les phases secondaires
jouent aussi un rôle dans la manière dont la fissure se propage, avec l’ouverture de
sous-fissures au niveau des points faibles du réseau de phases secondaires.
Nous avons donc montré que la propagation d’une fissure dans le plan {100}
met en jeu des mécanismes de transitions de phases locales. Ces transitions per-
mettent d’abaisser la contrainte en pointe de fissure, et causent un mode de propa-
gation par coalescence de sous-fissures qui se forment dans les phases secondaires.
Nous n’avons pas observé de variation qualitative de ces phénomènes due à la tem-
pérature, cependant celle-ci cause une baisse sensible de la contrainte de rupture
et de la déformation associée. Il est intéressant de remarquer que les contraintes
en pointe de fissure au moment de la formation de la phase secondaire sont tout
à fait comparables aux pressions de transition calculées de manière statique et
dynamique lors de l’étude des transitions structurales (chap. 3).
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Figure 5.3 – Etat de contrainte lors de l’initiation de la propagation d’une fissure
dans un plan {100} du dioxyde d’uranium. Représentation de la localisation des
contraintes : a) terme  xx, b) terme  yy, c) terme  zz, d) terme  xy. La tension
uniaxiale est appliquée à la boîte de simulation le long de l’axe y (axe cristallo-
graphique [100]). Les contraintes de cisaillement non représentées fluctuent autour
de zéro. Les contraintes les plus importantes en pointe de fissure sont clairement
 yy et  xy. Les échelles sont diﬀérentes pour les contraintes de tension et pour les
contraintes de cisaillement.
Ces images ont été prises à 300 K, pour une déformation de 0,07, ce qui correspond
à l’état du système juste avant la nucléation de la phase secondaire (fig. 5.2).
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(a) Fm3¯m (b) Fm3¯m (c) Pbcn
+ Pbcn
FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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(c)
Figure 5.4 – Images de la pointe de fissure lors de la pro gatio dans un plan
{100}. Les atomes sont colorés en fonction de leur énergie potentielle, la phase
principale étant clairement visible en bleu foncé, par rapport à la phase secon-
daire en bleu clair. Les atomes de surfaces sont visibles en jaune et rouge. Les
images successives correspondent aux principales étapes de cette propagation :
a) branches de la phase secondaire juste après leur nucléation, b) sous-branches et
rupture de liaisons dans ce qui va devenir une sous-fissure, c) résorption des pre-
mières branches, et ouverture des sous-fissures en cascade, reliées par les phases
secondaires. Il s’écoule une demie nanoseconde de temps simulé entre la première
et la dernière image.
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
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Fig r 5.5 – Contraintes locales à la pointe de fissure lors de la propagation
d ns un plan {100}. Les atomes sont colorés en fonction de leur contrainte locale,
le bleu indiquant des contraintes importantes, et le rouge des contraintes faibles.
Trois domaines sont très clairement visibles : le réseau des branches des phases
secondaires, en vert-jaune, la phase principale en amont du réseau en bleu foncé,
et la phase principale protégée par le réseau, en rouge. La contrainte locale en
pointe de fissure est deux fois plus faible que dans le cristal en amont. Le détail
montre l’endroit où la phase principale, la phase secondaire et la sous-fissure en
train de s’ouvrir se rejoignent. On y distingue très clairement les liaisons brisées,
ainsi que la diﬀérences entre les structures cristallines des deux phases. Les plans
indiqués sont ceux de la structure Fm3¯m.
Ces images correspondent à une déformation de 0,1 à 300 K.
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5.3 Plan {110}
De manière similaire à l’autre plan de propagation, on retrouve ici une évolu-
tion en trois phases, cependant des détails diﬀèrent. Au début du chargement, on
observe une distribution des contraintes similaire au cas précédent (fig. 5.6). On
retrouve donc le lobe en tension à la pointe de fissure, et les lobes  xy de signes
opposés de part et d’autre, les autres composantes fluctuant autour de zéro. Cepen-
dant, les diﬀérences apparaissent à la nucléation de la phase secondaire. En eﬀet,
dans ce cas, la structure est P42/mnm au lieu de Pbcn, et au lieu de se développer
de manière symétrique, la nucléation se fait en-dehors du plan de propagation,
dans un domaine où coexistent les contraintes de tension et les contraintes de ci-
saillement (fig. 5.7). Cette branche croît dans un premier temps dans une direction
< 111 >, en s’éloignant du plan de propagation initial, du côté où elle est apparue.
Dans un second temps, elle prend une forme allongée, l’avant étant formé par
l’intersection d’un plan {111} et d’un plan {110}. La concentration de contraintes
au niveau de ces plans est complexe (fig. 5.8). On retrouve les principales compo-
santes dont il était question lors de l’initiation, mais leur répartition dans l’espace
est diﬀérente. Le long du plan {111}, on retrouve principalement les tensions  xx,
 yy et  zz, ainsi qu’un cisaillement  xy positif. Le plan {110} est quant à lui princi-
palement caractérisé par une composante  xx positive, et un terme  xy positif. Ces
conditions de contraintes causent l’extension de la phase secondaire simultanément
dans les directions perpendiculaires à ces deux plans, résultant en une propaga-
tion eﬀective de l’interface entre les deux phases dans une direction intermédiaire
< 112 >.
L’intérieur de la phase secondaire est caractérisé par une tension homogène
 zz, et un cisaillement  xy dans sa partie arrière. Après le début de la propagation
de son interface avant, on observe la rupture de liaisons atomiques sans sa partie
arrière. Le résultat est une progression oblique du front de fissure, dans la suite
de la propagation de la phase secondaire. Il est notable que — contrairement au
cas de la phase intermédiaire Pbcn dans le cas de la propagation dans {100} —
la rupture de liaisons se fait à la suite de la phase secondaire, et non à l’intérieur.
Par ailleurs, ces ruptures se font progressivement, il n’y a donc pas d’ouverture
de sous-fissures en amont de la fissure principale. Comme dans le cas de la phase
secondaire Pbcn lors de la propagation dans le plan {100}, la densité d’énergie est
un bon moyen de visualiser précisément la progression de la phase secondaire (fig.
5.9).
Contrairement au cas de la fissure initialement dans un plan {100}, les simula-
tions à 1 500 K dans le plan {110} ont montré un comportement qualitativement
diﬀérent des basses températures. En eﬀet, à cette température, la phase secon-
daire n’a pas été observée. À la place, la fissure progresse par rupture de liaisons
atomiques (fig. 5.10). Dans un premier temps, cette propagation se fait dans le
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Figure 5.6 – Etat de contrainte lors de l’initiation de la propagation d’une fissure
dans un plan {110} du dioxyde d’uranium. Représentation de la localisation des
contraintes : a) terme  xx, b) terme  yy, c) terme  zz, d) terme  xy. Pour a), b) et
c), les couleurs indiquent la contrainte locale : l’échelle va du rouge/orangé pour les
contraintes nulles au bleu pour les contraintes importantes. Pour d), les zones dans
lesquelles le terme de cisaillement est positif sont en bleu, celles dans lesquelles il
est négatif en rouge. La tension uniaxiale est appliquée à la boîte de simulation le
long de l’axe y (axe cristallographique [110]).







σxx  < -5 GPa
σyy  < -8 GPa
σzz  < -3 GPa
σxy  < -1 GPa
σxy  > 1 GPa
Figure 5.7 – Représentation schématique de la concentration de contraintes en
amont du front d’une fissure se propageant dans un plan {110}, juste avant la
nucléation de la phase secondaire P42/mnm. Les zones de couleur indiquent les
régions de forte concentration de contraintes. Tout le cristal est encore dans la
structure Fm3¯m, et la nucléation de la phase secondaire se fait à la limite du lobe
 xy positif et de celui dans lesquelles les tensions sont les plus importantes. Au
moment de la nucléation, la fissure a avancé de quelques plans atomiques dans se
direction de propagation initiale.
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{110}
{111}
: liaisons brisées : phase secondaire
Concentration de contraintes
σyy  < -8 GPa
σzz  < -3 GPa
σxy  < -1 GPa
σxy  > 1 GPa
Figure 5.8 – Représentation de la propagation de la phase secondaire
P42/mnmlors de la propagation d’une fissure initialement dans un plan {110}.
Les zones de couleur indiquent les régions de forte concentration de contraintes.
La fissure dévie du plan de propagation initial pour suivre la phase secondaire.
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plan {110}, mais le front de fissure finit par dévier et se propager dans un plan
{112} comme à plus basse température, malgré l’absence de phase secondaire.
5.4 Synthèse
Les simulations de propagation de fissure dans des plans {100} et {110} ont
montré quelques similitudes. En eﬀet, dans les deux cas nous avons observé la
nucléation de phases secondaires dans lesquelles la structure cristalline changeait
pour devenir respectivement Pbcn et P42/mnm. Cependant, ces deux plans pré-
sentaient aussi des diﬀérences notables. Par exemple, dans le cas du plan {100},
les contraintes sont concentrées en deux branches en amont du front de fissure,
dans lesquelles a lieu la transformation de phase. C’est dans la phase secondaire
que s’ouvrent ensuite des sous-fissures, en amont de la fissure principale. La fissure
progresse ensuite par coalescence de ces sous-fissures, qui tendent à se rejoindre en
s’ouvrant.
A contrario, dans le cas du plan {110}, la concentration initiale de contraintes
cause l’apparition d’une phase secondaire Pbcn, et cette phase croît dans une
seule direction. La fissure principale suit cette phase secondaire, en progressant de
manière continue sans coalescence.
Si les conditions de contraintes locales sont complexes en amont des fissures, au
moment de la nucléation des phases secondaires, il est notable que la composante
majeure du tenseur des contraintes correspond aux axes de déformation majeurs
déterminés lors de l’étude des transitions de phase du chapitre 3. En eﬀet, une
tension dans une direction < 100 > a conduit à la nucléation d’une phase Pbcn
(plan {100}), et une tension dans une direction < 110 > à une phase P42/mnm
(plan {110}). La complexité du champ de contraintes empêche cependant la com-
paraison directe avec les résultats des calculs dynamiques sur les transitions de
phase.
On peut aussi noter que dans aucun des cas testés la fissure n’a pas pro-
gressé dans le plan initial, mais a plutôt dévié dans une direction oblique, soit par
« marches » (plan {100}), soit en ligne droite (plan {110}).
Ces résultats ont été confortés par la publication récente d’une étude simi-
laire [28], dans laquelle les plans de propagation initiaux étudiés sont {111} et
{110}. Les phases secondaires ont été observées dans les deux cas, avec une struc-
ture Pbcn pour le plan {111} et P42/mnm pour le plan {110}. Cependant, aucune
propagation n’avait été vue dans ce dernier plan, la phase secondaire remplissant
progressivement la boîte de simulation. Cette étude a utilisé le potentiel de Basak
dont il a été montré au chapitre 3 qu’il avait tendance à sous-estimer la pression
de transition, ainsi que la diﬀérence d’énergie entre les diﬀérentes structures à un
volume donné. Ces caractéristiques peuvent expliquer la diﬀérence avec les résul-
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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FIG. 9: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 110 >
direction calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and
the orange line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each
regime are displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure P42/mnm
structure (Regime III). The interface in the regime II corresponds to the 110 plane of the Fm3¯m phase, and the 100 plane of
the P42/mnm phase.(c)
Figure 5.9 – Propagation de fissure à 300 K. Le plan initial de propagation est
un plan {110}. Les images montrent les principales étapes d la propagati n :
a) état initial du front de fissure, b) nucléation de la phase secondaire P42/mnm,
c) progression de la phase secondaire et déviation de la fissure vers un plan {112}.
Les atomes sont colorés en fonction de leur énergie potentielle, la phase principale
étant clairement visible en bleu foncé, par rapport à la phase secondaire en bleu
clair. Les atomes de surfaces sont visibles en jaune et rouge.
Il s’est écoulé 0,3 ns de temps simulé entre la première et la dernière image. La
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FIG. 8: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 100 > direction
calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and the orange
line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each regime are
displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure Pbcn structure (Regime
III). The interface in the regime II corresponds to the 100 plane of both Fm3¯m and Pbcn phases.
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FIG. 9: Plot of the pressure as the function of the volume resulting from a uniaxial tensile deformation in the < 110 >
direction calculated with MD simulation at 300 K. The blue line with square symbols corresponds to the tensile loading and
the orange line with sphere symbols corresponds to the unloading (colors online). The crystal structures corresponding to each
regime are displayed underneath the plot: Fm3¯m structure (Regime I), phase coexistence (Regime II) and pure P42/mnm
structure (Regime III). The interface in the regime II corresponds to the 110 plane of the Fm3¯m phase, and the 100 plane of
the P42/mnm phase.(c)
Figure 5.10 – Propagation de fissure à 1 500 K. Le plan initial de propagation
est un plan {110}. Les images montrent les principales étapes de la propagation :
a) état initial du front de fissure, b) propagation dans le plan {110}, c) déviation
vers un plan {112}. Les atomes sont colorés en fonction de leur énergie potentielle,
la phase principale étant clairement visible en bleu foncé. La phase secondaire est
ici inexistante, et les atomes situés dans un défaut ou sur une surface sont visibles
en jaune et en rouge.
Il s’est écoulé 0,4 ns de temps simulé entre la première et la dernière image.
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tats présentés ici, puisque la structure P42/mnm est moins favorable par rapport
à la structure stable Fm3¯m dans le cas du potentiel de Morelon. Cela souligne
l’importance de la validation et de la vérification continuelle des résultats issus
des potentiels empiriques autant que possible. La diﬃculté dans le cas de la frac-
ture est le caractère plus lourd des simulations de phénomènes qui nécessitent de
grandes boîtes de simulation. Il est donc plus diﬃcile de faire une étude utilisant
en parallèle diﬀérents potentiels pour vérifier leurs prédictions que dans le cas des
calculs statiques des chapitres 3 et 4. Les résultats des études comparatives tendent
cependant à conforter le potentiel de Morelon, ce qui permet d’avoir une certaine
confiance en ces résultats.
Principaux résultats :
– Nos simulations de propagation de fissure ont montré un comportement linéaire et
une rupture brutale du matériau à basse température, et un comportement plutôt
viscoplastique à 1 500 K.
– Dans le même domaine de température, nous avons observé une baisse de la
contrainte critique de rupture.
– Nous avons aussi montré la présence de phases secondaires de structures cristal-
lines diﬀérentes, et leur importance pour l’abaissement des contraintes locales en
pointe de fissure.
– Conformément aux résultats du chapitre 3, la phase secondaire a une structure
Pbcn ou P42/mnm, selon la direction de sollicitation.
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Bien que les dislocations jouent un rôle primordial dans la déformation plas-
tique des matériaux, leur étude dans le dioxyde d’uranium est très parcellaire.
L’existence de boucles de dislocations formées par irradiation a été largement do-
cumentée par ailleurs [50, 54, 62]. Leur comportement dynamique a été étudié ex-
périmentalement [51]. Cependant, très peu d’études théoriques ont été réalisées,
et aucune simulation n’a été publiée avant 2010 [55] (voir 1.4.2). La connaissance
des dislocations, de leur structure, et leur comportement dynamique est donc très
parcellaire, et toutes les observations ne sont pas toujours en accord.
Ces calculs ont demandé un nombre important de simulations. Nous avons com-
mencé par nous intéresser aux dislocations de vecteur de Burgers a/2< 110 >, ce
qui correspond aux systèmes de glissement dont l’activité a été observée expérimen-
talement [8,17,23]. Les dislocations vis ont été laissées de côté provisoirement par
manque de temps, de même que les dislocations a/
p
2< 111 > dont la nucléation
est observée sous irradiation, mais dont le glissement n’est pas documenté [50,62].
Par la suite, comme il n’y a pas d’ambigüité, le vecteur de Burgers est noté< 110 >
au lieu de a/2< 110 >, pour ne pas surcharger les notations.
Nous présenterons dans un premier temps les calculs d’énergie de faute d’empi-
lement, pour lesquelles il n’y a qu’une seule valeur de comparaison publiée [51]. Une
dislocation peut se dissocier en deux dislocations partielles pour abaisser l’énergie
interne de la configuration. Dans ce cas, les deux partielles sont séparées par une
faute d’empilement plane. Le caractère favorable ou non de la dissociation dépend
donc directement de la valeur de l’énergie de faute d’empilement correspondante.
Cette relation permet d’utiliser les énergies de faute pour prédire une éventuelle
dissociation et selon le cas calculer une estimation de la distance séparant les deux
partielles à l’équilibre.
Ensuite, des simulations dynamiques ont été faites, dans le but de décrire les
propriétés statiques des cœurs considérés, ainsi que la contrainte critique à partir
de laquelle leur glissement est observé.
6.1 Fautes d’empilement dans le dioxyde d’ura-
nium
6.1.1 Simulations
Les fautes d’empilement généralisées sont des défauts idéaux qui ont été intro-
duits pour l’étude de la plasticité des cristaux [126]. Ils correspondent à un cristal
infini que l’on aurait coupé en deux, et dont une moitié aurait été déplacée d’un
vecteur de translation u par rapport à l’autre (vecteur déplacement), créant ainsi
une faute d’empilement dans la structure (fig. 6.1). L’énergie de faute  (u) est
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(a) (b) (c)
Figure 6.1 – Système simulé pour le calcul des surfaces de fautes d’empilement
généralisées (surfaces  ) : a) cristal parfait, b) faute d’empilement non relaxée, c)
faute d’empilement relaxée.
évaluée en calculant la diﬀérence entre la configuration fautée et la configuration
parfaite, qui est équivalente au cas où le vecteur de translation u est un vecteur
du réseau cristallin. L’ensemble de ces points forme une surface  .
Cette surface contient des points singuliers particuliers. Les minima absolus
correspondent aux translations u qui laissent le cristal invariant, ils ont donc tous
une énergie de faute nulle. Les minima locaux sont des configurations à l’équilibre
métastable, et sont appelées fautes d’empilement intrinsèques. Les autres points
singuliers sont soit des maxima, soit des points-cols et correspondent à des fautes
d’empilement instables.
Les simulations permettant de calculer les surfaces   sont très proches de cette
démarche idéale, la principale diﬀérence étant due aux conditions aux limites pé-
riodiques. En eﬀet, ces dernières sont indispensables dans le cas de l’UO2, pour
éviter des eﬀets de polarisation de surface dus au caractère ionique du matériau.
Ainsi, lorsqu’on introduit une faute d’empilement u au milieu de la boîte de simu-
lation, on introduit implicitement une faute  u aux bords de la boîte qui lui sont
parallèles. Il faut donc en tenir compte lors du calcul de l’énergie  (u). De plus,
la configuration ainsi est en général irréaliste, puisqu’elle peut créer des configura-
tions très défavorables, par exemple en rapprochant deux atomes de même charge.
Pour limiter cela, une relaxation est autorisée sous certaines contraintes. En eﬀet,
une relaxation complète, en autorisant n’importe quel mouvement des atomes, in-
terdirait de calculer les énergies des configurations hors d’équilibre, le cristal ayant
tendance à revenir dans sa configuration parfaite. Pour éviter cela, seuls des mou-
vements atomiques normaux au plan de la faute sont autorisés.
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Les points particuliers des surfaces   sont importants, car ils conditionnent
la présence de dislocations dissociées dans le cristal. En eﬀet, dans le cas d’une
dissociation d’une dislocation en deux partielles, ces dernières sont reliées par une
faute d’empilement. Le caractère favorable d’une telle configuration par rapport
à une dislocation parfaite, ainsi que l’éventuelle distance de dissociation, dépend
donc de l’énergie de la faute d’empilement correspondante.
Si une dislocation parfaite de vecteur de Burgers b se dissocie en deux partielles
de vecteurs de Burgers respectifs b1 et b2 séparés par une faute d’empilement





Les facteurs intervenant dans cette équation sont le module de cisaillement µ, ainsi
qu’un facteur K dépendant de l’angle ✓ entre b et la ligne de dislocation
K = cos2 ✓ +
sin2 ✓
1  ⌫ . (6.2)


















associée à une faute a/4< 110 > dans le plan (110).
6.1.2 Surfaces  
Les surfaces d’énergie de faute d’empilement généralisées ont été calculées pour
les trois plans de glissement connus de la structure Fm3¯m : {100}, {110} et {111}
(fig. 6.2). Ces surfaces correspondent qualitativement à celles d’un cristal cubique
à faces centrées [129]. Dans chaque plan, le minimum d’énergie correspondant à
la translation la plus courte est atteint pour un déplacement de a/2< 110 >, ce
qui correspond au principal vecteur de Burgers observé expérimentalement (voir
1.4.2). Les valeurs des fautes d’empilement particulières sont de l’ordre du joule
par mètre carré (table 6.1).
Ces valeurs sont plus faibles que celles précédemment publiées [51, 130] d’un
facteur 3 à 8. Ces dernières avaient été obtenues avec un modèle coulombien simple
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Figure 6.2 – Surfaces de faute d’empilement généralisées (surfaces  ) pour le
dioxyde d’uranium. Les trois plans de glissement sont : a) {100}, b) {110} et c)
{111}. La flèche verte indique le vecteur de Burgers dans chacun des plans.
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et un des modèles d’ions déformables de Catlow [19], en utilisant une méthode
auparavant employée dans la fluorine [53, 131]. Aucune valeur expérimentale ou
issue d’autres modèles n’a été publiée depuis. On peut supposer que la relaxation
par dynamique moléculaire est plus eﬃcace que la procédure de minimisation qui
avait été utilisée alors.
Ces énergies permettent d’estimer la distance entre deux dislocations partielles
dissociées. En eﬀet, dans ce cas, une dislocation parfaite se transforme en deux
partielles séparées par une faute d’empilement. Une faute trop défavorable énergi-
quement rend la dissociation impossible, et moins la faute est défavorable, plus la
distance de dissociation est importante. Les distances obtenues à partir du poten-
tiel de Morelon sont autour d’un ou de deux vecteurs de Burgers (respectivement
dans le cas des dislocations < 110 >{110} et < 110 >{111}, voir table 6.2). Le
premier résultat ne permet pas de conclure de manière ferme, dans le meilleur des
cas cette distance est trop faible pour qu’elle soit observable simplement. Dans
le second cas, cette séparation devrait pouvoir être observée, sous la forme d’une
dissociation claire ou d’un cœur étalé dans son plan de glissement.
6.2 Structures de cœur des dislocations
6.2.1 Processus de création des dislocations
Pour pouvoir appliquer des conditions aux limites périodiques aux boîtes de
simulation, la somme des vecteurs de Burgers des dislocations qu’elles contiennent
doit être nulle. Les boîtes utilisées par la suite contiennent donc chacune un dipôle
de dislocations de signes opposés. L’état et la configuration d’une dislocation ne
dépendent pas de la manière dont elle a été crée. Le processus de création de ces
boîtes est une adaptation du processus de Volterra. Ce processus consiste en une
coupe du matériau suivant un demi-plan limité par la ligne de dislocation. Les
deux côtés de cette surface sont ensuite déplacées l’un par rapport à l’autre du
vecteur de Burgers. Finalement, si un vide ou un recouvrement a été créé par
cette opération (si le déplacement a des composantes perpendiculaires au plan de
coupe), la matière correspondante est respectivement ajoutée ou retirée.
Les dislocations peuvent être orientées dans la boîte de plusieurs manières. La
configuration que nous avons utilisée (fig.6.3) présente plusieurs avantages. Premiè-
rement, les dislocations de la boîte réelle sont dans une position qui minimise leur
énergie d’interaction. Deuxièmement, les dislocations des boîtes images voisines se
compensent, ce qui supprime au premier ordre les interactions avec celles-ci. Les
boîtes de simulations font environ 200 Å de côté pour les dimensions normales à
la ligne de dislocation, et 45 Å de côté pour la dernière. Cette configuration per-
met d’avoir une distance a priori raisonnable entre les dislocations (100 Å), et des






Plan {100} {100} {110}
Déplacement a/4< 110 > a/2< 100 > a/4< 110 >
Énergie (J/m2) 0,76 0,89 1,32
Modèle ionique [51] (J/m2) - 3,366 6,031






Plan {110} {111} {111}
Déplacement a/2< 100 > a/4< 112 > a/6< 112 >
Énergie (J/m2) 1,66 0,85 0,96
Modèle ionique [51] (J/m2) 11,846 - 7,405
Ion déformable [51] (J/m2) 13,084 - 5,848
Table 6.1 – Énergies de faute d’empilement calculées avec le potentiel empirique
de Morelon, comparées avec les valeurs de références de la littérature, basées sur
un modèle ionique simple et sur un potentiel d’ion déformable de Catlow [19]. Les
valeurs issues de ces deux derniers modèles ne sont pas identiques, mais du même
ordre de grandeur. Les énergies calculées avec le potentiel de Morelon quant à elles
sont systématiquement plus basses d’un facteur 3 à 8.
boîtes compactes, ce qui permet de diminuer les temps de calcul.
La procédure utilisée pour créer une boîte de simulation contenant un dipôle de
dislocations correspond dans les grandes lignes au processus de Volterra [132]. Pre-
mièrement, le champ de déplacement continu causé par un dipôle de dislocations
décrit dans le cadre de l’élasticité anisotrope est calculé et appliqué aux atomes
de la boîte de simulation (fig.6.4). En règle générale, ce champ de déplacement a
l’inconvénient d’induire des contraintes résiduelles qui peuvent être importantes
à cause de sa non-périodicité dans une des directions [132, 133]. Une correction
linéaire est donc appliquée pour éliminer cet eﬀet au premier ordre. Pour la créa-
tion des boîtes de simulations, le code Babel — développé au CEA par Emmanuel
Clouet — a été utilisé.
Une fois créée, chaque boîte a subi une relaxation dynamique en plusieurs
étapes. La première est une relaxation à très basse température pour garder les
cœurs de dislocations dans des états proches de leur état initial. Un thermostat























Figure 6.3 – Boîte de simulation typique pour les simulations de dislocations. Une
déformation est appliquée à la boîte, simultanément en tension selon l’un des axes
perpendiculaires à la ligne de dislocation et en compression selon l’autre, selon la
procédure décrite en 2.4.5. L’objectif est de maximiser la sollicitation résolue dans
les plans de glissement, matérialisés ici par les lignes pointillées.
(a) (b)
Figure 6.4 – Champ de déplacement appliqué lors de la création d’un dipôle
coin < 110 >{100}. Les atomes sont colorés en fonction de leur déplacement : a)
composante ux, b) composante uy.
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Plan Dislocations partielles Faute d’empilement Dissociation (d/b)
b1 b2 Calculée Référence [51]
{110} a/4[11¯0] a/4[11¯0]  1{110} 0,95 0,23
{111} a/6[12¯1] a/6[21¯1¯]  2{111} 1,97 0,36
Table 6.2 – Distance de dissociation des dislocations coin calculées à partir des
énergies de faute d’empilement (table 6.1). Les ratios d/b obtenus sont plus im-
portants que les valeurs de référence [51], ce qui indique une distance entre les
éventuelles dislocations partielles plus importante.
eﬃcace est très important à cette étape, les atomes de cœur étant initialement
très loin de leurs positions d’équilibre. Un contrôle de leur vitesse trop faible pro-
voque rapidement l’amorphisation de la boîte. Une fois que le cœur est stabilisé, la
deuxième étape est une relaxation à haute température, pour permettre la relaxa-
tion de l’ensemble du réseau. Là encore, la réaction du système peut être rapide
aux premiers instants, ce qui pousse à utiliser un barostat de Berendsen, permet-
tant un contrôle strict des conditions de simulation. Le paramétrage exact de ce
barostat a peu d’importance, l’essentiel étant d’avoir une boîte raisonnablement
proche de l’équilibre à la fin de cette relaxation. Une fois cette deuxième relaxation
terminée pour chaque système de glissement, les configurations obtenues servent
de configurations de référence, et de points de départ pour la suite des simulations.
Des boîtes de simulations sont alors préparées pour un certain nombre de tem-
pératures entre 300 et 1 500 K. Pour cela, les configurations de référence sont
relaxées à chaque température en utilisant un barostat de Parrinello-Rahman.
Contrairement à la relaxation précédente, celle-ci est utilisée pour mesurer les
propriétés d’équilibre des dislocations. Le barostat utilisé a donc plus d’impor-
tance, celui de Parrinello-Rahman présente l’avantage de décrire un vrai ensemble
isotherme-isobare. À la fin de ces relaxations, les configurations sont prêtes à être
utilisées pour des tests mécaniques. De plus, les boîtes de référence ont subi deux
autres relaxations successives à haute température, à l’issue desquelles deux autres
configurations de départ ont été relaxées pour chaque température. Ainsi, à l’issue
de cette procédure, trois configurations diﬀérentes sont disponibles pour chaque
système de glissement, et pour chaque température. Nous avons ici considéré 18
températures allant de 300 à 2 000 K.
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6.2.2 Description des cœurs
Les descriptions statiques des dislocations sont issues des relaxations à tem-
pérature constantes précédentes. L’organisation des atomes autour des lignes de
dislocations est obtenue en prenant une configuration moyenne sur les 15 dernières
picosecondes de ces relaxations (fig. 6.5).
Les positions des cœurs des dislocations sont mesurées en utilisant un critère
basé sur le paramètre CNP pour isoler les atomes de défaut. Ces atomes sont
caractérisés par un paramètre CNP (Common Neighbour Parameter) supérieur à
15 Å2, comme expliqué en 2.5.1.0. La procédure de détection des dislocations est
présentée plus en détails en annexe A.
Les cœurs sont alors représentés par un alignement de défauts ponctuels oxy-
gène et uranium, formant une structure linéaire. Bien qu’il s’agisse d’un critère
arbitraire, il permet de localiser les cœurs avec une précision de l’ordre de l’ång-
ström (voir annexe A). Le nombre de défauts obtenu par cette méthode dépend
évidement de la valeur du seuil utilisé. C’est pour cette raison qu’il est important
d’utiliser un seul critère pour toutes les simulations pour que la comparaison entre
les diﬀérentes simulations soit valide.
Les images des dislocations permettent une comparaison directe avec les struc-
tures de cœur proposées dans la littérature (voir 1.4.2). Ainsi, le cœur obtenu
pour les dislocations < 110 >{100} correspond exactement au cœur publié par
Brantley [42] (fig. 1.7d) et le cœur < 110 >{110} à celui d’Evans [12] (fig. 1.8).
Ces deux cœurs sont électriquement neutres. Dans ces configurations, les extré-
mités des demi-plans supplémentaires forment des cavités cylindriques. Le dernier
cœur (< 110 >{111}) n’ayant à notre connaissance jamais été décrit précédem-
ment, nous n’avons pas de configuration de référence à laquelle le comparer. Il
ne présente pas de cavité centrale, les plans atomiques {111} étant suﬃsamment
séparés. Cette configuration correspond à celle pour laquelle une distance de disso-
ciation d’environ 2b (de l’ordre de 6 Å) avait été calculée précédemment (voir table
6.2). L’observation des positions atomiques ne permet pas d’identifier des disloca-
tions partielles avec certitude. Cependant, on distingue clairement un étalement
du cœur dans le plan de glissement. Cet étalement est d’environ 7 Å à 300 K — ce
qui correspond à la distance calculée — et augmente avec la température jusqu’à
atteindre 11 Å à 2 000 K (la plus haute température simulée ici).
De plus, à haute température, l’espace laissé entre les plans {111} permet à des
atomes de sortir de leurs positions d’équilibre pour aller en positions interstitielles
dans le cœur. On retrouve ce comportement dans la cavité centrale des autres
dislocations (plans {100} et {110}). Le critère de détection des défauts permet de
quantifier le nombre de ces atomes, pour les diﬀérentes dislocations et tempéra-
tures (fig. 6.6). Cette tendance est particulièrement nette pour les ions oxygène.
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(a) (b)
7,58 Å 11,00 Å
(c) (d)
Figure 6.5 – Structures de cœurs des dislocations coin après relaxation avec le
potentiel de Morelon : a) < 110 >{100}, b) < 110 >{111}, c) et d) < 110 >{111}
respectivement à 300 et 2 000 K. La couleur indique le champ de densité d’énergie,
la zone bleue ayant une énergie locale plus basse que le cristal parfait, et la zone
rouge plus élevée. Tous les cœurs sont neutres localement. Ceux des dislocations
< 110 >{100} et < 110 >{110} correspondent aux cœurs publiés, respectivement
par Brantley [42] (fig. 1.7d) et Evans [12] (fig. 1.8). Aucune dissociation n’a été ob-
servée pour les deux premiers systèmes, alors que le dernier présente un étalement
du cœur dans le plan de glissement, qui augmente avec la température.
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Système de glissement
< 110 >{100} < 110 >{110} < 110 >{111}
a1 (10 4 K 1·Å 1) 0,0 ± 0,1 2,5 ± 0,3 2,4 ± 0,1
a2 (10 4 K 1·Å 1) 6,4 ± 0,4 12 ± 1 10,7 ± 0,9
Table 6.3 – Dépendance en température du nombre de défauts par unité de
longueur des cœurs de dislocations coin dans UO2. Les coeﬃcients a exprime la
dépendance linéaire : n = a · T + b, a1 pour les basses températures, a2 pour les
hautes températures. L’incertitude est celle liée à la régression linéaire. On note
une très forte augmentation entre les basses et les hautes températures. De plus,
l’ordre des systèmes est conservé.
Ainsi, si l’on regarde l’évolution en température du nombre de défauts O des cœurs
(un atome de défaut ayant un paramètre CNP supérieur à 25 Å2), on distingue
une augmentation linéaire du nombre de défauts à basse température, puis une
accélération à partir d’une température de transition environ égale à 1 400 K. Il
faut ici rappeler que traditionnellement, la compacité des cœurs de dislocations est
évaluée en mesurant l’éloignement du cœur à partir duquel les champs d’énergie,
de pression ou de contrainte se confondent avec leurs équivalents prédits par la
théorie de l’élasticité linéaire. Dans le cas des dislocations discutées ici, ce travail
a été fait avec le potentiel de Morelon [55]. Toutes les dislocations avaient une
compacité similaire, la convergence de la distribution d’énergie avec la solution
linéaire se faisant autour de 10 Å (voir 1.4.2). Ici, les défauts mis en valeurs corres-
pondent aux régions du cristal dans lesquelles son intégrité structurale est perdue,
il s’agit de domaines très réduits au centre de ce qui est considéré comme le cœur
habituellement. Ce n’est donc pas une évaluation de la compacité, mais bien du
désordre structural au centre des cœurs simulés.
Le sous-réseau uranium a un comportement diﬀérent. À basse température, le
nombre de défauts U est supérieur au nombre de défauts O. Cependant, le nombre
des premiers augmente très peu, et les défauts O deviennent aussi nombreux autour
de 1 900 K. Ce comportement est commun aux trois systèmes de glissement. Les
dislocations < 110 >{110} présentent moins de défauts U à basse température,
mais ce nombre rejoint celui des autres systèmes vers 1 300 K.
La température à partir de laquelle le nombre de défauts oxygène commence à
augmenter de manière importante est sensiblement la même pour les trois cœurs
diﬀérents. Cette observation peut être rapprochée de résultats expérimentaux indi-
quant l’apparition de désordre sur le sous-réseau oxygène à partir de 1 800 K [117,
134].
6.2. Structures de cœur des dislocations 141
(a) (b)
(c) (d)
Figure 6.6 – Évolution en température du nombre de défauts aux cœurs des dis-
locations coin dans le dioxyde d’uranium : a) défauts oxygène dans les dislocations
< 110 >{100}, b) défauts oxygène dans les dislocations < 110 >{110}, c) défauts
oxygène dans les dislocations < 110 >{111}, d) défauts uranium. Les atomes re-
tenus comme défauts sont ceux ayant un paramètre CNP supérieur à 25 Å2. Les
valeurs sont issues de l’analyse de 20 configurations successives au cours de re-
laxations de 100 ps, avec trois simulations diﬀérentes pour chaque système de
glissement. On note un comportement diﬀérent entre les diﬀérents systèmes, et
entre les sous-réseaux. En particulier, les défauts U sont plus nombreux que les
défauts O, mais le nombre de ces derniers augmente de manière significative avec
la température.
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(a) (b)
Figure 6.7 – Glissement d’un dipôle de dislocations coin < 110 >{111} à 2 000 K :
a) configuration initiale, b) à 3 GPa. Les couleurs correspondent au champ d’éner-
gie locale, les cœurs de dislocation apparaissant clairement en rouge. La sollicita-
tion est une compression selon l’axe horizontal et une tension selon l’axe vertical.
6.3 Contraintes critiques
6.3.1 Simulations
Les simulations pour calculer les contraintes critiques de glissement des disloca-
tion sont des simples tests mécaniques à taux de déformation constant, de manière
similaire aux tests de fracture discutés au chapitre 5. La principale diﬀérence est
que les sollicitations combinent une tension dans une direction perpendiculaire à
la ligne de dislocation, et une compression dans la direction perpendiculaire aux
deux précédentes. Le but est de maximiser la contrainte résolue dans le plan et
la direction de glissement supposée. Pendant ces tests, la température est contrô-
lée par un thermostat de Nosé-Hoover. Le résultat d’une de ces simulations est
représenté fig. 6.7.
Les cœurs des dislocations sont isolées du reste du cristal avec un critère de
paramètre CNP, la position r de chaque dislocation est indiquée par le centre de
masse des atomes de cœur. On utilise les coordonnées réduites
q = H 1r . (6.5)
Le déplacement d’un cœur de dislocation entre la configuration initiale et une des
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configurations successives s’écrit alors
ut = r0   r = q0H0   qH , (6.6)
où r0, q0 et H0 sont respectivement la position du cœur dans la configuration
initiale, la coordonnée réduite associée, et la boîte initiale.
Pour supprimer le déplacement apparent dû à la déformation de la boîte, on
utilise au lieu de ce déplacement absolu la diﬀérence entre la position que la dis-
location aurait si elle avait subi la déformation sans glisser et la position réelle de
la dislocation
ug = (q0   q)H . (6.7)
La position des cœurs oscille en permanence sous l’eﬀet de l’agitation ther-
mique, et ses mouvements se font de manière continue. Il est donc diﬃcile de
déterminer si un déplacement est l’eﬀet d’une oscillation plus importante que la
moyenne ou le début d’un glissement. Pour cette raison, on considère qu’une dis-
location a commencé à se déplacer quand la norme de son vecteur-déplacement
est supérieure à la moitié de celle du vecteur de Burgers. La contrainte résolue
dans le plan et la direction de glissement est alors la contrainte critique corres-
pondante à la configuration testée. Il en découle que cette contrainte dépend du
critère de déplacement, un seuil plus important donnant des contraintes critiques
plus élevées.
Notre méthode de détection donne une incertitude d’1 Å sur la position des
cœurs (voir annexe A), on devrait donc en théorie pouvoir utiliser cette valeur
comme seuil. L’expérience a montré que cette valeur de déplacement était atteinte
régulièrement pour des dislocations à l’équilibre aux hautes températures. Pour
cette raison, nous avons fixé la limite à 0, 5b, qui ne nous a pas donné de faux
positif (cas où le glissement serait détecté alors que la dislocation revient ensuite
à sa position d’équilibre).
6.3.2 Évolution en température
À basse température, les résultats correspondent qualitativement à ceux de la
littérature : le glissement facile est< 110 >{100}, puis< 110 >{111} et< 110 >{110}
(fig. 6.8). Même dans le cas du glissement facile, la contrainte critique est élevée
(supérieure à 2 GPa), ce qui est cohérent avec le fait que le dioxyde d’uranium est
fragile à basse température.
Les contraintes critiques baissent avec la température de manière générale (fig.
6.8a). Malgré les fluctuations importantes liées au petit nombre de dislocations
simulées, cette baisse est générale et significative. L’ordre des contraintes critiques
des diﬀérents systèmes de glissement est conservé jusqu’aux alentours de 1 500 K,
température à laquelle les contraintes pour < 110 >{100} et < 110 >{111} sont
144 Chapitre 6. Plasticité : propriétés des dislocations
équivalentes. Ce dernier système devient plus favorable à partir de 1 800 K. Ce fait
notable pourrait être lié à l’augmentation avec la température de l’étalement du
cœur < 110 >{111}. Comme noté précédemment (fig. 1.7), cet étalement s’accroît
avec la température. Cela contribuerait à abaisser encore sa contrainte critique,
jusqu’à la rendre plus basse que celle du système < 110 >{100}, qui ne bénéficie
pas d’un tel mécanisme.
De plus, on peut rapprocher ce phénomène de la température de transition
fragile-ductile, qui est expérimentalement observée autour de 1 300 K [17]. Aux
plus hautes températures testées, les contraintes critiques sont de l’ordre d’un demi
gigapascal pour les plans {111} et {100} et d’un gigapascal pour les plans {110}.
Si ces données présentent des fluctuations importantes (comme visible sur la fi-
gure 6.8a), il est intéressant de noter que celles-ci deviennent moins significatives si
l’on exprime la contrainte critique en fonction du nombre de défauts oxygène (fig.
6.8b). On obtient alors une baisse de la contrainte critique avec l’augmentation
du nombre de défauts. Ce comportement est très similaire pour les trois systèmes
de glissement testés. Le nombre de défauts étant une mesure du désordre sur le
sous-réseau oxygène, cela permet de mettre en évidence l’importance du compor-
tement de l’un des sous-réseaux pour le glissement des dislocations. On peut faire
l’hypothèse que la mobilité plus importante des oxygènes dans le cœur permet une
réorganisation locale et une compensation des charges électriques plus eﬃcace, ce
qui diminuerait la barrière énergétique à franchir pour amorcer un glissement. Le
comportement des dislocations serait alors dépendant des comportements des deux
sous-réseaux, ainsi que du couplage entre ceux-ci.
6.4 Synthèse
Les énergies de faute d’empilement dans le dioxyde d’uranium sont les premières
valeurs depuis celles publiées depuis 1976 [51]. Nous avons montré que d’après le
potentiel de Morelon, ces valeurs étaient largement sur-estimées. Nous en avons
déduit une distance de dissociations de l’ordre de deux vecteurs de Burgers pour
les dislocations < 110 >{111}. Cette dissociation a ensuite pu être vérifiée sous la
forme d’un étalement du cœur lors de simulations dynamiques à l’équilibre. Ces
simulations dynamiques ont permis de confirmer les structures de cœur des dislo-
cations < 110 >{100} et < 110 >{110} [12, 42]. D’autre part, elles ont montré la
structure des cœurs < 110 >{111} qui n’avaient à notre connaissance jamais été
publiés.
Nous avons montré le lien entre l’augmentation de la température et le désordre
structural au centre des cœurs de dislocation, le nombre de défauts oxygène aug-
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(a) (b)
Figure 6.8 – Évolution des contraintes critiques de glissement pour les trois dis-
locations coin : a) en fonction de la température, b) en fonction du nombre de
défauts oxygène au cœur des dislocations.
mentant de manière sensible après 1 400 K pour toutes les dislocations testées.
Les tests mécaniques qui ont suivi ont permis de calculer les contraintes cri-
tiques nécessaires pour activer le glissement des diﬀérents systèmes, en fonction de
la température. Si l’évolution est significative, les fluctuations de ces contraintes
dues au nombre de dislocations simulées (3 dipôles de chaque type pour chaque
température) ont montré une meilleure corrélation entre le désordre structural et
la baisse de contrainte critique qu’entre celle-ci et l’augmentation de température.
De plus, nos calculs sont en accord avec les principaux résultats expérimentaux
concernant la facilité relative des diﬀérents glissements. Ces derniers montrent à
basse température des glissements principalement dans le plan {100}, avec des
glissements déviés dans le plan {111}. Les contraintes critiques issues de nos cal-
culs sont en bon accord avec cette observation, puisqu’elles sont plus basses pour
le plan {100}, légèrement supérieures pour le plan {111}, et plus grandes pour le
plan {110}. Par ailleurs, nous avons observé un changement de comportement à
1 400 K, température à laquelle les contraintes critiques des plans {100} et {111}
sont équivalentes, ce dernier devenant le plan de glissement facile à 1 800 K.
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Principaux résultats :
– Nous avons calculé les énergies de faute d’empilement dans la structure Fm3¯m du
dioxyde d’uranium.
– Nous avons ensuite décrit les configuration des cœurs des dislocations coin ayant
comme vecteur de Burgers a/2< 110 >, et montré une augmentation du désordre
sur le sous-réseau oxygène, particulièrement à partir de 1 400 K.
– Les contraintes critiques de glissement calculées baissent sensiblement avec la
température, de plusieurs GPa à 0 K à quelques centaines de MPa à 2 000 K.
– Nous avons montré le lien entre l’augmentation du désordre anionique des cœurs
de dislocations et la baisse de leurs contraintes critiques.
Conclusions et perspectives
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Malgré une longue histoire de l’étude du dioxyde d’uranium justifiée par l’utili-
sation de ce matériau comme combustible nucléaire, un nombre étonnamment res-
treint de références sont disponibles en ce qui concerne sa déformation à l’échelle
atomique. Ces phénomènes sont en général caractérisés par des échelles de temps
et d’espace réduites qui les rendent diﬃcilement accessibles à l’expérience. Nous
avons cherché à identifier des mécanismes de déformation à l’échelle atomique qui
pourraient être pertinents pour l’étude du matériau à des échelles supérieures. En
parallèle, nous avons aussi constamment essayé de vérifier la validité des modèles
utilisés et la fiabilité des potentiels en comparant autant de résultats que possibles
aux travaux expérimentaux ou théoriques publiés. Finalement, produire des don-
nées et observations aussi utilisables que possible pour l’interprétation de résultats
expérimentaux ou l’utilisation de modèles mésoscopiques ou continus pour l’étude
des propriétés mécaniques du combustible. Ces diﬀérents aspects ont été valorisés
dans le cadre de collaborations avec les partenaires européens impliqués dans le
projet F-BRIDGE. Ce projet s’inscrivait dans le septième programme-cadre de
l’Union Européenne, et comportait des études amont sur la conception de com-
bustibles pour les centrales nucléaires de générations futures.
Nous avons voulu développer une représentation cohérente, en utilisant autant
que possible des potentiels basés sur des fonctionnelles diﬀérentes, pour décrire
des phénomènes très divers. Les résultats obtenus montrent en général en accord
qualitatif entre les potentiels, ainsi qu’avec les observations expérimentales dispo-
nibles, cependant la dispersion entre les potentiels est en général très importantes.
L’illustration la plus frappante est la diﬀérence entre les pressions de transition
entre les diﬀérentes structures de l’UO2. Bien qu’attendues, étant donné que les
potentiels étaient ici utilisés dans un domaine très diﬀérent de leur domaine d’ap-
plication habituel, ces diﬀérences montrent clairement les limites d’une approche
mono-potentiel, et les précautions nécessaires lors de l’interprétation de simulation
si l’on veut des résultats plus quantitatifs.
Nous avons illustré ce type d’approche multi-potentiels dans le cas des change-
ments de structure cristalline en déformation, ce qui nous a permis de caractériser
les changements de symétrie ayant lieu lors de ces transitions, ainsi que les condi-
tions de chargement qui favorisent la nucléation d’une phase ayant l’une ou l’autre
structure. En plus de montrer les limites d’un calcul basé sur un seul potentiel, cela
a permis de montrer la cohérence entre la transformation observée d’un point de
vue interne (en terme de positions atomiques), et le point de vue continu, en terme
d’évolution des paramètres de maille, et donc du champ continu de densité, ainsi
que la contrainte locale. Nous avons utilisé une méthode permettant de calculer
les états de transition vers les structures stabilisées en tension Pbcn (scrutinyite)
et P42/mnm (rutile). Dans ce dernier cas, cette méthode a montré le passage par
une structure intermédiaire Pnnm (marcassite). Des calculs dynamiques ont en-
149
suite permis d’observer ces transitions à température finie. Nous avons ainsi montré
que si Pbcn et P42/mnm ont des pressions de transition similaires, la nucléation
de l’une ou l’autre dépendait de la direction de sollicitation, conformément aux
résultats des calculs statiques précédents. Nous avons aussi montré la possibilité
d’une transition reconstructive vers une structure proche de Pnma (cotunnite) en
compression, là encore en accord avec les calculs statiques. Cette structure n’a
cependant pas pu être identifiée formellement.
Nous avons ensuite calculé les propriétés élastiques du dioxyde d’uranium en
température. Ici, l’objectif était simultanément de comparer les prédictions des
diﬀérents potentiels, et de produire des données cohérentes —puisqu’issues d’une
seule méthode— afin qu’elles soient utilisées dans des calculs basés sur des modèles
mésoscopiques. L’approche multi-potentiels a permis de voir que si chaque poten-
tiel décrit un matériau avec des constantes élastiques diﬀérentes, l’évolution en
température est très proche pour tous les potentiels. Cela signifie que —dans la li-
mite du faible nombre de potentiels testés— cette évolution dépend des hypothèses
fondamentales de la dynamique moléculaire et de l’approximation harmonique. Si
cette dernière limite le domaine de validité de ces calculs (les eﬀets du désordre
croissant sur le sous-réseau oxygène restant à étudier), elle permet déjà d’amélio-
rer la courbe de référence du module d’Young pour un polycristal, qui est utilisée
dans certains modèles macroscopiques. Par ailleurs, l’anisotropie de la réponse
élastique du cristal, qui est similaire pour tous les potentiels à l’exception de celui
de Morelon, peut avoir des implications à l’échelle macroscopique, en modifiant la
croissance des grains d’un polycristal. De plus, cette anisotropie peut causer une
déviation par rapport aux propriétés d’un polycristal dont les grains sont de taille
et/ou d’orientation aléatoire.
Les simulations de fracture ont montré comment les propriétés élastiques et
celles des polymorphes du dioxyde d’uranium pouvaient être combinées dans l’étude
d’un mécanisme de déformation plus complexe. Si la lourdeur des calculs et le
manque de connaissances des mécanismes individuels intervenant dans la propa-
gation de fissures justifient l’utilisation d’un potentiel unique pour l’observation
qualitative de la fracture, cela interdit aussi une interprétation quantitative des
résultats. Cependant, les précédentes observations incitent à penser que l’inter-
prétation qualitative est fiable, et cela a été confirmé depuis par la publication
de simulations de fracture dans l’UO2 en utilisant le potentiel de Basak [28]. Ces
calculs ont montré comment la localisation de contraintes dans des branches en
pointe de fissure lors du chargement permettait l’apparition d’une phase secon-
daire dans laquelle on observe les transitions structurales précédemment décrites.
De plus, nous avons observé au moment de la rupture l’ouverture d’une sous-fissure
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à l’intérieur de la phase secondaire, et consécutivement la réplication du schéma
précédent (avec les branches de fortes contraintes, et l’extension de la phase secon-
daire), où cette fois la sous-fissure jouait le rôle tenu précédemment par la fissure
principale. Ainsi, au moment de la rupture du cristal, les propriétés mécaniques
équivalentes (modules élastiques et contrainte de rupture) sont diﬀérentes de celles
de la phase principale. L’évolution en température s’accompagne aussi d’un chan-
gement de comportement avant la nucléation de la phase secondaire. En eﬀet, si
le matériau a un comportement fragile à basse température, ce régime linéaire
disparaît progressivement quand la température augmente.
Finalement, la dernière partie de l’étude a porté sur les propriétés des dislo-
cations coins de vecteur de Burgers < 110 > dans le dioxyde d’uranium. En eﬀet,
si l’on ne s’attend pas à ce qu’elles jouent un rôle dans la déformation du maté-
riau à basse température — le combustible étant une céramique fragile dans des
conditions normales de température et de pression — de multiples observations
ont montré l’apparition de dislocations sous irradiation. Ainsi se pose la question
des propriétés de ces dislocations quand la température augmente, augmentant
ainsi la mobilité des dislocations. Là encore, la quantité de calculs limite la fai-
sabilité d’une approche multi-potentiels, cependant la procédure utilisée ici peut
tout à fait être répliquée par la suite en utilisant d’autres potentiels. Le potentiel
choisi est celui de Morelon qui, s’il est quantitativement mauvais pour décrire le
comportement mécanique du matériau, a été fiable pour l’étude des transitions de
phase. De plus, il a été conçu pour reproduire les énergies de défauts de structure
ponctuels. Ces situations ont en commun avec les dislocations de rapprocher des
atomes par rapport à leurs positions d’équilibre parfois de manière importante.
Dans ces configurations, le comportement du potentiel à très courte distance est
plus important que celui autour des distances d’équilibre. Le choix du potentiel
de Morelon a été justifié a posteriori, car les structures de cœur obtenues corres-
pondent aux configurations théoriques pour les systèmes qui avaient été étudiés
d’un point de vue théorique dans la fluorine à partir des années 1950. En plus
de retrouver ces structures théoriques, nous avons pu décrire les cœurs de dis-
locations < 110 >{111}, qui n’avait visiblement jamais été publiées avant. Nous
avons ainsi montré un étalement de ce cœur dans son plan de glissement, confor-
mément aux calculs de distance de dissociation faits à partir des énergies de faute
d’empilement. Le nombre de défauts sur le sous-réseau oxygène dans les cœurs
de dislocation augmente de manière notable avec la température, particulièrement
au-dessus de 1 400 K, et ce pour les trois cœurs étudiés.
Les calculs dynamiques de glissement des diﬀérentes dislocations coin ont per-
mis de retrouver la facilité relative des trois systèmes telles qu’elles ont été obser-
vées expérimentalement à basse température, où le glissement facile est dans le
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plan {100}. De plus, ils ont montré un changement à haute température, où {111}
devient le plan de glissement facile. Ces simulations ont montré une corrélation
entre la baisse de contrainte critique et l’augmentation du désordre sur le sous-
réseau oxygène dans les cœurs de dislocations.
Une des idées directrices de ce travail était à l’origine d’aller vers l’étude des
mécanismes de déformation faisant intervenir des défauts d’irradiation. Cepen-
dant, l’absence de résultats concernant le dioxyde d’uranium sans défaut nous ont
contraint à commencer par étudier le cristal parfait. Par ailleurs, l’étude des ef-
fets d’irradiation serait limitée par les potentiels utilisés, qui sont basés sur des
charges ioniques fixes. La disponibilité de potentiels fiables basés sur des méthodes
de transferts de charge pourrait à l’avenir rendre plus fiable l’étude des propriétés
du matériau dans des conditions de sur- ou sous-stœchiométrie, ainsi qu’une re-
présentation plus fiable de l’environnement local des défauts d’irradiation, et par
là-même leur eﬀet sur les diﬀérentes mécanismes de déformation.
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Pour suivre de manière dynamique une dislocation au cours d’une simulation,
il est nécessaire de détecter de manière automatique ses propriétés comme sa po-
sition, sa vitesse, etc. Cela nécessite de pouvoir localiser précisément les atomes
de cœur, puis de pouvoir en extraire la ligne de dislocation et les propriétés asso-
ciées. Pour ce faire, une procédure d’extraction des défauts à partir des résultats
de simulation a été implémentée dans le code de post-traitement développé pour
ces travaux, que nous allons exposer dans cette annexe. Cette partie contient des
démarches publiées [88, 135, 136], ainsi que les extension ou adaptations requises
pour leur utilisation dans le cadre de ces travaux.
A.1 Représentation atomique
La détection des cœurs de dislocation repose sur des critères atomiques, basés
sur des paramètres de désordre tels que ceux présentés en 2.5.1. La combinaison
d’un de ces paramètres et d’un domaine de valeurs pour lesquelles l’atome en
question peut être considéré comme faisant partie d’un défaut, et un autre pour
lequel il s’agit d’un atome du cristal.
Pour être eﬃcace, un tel critère doit être suﬃsamment robuste pour pouvoir
fonctionner en dépit de l’agitation thermique, pour être utilisable à haute tempéra-
ture. Il ne doit pas dépendre d’une configuration de référence, pour permettre son
utilisation sur des configurations arbitraires pour lesquelles l’orientation du cristal
n’est pas forcément connue a priori, qui contiennent plusieurs grains d’orientations
diﬀérentes, ou pour lesquelles il n’y a pas de configuration de référence évidente.
Cette dernière contrainte peut cependant être contournée par l’utilisation d’une
référence locale.
Pour cette démarche, le paramètre CNP a l’avantage de permettre clairement
de distinguer, en plus de ces deux catégories, les atomes se trouvant en bordure
d’un défaut (voir 2.5.1.0, et fig. A.1a). On peut donc définir trois valeurs seuil qui
permettent de classer chaque atome dans l’une des trois grandes catégories :
– les atomes du cristal parfait, avec un paramètre CNP inférieur à 3 Å2 ;
– les atomes désordonnés du cœur de dislocation, avec un paramètre supérieur
à 25 Å2 ;
– les atomes entourant les défauts, avec un paramètre compris entre 3 et 25 Å2.
On peut vérifier cela sur la fig. A.1, où les atomes de défaut forment bien une
ligne au centre du cœur, entouré par des atomes intermédiaires. Cette utilisation
du paramètre CNP pour la délimitation des cœurs de dislocations et des zones
périphériques est relativement standard pour les simulations atomistiques de dis-
locations.
Quand la boîte de simulation contient plusieurs défauts distincts, il faut pouvoir
les séparer. Pour cela on utilise un critère de connectivité permettant de relier entre
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(a) (b)
Figure A.1 – Extraction des dislocations d’une boîte de simulation : a) détermi-
nation des atomes de défaut en utilisant leur paramètre CNP, b) représentation des
atomes de défaut dans une boîte de simulation contenant un dipôle. Sur l’image
(a), les atomes de défaut sont représentés en rouge, les atomes d’interface en jaune
(CNP entre 12 et 25 Å2) et bleu (CNP entre 3 et 12 Å2). Tous les atomes visibles
sur l’image (b) ont un paramètre CNP supérieur à 25 Å2.
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eux les atomes qui font partie d’un même défaut. On utilise l’algorithme simple
suivant :
1. on choisit un atome désordonné comme point de départ pour le défaut n = 1 ;
2. on marque tous ses voisins comme faisant partie du même défaut ;
3. on intègre au défaut n tous les atomes désordonnés dont au moins la moitié
des voisins font partie du défaut n ;
4. quand il ne reste plus d’atomes intégrables au défaut n, alors n  (n + 1),
on choisit un atome non encore intégré, et la procédure reprend à (3) ;
5. quand il ne reste plus du tout d’atomes désordonnés qui ne soient pas partie
d’un défaut étendu, la procédure est terminée.
Une fois les atomes groupés en défauts étendus, on peut calculer les propriétés






Cette position permet aussi bien de calculer des propriétés statiques des dislo-
cations, comme a distribution latérale d’énergie, qui permet de remonter à son
énergie de cœur. Elle permet aussi d’obtenir des propriétés dynamiques, comme
la vitesses des dislocations contenues dans une boîte de simulation lors d’un test
mécanique [132].
On peut évaluer la précision de cette méthode en regardant les fluctuations
du déplacement d’une dislocation dans une boîte à pression nulle (fig. A.3). Dans
ce cas, la dislocation oscille autour de sa position d’équilibre. La précision ainsi
trouvée est d’environ 0,1 Å à basse température, et 0,6 Å à haute température.
Par sécurité, et pour éviter qu’une oscillation plus importante que la moyenne ne
soit détectée comme un déplacement, on considère que les positions sont précises
à l’ångström près.
A.2 Configurations de référence
Un certain nombre de propriétés d’un cristal nécessitent une configuration de
référence, comme les déplacements atomiques, le tenseur des contraintes de Piola-
Kirchhoﬀ, ou le tenseur gradient de déformation. S’il s’agit d’un problème facile à
résoudre quand on considère une déformation progressive d’un cristal initialement
parfait, la configuration de référence peut devenir beaucoup plus diﬃcile à définir
dans certains cas. Par exemple, si on considère une boîte contenant initialement
des dislocations, quelle configuration de référence doit-on considérer ? Utiliser la
boîte initiale ne permettrait pas d’obtenir le champ de déformation induit par
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Figure A.2 – Fluctuation du déplacement d’une dislocation < 110 >{100} lors
d’une simulation à pression nulle, à 300 K. Cela permet d’évaluer la précision de
la position du cœur de la dislocation calculée. Ici, les fluctuations sont de l’ordre
de 0,1 Å
les dislocations, par exemple. De plus, dans le cas d’un polycristal par exemple,
chaque grain a une orientation diﬀérente, et on ne peut donc évidement pas utiliser
un seul cristal parfait comme référence.
Pour contourner ces problèmes, une méthode a été implémentée pour séparer
les parties de la boîte de simulation en sous-structures, en utilisant une démarche
similaire à celle utilisée pour l’extraction des dislocations. Il s’agit cependant ici
d’isoler les atomes faisant partie d’un même grain. On utilise pour cela un critère
similaire, toujours basé sur le paramètre CNP, mais on regroupe les atomes ordon-
nés au lieux des atomes des défauts. Ensuite, la structure de référence est calculée
pour chaque grain. Pour cela, on calcule la distribution des paires d’atomes en trois
dimensions  (r) au lieu de la distribution radiale g(r) couramment utilisée. On en
extrait l’ensemble des positions des maxima locaux de cette distribution. Ces po-
sitions correspondent aux positions des atomes de la configuration de référence
locale, notées {R↵}.
Lors des calculs utilisant cette configuration de référence, on fait correspondre
à un vecteur r↵  de la boîte de simulation dont on veut calculer l’équivalent dans
une structure de référence le vecteur R↵  qui minimise l’écart au sens des moindres
carrés entre r↵  et R↵  :
R↵  = min
 
(|R    r↵ |2) . (A.2)
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Figure A.3 – Déplacement des deux dislocations d’un dipôle < 110 >{111} en
fonction de la contrainte sur l’ensemble de la boîte de simulation. Chaque cou-
leur du bleu au marron correspond à une température, respectivement de 300 à
2 000 K. Les points aberrants sont dus à des erreurs de localisation qui conduisent
à largement sur-estimer le déplacement, ou alors aux cas où l’une des dislocations
a mal été détectée. C’est le cas des points pour lesquels le déplacement est nul aux
hautes contraintes.
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(a) (b)
Figure A.4 – Représentation de la séparation des grains dans une boîte de simu-
lation contenant un polycristal, les couleurs indiquent : a) les diﬀérents grains, les
joints de grains étant isolés et représentés en rouge, b) la déformation calculée à
partir des références locales issues de la subdivision de la boîte de simulation en
grains. Les régions en bleu correspondent aux faibles déformations, la fluctuation
des couleurs aux joints de grains est liée au fait que la configuration locale de réfé-
rence est désordonnée. La déformation calculée aux joints de grains ne correspond
donc à rien de physique.
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A.3 Représentation continue
Les représentations des dislocations en tant qu’ensembles d’atomes de A.1 sont
intéressantes pour obtenir certaines propriétés des dislocations à partir de simula-
tions atomistiques, mais elles sont clairement limitées pour un certain nombre de
raisons. Premièrement, le passage à l’échelle mésoscopique n’est pas facile, puis-
qu’elles ne permettent pas facilement d’extraire les lignes de dislocations et les
vecteurs de Burgers.
Pour cela, une procédure a été implémentée pour transformer la vision atomis-
tique des dislocations en vision plus continue.
1. on commence par extraire l’interface défaut/cristal pour chaque défaut étendu.
Un critère possible est qu’un atome est à l’interface du défaut n s’il est en
contact avec au moins un atome du cœur de n ;
2. on crée une collection de points qui correspondent aux positions des atomes
d’interface ;
3. on crée ensuite une collection d’arrêtes qui relient chaque atome d’interface
avec ses voisins qui sont aussi des atomes d’interface du même défaut ;
4. on élimine les nœuds qui ont une connectivité faible ;
5. les arrêtes restantes forment des polygones qu’on peut sub-diviser en tri-
angles.
Le résultat dans le cas de dislocations est une structure tubulaire formée par ces
triangles (fig.A.5).
À cette étape, la structure est en place pour calculer les lignes de dislocations
et les vecteurs de Burgers associés. Pour cela, on calcule des chemins circulaires
qui entourent le tube correspondant à une dislocation. Pour chaque chemin   ,
on obtient alors le centre de masse des nœuds par lesquels il passe r  . De plus, la
référence locale calculée précédemment peut ici être utilisée pour calculer le vecteur
de Burgers qui correspond à ce chemin. Pour cela, on associe chaque arrête ri à une
arrête Ri de la configuration de référence locale calculée précédemment. Ensuite,





En calculant des chemins successifs le long de chaque tube on obtient ainsi un
ensemble de points {r } matérialisant de proche en proche la position du cœur
dislocation. On peut alors décrire la dislocation comme un objet linéaire en reliant
les points successifs par un élément de dislocation auquel correspond le vecteur de
Burgers local.
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Figure A.5 – Représentation discrète de la dislocation issue d’une simulation
de dynamique moléculaire représentée fig. A.1. Les graduations des axes corres-
pondent aux positions dans la boîte de simulation. Les lignes rouges matérialisent
le maillage autour du cœur de dislocation, et les lignes bleues le circuit à partir
duquel le vecteur de Burgers peut être calculé. En joignant les centres de masses
de plusieurs circuits décalés le long du tube, on obtient une représentation linéaire
de la dislocation.
Cette méthode peut être aussi étendue pour traiter les points d’intersection
entre plusieurs dislocations diﬀérentes, ainsi que les joints de grains [135], même
si ces développements n’ont pas été utilisés dans le cadre de notre travail.
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