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Résumé
Bien que les équations différentielles ordinaires soient omniprésentes dans la mo-
délisation de systèmes physiques ou biologiques, leur résolution exacte est parfois fas-
tidieuse voire impossible. L’utilisation de méthodes numériques, comme les méthodes
de Runge-Kutta, permet d’obtenir des solutions approchées. Nous exhibons et forma-
lisons en Coq des bornes sur les erreurs d’arrondi induites par l’implémentation en
arithmétique à virgule flottante de méthodes de Runge-Kutta appliquées à des systèmes
linéaires matriciels en tenant compte d’éventuels dépassements de capacité inférieurs.
1 Introduction
Les équations différentielles ordinaires modélisent de nombreux phénomènes physiques,
biologiques ou économiques. Il n’existe cependant pas toujours de méthode directe pour
les résoudre. Des méthodes numériques itératives ont été mises au point pour résoudre ces
problèmes de façon approchée. L’essentiel des travaux scientifiques autour des méthodes
numériques consiste à construire des méthodes relativement peu coûteuses permettant d’ob-
tenir une approximation précise de la solution exacte et qui puissent s’appliquer à une classe
importante de problèmes. Parmi ces méthodes de résolution, les méthodes de Runge-Kutta
sont parmi les plus fréquemment utilisées (voir section 3). Les domaines d’application des
équations différentielles étant parfois critiques (e.g. en aéronautique ou pour la modélisation
de comportements robotiques), leur résolution est un objet d’étude intéressant pour des tra-
vaux de vérification formelle [13, 14, 5].
L’implémentation de ces méthodes en arithmétique à virgule flottante provoque des
erreurs d’arrondi pouvant s’accumuler au cours des itérations. Ces erreurs étant dans la
plupart des cas négligeables face aux erreurs de méthode, elles ont peu été étudiées par
les numériciens. Des travaux ont néanmoins proposé des méthodes pour majorer les er-
reurs d’arrondi par des approches probabilistes tirant parti d’éventuelles compensations
d’erreurs [10] ou en utilisant des techniques à base d’intervalles [8, 1] ou de modèles de
Taylor [3, 17]. Cependant, les bornes exhibées ne tiennent compte ni des caractéristiques
mathématiques détaillées des méthodes de Runge-Kutta, ni de la forme de l’implémentation
choisie. Nous proposons une approche à grains fins (i.e. en décomposant l’analyse d’erreur
au niveau des opérations élémentaires) qui tire parti de ces caractéristiques, ce qui rapproche
nos travaux des résultats présentés par Fousse [9] pour les méthodes d’intégration numérique
ou par Boldo [4] qui borne et formalise en Coq les erreurs d’arrondi induites par un schéma
de résolution de l’équation des ondes. Roux [18] propose une analyse d’erreur d’arrondi en
Coq pour plusieurs algorithmes numériques impliquant des opérations matricielles, comme
la décomposition de Cholesky. Cette formalisation repose sur une spécification de l’arithmé-
tique à virgule flottante définie via un type Record et particulièrement adaptée à l’analyse
d’erreur. Cette spécification est par ailleurs satisfaite par le format binary64 de Flocq [7],
une bibliothèque Coq d’arithmétique des ordinateurs.
Boldo, Faissole et Chapoutot [6] ont exhibé (sans garantie formelle) des bornes sur les
erreurs d’arrondi induites par l’implémentation de méthodes de Runge-Kutta appliquées à
des systèmes linéaires unidimensionnels (systèmes de la forme ẏ = λy où λ ∈ R). Dans cet
article, nous généralisons cette approche au cas des systèmes linéaires multidimensionnels,
où λ est remplacé par une matrice carrée A à coefficients réels. Les opérations matricielles
étant plus complexes que les opérations sur les nombres réels, les résultats prennent en
compte un nombre plus important de paramètres, à commencer par la dimension du système.
Nous proposons de plus une formalisation de ces résultats dans l’assistant de preuves Coq 1
en combinant la bibliothèque Flocq [7] et les matrices de la bibliothèque MathComp [15].
Nous tenons compte d’éventuels dépassements graduels de capacité inférieurs (underflows),
dont la contribution impacte les bornes d’erreurs exhibées. En revanche, nous ne tenons
pas compte des dépassements de capacité supérieurs (overflows). Notre approche diffère
légèrement de celle adoptée par Roux [18] car nous utilisons directement la formalisation
des formats de nombres flottants de la bibliothèque Flocq, sans passer par une spécification
dédiée de l’arithmétique à virgule flottante.
La section 2 présente quelques rappels d’arithmétique à virgule flottante. La section 3
est dédiée à la présentation du problème et de notre méthodologie (basée sur la distinction
entre erreurs locales et globales). Dans la section 4, nous présentons les éléments de base
de la formalisation Coq. Dans les sections 5 et 6, nous bornons respectivement les erreurs
locales et globales des méthodes de Runge-Kutta avant de conclure en section 7.
2 Prérequis d’arithmétique à virgule flottante
2.1 Formats de représentation des nombres flottants
Les formats de représentation des nombres à virgule flottante ainsi que les opérations sur
ces nombres sont régis par la norme IEEE-754 [12, §3]. En analyse d’erreur, une définition
relativement haut niveau (sans décrire la représentation bit à bit des nombres flottants) est
suffisante. Un format flottant F est représenté par un tuple (β, p, emin, emax) où l’entier
β > 2 est la base, p ∈ N est la précision, emin ∈ Z et emax ∈ Z sont les valeurs minimales
et maximales de l’exposant. Un nombre flottant dans F est soit une valeur exceptionnelle
parmi +∞,−∞ ou NaN, soit une valeur égale à ±d0.d1 · · · dp−1 × βe (avec di des chiffres
dans la base β) et tel que emin ≤ e ≤ emax. Dans ce qui suit, β = 2.
La Figure 1 présente la répartition des nombres flottants sur l’axe réel. Les nombres
flottants dits normalisés vérifient d0 = 1 et emin ≤ e ≤ emax. Le plus petit nombre flottant
normalisé positif est ξ = 2emin et le plus grand nombre flottant normalisé est Ω = (2 −
21−p)2emax . Lorsqu’un nombre flottant est plus petit que ξ, il est dit dénormalisé et on parle
de dépassement de capacité inférieur (underflow). Nous avons alors e = emin et d0 = 0.
On note η = 2emin−p+1 le plus petit nombre flottant dénormalisé positif. Lorsque le résultat
1. Les fichiers sont disponibles en ligne : https://www.lri.fr/˜faissole/CoqRK
FIGURE 1 – Représentation des nombres flottants (format binary64) sur l’axe réel
d’une opération flottante n’est pas exactement représentable dans le format considéré, il
est nécessaire d’arrondir le résultat vers un nombre flottant. Plusieurs modes d’arrondi sont
définis dans la norme IEEE-754 [12], dont l’arrondi au plus proche. Lorsque le résultat est le
point-milieu entre deux flottants consécutifs, une régle de bris d’égalité (tie-breaking rule)
permet de choisir vers lequel arrondir, par défaut le nombre flottant pair est choisi.
Dans cet article, nous considérons un format flottant F prenant en compte les under-
flows (sauf mention du contraire). Nous considérons un mode d’arrondi au plus proche avec
une règle de bris d’égalité quelconque, noté ◦. Nous noterons ⊕, 	, ⊗ et  les opérations
arrondies correspondant aux opérations usuelles +,−,× et /, ◦ [· · · ] signifie que toutes
les opérations à l’intérieur des crochets sont arrondies. Pour une même opération, le pa-
renthésage à droite est implicite en l’absence de parenthèses, ainsi ◦ [ab+ c] = (a⊗ b)⊕ c
et ◦ [a+ b+ c] = a⊕ (b⊕ c). La convention s’étend aux opérations entre matrices et vec-
teurs. En particulier, pour v ∈ Rn un vecteur de taille n et A,B ∈ Rn×n des matrices
carrées de taille n, ◦ [A× v] et ◦ [A×B] font respectivement référence au produit de A
par v et au produit de A par B en évaluant les sommations de la droite vers la gauche.
2.2 Fondements de l’analyse d’erreurs d’arrondi
Les analyses d’erreur que nous présentons sont basées sur quelques définitions et résultats
fondamentaux (voir Higham pour une présentation détaillée de ces résultats [11, §3]). Nous
commençons par présenter un résultat bornant l’erreur relative commise lors de l’arrondi
d’un nombre réel de valeur absolue supérieure à ξ : si x ∈ R est tel que ξ 6 |x|, alors
|◦(x)−x|
|x| 6 u =
1
2β
1−p. La quantité u, fondamentale en analyse d’erreur, est appelée unité
d’arrondi. Par exemple, dans le format double précision binary64, u = 2−53. Lorsque le
nombre réel x est plus petit que ξ, l’erreur relative commise en arrondissant x peut deve-
nir très grande, mais nous pouvons prouver que l’erreur absolue est bornée par η2 . Nous
pouvons en déduire ce que Higham appelle modèle standard de l’arithmétique à virgule
flottante [11, §2.2.], i.e. pour x, y ∈ F, ♦ ∈ {+,−,×, /}, il existe δ, ε ∈ R tels que
◦(x♦y) = (x♦y)(1 + ε) + δ, |ε| 6 u, |δ| 6 η2 et εδ = 0. Si ♦ ∈ {+,−}, δ = 0.
Nous utiliserons régulièrement la notation γd = du1−du (d ∈ N, du < 1) [11, §3.1.].
2.3 Flocq : bibliothèque d’arithmétique des ordinateurs en Coq
Pour formaliser nos résultats, nous utilisons Flocq, une bibliothèque Coq d’arithmétique
des ordinateurs développée par Boldo et Melquiond [7] comportant une représentation abs-
traite des nombres flottants : les nombres dans un format donné sont des sous-ensembles
des nombres réels R de la bibliothèque standard de la forme m · βe où m et e sont des
entiers. Par exemple, le format FLX correspond aux nombres flottants sans bornes sur les
exposants : seule la précision p est prise en compte, avec la condition |m| < βp. Le format
FLT prend en compte les dépassements graduels de capacité inférieurs et est paramétré par
p et emin, les nombres flottants dans ce format vérifiant |m| < βp et e ≥ emin. L’ensemble
des résultats présentés dans cet article sont valides pour le format FLX. Nous avons ensuite
étendu l’ensemble des résultats génériques pour le format FLT, i.e. l’ensemble des résultats
à l’exception de l’instanciation aux méthodes d’Euler et de RK2.
3 Présentation du problème et méthodologie
Les méthodes de Runge-Kutta sont itératives. Elles consistent à discrétiser un intervalle
de temps [0, tN ] en un ensemble de points t0, . . . , tN et à construire itérativement les solu-
tions approchées y0, . . . , yN en ces points. Ce sont des méthodes explicites à un pas constant
h : la solution au temps tn+1 = tn + h est obtenue à partir de la solution au temps tn.
Les systèmes linéaires multidimensionnels sont parmi les plus fréquemment rencontrés
dans les domaines liés à des problèmes physiques. Les équations différentielles associées
sont de la forme ẏ = Ay avec y ∈ Rd et A ∈ Rd×d. L’application d’une méthode
de Runge-Kutta explicite sur ce système linéaire conduit à une relation de récurrence de la
forme yn+1 = R(hA)yn avec R un polynôme en hA (de la forme
∑
i αi(hA)
i, αi ∈ R).
Prenons l’exemple de deux méthodes classiques, les méthodes d’Euler et de RK2. Les po-
lynômes associés à ces méthodes sont REuler(hA) = (I + hA) et RRK2(hA) = (I +
hA+ 0,5h2A2). Le polynôme R est appelé fonction de stabilité linéaire pour les méthodes
de Runge-Kutta car, dans le cas des systèmes linéaires, la condition |||R(hA)|||∞ < 1
caractérise une classe de couples système-méthode dit stables (voir section 4.1 pour une
définition de la norme vectorielle ‖ · ‖∞ et de sa norme matricielle subordonnée ||| · |||∞).
La fonctionR est purement mathématique et ne caractérise pas l’implémentation des métho-
des en arithmétique à virgule flottante, qui suppose le choix d’un algorithme, noté R̃ et qui
dépend de trois paramètres : le pas h (considéré comme représentable dans le format flottant,
contrairement à ce qui est fait dans [6]), une matrice Ã correspondant à la matrice “arrondie
de A” (matrice obtenue après arrondi de chaque coefficient de A) ainsi que la solution ỹn
calculée à l’itération précédente (lors du calcul de ỹn+1). Ainsi, une implémentation de la
méthode de Runge-Kutta est de la forme : ỹ0 = ◦(y0) et pour tout n, ỹn+1 = R̃(h, Ã, ỹn).
À un même polynôme R correspondent plusieurs implémentations R̃ possibles 2. Dans cet
article, nous nous intéressons à une évaluation “à la Horner” des méthodes numériques














Nous souhaitons borner l’erreur d’arrondi globale induite par l’implémentation d’une
méthode de Runge-Kutta après n itérations, i.e. En = ‖ỹn − yn‖∞. Afin d’y parvenir, nous
commençons par étudier les erreurs dites locales. L’erreur locale commise à l’itération n
ne quantifie que les erreurs commises par les calculs de l’itération courante et peut être
définie par ε0 = ‖ỹ0 − y0‖∞ (que nous supposons connue) et pour tout n ∈ N, εn+1 =
‖R̃(h, Ã, ỹn)− R(hA)ỹn‖∞. Si les résultats ont du être adaptés, la méthodologie est simi-
laire à celle utilisée dans le cas unidimensionnel [6]. Elle consiste dans un premier temps à
construire une borne sur les erreurs locales relatives par applications mécaniques et consécu-
tives du Lemme 1 (voir section 5). Ensuite, cette borne sur les erreurs locales est utilisée pour
borner l’erreur globale par application directe du Théorème 2 (voir section 6).
2. En effet, les opérations flottantes ne sont pas associatives et dépendent de l’ordre d’évaluation. Par
ailleurs, les calculs peuvent être décomposés, factorisés, etc.
4 Éléments de base de la formalisation
4.1 Vecteurs et matrices
Les systèmes étudiés font intervenir des vecteurs et des matrices à coefficients réels.
Nous utilisons essentiellement des vecteurs colonnes de taille d (dont le type Coq est noté
cV d) et des matrices carrées de taille d (de type M d).
Nous procédons à une analyse par normes des erreurs d’arrondi, ce type d’analyse re-
posant sur des normes sous-multiplicatives [11, §6]. Les normes vectorielles ‖ · ‖1 et ‖ · ‖∞
sont particulièrement adaptées à l’analyse d’erreurs et les normes matricielles subordonnées
à ces normes sont faciles à exprimer en fonction des coefficients de la matrice. Par ailleurs,
nous nous basons sur des résultats de Higham qui sont valables pour ces deux normes [11].
Nous travaillons ici avec la norme ‖ · ‖∞, définie comme ‖v‖∞ = maxi |vi| pour v ∈ Rd
et dont la norme subordonnée est définie par |||A|||∞ = maxi
∑
j |Ai,j | pour A ∈ Rd×d.
Ces normes sont formalisées à l’aide de grands opérateurs (bigops) de MathComp [2], un
mécanisme permettant d’itérer des opérations comme l’addition ou le maximum :
Definition vec_norm {d} : cV_d→ R := fun v⇒ \big[Rmax / 0]_(i < d) Rabs (v i).
Definition mat_norm {d} : M_d→ R :=
fun A⇒ \big[Rmax / 0]_(i < d) (\big[Rplus / 0]_(j < d) Rabs (A i j)).
Nous prouvons qu’il s’agit bien de normes et que ||| · |||∞ est sous-multiplicative, i.e.
pour v ∈ Rd, A ∈ Rd×d, ‖Av‖∞ 6 |||A|||∞‖v‖∞ (mx vec norm submult en Coq)
et pour A,B ∈ Rd×d, |||AB|||∞ 6 |||A|||∞|||B|||∞ (mx norm submult en Coq). La
sous-multiplicativité permet de démontrer des bornes sur les erreurs d’arrondi des produits
matrice-vecteur (mx vec prod error) et matrice-matrice (mx prod error) :








Nous prouvons ces propriétés pour des sommations évaluées de droite à gauche. Ces bornes
restent cependant vraies quelque soit l’ordre d’évaluation [11, §3.5.].
4.2 Méthodes de Runge-Kutta
Nous définissons un type Sc (pour Schéma), dont les éléments définissent des rela-
tions de récurrence entre les vecteurs yn et yn+1 et caractérisent de ce fait l’application des
méthodes de Runge-Kutta à des systèmes multidimensionnels (de dimension d) :
Definition Sc (d : nat) : Type := (R→ R)→ cV_d→ cV_d.
Sur la donnée d’une fonction W ∈ R → R (par exemple, il peut s’agir d’un arrondi
ou de la fonction identité) et d’un vecteur yn ∈ Rd, un élément de type Sc renvoie un
vecteur yn+1 ∈ Rd. On peut évaluer l’application de la méthode numérique M : Sc sur n
itérations à partir de la condition initiale y0 (y0 tilde étant le vecteur y0 dont toutes les
composantes ont été “arrondies” par la fonctionW) :
Definition meth_iter (M:Sc) n (y0 : cV_d) (W : R→ R) := iter n (M W) y0_tilde
Nous définissons formellement les erreurs locales et globales (en valeur absolue) :
Definition error_loc (M : Sc) n (y0 : cV_d) (W : R→ R) (*εn+1 = ‖R̃(h, Ã, ỹn)−R(hA)ỹn‖∞*)
:= vec_norm (M W (meth_iter M n y0 W) − M (fun x⇒ x) (meth_iter M n y0 W)).
Definition error_glob (M : Sc) n (y0 : cV_d) (W : R→ R) (*En = ‖ỹn − yn‖∞*)
:= vec_norm (meth_iter M n y0 W − meth_iter M n y0 (fun x⇒ x)).
5 Erreurs locales
Nous démontrons un résultat générique pour borner l’erreur d’arrondi locale commise
lors d’une itération de la méthode. Ce résultat permet de traiter toute méthode à un pas expli-
cite, d’ordre quelconque, implémentée suivant une évaluation “à la Horner” (voir Section 3)
Lemme 1. Soit d ∈ N∗, y ∈ Rn, C1, C2, C3, D1, D3 ∈ R+, A1, A2, A3 ∈ Rn×n, X1, X3 ∈ Fd,
Ã2 ∈ Fn×n. Soit ρ = C2u|||A3|||∞ + C3u|||A2|||∞ + C2C3u2.
Soit C = C1u+ ρ+ u (|||A1|||∞ + C1u) + (u+ (1 + u)γd)(ρ+ |||A2|||∞|||A3|||∞).
Soit D = (1 + u)
(
d
2 (1 + γd−1) +D1 +D3(1 + γd)(C2 + |||A2|||∞)
)
.
Supposons que : • ‖X1 −A1y‖∞ 6 C1u‖y‖∞ +D1η.
• |||Ã2 −A2|||∞ 6 C2u.
• ‖X3 −A3y‖∞ 6 C3u‖y‖∞ +D3η.
Alors ‖X1 ⊕ (Ã2 ⊗X3)− (A1 +A2A3)y‖∞ 6 C ‖y‖∞ + Dη.
En Coq, le lemme correspondant au Lemme 1 est nommé build bound mult loc.
La démonstration de ce résultat repose sur une analyse d’erreur en avant relativement naı̈ve.
La quantitéX1⊕(Ã2⊗X3) correspond à un pas de l’évaluation “à la Horner” en arithmétique
à virgule flottante (c’est-à-dire R̃(h, Ã, ỹn)) et (A1 + A2A3)y correspond à l’évaluation
mathématique R(hA)ỹn. Ces évaluations étant construites à partir d’évaluations de Horner
plus simples, on peut reconstruire pas à pas une borne sur l’erreur locale de l’expression
entière. En l’absence de dépassement de capacité inférieur, D = 0.
Prenons l’exemple de la méthode RK2 (sans prise en compte de l’underflow). On ins-











et A3 = I + hA2 . On peut vérifier que l’expression ‖X1 ⊕ (Ã2 ⊗ X3) −
(A1+A2A3)y‖∞ correspond à l’erreur locale εn+1 pour la méthode RK2. Il faut alors exhi-
berC1,C2 etC3. Il apparaı̂t de façon évidente queC1 = 0 car ‖X1−A1y‖∞ = ‖ỹn−Iỹn‖∞
= 0. Pour exhiber C2, on borne |||hÃ − hA|||∞, ce qui est assez naturel par dépliage de la
définition de ||| · |||∞ et en appliquant des résultats génériques d’analyse d’erreurs d’arrondi.
Enfin, il reste à exhiber C3, i.e. à borner ‖X3 − A3y‖∞. Pour y parvenir, on réapplique le





. Il est trivial
d’exhiber C1 et C3, C2 étant obtenu de la même manière qu’à l’étape précédente.
Nous avons utilisé cette méthodologie pour borner les erreurs locales des méthodes
d’Euler et de RK2 en binary64 (en négligeant les underflows). Pour la méthode d’Euler :
∀n ∈ N∗, εn 6 (u+ (u+ 3,12γd)h|||A|||∞) ‖yn−1‖∞. (1)
Le lemme Coq associé est nommé Euler loc FLX. Pour la méthode RK2 :
∀n ∈ N∗, εn 6
(
u+ (11,3u+ 2,56γd)(h|||A|||∞ + h2|||A|||2∞)
)
‖yn−1‖∞. (2)
Le lemme Coq associé est nommé RK2 loc FLX. La méthodologie peut paraı̂tre fasti-
dieuse mais il est néanmoins possible de partiellement l’automatiser. Tout d’abord, à chaque
sous-application du Lemme 1, nous utilisons la tactique eapply de Coq, qui va permettre
d’inférer automatiquement les valeurs des paramètres y, X1, A1, Ã2, A2, X3 et A3. Il ne
reste alors plus qu’à instancier manuellement les valeurs respectives de C1, C2 et C3 puis à
prouver les 3 hypothèses du lemme. Les bornes obtenues s’avèrent relativement lisibles (voir
Équations (1) et (2)) et ne font pas apparaı̂tre de termes d’ordre supérieur (en u2, u3, etc).
Nous avons en effet majoré ces termes à chaque étape de la construction de la borne d’erreur
en utilisant la tactique automatique interval [16], ce qui nécessite des hypothèses sur u :
en binary64, on a u2 6 2−53u mais des hypothèses plus faibles suffisent, e.g. u2 6 0,01u.
6 Erreurs globales
Dans de précédents travaux [6], un théorème général permet de construire de façon
systématique une borne sur l’erreur globale d’une méthode à partir des bornes exhibées sur
les erreurs locales précédentes. Nous généralisons ce résultat au cas multidimensionnel :
Théorème 2. Passage des erreurs locales à l’erreur globale
Soit C,D > 0. Supposons que pour tout n ∈ N∗, εn 6 C‖ỹn−1‖∞ + Dη et que 0 < C +
|||R(hA)|||∞ < 1 (condition de stabilité). Alors :







En Coq, le théorème correspondant au Théorème 2 est nommé error loc to glob.
Si l’énoncé du théorème est très proche de celui démontré dans [6], la démonstration l’est
également. En effet, le choix de mener une analyse par normes a permis de généraliser le
résultat appliqué aux systèmes scalaires unidimensionnels pour qu’il s’étende aux systèmes
linéaires multidimensionnels, i.e. matriciels, en remplaçant les valeurs absolues par des
normes. À partir des résultats exhibés dans la section 5, nous bornons l’erreur globale cor-
respondant aux méthodes d’Euler et de Runge-Kutta d’ordre 2 par application directe du
Théorème 2. Il suffit en effet de remplacer la variable C par la valeur correspondante dans
le Théorème 2, e.g. u+ (u+ 3,12γd)h|||A|||∞ pour la méthode d’Euler.
7 Conclusion et perspectives
Nous avons proposé une méthodologie générique pour borner les erreurs d’arrondi as-
sociées à une certaine classe de méthodes numériques en tenant compte des dépassements
de capacité inférieurs. Par rapport à nos travaux antérieurs [6], nous proposons une généra-
lisation aux systèmes multidimensionnels via une analyse par normes. Cette généralisation
est non-triviale car elle repose sur des résultats fondamentaux d’analyse matricielle, mais
la méthodologie appliquée reste similaire. Nous instancions nos résultats à deux méthodes
classiques (Euler et RK2) et exhibons des bornes qui, dans le cas de méthodes stables, sont
quasi-linéaires en le nombre d’itérations. Par ailleurs, nous formalisons l’ensemble du rai-
sonnement dans Coq. La formalisation des résultats génériques représente environ 3300
lignes de Coq en FLX et 3600 lignes en FLT. L’instanciation aux méthodes d’Euler et de
RK2 représente environ 1200 lignes de Coq.
Nous envisageons de factoriser une partie des résultats commune aux formats FLX et
FLT. Flocq contient en effet des résultats liant ces deux formats [7]. De plus, bien que
nous nous basions sur la bibliothèque Mathematical Components, la formalisation n’uti-
lise pas les tactiques propres à ssreflect, qui permettraient probablement de réduire la
taille des démonstrations. Nous pourrions également combiner nos preuves à des définitions
et résultats formalisés par Roux dans de précédents travaux [18], comme la notation γ (et
ses propriétés), ainsi que certains résultats fondamentaux, e.g. une borne sur l’erreur d’ar-
rondi du produit scalaire de deux vecteurs. Une autre perspective pour ce travail est l’exten-
sion de la méthodologie à d’autres classes de méthodes, comme les méthodes implicites et
multi-pas, ou à d’autres classes de systèmes, comme les systèmes affines ou non-linéaires.
Une autre perspective envisagée est la combinaison des erreurs d’arrondi et des erreurs de
méthode. Pour évaluer la finesse de la borne obtenue, nous pourrions, comme dans le cas
unidimensionnel [6], comparer numériquement la borne d’erreur à l’erreur d’arrondi ef-
fectivement commise. Enfin, nous envisageons de vérifier que la borne d’erreur d’arrondi
obtenue est négligeable par rapport à l’erreur de méthode effectivement commise.
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