We consider a system of non·interacting electrons moving on a regular lattice in the presence of an on·site random potential. With only minimal algebraic assumptions we derive a set of nonlinear self· consistent equations for vertex functions from which the dynamical conductivity can be calcu· lated from the standard Kubo formula. In the limit of weak disorder our equations reproduce the self·consistent equations for the conductivity obtained by V ollhardt and W oifle and suggest the existence of an Anderson transition from extended (finite conductivity) to localised (zero conductiv· ity) states in three dimensions with localised states only in one and two dimensions. For illustrative purposes we evaluate some auxiliary expressions analytically for the Lloyd model. § 1. Introduction
Since the original work of Anderson!) much has been written 2 ) on his concept of localisation. It is probably fair to say, however, that even after some 33 years there is still no general agreement on the existence and characterisation of the so-called Anderson transition from extended to localised states.
Part of the problem lies in defining what one aCtually means by localisation and the Anderson transition. Thouless, 3) for example, lists six criteria for localisation (some of which are equivalent) involving combinations of single particle and two particle properties. We adopt the view that single-particle properties alone are insufficient, and that for a proper study of localisation one needs to take account of two-particle properties, which are essential for an analysis of current carrying capacity of states.
To emphasise the dynamical aspect of the problem our preferred criteria or definitions of localisation and Anderson transition involve transport coefficients, such a dynamical conductivity, for example, in an essential way. For our present purposes we will take "conductivity" to mean zero frequency dynamical conductivity and henceforth adopt the following definitions:
1. A system is in a localised state if the conductivity is identically zero. One of the difficulties in studying the existence and nature of the Anderson transition from a contemporary phase transition perspective is that if one excludes the dynamical conductivity as a possible candidate, there is no obvious order parameter in the problem. This has been noted, but nevertheless, certain ideas and methods in critical phenomena such as scaling 4 ) and renormalisation group methods 5 ) have been applied with some success to certain aspects of the problem.
If the conductivity, considered as a function of some (disorder) parameter
Self-consistent or mean-field type theories 6 ), 7) of the Anderson transition have also been considered with a current relaxation kernel, or equivalently, a renormalised diffusion constant, playing the role of an order parameter. The diagrammatic selfconsistent approach of Vollhardt and Wolfte7) in particular indicates the non-existence of an Anderson transition in one and two dimensions with localisation, in the sense defined above, for arbitrarily small disorder.
While it is generally believed that one-dimensional systems are always localised,S) there has been some controversy about the situation in two dimensions. 9 ),2)
It could well be for example, that the conductivity vanishes identically for all W in two dimensions but that there is some higher-order transition of say the KosterlitzThouless type.
The situation in three dimensions is also not clear and, ironically in fact, the self-consistent theories which seem to work well in one and two dimensions have nothing convincing to say about the existence and nature of an Anderson transition in dimensions larger than two.
Our purpose here is to present an alternative self-consistent approach to the problem of Anderson localisation from a purely algebraic and analytic point of view. Our methods are thus complementary to those of V ollhardt and Woltle With only minimal and, we believe, transparent assumptions, we arrive at a set of nonlinear self-consistent equations for vertex functions from which the dynamical conductivity can be computed. We show that in the limit of weak disorder our self-consistent equations reduce to those of Vollhardt and Woltle and that when interpreted'in a certain way, point towards the existence of an Anderson transition in three dimensions.
To keep our analysis as simple as possible, we work solely with the original Anderson model of electrons moving on a regular lattice in the presence of an on-site random (impurity) potential. Also, for illustrative purposes, we evaluate some auxiliary expressions analytically for the Lloyd modeP O ) for which the single partial CPA is known. to be exact.
In the following section we review the general formulation of the problem in terms of the Kubo formula for the dynamical conductivity. The T -matrix and coherent potential approximation (CPA) are introduced in § 3 and self-consistent equations for associated vertex functions are derived in § 4. Solutions of the vertex equations in the limit of weak disorder are presented in § 5 and are used in § 6 to derive a self-consistent equation for the dynamical conductivity. Our results are summarised and discussed in § 7. § 2.
General formulation
In this paper we will work solely with a system of non-interacting electrons, moving on a regular periodic lattice in the presence of an on-site random potential, and described by the Hamiltonian
where an(an t) is the destruction (creation) operator for an electron on lattice site n (with position vector Rn) and the hopping integral V~m is assumed to depend only on the magnitude of Rnm=Rn-Rm. The En are assumed to be independently and identically distributed random variables with distribution having some characteristic width 2W. For the Lloyd modeI/O) which we will use for illustrative purposes, the distribution is the Lorenzian (2·2)
In order to study the question of Anderson localisation we need to calculate the frequency dependent conductivity given by the Kubo formula
where « ... » denotes canonical or grand-canonical average,
and] is the current operator, (2·5) with the usual notation for commutator in (2'5) .
For the Hamiltonian system (2 '1) the Kubo formula (2·3) can be written in the grand-canonical ensemble asH)
where feE) is the usual Fermi function Lu, v= ±] and Gnm(E±) is the single particle Green's function
An alternative, and in many ways more useful, representation when Vnm = V(Rnm), is given in terms of the Fourier-transformed quantities Vk and Gkk! defined by V(Rnm)=.l~ Vkeik.Rnm Nk (2'10) and Namely, when noting that
The problem now of course is to take the average of (j(w) with respect to the random site distribution for the En'S, which for convenience is denoted henceforth by < ... >. The frequency dependent dynamical conductivity is thus given by
and we see immediately from (2·6), (2·8) and (2·13) that the evaluation of if(w) involves computing the average of a product of two one-particle Green's functions.
The study and evaluation of averages of single particle Green's functions is very well developed 12 ) and it is usual to write (2 ·15) where (2 ·16) and it is assumed that the self-energy operator 2:(E) in the momentum space representation is diagonal.
For the Lloyd model the representation (2 '15), (2 '16} is exact and, moreover, for the distribution (2·2)
The average of a product of two single-particle Green's functions is, in general, not simply the product of the averages so that it is usual to define the vertex function r;::'(E, w) by
where from (2 ·15), X k PV is defined by
In additiori, to exploit conservation laws and to guarantee that Ward-type identities are satisfied, it is customary to define the completely irreducible vertex function where X P )) is diagonal (in k-space) with entries given by (2 ·19). Combining (2·6), (2·13), (2·14), (2·18) and (2·20) we thus have
where in matrix form (2·22)
Our aim now in the following sections is to obtain self-consistent equations for the vertex functions rand U. In operator form, we can then express the single particle Green's function as
where
and the T -matrix is given by
The non-diagonal part of GO being denoted by GO and the diagonal part by F O , (3·6) can be easily rearranged to give
Comparison of (3 -5) and (2 -16) shows that if we can choose the self-energy matrix (L:nm) in such a way that
then it follows from (3-4) that
<G)= GO=(E-!J[O)-l
with GO given in the momentum space representation by (2 -15) .
We then have from (3-4), (3) (4) (5) (6) (7) (8) (9) and (3-10) that
and comparison with (2-18) and (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) shows that the vertex function rtf, can be expressed as (3 -12) From (3 -7) and (3 -12) we can construct a hierarchy of equations involving averages of products of t-and T-matrices which in principle provides an exact method for calculating rt:. In practice of course one is essentially stymied at one stage of the calculation by being unable to solve (3-9) for the self-energy matrix. A way around this difficulty is to assume that the self-energy matrix is diagonal and to replace (3-9) by <t)=O in the hope that in some· approximate sense (3-l3) This approximate decoupling scheme is known as the CPA and as alluded to previously is exact for the Lloyd model.
The remainder of our calculation will be performed in the context and spirit of the CPA. § 4_ Self-consistent vertex equations 
tn=(En-u)[l-(En-u)Fo(E-U)]-l,
where the diagonal part Fo(z) of GO(z) is given from (2 ·16) by
For the moment we ignore the difference between GO and GO (which is negligible for weak disorder) and in the spirit of the CPA assume that averages of products of t's, T's and their primed counterparts vanish unless the number of primed symbols equals that of unprimed symbols. As we will see later, when all symbols are primed or unprimed, averages of products and hence the vertex functions rl-'IJ are negligible (for the Lloyd model in fact it is not difficult to show that they vanish identically).
With the above assumptions we thus have from (3·7) and.(3 ·12) that
We note for future reference from (4·3) and (4·4) that
where, assuming <t>=O, we have used the fact that <tnt:n>=On,m<tt'> .
Next we assume, invoking conservation laws and (time-reversal) invariance principles, that the four symbol average appearing in (4·6) vanishes unless either 
and (5·3)
We note that (5 ·1) is a familiar expression for the vertex function rkk'13) which from (4 ·10) is actually only the first term in an infinite series defined recursively by (4 ·15) and (4 ·10 which is the familiar diffusion pole approximation to the vertex function.
For small cv and q we make the Ansatz based on (5 °1) and (5 0 4):
which we rearrange in the form (5°9) in order to make a comparison with our vertex approximation (4 °15) which we write as
where use has been made of (5 ° 2).
(5°10)
Recalling our abbreviated notation and setting q=O in (5°10), we obtain
where use has been made of the result (BolO) derived in Appendix B.
For small cv, however, To is dominated by a simple pole at cv=O so from the basic vertex relation (4°10) To~ Uo. Equation (5°11) is then consistent with our Ansatz Thus with l'=q-l in (5°12) and on expanding (5°10) in cv and q we obtain,
where we have incorporated the leading cv-order result ( 
From (2·16), with Ik(E)=u(E), the coefficients of-q
2 Uq in (5·16) can be approximated, using arguments outlined in Appendix B by (5 ·17) which confirms the Ansatz (5·8) and provides an explicit expression (5 ·18) which, it will be noted, bears a very close resemblance to part of the integrand in the expression (2·21) for the dynamical conductivity 6(m).
In the following section, we show in fact that (2·21), the expression (5 ·17) for Uq , and (5·18) above, lead to a self-consistent equation for 6(m) at T=O in the limit of weak disorder. § 6. Self-consistent equation for 6«(1) at T=O in the weak disorder limit In order to take the limit T -> 0 in (2·21), we hold m fixed and use the result l im /(X)={1 when X<EF, T-O+ 0 when x> EF , (6 ·1) where I(x) is the Fermi function defined by (2·7) and the Fermi energy EF is, by definition, the zero-temperature limit of the chemical potential.
Using (6·1), the zero temperature dynamical conductivity from (2·21) is then given by
For fixed (f), the contribution from (Mtk t + Mkk-) in (6· 2) is negligible and is shown explicitly in Appendix C to vanish identically for the Lloyd model in the limit of weak disorder.
We also point out in Appendix C that one gets a spurious result if one combines the limits T->O+ and (f}->O+ by, say, replacing I(E+tzm)-I(E)~tzmo(E-E F ) which is often done in the literature. It turns out however that such a replacement is justified for the "+ -" and "-+" terms in (6·2) and hence for small (f), the zero temperature 6«(0) is given by
where E is set equal to EF in quantities appearing on the right-hand side of(6·3).
In the previous two sections, we have actually been considering" + -" quantities and it will be clear from our analysis there that the "-+" quantities are simply complex conjugates of their" + -" counterparts. Dropping the" + -" labels we thus have from the definitions (2·22) and (6·3) that 6«(O)=Re 6« (0) where (6·4) and (6·5)
In the weak disorder limit, it is not difficult to show that
where 60 is the Drude value
(6·7) with n the particle density.
An explicit derivation of (6·6) is given for the Lloyd model in Appendix D, where we also show in the limit of weak disorder, that the expression (5·18) which is very similar to (6·4), becomes (6·8) with D given by (5·5) and E=EF.
Substituting (6·8) into (5·7) and making use of (5·6) then shows from (6·6) that
which is more or less identical with the self-consistent equation postulated by Vollhardt and Wolfle.
)
For large N the sum on the right-hand side of (6·9) can be approximated by an integral yielding
where Qd is the solid angle in d -dimensions and qc is some cutoff. We see immediately that when d=l or 2, the integral in (6·10) diverges as (0-->0+ and thus 6«(0) --> 0 as (0 --> 0+ yielding localisation for arbitrarily small disorder.
More precise analysis shows that Apart from logarithmic correlation terms, the one dimensional result is in accord with model calculations of BerezinskW 4 ) and others. IS) In three dimensions, the zero frequency integral in (6·10) is trivially finite and yields the result (6·15) Imposing the physical requirement that 0'(0) should be non-negative we conclude from (6·15) and (6·14) that
'where
When W> We, there is a frequency-dependent solution of (6·10) of the form (6·11). Thus by direct substitution, we have, for d=3, Our self-consistent theory thus predicts an Anderson transition in three dimensions with a conductivity critical e?Cponent of unity as W ---> We -. We stress, however, that our analysis which led to the self-consistent equation (6-10) is only applicable in the case of weak disorder wh~ch could be interpreted to mean W/We~1. Whether the simple theory presented here is valid or not in the neighbourhood of the critical point is thus a matter for debate.
In any event, our self-consistent vertex equations (4-10) and (4-15) do not depend on the degree of disorder in the neighbourhood of a possible Anderson transition. We hope to return to this interesting problem in a subsequent publication. § 7_ Discussion
In this paper, we considered a system of nOh-interacting electrons moving on a regular periodic lattice in the presence of an on-site random potential, and defined localisation and the Anderson transition in terms of the zero-frequency dynamical conductivi ty.
In order to evaluate the conductivity, we introduced vertex functions associated with expectation values of the product of two single-particle Green's functions. Using only minimal algebraic decoupling approximations, in the spirit of the coherent potential approximation, we obtained self-consistent nonlinear equations for the vertex functions which were shown, in the limit of weak disorder, to reproduce the self-consistent diagrammatic equations for the conductivity postulated by Vollhardt and Waltle. Analysis of these equations suggests the existence of an Anderson transition in three dimensions but not in one or two dimensions. It is possible, however, that a higher order transition of say the Kosterlitz-Thouless type, may exist in two dimensions.
Numerous problems remain including:
A more systematic numerical and analytical study of our self-consistent vertex equations, which are not restricted to systems with weak disorder; (ii) An investigation of possible scaling relations connecting vertex functions and transport coefficients in the neighbourhood of an Anderson transition; (iii) Renormalisation of the theory to obtain corrections to the simple self-consistent mean-field results given in (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and (6-21) for example; (iv) Extension of the analysis to finite temperatures; (v) Inclusion of more realistic interactions between electrons and between electrons and impurities in the basic Hamiltonian; and so forth.
We hope to report progress on some of these problems in subsequent publications. from which we conclude that Im€>O (when ImE>O).
In (A -3), we then write -13) and close the contour in the lower-half plane. Cauchy's theorem then confirms a posteriori that u(E)=€o-iW is indeed a solution of (A-3) when Im(E) >0.
A similar argument also confirms that u(E)= €o+ iW is a solution of (A -3) when Im(E)<O.
In fact it is clear from the above argument that and from (3 -7) the Tkk' and Tk , k in (A -15) can be expressed as sums of powers of t-matrices, which then give vanishing contributions from (A -14).
The situation is not so simple unfortunately for the off-diagonal vertex functions nj;; and rkkt. As a simple illustration, which we use later, consider
where t has E=E+ and t' has E=E-so that from (A-2) the * denotes complex conjugate, and in the second step we have simply factored the denominator in P(E) (Eq. (A-4» and made use of (A-2). Elementary contour integration then· gives <tt')= JrI;: AppendixB --Derivation of (5·4)--In this and the following appendices, we will take the Lloyd model form (A ·1) for Gk O(E), i.e., from (A· 2) and (A ·19), and assume for simplicity of exposition that
In the weak disorder limit (W--O+) we thus have

GkO(E+)GkO(E-)=[(E-Ek)2+ W2]-I~ W-1Jr(J(E-Ek).
In particular from (B·3) we have 
(B·7)
In particular, when unprimed and primed quantities correspond to E=E+ and E =E-, it follows from (B·7) and (A·20) that
The above calculation demonstrates two important points. First, the right-hand side of (B·4) is precisely A-I, and second, when we take note of (A ·20), we are justified in making the replacement of GkO by GkO in the limit of weak disorder.
If we now include the m-dependence in Hq and expand in powers of m and q we obtain, to leading order,
where the term proportional to q vanishes identically by symmetry and we have reexpressed the q2-coefficient by effectively "integrating by parts".
As noted above, the first term on the right-hand side of (B·9) is given from (B·4) by A-I. The second term is given by -n:;
where we have used the general identity Finally, if we assume for simplicity, the form (B·2) for E k , the third term on the right-hand side of (B·9) can be written as 
We note that this result holds for arbitrary small fixed w. Had we taken the limits W--->O and T--->O+ together in some sense (as indicated in the text) this result would not have been obtained, which illustrates the importance of taking limits in the correct order. and use has been made of (B·2) and the usual identification (valid in 3 dimensions) (D·3)
Appendix D --
for the particle density n. Equation (D·1) is the familiar Drude formula with relaxation time r equal to the inverse width of the distribution in units of n. 
