Abstract
Introduction

3
In the UK approximately 20% of energy use in households is due to electrical appliances 4 [1], and this proportion is higher in better insulated homes. Residential electrical appliance 5 use has direct implications for local Low Voltage (LV) networks, the loads on them and their 6 integrity; and indirect implications for thermal energy demands, since electrical energy is 7 ultimately dissipated as heat, most of which is emitted within the building envelope. It is 8 therefore important to be able to reliably predict electrical appliance use, in particular the 9 magnitude and temporal variation of the energy use and power demand profiles arising from 10 the aggregation of individual appliances, to support design and regulation of LV networks 11 serving communities of buildings and of building's thermal systems.
12
But this is a complicated task, for the ownership and use of different types of appliance individual share of energy use may be small, in some cases even negligible, but it is significant 25 when considering them as a group (or groups).
26
The objective of this paper is to find a parsimonious strategy for modelling four cate-27 gories of low-load appliances: audio-visual, computing, kitchen and other appliances, which 28 collectively account for those that are not represented by current device specific models. The 29 work presented here extends and further develops that introduced in [3] .
results estimating the energy demand in the validation of the models. Paatero and Lund [6] 1 introduce a social random factor (supposed to capture the social variety of the demand) that 2 improves the diversity of patterns obtained; however, only yearly consumption data for the 3 16 end-uses is used for the generation of the models, together with other aggregate statistics, 4 restricting the resolution to hourly time steps. In general, these approaches do not describe in 5 terms of model parameters the dynamic behaviour of appliances, but they generate empirical 6 profiles of power demand as a function of time.
7
Relatively more aggregated methods are models based on time-use-survey (TUS) datasets.
8
In TUS datasets, the respondents fill in diaries of their activities during the day usually for 9 one week periods, such as cooking, sleeping, travelling to work, etc. This data provides 10 a powerful input to bottom-up models, since it encapsulates highly detailed information 11 describing occupants' activities, that can be related to the use of appliances. To this end, 12 Capasso [7] presents a first strategy linking occupants' activities with appliance use, using 13 TUS data. The model produces 15-minute profiles of electricity use, considering aggregations 14 of appliance that correspond to just four type of activities: cooking, housework, leisure and 15 hygiene; each associated with a blend of large and small appliances, which are allocated by 16 considering the average range of appliances present in the simulated household. The relation 17 between performing an activity and using an appliance is described with a single coefficient 18 alpha (defined as a human resources). Tanimoto [8] combines TUS with statistical data of 19 ownership of appliances and its peak and stand-by powers. 31 activities are considered in 20 this case, so that the level of aggregation is low, but this is contrasted by a small dataset size 21 (58 households over 2 days).
22
In a similar vein, Widén [9] uses Swedish TUS data to model electricity use by assigning 23 appliances to related activities (9 different categories in this case) and imposing five standard 24 end-use profiles based on the type of their demand profile: demand disconnected from activity, 25 power demand constant during activity, power demand constant after activity (with and 26 without addition of temporal constraint) and fluctuating power demand (only applied to 27 lighting). This approach is further developed in [10] , where inhomogeneous Markov chains 28 generate sequences of domestic activities that have an impact on power demand (5 minute and 29 1 hour granularity), including dependencies with the number of occupants performing these 1 activities. A yet finer temporal resolution of 1 minute is achieved in the work developed by 2 Richardson et al. [11] . Based on 7 different activities, a load curve for the appliances is created 3 using the probability of switching on an appliance when an activity is being performed, and 4 applying a fixed power conversion scheme. Using a calibration procedure based on the total 5 time of use of an appliance, they obtain annual energy predictions. Although this tuning 6 ensures a good overall match in annual energy demand, this does not imply the absence of that related appliances will be switch on is modelled, as is the corresponding duration that 23 they will remain on and their time-varying mean power demands whilst on. Thus, this mod-24 elling chain rigorously resolves for dynamic variations in mean power demand, in contrast to 25 static power conversion schemes. Moreover, it presents the possibility of being used together 26 with explicit models of low-load appliances, in order to obtain accurate values of the total 27 electricity use of a house.
28
To this end and informed by these past endeavours, our task is develop a parsimonious 29 strategy for the use of relatively low-load appliances, in complement to Jaboob's model of 1 high-load appliances. 
Methods
3
In this work we are interested in modelling the energy and power demands of low-load 4 appliances to support building, systems and network design. In order to contribute to ac-5 curate predictions of residential energy use, we need to address the diversity in dwelling 6 characteristics and human behaviours. Thus, we identify the following modelling tasks: 7 I Perform low-load appliance allocation, using cumulative distribution functions describ-8 ing the peak power demand of aggregates of appliances. Devices are categorised into 9 four groups: audio-visual, computing, small kitchen and other (miscellaneous house-10 work, garden and personal care appliances).
11
II Model the characteristic use of these appliances in individual households. To this end,
12
we utilise the fractional energy use f : the ratio of the actual to the maximum energy 13 E max that an appliance can use, determined by its rated power. Modelling f , we can 14 distinguish between:
15
• Switching on/off events.
16
• Fluctuating demands whilst the appliances are in use.
17
Two considerations need to be taken into account in carrying out these tasks. Firstly, 18 stochastic methods are required, as we are interested in describing the underlying randomness 19 in households' appliance use and investment decisions. These methods rely on the definition 20 of coefficients that represent the system as a probability distribution, which can be dependent 21 on different variables such as time of the day, number of occupants, weather, etc. Secondly, 22 using the normalized fractional energy f instead of absolute energy allows us to evaluate load 23 profiles from different appliances of a similar type, but that do not necessarily have the same 24 magnitude. In this way, appliances can be classified into groups and modelled as a category. 
12
• Survival analysis can model the switching-on/off of appliances, as well as the duration 13 an appliance remains in different energy states.
14
In the methodology presented here we have tested a range of strategies in order to find the 15 most parsimonious approach. In this, we have ensured that the number of subjective decisions 16 needed for modelling have been minimised, so that the methodology can be appropriately 17 applied independently of the data set employed to estimate the models' coefficients. process X(t) is therefore a Markov process if for every n and t 1 < t 2 < · · · < t n :
Markov chains describe the process of making transitions between a present state i to a future 24 state j, according to a probability distribution, described by a state transition probability 25 matrix (or Markov matrix) as follows:
where
is the probability that a transition from i to j takes place, given by the ratio of transitions 3 that occur to state j from i to the total number of transitions occurring from i.
4
The dimensions of a Markov matrix m × m are given by the number of states m defined in 5 the system. At the same time, the coefficients in the matrix may or may not depend on time.
6
In the first instance, a time-homogeneous Markov process is considered, where the system 7 can be described using a single matrix. We then consider a time-inhomogeneous Markov 8 chain, in which the number of matrices r is given by the number of time slots considered to 9 have different transition probabilities. For instance, if it is assumed that the probabilities are 10 different for each hour of a day, then r = 24 (considering a single-day). This means that the 11 probability distribution is given by a matrix of dimension r × m × m.
12
Appropriate dimensioning of the Markov matrices is not a trivial task: if m and r are 13 set too low or even equal to 1, the dynamics or temporal variation of the system may not 
25
DBSCAN is a typical density-based clustering algorithm that was developed in 1996 [18] .
26
The core idea behind DBSCAN is that for each object in a cluster, the neighbourhood of 27 radius ǫ has to be populated with a minimum number of points MinPts. in the plot. The authors of this algorithm provide a method for automatically determining 10 the cluster hierarchy using the information extracted from the reachability plot. However,
11
a simpler alternative method for automatic extraction of the clusters is described in [19] , in 12 which the most significant clusters are simultaneously selected from different density levels.
13
Interestingly the authors also show that reachability plots are equivalent to the dendrograms 14 of single-link clustering methods. 
where k > 0, λ > 0 and γ > 0 are the shape, scale and location parameters of the Weibull 21 distribution [20] . Thus, the cumulative distribution function (c.d.f.) F (t) = P {T < t} 22 gives the probability of the event to have occurred by duration t. The survival function
23
S(t) = 1 − F (t) = P {T ≥ t} is then defined as the complement of the c.d.f, and describes 24 the probability to remain in a given state before t:
By inverting equation (5), it is possible to obtain directly the duration for which an appliance 1 will continue (survive) in a specific energy state s as:
given a number w ∈ [0, 1) drawn randomly from a uniform distribution.
3
Two cases have been studied in this work, either defining:
4
• Two energy states, s 0 for f = 0 and s 1 for f ∈ (0, 1], corresponding to on/off states.
5
Thus, switching on/off events are explicitly modelled. states.
10
Therefore, occurrences of each event and durations are first extracted from the data, and 11 used to fit Weibull distributions, obtaining scale, shape and location parameters λ and k.
12
These distributions are then used to calculate survival times in a simulation using equation artificially represent a stochastic process by a sampling procedure, which will be determined 18 by the particular underlying probability distribution of the given process.
19
For the specific problem posed here, the probability structure is given by either the process is repeated for each time step in the simulation.
25
Assume state s
Obtain s using matrix P ij t=t+1
(a) Markov models.
Assume appliance ON
Obtain n OF F using
Obtain n s using t s (λ, k, loc) s
Obtain state s using P s (t) For the latter case, equation (6) is employed -for an extracted random number w-to 1 obtain the survival time t s until a change of state occurs, covering a number n s time steps. advantage of this approach is that it does not require calculations for the n s time steps while 7 the devices remain in the same state.
8
From energy states to an energy profile. The sequence of energy states s now needs to be 9 transformed back into a fractional energy profile f sim . Thus, each energy-temporal state 10 is multiplied by its corresponding mean or median fractional energyF , depending on the 11 strategy employed, leading to a simulated fractional energy profile
One finale step transforms these profiles from fractional to actual energy values: and their temporal electrical energy use during 1 or 2 months, with records every 2 minutes.
15
Of the 250 households, 26 of them were additionally monitored for a whole year, with 10 min-16 utes resolution. Since the one-month data was not measured during the same month for all 17 households, only the data recorded for the 26 houses during a whole year was utilised in the 18 analysis presented here, in order to avoid possible seasonal effects on the use of appliances.
19
The relevant low-load appliances found in the dataset were classified into four categories,
20
following the type of activity that involves their use:
21
-audio-visual (excluding TVs, that are considered as high-load appliances given their extensive use),
23
-computing,
24
-small kitchen appliances (excluding cookers, microwaves and ovens),
25
-other small appliances. One shortfall encountered in the data set is that there is no information describing the 1 rated power of the appliances, posing a challenge to the accurate estimation of E max . Con-2 sequences derived from this and the solution proposed are discussed in section 3.2.2.
3
The procedure adopted in our work was to test a range of strategies to model one appliance 4 category, the audio-visual category, in order to identify the most parsimonious approach, and 5 then to deploy this to other categories of appliance. In this section the nature of the data used to test the modelling techniques is presented.
8 Table 1 displays the total number of instances of each subcategory of appliance considered 9 in the audio-visual category, present in the 26 houses, leading to a total of 102 instances for 10 the category. Our first step was to extract fractional energy values from the electricity use 11 records, as Given an estimate ofẼ max this transformation outputs a normalised profile for each 
15
Values of f = 0 were excluded to help with the interpretation. 
Data preprocessing: outliers and maximum energy estimation 1
As previously mentioned, our data set does not include appliance name plate (power) 2 ratings. The fractional energy modelling approach, however, is dependent on the values 3 of E max and requires this input at two specific stages. Firstly in using equation (9) In order to estimate E max from the data, the maximum energy record for each profile 8 was used. The existence of discrepant entries for the same type of appliance suggested that 9 a data cleaning process was necessary. This could be due to the fact that each data point 10 represents the energy corresponding to the mean power drawn by an appliance over a period 11 of ten minutes. Since this may fluctuate between 0 and the nameplate rating it could be 1 that the calculated value of E max results from an appliance that has been working at higher 2 power during a shorter period of time (e.g. a kettle that never takes 10 minutes to boil).
3
This problem was overcome by obtaining maximum energy values from the 2-minute data
4
(also subjected to a cleaning pre-process), with the purpose of selecting consistent entries.
5
A Seasonal Hybrid Extreme Studentized Deviate test (S-H-ESD) [22] 
where e i represents some error between predictionŷ i and observation y i . K-fold cross vali-2 dation is a computationally expensive method, but produces an accurate estimation of the 3 goodness of fit. of performance between simulation and observation data sets during the validation period.
7
Time series analysis provides a powerful method to compare and understand internal struc- which is defined as
where µ k , σ k are the mean and standard deviation of process k = X, Y , respectively, 
In an ideal case, one would have T P R = 1 and T N R = 1 (or F P R = 1 − T N R = 0).
6
Comparison of these indicators can be plotted in receiver-operating characteristic (ROC)
space. This analysis can be complemented with the model accuracy
giving an indication on the overall performance of the model. For multi-state systems (as in 9 our case, with multiple energy states) this is a particularly exigent evaluation technique. 
2
• Absolute state prediction. The probability of predicting each of the states during 3 the validation period is calculated and compared for observation and simulation.
4
Discrepancies between both magnitudes are represented with RMSE.
5
• Temporal probability of state prediction. The probability distribution for each state 3. Finally, the selected methodology should perform well in calculating total energy use.
15
Each simulated instance is converted to an energy profile using maximum energy values
16
of the appliances present. The total energy use over the validation period is then 17 obtained and compared for the relevant category of appliance.
18
The validation data set is a subset of the data that corresponds to 10% of the available 
Results and discussion
25
In this section we first explain the application of the techniques presented in 3.1.1 and Clustering techniques were then applied to the audio-visual appliances data set. Excluding 8 entries when the appliances are switched off (i.e. f = 0.0), there are over 2.8 · 10 6 data points
9
(from a total of over 4 · 10 6 ), which is still large given the computational expense of the 10 clustering algorithms used. In order to overcome this problem, a random sampling process
11
[27] was carried out, selecting 50,000 points that roughly represent 2% of the total size of the 12 data set.
13
Implementations of the DBSCAN and OPTICS algorithms were tested, corroborating that 
Associate with each cell a fractional energy valueF corresponding to the median value
1 of the points it contains.
2
OPTICS requires two parameters to produce the ordering of the points: first, the gener-3 ating distance ǫ 0 , referring to the largest distance considered for clustering (clusters will be 4 able to be extracted for all ǫ i such that 0 < ǫ i < ǫ 0 ); second, the minimum number of points 5 that will define a cluster MinPts. However, the algorithm used to automatically extract the 6 clusters from the ordering of the points and their reachability distance makes use of a further 7 7 parameters [19] , upon which the clustering structure obtained will vary. For this work, the 8 OPTICS algorithm was implemented in Python 1 .
9
After a systematic search for a well performing solution, a set of successful parameters 
Application of Survival analysis 4
The two alternatives considered for the survival models are a simple two-state (on-off) 
Approach selection
12
The fractional energy use of the audio-visual category of appliances was modelled using 
Evaluation of average daily profile 1
In the previous section the signal simulated over the whole period was compared; but we 2 are also concerned with how well the averaged daily profile is represented, in terms of the 3 predictive power of simulated energy states and the consequent fractional energy profile.
4
Fractional energy states prediction. Figure 7 shows the dependency of the RMSE (calculated 5 for every 10-minute timeslot) with time for the probability of finding the system in each of simulated are complementary, P s=0 (t) = 1 − P s=1 (t); therefore, a poor estimation of P s=0 (t) 10 implies a poor estimation of P s=1 (t).
11
Furthermore, the shape of the curves for Survival and OPTICS-1x3 models implies that 12 the temporal dependency of the system is not well encapsulated. gesting that the larger the number of energy states (14 in this case), the more accurate the 7 probability prediction. As noted in section 3.3 the accuracy of the modelling of states can also be evaluated 9 using ROC parameters, as shown in table 4; although this is a particularly onerous test when 10 applied to multi-state systems, so that TPR is not expected to be high. Once again the 11 OPTICS 5x14 and Survival Multistate models outperform their counterparts.
12
Fractional energy averaged daily profile. The residuals in fractional energy for an average day In order to compare the results, a box plot is presented in figure 9 , and the residual error reproduces reality, errors inevitably arise when using models estimated from aggregate data 12 of the four typologies of appliance to the prediction of specific device behaviours; errors 13 that will reduce in magnitude as the size of the stock of appliances simulated increases.
14 This is reasonable considering that our goal is to estimate communities of buildings and the 15 appliances contained within them. Survival multistate −11.6 −1.44 Table 6 : Residual error between observation and simulation, for mean and median of the total energy use over the validation period. 
Summary 2
The complexity of the different approaches can also be used for comparison, based on 3 the type and number of parameters that the models need. They are summarised in table 7. To inform our selection of the most parsimonious modelling strategy the relative perfor-8 mance of each of the models tested is qualitatively summarised in figure 10, using a color 9 coded diagram. From this it is apparent that the Survival Multistate strategy outperforms its 10 counterparts: its predictive power is comparable to that of the more refined Markov models, (commonly-used and high-rated) and infrequent appliances (very rarely used over the course 10 of a year, independently of their rated power). In both cases, these behaviours are undetected 11 by our modelling approach, with corresponding implications for predictive accuracy.
12
In the case of the kitchen category, preliminary results as described in 2 led to the elim-
13
ination of the kettle as part of the category. As a high-rated appliance that is commonly 14 owned and used, its behaviour is dominant, misleading the extraction of parameters of the 15 model. Figure 11 shows the results for the survival multistate model applied to the kitchen 16 category with and without the kettle. In this particular case, the total energy use was under-1 estimated by the model, due to its inability to discriminate between the power use pattern of 2 this particular appliance and the other small kitchen appliances. Once removed, the result 3 shows a very good fit with the observed data. The category of other appliances, on the other hand, is biased by the effect of infrequent 5 appliances, which were monitored in the survey but are very rarely used: several being used 6 only for less than 1% of the total recorded time. Consequently, the total energy use predicted 7 was overestimated.
8
Performance of the model The performance of the model has been evaluated in a similar fashion to that for the audio- 
Global performance and application of the model
1
The application of the model is shown in this section in two ways: the first involves a single 2 day simulation for a specific household (labelled in the dataset as "103028"), presented in 3 figure 12. It contains 13 different low-load appliances, which are described in table 9. Figure   4 12 displays the output of the model, for the four categories, when using the listed appliances.
5
As expected, the model predicts usages of different duration and it is able to capture the spikes 6 in the profiles. But, as expected, the model does not resolve for the specific characteristics 7 of the individual appliances, and it does not represent different behaviours between them.
8
However, the more common usage of audio-visual and computing appliances is well captured. 
17
In this we deploy both discrete (Markov) and continuous (survival) time random processes;
18
and for the former we also deploy cluster analysis to effectively partition the state transition 19 probability space.
20
From this we draw the following conclusions: 
26
• The model predicting time varying fractional power demands is surprisingly robust,
27
given that it is modelling aggregates. We find that:
28
-Finer discretisation of temporal states improved predictive power, but these im-1 provements are modest beyond 5 temporal states. 
18
This work forms part of a larger programme of research to reliably predict appliance energy 19 demand using bottom-up techniques for communities of households, and to test strategies 20 for the management of these appliance demands to improve community energy autonomy.
21
The testing and evaluation of these Demand Side Management strategies will be reported in 22 a future paper. 
Hour of day
Audio-visual P (s = s0) P (s = s1) P (s = s2) P (s = s3) P (s = s4) P (s = s5) P (s = s6) P (s = s7) P (s = s8) P (s = s9) P (s = s10) 
Hour of day Other
P (s = s0) P (s = s1) P (s = s2) P (s = s3) P (s = s4) P (s = s5) P (s = s6) P (s = s7) P (s = s8) P (s = s9) P (s = s10) Table 14 : Sum of rated power (W) for all the corresponding lowload appliances in each household, for the 26 houses considered in the dataset. Cases where power is 0.0W are households with devices that have been removed from the modelling (for reasons specified in the text) or household that do not own any of these appliances.
