Most previous studies that assessed task correlated BOLD for quantifying performance of Multiband (MB) acceleration, concluded their findings using summary statistics such as mean t-values within a region of interest (ROI) at the single-subject-level followed by post-hoc comparisons to identify the winning sequences. However, there are no studies so far that directly contrast sequences with and without MB acceleration to see if there is any benefit on the single-subject voxel-wise statistics. This is the first study that directly compares voxel-wise statistics between different sequences with varying acceleration achieved using MB to show that for task based studies, there is no advantage of MB in improving single subject level statistics. However, going from no acceleration to MB factor 4 we see small non-significant improvements in individual subject statistics, which potentially leads to improvements seen at group level with higher acceleration.
Introduction
Functional magnetic resonance imaging (fMRI) is increasingly used as a non-invasive pre-surgical tool for planning function-preserving neurosurgeries for epilepsy and brain tumor patients (Lindquist & Mejia, 2015; Nadkarni et al., 2014; Ni, Wang, Yu, Wu, & Wang, 2019; Wengenroth et al., 2011) . Given the extreme importance of the outcome from such examinations, it is critical to use a scanning sequence that would result in the most robust estimations of activation in different brain regions. Multiband (MB) accelerated scanning that allows the acquisition of magnetic resonance imaging (MRI) signals from more than one spatial coordinate at a time has been tested in over 40 studies with resting state and task-based fMRI (for a detailed overview see Bhandari et al., 2019) . The advantages offered by this acquisition scheme that affords higher sampling rate have been shown in many resting state studies (Feinberg et al., 2010; Griffanti et al., 2014; Koopmans, Boyacioğlu, Barth, & Norris, 2012; Preibisch, Castrillón G., Bührer, & Riedl, 2015) . Several task based fMRI studies also show comparable or better results for MB accelerated sequences (Chen et al., 2015; Demetriou et al., 2018; Moeller et al., 2010; Sahib et al., 2018; Todd et al., 2017) . In our recent study we analysed task based fMRI data acquired with multiple sequences with different MB+SENSE acceleration factors and showed that at group-level, sequences with MB acceleration perform better in terms of voxel-wise t-values (Bhandari et al., 2019) . This was one of only two studies (Boyacioğlu, Schulz, Koopmans, Barth, & Norris, 2015) that quantified and compared the effects of MB acceleration on a group level, voxel-wise statistic. Most other studies that assessed task correlated BOLD for quantifying performance of MB acceleration, concluded their findings using summary statistics such as mean t-values within a region of interest (ROI) at the single subject level (Kiss, Hermann, Vidnyánszky, & Gál, 2018; McDowell & Carmichael, 2018; Sahib et al., 2018 Sahib et al., , 2016 Todd et al., 2016) . However, there are no studies so far that directly contrast sequences with and without MB acceleration, in the same statistical model, to see if there is any benefit on single subject voxel-wise statistics. Comparing within-subject voxel-wise statics is important to better understand the effects of MB acceleration on task based fMRI as it presents a complete picture of the of the advantages and disadvantages of the sequence throughout the brain. ROI approach on the other hand while has the advantage of lower chances of type I and II errors, may be influenced by factors such as ROI selection strategy, size of the ROI as well as within-ROI averaging of the signal, and may lead to higher/lower tvalues due to a subset of voxels in the ROI. Moreover, direct voxel-wise comparison also allows cluster level corrections to ensure the consistency of the effect over a broader network. In this work, we therefore computed within-subject ANOVA that would directly contrast the statistics between sequences to reveal if there is a consistent improvement in the ability to detect the task network with increased acceleration. Finally, as opposed to the post-hoc testing using the ROI approach, this approach presents direct evidence for the impact of MB on single-subject statistics. One important thing to consider while directly comparing the subject level statics coming from different sequences and therefore different sample size within a model is that the subject-level t-values and the critical t-values are estimated using the degrees of freedom that are dependent on the number of samples. Therefore in absence of any standardization (e.g. Z-transformation), the results may be biased towards sequences that have more samples. This complicates the interpretation of the actual benefits of MB at the single subject level. The contrast or the beta maps are not affected by the sampling rate. However, these cannot be used while comparing MB acceleration as one of the side effects of accelerated sampling is the loss in grey-white contrast in the functional images (Bhandari et al., 2019) . This paired to the default global normalization in SPM, which is necessary to homogenize the data coming from different subjects and groups, would result in a spurious difference across acquisition schemes due to different grey-white contrast that results from the shorter acquisition time, which in turn leads to less T1 recovery. One way to directly compare the data coming from two sequences, which result in different total sample numbers, is to use z-statistics. Given the known degrees of freedom and the t-value per voxel, one can calculate p-values and then convert them to z-values (from here on referred to as t-p-z) to make the result normally distributed. While the tstatics can change with the degrees of freedom, the t-p-z transformation allows us to look at a transformed p value (z-distribution), which is not biased by the degrees of freedom. This allows direct comparison of data between sequences within the same statistical model. Alternatively, one can look at the "effect-size" z-values, which requires the normalization of the t-values by dividing them by the square root of the degrees of freedom (from here on referred to as es-z). The es-z transformation normalizes the t-values for the difference in the degrees of freedom, thereby allowing direct comparison. To visualize the impact of higher sampling and the effect of different z-transformations, we drew a vector of 1000 numbers from a mu=0.2 and s=1 random normal distribution to simulate an effect size of d=0.2. The p and t value of a t-test comparing the first n of these numbers against zero, varying n from 50 to 1000 were computed. Both t-p-z and es-z transformations were performed. Figure 1 presents the plots of t, p, t-p-z and es-z and shows that while t, p and t-p-z shows the expected linear (or slightly curvilinear) increase with the increasing data points, the es-z transformation shows a more or less constant values with increasing data points. This is because the es-z transformation reflects the magnitude of BOLD change between conditions and is dependent on the task SNR, which is not expected to change with sampling rate as long as the quality of measurements in terms of the noise remains the same. While this simulation confirms that increasing the statistical power should lead to better t and p estimations, it does not take into account (a) the increased noise and (b) the increased temporal auto-correlation with higher sampling rate. The results of the direct comparison of different MB sequences will thus show if the advantages of higher sampling surpass the negative effects of the increased noise and noise correlation. Figure 1 : Effect of sample size on p, t and z values. We drew a vector of 1000 numbers from a mu=0.2 and s=1 random normal distribution to simulate an effect size of d=0.2, and calculated the p, t and z value of a t-test comparing the first n of these numbers against zero, varying n from 50 to 1000. The t-p-z values were calculated by performing the normal inverse of the Student's t cumulative distribution function. The es-z values were calculated as t/√(n-1). The graphs plot the mean±sem (over the 1000 simulations) of these values as a function of the number of samples (n) considered. For p, the values are plotted on a -log10 scale. Note how for a given effect size (cohen d=0.2) increasing sample size increases p, t, t-p-z values, while es-z values remain stable at a z-value equal to the simulated effect size.
Methods
Subjects, Task and Acquisition: Data were acquired from 24 healthy volunteers (two were excluded due to missing data or technical errors, N=22), on a 3T Philips scanner, using a commercial version of Philips' MB implementation (based on software release version R5.4). A 32-channel head coil was used. Functional data were acquired using different acquisition sequences (see table1). Two types of stimuli were used: Complex actions (CA) showed the hand interacting with the object in typical, goal directed actions. For example, the hand of the actor reached for the lighter placed on the table, grasped it, and lit the candle with it. Complex controls (CC) stimuli had the exact same setting as the CA but the actor's hand did not interact with or manipulate the object on the table, instead, made aimless hand movements. A block was composed of three movies of the same category (CA or CC) and lasted 7s. Each fMRI session was composed of 13 blocks per stimulus category for a total of 26 blocks, presented in a randomized order. The interblock-interval lasted between 8 -12 s and consisted of a fixation cross on a gray and blue background similar to the stimuli background. These sessions were presented to each subject multiple times, showing the same blocks but in different order, with each session acquired with a different acquisition sequence, varying in MB factor (table 1). The order of acquisition was randomized between subjects. Importantly, the duration of the sessions was similar (~8 min), but more functional volumes were acquired during sessions at lower TRs. Two additional sequences were acquired (a 3x3x3.3mm, and a 2.7mm isotropic sequence with MB4 but SENSE 1.5), but these sequences are not relevant for the issue we discuss here and therefore not presented (for details about those see Bhandari et al., 2019) . Preprocessing: Data were preprocessed using SPM12 (Wellcome Trust Centre for Neuroimaging, UCL, UK) with Matlab version 8.4 (The MathWorks Inc., Natick, USA). Briefly, functional images were slice-time corrected and then realigned to the estimated average. Anatomical images were co-registered to the mean functional image, and segmented. The normalization parameters that were generated during segmentation were used to bring all the images to the MNI space. The resampled voxel size for the functional images was 2 × 2 × 2 mm and 1 x 1 x 1 for the anatomical scans.
Subject-level GLM:
Subject level GLM included CA and CC as two separate task predictors with each predictor having 13 blocks of 7s. Regressors included the six motion parameters estimated during realignment, first five principal components of cerebrospinal fluid and five principal components of white matter (total 16 regressors). As by default, the GLM involves a global normalization step, described in the SPM manual (https://www.fil.ion.ucl.ac.uk/spm/doc/spm12_manual.pdf), section 8.7 as "SPM computes the grand mean value = ∑ =1 . This is the fMRI signal averaged over all voxels within the brain and all time points within session s. SPM then implements 'Session-specific grand mean scaling' by multiplying each fMRI data point in session s by 100/g s .". The model included a low-pass filter at 128s and autoregressive correction was performed using the FAST option (Bollmann, Puckett, Cunnington, & Barth, 2018; Todd et al., 2016) . The t-contrast of interest was always CA-CC which activates the Action observation network (AON, Gazzola & Keysers, 2009, Figure 4B ).
To further explore the effect of the sampling, we performed two additional subject-level ANOVAs, one for sequence with MB factor 2 and one for MB factor 4, where we decimated the data to include only the odd data points for MB2 and every 4 th data point in MB4 sequence. This resulted in inclusion of 200 data points for MB2 and 195 data points for MB4 sequence. In the SPM model design, the TR was changed to 1.22*2 and 0.63*4 and the microtime resolution was changed from the default of 16 to 16*2 and 16*4 for MB2 and MB4 sequences respectively. All the other settings were same as described above.
Z transformations: For each subject, two z-transformations were applied to the SPM t-maps of the CA-CC contrast. For the t-p-z transformation, SPM t-maps were converted into z-maps using the normal inversion of the student's t -cumulative density. The z-values for higher t-value (~ t = 5.2) were estimated as infinite using the above function. These z-values were assigned to be 9. For the es-z transformation z-maps were generated by reading out the degrees of freedom estimated by SPM while visualizing the CA-CC contrast, and then using the formula z=t/√(df).
Group-level GLM:
To identify the effect of MB acceleration on voxel-wise, subject-level statistics, two within-subject group-level ANOVAs were performed, one with each type of z-transformation. Z maps were entered for the three sequences. Six pairwise contrasts were computed between the three sequences (MB1>MB2, MB1>MB4, MB2>MB4, MB2>MB1, MB4>MB1, MB4>MB2). All the results were evaluated at q fdr <0.05 and p uncorr <0.01 and cluster threshold of 50 voxels. Two additional within-subject ANOVAs for the full vs. decimated dataset were also computed separately for MB2 and MB4 sequences. Full>decimated and decimated>full contrasts were computed. All the results were evaluated at q fdr <0.05 and cluster threshold of 50 voxels.
To better understand the source of improvement in group level statics with MB (as reported in Bhandari et al., 2019) , we subtracted the t-p-z-maps of MB1 from the t-p-z maps of MB2 and MB4 within the AON (18360 voxels) and another non-task network (18309 voxels) of similar size (see Figure 4B ). The overlap between the two networks is minimal (70 voxels). The cumulative t-p-z values across all subjects were plotted for the two networks to see if we find a skewed distribution that would provide evidence that the benefit of MB acceleration is small and non-significant but may add up to show benefits at group level.
Results
For the t-p-z transformation, the pairwise contrasts between MBs showed no significant results at q FDR <0.05. However, lowering the threshold to p uncorrected <0.01 showed that within the AON, MB4 showed higher z values compared to MB1 and MB2 (see Figure 2 , rows 1-3). There were 1640 voxels for the MB4-MB1 and 523 voxels for MB4-MB2 contrasts within the AON with higher z-values. The opposite contrast (i.e. MB1-MB4 and MB2-MB4) showed no significant voxels within the AON. This shows that while nothing survives after correcting for multiple comparisons, at a lower threshold, sequences with MB4 do show signs of better performance. The difference between MB1 and MB2 was not as well defined and within the AON, MB1 performed slightly better with 66 voxels showing better z-values for MB1-MB2 where as the MB2-MB1 contrast did not show any clusters in the AON. For the es-z transformation, the contrast MB1-MB4 showed five clusters (452 voxels) within the AON that were significant at q fdr <0.05 suggesting that the sequences without MB may perform slightly better. There were no other significant clusters outside the AON. Lowering the threshold to p uncorrected <0.01 showed the similar trend where lower MBs performed better than the higher ones with more significant voxels within the AON (see Figure 2 , rows 4-6). While MB2>MB1, MB4>MB1 and MB4>MB2 showed no significant clusters within the AON, MB1>MB2, MB1>MB4 and MB2>MB4 showed 1164, 4063 and 857 voxels respectively within the AON.
Figure 2:
Pairwise contrasts between the three sequences. Row 1-3 for the t-p-z transformations and 4-6 for es-z transformations. Hot colours represent higher MB-lower MB and the cold colours are the opposite contrast. All the contrasts are evaluated at p uncorrected <0.01 and a cluster threshold of 50 voxels. In grey are the areas that belong to the CA-CC network. It is derived from the group analysis of the same subjects but the data was acquires using a standard sequence with no MB and bigger voxel size (3x3x3.3mm) at q fdr <0.05.
These contradicting results from different z-transformations require further analysis to understand which of the two transformations reflect the truth. However, since different sequences differ in more aspects (such as tSNR and grey white matter CNR) than in just the sampling rate, we analysed the decimated dataset against the full dataset for MB2 and MB4 sequences to see how number of samples alone affect the results. Since all the other image aspects are identical in full vs decimated data, we expected the full data to show better results than the decimated data due to the higher number of time points in the full data. For the t-p-z transformation we found no significant differences between the full and decimated versions of MB2 and MB4 data at q FDR <0.05. Surprisingly, for the es-z transformation, for both MB2 and MB4 sequences, the decimated data performed significantly better than the full data at q FDR <0.05 ( Figure  3 ). This suggests that the es-z transformation penalizes the sequences with more samples and cannot be used as an objective measure to compare different MB sequences. To get a better idea about which sequence would 'win' for task-based fMRI, we plotted the cumulative (over subjects) t-p-zMB4 minus t-p-zMB1 histogram within the AON and within another nontask related network ( Figure  4B ). Figure 4A presents these histograms. While comparing the histogram (in blue) to its mirror (in orange), it is clear that for MB4 that the data is slightly positively skewed for the voxels in AON (pointed by the arrow) but not for the non-task network. This is not true for MB2 sequence. This confirms that going from MB1 to MB4, one can expect slightly higher z values in the network of interest for sequences with MB acceleration, but they are not enough to improve the subject level statistics, but potentially improves the group level results. (a) Cumulative plots across subjects separately for t-p-z map for MB2-MB1 and MB4-MB1 within CA-CC mask and within another network mask of similar size. In blue are the original histogram and in orange is the mirror of the same to aid the visualization of the skewness. MB2-MB1 does not show skewness for any of the networks, but MB4-MB 1 shows a small deviation from normality (see black arrow) for the task network but not the other network where we do not expect any change. (b) Blue shows the task network (18360 voxels) and in pink is a network of similar size (18309 voxels). The overlap between these two networks is minimal (70 voxels).
Discussion
This is the first study that directly compares voxel-wise statistics between different sequences with varying acceleration achieved using MB technology to show that for task based studies, there is no significant advantage of MB in improving single subject level statistics. However, going from MB1 to MB4 we see small non-significant improvements in individual subject statistics which then potentially lead to improvement at group level. Our study is in line with other studies that use summary statistics with task based fMRI to show that the results of MB acceleration are comparable or slightly better (Boubela, Kalcher, Nasel, & Moser, 2014; Boyacioğlu et al., 2015; Moeller et al., 2010) . Directly comparing data coming from two sequences is not straightforward. Using the parameter estimates (Beta and con) for direct voxel-wise comparison of sequences with and without MB acceleration is not recommended, as the CNR is higher with longer TR leading to TR dependent scaling (Bhandari et al., 2019) . This is due to the fact that global mean scaling, which is a default setting in SPM to bring the time series from subjects and groups to a common scale creates systematic biases when the CNR differs between conditions, and therefore makes the interpretation of results tricky. T-statistics should not be compared directly either, as for the same amount of acquisition time, many more samples are acquired for MB accelerated sequences, which results in higher degrees of freedom and therefore higher t-values, and higher critical t-values (i.e. the t-value above which a result is significant). Z-transformation of the t-statistics appears to be a logical way to enable a direct comparison of two sequences with different TRs (with different numbers of acquired voxels) in terms of signal to noise ratio for detecting functional activations. A common way of transforming t-statistics is using the normal inverse of the student's t cumulative density. This form of z-transformation maps the p value of a GLM onto a normal distribution, but remains a metric of significance, which should increase with higher statistical power. We also compared another way of transforming the data which is performed by dividing the t-values with the square root of the degrees of freedom. However, we found this transformation not to be a suitable as it penalized the data with higher degrees of freedom, leading to results that showed that sequences with no MB perform better than the sequences with MB. Since the tSNR decreases with increasing acceleration, this could be a valid result. However, when we decimated the data coming from MB2 and MB4 sequences, we found that the decimated sequences gave higher z values as compared to the full data set. Since the decimated data only differed in the number of samples and all the other image parameters are the same, the z values can either remain unchanged (if no additional information is added by the extra data points) or can increase due to the higher statistical power. This provides a clear evidence for the fact that this method of z-transformation is not appropriate while comparing sequences with different sampling rate. This study have several weakness and strengths. While t-p-z conversion seems an appropriate way of comparing different sequences, the t values higher than ~5.2 are assigned as infinite. We then replace those values with a 'high' z-value of 9. This scenario is not ideal and may have a small impact on the results. However, this is the first study to combine the a large enough sample size (N=22), use of a cognitive task that activates a large network of brain regions and uses a stringent contrast to provide a direct comparison of different sequences, showing that at single-subject voxel-wise level, MB offers limited benefits for task based fMRI. However, these small advantages at single subject level potentially translate into small but significant improvements at group level.
