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Abstract
This paper shows a mean (using multilinear alternating forms) of getting unimodular vectors
in a module over a commutative ring, without noetheriannity hypothesis. We show an elementary
approach of Serre’s splitting off theorem, Bass’s stable range and cancellation theorems and Forster–
Swan’s theorem.
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Résumé
Nous présentons un moyen (utilisant les formes multilinéaires) d’obtenir des vecteurs unimodu-
laires dans des modules sur des anneaux commutatifs, sans hypothèse noethérienne. Nous montrons
une approche élémentaire du Serre’s splitting off theorem, des Bass’s stable range and cancellation
theorems et du Forster–Swan’s theorem.
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1. Introduction
1.1. Motivation et bref historique
Voici quelques questions initiales, indépendantes a priori, mais liées en réalité (voir
[6,8] ou [4], par exemple) :
– (Autour du théorème de Serre) Dans un module, à quelle(s) condition(s) existe-t-il
un sous-module facteur direct et libre (de rang t) ? Nous verrons que, dans le cas
particulier d’un A-module de présentation finie, il suffit que, localement, le module
contienne un facteur direct libre de rang t + dim(A).
– (Autour du théorème de simplification de Bass) Dans un A-module, s’il existe un
vecteur V unimodulaire modulo un scalaire a ∈ A, peut-on trouver un vecteur W
unimodulaire ? Nous montrerons qu’il suffit, par exemple, que le scalaire a soit dans
l’image d’une forme n-linéaire alternée où n > dim(A). Ce résultat sera ensuite géné-
ralisé.
– (Autour du théorème de Forster–Swan) Peut-on majorer le cardinal d’un système gé-
nérateur d’un module de type fini (sur un anneau commutatif) ? Des réponses positives
existent déjà : elles font intervenir la dimension de l’anneau de base (ou de ses quo-
tients) et les cardinaux de systèmes générateurs locaux. Nous expliquerons comment
les formes multilinéaires alternées et les idéaux transporteurs peuvent répondre au pro-
blème.
Pour toutes ces questions, se donner une dimension adéquate pour les anneaux commu-
tatifs a une certaine importance. Établissons un bref historique sur la question particulière
du cardinal des systèmes générateurs d’un A-module M de type fini. Dans [7], Forster uti-
lise la dimension de Krull (que nous notons K-dim) et publie un résultat de référence, sous
deux formes :
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– puis un second majorant « brut » : K-dim(A) + t si M est engendré localement par
t vecteurs.
Après la dimension de Krull naturelle utilisée par Forster, la dimension j-dim (liée au
spectre maximal de l’anneau de base) a été étudiée, notamment par Swan dans [11] ou
Eisenbud et Evans dans [6] (en particulier j-dimK-dim). Par exemple, Swan a généralisé
le résultat de Forster en donnant :
– un premier majorant « raffiné » : maxp∈j (A),p∈Supp(M) j- dim(A/p) + μp(M) où j (A)
désigne les idéaux premiers intersections d’idéaux maximaux de A ;
– un second majorant « brut » : j-dim(A)+ t si M est engendré localement par t vecteurs.
Notons que tous les travaux ci-dessus ont été réalisés dans un cadre noethérien.
À son tour, mais sur un terrain non noethérien, Heitmann a proposé dans [8] une nou-
velle J-dim (en particulier le J-spectrum contient le j-spectrum, avec égalité en situation
noethérienne) et également une δ-dim, ainsi que deux majorants :
– un majorant « raffiné » : maxp δ- dim(A/p) + μp(M) ;
– un majorant « brut » : δ- dim(A)+ t lorsque M est engendré localement par t vecteurs.
Pour répondre à ces problèmes dans un cadre constructif (et non noethérien également),
une nouvelle dimension, notée H-dim, a été inventée dans [4]. En particulier, on a H-dim
J- dim. Les auteurs ont déterminé (seulement)
– un majorant « brut » : H-dim(A) + t si M est engendré localement par t vecteurs.
Cependant, dans [4], et contrairement aux travaux précédents, on voit une détermination
directe de ce majorant « brut », sans passer par un majorant « raffiné » préalable.
Dans le présent document, on ne fait aucune hypothèse noethérienne. Notre objectif
est de donner des démonstrations relativement simples et originales de certains théorèmes
classiques liés aux questions préliminaires ci-dessus. Ceci a déjà été fait dans [4] avec
la dimension H-dim « Bass’s stable range theorem », « Serre’s splitting off theorem » et
« Forster–Swan’s theorem » en partie. Cela étant dit, nous nous distinguons de [4] par
– nos outils : formes multilinéaires alternées, idéaux transporteurs, modules ( fortement)
réductibles, rang alterné, et le moins de matrices possible ;
– nos résultats : un théorème de Serre généralisé (Corollaire 3.5), une extension du
« Stable range theorem » (Lemme 3.6), un « Bass’s cancellation theorem » avec la
H-dim (Corollaire 3.9), une généralisation du « Forster–Swan’s theorem » sous deux
formes :
– (Corollaire 4.10) un premier majorant « brut » lié à aux formes multilinéaires alternées
du module M ;
– (Corollaire 4.12) un second majorant « raffiné » avec la H-dim, manquant à [4].
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re’s splitting off theorem » construit sous certaines conditions un sous-module libre (de
rang t) facteur direct :
M = AW1 ⊕ · · · ⊕ AWt ⊕ M ′.
Dans cette situation, on trouve facilement une forme t-linéaire alternée valant 1 en
(W1, . . . ,Wt ). On montre (Lemme 3.1) l’équivalence entre l’existence d’une forme
t-linéaire alternée valant 1 et l’existence d’un facteur direct libre de rang t . C’est ainsi
que l’on envisage la notion de facteurs directs libres par l’intermédiaire des formes multi-
linéaires alternées (avec lesquelles on peut faire des calculs explicites).
Toute la Section 2 développe une petite machinerie (Corollaire 2.13 par exemple) per-
mettant d’obtenir des vecteurs dont l’image vaut 1 par une forme multilinéaire, et ceci à
partir d’une seule condition initiale (cette condition étant satisfaite lorsque l’on considère
les dimensions K-dim(A), J-dim(A) ou H-dim(A) : Propositions 2.4 et 2.11).
À travers les Sections 3 et 4, nous avons essayé de mettre en évidence le fait que cette
condition initiale permet d’obtenir tous les théorèmes cités précédemment. Enfin, nous
avons pris soin d’écrire les énoncés le plus explicitement possible, quitte à être souvent
redondant.
1.2. Définition de la H-dim
Notations.
– A sera toujours un anneau commutatif ;
– on note respectivement
√
0 le radical nilpotent (intersection des idéaux premiers) et
Rad(A) celui de Jacobson (intersection des idéaux maximaux) ;
– en particulier, tout élément de 1 + Rad(A) est inversible dans A ;
– M∗ désigne le dual d’un A-module M ;
– pour un A-module M , le A-module des formes k-linéaires de M est noté Lk(M), et
celui des formes k-linéaires alternées est noté Lka(M) ;
– pour deux sous-A-modules K et J , le transporteur de K dans J est l’idéal
(J : K) = {x ∈ A | xK ⊂ J } = Ann(K mod J ) ;
– on note K-dim(A) la dimension de Krull de l’anneau A.
Théorème 1.1. (voir [5]) Soit A un anneau commutatif. Pour tout élément x ∈ A, on pose
Nx = xA + (
√
0 : xA) (Nx est dit idéal-bord de x pour la K-dim). On a alors
K-dim(A) d ⇐⇒ ∀x ∈ A, K-dim(A/Nx) d − 1
en posant K-dim({0}) = −1.
570 L. Ducos / Journal of Algebra 297 (2006) 566–583Définition 1.2. (voir [4]) Pour un élément x d’un anneau commutatif A, on définit l’idéal-
bord de x pour la H-dim par
Jx := xA +
(
Rad(A) : xA).
Pour un anneau commutatif A, on dit que H-dim(A) d lorsque pour tout élément x ∈ A,
l’anneau A/Jx est de H-dim inférieure ou égale à d − 1, avec H-dim({0}) = −1.
Lemme 1.3.
– Les anneaux A de H-dim nulle sont les anneaux pseudo-locaux (dont les anneaux
semi-locaux sont un cas particulier), i.e. les anneaux vérifiant xA + (Rad(A) : xA) =
A pour tout x ∈ A, ou encore les anneaux vérifiant K-dim(A/Rad(A)) = 0.
– H-dim(A)K-dim(A) et on a l’égalité si A est un anneau de Jacobson, par exemple.
– La H-dim d’un quotient de A est inférieure ou égale à celle de A.
2. Formes multilinéaires alternées
Dans la plus part des lemmes, théorèmes et corollaires de ce document, il apparaît
l’hypothèse qu’un module est supposé (fortement) n-réductible. Cette hypothèse (assez
obscure au premier abord) montre que des simples formes multilinéaires permettent d’ex-
pliquer les résultats. Par ailleurs, la Proposition 2.4 permet de remplacer cette hypothèse
par la condition (moins générale certes, mais tout-à-fait compréhensible) n > H-dim(A),
ou a fortiori par n > K-dim(A). C’est pourquoi la Proposition 2.4 est vraiment cruciale.
2.1. Modules réductibles
Propriété 2.1. Soit M un A-module et un entier n 1. Les assertions suivantes sont équi-
valentes :
(∗1) Pour tous vecteurs V1, . . . , Vn et toute forme n-linéaire alternée f ∈ Lna(M), pour
tout vecteur V ∈ M et toute forme linéaire μ ∈ M∗ tels que
A = Aμ(V ) + Af (V1, . . . , Vn)
il existe V ′ ∈ V + 〈V1, . . . , Vn〉 tel que
A = Aμ(V ′) +
n∑
i=1
Af (V1, . . . , Vi−1,V ′,Vi+1, . . . , Vn).
En particulier, V ′ est unimodulaire.
(∗2) Pour tous vecteurs V1, . . . , Vn ∈ M et formes linéaires μ1, . . . ,μn ∈ M∗ tels que
μj (Vi) = aδij pour i  j (où δ est le symbole de Kronecker et a ∈ A), pour tout
vecteur V ∈ M et toute forme linéaire μ ∈ M∗ vérifiant Aμ(V ) + aA = A, il existe
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que μ′(V ′) = 1.
Démonstration. (∗2) ⇒ (∗1) : poser a = f (V1, . . . , Vn) et considérer les formes linéaires
μi(∗) = f (V1, . . . , Vi−1,∗,Vi+1, . . . , Vn)
(∗1) ⇒ (∗2) : poser f = μ1 ∧ · · · ∧μn : on obtient alors a2n = f (aV1, . . . , aVn). Comme
A = Aμ(V ) + aA = Aμ(V ) + a2nA, l’assertion (∗1) fournit V ′ ∈ V + 〈aV1, . . . , aVn〉 et
μ′ ∈ 〈μ,μ1, . . . ,μn〉 vérifiant μ′(V ′) = 1. 
Définition 2.2. Nous dirons que le A-module M est n-réductible lorsque les assertions (∗1)
et/ou (∗2) sont vérifiées.
Remarque 2.3. Si un module est n-réductible alors il est également m-réductible pour tout
m n.
La Proposition 2.4, et sa démonstration, sont des reformulations du Lemme 5.1 de [4].
Proposition 2.4. (voir [4]) Tout A-module est n-réductible si n > H-dim(A), ou a fortiori
si n > K-dim(A).
Démonstration. Pour n = 0, la proposition est creuse, donc vraie. Par récurrence sur n,
montrons que la propriété (∗2) est toujours réalisée lorsque H-dim(A) < n.
Soit n 1 et admettons le résultat lorsque H-dim(A) < n − 1. Posons b = μn(V ) et Jb
l’idéal-bord de b. Par définition de la H-dim, le quotient A/Jb est de dimension strictement
inférieure à n − 1. On applique alors l’hypothèse de récurrence. On en déduit l’existence
de
V ′ ∈ V + a〈V1, . . . , Vn−1〉 ⊂ M et μ′ ∈ 〈μ,μ1, . . . ,μn−1〉 ⊂ M∗
tels que A = Aμ′(V ′) + Jb = Aμ′(V ′) + bA + (Rad(A) : b). Comme μn(Vi) = 0 pour
i < n, nous avons μn(V
′) = μn(V ) = b et donc A = Aμ′(V ′) + Aμn(V ′) + (Rad(A) : b).
Soit y ∈ (Rad(A) : b) réalisant
A = 〈μ′,μn〉(V ′) + yA et by ∈ Rad(A).
Par ailleurs V ′ − V est multiple de a, nous avons donc Aμ(V ′) + aA = Aμ(V ) + aA qui
vaut A par hypothèse. Ainsi
A = N∗(V ′) + ayA où N∗ = 〈μ,μ′,μn〉.
Posons alors V ′′ := V ′ − ayVn ∈ V + a〈V1, . . . , Vn〉 et prouvons que A = N∗(V ′′), ou de
manière équivalente A = N∗(V ′′)+ Rad(A), en calculant modulo I = N∗(V ′′)+ Rad(A).
Comme V ′′ − V ′ est multiple de ay, on a A = N∗(V ′′) + ayA, et les scalaires a et y sont
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dire b = a2y mod I , et donc b inversible modulo I . N’oublions pas que by ∈ Rad(A) ⊂ I .
Ainsi nous prouvons que by est nul et inversible modulo I , donc I = A : il existe μ′′ ∈ N∗
tel que μ′′(V ′′) = 1. 
Corollaire 2.5 (Bass’s stable range theorem). 1 Considérons un entier n  1 et des élé-
ments a, b1, . . . , bn d’un anneau A tels que A = 〈a, b1, . . . , bn〉.
– Si An est n-réductible alors il existe des b′i ∈ bi + aA tels que A = 〈b′1, . . . , b′n〉.
– En particulier, si n > H-dim(A) alors il existe des b′i ∈ bi + aA tels que A =〈b′1, . . . , b′n〉.
Démonstration. Poser M = An, {μ1, . . . ,μn} duale de la base canonique de M ,
{V1, . . . , Vn} la base canonique de M multipliée par a, V = (b1, . . . , bn) et μ ∈ M∗ tels
que 1 ∈ μ(V ) + aA. Utiliser la propriété (∗2) pour terminer. 
Exemple 2.6. Soit S le monoïde multiplicatif engendré dans Z par 5 et tous les nombres
premiers congrus à ±1 mod 5. Alors A = S−1Z est un anneau principal, ayant une infi-
nité d’idéaux maximaux (donc de Jacobson), de dimension 1 (comme Z) et toute classe
inversible modulo un idéal I contient un nombre premier p congru à 1 mod 5, i.e. p ∈ S
et donc inversible dans A (utiliser le théorème chinois et le théorème de Dirichlet). La
propriété (∗2) est vérifiée par An pour n = 1 car les formes linéaires de A sur A sont sim-
plement les multiplications par des scalaires. . . . Conclusion : ici, An est n-réductible pour
n = 1, bien que H-dim(A) = K-dim(A) = 1 < n.
2.2. Modules fortement réductibles
Notations.
– 〈f1(Mn), . . . , fs(Mn)〉 désigne l’idéal engendré dans A par les images des applica-
tions n-linéaires f1, . . . , fs .
– Lorsque W ′ est un vecteur, 〈f1(W ′,Mn−1), . . . , fs(W ′,Mn−1)〉 désigne l’idéal de A
engendré par les images des applications (n − 1)-linéaires alternées f1(W ′,∗), . . . ,
fs(W
′,∗).
Par exemple, avec ces notations et celles de la propriété (∗1), en posant de plus N =
〈V1, . . . , Vn〉 ⊂ M , voici l’implication vérifiée par un module n-réductible :
A = Aμ(V ) + Af (V1, . . . , Vn) ⇒ A = Aμ(V ′) +
〈(
V ′,Nn−1
)〉
.
Définition 2.7. Soit M un A-module et un entier n 1. Nous dirons que M est fortement
n-réductible lorsque :
1 Version à comparer avec celle du Lemme 3.6 où M serait An , t = 1, C = (b1, . . . , bn), ou celle du Corol-
laire 4.7 où M serait A.
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f ∈ Lna(M), pour tout vecteur V ∈ M et toute forme linéaire μ ∈ M∗ tels que
A = Aμ(V ) + Af (V1, . . . , Vn) + I
il existe V ′ ∈ V + N où N = 〈V1, . . . , Vn〉 tel que
A = Aμ(V ′) + 〈f (V ′,Nn−1)〉+ I.
En particulier, V ′ est unimodulaire modulo I .
Remarque 2.8.
– Tout module fortement n-réductible est n-réductible (poser I = (0)).
– Si un module est fortement n-réductible alors il est fortement m-réductible pour
tout m n également.
Lemme 2.9. Soit M un A-module et un entier n  1. Si pour tout élément α ∈ A le
(A/αA)-module M/αM est n-réductible, alors M est fortement n-réductible.
Remarque 2.10. La réciproque est bien sûr fausse en général car les formes (A/αA)-
linéaires ne se déduisent pas des formes A-linéaires.
Démonstration. Soit un élément α ∈ I tel que 1 ∈ Aμ(V ) + f (V1, . . . , Vn)A + α. On
utilise la propriété (∗1) avec le (A/αA)-module M/αM qui est n-réductible : les formes
A-linéaires μ et f induisent naturellement des formes (A/αA)-linéaires. Ainsi, il existe
V ′ = V + V ′′ mod αM où V ′′ ∈ N , tel que A = Aμ(V ′) + 〈f (V ′,Nn−1)〉 mod αA.
D’ailleurs cette égalité est valable pour tous les vecteurs V ′ de la classe V + V ′′ + αM , et
en particulier, pour V + V ′′ ! 
Proposition 2.11. Tout A-module est fortement n-réductible si n > H-dim(A) : en effet,
tout quotient de A est de dimension inférieure ou égale à n et la Proposition 2.4 permet de
conclure. A fortiori, il en est de même si n > K-dim(A).
Dans le Théorème 2.12, nous utilisons un sous-module quelconque N ⊂ M et un idéal
K de A : le sous-module N permet simplement de contrôler un peu mieux le sous-module
« affine » contenant le vecteur V ′ ∈ V + N . Ceci est indispensable dans les Sections 3.2
et 4. Quant à l’idéal K , il sera utile dans la Section 4.2. Dans la Section 3, nous poserons
systématiquement K = (0).
2 Écrire « pour tout idéal I » ou « pour tout idéal I de type fini » ou « pour tout idéal I monogène » conduit à
des assertions équivalentes.
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alternées f1, . . . , fs ∈ Lna(M), un vecteur V ∈ M et une forme linéaire μ ∈ M∗ tels que
A = Aμ(V ) + 〈f1(Nn), . . . , fs(Nn)〉+ K.
Si M fortement n-réductible alors il existe V ′ ∈ V + N tel que
A = Aμ(V ′) + 〈f1(V ′,Nn−1), . . . , fs(V ′,Nn−1)〉+ K.
En particulier, V ′ est unimodulaire modulo K .
Démonstration. Faisons la preuve de ce théorème juste dans le cas suivant :
1 ∈ Aμ(V ) + Af1(V1,V2) + Af2(V3,V4) + K où Vi ∈ N.
Le cas général (s et n quelconques et les fi répétés) se démontre de manière tout-à-fait
analogue, mais avec des notations un peu plus lourdes.
Comme M est fortement n-réductible, on déduit de A = Aμ(V )+Af1(V1,V2)+ I , où
I = Af2(V3,V4) + K , l’existence d’un vecteur V ′ ∈ V + 〈V1,V2〉 tel que
A = Aμ(V ′) + 〈f1(V ′,N)〉+ I.
On considère alors une forme linéaire μ′ ∈ Aμ + 〈f1(∗,N)〉 telle que
A = Aμ′(V ′) + Af2(V3,V4) + K.
Une nouvelle fois, mais avec I = K seulement, comme M est fortement n-réductible,
il existe V ′′ ∈ V ′ + 〈V3,V4〉 ⊂ V + N tel que A = Aμ′(V ′′) + 〈f2(V ′′,N)〉 + K , d’où
finalement A = Aμ(V ′′) + 〈f1(V ′′,N),f2(V ′′,N)〉 + K . 
Voici enfin le résultat technique clef pour la suite du document :
Corollaire 2.13. Soit deux A-modules N ⊂ M , K un idéal de A, n,h, t ∈ N vérifiant
n = h + t , des formes n-linéaires alternées f1, . . . , fs ∈ Lna(M), une forme t-linéaire (pas
nécessairement alternée) g ∈ Lt(M) et un t-uplet C = (C1, . . . ,Ct ) ∈ Mt tels que
A = Ag(C) + 〈f1(Nn), . . . , fs(Nn)〉+ K.
Si M est fortement (h + 1)-réductible, alors il existe C′ ∈ C + Nt tel que
A = Ag(C′) + 〈f1(C′,Nh), . . . , fs(C′,Nh)〉+ K.
Il existe donc une forme t-linéaire g′ ∈ Lt(M) telle que g′(C′) − 1 ∈ K .
Si de plus g est alternée, g ∈ Lta(M), alors il existe g′ ∈ Lta(M) tel que g′(C′)− 1 ∈ K .
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Soit t  1 et admettons le résultat pour t − 1. Maintenant, puisque
A = Ag(C1, . . . ,Ct ) +
〈
f1
(
Nn
)
, . . . , fs
(
Nn
)〉+ K
on peut appliquer le Théorème 2.12 avec le triplet (A,M,n) car n h+ 1. Ainsi, la forme
linéaire g(∗,C2, . . . ,Ct ) et les formes n-linéaires alternées f1, . . . , fs donnent naissance à
C′1 ∈ C1 + N tel que
A = Ag(C′1,C2, . . . ,Ct ) +
〈
f1
(
C′1,Nn−1
)
, . . . , fs
(
C′1,Nn−1
)〉+ K.
Ensuite on fixe définitivement C′1 dans cette égalité et on applique l’hypothèse de récur-
rence au rang t − 1 : il existe (C′2, . . . ,C′t ) ∈ (C2, . . . ,Ct ) + Nt−1 tel que
A = Ag(C′) + 〈f1(C′,Nh), . . . , fs(C′,Nh)〉+ K
où C′ = (C′1, . . . ,C′t ). 
3. Vecteurs unimodulaires et facteurs directs
3.1. Théorème de Serre
Lemme 3.1. Sur un A-module M , on considère une forme t-linéaire alternée f ∈ Lta(M)
et des vecteurs W1, . . . ,Wt ∈ M tels que 1 = f (W1, . . . ,Wt ). Alors il existe deux applica-
tions linéaires φ et φ˜ telles que φ˜ ◦ φ = IdAt :
φ :At −→ M φ˜ :M −→ At⎛
⎝
a1
...
at
⎞
⎠ −→
t∑
i=1
aiWi, V −→
⎛
⎝
f (V,W2, . . . ,Wt )
...
f (W1, . . . ,Wt−1,V )
⎞
⎠ .
En particulier, cela prouve 〈W1, . . . ,Wt 〉  At .
On note f  :Mt+1 → M l’application linéaire alternée f  = f ∧ IdM . Ainsi, l’endo-
morphisme P :V → f (W1, . . . ,Wt ,V ) de M est une projection dont le noyau a pour base
{W1, . . . ,Wt }. Au passage, on remarque la formule de Cramer :
∀V ∈ AW1 ⊕ · · · ⊕ AWt, V =
t∑
i=1
f (W1, . . . ,Wi−1,V ,Wi+1, . . . ,Wt )Wi.
Enfin, on a φ ◦ φ˜ + P = IdM et M = AW1 ⊕ · · · ⊕ AWt ⊕ M ′ où M ′ = imP = ker φ˜.
Réciproquement, lorsqu’il existe dans M un facteur direct libre de rang t , noté
AW1 ⊕ · · · ⊕ AWt , on construit la forme t-linéaire f = μ1 ∧ · · · ∧ μt pour obtenir
1 = f (W1, . . . ,Wt ) : les μi sont les formes linéaires « coordonnées » associées aux Wi .
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∧n
M :
Ta(M,n) = 〈f (Mn) | f ∈ Lna(M)〉. Nous dirons que le module M est de rang alterné su-
périeur ou égal à n lorsque A = Ta(M,n).
Remarque. Comme Ta(M,n−1) ⊃ Ta(M,n) pour tout n, il est clair que si A = Ta(M,n)
alors A = Ta(M,m) pour tout m n.
Lemme 3.3. (voir [2,3,10])
– Si M est un A-module de présentation finie alors ∧n M l’est également.
– Si M est un A-module de présentation finie, N un A-module quelconque, S une partie
multiplicative de A alors les S−1A-modules S−1HomA(M,N) et HomS−1A(S−1M,
S−1N) sont isomorphes.
En particulier, en posant N = A, on obtient que pour toute partie multiplicative
S ⊂ A, on a l’égalité Ta(S−1M,n) = S−1Ta(M,n) car S−1(M∗) et (S−1M)∗ sont
isomorphes.
– Ainsi, en utilisant le Lemme 3.1 avec un A-module M de présentation finie, on montre
que M est de rang alterné supérieur ou égal à n si et seulement si tout localisé de M
(en un idéal premier/maximal) contient un facteur direct libre de rang supérieur ou
égal à n.
Exemple 3.4.
– Si, localement, un module de présentation finie contient un facteur direct libre de
rang h + t où h = H-dim(A), alors ce module est simultanément fortement (h + 1)-
réductible et de rang alterné supérieur ou égal à h + t .
– En particulier, c’est le cas d’un A-module projectif de type fini localement de rang
supérieur ou égal à H-dim(A) + t .
Ces deux conditions (être fortement (h + 1)-réductible et de rang alterné supérieur ou
égal à h+ t) sont à la base du Corollaire 3.5 et des résultats de la Section 3.2. Par ailleurs,
nous allons utiliser le Corollaire 2.13 en posant systématiquement K = (0).
Corollaire 3.5 (Generalised Serre’s splitting off theorem).
– Soit un A-module M fortement (h+1)-réductible et de rang alterné supérieur ou égal
à h + t . Alors il existe W1, . . . ,Wt ∈ M et g′ ∈ Lta(M) tels que 1 = g′(W1, . . . ,Wt ).
– En particulier, si M est un A-module projectif de type fini localement de rang supérieur
ou égal à H-dim(A) + t , alors M contient un facteur direct libre de rang t .
Démonstration. Cas particulier du Corollaire 2.13 avec g = 0, K = (0), N = M et n =
h + t .
Poser h = H-dim(A). 
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La section suivante est comparable aux pages 45–47 de [1] :
Lemme 3.6 (Extended stable range theorem). Soit une forme t-linéaire (alternée ou pas)
g ∈ Lt(M) et C = (C1, . . . ,Ct ) ∈ Mt tels que A = Ag(C) + aA où a ∈ A.
– Si M est fortement (h + 1)-réductible et de rang alterné supérieur ou égal à h + t ,
alors il existe une forme t-linéaire g′ ∈ Lt(M) et un t-uplet C′ ∈ C + aMt tels que
g′(C′) = 1, et par suite, tous les vecteurs composant C′ sont unimodulaires.
Si de plus g est alternée, alors g′ peut-être choisie alternée également.
– En particulier, si M est un A-module de présentation finie contenant localement un
facteur direct libre de rang h + t , alors il existe un t-uplet C′ ∈ C + aMt tel que⊕t
i=1 AC′i soit facteur direct libre de M .
Démonstration. On a A = Ag(C) + aA, donc A = Ag(C) + anA en posant n = h + t .
De plus il existe des applications n-linéaires alternées f1, . . . , fs ∈ Lna(M) telles que A =
〈f1(Mn), . . . , fs(Mn)〉, donc
A = Ag(C) + an〈f1(Mn), . . . , fs(Mn)〉= Ag(C) + 〈f1(aMn), . . . , fs(aMn)〉.
On applique alors le Corollaire 2.13 avec N = aM et K = (0).
Poser h = H-dim(A) et utiliser le Lemme 3.3. 
Remarque 3.7. Le « Splitting off theorem » se déduit de ce Lemme 3.6 en posant simple-
ment a = 1.
Lemme 3.8. Soit Q et M deux A-modules tels que Q×A et M×A soient isomorphes. S’il
existe un entier n  1 tel que M soit fortement n-réductible et de rang alterné supérieur
ou égal à n, alors Q et M sont isomorphes.
Démonstration. Q × A et M × A sont isomorphes : notons (V , a) ∈ M × A l’image
de (0,1) ∈ Q × A par cet isomorphisme. Comme (0,1), et donc son image (V , a), sont
unimodulaires, le vecteur V est unimodulaire modulo a. On applique alors le Lemme 3.6
(en posant t = 1 et h = n − 1) au vecteur V : il existe V ′ = V + aW ∈ M et μ ∈ M∗ tels
que μ(V ′) = 1. Considérons l’endomorphisme de M × A défini par
(
X
α
)
−→
(
1 W
−aμ(∗) μ(V )
)(
X
α
)
=
(
X + αW
−aμ(X) + αμ(V )
)
.
Il s’agit d’un morphisme qui envoie (V , a) sur (V ′,0) et qui est bijectif, d’inverse
(
X
α
)
−→
(
1 −W
0 1
)(
1 0
aμ(∗) 1
)(
X
α
)
=
(
X − aμ(X)W − αW
aμ(X) + α
)
.
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morphisme de M × A qui envoie (V ′,0) sur (0,1) :
(xV ′ + X,y) −→ (yV ′ + X,x) où AV ⊕ M ′ = M et X ∈ M ′.
La composition de tous ces isomorphismes donne Q × A  M × A en envoyant (0,1)
sur (0,1), ce qui prouve le résultat par passage au quotient. 
Corollaire 3.9 (Bass’s cancellation theorem with H-dim).
– Soit P , M1 et M2 trois A-modules (P supposé de plus projectif de type fini) tels que
M1 ⊕P et M2 ⊕P soient isomorphes. Si M1 est de rang alterné strictement supérieur
à H-dim(A) alors M1 et M2 sont isomorphes.
– En particulier, tout A-module M2 stablement libre de rang strictement supérieur à
H-dim(A) est libre (Big rank theorem).
Démonstration. Quitte à « boucher » P par un facteur direct, on peut supposer P = Ak .
En posant M = M1 ⊕ Ak−1 et Q = M2 ⊕ Ak−1, on voit que d’une part M est de rang
alterné nH-dim(A)+ 1, et d’autre part M est fortement n-réductible car n > H-dim(A).
Il ne reste plus qu’à utiliser (k fois) le Lemme 3.8 pour conclure.
Poser M1 = Ar (avec r > H-dim(A)) et P = Ak . 
4. Systèmes générateurs d’un module de type fini
Dans toute cette section, on se placera essentiellement sous l’hypothèse At+n fortement
(h+ 1)-réductible, où n = h+ t . On rappelle que cela est toujours vrai quel que soit t ∈ N
lorsque hH-dim(A), par exemple.
Lemme 4.1. Soit trois entiers n,h, t ∈ N où n = h+ t . On considère la matrice carrée ci-
dessous où L ∈ Mt,n(A), L′ ∈ Mn,t (A) et Idi désigne la matrice identité en dimension i :
(
a Idt L
L′ b Idn
)
.
On note respectivement C1, . . . ,Ct ,V1, . . . , Vn ∈ At+n les colonnes de cette matrice car-
rée. Soit K ⊂ A un idéal tel que A = aA + bA + K .
Si At+n est fortement (h+ 1)-réductible alors il existe des C′i ∈ Ci +〈V1, . . . , Vn〉 pour
tous les i ∈ {1, . . . , t} et g′ ∈ Lta(At+n) tels que g′(C′1, . . . ,C′t ) − 1 ∈ K .
Démonstration. On pose M = At+n et {π1, . . . , πt+n} sa base duale canonique, on pose
g = π1 ∧ · · · ∧ πt , f1 = πt+1 ∧ · · · ∧ πt+n, C = (C1, . . . ,Ct ) et N = 〈V1, . . . , Vn〉. Il vient
alors g(C) = at et f1(V1, . . . , Vn) = bn. On peut appliquer le Corollaire 2.13 (avec s = 1)
car A = atA+ bnA+K : il existe un t-uplet C′ ∈ C +Nt et une forme t-linéaire alternée
g′ ∈ Lta(M) tels que g′(C′) − 1 ∈ K . 
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Lemme 4.2 (Nakayama’s lemma). Soit deux A-modules N ⊂ M de type fini et K un idéal
de A. Alors
M = KM + N ⇐⇒ A = K + (N : M).
Proposition 4.3. Soit n,h, t ∈ N avec n = h+ t , et un A-module M de type fini. Considé-
rons t + n vecteurs D1, . . . ,Dt ,W1, . . . ,Wn ∈ M et un idéal K ⊂ A tels que
A = (〈D1, . . . ,Dt 〉 : M)+ (〈W1, . . . ,Wn〉 : M)+ K.
Si At+n est fortement (h+ 1)-réductible alors il existe W ′i ∈ Wi + 〈D1, . . . ,Dt 〉 pour tous
les i ∈ {1, . . . , n} tels que
A = (〈W ′1, . . . ,W ′n〉 : M)+ K.
Démonstration. Soit a ∈ (〈W1, . . . ,Wn〉 : M) et b ∈ (〈D1, . . . ,Dt 〉 : M) tels que 1 ∈ a +
b + K . Remarquons M = 〈D1, . . . ,Dt ,W1, . . . ,Wn〉 + KM et posons W =
t (W1, . . . ,Wn) ∈ Mn et D = t (D1, . . . ,Dt ) ∈ Mt . On a alors aDi ∈ 〈W1, . . . ,Wn〉 et
bWj ∈ 〈D1, . . . ,Dt 〉, ce qui s’écrit matriciellement par
(
a Idt L
L′ b Idn
)(
D
W
)
=
(
0
0
)
où L ∈ Mt,n(A), L′ ∈ Mn,t (A).
Soit C = (C1, . . . ,Ct ) ∈ Mt+n,t (A) et V = (V1, . . . , Vn) ∈ Mt+n,n(A) formés par les co-
lonnes respectives de la matrice carrée ci-dessus. Le Lemme 4.1 montre l’existence de
C′ = C + VL′′ où L′′ ∈ Mn,t (A), et d’une forme t-linéaire alternée g′ ∈ Lta(At+n) tels
que g′(C′) − 1 ∈ K . Posons alors W ′ = W − L′′D pour obtenir C′D + VW ′ = 0. Or 1 =
g′(C′) mod K , et d’après le Lemme 3.1, il existe C′′ ∈ Mt,t+n tel que C′′C′ = IdAt mod K .
Ainsi, on a IdAtD+C′′VW ′ ∈ KM , ou simplement 〈D1, . . . ,Dt 〉 ⊂ 〈W ′1, . . . ,W ′n〉+KM ,
et par suite
M = 〈D1, . . . ,Dt ,W1, . . . ,Wn〉 + KM = 〈D1, . . . ,Dt ,W ′1, . . . ,W ′n〉 + KM
= 〈W ′1, . . . ,W ′n〉 + KM.
On conclut en utilisant le lemme de Nakayama avec N = 〈W ′1, . . . ,W ′n〉. 
Définition 4.4. Pour deux A-modules N ⊂ M de type fini et un entier r ∈ N, on définit les
idéaux de A
T (N, r,M) :=
∑
D∈Nr
(〈D1, . . . ,Dr〉 : M) et I (M, r) := T (M, r,M).
Lemme 4.5. (voir [9, p. 105])
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t vecteurs si et seulement si I (Mp, t) = Ap, ou encore I (M, t) ⊂ p (M est de type
fini) : plus précisément I (Mp, t) = I (M, t)p.
– Par conséquent, un A-module M de type fini est localement3 engendré par au plus
t vecteurs si et seulement si I (M, t) = A.
4.1. A “monogenic” stable range theorem
Avant de traiter le cas général d’un module de type fini engendré localement par t vec-
teurs, regardons le cas particulier d’un module localement monogène. Le résultat (que l’on
peut par ailleurs démontrer de manière directe sans la Section 2 préparatoire) donne une
variante du classique « Bass’s stable range theorem. »
Lemme 4.6. On considère un A-module M engendré par W1, . . . ,Wk . Alors M est loca-
lement engendré par t vecteurs si et seulement si
A =
∑
i∈[1,k]t
(〈Wi1, . . . ,Wit 〉 : M).
En particulier, le module M est localement monogène si et seulement si
A =
k∑
i=1
(AWi : M).
Corollaire 4.7 (“Monogenic” stable range theorem). Soit M un A-module engendré par
{D,W1, . . . ,Wn} et localement monogène. Si An+1 est fortement n-réductible (en particu-
lier, si n > H-dim(A)) alors il existe des W ′i ∈ Wi + AD pour tous les i ∈ {1, . . . , n} tels
que M = 〈W ′1, . . . ,W ′n〉.
Démonstration. M étant localement monogène, on a
A = (AD : M) +
∑
i
(AWi : M)
et donc A = (AD : M) + (〈W1, . . . ,Wn〉 : M). L’existence des W ′i est prouvée par la Pro-
position 4.3 en posant K = (0), h = n − 1 et t = 1. 
4.2. Une première version du théorème de Forster–Swan
Lemme 4.8. Soit deux A-modules N ⊂ M de type fini et W1, . . . ,Wn ∈ M tels que
A = T (N, t,M) + (〈W1, . . . ,Wn〉 : M).
3 En tous les idéaux premiers/maximaux.
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pour tous les i ∈ {1, . . . , n} tels que A = (〈W ′1, . . . ,W ′n〉 : M), c’est-à-dire M engendré par
les n vecteurs W ′1, . . . ,W ′n.
Démonstration. On écrit
A =
k∑
i=1
(〈
Di1, . . . ,D
i
t
〉 : M)+ (〈W1, . . . ,Wn〉 : M)
avec Di ∈ Nt et on pose W 0 = (W1, . . . ,Wn). Pour j = 1, on a
A = (〈Dj1 , . . . ,Djt 〉 : M)+ (〈Wj−11 , . . . ,Wj−1n 〉 : M)+ Kj
où Kj =∑i>j (〈Di1, . . . ,Dit 〉 : M). On applique la Proposition 4.3 pour prouver l’exis-
tence d’un n-uplet Wj ∈ Wj−1 + Nn = W 0 + Nn tel que
A = (〈Wj1 , . . . ,Wjn 〉 : M)+ Kj .
On recommence le procédé pour j allant jusqu’à k, où Kk = (0). 
Corollaire 4.9. Soit deux A-modules N ⊂ M de type fini où N localement engendré par
au plus t vecteurs, et W1, . . . ,Wn ∈ M tels que
A = (N : M) + (〈W1, . . . ,Wn〉 : M).
Si At+n est fortement (h+ 1)-réductible où h = n− t ∈ N, alors il existe des W ′i ∈ Wi +N
pour tous les i ∈ {1, . . . , n} tels que A = (〈W ′1, . . . ,W ′n〉 : M), c’est-à-dire M engendré par
les n vecteurs W ′1, . . . ,W ′n.
Démonstration. Comme N est localement engendré par t vecteurs, on a A = T (N, t,N).
Par suite, (N : M) = T (N, t,N)(N : M) ⊂ T (N, t,M). On peut alors appliquer le
Lemme 4.8 car A = T (N, t,M) + (〈W1, . . . ,Wn〉 : M). 
Corollaire 4.10 (Generalised Forster–Swan’s theorem). On considère A-module M de
type fini et localement engendré par au plus t vecteurs.
– Si Ah+2t est fortement (h+ 1)-réductible pour un certain entier h, alors M est engen-
dré globalement par au plus h + t vecteurs.
– En particulier, M est engendré par au plus H-dim(A) + t vecteurs.
Démonstration. Utiliser le Corollaire 4.9 avec N = M .
Poser h = H-dim(A). 
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Pour vérifier l’hypothèse du Corollaire 4.10, on peut poser h = H-dim(A). On obtient
alors H-dim(A) + t comme majorant du cardinal d’un système générateur du module. Il
s’agit maintenant de trouver une meilleure borne. Par exemple, on pourrait remplacer A
par l’anneau quotient A/I avec I = Ann(M) ou même I = (Rad(A)M : M). Mais une
borne plus intéressante va nous être fournie par le Lemme 4.8.
Préliminaires à l’énoncé du Lemme 4.11. Considérons les idéaux Ann(M) = I (M,0) ⊂
I (M,1) ⊂ · · · ⊂ I (M, t) ⊂ · · · . Dans le théorème de Forster (portant sur les idéaux pre-
miers de A et la dimension de Krull), on peut regrouper les idéaux premiers p ayant tous le
même μp(M) (nombre minimum d’éléments d’un système générateur de Mp sur le loca-
lisé Ap). Or μp(M) t si et seulement si I (M, t − 1) ⊂ p (voir le Lemme 4.5, M supposé
de type fini). Ainsi, considérer les idéaux premiers de A/I (M, t − 1) revient à considérer
les idéaux premiers p ⊂ A tels que μp(M)  t . Posons r la valeur maximale des μp(M)
pour p parcourant Spec(A). Pour 1 t  r , il devient clair que
K-dim
(
A/I (M, t − 1))+ t = max
p∈Spec(A)
p⊃I (M,t−1)
K-dim(A/p) + t
 max
p∈Spec(A)
μp(M)t
K-dim(A/p) + μp(M)
mais en fait on a l’égalité4
max
t∈{1,...,r}
K-dim
(
A/I (M, t − 1))+ t = max
p∈Supp(M)
K-dim(A/p) + μp(M).
En effet, pour p ∈ Supp(M) atteignant la borne de Forster et t = μp(M), on a p ⊃
I (M, t − 1) et K-dim(A/I (M, t − 1))K-dim(A/p).
Lemme 4.11. Soit M un A-module de type fini et n vecteurs V1, . . . , Vn ∈ M tels que
A = I (M, s) + (〈V1, . . . , Vn〉 : M) où s  n. Si
n max
t∈{1,...,s}
(
H-dim
(
A/I (M, t − 1))+ t).
Alors M est engendré par n vecteurs.
Démonstration. Pour t = s, posons V (t) = (V1, . . . , Vn) et h = n − t ∈ N. Or h 
H-dim(A/I (M, t − 1)), donc le A/I (M, t − 1)-module (A/I (M, t − 1))t+n est fortement
(h + 1)-réductible. Le Lemme 4.8 s’applique avec en posant N = M/I (M, t − 1)M : il
existe V (t−1) ∈ Mn tel que
M = 〈V (t−1)1 , . . . , V (t−1)n 〉 mod I (M, t − 1)M
4 maxp∈Supp(M) K-dim(A/p) + μp(M) est la borne de Forster écrite dans [7].
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A = I (M, t − 1) + (〈V (t−1)1 , . . . , V (t−1)n 〉 : M).
On recommence ce processus pour t = s − 1 et jusqu’à t = 1, où finalement cette égalité
est simplement
A = Ann(M) + (〈V 01 , . . . , V 0n 〉 : M)
d’où M = 〈V 01 , . . . , V 0n 〉. 
Corollaire 4.12 (Forster–Swan’s theorem with H-dim). Lorsque M est un A-module de
type fini, localement engendré par r vecteurs, ce module M est globalement engendré par
maxt∈{1,...,r}(H-dim(A/I (M, t − 1)) + t) vecteurs.
Démonstration. Utiliser le Lemme 4.11 avec s = r et A = I (M, r). 
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