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Using a delay differential equation model we study theoretically the dynamics of a unidirectional
class-A ring laser with a nonlinear amplifying loop mirror. We perform linear stability analysis of
the CW regimes in the large delay limit and demonstrate that these regimes can be destabilized via
modulational and Turing-type instabilities, as well as by an instability leading to the appearance of
square-waves. We investigate the formation of square-waves and mode-locked pulses in the system.
We show that mode-locked pulses are asymmetric with exponential decay of the trailing edge in
positive time and faster-than-exponential (super-exponential) decay of the leading edge in negative
time. We discuss asymmetric interaction of these pulses leading to a formation of harmonic mode-
locked regimes.
I. INTRODUCTION
The possibility of generation of short light pulses by
locking the longitudinal modes of a laser was discussed
only a few years after the development of the laser in
1960. Mode-locking techniques can be classified into two
major classes: (i) active mode-locking, based on an ex-
ternal modulation at a frequency close to the cavity free
spectral range and (ii) passive mode-locking where an in-
tracavity nonlinear component reduces losses for pulsed
operation with respect to the those of continuous-wave
(CW) regime. A standard theoretical approach to study
the properties of mode-locked devices is based on direct
integration of the so-called traveling wave equations de-
scribing space-time evolution of the electric field and car-
rier density in the laser sections [1–4]. Another, much
simpler approach limited to small gain and loss approx-
imation was developed by Haus in [5]. To overcome this
limitation the third modelling approach was suggested in
[6–8] based on the lumped element method that allows
to derive a delay differential equation (DDE) model for
the temporal evolution of the optical field at some fixed
position in the cavity. DDE models successfully describe
the dynamics of multi-section mode-locked semiconduc-
tor lasers [9–14], frequency swept light sources [15–17],
optically injected lasers [18, 19], semiconductor lasers
with feedback [20–22], as well as some other multimode
laser devices [23].
In this work, we propose and study a DDE model for
nonlinear amplifying loop mirror (NALM) mode-locked
laser. Nonlinear mirror laser as a device for ultrafast
light processing was proposed in [24]. Mode-locked pulse
formation mechanism in this laser is based on the asym-
metric nonlinear propagation in a waveguide loop, where
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two counterpropagating waves aquire different intensity-
dependent phase shifts caused by the Kerr nonlinearity.
As a result of the interference of these waves the loop
acts as a nonlinear mirror with the reflectivity depen-
dent on the intensity of incident light. Such nonlinear
mirror plays a role of a saturable absorber that leads to
the appearance of a pulsed laser operation.
We develop a DDE laser model by assuming dispersion-
free unidirectional operation inside the cavity and sym-
metrical beam splitting of the field into two counter-
propagating fields at the entrance of the NALM. When
the material variables are adiabatically eliminated, one
obtains a single DDE for the complex electric field enve-
lope, which, despite of its simplicity, gives a good insight
on the laser dynamics. Using this equation we find dif-
ferent mode-locked regimes of laser operation including
square waves, ultrashort optical pulses and their harmon-
ics. The mode-locked pulses are always bistable with the
non-lasing state, and, hence, can also be considered as
temporal cavity solitons or nonlinear localized structures
of light [13, 25]. The linear stability analysis of CW
solutions corresponding to different longitudinal modes
of the laser reveals modulational and Turing instabili-
ties, as well as an instability leading to the emergence
of square waves. We demonstrate analytically the mode-
locked pulses are asymmetric with exponential decay of
the pulse trailing tail in positive time and faster-than-
exponential (super-exponential) decay of the leading tail
in negative time. We find that the repulsive interaction of
such asymmetric pulses leads to a harmonic mode-locking
regime. In order to explain the experimentally observed
square wave generation recently reported in [26] in the
figure-of-eight laser, we construct a one-dimensional map
exhibiting a period doubling route to chaos.
II. MODEL EQUATION AND CW SOLUTIONS
A schematic of a NALM laser with a gain and a spec-
tral filter in an unidirectional cavity coupled to a bidirec-
tional loop with a second gain medium and a nonlinear
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2element, is shown in Fig. 1. This scheme corresponds to
experimentally implemented setups of mode-locked lasers
with a high-Q microring resonator [27] and an integrated
waveguide [26] acting as nonlinear elements. Using the
approach of [7, 8] we write the following DDE model for
the time evolution of the electric field amplitude E and
saturable gain g in a laser shown in Fig. 1:
γ−1
dE
dt
+ E =
√
κ1e
g/2+iθf˜
[|E(t− T )|2, G]E(t− T ),
(1)
γ−1g
dg
dt
= g0 − g − (eg − 1) |E(t− T )|2. (2)
Here γ is the spectral filter bandwidth, κ1 is the linear
attenuation factor describing nonresonant cavity losses in
the unidirectional part of the laser cavity, g0 is the pump
parameter, γg is the relaxation rate of the amplifying
medium, θ describes the detuning between the central
frequency of the filter and one of the cavity modes, and
the delay parameter T is equal to the cold cavity round
trip time.
The function f˜
(|E|2, G) in Eq. (1) describes the reflec-
tivity and the phase shift introduced by the NALM. It is
given by f˜
(|E|2, G) = √κ2eG/2 (eiφ1 − eiφ2) /2, where G
and κ2 and describe amplification and linear losses inside
the loop, while φ1 = η|E|2/2 and φ2 = ηeG|E|2/2 are
the phase shifts of the clockwise and counter-clockwise
propagating waves indicated by arrows in Fig. 1. Since
the counter-clockwise propagating wave is amplified be-
fore passing through the nonlinear element its phase shift
φ2 is eG times larger than that the clockwise propagating
wave, which is amplified after passing through the nonlin-
ear element. For the gainG an equation similar to Eq. (2)
can be written. Here, however, we assume for simplicity
that the electric field intensity |E|2 is small and gain
medium inside the NALM operates far below the satu-
ration regime. In this case G can be considered to be a
constant parameter. Furthermore, for φ1 = η|E|2/2 1
we have eφ1 ≈ 1 and the function f˜ can be rewritten in
the form
f˜(|E|2, G) = √κ2eG/2f(|E|2),
with
f(|E|2) = 1
2
(
1− eia|E|2
)
, (3)
where a = η(eG − 1)/2. Finally, replacing eg − 1
with g in Eq. (2), eliminating the gain g adiabatically,
g = g0/
[
1 + |E(t− T )|2], and substituting this expres-
sion into Eq. (1) we get
γ−1
dE
dt
+E =
√
κeg0/[2(1+|E(t−T )|
2)]+iθf(|E(t−T )|2)E(t−T ),
(4)
where κ = κ1κ2eG/2 < 1, which means that the linear
gain in the NALM is compensated by the linear cavity
losses, and the nonlinear function f(|E|2) is defined by
Figure 1. Schematic view of a ring laser with a saturable
gain (SG) medum, bandpass filter (F), optical isolator (ISO),
output coupler (OC), and linear gain (LG) together with a
non-linear element (NE) in a Sagnac interferometer forming
a NALM. Arrows show different propagation directions inside
the interferometer.
Eq. (3). In the following we will show that despite be-
ing very simple, the model equation (4) is capable of
reproducing such experimentally observed behaviours of
nonlinear mirror lasers as mode-locking and square wave
generation [26].
The simplest solution of Eq. (4) is that corresponding
to laser off state, E = 0. Linear stability analysis of
this trivial non-lasing solution indicates that it is always
stable, which means that the laser is non-self-starting for
all possible parameter values. Non-trivial CW solutions
are defined by the relation
E =
√
ReiΩt, (5)
where R = |E|2 > 0 is the intensity and Ω is the fre-
quency detuning of CW regime from the reference fre-
quency coinciding with the central frequency of the spec-
tral filter. R and Ω are the solutions of a system of two
transcendental equations
κe
g0
1+R sin2
(
aR
2
)
= 1 +
Ω2
γ2
, (6)
tan
(
aR2
2
− TΩ + θ
)
+
γ
Ω
= 0. (7)
Multiple solutions of these equations corresponding to
different longitudinal modes of the laser are illustrated in
the left panel of Fig 2, where CW regimes correspond to
the intersections of black closed curves obtained by solv-
ing Eq. (6) and thin gray lines calculated from Eq. (7).
Black curves in right panel of Fig. 2 show the branches
of non-trivial CW solutions as functions of the pump pa-
rameter g0, while gray lines are defined by the condition
g0 = g˜ ≡ a(1 +R)2 cot
(
aR
2
)
. (8)
The intersections of the gray lines with black CW
branches indicate fold bifurcation points, each of which
separates the corresponding branch into two parts with
the lower part being always unstable.
3Figure 2. Left: CW solutions at fixed pump parameter g0 = 5.0. CW solutions lie on the intersections of the closed black
curves [solutions of Eq. (6)] with thin gray lines [solutions of Eq. (7)]. Other parameter values: a = 2, γ = 1, κ = 0.3, θ = 0,
and T = 20. Right: Branches of CW solutions corresponding to different longitudinal laser modes (black lines). Two gray lines
are defined by the condition (8). They intersect CW branches at the fold bifurcation points. Lower parts of the CW branches
lying below the fold bifurcation points are always unstable, while upper parts can be either stable or unstable.
III. CW STABILITY IN THE LARGE DELAY
LIMIT
To study linear stability the CW solutions of Eq. (4)
we apply the large delay limit approach described in
Ref. [28]. By linearizing Eq. (4) on a CW solution given
by Eq. (5) we obtain the characteristic equation in the
form:
c2Y
2 + 2c1(λ)Y + c0(λ) = 0, (9)
where Y = e−λT and c0,1,2 are given in the Appendix.
In the large delay limit, γT  1, the eigenvalues belong-
ing to the so-called pseudo-continuous spectrum can be
represented in the form:
λ = iλ0 +
λ1
T
+O
(
1
T 2
)
, λ1 = λ11 + iλ12,
with real λ0, λ11, and λ12. Therefore, using the approxi-
mate relations c0,1(λ) ≈ c0,1(iλ0) and Y ≈ e−iλ0T−λ1 we
can solve the characteristic equation to express λ11 as a
function of λ0 [28]
λ±11 = Reλ
±
1 = Re ln
(
Y −1±
)
,
Y± =
−c1(iλ0)±
√
c1(iλ0)2 − c0(iλ0)c2
c2
. (10)
Two solutions λ±11(λ0) given by Eq. (10) define two
branches of pseudo-continuous spectrum shown in the
left panel of Fig. 3. Due to the phase shift symmetry
of the model equation (4) E → Eeiϕ with arbitrary con-
stant ϕ one of these branches is tangent to the λ11 = 0
axis on the (λ0,λ11)-plane at the point λ0 = 0, i.e.,
Y −1− |λ0=0 = 1. The right panel of Fig. 3 shows the sta-
bility diagram of the CW solutions on the plane of two
parameters: normalized frequency offset Ω/γ of a CW
solution and pump rate g0. CW solutions are stable (un-
stable) in the dark (light) gray domains. Black curve
indicates the fold bifurcation, where two CW solutions
merge and disappear. Below this curve calculated from
Eqs. (6) and (8) there are no CW solutions while above it
a pair of CW solutions is born with one them correspond-
ing to smaller intensity R being always unstable. Simi-
larly to the case of Eckhaus instability [29, 30] the upper
branch of CW solutions can be stable only within the so-
called Busse balloon (region labelled “1” in Fig. 3) lim-
ited from below by modulational instability curve shown
by blue line. The modulational instability curve is de-
fined by the condition that one of the two branches of
the pseudo-continuous spectrum, which satisfies the rela-
tion
(
λ−11
)
λ0=0
=
(
dλ−11/dλ0
)
λ0=0
= 0, changes the sign
of its curvature at the point λ0 = 0:(
d2λ−11
dλ20
)
λ0=0
= 0. (11)
This instability is illustrated sub-panels 2 and 6 of the left
panel of Fig. 3. Explicit expression for the modulational
instability condition (11) in terms of the model equation
4parameters is given in the Appendix.
It is seen from the right panel of Fig. 3 that the modu-
lational instability curve is tangent to the fold bifurcation
curve at Ω = 0 and that this curve becomes asymmetric
with respect to the axis Ω = 0 sufficiently far away from
the tangency point.
The upper boundary of the CW stability domain
shown in the right panel of Fig. 3 consists of two parts
separated by codimension-two point C+. The right part
of this boundary lying between the points C+ and C is
indicated by red line and corresponds to the so-called
Turing-type (wave) instability [28], where one of the
two branches of pseudo-continuous spectrum cross the
λ11 = 0 axis at two symmetric points with λ0 6= 0 i.e.,
λ+11 = 0, at λ0 = ±λ∗0 with λ∗0 > 0, see sub-panel 5 of
the left panel of Fig. 3. The left part of the stability
boundary lying between two symmetric codimension-two
points C± corresponds to a flip instability leading to the
appearance of square waves with the period close to 2T .
In the right panel of Fig. 3 the flip instability curve is
shown by green line defined by the condition
Y −1+ |λ0=0 = −1, (12)
which can be rewritten in the form:
2− g0R
(1 +R)2
+ aR cot
(
aR
2
)
= 0. (13)
The codimension-two points C± are defined by Eq. (13)
together with additional conditions
(
d2λ±11/dλ
2
0
)
λ0=0
=
0. Using the relation (13) the additional conditions can
be rewritten as
Ω2 ± γΩaR = γ2. (14)
An implicit equation for the coordinates of C± on the
(Ω,g0)-plane are obtained by solving Eq. (14) for R and
substituting the resulting solution into Eq. (13). It fol-
lows from Eq. (14) that the codimension-two points C±
shown in the right panel of Fig (3) are symmetric with
respect to Ω = 0 axis. It is seen from the right panel
of Fig. 3 that the central longitudinal mode with Ω = 0
is the first one undergoing a flip instability with the in-
crease of the pump parameter g0. The larger is the fre-
quency offset of the mode, the higher is the flip bifur-
cation threshold for this mode. When, however, posi-
tive (negative) frequency offset is sufficiently large the
mode is already unstable with respect to Turing (modu-
lational) instability at the flip instability point. In this
case the flip bifurcation results in the appearance of un-
stable square waves. Note, that for any finite values of
delay time, γT <∞, it is an Andronov-Hopf bifurcation
of a CW solution that leads to the emergence of square
waves. However, in the limit of infinite delay the period
of square wave regime tends to infinity, which means that
the imaginary parts of complex eigenvalues crossing the
imaginary axis at the Andronov-Hopf bifurcation tend to
zero. Hence, in the limit of infinite delay we refer to this
bifurcation as a flip instability.
Let us consider the CW solution of Eq. (4) correspond-
ing to the central longitudinal mode with zero detuning
from the central frequency of the spectral filter, Ω = 0.
For this solution the two quantities Y± in Eq. (10) take
the form
Y−|Ω=0 = 1− iλ0
γ
, (15)
Y+|Ω=0 = 1− iλ0/γ
1 + aR cot
(
aR
2
)− g0R(1+R)2 . (16)
From Eq. (15) we get the relations Y −1− |Ω=0,λ0=0 = 1 and∣∣Y −1− ∣∣Ω=0,λ0 6=0 < 1 meaning that the first branch of the
pseudo-continuous spectrum of the central longitudinal
mode is always stable and is tangent to the imaginary
axis at λ0 = 0. On the other hand, from Eq. (16) we see
that the fold bifurcation of the central longitudinal mode
defined by the condition Y −1+ |Ω=0,λ0=0 = 1 coincides with
Eq. (8). Similarly the flip instability responsible for the
emergence of square-waves is defined by the condition
Y −1+ |Ω=0,λ0=0 = −1 coinciding with Eq. (13). As it will
be shown in the next section, the condition (13) defines
also the period doubling bifurcation of a 1D map, which
we construct in the next section to study the square wave
formation in the DDE model Eq. (4).
IV. 1D MAP AND SQUARE WAVES
The existence of stable square wave solutions in Eq. (4)
can be demonstrated by constructing a 1D map [31] that
exhibits a period doubling bifurcation corresponding to
the emergence of square waves in the DDE model (4).
To this end we rescale the time τ = t/T in Eq. (4) and
obtain
ε
dE
dτ
+E =
√
κeg0/[2(1+|E(τ−1)|
2)]f
[|E(τ − 1)|2]E(τ−1),
(17)
where in the large delay limit we have ε ≡ 1/γT  1. By
discarding the time derivative term, which is proportional
to the small parameter ε, we transform this equation into
a complex map, which describes the transformation of the
electric field envelope E after a round trip in the cavity
and resembles the well known Ikeda map [32]. Then,
taking modulus square of both sides we obtain a 1D map
for the intensity R:
Rn+1 = h(Rn), h(Rn) = κe
g0
1+Rn sin2
(
aRn
2
)
Rn,
(18)
where Rn ≡ R(n) (n = 0, 1, 2 . . . ) with fixed points Rn =
R∗ satisfying the condition R∗ = h(R∗):
κe
g0
1+R∗ sin2
(
aR∗
2
)
= 1. (19)
Graphical representation of the function h is given in the
left panel of Fig. 4. Note that since Eq. (19) is equivalent
5Figure 3. Left: Two branches of pseudo-continuous spectrum. Different numbers illustrate qualitative behaviour of the branches
in numbered parameter domains of the right panel. Right: Bifurcation diagram on the plane of two parameters: CW frequency
offset Ω and pump parameter g0, obtained in the limit of large delay time. Black – fold bifurcation curve defined by Eq. (8), blue
– modulational instability curve, which serves as a boundary of the Busse balloon and is defined by Eq. (25) in the Appendix,
green – flip instability leading to square wave appearance and defined by Eq. (12), red – Turing-type (wave) instability. C±
are codimension-two points defined by Eqs. (13) and (14). CW solutions are stable (unstable) in dark gray region labeled “1”
(light gray regions). γ = 2 and T →∞. Other parameters are as for Fig. 2
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Figure 4. Left: Graph of the function h defined by Eq. (18). Two period one fixed points of the map correspond to the
intersections of the black curve with straight gray line Rn+1 = Rn. These fixed pointa correspond to the CW solutions of
Eq. (4) lying on the upper and lower part of the CW branch with zero frequency offset Ω = 0. a = 2, κ = 0.3, and g0 = 3.8.
Right: Bifurcation diagram illustrating period-doubling route to chaos in the map (18) with a = 2 and κ = 0.3.
6to Eq. (6) taken at Ω = 0 and Ω = 0 is a solution of
Eq. (7), fixed points of the map (18) have the intensity
R coinciding with that of the central longitudinal mode,
i.e. the CW solution of Eq. (4) with zero frequency offset
Ω = 0 from the central frequency of the spectral filter.
Furthermore, for sufficiently large g0 a stable fixed point
of the map (18) exhibits a period doubling bifurcation
which is defined by
1− g0R
∗
(1 +R∗)2
+ aR∗ cot
(
aR∗
2
)
= −1, (20)
together with (19). Since the relations (19) and (20) are
equivalent to (6) and (12) evaluated at Ω = 0, the period
doubling bifurcation point of the map (18) coincides in
the limit of large delay with the flip instability to square
waves of the central longitudinal mode having zero fre-
quency offset, Ω = 0. It is seen from right panel of Fig. 4
that after the first period doubling bifurcation the 1D
map (18) demonstrates a period doubling transition to
chaos.
Period-doubling route to chaos obtained by numerical
integration of the DDE model (4) is illustrated in left
panel of Fig. 5, where local maxima of the electric field
intensity time-trace are plotted versus increasing values
of the pump parameter g0. It is seen that the diagram
in this figure is very similar to that obtained with the
1D map (18), cf. Fig. 4. Note, however, that the pe-
riod doubling threshold is slightly higher in Fig. 5 than
in Fig. 4. This can be explained by taking into consider-
ation that in the DDE model (4) the threshold of the flip
instability leading to the emergence of square waves in-
creases with the absolute value of the frequency detuning
Ω. Therefore, we can conclude that in Fig. 5 the CW so-
lution undergoing the period-doubling cascade must have
a small non-zero frequency detuning, Ω 6= 0. The first
period doubling bifurcation in the left panel of Fig. 4 is
responsible for the formation of square waves shown in
the right panel of Fig. 4, while further period doublings
give rise to more complicated square wave patterns with
larger periods. Finally, we note that with the increase
of the gain parameter g0 new pairs of fixed points of the
map (18) appear in saddle-node bifurcations. For exam-
ple, the second pair of fixed points corresponds to the
second (right) maximum of the function h shown in the
left panel of Fig. 4 and to additional branches of CW so-
lutions visible in the upper right part of the right panel of
Fig. 2. Although the linear stability analysis performed
in the previous section is applicable to these additional
high intensity CW solutions as well, here we restrict our
consideration to moderate pumping levels.
V. MODE-LOCKING
Bifurcation diagram in the left panel of Fig. 6 was ob-
tained by numerical integraton of Eq. (4). It is similar
to that shown in Fig. 5, but spans a larger range of the
pump parameter values. It follows from this diagram
that with the increase of the pump parameter g0 after a
chaotic regime associated with the period doubling cas-
cade the phase trajectory of the system jumps to a pulsed
solution with time periodic laser intensity. This solution
corresponding to a fundamental mode-locked regime with
the repetition period close to the cavity round trip time,
T , is illustrated in right panel of Fig. 6, where it is seen
that the leading edge the pulses is much steeper than
the trailing edge. In the following, we will show that
unlike the trailing tail of the pulses, which decays ex-
ponentially, their leading tail demonstrates faster-than-
exponential (super-exponential) decay in negative time.
Let us consider a mode-locked solution of Eq. (4) with
the period T0 close to the cavity round trip time T . For
this solution satisfying the condition E(t) = E(t+T0)ei∆
we can write
E(t− T ) = E(t− T + T0)ei∆ ≡ E(t+ δ)ei∆ (21)
where δ = T0−T > 0 is the small difference between the
solution period and the delay time. Substituting (21)
into (4) we get a time advance equation
γ−1
dE
dt
+E =
√
κ
2
eg0/[2(1+|E(t+δ)|
2)]+iΘf(|E(t+δ)|2)E(t+δ),
(22)
where Θ = θ + ∆. Note, that unlike the original DDE
model (4), which has stable trivial solution E = 0, the
trivial solution of Eq. (22) is a saddle with one stable and
an infinite number of unstable directions. The stable di-
rection determines the decay rate of the trailing tail of
mode-locked pulses, while unstable directions are respon-
sible for the decay of the leading tail in negative time. To
perform linear stability analysis of the trivial solution of
Eq. (22) we write the following equation linearized at
E = 0:
γ−1
dE
dt
+ E = E(t+ δ)eiΘ, (23)
where linear time advance term in the right hand side
proportional to small perturbation parameter  describes
an imperfection introduced by a slight asymmetry of the
coupler between the laser cavity and the NALM. The
spectrum of Eq. (23) is defined by
λk = −γ
[
1 +
Wk(−γδe−γδ+iΘ)
γδ
]
, (24)
whereWk denotes the kth branch of multivalued Lambert
function. In particular, in the limit → 0 the eigenvalue
with the index k = 0 is the only stable and negative one
λ0 → −γ < 0. This eigenvalue determines the decay rate
of the trailing tail of mode-locked pulses. The remaining
eigenvalues with k 6= 0 have positive real parts diverging
in the limit  → 0, Reλk → +∞. Among these unsta-
ble eigenvalues, depending on the value of Θ, one of the
two eigenvalues λ±1 with k = ±1 has the smallest real
part. All other eigenvalues with |k| > 1 have larger real
parts. Hence, for small nonzero  generically one of the
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Figure 5. Left: Bifurcation diagram obtained by numerical integration of Eq. (4) with κ = 0.3, a = 2, T = 20, and γ = 5.
Right: Square waves calculated numerically for g0 = 4.0.
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Figure 6. Left: Bifurcation diagram obtained by numerical integration of Eq. (4). Right: fundamental mode-locked regime
with the repetition period close to the cavity round trip time calculated for g0 = 5.0. Other parameters are same as for Fig. 5.
two eigenvalues λ±1 determines the decay rate the pulse
leading tail in negative time. The fact that this eigen-
value tends to infinity as  → 0 suggests that this decay
is super-exponential.
Finally let us discuss briefly the interaction of asym-
metric mode-locked pulses shown in the right panel of
Fig. 6. When integrating the model equation (4) numer-
rically it is possible to seed two or more non-equidistant
pulses in the laser cavity as an initial condition. Then
the pulses start to interact locally via their decaying tails.
The asymmetric nature of these tails suggests that sim-
ilarly to the case discussed in [33] local interaction of
non-equidistant pulses will be very asymmetric as well.
This can be is seen in Fig. 7 illustrating an interaction of
two asymmetric pulses of Eqs. (4) on the time-round trip
number plane. We see that two initially non-equidistant
pulses repel each other and tend to be equidistantly
spaced in the long time limit. Furthermore, when the two
8Figure 7. Interaction of two mode-locked pulses leading to
a harmonic mode-locked regime with two pulses per cavity
round trip. A common drift of the two interacting pulses is
eliminated. T = 10. The time axis spans the interval 2T .
Other parameters are same as for Fig. 5.
pulses are sufficiently close to one another, exponentially
decaying trailing tail of the left pulse repels noticeably
the right pulse, while super-exponentially decaying lead-
ing tail of the right pulse almost does not affect the po-
sition of the left pulse. When the pulses become equidis-
tant the forces acting on a pulse from opposite directions
balance each other and a stable harmonic mode-locking
regime with two pulses per cavity round trip time is es-
tablished.
VI. CONCLUSION
We have considered a simple DDE model of unidirec-
tional class-A ring NALM mode-locked laser. Linear sta-
bility analysis in the large delay limit revealed that sim-
ilarly to the well-known Eckhaus instability only those
CW solutions, which belong to the Busse balloon can be
stable. This balloon is limited from below by the mod-
ulational instability boundary. We demonstrated that
with the increase of the pump parameter CW regimes
loose their stability either via a Turing-type instability,
or through a flip instability leading to a formation of
stable square waves. We have constructed a 1D map
which describes the transition to square waves and their
secondary bifurcations giving rise to a more complicated
square wave patterns with larger and larger periods. We
have shown that mode-locked pulses, which appear af-
ter a chaotic square-wave dynamics, have exponentially
decaying trailing tail and a leading tail, which decays
super-exponentially in negative time. When two or more
pulses circulate in the laser cavity, the interaction of these
pulses is repulsing and very asymmetric leading to a for-
mation of harmonic mode-locked regimes. Noteworthy,
that the mode-locked regime considered here is always
non-self-starting, which means that the pulses are sitting
on a stable laser-off solution. Hence, these pulses can be
viewed as temporal cavity solitons having similar proper-
ties to spatial and temporal localized structures of light
observed in bistable optical systems.
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VII. APPENDIX
The coefficients c0(λ), c1(λ), and c2 in the character-
istic equation (9) are defined by
c0(λ) = (γ − λ)2 + Ω2,
c1(λ) = −aλR(R+ 1)
2Ω + γ(γ − λ)[R(2R+ 4− g0) + 2] + Ω2[R(2R+ 4− g0) + 2]
(R+ 1)2
− aR cot
(
aR
2
)(
γ2 − γλ+ Ω2) ,
c2 =
γ2κe
g0
R+1
2(R+ 1)2
{aR(R+ 1)2 sin(aR)− [R(R+ 2− g0) + 1][cos(aR)− 1]}.
The modulational instability condition (11) of the CW solutions of Eq. (4) can be rewritten in the following form:
[
a(1 +R)2Ω + γ(g˜ − g0)
]2
(γ2 + Ω2)
2 +
2(1 +R)2Ω2
[
g20 + 2a
2(1 +R)4 − g20 cos (aR)− 2ag0(1 +R)2 sin (aR)
]
R(g˜ − g0) (γ2 + Ω2)2 [1− cos (aR)]
= 0. (25)
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