Summary. We propose a flexible non-parametric specification of the emission distribution in hidden Markov models and we introduce a novel methodology for carrying out the computations. Whereas current approaches use a finite mixture model, we argue in favour of an infinite mixture model given by a mixture of Dirichlet processes. The computational framework is based on auxiliary variable representations of the Dirichlet process and consists of a forward-backward Gibbs sampling algorithm of similar complexity to that used in the analysis of parametric hidden Markov models. The algorithm involves analytic marginalizations of latent variables to improve the mixing, facilitated by exchangeability properties of the Dirichlet process that we uncover in the paper. A by-product of this work is an efficient Gibbs sampler for learning Dirichlet process hierarchical models. We test the Monte Carlo algorithm proposed against a wide variety of alternatives and find significant advantages. We also investigate by simulations the sensitivity of the proposed model to prior specification and data-generating mechanisms. We apply our methodology to the analysis of genomic copy number variation. Analysing various real data sets we find significantly more accurate inference compared with state of the art hidden Markov models which use finite mixture emission distributions.
Introduction
Hidden Markov models (HMMs) are arguably the most popular statistical tool for extracting information from sequential data throughout applied science; indicative application areas include signal processing and speech recognition (Rabiner, 1989; Fox et al., 2009) , natural language processing (Manning and Schuetze, 1999) , information retrieval (Teh et al., 2006) , economics (Hamilton, 1989; Kim, 1994) , molecular dynamics (Horenko and Schütte, 2008) and biochemistry (McKinney et al., 2006; Gopich and Szabo, 2009) . Directly related to the content of this paper is the recent application of HMMs in genomics and the analysis of copy number variation in mammalian genomes; see Sections 1.1 and 5 for details and references.
The basic HMM for a sequence of data y 1 , . . . , y T introduces a hidden Markov chain s 1 , . . . , s T with discrete state space S = {1, . . . , n} and assumes that the observed data are conditionally independent given the hidden states. The conditional distribution of y t given s t , which is often called the emission distribution, is given by some parametric distribution whose parameters depend on s t . A determining factor for the popularity of HMMs is the accompanying computational machinery for carrying out the statistical inference efficiently. This computational methodology originates from Baum (1966) ; it is intrinsically related to dynamic programming and it is broadly known as the forward-backward algorithm (see Rabiner (1989) and Cappé et al. (2005) for details). Bayesian inference can be performed by using the Gibbs sampler. The forward-backward algorithm is used to simulate exactly and in a single block the hidden Markov chain according to its conditional distribution at O.Tn 2 / computational cost; see for example Scott (2002) .
The basic HMM has well-known limitations, whose relative importance depends on the application at hand. The Markov switching dynamic linear models in discrete (e.g. Kim (1994) ) and continuous time (e.g. Horenko and Schütte (2008) ) introduce serial correlation in the data, and the hierarchical Dirichlet process HMM (Teh et al., 2006) and the sticky hierarchical Dirichlet process HMM (Fox et al., 2009) remove the necessity to decide a priori (an upper bound for) the number of states. Another point which has been widely discussed in the literature (see for example Section 1.1 below, sections IV.D and 6 of Rabiner (1989) and Fox et al. (2009) and references therein) is the sensitivity of the inference to the specification of the emission distribution. The emission distribution often involves heavy tails, skewness or multiple modes. Its misspecification leads to errors both in the segmentation of the data to states and in the out-of-sample prediction. We give evidence of this in the analysis of copy number variation where the misspecification of the emission distribution leads to a large number of false positive copy number variants being flagged. Existing approaches for resolving this issue specify a finite mixture model for the emission distribution.
This paper proposes a novel methodology for flexible modelling of the emission distribution within the HMM framework. We specify the emission distribution as an infinite mixture model where the mixing is induced by the Dirichlet process; such mixtures are known as mixtures of Dirichlet processes (MDPs) (Antoniak, 1974; Lo, 1984; Escobar, 1988) . (The term 'nonparametric' is understood as that the model involves an infinite number of parameters.) We call the model proposed the MDPHMM. MDP models have experienced tremendous success over the last 20 years in a variety of statistical applications; see for example the collection of articles in Hjort et al. (2010) for a recent overview, references and current trends in the field. MDP models are a popular alternative to finite mixture models because an upper bound for the number of components does not need to be specified a priori. Additionally, inference for this number can be accomplished via Gibbs sampling methods, whereas this task typically requires carefully tuned reversible jump algorithms in finite mixture models; see for example Green and Richardson (2001) for a discussion.
We introduce a complementary computational methodology for learning the MDPHMM, which has similar complexity and efficiency to that of the Gibbs sampler for the basic HMM. As typically done in mixture modelling, we introduce a further latent stochastic process, k t , t = 1, . . . , T , which determines which component of the emission mixture distribution y t is allocated to. We design an algorithm which (a) updates jointly in a single block the hidden Markov chain and (b) does so without conditioning on a particular assignment of the data into the mixture components of the emission distribution, i.e. k 1 , . . . , k T are integrated out when updating s 1 , . . . , s T .
We show that the computational cost of the step which updates the hidden Markov chain is O{T log.T/n 2 }, a minor overhead compared with the simple HMM. A by-product of our methodology is a very efficient Markov chain Monte Carlo algorithm for learning general MDP models. This was originally described in Papaspiliopoulos (2008) , and it is detailed in Section 3. The algorithm is already being successfully used in different applications; see for example Dunson (2009) and Pati and Dunson (2009) . We test our model and our algorithms by using a thorough simulation study. We show that the algorithm proposed outperforms all natural alternative strategies. We find that inference with the model proposed is robust to the prior specification of the parameters controlling the Markov chain dynamics, especially when T is large (which is the scenario for which our methods are particularly targeted at). We also demonstrate robustness to the form of the true emission distribution.
Our work is driven by the analysis of genomic copy number variation in mammalian genomes. This problem is detailed in Section 1.1 below and it is revisited in Section 5 where our methods are shown to outperform the state of the art finite mixture HMMs that are currently used in the literature. The rest of the paper is organized as follows. The MDPHMM is defined in Section 2. Section 3 develops the computational methodology and discusses alternative related work. Prior sensitivity and algorithmic performance are scrutinized in Section 4. The genomic copy number variation analysis is presented in Section 5. Section 6 concludes, discussing various extensions and connection of our work to previous and concurrent methods that combine Dirichlet processes and HMMs to infer the number of states.
Motivating application
Copy number variants are regions of the genome where stretches of deoxyribonucleic acid (DNA) are found in duplication or deletion. In diploid organisms, such as humans, somatic cells normally contain two copies of each gene, one inherited from each parent. However, abnormalities during the process of DNA replication and synthesis can lead to the loss or gain of DNA fragments, leading to variable gene copy numbers that may initiate or promote disease conditions. For example, the loss or gain of a number of tumour suppressor genes and oncogenes are known to promote the initiation and growth of cancers. This has been enabled by microarray technology that has enabled copy number variation across the genome to be routinely profiled by using array comparative genomic hybridization (CGH) methods. These technologies allow the DNA copy number to be measured at millions of genomic locations simultaneously, allowing copy number variants to be mapped with high resolution. Copy number variation discovery, as a statistical problem, essentially amounts to detecting segmental changes in the mean levels of the DNA hybridization intensity along the genome (Fig. 1) . However, these measurements are extremely sensitive to variations in DNA quality, DNA quantity and instrumental noise and this has led to the development of various statistical methods for data analysis.
One popular approach for tackling this problem utilizes HMMs where the hidden states correspond to the unobserved copy number states at each probe location, and the observed data are the hybridization intensity measurements from the microarrays (see Shah et al. (2006) , Marioni et al. (2006) , Colella et al. (2007) , Stjernqvist et al. (2007) and Andersson et al. (2008) ). Typically the distributions of the observations are assumed to be Gaussian or, to add robustness, Example array CGH data set: this data sets shows a copy number gain (duplication) and a copy number loss (deletion) which are characterized by relative upward and downward shifts in the log-intensity-ratio respectively; the probe number here indicates the chromosomal location a mixture of two Gaussian distributions or a Gaussian and uniform distribution, where the second mixture component acts to capture outliers such as in Shah et al. (2006) and Colella et al. (2007) . However, many data sets contain non-Gaussian noise distributions on the measurements, as pointed out in Hu et al. (2007) , particularly if the experimental conditions are not ideal. As a consequence, existing methods can be extremely sensitive to outliers, skewness or heavy tails in the actual noise process that might lead to large numbers of false copy number variants being detected. As genomic technologies evolve from being pure research tools to diagnostic devices, more robust techniques are required. Bayesian non-parametrics offer an attractive solution to these problems and lead us to investigate the models that we describe here.
Mixture of Dirichlet processes hidden Markov model formulation
The observed data will be a realization of a stochastic process {y t } T t=1 . The marginal distribution and the dependence structure in the process are specified hierarchically and semiparametrically. Let f.y|m, z/ be a density with parameters m and z; let {s t } T t=1 be a Markov chain with discrete state space S = {1, . . . , n}, transition matrix Π = [π i,j ] i,j∈S and initial distribution π 0 , and let H θ be a distribution that is indexed by some parameters θ, and α > 0. Then, the model is specified hierarchically as follows:
. ./ and δ x .·/ denotes the Dirac delta measure centred at x. The model involves structural changes in time that are induced by the HMM, {m s t } T t=1 . It also uses a flexible emission distribution specified as a mixture model in which f.y|m, z/ is mixed with respect to P.dz/. The last four lines in the hierarchy identify P with the Dirichlet process prior with base measure H θ and concentration parameter α. Such mixture models are known as MDPs. We complete the specification of the model with priors for the unknown hyperparameters: the HMM labels m i , i = 1, . . . , n, the transition matrix Π and the Dirichlet concentration parameter α. The parameters of the base measure are typically given data-driven fixed values. Details are provided in Sections 4.2 and 5.
The representation of the Dirichlet process prior in terms of only k, v and z (with u marginalized out) is well known and has been used in hierarchical modelling inter alia by Ishwaran and James (2001) and Papaspiliopoulos and Roberts (2008) . According to this specification,
.2/ Following Walker (2007) we augment the parameter space with further auxiliary variables u and specify a joint distribution of .k t , u t / in model (1). Note that conditionally on w the pairs .k t , u t / are independent over t and model (2) is a marginal of model (1). Model (1) corresponds to a standard representation of an arbitrary random variable k with density p as a marginal of a pair .k, u/ uniformly distributed under the curve p. When p is unimodal the representation coincides with Khinchin's theorem (see section 6.2 of Devroye (1986) ). We choose to represent the mixture distribution by .k, v, z, u/ for computational reasons that are described in Section 3. The model involves two levels of clustering for y: a temporally persisting (local) clustering that is induced by the HMM and represented by the labels of s, and a global clustering that is induced by the Dirichlet process and represented by the labels of k. A specific instance of the model is obtained when y t ∈ , f is the Gaussian density with mean m + μ and variance σ 2 , z = .μ, σ 2 / ∈ × + and H θ is an N.0, γ/ × IG.a, b/ product measure with hyperparameters θ = .γ, a, b/. Then, according to this model, E.y t |s, m/ = m t is a slowly varying random function driven by the HMM and the distribution of the residuals y t − m t is a Gaussian MDP.
Simulation methodology: block Gibbs sampling for mixture of Dirichlet process hidden Markov model
Our target is the exploration of the posterior distribution of .s, m, u, v, z, k, Π, α/ by Markov chain Monte Carlo sampling. w is simply a function of v; hence it can be recovered from the algorithmic output. We want the computational methodology for the MDPHMM to meet three principal requirements. First, the algorithmic time should scale well with T (i.e. better than O.T 2 /). Second, the algorithm should not become trapped around minor modes which correspond to confounding of local with global clusters. Informally, we would like to make moves in the high probability region of HMM configurations and then use the residuals to fit the MDP component. And, third we would like the algorithm to require as little human intervention as possible (hence avoid having to tune algorithmic parameters). Such a simulation method would enable the analysis of massive data sets from array CGH and single-nucleotide polymorphism genotyping platforms where it is now routine to perform microarray experiments that can generate millions of observations per sample with populations involving many thousands of individuals. The following algorithm meets the three requirements.
We propose the following block Gibbs sampler which iteratively simulates from the conditional distributions, where variables are removed from the conditioning set either by explicit integration or by conditional independence. The steps which involve integration are steps 1 and 7 and are discussed in what follows: Steps 1, 3 and 4 can be seen as an update of the HMM component of the model, whereas steps 2 and 5-7 constitute an update of the MDP component. There are two key ideas in this algorithm. First, steps 1 and 2 correspond to a joint update of s and k, by first drawing s from [s|y, m, u, v, z, Π] and subsequently k from [k|y, s, m, u, v, z]. Hence, the global allocation variables k are integrated out in the update of the local allocation variables s. Second, step 5 updates jointly v and u. These two innovations result in a highly efficient algorithm both in terms of decoupling the dependence between local and global allocation variables and in terms of simulating MDP models. We detail these steps below.
Hidden Markov model update
We simulate exactly from [s|y, m, u, v, z, Π] by using a standard forward filtering-backward sampling algorithm (see for example Cappé et al. (2005) ). This is facilitated by the following key result which is proved in Appendix A. The result is a general property of MDP models (and in fact of more general mixtures of stick breaking processes). The number of terms that are involved in the sum above is finite almost surely, since there will be a finite number of mixture components with weights w j > u Å.T/ := inf 1 t T .u t /. In particular, Walker (2007) observed that j > j Å.T/ is a sufficient condition which ensures that w j < u t , where j Å.T/ := max 1 t T {j Å t }, and j Å t is the smallest l such that Σ l j=1 w j > 1 − u t . To see this, note that Σ k j w k < u implies that w k < u for all k j. Hence, the number of terms that are used in the likelihood evaluations is bounded above by j Å.T/ . Additionally, note that we only need partial information about the random measure .z, v/ to carry out this step: the values of .v j , z j /, j j Å.T/ , are sufficient to carry out the forward-backward algorithm.
However, j Å.T/ will typically grow with T. Under the prior distribution, u Å.T/ ↓ 0 almost surely as T → ∞. Standard properties of the DPP imply that j Å.T/ = O{log.T/} (see for example Muliere and Tardella (1998) ). This relates to the fact that the number of new components that are generated by the Dirichlet process grows logarithmically with the size of the data (Antoniak, 1974) . In contrast, it is well known that the computational cost of the forward filtering-backward sampling algorithm, when the computational cost of evaluating the likelihood is fixed, is O.Tn 2 /. Hence, (a priori) we expect an overall computational cost O{T log.T/n 2 } for the exact simulation of the hidden Markov chain in this non-parametric set-up. In fact, typical values of the number of components that are involved in density (3) are reported for the analysis of genomic data in Section 5. Steps 3 and 4 are carried out as in the standard Gibbs sampler for basic HMMs.
Mixture of Dirichlet processes update
Conditionally on a realization of s and m, we have an MDP model. Therefore, the algorithm that is described in steps 2 and 5-7 can be seen more generally as a block Gibbs sampler for posterior simulation in an MDP model. The nomenclature in the literature classifies it as a conditional Gibbs sampler (Ishwaran and James, 2001; Papaspiliopoulos and Roberts, 2008) since the random measure .z, v/ is imputed and explicitly updated. The algorithm that we propose is a synthesis of the retrospective Markov chain Monte Carlo algorithm of Papaspiliopoulos and Roberts (2008) and the slice Gibbs sampler of Walker (2007) , and it was initially described in Papaspiliopoulos (2008) . The synthesis yields an algorithm which has advantages over both and it is particularly appropriate in the context of the MDPHMM.
The retrospective algorithm works with the parameterization of the MDP model in terms of .k, v, z/ (see the discussion in Section 2). Then, it proceeds by Gibbs sampling of k, v and z according to their full conditional distributions. Simulation from the conditional distributions of v and z is particularly easy. Specifically, v consists of conditionally independent elements with
where n j = #{t : k t = j}. Similarly, z consists of conditionally independent elements with
.
5/
In this expression π.z|θ/ denotes the Lebesgue density of H θ . In contrast, simulation from the conditional distribution of k is more involved. It follows directly from model (2) that conditionally on the rest k consists of conditionally independent elements with p.k t |y, m, s, v, z/ ∝ ∞ j=1 w j f.y t |m s t , z j / δ j .k t /, .6/ which has an intractable normalizing constant Σ ∞ j=1 w j f.y t |m s t , z j /. Therefore, direct simulation from this distribution is difficult. Papaspiliopoulos and Roberts (2008) devised a MetropolisHastings scheme which resembles an independence sampler and it accepts with probability 1 most of the moves proposed.
The slice Gibbs sampler of Walker (2007) parameterizes in terms of .k, u, v, z/. Hence, the posterior distribution that is sampled by the retrospective algorithm is a marginal of the distribution that is sampled by the slice Gibbs sampler, and the retrospective Gibbs sampler is a collapsed version of the slice Gibbs sampler (bar the Metropolis-Hastings step in the update of k). The slice Gibbs sampler proceeds by sampling k, u, v and z according to their full conditional distributions. The augmentation of u greatly simplifies the structure of expression (6), which now becomes p.k t |y, m, s, v, z/ ∝ j:w j >u t f.y t |m s t , z j / δ j .·/:
.7/
The distribution has now finite support and the normalizing constant can be computed. Hence this distribution can be simulated by the inverse cumulative density function method by computing at most j Å.t/ terms for each t. u consists of conditional independent elements with u t ∼ Uni.0, w k t /. However, the conditioning on u creates global dependence on the v j s, whose distribution is given by expression (4) under the constraint w j > u t , ∀t = 1, . . . , T . The easiest way to simulate from this constrained distribution is by single-site Gibbs sampling of the v j s. This single-site Gibbs sampling tends to be slowly mixing and deteriorating with T.
Our method updates u and v in a single block, by first updating v from its marginal (with respect to u) according to expression (4) and consequently u conditionally on v as described above. This scheme is feasible owing to the nested structure of the parameterizations of the retrospective and the slice Gibbs algorithms. The update of k is done as in the slice Gibbs sampler, and the update of z as described earlier. When a gamma prior is used for α, its conditional distribution given k and marginal with respect to the rest is a mixture of gamma distributions and can be simulated as described in Escobar and West (1995) . The algorithm can easily incorporate the label switching moves that were discussed in section 3.4 of Papaspiliopoulos and Roberts (2008) (where the problem of multimodality for conditional Gibbs sampling methods is discussed in detail). Fortran 77 and MATLAB code are available on request from the authors.
Simulation experiments
We design a thorough simulation study to assess the performance of the proposed algorithms in comparison with a wide variety of alternative Gibbs sampling schemes, and to investigate the robustness of the MDPHMM under various true emission distributions and prior specifications for the unknown parameters. We simulated data according to the following scheme:
We take n = 2, π 0 = . 
where the transition probability ρ = 0:05 and T = 1000. We consider various emission distributions specified as finite mixtures given in Table 1 . They are based on previous simulation studies that were considered in Green and Richardson (2001) , Papaspiliopoulos and Roberts (2008) and Walker (2007) . We also consider a bimod 1000 data set which involves no HMM component, i.e. m 0 = .0, 0/, to test algorithms that are focused on posterior simulation for MDP models. In all cases a common Dirichlet process prior is assumed which generates pairs .μ j , λ j / according to a base measure N.0, 1/ × Ga.1, 1/ and concentration parameter α = 1.
Mixture of Dirichlet processes posterior sampling schemes
We begin with a comparison of various Gibbs sampling algorithms for MDP models, i.e. we eliminate the HMM component from the model and focus on learning the underlying clustering mechanism. Since extensive comparisons between marginal and conditional algorithms have been carried out in Papaspiliopoulos and Roberts (2008) , here we focus on the three conditional Gibbs sampling schemes that were considered in Section 3: the retrospective Markov chain Monte Carlo method of Papaspiliopoulos and Roberts (2008) with label switching moves (method R), the slice sampler of Walker (2007) (method SL) and the block Gibbs algorithm (method BGS) that was introduced in this paper. Fig. 2 investigates the mixing time of the various algorithms via the auto-correlations of two functionals of the parameters learned by the algorithms. We monitor the number of clusters, i.e. the number of components in the infinite mixture with at least one data point allocated to them, and a measure of model fit
which is a meaningful function of several parameters of interest. More details on the choice of these functionals can be found in section 4 of Papaspiliopoulos and Roberts (2008) . The bimod 1000 data set is used. 
The experiment that is reported is representative of several others that we have carried out and do not include here. The computational times per iteration (in 'stationarity') of algorithms R and SL are similar, and about 50-60% higher than those of algorithm BGS. Additionally, the computational times for all the algorithms grow linearly with T , the size of the data. The retrospective Markov chain Monte Carlo algorithm mixes faster than the other algorithms, and the block Gibbs sampler is more efficient than the slice Gibbs sampler. However, the main advantage of imputing the auxiliary variables u and working with the block Gibbs sampler is fully appreciated in the MPDHMM context, as shown in what follows.
Mixture of Dirichlet processes hidden Markov model posterior sampling schemes
We consider inference for the full MDPHMM by using the simulated data sets that were outlined above. The prior distribution that was used for m is a bivariate Gaussian distribution with mean m 0 and covariance matrix ω −1 I, where I is the identity matrix and ω = 100. The transition probability ρ is fixed to the true value 0.05. Note that the prior for m is quite informative, but Section 4.3 considers a range of values for ω.
We applied six different Gibbs sampling approaches. The first is a marginal method that is based on algorithm 5 from Neal (2000) that updates .s t , k t / from its conditional distribution π.s t , k t |·/ according to the following scheme.
Step 1: draw a candidate k Å t from the conditional prior for k i where the conditional prior is given by
where n −t,k is the number of data points that are allocated to the kth component but not including the tth data point.
Step We also analysed the data sets by using variations of both the slice and the block Gibbs sampling approaches (blocking here refers to the MDP update). In the first approach, we sample from the conditional distributions π.s t , k t |·/.
Step 1: sample s t from p.s t |s t−1 , s t+1 , u, z, y/, t = 1, . . . , T .
Step 2: sample k t from p.k t |s, u, z, y/, t = 1, . . . , T .
We denote these slice samplers and block Gibbs samplers with local updates. The second approach uses forward-backward sampling to simulate π.s|·/.
Step 1: sample s from p.s|u, z, y/ by using the forward filtering-backward sampling method.
We denote these slice samplers and block Gibbs samplers with forward-backward updates. Therefore, the slice and block Gibbs samplers differ in step 5 of the algorithm that was outlined in Section 3: the slice algorithm simulates from the joint distribution by Gibbs sampling whereas the block Gibbs sampler simulates directly. The algorithm of Section 3 is precisely the block Gibbs sampler with forward-backward updates. Finally, a third approach consists of a block conditional sampler with forward-backward updates, which does not integrate out k when updating s; therefore it uses the forward-backward algorithm to simulate from p.s|k, u, z, y/.
For all the sampling methods, we generated 20000 sweeps (one sweep being equivalent to an update of all T allocation and state variables) and discarded the first 10000 as burn-in. We employed the following Gibbs updates for the mixture component parameters, for j = 1, . . . , k Å : (c) Fig. 3 . Auto-correlation of m s t at various time instances for (a) the lepto 1000, (b) the bimod 1000 and (c) the trimod 1000 data sets (the auto-correlation times are significantly larger when updating s i one at a time by using local Gibbs updates compared with updating the entire sequence s by using forward-backward sampling): , marginal Gibbs sampler; , slice sampler using local updates; , block Gibbs sampler using local updates; +, slice sampler using forward-backward updates; , block Gibbs sampler using forward-backward updates; , block conditional algorithm with forward-backward updates where k Å = max t {k t }, ξ j = Σ t:k t =j .y t − m s i /, n j = Σ t:k t =j 1 and d j = Σ t:k t =j .y i − m s i / 2 . The mean levels for each hidden state are updated by using
where S λ = Σ t:s t =i λ k t and S λ,y = Σ t:s t =i λ k t .y t − μ k t /. Fig. 3 gives auto-correlation times for the three Gibbs samplers on the simulated data sets. In terms of updating the hidden states s, the use of forward-backward sampling gives a distinct advantage over the local updates. This replicates previous findings by Scott (2002) who showed that forward-backward Gibbs sampling for HMMs mixes faster than using local updates as it is difficult to move from one configuration of s to another configuration of entirely different structure by using local updates only. This result motivates the use of the conditional augmentation structure that is adopted here as it would otherwise be impossible to perform efficient forward-backward sampling of the hidden states s.
In Fig. 4 we plot the simulation output of .v 1 , v 2 / for the slice sampler and the block Gibbs sampler (using forward-backward updates). The mixing of the block Gibbs sampler is considerably better than the slice sampler. The block Gibbs sampler appears able to explore different modes in the posterior distribution of v for each of the three data sets whereas the slice sampler tends to be attached to one mode. The same problem is encountered in the block Gibbs sampler which does not integrate out the global allocation variables k when updating the HMM. 
Sensitivity analysis
To assess the sensitivity of the block Gibbs sampler to uncertainty in the HMM parameters, we reanalysed the data without informative priors or fixed parameters. We fixed m 1 = 0 for the first hidden state but used a Gaussian prior with unit variance for the mean level of the alternative state m 2 ∼ N.0, 1/ and a beta prior on the transition probabilities ρ ∼ Be.1, 1/. We used Gibbs updates for m 2 and ρ, using their respective conditional distributions. We also updated the concentration parameter α by using the mixtures of gamma distributions method in Escobar and West (1995) using a gamma prior distribution α ∼ Ga.1, 1/. In addition, we also simulated data sets of length T = 1000, 5000, 10 000 to assess the effect on larger data sets that are more representative of the data sequences that will typically be encountered in real applications. Table 2 shows posterior estimates for the HMM parameters obtained from 2000 Markov chain Monte Carlo samples (10 000 Markov chain Monte Carlo samples were obtained and thinned by taking every fifth sample) after a burn-in of 10 000 iterations. Although the prior information that is specified is quite vague, the estimates are nonetheless concordant with the true values and increases in data size improve accuracy and reduce uncertainty as desired. As expected the trimod specification of the emission distribution, which involves three well-separated modes, is the most difficult to identify, and this is reflected in the larger confidence intervals.
Array comparative genomic hybridization data analysis
We analysed the mouse representational oligonucleotide microarray analysis (ROMA) data set from Lakshmi et al. (2006) that consists of approximately 84 000 probe measurements from a DNA sample derived from a tumour generated in a mouse model of liver cancer compared with normal (non-tumour) DNA derived from the parent mouse. We examined chromosomes 3, 5, 9 and 19 for the ROMA data set as these contained validated copy number alterations. For correspondence between the experimental set-up and model, we think of y t representing the log-hybridization intensity ratio obtained from measurements from the microarray experiment; t denotes the genome order (an index after which the probes are sorted by genomic position); s t denotes the unobserved copy number state in the case subject (e.g. 0, 1, 2, 3, etc.); m j is the corresponding mean level for the jth copy number state.
We also studied a Nimblegen data set from Cahan et al. (2008) that consists of approximately 385000 probe measurements from the comparison of two inbred mouse strains. We examined chromosome 1 of this data set after inserting 11 deletions and 11 duplications (by using signal shifts of −0.5 and 0.5) of varying sizes to test the ability of the three methods to detect these alterations.
Models
We analysed the data sets by using the MDPHMM and two additional HMM-based models. The first is a standard HMM model with Gaussian-distributed observations (that we shall denote as the G-HMM) and the second model uses Student t-distributions for the observation (which we shall denote as the robust HMM or R-HMM). These two models are representative of currently available HMM-based methods for analysing array CGH data sets.
Prior specification
For this analysis, the models differ only in the observation density that was used; otherwise an identical HMM and prior structure is employed for all three models. We used a five-state HMM corresponding to copy numbers 0-4. The level of the copy neutral state (2) is fixed to 0 but we place Gaussian priors on the mean levels that are associated with each non-copy-number neutral state, m s ∼ N.m s , 1/ wherem 0 = −1,m 1 = −0:58,m 3 = 0:5 andm 4 = 1. In terms of the specification of the m j s, in this analysis, we have specified the prior means following an approximate visual inspection of the data and set the prior variances fairly large to estimate the levels from the data. This follows standard practice in array CGH analysis where prior information about the mean signal levels that is associated with different copy number states is often unavailable and must be inferred from the sample data themselves. This is due to various factors including variations in the exact physical-chemical processes underlying different microarray technologies, non-linearity in expression measurements, i.e. one copy does not produce half the expression of two copies, and the application of various preprocessing methods that can introduce unknown effects on data. Similarly to Shah et al. (2006) and Guha et al. (2008) , we also impose an order constraint such that m 0 < m 1 < m 2 < m 3 < m 4 to maintain model identifiability and to prevent label switching. We use two transition probabilities ρ normal and ρ cnv to denote the different transition rates out of the copy neutral and copy number aberration states. There transition probabilities are divided equally such that the probability of moving from the normal state to any aberrant state is ρ normal =4. Similarly, the transition probability of moving from a given aberrant state to another state is ρ cnv =4. We used beta priors on both parameters ρ normal ∼ Be.1, 1/ and ρ cnv ∼ Be.1, 1/. We used normal priors for the mixture centres μ k ∼ N.0, 1/ and gamma-distributed priors for the precisions λ k ∼ Ga.1, 1/. For the R-HMM, we also adopted a flat prior on the degrees of freedom ν given by p.ν/ ∝ ν −2 and for the MDPHMM we used a gamma prior on the Dirichlet process prior concentration parameter p.α/ = Ga.1, 1/.
Posterior inference
For the MDPHMM, we used the block Gibbs sampler with forward-backward sampling as described previously, whereas for the G-HMM and R-HMM we employed standard forwardbackward Gibbs sampling methods for HMMs. For the R-HMM, we utilized the scaled mixtures representation of the Student t-distribution to facilitate posterior inference and we used a Metropolis-Hastings update for ν. We used the mixtures of gamma distributions methods in Escobar and West (1995) to update the concentration parameter α for the MDPHMM. We . 7 . QQ-plots of predictive distributions for (a) the ROMA and (b) the Nimblegen data (the empirical distribution of the data appears to be heavy tailed and contains a slight asymmetry; although this is problematic for the Student t -distribution that is used in the R-HMM, the MDPHMM has no such difficulties): , R-HMM; , MDPHMM simulated 15 000 samples and discarded the first 5000 samples as burn-in and, in the calculation of summary statistics, thinned by taking every fifth sample. On a MATLAB implementation, computational times for the ROMA data set were 256, 410 and 1851 s for the G-HMM, R-HMM and MDPHMM respectively and 487, 775 and 4079 s for the Nimblegen data set. The number of components that were involved in the emission distribution (3) ranged from 5 to 14 (with mode at 7) for the Nimblegen data set, and from 4 to 16 (with mode at 6) for the ROMA data set. Fig. 5 shows the analysis of the ROMA data set. The G-HMM, R-HMM and MDPHMM can identify a deletion that was found previously in Lakshmi et al. (2006) ; however, the G-HMM also identifies many other putative copy number variants. Although mouse tumours are likely to contain many copy number alteration events, the numbers that were predicted by the G-HMM are far too high. The R-HMM and MDPHMM provide more conservative and realistic estimates of the number of putative copy number variants in the tumour and identify only the validated copy number variants. Similarly, for the Nimblegen data set that is shown in Fig. 6 , the G-HMM gives many false positive results whereas the R-HMM and MDPHMM locate only the copy number variants that were inserted in the data. Plots of the marginal state probabilities p.s t |·/ indicate that the MDPHMM assigns higher posterior probabilities at the site of 12 small copy number variants (spanning just 10 probes) than the R-HMM. If a threshold of 0.5 or higher were to be imposed then the R-HMM would only recover one out of 12 small variants whereas the MDPHMM recovers four of the 12. The average classification error for the Nimblegen data was 2:39 ± 0:05%, 1:35 ± 0:32% and 1:26 ± 0:27% for the G-HMM, R-HMM and MDPHMM respectively, which indicates that the MDPHMM can reduce classification errors for copy number analysis of array CGH data.
Results
The slightly improved classification power of the MDPHMM arises because of the heavytailed and asymmetric distribution of the data. A comparison of histograms from 10 000 draws from the predictive distributions of the R-HMM and MDPHMM and the empirical distribution of the data is shown in Fig. 7 . The extra flexibility of the MDPHMM is better able to capture the empirical distribution of the data compared with the R-HMM.
The increased flexibility of the MDPHMM also leads to more stable estimates of HMM parameters such as the transition rates ρ and the mean signal levels m s that are associated with each copy number state. Fig. 8 shows that the inability of the G-HMM to capture the complex tail behaviour of the data leads to gross overestimates of the transition rates. In particular, the G-HMM estimates give an estimate for ρ cnv ≈ 0:87 which arises because data lying in the tails trigger artificial state transitions. Table 3 shows that the posterior standard deviation which is associated with the model parameters is significantly greater with the R-HMM than with the MDPHMM. This suggests that, although the R-HMM provides an improved density model for array CGH data over the G-HMM, small departures from the Student t-distribution still remain that lead to increased uncertainty due to model misspecification.
Discussion
This paper has introduced a new methodology for Bayesian semiparametric time series analysis. The approach, equipped with powerful computational machinery, is particularly suited to uncovering signal in long time series, and it provides a natural alternative to current approaches which model the emission distribution as a finite mixture model. The results in our genomic example are very promising, and we are already investigating further genetic applications of this work.
We have considered an a priori known number of states n. This assumption is very reasonable in the application that was considered here, as it is in various other contexts where HMM models are employed. There are of course contexts where this is not appropriate: information retrieval (where n might be the number of topics) and speaker diarization (where n might be the number of speakers) are typical such examples. Following the seminal paper by Teh et al. (2006) , active research has pursued the interweaving of MDPs and the HMM to learn about n and allow it to grow with T. Therefore, in this line of work the MDP model is used to define more complex Markov dynamics. This turns out to be quite subtle from both the modelling and the computational side. We refer to Fox et al. (2009) for a detailed discussion, references on this line of work and various contributions. Fox et al. (2009) also considered flexible emission distributions in terms of Dirichlet processes, but operationally they approximated them by a finite mixture model. They also reported problems with existing algorithms for learning these classes of model, including with the so-called beam sampler of Van Gael et al. (2008) which is based on forward-backward recursions to block-update the latent process. Fox et al. (2009) advocated an approach which weakly approximates the Dirichlet processes by finite mixtures. It is interesting to investigate whether our approach of integrating out the global allocation variables when updating the hidden Markov chain, which is based on proposition 1, can be extended in this framework. This would remove the approximation error in the approach of Fox et al. (2009) while potentially alleviating mixing problems that are found in alternative approaches.
Proposition 1 follows directly from the following result which shows that the data y conditionally on .s, z, v, u/ are independent even when the allocation variables k are integrated out: The first equality follows by standard marginalization, where we have used the conditional independence to simplify each of the densities. The second equality follows from the conditional independence of the y t s and the k t s given the conditioning variables. We exploit the product structure to exchange the order of the summation and the product to obtain the third equality. The last equality is a re-expression of the previous equality.
