In this paper, the identi cation of stochastic regular languages is addressed. For this purpose, we propose a class of algorithms which systematically compare states in the stochastic pre x tree acceptor of the sample. This class of algorithms allow for the determination of the strings in any stochastic deterministic language as well as the estimation of their probabilities. It is also shown that the time needed grows only linearly with the size of the sample set. Experimentally, our implementation proves very fast for application purposes.
Introduction
Identi cation of stochastic regular languages (SRL) represents an important question within the eld of grammatical inference. Indeed, in most applications |as speech recognition, natural language modelling, and many others| the learning process involves noisy or random examples. The assumption of stochastic behaviour has important consequences for the learning process. Gold 1] introduced the criterion of identi cation in the limit for successful learning of a language. He also proved that regular languages cannot be identi ed if only text (i.e., only strings in the language) is given, but they can be identi ed if a complete presentation (where all strings are classi ed as belonging or not to the language) is provided. However, in practice, counterexamples are not usually available. Angluin 2] proved that a wide range of distribution classes, including the SRL, are identi able from positive samples (text) with probability one.
With this aim, some attempts to nd suitable learning procedures have already been made. Maryanski and Booth 3] used a chi-square test in order to lter regular grammars provided by heuristic methods. Although convergence to the true one was not guaranteed, acceptable grammars were always found. The approach of van der Mude and Walker 4] merges variables in a stochastic regular grammar, where Bayesian criteria are applied. In that paper 4], convergence to the true grammar was not proved and the algorithm was too slow for application purposes.
In the recent years, neural network models were used in order to identify regular languages 5, 6, 7, 8] and they have also been applied to the problem of stochastic samples 9]. However, these methods share the serious drawback that long computational times and vast sample sets are needed. Hidden Markov models are used by Stolcke and Omohundro 10] in order to maximise the probability of the sample, but they include a priori probabilities in order to penalise the size of the automaton. Some algorithms 11, 12] that can be applied to the problem of learning regular languages include assumptions about the sample data which restrict their applicability. Recently, Oncina and Garc a 13] proposed an algorithm which allows for the correct identi cation in the limit of any regular language if a complete presentation is given. Moreover, the time needed by this algorithm in order to output a hypothesis grows polynomially with the size of the sample, and a linear complexity was found experimentally. In the present paper, we follow the same guidelines and present an algorithm (ALERGIA) which builds the stochastic pre x tree acceptor from the sample and evaluates at every node the relative probabilities of the transitions coming out from the node. Next, it compares pairs of nodes, following a well de ned order (essentially, that of the levels in the pre x tree acceptor or lexicographical order). Equivalence of the nodes is accepted if they generate |within statistical uncertainty| the same stochastic language. The process ends when further comparison is not possible. De nitions will be introduced in section 2 and we will discuss some di erences between stochastic and non-stochastic languages in section 3. A more detailed description of the algorithm can be found in section 4, which is proved to be correct in section 5. Finally, results and discussion will be presented in section 6.
Preliminaries
Let A be a nite alphabet, A the free monoid of strings generated by A and the empty string. The length of w 2 A will be denoted as jwj. For x; y 2 A , if w = xy we will also write y = x ?1 w. The expression xA denotes the set of strings which contain x as a pre x. On the other hand, x y in lexicographical order if either jxj < jyj or jxj = jyj and x precedes y alphabetically.
A stochastic language L is de ned by a probability density function p(wjL) for all strings w 2 A . The probability of any subset X A is given by
and the identity of stochastic languages is interpreted as follows:
(2) A stochastic regular grammar (SRG), G = (A; V; S; R; p), consists of a nite alphabet A, a nite set of variables V |one of which, S, is referred to as the starting symbol|, a nite set of derivation rules R with either of the following structures:
where a 2 A, X; Y 2 V , and a real function p : R ! 0; 1] giving the probability of the derivation. The sum of the probabilities for all derivations from a given variable X must be equal to one. The form of Eq. (3), although slightly di erent, is equivalent to other ones used in the literature 14]. The stochastic grammar G is deterministic if for all X 2 V and for all a 2 A there is at most one Y 2 V such that p(X ! aY ) 6 = 0.
Every stochastic deterministic regular grammar G de nes a stochastic deterministic regular language (SDRL) through the probabilities p(wjL) = p(S ) w). The probability p(S ) w) that the grammar G generates the string w 2 A is de ned in a recursive way:
where Y is the only variable satisfying p(X ! aY ) 6 = 0 (if such variable does not exist, then p(X ! aY ) = 0).
A stochastic deterministic nite automaton (SDFA), A = (Q; A; ; q I ; p), consists of an alphabet A, a nite set of nodes Q = fq 1 ; q 2 ; : : :q n g, with q I 2 Q the initial node, a transition function : Q A ! Q and a probability function p : Q A ! 0; 1]. The probability p(q i ; ) is de ned as p(q i ; ) = 1 ? X a2A p(q i ; a) (5) and represents the probability that the string ends at node q i . The constraint p(q i ; ) 0 holds for all correctly de ned SDFA. Every SDFA de nes a SDRL through the probabilities p(wjL) = (q I ; w), de ned recursively as (q i ; ) = p(q i ; ) (q i ; aw) = p(q i ; a) ( (q i ; a); w)
If (q i ; a) is unde ned, then ( (q i ; a); w) = 0.
Comparison of equations (4) and (6) shows the equivalence between SDRG and SDFA. In case the SDRG contains no useless symbols 15], the probabilities of the strings sum up to 1:
The quotient x ?1 L is the stochastic language de ned by the probabilities: 
The canonical acceptor recognises the set of strings with non-zero probability fw 2 A : p(wjL) 6 = 0g. A SDFA generating L can be obtained from the previous one as (Q M ; A; M ; q M I ; p M ), whith the probabilities:
The pre x set and the short-pre x set of L are de ned as:
Note that x ?1 L 6 = y ?1 L for all x; y 2 Sp(L) such that x 6 = y, and therefore, the strings in Sp(L) are a representative set of the states in the canonical acceptor M. The kernel and the frontier set of L are respectively de ned as:
Note that K(L) has size at most 1 + jMjjAj and contains Sp(L) as subset.
A stochastic sample S of the language L is an in nite sequence of strings generated according to the probability distribution p(wjL). We denote with S n the sequence of the n rst strings (not necessarily di erent) in S. The number of occurrences in S n of the string x will be denoted with c n (x), and for any subset
The sequence S n de nes a stochastic language L n with the probabilities
Finally, the stochastic pre x tree acceptor of S n is T n = (Q T ; A; T ; q T I ; p T ), a SDFA generating L n , with:
cn(xA ) (17) Probabilities of the type p T (x; ) are evaluated as in (5).
Identi cation of stochastic languages
At this point, it is worthwhile to remark on some di erences between the identication process of stochastic and non-stochastic regular languages. Identi cation in the limit means that only nitely many changes of hypothesis take place before a correct one is found. Non-stochastic regular languages form a recursively enumerable set of classes R = fL 1 ; L 2 ; : : :g and a simple enumerative procedure identi es in the limit R provided that a complete sample S is provided. A complete sample presents all strings classi ed as belonging or not to the language. If L r is the true hypothesis, there is only a nite number of incorrect L k preceding L r , and for all of them a counter-example exists in S. Therefore, by choosing as hypothesis the rst L k consistent with S n , all incorrect languages will be eventually rejected. Furthermore, the hypothesis is changed nitely many times. Of course, negative examples play a relevant role, since they may be necessary in order to reject classes whose only di erence with L r lies on L k ? L r (and they may exist because an order which respects inclusion is not generally possible).
In contrast, samples of stochastic languages contain examples which appear repeatedly, according to the probability distribution p(wjL), but the statistical regularity is able to compensate for the lack of negative data. As proved in ref
It is important to remark that we are not only trying to approximate the true probability distribution. This could be easily achieved, for instance, by simply estimating p(wjL) with the observed frequencies c n (w)=n. It is not di cult to show that this method provides a density function whose distance to the true distribution decreases with n. However, if L is in nite, there are always strings not in S n such that p(wjL) 6 = 0 but the method assigns them a null probability. Therefore, we will rather identify the canonical acceptor for the stochastic language (i.e., the set of words in the language with non-zero probabilities) and estimate the transition probabilities in the automaton from the sample S n . In this way, once the structure is correctly identi ed, we obtain a non-zero probability for all strings such that p(wjL) > 0. Furthermore, the correct value of the probabilities can be approximated with any desired accuracy if large enough samples are available. Our method is justi ed in the following section.
The inference algorithm
We will de ne the boolean function equiv L : K(L) ! ftrue; falseg as equiv L (x; y) = true , x ?1 L = y ?1 L: (18) Note that the equivalence function equiv L is only de ned on K(L). We will make use of the following lemma:
Lemma 1 Given Sp(L), F(L) and equiv L , then the structure of the canonical acceptor is: We will show in the following section that compatible n , when restricted to K(L), returns in the limit of large n the same value as equiv L . Therefore, the correct structure of the canonical acceptor is inferred, and the transition probabilities can be evaluated from S n using for the transition probabilities p M (x; a) de ned in Eq. (10) the probabilities p T (x; a) de ned in Eq. (17) .
As the probabilities are estimated through S n (which shows stochastic uctuations) a con dence range is de ned for different. There is a number of di erent statistical tests 16, 17, 18] leading to a class of algorithms rather than a single one. We have chosen the following bound, due to Hoe ding 16], for the observed frequency f=m of a Bernoulli variable of probability p. Let 
Identi cation in the limit
Identi cation in the limit takes place if function compatible n (x; y) behaves like equiv L (x; y) in the limit of large n. For this purpose, we will allow the parameter in to depend on t, the size of the pre x tree acceptor T n .
Theorem 3 Function equiv L (x; y) and function compatible n (x; y) return the same value for x; y 2 K(L) in the limit of large n if lim n!1 (1 ? (t)) t ! 1. Proof. The loop over z in function compatible n involves at most t = j Pr(L n )j iterations, and thus, a maximum of (1 + jAj)t calls to different. Therefore, compatible n returns the correct value with probability greater than (1? (t)) 2t .
The condition (1 ? (t)) t ! 1 for large n needs (t) to decrease faster than 1=t. Note that the implicit condition (t) (c n (x)) ! 0 remains true with a t-dependence of the type 1=t or similar, as the logarithm in Eq. (20) cannot compensate the growth in the denominator. jT n j). As T n cannot grow faster than n, the algorithm is, in the limit of large sample sets, linear with the size of the sample.
Results and discussion
The performance of the algorithm has been tested with a variety of grammars. For each grammar, di erent samples were generated by the canonical stochastic automaton of the grammar and given as input for ALERGIA. For instance, the Reber grammar 19] of Fig. 4 has been used in order to compare ALERGIA with previous works on neural networks which used this grammar as check 9].
In Fig. 5 we plot the average (after 10 experiments) number of nodes in the automaton found by ALERGIA as a function of the size of the sample set generated by the Reber grammar. The number of states is a measure of the complexity of the hypothesis. As seen in the gure, this number always converges to the right value when the sample is large enough. We also checked that the structure of the automaton was correctly inferred. For small samples, the algorithm tends to propose hypothesis which overgeneralize the target language. However, when enough information is available it always nds the correct structure. The number of examples needed to achieve convergence is relatively small (about ve hundred). This number compares rather favourably with the performance of recurrent neural networks 9] which cannot guaranty convergence for this grammar even after tens of thousands of examples. A discussion on the number of examples needed in this kind of algorithms can be found in the Appendix.
In Fig. 6 , the average time needed by the algorithm is plotted as a function of the number of examples in the sample (dispersions were negligible). The linear complexity is observed and the algorithm proves very fast even for huge sample 
Conclusions
An algorithm has been proposed which identi es any stochastic regular language. Identi cation is achieved from stochastic samples of the strings in the language, and no counterexamples are used. Experimentally, the algorithm needs very short times and comparatively small samples in order to identify the regular set. For large samples, linear time is needed (about one minute for a sample containing one million examples running on a Hewlett-Packard 715). The algorithm is suitable for recognition tasks where noisy examples or random sources are common. In this line, applications to speech recognition problems are planned.
Appendix: Examples for convergence
An interesting question is the number of examples necessary in order to correctly infer the SDFA. This number is highly sensitive to the detailed structure of the automaton. However, a bound valid for any algorithm of the class described in this paper can be found. 
We cannot expect convergence to take place before the statistical error becomes smaller than the above di erence. An algorithm-independent estimate of the error range is given by the standard deviations 1 
where n is the number of examples in the sample S n . Therefore, comparison of x 1 and x 2 is only expected to be correct once n > N(z; 
