A technique to calibrate nonlinear car-following laws for traffic oscillation estimation by Rhoades, Christine M
 
 
© 2015 Christine M. Rhoades
 
 
 
 
 
 
 
A TECHNIQUE TO CALIBRATE NONLINEAR CAR-FOLLOWING LAWS FOR TRAFFIC 
OSCILLATION ESTIMATION 
 
 
 
 
 
 
BY 
 
CHRISTINE M. RHOADES 
 
 
 
 
 
 
 
 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Civil Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2015 
 
 
 
 
Urbana, Illinois 
 
 
Adviser: 
 
 Associate Professor Yanfeng Ouyang 
 
  
ii 
 
ABSTRACT 
 
 Traffic congestion is one of the chief transportation problems in the world today.  The 
total cost of transportation congestion in the United States in 2011 was estimated at 121 billion 
dollars.  Congested traffic rarely flows smoothly; instead, traffic goes through cyclical slow and 
fast movements that result in what is commonly known as traffic oscillations.  There are 
numerous negative effects associated with these oscillations, including extra fuel consumption 
and greenhouse gas emissions.  Therefore, transportation professionals would like to find a way 
to reduce traffic oscillations.   
 Hence, researchers have developed numerous models to help reproduce traffic 
oscillations, in the hopes of better understanding how oscillations form and propagate through a 
platoon of vehicles.  Many simulation and experimental studies have been performed to study 
oscillations, but as data collection technologies have improved, they have provided the 
opportunity to study oscillations as they occur in the real world.  By calibrating the parameters of 
the theoretical models with empirical data, it is possible to more accurately reproduce driver 
behavior in oscillations and consequently to evaluate the impacts of various potential traffic 
control strategies on traffic oscillations. 
 This thesis proposes a calibration technique that is useful in calibrating nonlinear car-
following laws to accurately model traffic oscillations from field trajectory data in both the time 
domain and the frequency domain.  The base of the technique is maximum likelihood estimation, 
as calculated using the speed-spacing diagram.  Time-domain and frequency-domain feedback is 
then added to this base to achieve accuracy in both domains.  Numerical examples using NGSIM 
data (Next Generation SIMulation) are provided to verify the proposed method.  Further analysis 
of the model parameters and potential traffic control strategies to mitigate the traffic oscillation 
problem are then discussed.  
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CHAPTER 1 
INTRODUCTION 
 
1.1. Background 
 
Traffic congestion is the chief transportation problem in major cities around the world.  
Schrank et al. (2012) report that in 2011, 5.5 billion hours and 2.9 billion gallons of fuel were 
wasted and approximately 56 billion extra pounds of carbon dioxide were produced in the United 
States in congested traffic.  In 2011, the total cost of congestion in the United States was 
estimated at 121 billion dollars (Scrank et al., 2012). These numbers are only for 498 urban areas 
in the United States, so it is easy to see that, on a worldwide scale, traffic congestion is a massive 
problem with huge economic and environmental repercussions, as well as implications for efforts 
to conserve natural resources. 
For years, traffic engineers and researchers have tried various strategies to address the 
problem of traffic congestion.  Although some solutions, such as adding capacity, can 
temporarily help mitigate congestion, no solutions have been found to completely eliminate 
traffic congestion in the long run.  It seems that traffic congestion is here to stay.  Indeed, as 
populations continue to grow and car ownership rates continue to increase, it is expected that 
traffic congestion will continue to worsen in the future. 
Thus, many transportation researchers have studied traffic congestion, trying to determine 
its causes and potential strategies to combat it.  One well-known characteristic of congested 
traffic is the turbulence of its flow.  Instead of flowing smoothly, congested traffic often 
fluctuates between fast and slow movements, leading to what is known as traffic oscillations.  In 
the extreme case, the gridlocked situations often pictured when the words “congested traffic” are 
heard, this fluctuation leads to what is commonly called stop-and-go traffic, which forces drivers 
to periodically come to a complete stop.  Schrank et al. (2012) estimates that the capacity of 
roads with turbulent flow can be effectively reduced by a factor as large as one-half.  Therefore, 
it seems apparent that traffic oscillations can worsen or even cause congested traffic conditions, 
making it essential to understand this phenomenon.   
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Traffic oscillations can easily be studied and visualized using the time-space plane 
(Laval, 2011).  For example, Figure 1 shows the time-space diagram for congested traffic that 
experiences traffic oscillations.  It can be seen that the vehicle trajectories are not all straight 
lines, which would be a sign of stable traffic flow.  Instead, many trajectories have a curved 
segment, indicating the temporary deceleration followed by acceleration that is often seen in 
unstable traffic flow.  Some trajectories even have a flat segment, which means the vehicle had 
to come to a complete stop.   
Figure 1 also illustrates the formation and propagation of oscillations through a platoon 
of vehicles.  The oscillation starts as a small perturbation in one trajectory that is then amplified 
upstream through the platoon until it develops into a large oscillation that may eventually cause 
traffic to come to a complete standstill.  Here, the time-space diagram shows that most 
trajectories only experience one oscillation period within the data collection zone, but it can also 
be seen that three different waves of oscillations form and propagate. 
 
Figure 1: Time-space diagram showing traffic oscillations (source: NGSIM data; source: 
http:ngsim.fhwa.dot.gov/) 
 
There are numerous negative effects associated with traffic oscillations.  Traffic 
oscillations pose a safety hazard due to the repeated changes in traffic speed.  Crashes are likely 
to occur when drivers are not vigilant or when they are simply unable to react quickly enough to 
the repeatedly changing speeds.  Zheng et al. (2010) report that oscillations significantly increase 
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the number of crashes on a road; in their study, one unit increase in the standard deviation of 
freeway speed is associated with an 8% increase in the probability of a rear-end collision.   
The necessity of heightened awareness and the periodic slow-downs also lead to driver 
frustration.  Slower speeds cause additional travel delay, and the cyclical accelerations and 
decelerations result in extra fuel consumption and greenhouse gas emissions.  Thus, traffic 
oscillations can negatively affect drivers physically, mentally, and financially.  When examined 
on a broader scale, traffic oscillations cause problems for society as a whole by negatively 
impacting the environment.   
Due to the widespread nature of traffic congestion and the variety of negative effects 
associated with the resulting traffic oscillations, there has been a strong motivation for 
researchers and practitioners alike to study this phenomenon.  It is expected that by developing a 
better understanding of traffic oscillations, including both the way they start and the way they 
propagate, a strategy will be found that can help mitigate oscillations and their effects. 
 
Figure 2: Trajectory decomposition (source: Li et al., 2012) 
 
1.2. Current Work 
 
 Traffic oscillations can be studied in the time domain or the frequency domain.  In 
particular, trajectory data with oscillations can be decomposed into their corresponding 
macroscopic components and oscillatory components, as seen in Figure 2 (Li et al., 2010).  The 
macroscopic component, easily studied in the time domain, reflects macroscopic traffic 
properties such as average speed, spacing, and flow.  The oscillatory component reflects the 
properties of the oscillations such as the period and amplitude of oscillation and can be more 
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effectively studied using frequency-domain methods.  Hence, there have been numerous efforts 
to model traffic oscillations either in the time domain or the frequency domain, separately.   
 This paper fills an important gap by detailing a new technique to calibrate a nonlinear 
car-following law to accurately model traffic oscillations in both the time and frequency 
domains.  With the advent of new data collection technologies, better quality field trajectory data 
showing oscillations in the real world have become available.  This paper uses NGSIM field data 
(Next Generation SIMulation; source: http:ngsim.fhwa.dot.gov/) to calibrate a nonlinear car-
following law that is able to not only reproduce the observed trajectories in the time-space 
diagram but also to predict the oscillation propagation through the platoon of vehicles using 
frequency-domain methods.   
 The ability to model traffic oscillations is critical in understanding them and working 
towards a mitigation strategy, since it provides researchers with the opportunity to explore how 
potential traffic control strategies may affect the oscillations and to evaluate their effectiveness.  
The paper is therefore organized as follows.  Chapter 2 provides a literature review that covers 
relevant research, including the history and the current state of traffic oscillations research.  
Chapter 3 then describes the proposed car-following model calibration technique, based on a 
maximum likelihood estimation approach along with feedback from time- and frequency-domain 
calibration errors.  Further analyses and potential ways to mitigate oscillations are discussed in 
Chapter 4.  Chapter 5 ends the paper with some conclusions and insights. 
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CHAPTER 2 
LITERATURE REVIEW 
 
 In this chapter, a literature review of relevant research is provided.  It starts off by 
discussing an area of research that has many similarities to traffic oscillations research, research 
on the supply chain bullwhip effect.  The bullwhip effect in supply chains closely parallels the 
oscillations seen in congested traffic.  Both areas of research heavily rely on control theory, and 
many useful methods can be adapted for use in both areas.  After discussing research on the 
bullwhip effect, I move to the main topic of the chapter, an overview of the history of and current 
state of traffic oscillations research.   
 
2.1. Bullwhip Effect Research 
 
 This section gives a brief introduction to research on the bullwhip effect.  The bullwhip 
effect refers to an inventory instability often seen in multi-echelon supply chains.  Basically, in 
multi-echelon supply chains, order fluctuations downstream (e.g., fluctuations in the orders from 
the retailer directly selling to the customer) tend to be amplified as they move up through the 
suppliers in the chain.  Thus, suppliers who are further upstream, away from the final customer, 
experience much greater fluctuations in their orders than suppliers downstream.  Extensive 
research has been performed to study this phenomenon, but in this section, I simply highlight 
some research using theoretical methods, since this research is the most pertinent to traffic 
oscillations research.   
 Obviously, researchers are interested in pinpointing the causes of the bullwhip effect, as 
well as quantifying its growth through the supply chain.  Lee et al. (2004) point to four causes: 
demand signal processing, the rationing game, order batching, and price variations.  They argue 
that these four problems lead to information distortion in the supply chain; order fluctuations 
then naturally result from the distortion of the information.   
 Chen et al. (2000) quantify the bullwhip effect in a simple two-stage supply chain with 
demand forecasting and order lead time.  This model shows that the variability increases with 
lead time and can be largely affected by the demand forecasting.  To help combat the bullwhip 
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effect, they suggest centralizing demand information and using smooth demand forecasts that 
utilize multiple observations when estimating future demand. 
 There have been many other research efforts to find strategies to help reduce or eliminate 
the bullwhip effect and to quantify their effects.  For example, Ouyang (2007) analyzes the effect 
of sharing customer demand information with upstream suppliers and shows that the bullwhip 
effect can be reduced, although not completely eliminated, by sharing customer demand.  He 
measures the bullwhip effect by comparing the variations of orders, as specified by the inventory 
policy of the suppliers.  
 Sari (2008) acknowledges the reality, however, that the downstream suppliers who 
directly deal with the customer do not have much incentive to share this information; several 
different partnership programs have been developed to offer incentives to share information.  
Sari uses simulation to show the benefits of two such programs, vendor-managed inventory 
(VMI) and collaborative planning, forecasting and replenishment (CPFR), by comparing them to 
a traditional supply chain.  He shows that both programs show benefits, but CPFR is more robust 
and provides a larger benefit. 
 Obviously, some of the strategies and models used for supply chains are not directly 
transferable to the study of traffic oscillations.  Nevertheless, insights into traffic oscillations can 
be drawn from research on the bullwhip effect.  For example, connected vehicles are becoming a 
big topic in transportation, and this connection could provide opportunities to share information 
that could help combat traffic oscillations.  It could also provide the conditions necessary to 
centralize decision making, one strategy shown to combat the bullwhip effect.  Until then, other 
strategies can be used; for example, it might be helpful to provide drivers with information about 
downstream conditions.  This extra information could help them make more informed decisions 
instead of simply reacting to the behavior of the vehicle in front of them. 
 
2.2. Traffic Oscillations Research 
 
 In this section, I give an overview of traffic oscillations research.  Traffic oscillations 
research can be divided into three main categories: (i) research using theoretical methods to 
understand and study the oscillations through models; (ii) research using empirical methods to 
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observe and study the oscillations through real-world field data; and (iii) research joining 
theoretical and empirical methods.  The following subsections will provide a summary of these 
three categories of traffic oscillations research. 
 
2.2.1. Theoretical Methods 
 
 Traffic oscillations research using theoretical methods dates back to the 1950’s.  Early 
on, linear car-following models were used in theoretical research.  For example, Chandler et al. 
(1958) and Herman et al. (1959) use linear car-following models, along with frequency-domain 
methods, to determine the criteria necessary for stable traffic flow.  These linear models yield 
useful closed-form equations to model the propagation of an oscillation through a platoon.  
These closed-form equations allow researchers to exactly quantify the theoretical effects of the 
model parameters on oscillation propagation. 
 
Figure 3: Oscillation propagation using linear and nonlinear models (source: Li and Ouyang, 
2011) 
 
 Over time, however, it has become apparent that linear models are not realistic when used 
to model traffic oscillation propagation through a platoon of vehicles.  In particular, linear 
models predict exponential growth of the oscillation amplitude through a platoon (e.g., Herman 
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et al., 1959).  It has been theorized that this inaccuracy is due to the lack of realistic bounds on 
the operational characteristics of the vehicles and the behavior of the drivers.  For example, there 
is no upper bound on the speed of the vehicle.  Obviously in the real world, vehicles have an 
upper limit on their speed; furthermore, drivers are not likely to feel comfortable or safe when 
driving at very high speeds. 
 Thus, nonlinear models were developed to more realistically reproduce driver behavior in 
congested traffic and to allow better study of the phenomenon (Gazis et al., 1961; Gipps, 1981; 
Bando et al., 1995).  Figure 3 shows the oscillation propagation through a platoon, as it would be 
calculated using a linear model and a nonlinear model.  It should be noted that STD stands for 
standard deviation; one way that the magnitude of an oscillation is measured is by taking the 
standard deviation of the oscillatory component of the trajectory.  The nonlinear model predicts 
that the magnitude of the oscillations will plateau, while the linear model predicts unbounded 
growth through the platoon.  It is well-known that the propagation predicted with nonlinear 
models more closely resembles that seen in the real world. 
 Newell (1961) proposes a nonlinear car-following model in which the oscillations 
propagate as in linear theory but the evolution of the oscillations over time and space more 
realistically reflect that seen in the real world.  Treiber et al. (2000) use another nonlinear model, 
the intelligent driver model, to show that traffic oscillations are often caused by road 
inhomogeneities, such as lane closures or uphill segments of the road.  Laval et al. (2014) use a 
modified version of Newell’s 2002 car-following model to suggest that the discrepancy between 
the desired and actual acceleration of a vehicle, caused by driver error, can lead to oscillations.  
These studies show that a small perturbation in the behavior of the leading vehicle can lead to 
large traffic oscillations upstream. 
 Unfortunately, nonlinear models are also much more complicated to study, with closed-
form analysis being especially difficult.  Due to this difficulty, many researchers have had to turn 
to numerical simulation for their analysis.  Recently, however, Li and Ouyang (2011) proposed a 
describing function approach (DFA) to analytically predict the propagation of the oscillations 
through a platoon of vehicles. 
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2.2.2. Empirical Methods 
 
 Empirical data is invaluable in providing researchers with the opportunity to observe and 
study traffic oscillations in the real world.  In the beginning, the only empirical data available 
was loop detector data; consequently, many researchers have developed methods to calculate 
either the macroscopic or oscillatory properties of the traffic flow, often by aggregating this data.  
For example, Treiber and Helbing (2002) develop the adaptive smoothing method to find traffic 
velocity, density, and flow as a function of time and space using loop detector data, giving them 
a way to visualize the propagation of congestion upstream.  Zielke et al. (2008) use the Mauch, 
cross-correlation, and autocorrelation methods to determine the oscillation amplitude, 
propagation speed, and frequency from this data.  They then use these measurements to compare 
traffic oscillation characteristics in different countries around the world, pointing out the 
importance of considering the characteristics of the infrastructure and traffic when developing 
models to describe this phenomenon. 
 Other researchers have concentrated on using data to pinpoint possible sources of the 
oscillations.  These studies have led to the identification of some causes such as the large 
reaction times of drivers.  Laval (2011) studies the hysteresis phenomenon in congested traffic 
and points to driver error as a cause of the traffic oscillations.  He claims this error is due to the 
aggressive and timid behavior of the drivers.  Ferrari (1989) also points to driver behavior as a 
cause of traffic oscillations, but he explains that frequent lane changes by drivers can result in 
oscillations. 
 As data collection technologies and techniques have improved over the years, good-
quality microscopic trajectory data have become available, allowing for more detailed analysis of 
traffic oscillations.  For example, Neubert et al. (1999) use single-vehicle data to identify new 
traffic states that exist in congested traffic flow, while Chen et al. (2012) use trajectory data to 
develop a behavioral car-following model to study the formation and propagation of the 
oscillatory waves. 
 Until recently, most empirical methods of studying traffic oscillations have focused on 
using time-domain analyses.  Time-domain analysis of empirical data can run into some 
problems, though.  Oftentimes, there is noise in the field data due to errors in data collection.  
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Frequency-domain methods, however, are naturally better adapted to separate the noise from the 
traffic oscillations.   
 Recent studies have shown, therefore, that frequency-domain methods can more 
accurately measure the oscillatory characteristics of traffic flow.  Li et al. (2010) propose a 
frequency spectrum analysis to calculate the characteristics of the oscillations, such as the period 
and magnitude, from loop detector data.  They use signal processing techniques to distinguish the 
oscillations from noise in the data.   
 Zheng et al. (2011) then propose a wavelet transform method to determine the 
spatiotemporal properties of traffic oscillations using loop detector data.  This method allows 
them to determine the location of the origin of the oscillation, giving them the opportunity to 
pinpoint possible causes of the oscillation.   Zhao et al. (2014) suggest an extended spectral 
envelope method to study the evolution of the oscillations and to determine the strength of 
oscillations at various locations. 
 
2.2.3. Joining Theoretical and Empirical Methods 
 
 Clearly, a lot of research has been performed to date developing both theoretical and 
empirical methods.  It would be ideal to be able to calibrate or validate the theoretical models 
and predictions with empirical data.  Therefore, there has been much work focusing on 
calibrating and validating these models.   
 For example, Kesting and Treiber (2008) develop a calibration technique that utilizes 
trajectory data; they use the genetic algorithm and a nonlinear optimization function defined by 
the absolute and relative errors between a simulated and observed trajectory to perform the 
calibration on the intelligent driver and velocity difference models.  Thus, they focus on 
reproducing the time-space diagram.  Treiber and Kesting (2012) also propose a way to calibrate 
and validate intelligent driver and human driver models using stationary detector data; they 
calibrate the car-following model according to driver behavior and then validate it using 
spatiotemporal measures.  Li et al. (2012) turn their focus to frequency-domain characteristics; 
they expand previous work (Li and Ouyang, 2011) to calibrate Newell’s nonlinear car-following 
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models using trajectory data, with the goal of accurately predicting the growth of the oscillations 
through the platoon of vehicles.   
  
12 
 
CHAPTER 3 
METHODOLOGY1 
 
 In this chapter, I propose a new method to calibrate nonlinear car-following laws based 
on real-world trajectories, taking into account not only driver’s car-following behavior but also 
the vehicle trajectory’s time-domain (e.g., location, speed) and frequency-domain properties 
(e.g., peak oscillation amplitude).  I use Newell’s 1961 car-following model as an example and 
calibrate its parameters with a penalty-based maximum likelihood estimation procedure.  I then 
describe a series of experiments performed using NGSIM data to illustrate the proposed 
technique. 
 
3.1. Methodology 
 
 I start this section by describing a general model calibration technique based on velocity 
and spacing observations.  Then, a new feedback mechanism is introduced to improve traffic 
reproduction accuracy in time- and frequency-domains. 
 
3.1.1. Model Calibration 
 
 I consider a set of field trajectories from a platoon of n + 1 vehicles in one lane, indexed 
from downstream to upstream by i = 0, 1, …, n.  For vehicle i, let 𝑥𝑖(𝑡) be the recorded position 
at time 𝑡 ∈  𝑇𝑖, where 𝑇𝑖 is the discrete recorded time set with sampling step length ∆𝑡 (e.g., 𝑇𝑖 = 
{0s, 0.1s, 0.2s, …}), and  𝒙𝒊 = {𝑥𝑖(𝑡)}𝑡 ∈ 𝑇𝑖  be the entire trajectory, assumed to be monotonically 
increasing over t. 
 For a given pair of consecutive trajectories {𝒙𝒊−𝟏, 𝒙𝒊}, at time t, the observed velocity 
𝑣𝑖(𝑡) of the following vehicle is estimated from data as 
                                                          
1 Reprinted, with permission, from Rhoades, C., Wang, X., Ouyang, Y. Calibration of nonlinear 
car-following laws for traffic oscillation prediction. Transportation Research Procedia. In press. 
Figures 4-6 originally created by Wang, X. 
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 𝑣𝑖(𝑡) ≈
𝑥𝑖(𝑡 + ∆𝑡) − 𝑥𝑖(𝑡)
∆𝑡
, (1) 
and the observed spacing by driver i, 𝑠𝑖(𝑡, 𝜏𝑖), is a time-shift of 𝑥𝑖−1(𝑡) − 𝑥𝑖(𝑡), i.e.,  
 𝑠𝑖(𝑡, 𝜏𝑖) = 𝑥𝑖−1(𝑡 − 𝜏𝑖) − 𝑥𝑖(𝑡 − 𝜏𝑖) (2) 
assuming a time lag of 𝜏𝑖, which can, for example, account for reaction time. 
 For simplicity, I assume each vehicle independently follows a general class of nonlinear 
car-following law 𝐹(∙) where the desired velocity of the following vehicles, 𝑣𝑖
∗(𝑡), is defined 
using the spacing between the leading and following vehicles, 𝑠𝑖(𝑡, 𝜏𝑖), although the 
methodology suggested here could be modified to accommodate other types of laws as well.  
Each nonlinear car-following law can be specified by a parameter set 𝐻𝑖 in addition to 𝜏𝑖; i.e.,  
 𝑣𝑖
∗(𝑡) = 𝑣(𝑠𝑖(𝑡, 𝜏𝑖)|𝐻𝑖). (3) 
I suppose that each observed velocity comes from the desired velocity plus an error term 𝜀𝑖, as 
shown below: 
 𝑣𝑖(𝑡) = 𝑣𝑖
∗(𝑡) + 𝜀𝑖 = 𝑣(𝑠𝑖(𝑡, 𝜏𝑖)|𝐻𝑖) + 𝜀𝑖 , (4) 
where the error term 𝜀𝑖 follows a general probability density function 𝜙(∙ |𝛴𝑖) with its parameter 
set 𝛴𝑖. 
 Given the trajectory data of the whole platoon {𝒙𝑖}𝑖=0
𝑛 , normally exhibiting congestion, I 
aim to obtain parameters {𝐻𝑖, 𝜏𝑖, 𝛴𝑖}𝑖=1
𝑛 , each of which is calibrated based on a pair of 
consecutive trajectories; e.g., {𝒙𝒊−𝟏, 𝒙𝒊}.  These calibrated parameters should reproduce {𝒙𝒊}𝑖=1
𝑛  
in both the time-space diagram (with regard to the trajectories) and the frequency domain (with 
regard to the oscillation amplitudes). 
 The parameters can be calibrated by maximizing the likelihood function for observing 
any pair of trajectories {𝒙𝒊−𝟏, 𝒙𝒊}; i.e., 
 
𝓛(𝐻𝑖, 𝜏𝑖, 𝛴𝑖) = ∏ 𝜙(𝑣𝑖(𝑡) − 𝑣(𝑠𝑖(𝑡, 𝜏𝑖)|𝐻𝑖)|Σi)
𝑡∈𝑇𝑖
. (5) 
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 For notation convenience, I simply define 𝑀𝑖 = {𝐻𝑖, 𝜏𝑖} to be the car-following law 
parameter set.  Then, an open-loop calibration of the car-following law can be written as follows. 
 Maximum Likelihood Estimation (MLE):  
 [𝑀𝑖
𝐿 , Σ𝑖
𝐿] = argmax
𝑀𝑖,𝛴𝑖
𝓛(𝑀𝑖, 𝛴𝑖) (6) 
 Note that 𝑀𝑖
𝐿 contains the optimal parameters in the car-following law that will maximize 
the accuracy of predicting 𝑣𝑖
∗(𝑡).  This simple method has several limitations, however.  First, 
the maximum likelihood function is highly nonlinear in the parameters, and hence the search for 
the best parameter values may easily become trapped in local optima.  For example, the value of 
𝐻𝑖
𝐿 would be very sensitive to the value of reaction time 𝜏𝑖
𝐿, as illustrated by the data plots in 
Figure 4.  Second, the error terms are assumed to be independent; hence the estimation method 
above does not explicitly address the temporal continuity and autocorrelation of a driver’s car-
following behavior.  Finally, there is no explicit consideration of oscillation properties, and 
hence the resulting car-following law will be unlikely to accurately reproduce the oscillatory 
components (which will be illustrated later in our numerical experiments).  In the following 
subsections, I propose to improve the model parameter estimation by explicitly addressing 
feedbacks from the reproduction of both the time- and frequency-domain traffic components.  
 
Figure 4: Impact of reaction time on velocity-spacing plot (source: NGSIM data) 
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3.1.2. Simulation-Based Feedback 
 
 In this section, I will first introduce time- and frequency-domain traffic prediction errors. 
These errors will be used to evaluate any given car-following law 𝑀𝑖 and will later be 
incorporated into the calibration procedure via a penalty method. 
 
3.1.2.1. Time-Domain Feedback 
 
 Since almost all field trajectory data are collected in the time domain, verifying 𝑀𝑖 in the 
time domain is intuitive.  I only need to reproduce the trajectory of the following vehicle in the 
time-space diagram and measure the difference from its observed counterpart. 
 Given a pair of field trajectories {𝒙𝒊−𝟏, 𝒙𝒊} that span time ranges 𝑇𝑖−1 and 𝑇𝑖, respectively, 
and a car-following model 𝑀𝑖, I simulate the following vehicle’s trajectory ?̂?𝑖 as follows. 
 For any 𝑡 ∈ 𝑇𝑖, if 𝑡 − 𝜏𝑖 ∉ 𝑇𝑖−1 ∩ 𝑇𝑖, I have ?̂?𝑖(𝑡) = 𝑥𝑖(𝑡).  Otherwise,  
 ?̂?𝑖(𝑡 + ∆𝑡) = ?̂?𝑖(𝑡) + 𝑣𝑖(𝑡)∆𝑡, (7) 
where 𝑣𝑖(𝑡) = 𝑣(𝑥𝑖−1(𝑡 − 𝜏𝑖) − ?̂?𝑖(𝑡 − 𝜏𝑖)|𝐻𝑖) is the simulated velocity, as given by the car-
following model.  It should be noted here that each following vehicle trajectory is reproduced 
based on its observed (i.e., accurate) leading vehicle trajectory. 
 Then, I define the time-domain error associated with parameters 𝑀𝑖 as 
 𝑒𝑖
𝑇 ∶=
1
|𝑇𝑖|
√∑[𝑥𝑖(𝑡) − ?̂?𝑖(𝑡)]
2
𝑡∈𝑇𝑖
 , (8) 
where |𝑇𝑖| is the number of elements in 𝑇𝑖.  Obviously, a smaller 𝑒𝑖
𝑇 indicates a more accurate 
reproduction of the time-domain trajectory.  This error reflects the accuracy of trajectory 
reproduction at every time step and hence addresses the continuity and autocorrelation of a 
driver’s car-following decisions. 
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3.1.2.2. Frequency-Domain Feedback 
 
 Most oscillation properties, e.g., amplitude and periodicity of oscillation, can be easily 
captured by analyzing the oscillation component 𝑥𝑖
𝑜(𝑡) of the vehicle trajectory in the frequency 
domain, which is defined here as in Li and Ouyang (2011). 
 First, I transform the time-domain field data into the frequency domain.  In field data 
capturing congested traffic, especially when the “stop-and-go” phenomenon shows periodically 
in the trajectory, the frequency spectrum of 𝑥𝑖
𝑜(𝑡) normally contains a highly dominant 
frequency component (Li et al., 2010), i.e., the fundamental frequency, denoted by 𝛺𝑖, and hence 
𝑥𝑖
𝑜(𝑡) can be approximated by a sinusoid, shifted to zero phase without loss of generality,  
 𝑥𝑖
𝑜(𝑡) ≈ 𝐴𝑖 sin(𝛺𝑖𝑡), ∀𝑡 ∈ 𝑇𝑖, (9) 
where 𝐴𝑖 is the oscillation amplitude.  Considering that the field data are noisy and may only 
contain a small number of oscillation periods (e.g., only one stop-and-go cycle), which means the 
typical discrete Fourier transform is not effective, I use the following wavelet method 
(Daubechies, 1992) to estimate 𝛺𝑖 and 𝐴𝑖 for vehicle 𝑖's trajectory.  First, I estimate 
 𝛺𝑖 = argmax
𝛺
{max
𝑡∈𝑇𝑖
∫ 𝜓(𝑢, 𝛺)𝑥𝑖
𝑜(𝑡 − 𝑢)𝑑𝑢
𝜋/𝛺
−𝜋/𝛺
}, (10) 
where 
 𝜓(𝑢, 𝛺) =
𝛺
𝜋
sin(𝛺𝑢), ∀𝛺 > 0, 𝑢 ∈ ℝ, (11) 
is the wavelet function.  Let 
 𝑡𝑖
𝑚 = argmax
𝑡∈𝑇𝑖
∫ 𝜓(𝑢, 𝛺𝑖)𝑥𝑖
𝑜(𝑡 − 𝑢)𝑑𝑢
𝜋/𝛺𝑖
−𝜋/𝛺𝑖
. (12) 
Then, the observed oscillation amplitude, 𝐴𝑖, is estimated as 
 𝐴𝑖 =
𝛺𝑖
𝜋
∫ 𝑒−𝑗𝛺𝑖𝑡𝑥𝑖
𝑜(𝑡)𝑑𝑡
𝑡𝑖
𝑚+𝜋/𝛺𝑖
𝑡𝑖
𝑚−𝜋/𝛺𝑖
, (13) 
where 𝑗 is the imaginary unit. 
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 I similarly apply the wavelet method described above to the simulated trajectory, denoted 
by ?̂?𝑖.  Then the frequency-domain error under 𝑀𝑖 can be defined using the maximum value on 
the trajectory’s frequency spectrum (i.e., the one dictating the oscillation amplitude) as follows: 
 𝑒𝑖
𝐹(𝑀𝑖) ∶= |𝐴𝑖 − ?̂?𝑖|. (14) 
 
3.1.3. Model Integration and Solution 
 
 The aforementioned MLE model provides a good starting point for finding the optimal 
parameters for the car-following law, but it can be further improved by incorporating the time- 
and frequency-domain errors. 
 First, define 
 𝓜𝒊(𝛾
𝐹, 𝛾𝑇) ∶= {𝑀𝑖: 𝑒𝑖
𝐹(𝑀𝑖) ≤ 𝛾
𝐹, 𝑒𝑖
𝑇(𝑀𝑖) ≤ 𝛾
𝑇 }, 𝑖 = 1, 2, … , 𝑛, (15) 
where 𝛾𝐹 , 𝛾𝑇 ∈ ℝ+
2  are predetermined tolerances for the frequency- and time-domain errors.  All 
parameters in 𝓜𝒊(𝛾
𝐹 , 𝛾𝑇) guarantee acceptable traffic reproduction errors no larger than 𝛾𝐹and 
𝛾𝑇. 
 I assume that the model calibration shall be subject to guaranteed reproduction errors, as 
the following: 
 max
𝑀𝑖∈𝓜𝒊(𝛾
𝐹,𝛾𝑇),Σi
𝓛(𝑀𝑖, Σi), if 𝓜𝒊(𝛾
𝐹, 𝛾𝑇) ≠ ∅ . (16) 
It is obvious that |𝓜𝒊(𝛾
𝐹, 𝛾𝑇)| is non-decreasing over either 𝛾𝐹or 𝛾𝑇, and 𝓜𝒊(+∞, +∞ ) ≠ ∅.  
Further, if 𝓜𝒊(0,0) ≠ ∅, then (16) yields the ideal model that perfectly reproduces the field data 
in both the time and frequency domains.  It is difficult, however, to judge if  𝓜𝒊(𝛾
𝐹, 𝛾𝑇) ≠ ∅ or 
to choose appropriate 𝛾𝐹and 𝛾𝑇 from the field data before I solve (16). 
 To find a proper balance between the time- and frequency-domain errors without 
explicitly specifying the error thresholds, I propose the following penalty-based optimization 
(Yenaiy, 2005). 
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 Penalty-based Maximum Likelihood Estimation (pMLE): 
 lim𝑝→∞
max
𝑀𝑖,Σi
{log 𝓛(𝑀𝑖, Σi) − 𝑝[𝛼𝑒𝑖
𝑇(𝑀𝑖) + (1 − 𝛼)𝑒𝑖
𝐹(𝑀𝑖)]}, (17) 
where 𝛼 ∈ [0,1] is a balancing coefficient and 𝑝 specified the relative weight of the penalties. 
 The solution to pMLE offers a balance among the likelihood estimator and the errors in 
both time and frequency domains.  When 𝑝 is small, the objective is near the optimal 
log 𝓛(𝑀𝑖, Σi), which provides a relatively good initial solution.  Then, as 𝑝 increases, the errors 
in both domains are reduced significantly, while sacrificing the likelihood.  Toward the end of 
the iteration, when either 𝑒𝑖
𝐹 or 𝑒𝑖
𝑇 is near its local or global minimum, the increasing 𝑝 can still 
guarantee the reduction of the other error.  The objective (17) is expected to finally achieve the 
best value when no further improvement is possible. 
 To solve pMLE at each iteration, any meta-heuristic search method that allows embedded 
simulation could be effectively used.  I use a genetic algorithm that is terminated when either the 
number of iterations reaching a set maximum or the fit of the model does not improve over a set 
number of iterations. 
 
3.2. Describing Function Approach Prediction 
 
 In the previous section, frequency-domain feedback is provided via spectrum analysis of 
the simulated trajectories.  An alternative approach could be developed based on analytical 
predications from Li et al. (2012) so as to reduce computational burden.  Given the oscillation 
properties of the leading vehicle, the DFA can be used to predict those of the following vehicle 
under a class of nonlinear car-following law 𝑀𝑖 that governs the oscillatory components of two 
adjacent trajectories: 
 𝑥𝑖
𝑜(𝑡) = 𝑳𝒊[𝑵𝒊(𝑥𝑖−1
𝑜 (𝑡) − 𝑥𝑖
𝑜(𝑡))] (18) 
where 𝑳𝒊[∙] is a linear operator with low-pass filter (e.g., integrator) and 𝑵𝒊(∙)  is a nonlinear 
function of spacing, in which the output retains the same fundamental frequency as the input. 
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 I reformulate (18) in the frequency domain.  Let 𝑋𝑖−1(𝛺), 𝑋𝑖−1(𝛺), and ?̃?𝒊(𝛺) be the 
Fourier transform of 𝑥𝑖−1
𝑜 (𝑡), 𝑥𝑖
𝑜(𝑡), and 𝑳𝒊[∙], respectively, and 𝑆𝑖(𝛺) ∶= 𝑋𝑖−1(𝛺) − 𝑋𝑖(𝛺).  
Taking Fourier transform on both sides of (18) yields  
 𝑋𝑖(𝛺) ≈ ?̃?𝒊(𝛺) ∙ ?̃?𝒊(|𝑆𝑖(𝛺)|) ∙ 𝑆𝑖(𝛺), (19) 
where  
 ?̃?𝒊(𝐴) =
2 ∫ 𝑁𝑖(𝐴 sin(𝑡)𝑒
−𝑗𝑡)𝑑𝑡
2𝜋
0
𝜋
 (20) 
is the describing function.  For example, the block diagram showing this process for Newell’s 
nonlinear car-following law can be seen in Figure 5. 
 
Figure 5: Block diagram for Newell's nonlinear car-following law 
 
 Li et al. (2012) proves |𝑋𝑖(𝛺)| can be predicted by solving the following system of 
equations,  
 {
|𝑋𝑖(𝛺)| = |?̃?𝒊(𝛺) ∙ ?̃?𝒊(|𝑆𝑖(𝛺)|)| ∙ |𝑆𝑖(𝛺)|             
|𝑋𝑖−1(𝛺)| = |1 + ?̃?𝒊(𝛺) ∙ ?̃?𝒊(|𝑆𝑖(𝛺)|)| ∙ |𝑆𝑖(𝛺)|.
 (21) 
Denote the solution of (21) by 
 |𝑋𝑖(𝛺)| = DFAMi(|𝑋𝑖−1(𝛺)|, 𝛺). (22) 
 Now, I am able to address the oscillation propagation reproduction.  I first use the 
wavelet method described in section 3.1.2.2 to obtain the oscillation properties of the whole 
platoon, {𝛺𝑖}𝑖=0
𝑛  and {𝐴𝑖}𝑖=0
𝑛 .  I then define the amplification ratio of vehicle 𝑖 as 𝑅𝑖 = 𝐴𝑖−1/𝐴𝑖 
for 𝑖 = 1, 2, … , 𝑛; this ratio is an important factor depicting the oscillation propagation. 
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 Theoretically, 𝛺𝑖−1 = 𝛺𝑖 should always hold due to the assumption of 𝑵𝒊(∙).  There may, 
however, exist small gaps between them from the above wavelet method.  Here I propose a 
simple modification: (i) combine trajectories {𝒙𝒊−𝟏, 𝒙𝒊} into one single trajectory 𝒙𝒊−𝟏,𝒊 by 
shifting the first point of 𝒙𝒊 to the last point of 𝒙𝒊−𝟏 in the time-space diagram; (ii) repeat the 
above wavelet method to 𝒙𝒊−𝟏,𝒊 to obtain the fundamental frequency, denoted by ?̅?𝑖; and (iii) 
adjust both 𝛺𝑖−1 and 𝛺𝑖 to ?̅?𝑖.  Note that this modification is conducted for each pair {𝒙𝒊−𝟏, 𝒙𝒊} 
and ?̅?𝑖 is allowed to vary over 𝑖. 
 Then our task is to estimate ?̂?𝑖
′  based on 𝐴𝑖−1, ?̅?𝑖, and the calibrated parameters 𝑀𝑖.  This 
can be obtained from (22), i.e.,  
 ?̂?𝑖
′ = DFA𝑀𝑖(𝐴𝑖−1, ?̅?𝑖). (23) 
This term ?̂?𝑖
′  can be considered as an analytical counterpart of, and can be used to estimate, ?̂?𝑖 in 
(14). 
 
3.3. Numerical Example 
 
 In this section, empirical trajectory data are used to validate the proposed model 
calibration and oscillation prediction framework.  For illustration, I consider two vehicle 
platoons from the NGSIM dataset, which was collected from southbound US 101 in Los 
Angeles, CA from 7:50 - 8:35 AM on June 15, 2005. 
 
Figure 6: Newell's nonlinear car-following law 
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 I assume that the drivers follow Newell’s nonlinear car-following law (Newell, 1961), as 
shown in Figure 6.  The following vehicle 𝑖 adjusts its desired velocity 𝑣𝑖
∗(𝑡) linearly based on 
the spacing to its leading vehicle 𝑖 − 1, subject to physical speed bounds; i.e., in (3) I let 
 Newell’s Model: 
 𝑣𝑖
∗(𝑡) = mid{0, 𝑘𝑖[𝑥𝑖−1(𝑡 − 𝜏𝑖) − 𝑥𝑖(𝑡 − 𝜏𝑖)] − 𝜔𝑖, 𝑣𝑖
max}, ∀𝑡 ∈ 𝑇𝑖 (24) 
where 𝜔𝑖 is the backward shockwave speed, 𝑘𝑖 is the sensitivity factor of driving aggressiveness, 
𝑣𝑖
max is the upper bound on velocity, and again, 𝜏𝑖 is the reaction time.  The car-following 
behavior of vehicle 𝑖 can be fully specified by 𝑀𝑖 ∶= {𝑘𝑖, 𝜏𝑖 , 𝜔𝑖, 𝑣𝑖
max}.  For convenience, I 
further define the stopping distance as 𝑠𝑖
0 ∶= 𝜔𝑖/𝑘𝑖 and the spacing when desired velocity first 
reaches the upper bound as 𝑠𝑖
max ∶= (𝜔𝑖 + 𝑣𝑖
max)/𝑘𝑖. 
 For most observations, I assume a normal distribution for the error term, with zero mean 
and standard deviation 𝜎𝑖, hence I simply have Σi = {𝜎𝑖}.  Since drivers do not drive backwards, 
however, the folded normal distribution is used instead for the case when 𝑣𝑖
∗(𝑡) = 0.  Define 
𝐼(∙) = 1 if the expression in (∙) is true; or 0 otherwise.  Then the likelihood function for a given 
pair of observed trajectories {𝒙𝒊−𝟏, 𝒙𝒊} is given by 
 
ℒ(𝑀𝑖, 𝜎𝑖) = ∏ [
1
𝜎𝑖
?̃?(
𝑣𝑖(𝑡)
𝜎𝑖
)]
𝐼(𝑣𝑖
∗(𝑡)=0)
∙ [
1
𝜎𝑖
𝜙(
𝑣𝑖(𝑡) − 𝑣𝑖
max(t)
𝜎𝑖
)]
𝐼(𝑠𝑖(𝑡,𝜏𝑖)≥𝑠𝑖
max) 
𝑡∈𝑇𝑖
∙ [
1
𝜎𝑖
𝜙(
𝑣𝑖(𝑡) − 𝑣𝑖
∗(t)
𝜎𝑖
)]
𝐼(𝑠𝑖(𝑡,𝜏𝑖)≥𝑠𝑖
max)∙𝐼(𝑣𝑖
∗(𝑡)=0) 
, 
(25) 
where ?̃?(∙) and 𝜙(∙) now are the probability density functions of the folded and the normal 
distribution, respectively. 
 
3.3.1. Case I 
 
 I will first illustrate the proposed model calibration technique using a platoon consisting 
of Vehicles 81 to 93 in the NGSIM data.  I set 𝛼 = 0.5 for each pair of vehicle trajectories and 
use the genetic algorithm to find the model and probability parameters; the calibrated parameters 
are listed in Table 1. 
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 In Table 1, column " − log 𝓛" indicates the negative log likelihood at convergence, while 
𝑒𝐹 and 𝑒𝑇 respectively indicate the residual frequency- and time-domain errors.  Rows “Avg.” 
and “CV” show the mean and coefficient of variation (i.e., the standard deviation divided by the 
mean) of the entire platoon, respectively.  Table 2 shows the minimum, maximum, and average 
frequency- and time-domain errors for 10 runs of the genetic algorithm. I observe that the 
majority of the parameters have reasonable values, although there is obvious heterogeneity 
across the drivers.  The frequency-domain errors are much smaller than the time-domain errors 
for most vehicles, implying far better reproduction in the frequency domain. Towards the end of 
the iterative calibration algorithm, it is often observed that the time-domain error will remain 
relatively stable, while the frequency-domain error continues to decrease to an infinitesimal 
value. 
Table 1: Calibration results for Case I 
Vehicle 𝑘 (1/sec) 𝜏 (sec) 𝜔 (ft/s) 𝑣max(ft/s) 𝜎 − log 𝓛 𝑒𝐹 𝑒𝑇 
82 0.65 1.32 0.78 71.54 4.24 2.67 7.28e-6 0.30 
83 0.74 2.07 2.00 67.94 6.27 3.09 8.84e-6 0.76 
84 0.49 1.67 -0.86 51.85 2.95 3.67 1.28e-6 0.54 
85 0.54 1.52 6.37 77.95 7.32 3.43 2.86e-6 0.76 
86 0.47 1.82 1.54 62.73 6.09 3.27 1.95e-6 0.95 
87 0.91 0.92 2.75 84.31 4.37 2.83 1.67e-5 0.24 
88 0.38 1.02 -0.64 64.08 4.01 2.49 1.86e-5 0.26 
89 0.63 2.02 3.05 61.97 6.94 3.67 2.15e-5 0.89 
90 0.56 2.45 0.97 65.86 7.79 3.28 6.70e-5 0.92 
91 0.41 2.67 0.31 59.00 4.92 4.56 0.033 1.56 
92 0.64 1.02 0.78 85.62 4.97 3.03 0.033 0.37 
93 0.42 0.42 -5.05 60.88 5.71 3.11 0.031 0.75 
Avg. 0.57 1.58 0.99 67.80 5.46 3.26 0.0027 0.69 
CV 0.26 0.42 2.71 0.15 0.26 0.16 3.45 0.54 
 
 Figure 7 offers a closer look at the velocity-spacing diagrams of Vehicles 88 and 92, as 
examples.  For Vehicle 88, the observed data are distributed across the linear and truncation 
segments of the Newell’s model.  The observed data for Vehicle 92 are more clustered within the 
linear segment – in this case, the parameter value 𝑣max seems to have little effect on the time-
domain reproduction, as will be seen later in the sensitivity analysis. 
 
23 
 
Table 2: Minimum, maximum, and average errors for Case I 
Vehicle Min. 𝑒𝐹 Max. 𝑒𝐹 Avg. 𝑒𝐹 Min. 𝑒𝑇 Max. 𝑒𝑇 Avg. 𝑒𝑇 
82 3.48e-8 9.98e-6 4.00e-6 0.300 0.657 0.379 
83 2.36e-8 3.24e-6 7.75e-7 0.652 1.406 0.770 
84 2.59e-7 7.45e-5 1.09e-5 0.553 1.514 0.876 
85 8.29e-8 2.95e-4 3.48e-5 0.761 1.154 0.881 
86 7.75e-10 3.32e-5 8.12e-6 0.907 1.065 0.970 
87 4.13e-8 3.75e-6 9.62e-7 0.221 0.313 0.241 
88 2.23e-7 1.14e-4 2.78e-5 0.246 0.740 0.356 
89 2.33e-7 3.27e-6 9.16e-7 0.888 1.031 0.950 
90 4.94e-8 2.19e-5 3.76e-6 0.832 1.808 1.106 
91 2.13e-9 3.42e-2 1.02e-2 1.419 2.243 1.819 
92 6.68e-8 3.85e-5 9.58e-6 0.354 0.518 0.401 
93 4.94e-8 2.19e-5 3.76e-6 0.832 1.808 1.106 
 
 
Figure 7: Velocity-spacing diagrams for calibrated Newell's models 
  
Figure 8 illustrates the reproduction of the field data based on the calibrated car-
following models.  For the time domain, Figure 8(a) shows that the field and simulated 
trajectories match very well for the whole platoon.  Meanwhile, for the frequency domain, Figure 
8(b) shows the reproduced oscillation propagation as indicated by, 𝐴𝑖, the cumulative amplitude 
growth from the first vehicle (#81), and 𝑅𝑖, the pair-wise amplitude growth.  The reproduction in 
the frequency domain is shown using both the simulation-based method (based on ?̂?𝑖 in section 
3.1.2.2) and the DFA (based on ?̂?𝑖
′  in section 3.2), for comparison.  I observe that they both 
24 
 
match their corresponding field measurements very well, which simultaneously validates both 
the analytical prediction and the simulation in the frequency domain. 
 
 (a) (b) 
Figure 8: Reproduction result for Case I (a) Time-space diagram (b) Oscillation propagation 
 
3.3.2. Case II 
 
 I next repeat the same calibration procedure for another platoon consisting of Vehicles 
311 to 320 from the same NGSIM data – note that now there are two oscillating cycles in the 
data.  The calibrated parameters for the entire platoon are listed in Table 3.  It can be seen that, as 
in Case I, most parameter values seem reasonable, heterogeneity seems to exist across drivers, 
and the frequency-domain errors are extremely small. 
Table 3: Calibration results for Case II 
Vehicle 𝑘 (1/sec) 𝜏 (sec) 𝜔 (ft/s) 𝑣max(ft/s) 𝜎 − log 𝓛 𝑒𝐹 𝑒𝑇 
312 0.53 0.52 6.93 59.05 8.87 3.29 1.20e-6 0.41 
313 0.39 0.52 2.32 55.40 6.17 2.74 1.36e-5 0.29 
314 0.56 0.12 0.77 89.85 3.80 3.52 5.78e-6 0.48 
315 0.47 0.77 6.12 78.85 8.29 3.67 6.28e-6 0.70 
316 0.50 0.41 1.45 44.52 9.90 3.42 5.82e-5 0.48 
317 0.44 1.52 9.84 46.95 7.54 3.01 1.11e-5 0.41 
318 0.40 0.42 6.16 46.10 5.35 3.02 3.20e-4 0.36 
319 0.49 1.11 2.38 42.65 5.09 3.34 2.72e-4 0.49 
320 0.42 1.35 1.61 45.89 7.44 3.23 1.17e-4 0.51 
Avg. 0.47 0.75 4.17 54.87 6.69 3.25 8.95e-5 0.46 
CV 0.12 0.63 0.75 0.31 0.27 0.09 1.37 0.24 
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 Table 4 shows the minimum, maximum, and average time- and frequency-domain errors 
for 10 runs.  Figure 9 again shows that the proposed calibration method yields reasonable results 
in both the time and frequency domains. 
Table 4: Minimum, maximum, and average errors for Case II 
Vehicle Min. 𝑒𝐹 Max. 𝑒𝐹 Avg. 𝑒𝐹 Min. 𝑒𝑇 Max. 𝑒𝑇 Avg. 𝑒𝑇 
312 6.51e-8 7.63e-5 1.10e-5 0.399 0.738 0.507 
313 1.14e-7 2.23e-4 4.81e-5 0.279 0.625 0.341 
314 7.56e-8 2.46e-5 9.69e-6 0.482 1.181 0.599 
315 3.24e-8 2.61e-5 7.41e-6 0.686 0.978 0.783 
316 1.90e-7 5.68e-5 1.42e-5 0.365 0.639 0.462 
317 4.64e-7 5.68e-4 9.93e-5 0.410 0.763 0.550 
318 1.90e-6 5.68e-5 1.42e-5 0.365 0.536 0.424 
319 5.77e-8 6.11e-5 8.78e-6 0.381 0.562 0.447 
320 5.82e-7 2.61e-5 7.56e-6 0.432 0.683 0.506 
 
 
 (a) (b) 
Figure 9: Reproduction results for Case II (a) Time-space diagram (b) Oscillation propagation 
 
3.3.3. Sensitivity Analysis 
 
 Now, I will draw additional insights by conducting a series of sensitivity analyses on the 
platoon from Case I.  First, I evaluate how the value of 𝛼 (i.e., relative weights of time- and 
frequency-domain error feedback) affects the calibration results from (17). I compare three 
scenarios: (i) 𝛼 = 1 (i.e., the frequency-domain penalties are not considered), (ii) 𝛼 = 0 (i.e., the 
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time-domain penalties are not considered), and (iii) 𝑝 = 0 (i.e., both time- and frequency-domain 
penalties are not considered). 
 Figures 10-12 show the reproduction of traffic based on calibration results for each of the 
three scenarios.  It can clearly be observed that when 𝛼 = 1, the reproduction of oscillation 
propagation in Figure 10(b) is much worse than that in Figure 8(b).  On the contrary, when 𝛼 =
0, the reproduction of time-domain trajectories in Figure 11(a) becomes worse than that in 
Figure 8(a).  Note that some simulated vehicle trajectories even contain artificial oscillations due 
to the lack of control of time-domain properties.  In addition, when neither time- nor frequency-
domain errors are considered, the reproductions in both domains are much worse than those in 
Scenarios (i) and (ii). 
 Second, I explore how sensitive time- and frequency-domain errors are to each model 
parameter near optimum.  This test indirectly reports efficiency of the parameter estimators.  For 
each vehicle, I recalculate 𝑒𝑖
𝐹 and 𝑒𝑖
𝑇 when 𝑘𝑖, 𝜏𝑖, 𝜔𝑖, 𝑣𝑖
max, and 𝜎𝑖 are set, one at a time, to be 
either 10% larger or 10% smaller than their calibrated values in Case I.  The results are 
summarized in Table 5. 
  
(a) (b) 
Figure 10: Reproduction result with 𝛼 = 1 (a) Time-space diagram (b) Oscillation propagation 
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(a) (b) 
Figure 11: Reproduction result with 𝛼 = 0 (a) Time-space diagram (b) Oscillation propagation 
 
 
  (a) (b) 
Figure 12: Reproduction result with 𝑝 = 0 (a) Time-space diagram (b) Oscillation propagation 
 
 Several trends can be seen here.  First, the absolute changes of 𝑒𝐹 are greater than that of 
𝑒𝑇 when any of 𝑘, 𝜏, and 𝑣max varies.  On the contrary, the variation of 𝜔 only affects 𝑒𝑇, and 
the variation of 𝜎 has no effect on either 𝑒𝐹 or 𝑒𝑇.  These results imply that 𝑘, 𝜏, and 𝑣max 
jointly determine the oscillatory properties of vehicle trajectories, while the time-domain 
trajectory properties depend also on 𝜔.  In addition, no matter if 𝑘 increases or decreases, both 
𝑒𝐹 and 𝑒𝑇 increase by a relatively large amount, implying that 𝑘 is a critical factor that 
significantly affects traffic oscillation reproduction in both the time and frequency domains. 
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 Finally, I conduct a parsimony test on the model parameters to see if some of them can 
share the same values across the entire platoon, without significantly increasing the calibration 
errors.  It is straightforward that 𝜎 could be set to the same value across drivers, based on the 
sensitivity results in Table 5 above.  Noting that 𝑘 and 𝑣max have relatively small CV (see the 
last row in Table 1), I assume they are also likely to be the same across drivers.  Let 𝜎, ?̅?, and 
?̅?max be the mean values of 𝜎𝑖,  𝑘𝑖, and 𝑣𝑖
max across the entire platoon, respectively.  Then, I 
repeat the calibration on Case I using fixed values of 𝑘𝑖 = ?̅?,  𝜎𝑖 = 𝜎, and 𝑣𝑖
max = ?̅?max for all 𝑖, 
and only calibrate 𝜏𝑖 and 𝜔𝑖.  The results are listed in Table 6, and the reproduction of traffic 
properties is shown in Figure 13. 
 This result shows that it is fairly reasonable to restrict 𝜎, 𝑘, and 𝑣max to be the same 
across drivers in this platoon.  This restriction leads to slightly larger errors in the time and 
frequency domains, as expected due to the reduced degrees of freedom, but the calibrated model 
still performs reasonably well. 
Table 6: Calibration results of parsimony analysis 
Vehicle 𝑘 (1/sec) 𝜏 (sec) 𝜔 (ft/s) 𝑣max(ft/s) 𝜎  − log 𝓛 𝑒𝐹  𝑒𝑇  
82 
0.57 
1.35 -1.11 
67.81 5.47 
3.07 0.07 0.49 
83 1.94 -7.98 2.94 0.01 0.56 
84 0.12 8.21 3.97 10.3 1.81 
85 0.12 10.2 3.68 0.74 0.58 
86 1.67 9.17 3.67 0.13 1.13 
87 1.12 -15.7 2.83 0.02 0.35 
88 0.48 20.92 3.29 0.14 0.65 
89 1.95 -0.45 3.99 0.02 0.90 
90 2.45 1.77 3.49 0.14 0.93 
91 2.74 12.57 5.13 0.49 2.28 
92 1.49 -1.53 3.14 0.03 0.49 
93 0.13 -5.81 3.63 1.48 1.01 
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Figure 13: Reproduction result under parsimony (a) Time-space diagram (b) Oscillation 
propagation 
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CHAPTER 4 
DISCUSSION 
 
 In this chapter, I discuss some analyses that were performed to further investigate traffic 
oscillations.  After determining that the calibrated parameters can reproduce traffic oscillations 
from field data at an acceptable level of accuracy, I can consider possible traffic control 
strategies that could help to mitigate the oscillations and their negative effects.  While 
considering these potential strategies, I continue to work under the assumption that Newell’s 
nonlinear car-following law can be used to adequately describe the behavior of the drivers.  I 
then use simulation to show the effects of the strategies. 
 
4.1. Calibrated Model Parameters 
 
 It would be ideal to be able to use the calibrated model parameters from field data for 
simulations, since the simulation parameters are then more likely to reflect those typically seen 
in the real world.  In particular, I would like to use the model parameters for Vehicles 82 to 93, 
the platoon from Case I. 
 
4.1.1. Simulation Difficulty 
 
 It should be remembered that in order to calibrate models for an entire platoon, model 
calibration is performed sequentially on each vehicle using a pair of field trajectory data.  If the 
platoon is then simulated using different boundary conditions, such as the field trajectory data for 
the first vehicle of the platoon and then only the starting locations of the rest of the platoon, then 
it is expected that trajectories simulated with the calibrated model parameters will show larger 
errors, with these errors accumulating through the platoon (Rhoades et al., In press).  Indeed, 
simulating the trajectories with the calibrated model parameters and the aforementioned 
boundary conditions, set using the field data to provide the initial conditions, results in simulated 
trajectories that collide.  In my simulations, I would like to use the calibrated model parameters 
but not the initial conditions of the field data, so I define the trajectory of the leading vehicle and 
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the starting locations of the following vehicles.  Nevertheless, different leading trajectories, 
covering a range of reasonable values for oscillation properties, still result in collisions; Figure 
14 shows an example simulation with collisions. 
 
Figure 14: Traffic oscillations simulation experiencing collisions 
 
 Therefore, it is clear that the model parameters would have to be adjusted before they 
could be used.  One possible solution to this problem is performing the model calibration for the 
entire platoon at one time using the aforementioned boundary conditions, with the time-domain 
error accounting for using reproduced leading trajectories as input instead of field trajectory data 
(Rhoades et al., In press).   
 Unfortunately, the NGSIM data collection zone is not long enough to be useful for this 
purpose.  The calibration technique proposed requires time-domain feedback based on the 
simulated trajectories, but the trajectories can only be simulated where position information is 
available for both the leading and the following vehicle (i.e., where observed spacing can be 
calculated).  Hence, the simulated trajectory is cut off when the leading vehicle leaves the data 
collection zone, and it is shorter than the actual field trajectory.  If the calibration is not 
performed sequentially, then all of the simulated trajectories must stop when the first vehicle 
leaves the data collection zone.  Due to the short data collection zone used to collect the NGSIM 
data, the simulated trajectories are very short by the end of the platoon and stop right before the 
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field trajectories start oscillating, as seen in Figure 15.  The algorithm is still trying to accurately 
simulate the oscillation propagation through the platoon, though, which leads to large 
inaccuracies in the time-space diagram as the calibration forces the shortened trajectories to 
oscillate with amplitudes close to the observed amplitudes.  Obviously, a different approach is 
needed. 
 
Figure 15: Time-space diagram for non-sequential calibration 
 
4.1.2. Reaction Time 
 
 It is noted that the trajectories experiencing collisions in the simulations correspond to the 
vehicles with large reaction times.  Indeed, it can be seen that some of the calibrated reaction 
times of drivers from Case I are relatively large, while others are smaller.  As mentioned in 
section 3.1.1, the optimization is highly nonlinear and sensitive with respect to reaction time.  It 
is therefore possible that the model calibration becomes stuck in a local optimum with a large 
reaction time when the global optimum actually corresponds to a different set of model 
parameters with a smaller reaction time. 
 The calibration can be modified to avoid this potential problem and further investigate 
the relationship between the reaction times and the value of the optimization function.  I take the 
reaction time parameter out of the search, incrementing it manually in 0.1 second steps and 
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performing the calibration for each value.  The final values of the optimization function for each 
reaction time are then compared to choose the model parameters.  Table 7 shows the best 
reaction times and errors from running this process three times, and it compares these values 
with those from Case I.  It can be seen that the reaction times are actually larger overall, but they 
are also more consistent.  The errors are comparable.  One possible explanation is that drivers in 
congestion, especially heavy congestion, do not react as quickly to the vehicle in front of them; 
they may hesitate before accelerating or decelerating if they think that conditions are likely to 
change again soon.   
Table 7: Reaction time comparison 
Vehicle 
Case I Modified Calibration 
𝜏 (sec) 𝑒𝐹 𝑒𝑇 𝜏 (sec) 𝑒𝐹 𝑒𝑇 
82 1.32 7.28e-6 0.30 1.70 5.64e-5 0.41 
83 2.07 8.84e-6 0.76 2.00 5.39e-7 0.62 
84 1.67 1.28e-6 0.54 2.20 3.00e-6 0.52 
85 1.52 2.86e-6 0.76 2.10 5.79e-6 0.87 
86 1.82 1.95e-6 0.95 2.50 1.56e-5 1.04 
87 0.92 1.67e-5 0.24 2.20 5.31e-6 0.45 
88 1.02 1.86e-5 0.26 2.10 4.08e-6 0.40 
89 2.02 2.15e-5 0.89 2.10 3.01e-7 0.84 
90 2.45 6.70e-5 0.92 2.30 6.09e-7 0.84 
91 2.67 0.033 1.56 1.60 1.99e-7 1.70 
92 1.02 0.033 0.37 1.20 0.030 0.38 
93 0.42 0.031 0.75 2.50 5.68e-7 0.45 
  
 These calibrations give me the best optimization function values for different reaction 
times, providing me with the data needed to examine this relationship.  Figure 16 is a plot of 
reaction time, as manually incremented, and the optimization function value that is achieved with 
the given reaction time for Vehicle 82.  It should be noted that the values of pMLE shown in the 
graph are calculated using 𝑝 = 1 to allow for comparison between different values of 𝜏.  It can 
be seen that, as previously mentioned, the relationship between the optimization function and the 
reaction time is highly nonlinear.  Very similar values of pMLE are achieved with very different 
values of 𝜏, but two very similar values of 𝜏 can also result in very different values of pMLE. 
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Figure 16: Relationship between tau and pMLE for Vehicle 82 
 
4.1.3. Backward Shockwave Speed 
 
 Another possible explanation for the collisions in the simulated trajectories is that the 
stopping distance, 𝑠𝑖
0, is too small.  Quick calculations show that all of the stopping distances 
from Case I are smaller than 12 feet, with almost all of these values even being smaller than 5 
feet.  Since stopping distance is the distance between the same point on two consecutive vehicles 
(e.g., the front bumper) and since vehicles are more than 5 feet long, these values are not 
reasonable. 
 In order to further investigate this situation, I manually increase the backward shockwave 
speed, 𝜔𝑖, for each vehicle, which also increases the stopping distance.  While this helps to 
improve the situation, there are still collisions.  Figure 17 shows that increasing the backward 
shockwave speed, even beyond practical values, does not completely solve the problem. 
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Figure 17: Traffic oscillation simulation with increased stopping distance 
 
4.2. Potential Traffic Control Strategies 
 
 At this point, it seems apparent that the model parameters from sequential calibration will 
not be useful in performing the simulations.  Nevertheless, the effect of the parameters on traffic 
oscillations can still be analyzed to help identify potential traffic control strategies that will help 
mitigate oscillations.  In this section, I discuss studies performed to evaluate these effects and 
describe several changes in model parameters that help reduce the amplitude of oscillations; 
then, I suggest several ways to achieve these changes. 
 
4.2.1. Model Parameters and Oscillations 
 
 There are two different ways to analyze the effect of the model parameters on 
oscillations: (i) the describing function approach, as described in section 3.2, and (ii) simulation. 
 
 
 
37 
 
4.2.1.1. Describing Function Approach 
 
 One way to study the effect of the model parameters on oscillations is to use the 
describing function approach.  The equations used in this approach are very complicated 
functions of the model parameters, which makes it almost impossible to derive useful closed-
form equations quantifying the relationships between the amplitude of the oscillations and the 
individual model parameters.  Nevertheless, the describing function approach is still a useful way 
to theoretically predict the effect of changing model parameters on the propagation of traffic 
oscillations through the platoon.  The predicted oscillation propagation through the platoon with 
the specified model parameters can be compared to the propagation with the changes.  In this 
way, the effect can be predicted. 
 
4.2.1.2. Simulation 
 
 Another way to study the effect of the model parameters on oscillations is to use 
simulation.  For this approach, the trajectories are simulated using the car-following law, and the 
amplitudes are directly measured.  Then, the simulation is performed again with the changed 
parameters, and the results are compared.  The results of the DFA and simulation approaches can 
also be compared to validate the results. 
Table 8: Effect of changing model parameters on oscillation amplitude 
Case 𝑘 (1/sec) 𝜏 (sec) 𝑣max (ft) Amplitude (ft) 
Base 0.65 1.32 71.54 48.09 
1 – increase 𝑘 0.78 1.32 71.54 49.82 
2 – decrease 𝑘 0.52 1.32 71.54 46.70 
3 – increase 𝜏 0.65 1.58 71.54 48.97 
4 – decrease 𝜏 0.65 1.06 71.54 47.82 
5 – increase 𝑣max 0.65 1.32 85.85 48.09 
6 – decrease 𝑣max 0.65 1.32 57.23 39.49 
7 – increase 𝑘, 
decrease 𝑣max 
1.32 1.32 57.23 40.16 
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4.2.1.3. Analysis Results 
 
 It should be recalled from section 3.3.3 that 𝑘, 𝜏, and 𝑣max are mainly responsible for 
determining the oscillatory characteristics of the vehicle trajectories; I am therefore particularly 
interested in the potential results of changing 𝑘, 𝑣max, and 𝜏.  To investigate, I focus on one 
vehicle, Vehicle 82, and then I increase and decrease its calibrated 𝑘, 𝑣max, and 𝜏 values by 
20%.  Still using the trajectory of Vehicle 81 and the starting location of Vehicle 82 as input, I 
perform a simulation and calculate the magnitude of the oscillation amplitude for Vehicle 82.   
Table 8 shows the effect of changing 𝑘, 𝑣max, and 𝜏 on oscillation amplitude and indicates that 𝑘 
and 𝜏 both have a direct relationship with amplitude.  𝑘 has a larger impact on amplitude than 𝜏, 
but both variables have a very small impact on amplitude.  The relationship between 𝑣max and 
amplitude is a little more complicated.  Table 8 shows that increasing 𝑣max has no effect on 
amplitude, which may indicate that the driver never reached a speed of 𝑣max in the simulation.  
Decreasing 𝑣max, however, results in a large reduction in amplitude. 
 Based on these analyses, it seems that there are several model parameter changes that 
could produce the desired results.  Decreasing 𝑘, decreasing 𝑣max, and decreasing 𝜏 all show 
potential to decrease the amplitude of traffic oscillations.     I will now discuss possible ways to 
produce these changes in driver behavior and characteristics. 
 
4.2.2. Traffic Oscillation Mitigation Strategies 
 
 I would like to consider various strategies that could help mitigate traffic oscillations.  
Decreasing the model parameters 𝑘, 𝑣max, and 𝜏 have shown some promise in reducing the 
amplitude of oscillation for a vehicle, and I would like to suggest some strategies that could be 
employed to potentially create the desired changes in driver behavior.   
 
4.2.2.1. Variable Speed Limit 
 
 One way to reduce the maximum speed of drivers, 𝑣max, is to impose a mandatory 
variable speed limit that changes to reflect traffic conditions.  While not all drivers follow the 
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speed limit exactly, this strategy could still help to slow drivers down and therefore to mitigate 
the propagation of traffic oscillations through a platoon of vehicles.  As traffic enters congested 
conditions where traffic oscillations are likely to form, the speed limit could decrease to help 
ensure that traffic flow does not become turbulent. 
 
4.2.2.2. Reduced Reaction Time 
 
 It has been suggested that variable speed limits do not actually result in lower speeds on 
roads but that the observed increase in safety is actually caused by reduced reaction times for 
drivers, 𝜏, due to an increased vigilance in the area.  Therefore, it is also possible that the 
variable speed limit will simply result in a smaller reaction time, which can still help to mitigate 
traffic oscillations.  If the above hypothesis is true, then it may be equally effective to warn 
drivers when downstream traffic is congested and heighten their vigilance through a warning that 
traffic is slowed ahead.  Of course, if fully-automated vehicles are achieved, then much smaller 
reaction times will be seen. 
 
4.2.2.3. Advisory Speed 
 
 A related possibility is to provide an advisory speed that recommends a speed to drivers 
based on traffic conditions.  I hypothesize that this strategy will have a different effect on driver 
behavior as compared to the mandatory variable speed limit.  It seems clear that more drivers 
will choose not to reduce their speed if this reduction is voluntary.  For the drivers who choose to 
follow the advisory speed, though, I think the change in their car-following behavior will be 
more complicated than a reduced 𝑣max, as seen with variable speed limits.  Since the drivers are 
trying to stay at the recommended speed, I hypothesize 𝑘 will increase.   
 A larger 𝑘 indicates a more aggressive driver whose speed in the linear section of the 
speed-spacing diagram changes rapidly with spacing.  Since drivers have been given a 
recommended speed, they expect traffic to travel at that speed, which means they may drive 
more aggressively than they normally would and show more reluctance to drive at a slower 
speed.  As a result, 𝑘 will increase.  Hence, there will be a narrower range of spacing for the 
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linearly increasing section of the speed-spacing diagram, as drivers level off at the advised speed 
at a smaller spacing than the spacing that would normally result in this speed.  Drivers will 
generally be more aggressive – those traveling at a speed lower than the advised speed will push 
to get to the recommended speed, which means they will choose a higher speed than normal for 
their observed spacing, and those traveling at the recommended speed will try to avoid slowing 
down, which means they will have to slow down rapidly if they cannot avoid it. 
 In addition, I conjecture there will be another section to the speed-spacing diagram.  I do 
not think that drivers will completely level off at the advised speed, regardless of the spacing in 
front of them.  They are likely to retain their maximum speed, and once spacing gets large 
enough, they will ignore the advised speed.  Once again, I think 𝑘 in this section will be large as 
drivers either choose to ignore the advisory speed or choose to return to that speed.  The spacing 
for the maximum speed, 𝑠max, is likely to be larger than that without the advisory speed, 
however, since the curve will temporarily level off at the advisory speed.  Figure 18 shows an 
example of the changes that could occur to the speed-spacing diagram when an advisory speed is 
provided.  The original speed-spacing diagram is shown with the thick black lines, and the 
modified sections are shown with the thin red lines. 
 
Figure 18: Speed-spacing diagram with advisory speed 
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 These potential changes in the diagram make predicting the effect on traffic oscillations 
much more difficult, especially if considering the DFA.  If I simplify and assume the diagram 
has the same sections but simply experiences a reduction in 𝑣max to 𝑣adv and an increase in 𝑘, 
then it becomes more straight-forward, and it is expected that the amplitude of the oscillations 
will be reduced.  It should be noted that, if the advisory speed limit is implemented well, then 
drivers should not enter the extra section of the speed-spacing diagram at all, anyway.  
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CHAPTER 5 
CONCLUSIONS 
 
 Traffic congestion is a problem that has constantly plagued transportation professionals, 
and it is not going away anytime soon.  Traffic oscillations, a phenomenon often seen in 
congested traffic, have continued to puzzle transportation researchers, as they continue to search 
for ways to further understand how these oscillations form and propagate.  The model calibration 
technique proposed in this paper gives researchers the ability to find models to accurately 
reproduce traffic oscillations from field data in both the time and frequency domains.  The ability 
to reproduce traffic oscillations in turn provides researchers with the opportunity to investigate 
and analyze the impact of potential traffic control strategies meant to mitigate traffic oscillations 
and their effects.  As ITS technology continues to develop, there will be new ways to provide 
more information to drivers.  This work gives researchers a starting point to determine what 
information needs to be given to drivers in order to mitigate traffic oscillations. 
 There are, however, still ways that the current work could be strengthened and expanded.  
As mentioned, the data used in the numerical examples only cover a short segment of road.  
Longer trajectory data could allow for non-sequential calibration of the car-following models for 
the entire platoon; this calibration would provide the ability to reproduce the oscillations using 
only the trajectory of the first vehicle and the starting locations of the rest of the vehicles in the 
platoon.  Performing the calibration with other field data would also help to further validate the 
proposed approach.  In addition, calibrating and analyzing other nonlinear car-following models 
could yield more insights into traffic oscillations and how they form and propagate, as well as 
possible ways to reduce the oscillations.  
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