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Abstrakt
Tato pra´ce se zaby´va´ implementacı´ distribuovany´ch datovy´ch struktur do knihovny OO-
Sol s vyuzˇitı´m existujı´cı´ch datovy´ch struktur a algoritmu˚ v objektoveˇ orientovane´mmid-
dleware CORBA. Popisuje za´kladnı´ aspekty technologie CORBA a jejı´ pouzˇitı´ pro imple-
mentaci distribuovane´ho ulozˇenı´ blokovy´ch a blokoveˇ diagona´lnı´chmatic namnoho pro-
cesoru˚. Da´le popisuje implementaci za´kladnı´ch operacı´ nad distribuovany´mi maticemi,
ktere´ umozˇnˇujı´ paralelnı´ vy´pocˇty s existujı´cı´mi algoritmy, naprˇı´klad metodu sdruzˇeny´ch
gradientu˚. Pra´ce obsahuje testova´nı´ na modelovy´ch u´loha´ch, ktere´ ukazuje rychlost a
sˇka´lovatelnost te´to implementace. Uvedeno je take´ porovna´nı´ technologie CORBA sMPI.
Klı´cˇova´ slova: paralelnı´ a distribuovane´ algoritmy, CORBA, MPI, middleware, syste´m
ulozˇenı´ matic, paralelnı´ sˇka´lovatelnost, OOSol
Abstract
This thesis deals with implementation of distributed data structures in OOSol library uti-
lizing existing data structures and algorithms using object oriented middleware CORBA.
Basic aspects of CORBA technology are described, as well as its use for implementa-
tion of distributed storage of block and diagonal block matrices on a large number of
processors. Furthermore, implementation of basic operations on distributed matrices are
described, which allow parallel computation using existing algorithms, e.g. conjugate
gradient method. Testing on model problems is included, which shows the speed and
scalability of this implementation. Also, a comparsion of CORBA with MPI is made.
Keywords: parallel and distributed algorithms, CORBA, MPI, middleware, matrix stor-
age system, parallel scalability, OOSol

Seznam pouzˇity´ch zkratek a symbolu˚
CORBA – Common Object Request Broker Architecture
MPI – Message Passing Interface
POA – Portable Object Adapter
OOP – Object Oriented Programming, Objektoveˇ Orientovane´ Pro-
gramova´nı´
IIOP – Internet Inter-ORB Protocol
GIOP – General Inter-ORB Protocol
OMG – Object Management Group
TCP/IP – Transmission Control Protocol/Internet Protocol
ORB – Object Request Broker
SII – Static Invocation Interface
DII – Dynamic Invocation Interface
AMI – Asynchronous Messaging Interface
IOR – Interoperable Object Reference
CG – Conjugate gradient method
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91 Cı´le a zada´nı´
1.1 Zada´nı´ diplomove´ pra´ce
Implementace distribuovany´ch datovy´ch struktur do knihovny OOSol
1. Na´vrh vhodne´ struktury distribuovany´ch matic.
2. Analy´za vhodne´ technologie na ba´zi CORBA, Java.
3. Implementace distribuovany´ch plny´ch i rˇı´dky´ch matic do knihovny OOSol.
4. Aplikace distribuovany´ch datovy´ch struktur na rˇesˇenı´ rozsa´hly´ch soustav linea´r-
nı´ch rovnic.
5. Testova´nı´ a srovna´nı´ zvoleny´ch technologiı´ s jiny´mi dostupny´mi technologiemi.
1.2 Knihovna OOSol
OOSol (Object Oriented Solvers) je objektoveˇ orientovana´ knihovna, vyvı´jena´ zameˇst-
nanci a studenty na katedrˇe aplikovane´ matematiky VSˇB-TUOstrava. Knihovnama´ slou-
zˇit k objektoveˇ orientovane´ implementaci numericky´chmetod a algoritmu˚, se zameˇrˇenı´m
na optimalizacˇnı´ u´lohy. OOSol je napsa´n v jazyce C++.
V soucˇasnosti OOSol zahrnuje zejme´na trˇı´dy pro :
• Datove´ struktury vektor, plna´ matice, rˇı´dka´ matice ve forma´tu compressed row
storage a ve forma´tu skyline (implementace skyline forma´tu matic do knihovny
OOSol byla te´matem me´ bakala´rˇske´ pra´ce).
• Algoritmy CG, simplex, MPGRP, SMALBE.
• Faktorizace matic.
1.3 Cı´le diplomove´ pra´ce
Cı´lem diplomove´ pra´ce je rozsˇı´rˇit knihovnu OOSol, ktera´ dosud obsahovala pouze sek-
vencˇnı´ (beˇzˇı´cı´ pouze na jednom procesoru) datove´ struktury a algoritmy, o jejich distri-
buovane´ verze, ktere´ umozˇnı´ vyuzˇı´t vy´pocˇetnı´ prostrˇedky slozˇene´ z mnoha procesoru˚.
Nasazenı´ distribuovane´ho OOSolu na vy´konne´ vy´pocˇetnı´ clustery, umozˇnı´ rˇesˇit roz-
sa´hle´ prakticke´ u´lohy, ktere´ by na jednom pocˇı´tacˇi nebyly rˇesˇitelne´ vu˚bec, nebo ve velmi
dlouhe´m cˇase.
Distribuovany´OOSol prˇinese urychlenı´ i pro vy´pocˇty na beˇzˇny´ch osobnı´ch pocˇı´tacˇı´ch,
nebot’ i zde se dnes projevuje trend paralelizace a dokonce i prˇenosne´ pocˇı´tacˇe beˇzˇneˇ
obsahujı´ neˇkolik procesoru˚.
Pro vy´voj distribuovany´ch datovy´ch struktur v ra´mci te´to diplomove´ pra´ce jsem si
stanovil na´sledujı´cı´ cı´le :
10
• Zarˇadit syste´m do existujı´cı´ trˇı´dnı´ hierarchie, pouzˇı´t pokud mozˇno co nejvı´ce exis-
tujı´cı´ho sekvencˇnı´ho ko´du. Pokusit se minimalizovat potrˇebu prˇepisovat existujı´cı´
sekvencˇnı´ algoritmy znovu do distribuovane´ verze.
• Implementace v C++. Jelikozˇ je cela´ knihovna OOSol psana´ v jazyce C++, i distri-
buovane´ struktury jsem se rozhodl implementovat v C++ z du˚vodu vy´konu a viz
prˇedchozı´ bod.
• Prˇenositelnost. Syste´m musı´ byt prˇenositelny´ mezi platformami, jak hardwarovy´mi,
tak i operacˇnı´mi syste´my. Prakticky to znamena´ dodrzˇenı´ standartu ISO C++ a
pouzˇı´va´nı´ prˇenositelny´ch externı´ch knihoven.
• Prˇehledny´, udrzˇovatelny´ ko´d. Implementace by meˇla by´t jasna´, prˇehledna´ a dobrˇe
cˇitelna´. To ulehcˇı´ jak pouzˇitı´ teˇchto struktur dalsˇı´mi programa´tory, tak i vy´voj.
• Objektova´ orientace. Pouzˇı´vat co nejvı´ce objektoveˇ orientovane´ programova´nı´.
• Pouzˇitı´ otevrˇeny´ch technologiı´. Vyuzˇı´vat technologie, jejichzˇ specifikace jsou volneˇ
dostupne´. Pouzˇı´vat externı´ knihovny, ktere´ jsou k dispozici volneˇ k pouzˇı´va´nı´ (na-
prˇı´klad pod licencı´ LGPL nebo BSD). Tı´m chci zabranit vazbeˇ na proprieta´rnı´ tech-
nologie, ktere´ by omezily prˇenositelnost a prˇidaly by licencˇnı´, prˇı´padneˇ i financˇnı´
pozˇadavky.
• Sˇka´lovatelnost. Implementace by meˇla by´t sˇka´lovatelna´ s pocˇtem procesoru˚.
1.4 Obsah diplomove´ pra´ce
V kapitole 2 uva´dı´m prˇehled existujı´cı´ch komunikacˇnı´ch technologiı´ a zava´dı´m jejich
rozdeˇlenı´ na datove´, procedura´lnı´ a objektove´. V kapitole 3 popisuji princip distribuova-
ny´ch objektu˚ a jeho pouzˇitı´ pro paralelnı´ vy´pocˇty a propojenı´ vy´pocˇetnı´ infrastruktury.
V kapitole 4 pak zdu˚vodnˇuji, procˇ jsem z dostupny´ch technologiı´ zvolil pra´veˇ CORBA.
Uvedeny jsou take´ jejı´ vy´hody a nevy´hody.
Kapitola 5 je pak veˇnova´na podrobneˇjsˇı´mu popisu technologie CORBA. Uvedeny
jsou hlavneˇ prvky specifikace du˚lezˇite´ pro implementaci v knihovneˇ OOSol. V kapitole
6 je popsa´no pouzˇitı´ technologie CORBA pro implementaci distribuovany´ch datovy´ch
struktur v knihovneˇ OOSol. Popisuji, jak jsem zarˇadil svou implementaci do trˇı´dnı´ hi-
erarchie knihovny OOSol, jak jsem implementoval architekturu manager/worker a jak
jsem rˇesˇil asynchronnı´ operace. Nakonec popisuji implementaci distribuovany´ch struktur
blokovy´ch matic a jejich pouzˇitı´ v algoritmech.
V kapitole 7 je tato implementace testova´na na modelove´ u´loze. Poslednı´ kapitola 8
shrnuje dosazˇene´ vy´sledky te´to diplomove´ pra´ce.
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2 Prˇehled komunikacˇnı´ch technologiı´
V te´to cˇa´sti zmı´nı´m neˇktere´ nejcˇasteˇji pouzˇı´vane´ komunikacˇnı´ technologie (takte´zˇ nazy´-
vane´ Middleware) pro vy´voj paralelnı´ch a distribuovany´ch technologiı´ a jejich vy´hody a
nevy´hody.
Komunikacˇnı´ technologie lze rozdeˇlit na trˇi trˇı´dy - postupneˇ od jednodusˇsˇı´ch k po-
krocˇilejsˇı´m : remote messaging (datove´), remote call (procedura´lnı´) a remote object (ob-
jektove´). Toto rozdeˇlenı´ ma´ paralelu ve vy´voji programovacı´ch jazyku˚, ktere´ mu˚zˇeme
podobneˇ rozdeˇlit na nestrukturovane´, procedura´lnı´ a objektoveˇ orientovane´. Schema-
ticky jsem to zobrazil na obra´zku 1.
Stranou teˇchto imperativnı´ch prˇı´stupu˚ je deklarativnı´ programovanı´ (naprˇı´klad funk-
ciona´lnı´ programova´nı´), jehozˇ obdoby se zacˇı´najı´ objevovat i v komunikacˇnı´ch technolo-
giı´ch.
2.1 Messaging (datove´)
Jsou to technologie, ktere´ umozˇnˇujı´ pouze posı´lat data mezi procesy. Tyto technologie lze
samotne´ velmi snadno implementovat. Implementace programu˚, ktere´ je majı´ vyuzˇı´vat,
je ovsˇem na´rocˇneˇjsˇı´. Programa´tor musı´ vytvorˇit forma´t, ve ktere´m data budou posı´la´ny,
zajistit nava´za´nı´ komunikace mezi jednotlivy´mi pocˇı´tacˇi a zajistit synchronizaci mezi
prˇijı´macı´ a odesı´lacı´ stranou.
• Socket. SocketAPI vyvinute´ na univerziteˇ Berkeley se stalo de facto standardempro
socketove´ sı´t’ove´ rozhranı´. Poskytuje za´kladnı´ funkce pro nava´zanı´ spojenı´, prˇı´jem
a odesı´la´nı´ bajtu˚ dat. Socket API lze najı´t te´meˇrˇ na vsˇech operacˇnı´ch syste´mech.
• MPI je dnes nejcˇasteˇji pouzˇı´vane´ rozhranı´ pro paralelnı´ programova´nı´. Protokol
neza´visly´ na platformeˇ umozˇnˇuje cı´lenou i kolektivnı´ komunikaci. MPI umozˇnˇuje
efektivneˇ vyuzˇı´vat topologii sı´teˇ. Optimalizovane´ implementace MPI jsou k dispo-
zici pro mnoho programovacı´ch jazyku˚ i platforem.
2.2 Remote call (procedura´lnı´)
Tyto technologie umozˇnˇujı´ volat procedury s daty jako parametry na vzda´leny´ch pocˇı´-
tacˇı´ch a zı´skavat na´vratove´ hodnoty. Tento koncept se zacˇal objevovat na konci 70. let
minule´ho stoletı´.
• DCE/RPC je syste´m vzda´lene´ho vola´nı´ dnes jizˇ opusˇteˇne´ho softwarove´ho balı´ku
Distributed Computing Environment. DCE/RPC se pozdeˇji stalo za´kladem techno-
logiı´ Microsoftu : DCOM, ODBC a Microsoft RPC.
• RPC Existuje v neˇkolika podoba´ch. Sun RPC je k dispozici na veˇtsˇineˇ Unixovy´ch
platforem a pouzˇı´va´ ho dodnes pouzˇı´vany´ sı´t’ovy´ souborovy´ syste´m NFS. XML-
RPC prˇena´sˇı´ data ve formeˇ XML po HTTP protokolu. Microsoft ma´ vlastnı´ verzi
Microsoft RPC.
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Obra´zek 1: Rozdeˇlenı´ komunikacˇnı´ch technologiı´.
• Simple Object Access Protocol je protokol pro prˇenos strukturovany´ch dat v ra´mci
Web Services. SOAP forma´tuje data pomocı´ XML a prˇena´sˇı´ je protokolem HTTP,
cozˇ ma´ vy´hodu prˇi pouzˇitı´ prˇes verˇejnou internetovou sı´t’, jelikozˇ firewally cˇasto
jine´ protokoly nezˇ HTTP nepovolujı´. Nevy´hodou pouzˇitı´ XML je, zˇe se prˇena´sˇı´ veˇtsˇı´
objem dat nezˇ u bina´rnı´ch forma´tu˚, navı´c zpracova´nı´ kazˇde´ zpra´vy je vy´pocˇetneˇ
na´rocˇne´. Proto je SOAP vhodny´ spı´sˇ pro webove´ sluzˇby, nezˇ pro high performance
computing.
• Apache Thrift. RPC s kompatibilitou mezi mnoha programovacı´mi jazyky.
2.3 Remote object (objektove´)
Objektove´ technologie jsou logicky´m rozsˇı´rˇenı´m procedura´lnı´ch technologiı´. Zacˇı´najı´ se
objevovat na zacˇa´tku 90. let minule´ho stoletı´. Vola´nı´ procedur se sta´va´ vola´nı´m metod na
objektech, ktere´ mohou by´t v sı´ti dynamicky instancova´ny. Je pouzˇita deˇdicˇnost a dalsˇı´
aspekty objektoveˇ orientovane´ho programovanı´.
Prˇı´klady te´to trˇı´dy technologiı´ jsou :
• CORBA Technologie CORBA je podrobneˇji popsa´na v kapitole 5
• Java remote method invocation (RMI) je vzda´lene´ rozhranı´ pro jazyk Java. Dı´ky
tomu, zˇe je va´za´no na Javu, je RMI prˇehledneˇjsˇı´ a jednodusˇsˇı´ nezˇ CORBA.
• RMI-IIOP Je implementace RMI nad protokolem CORBy. Umozˇnˇuje tak komuni-
kaci mezi RMI a CORBA aplikacemi.
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• Enterprise JavaBeans. EJB je komponentnı´ architektura pro business logiku v Javeˇ.
Kromeˇ rozsa´hly´ch funkcı´ jako jsou persistence, transakce atd. umozˇnˇuje i pouzˇitı´
distribuovany´ch objektu˚. K tomu je pouzˇit protokol RMI-IIOP, tedy CORBA.
• Distributed Component ObjectModel (DCOM) je technologieMicrosoftu pro dis-
tribuovane´ objekty, pu˚vodneˇ nazy´vana´ Microsoft OLE. Je postavena na DCE/RPC.
Pozdeˇji byla prˇida´na mozˇnost komunikovat pomocı´ HTTP. Ve sve´ dobeˇ byla tato
technologie konkurentem CORBY, dnes je nahrazena technologiı´ .NET Remoting.
• .NET Remoting je API uvedene´ v ra´mci .NET framework 1.0. V .NET 3.0 bylo
nahrazeno technologiı´ Windows Communication Foundation.
• Windows Communication Foundation je navrzˇena jako architektura sı´t’ovy´ch slu-
zˇeb SOA (Service Oriented Architecture).
• DDObjects - jizˇ nevyvı´jeny´ middleware pro Borland Delphi, Pyro - Python Remote
Objects, Distributed Ruby
2.4 Propojenı´ technologiı´
Ru˚zne´ technologie je cˇastomozˇne´ propojovat a kombinovat.Naprˇı´klad existujı´ implemen-
tace MPI pomocı´ CORBy, nebo RMI pomocı´ CORBy. Take´ existujı´ distribuovane´ syste´my,
kde se uvnitrˇ clusteru pouzˇı´va´ MPI, pro komunikaci s dalsˇı´mi vy´pocˇetnı´mi prostrˇedky
pak CORBA. [12]
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3 Distribuovany´ objektovy´ prˇı´stup
3.1 Distribuovane´ a paralelnı´ syste´my
Vı´ceprocesorove´ vy´pocˇetnı´ syste´my by´vajı´ cˇasto rozdeˇlova´ny na paralelnı´ a distribuovane´.
Hranice mezi nimi nenı´ ostra´, oznacˇuji je touto prˇiblizˇnou definicı´ :
• Paralelnı´ syste´m je pocˇı´tacˇ se sdı´lenou pameˇtı´, mnoha procesory (typicky identic-
ky´mi).Obvykle je naneˇmspusˇteˇna jedna instance operacˇnı´ho syste´mu.Architektura
je prˇedem zna´ma.
• Distribuovany´ syste´m tvorˇı´ mnoho pocˇı´tacˇu˚ s oddeˇleny´mi pameˇt’ovy´mi prostory,
s vlastnı´mi instancemi operacˇnı´ho syste´mu, propojene´ v pocˇı´tacˇove´ sı´ti. Jednotlive´
pocˇı´tacˇe se mohou lisˇit v pouzˇite´m softwaru i hardwaru. Pocˇet procesoru˚ a sı´t’ova´
topologie nemusı´ by´t prˇedem zna´ma.
Zatı´mco paralelnı´ syste´my se sdı´lenou pameˇtı´ jsou velmi drahe´ (kvu˚li na´kladny´m
pameˇt’ovy´m sbeˇrnicı´m), distribuovane´ syste´my lze snadno staveˇt z beˇzˇny´ch pocˇı´tacˇu˚ a
operacˇnı´ch syste´mu˚. Rychlost takto vytvorˇene´ho syste´mu, vy´pocˇetnı´ho cluster, se kromeˇ
vy´konu jednotlivy´ch pocˇı´tacˇu˚ (cˇasto nazy´vany´ch uzlu˚) take´ odvı´jı´ od typu pouzˇite´ pro-
pojovacı´ sı´teˇ.
Podobneˇ mu˚zˇeme rozlisˇit i distribuovane´ programova´nı´ pro distribuovane´ syste´my
a paralelnı´ programova´nı´ pro paralelnı´ syste´my. Hranice mezi nimi je jesˇteˇ mensˇı´. Da´
se rˇı´ct, zˇe u paralelnı´ho programova´nı´ jsou jednotlive´ procesy silneˇji prova´za´ny, cˇasto
by´vajı´ identicke´, kdezˇto u distribuovane´ho programova´nı´ je trˇeba pocˇı´tat s heterogenitou
vy´pocˇetnı´ch prostrˇedku˚, mozˇny´mi vy´padky atd.
Tato terminologie vsˇak mnohdy neby´va´ dodrzˇova´na a pojmy distribuovany´ a para-
lelnı´ by´vajı´ zameˇnˇova´ny. Jejich cı´l je stejny´ - umozˇnit rˇesˇenı´ rozsa´hly´ch u´loh pomocı´ vı´ce
procesoru˚.
3.2 Distribuovane´ objekty
Zada´nı´ me´ diplomove´ pra´ce je implementace distribuovany´ch datovy´ch struktur. V sou-
cˇasnosti se - jak pro paralelnı´, tak i pro distribuovane´ syste´my - pouzˇı´va´, jak jsem zmı´nil
v kapitole 2, veˇtsˇinou standart MPI (vyuzˇı´vajı´ ho naprˇı´klad knihovny PETSc, MPQC,
ScaLAPACK). Obvykly´ zpu˚sob psanı´ a spousˇteˇnı´ programu˚ v MPI je blizˇsˇı´ paralelnı´m
syste´mu˚m - obvykle se na vsˇech procesorech spousˇtı´ stejny´ programovy´ ko´d, ktery´ se
pak na jednotlivy´ch procesorech veˇtvı´ (SPMD - single program multiple data). 1
Prˇi pouzˇitı´ obvykle´howorker/managermodelu to znamena´ pro programa´tora napsat
jeden ko´d, ktery´ se na ru˚zny´ch mı´stech musı´ veˇtvit (if) a prova´deˇt ru˚zne´ cˇinnosti podle
toho, zda je dany´ uzel manager nebo worker. V jednom ko´du se tak i uvnitrˇ metod
musı´ mı´chat ko´d pro managera a workera, cozˇ nevadı´ pro kra´tke´ programy. Pro slozˇiteˇjsˇı´
syste´my se takto psany´ ko´d sta´va´ velmi neprˇehledny´m.
1MPIumozˇnˇuje spousˇteˇt na ru˚zny´ch strojı´ch ru˚zne´ programy, vpraxi se tento prˇı´stupmoc cˇasto nepouzˇı´va´
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MPI navı´c prˇena´sˇı´ pouze data, takzˇe i kdyzˇ je ko´d pouzˇı´vajı´cı´ MPI objektovy´, musı´
programa´tor sestavit sche´ma, jak se data prˇena´sˇena´ poMPI budouprˇirˇazovat jednotlivy´m
objektu˚m a jejich metoda´m.
Z teˇchto du˚vodu˚ je MPI hu˚rˇe slucˇitelne´ s objektoveˇ orientovany´m programova´nı´m,
ktere´ se v dnesˇnı´ dobeˇ hojneˇ pouzˇı´va´ ve vsˇech softwarovy´ch odveˇtvı´ch.
Rozhodl jsem se tedy svu˚j prˇı´stup k distribuci datovy´ch struktur postavit na principu
distribuovany´ch objektu˚. Distribuovany´ objekt je instancova´n na jednom uzlu distribuova-
ne´ho syste´mu, jeho data v pameˇti jsou tedy loka´lnı´ pro jeden uzel. Distribuovany´ objekt
ovsˇemmu˚zˇe take´ obsahovat odkazy na dalsˇı´ distribuovane´ objekty. Metody distribuova-
ne´ho objektu lze volat jak loka´lneˇ, tak i vzda´leneˇ, z jine´ho procesu v jine´m pameˇt’ove´m
prostoru po sı´ti.
Prˇı´kladem distribuovane´ho objektu je naprˇı´klad objekt Matrix (reprezentujı´cı´ matici),
ktery´ je instancova´n (a tedy ulozˇen v pameˇti) na uzlu A. Proces, bezˇı´cı´ na jine´m uzlu B,
mu˚zˇe zavolat na vzda´lene´m objektu Matrix naprˇı´klad metodu norm F(), ktera´ vypocˇı´ta´
Frobeniovu normu matice. Uzel B odesˇle pozˇadavek na vola´nı´ uzlu A, ktery´ provede
vy´pocˇet norm F() a vy´sledek posˇle zpeˇt na uzel B. Pro proces na uzlu B nenı´ rozdı´l mezi
vola´nı´m metod loka´lnı´ch a vzda´leny´ch objektu˚.
Jednotlive´ distribuovane´ objekty pakmu˚zˇeme spojit do slozˇiteˇjsˇı´ch datovy´ch struktur.
Prˇı´kladem mu˚zˇe by´t objekt BlockMatrix, ktery´ reprezentuje blokovou matici a obsahuje
odkazy na jednotlive´ distribuovane´ objektyMatrix. Pro vy´pocˇet norm F() te´to BlockMa-
trix zavola´me norm F() na kazˇde´m objektu Matrix. Vy´sledna´ norma blokove´ matice je
rovna odmocnineˇ ze soucˇtu˚ cˇtvercu˚ norem jednotlivy´ch bloku˚. Takto je provedenparalelnı´
vy´pocˇet intuitivnı´m zpu˚sobem - vola´nı´m metod jednotlivy´ch objektu˚.
Distribuovane´ objekty lze cha´pat jako rozsˇı´rˇenı´ pojmu enkapsulace, zna´me´ho z OOP.
Prˇi pouzˇı´va´nı´ distribuovany´ch objektu˚ nemusı´me rozlisˇovat, zda jemı´stnı´ nebo vzda´leny´.
Programa´tor nemusı´ ani veˇdeˇt, zˇe distribuovany´ objekt je implementova´n pomocı´ tisı´cu˚
dalsˇı´ch objektu˚ distribuovany´ch v rozsa´hle´m vy´pocˇetnı´m clusteru. Du˚lezˇite´ je pouze
rozhranı´ distribuovane´ho objektu.
Pro implementaci distribuovany´ch objektu˚ jsem z dostupny´chmozˇnostı´ zvolil techno-
logii CORBA, ktera´ umozˇnˇuje distribuovane´ objekty pouzˇı´vatmezi ru˚zny´mi platformami
a programovacı´mi jazyky. Tuto volbu zdu˚vodnˇuji v kapitole 4.
Distribuovane´ objekty umozˇnˇujı´ zave´st abstrakce, ktere´ v datovy´ch technologiı´ch,
jako je MPI, nejsou mozˇne´. Jednotlive´ distribuovane´ objekty mohou reprezentovat da-
tove´ struktury (jako je naprˇı´klad zmı´neˇna´ blokova´ matice). Mohou take´ reprezentovat
ru˚zne´ vy´pocˇetnı´ prostrˇedky v sı´ti. Na obra´zku 2 je sche´maticky zna´zorneˇna sı´t s vy´po-
cˇetnı´mi zdroji prˇı´stupny´mi prˇes CORBA rozhranı´. Distribuovane´ objekty tak mohou by´t
pouzˇity jako na´stroj pro integraci rozmanity´ch vy´pocˇetnı´ch prostrˇedku˚ do jednotne´ho,
objektove´ho rozhranı´.
Nebo mu˚zˇeme zave´st abstrakci nad vy´pocˇetnı´mi prostrˇedky a vytvorˇit rozhranı´ pro
rˇesˇenı´ u´loh. Programa´tormu˚zˇe toto rozhranı´ pouzˇı´t naprˇı´kladk rˇesˇenı´ soustavy linea´rnı´ch
rovnic, a rozhranı´ se postara´ o rozdeˇlenı´ u´lohy mezi dostupne´ vy´pocˇetnı´ prostrˇedky.
Mozˇnosti jsou opravdu sˇiroke´.
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Obra´zek 2: Prˇı´klad vyuzˇitı´ distribuovany´ch objektu˚ k integraci vy´pocˇetnı´ch prostrˇedku˚.
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4 Volba komunikacˇnı´ technologie
Prˇi volbeˇ vhodne´ komunikacˇnı´ technologie pro distribuovane´ vy´pocˇty jsem zvazˇoval, zda
mi umozˇnı´ splnit cı´le, ktere´ jsem si stanovil v kapitole 1. Vyloucˇil jsem vsˇechnyMessaging
a Remote call technologie, nebot’neumozˇnˇujı´ prˇı´mo pracovat s objekty a nesplnˇujı´ tedy
pozˇadavek na objektovou orientaci.
Ze zby´vajı´cı´ch objektovy´ch technologiı´ jsem se rozhodoval podle jejich prˇenositel-
nosti. Vyloucˇil jsem tak technologie DCOM, .NET Remote Objects a WCF, nebot’ jsou
va´zane´ na platformu Microsoft (cˇa´stecˇne´ implementace pro Unix existujı´, nejsou vsˇak
plneˇ podporova´ny). Technologie jako RMI, DDObjects, Java Spaces, Pyro, Distributed
Ruby jsem vyloucˇil z du˚vodu vazby na jazyky Delphi, Java, Python, respektive Ruby.
Tyto jazyky nejsou vhodne´ pro implementaci numericky´ch vy´pocˇtu˚ z du˚vodu hor-
sˇı´ho vy´konu ve srovna´nı´ s C++. Existujı´ sice implementace i pro jine´ jazyky, naprˇı´klad
implementace RMI pro C++, bohuzˇel nejsou v produkcˇnı´m stavu. 2
Da´le jsem vyloucˇil technologie, ktere´ jsou uzavrˇene´ a majı´ malou uzˇivatelskou za´-
kladnu, jako je naprˇı´klad ICE. Zu˚stala mi tak jedina´ technologie, ktera´ umozˇnˇuje splnit
vsˇechny cı´le me´ diplomove´ pra´ce - CORBA.
4.1 Vy´hody technologie CORBA
Vy´hody pouzˇitı´ technologie CORBA jsem kra´tce shrnul v teˇchto bodech :
1. Umozˇnˇuje vola´nı´ objektu˚ jak v ra´mci jednoho pameˇt’ove´ho prostoru, tak i vzda´le-
ne´ho po sı´ti.
2. CORBA je mnoho let existujı´cı´ „pru˚myslovy´ standard“, specifikace jsou verˇejneˇ
dostupne´. Existuje mnoho jak komercˇnı´ch, tak volneˇ dostupny´ch implementacı´.
3. Standard CORBA je neza´visly´ na platformeˇ a pouzˇite´m programovacı´m jazyku.
4. Programy mohou za´rovenˇ komunikovat i pocˇı´tat (pokud konkre´tnı´ implementace
pouzˇı´va´ threading).
5. Meˇrˇenı´ provedena´ v publikacı´ch [12, 11, 13, 14] da´vajı´ prˇedpoklad, zˇe rychlost a
sˇka´lovatelnost je rˇa´doveˇ srovnatelna´ s MPI.
6. CORBA umozˇnˇuje vy´voj fault tolerant vy´pocˇetnı´ch syste´mu˚.
4.2 Nevy´hody technologie CORBA
1. Nenı´ zcela snadne´ prˇecha´zetmezi jednotlivy´mi implementacemi.Neˇktere´ konkre´tnı´
prvky implementace nejsou specifikova´ny ve standardu CORBA a mezi jednotli-
vy´mi implementaci se odlisˇujı´. Jedna´ se naprˇı´klad o pra´ci se skeleton trˇı´dami.
2Existujı´ mozˇnosti, jak technologie pro jine´ jazyky pouzˇı´t v C++ pomocı´ wrapperu, naprˇı´klad Java Native
Interface mezi Javou a C++. To ovsˇem znamena´ prˇida´nı´ dalsˇı´ mezivrstvy, ktera´ snı´zˇı´ prˇehlednost a rychlost
programu.
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2. Ne vsˇechny implementace plneˇ splnˇujı´ vsˇechny prvky specifikace, mu˚zˇe se tedy
projevit vza´jemna´ nekompatibilita.
3. CORBA nema´ metody pro kolektivnı´ komunikaci.
4. CORBAprˇida´va´ dalsˇı´ stupenˇ abstrakce, protomu˚zˇe by´t komunikaceme´neˇ efektivnı´
nezˇ u cˇisteˇ datovy´ch technologiı´.
5. Specifikace a API jsou mı´sty zbytecˇneˇ slozˇite´, mapova´nı´ pro jazyk C++ nenı´ zcela
snadno pouzˇitelne´, programa´tor se musı´ starat o neˇktere´ detaily, cozˇ mu˚zˇe ve´st k
chyba´m.
Vı´ce kritiky lze najı´t v [3].
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5 Technologie CORBA
Tato kapitola je veˇnova´na u´vodu do technologie CORBA. Nejsou zde popsa´ny zdaleka
vsˇechny funkce, ktere´ jsou popsa´ny ve specifikaci. Veˇnuji se hlavneˇ konceptu˚m a funkcio-
naliteˇ, kterou jsou vyuzˇil v ra´mci implementace struktur v knihovneˇ OOSol. Prˇı´padne´ho
za´jemce odka´zˇi na oficia´lnı´ specifikace [15].
5.1 Historie
Standard CORBA (Common Object Request Broker Architecture) byl vytvorˇen v deva-
desa´ty´ch letech konsorciem OMG (Object Management Group). OMG bylo zalozˇeno v
roce 1989 neˇkolika spolecˇnostmi (mimo jine´ HP, Apple Computer, IBM, Sun) za u´cˇelem
vytvorˇenı´ prˇenositelne´ho standardu pro distribuovane´ objekty. Pozdeˇji prˇibyly dalsˇı´ pro-
jekty, mimo jine´ standart UML (Unified Modeling Language), pouzˇı´vany´ v softwarove´m
inzˇeny´rstvı´. Nynı´ ma´ OMG prˇes 800 cˇlensky´ch spolecˇnostı´.
Prvnı´ specifikace CORBA 1.0 byla vyda´na v roce 1991. Ta ale obsahovalamnoho nejas-
nostı´, nebyla prˇenositelna´, nebot’nebyl specifikova´n komunikacˇnı´ protokol, a obsahovala
mapova´nı´ pouze pro jazyk C. Dalsˇı´ hlavnı´ verzı´ byla specifikace 2.0, jejı´mzˇ hlavnı´m
prˇı´nosem je definova´nı´ abstraktnı´ho komunikacˇnı´ho protokolu GIOP a jeho konkre´tnı´
implementace pro TCP/IP - IIOP. Dı´ky tomu je mozˇna´ vza´jemna´ komunikace mezi ru˚z-
ny´mi implementacemi ORB.
Na´sledovaly dalsˇı´ verze specifikace, ktere´ prˇidaly funkce jaky´mi jsou sˇifrovana´ ko-
munikace, podpora jazyka Java, real-time, Naming service, Notification service a dalsˇı´.
Aktua´lnı´ verze specifikace CORBA je 3.1, vydana´ v roce 2008 [15].
5.2 Filozofie
Ja´drem technologie CORBA je ORB (Object Request Broker), cozˇ je softwarova´ vrstva (tzv.
middleware) zprostrˇedkova´vajı´cı´ komunikacimezi aplikacı´ s jejı´mi objekty, a vzda´leny´mi
objekty na sı´ti. ORB se stara´ o :
• Zı´ska´nı´ referencı´ na objekty
• Prˇenos pozˇadavku na vola´nı´ metody po sı´ti (a marshalling parametru˚)
• Prˇenos na´vratove´ hodnoty
ORB by meˇl prˇed uzˇivatelem co nejle´pe skry´t detaily distribuovane´ho syste´mu a meˇl
by umozˇnit programa´torovi pracovat se vzda´leny´mi objekty te´meˇrˇ stejneˇ jako s mı´stnı´mi.
PojemORBnenı´ specificky´ pouzepro technologiiCORBA,pouzˇı´va´ se i v jiny´chpodob-
ny´ch technologiı´ch. Neˇkdy se pouzˇı´va´ ve vy´znamu distribuovane´ objektoveˇ orientovane´
technologie obecneˇ.
Implementace technologie CORBA probı´ha´ v teˇchto krocı´ch :
1. Napsa´nı´ definice rozhranı´ v jazyce IDL.
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Obra´zek 3: Oficia´lnı´ logo CORBA.
Obra´zek 4: Logo konsorcia OMG.
2. Vygenerova´nı´ za´stupny´ch trˇı´d pomocı´ IDL compileru.
3. Implementace servantu˚, objektu˚ implementujı´cı´ch definovane´ rozhranı´.
4. Napsa´nı´ klientske´hoko´du, ktery´ spustı´ORB, inicializuje a aktivuje prˇı´slusˇne´ servant
objekty pro prostrˇedı´ CORBA.
V dalsˇı´ch podkapitola´ch blı´zˇe popı´sˇi neˇktere´ technicke´ aspekty, konkre´tneˇ :
• Abstraktnı´ jazyk IDL, popisujı´cı´ rozhranı´ vzda´leny´ch objektu˚, jejich metod a para-
metru˚.
• Skeleton, Stub, Servant - syste´m objektu˚, ktere´ zastupujı´ volane´ objekty na straneˇ
serveru, prˇı´padneˇ klienta a zajisˇt’ujı´cı´ propojenı´ s konkre´tnı´ instancı´..
• IIOP, protokol, ktery´ pouzˇı´va´ CORBA pro komunikaci mezi ORBy po sı´ti TCP/IP.
• POA, rozhranı´ pro registraci a spra´vu objektu˚ v ORB.
• Neˇktere´ aspekty C++ mapova´nı´.
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• Vybrane´ implementace ORB.
5.3 Interface Definition Language
Interface Definition Language, nebo take´ Interface Description Language, je abstraktnı´
jazyk, slouzˇı´cı´ pouze k definova´nı´ rozhranı´ mezi objektem a ORB. U objektu˚ distribuova-
ny´ch technologiı´ CORBA mu˚zˇeme pouzˇı´vat pouze rozhranı´ prˇedem definovane´ v IDL.
3
Jazyk IDL jeneza´visly´ naplatformeˇ aprogramovacı´m jazyku, vektere´mbudouobjekty
implementova´ny. Pokud pouzˇı´va´me vı´ce jazyku˚, je toto vy´hodou, nebot’definice rozhranı´
v souboru IDL je spolecˇna´ pro implementace v ru˚zny´ch jazycı´ch.
Pro kazˇdy´ programovacı´ jazyk, ktery´ ma´ pouzˇı´vat CORBA, musı´ existovat mapova´nı´
mezi tı´mto jazykem a IDL. Toto mapova´nı´ musı´ prˇı´padneˇ napodobit neˇktere´ konstrukce,
ktere´ jsou obsazˇeny v IDL, ale dany´ jazyk je nepodporuje (naprˇı´klad vy´jimky v jazyce C
pomocı´ struktur).
Ze souboru IDL se pak generujı´ pomocı´ IDL compileru skeleton a stub trˇı´dy (za´stupne´
trˇı´dy) a trˇı´dy slouzˇı´ jako za´klad pro implementaci servant objektu˚ (objektu˚ implemen-
tujı´cı´ IDL rozhranı´ v konkre´tnı´m jazyce). IDL compiler je specificky´ pro dany´ jazyk a
implementaci CORBy.
Jiny´ prˇı´stup pouzˇı´va´ naprˇı´klad technologie RMI, ktera´ je va´za´na na jazyk Java. Dis-
tribuovane´ rozhranı´ se v RMI pı´sˇe prˇı´mo v Javeˇ (jako interface deˇdı´cı´ z Remote).
Odpada´ tak nutnost pouzˇı´t jazyk IDL, jista´ duplicita v deklaracı´ch rozhranı´ v IDL a
nativnı´m jazyce a pouzˇitı´ IDL compileru, ovsˇem za cenu omezenı´ se na jazyk Java.
Syntaxe IDL je specifikova´na v kapitole OMG IDL Syntax and Semantics specifikace
CORBA. Zde popı´sˇi pouze nejdu˚lezˇiteˇjsˇı´ prvky.
Soubory IDL se ukla´dajı´ do souboru˚ s prˇı´ponou ’.idl’. Syntaxe IDL je na prvnı´
pohled podobna´ jazyku C++ : deklarace se ukoncˇujı´ strˇednı´kem, bloky jsou ve slozˇeny´ch
za´vorka´ch. Komenta´rˇe je take´ mozˇne´ pouzˇı´vat rˇa´dkove´ // nebo blokove´ /** ... */.
Prˇı´klad jednoduche´ho IDL souboru pro rˇı´dı´cı´ syste´m fiktivnı´ vesmı´rne´ lodi je ve vy´pisu 1.
5.3.1 Module
Za´kladnı´ blokmoduledeklaruje jmenny´ prostor. Je to obdobanamespace vC++. V ra´mci
modulu musı´ by´t vsˇechny identifika´tory jedinecˇne´. Implicitneˇ jsou deklarace identifika´-
toru˚ prˇı´stupne´ v ra´mci modulu, explicitneˇ lze pouzˇı´t deklaraci z jine´ho modulu syntaxı´
NazevModulu::Identifikator. Moduly mohou by´t do sebe zanorˇeny.
5.3.2 Za´kladnı´ datove´ typy
V tabulce 1 uva´dı´m za´kladnı´ datove´ typy definovane´ v IDL a odpovı´dajı´cı´ mapovanı´ pro
jazyk Java. Pro jazyk C++ se mapova´nı´ odlisˇuje v za´vislosti na platformeˇ.
3Pomocı´ DII a DSI lze pouzˇı´vat i dynamicke´ rozhranı´, ovsˇem docela komplikovaneˇ.
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IDL Pozna´mka Java mapping
boolean TRUE/FALSE boolean
char 8-bitovy´ znak v ko´dova´nı´ ISO Latin-1 char
octet 8-bitove´ cele´ cˇı´slo byte
short 16-bitove´ cele´ cˇı´slo short
long 32-bitove´ cele´ cˇı´slo int
long long 64-bitove´ cele´ cˇı´slo long
float IEEE 754 single precision float
double IEEE 754 double precision double
string znaky ISO Latin-1 promeˇnne´ de´lky String
fixed<d,s> desetinne´ cˇı´slo s pevnou prˇesnostı´ BigDecimal
Tabulka 1: Za´kladnı´ datove´ typy IDL.
Celocˇı´selne´ datove´ typy : short, long, long long, jsou implicitneˇ se zname´n-
kem. Varianty bez zname´nka jsou oznacˇeny unsigned short, unsigned long,
unsigned long long.
Typy char, string majı´ sve´ mezina´rodnı´ varianty wchar, wstring, kde znaky
mohou by´t v libovolne´ znakove´ sadeˇ. ORB je zodpoveˇdny´ za prˇevod znakovy´ch sadmezi
ru˚zny´mi klienty. Obvykle se pouzˇı´va´ ko´dova´nı´ UTF-16.
Noveˇjsˇı´ verze specifikace prˇida´va´ typ any, ktery´ umozˇnˇuje promeˇnne´ naby´vat libo-
volne´ho typu. Pouzˇitı´ typu any ovsˇem nenı´ podporova´no ve vsˇech implementacı´ch a
prˇina´sˇı´ jiste´ komplikace.
5.3.3 Komplexnı´ datove´ typy
Kromeˇ za´kladnı´ch typu˚ podporuje IDL i slozˇiteˇjsˇı´ datove´ typy. Prˇı´klady teˇchto typu˚ jsou
ve vy´pisu 2. Jedna´ se o :
• enum : klasicky´ vy´cˇtovy´ typ.
• struct : datova´ struktura obsahujı´cı´ promeˇnne´.
• union : podobneˇ jako struct, ulozˇena je vsˇak vzˇdy jen jedna promeˇnna´. Switch v
za´vorka´ch uda´va´, ktera´ promeˇnna´ je aktivnı´.
• sequence<type> : sekvence, jednodimenziona´lnı´ pole promeˇnne´ de´lky, obdoba
Vector v Javeˇ. type urcˇuje datovy´ typ prvku˚. Prvky sequence mohou by´t opeˇt
sequence, tı´mto lze vytvorˇit n-rozmeˇrne´ dynamicke´ pole. Typ sekvence musı´ by´t
prˇedtı´m, nezˇ je pouzˇit v deklaraci operace, deklarova´n pomocı´ typedef, jak je
uvedeno ve vy´pisu 2.
• array : obdoba sequence, rozmeˇr je ovsˇem pevneˇ definova´n prˇedem.
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5.3.4 Interface
Rozhranı´ pro distribuovane´ objekty deklarujeme blokem interface. Uvnitrˇ rozhranı´
mu˚zˇeme definovat atributy klı´cˇovy´m slovem attribute. Atribut je promeˇnna´, kte-
rou lze cˇı´st a zapisovat. V mapovanı´ pro konkre´tnı´ jazyky je atribut realizova´n dveˇma
metodami getIdentifikator a setIdentifikator, kde identifikator je na´zev
promeˇnne´. Klı´cˇovy´m slovem readonly nastavı´me atribut pouze pro cˇtenı´. 4
Metody, respektive cˇlenske´ metody, jsou v IDL nazy´va´ny operace. Operace ma´ para-
metry a mu˚zˇe vracet hodnotu libovolne´ho typu definovane´ho v IDL. Operace nevracejı´cı´
hodnotu je oznacˇena void.
Kazˇdy´ parametr operace musı´ mı´t urcˇen smeˇr, ve ktere´m je prˇeda´va´n, jednı´m z teˇchto
klı´cˇovy´ch slov prˇed typem parametru :
• in. Parametr je vstupnı´ - prˇeda´va´n volajı´cı´m volane´mu objektu.
• out. Parametr je vy´stupnı´ - prˇeda´va´n volany´m objektem volajı´cı´mu.
• inout. Parametr je vstupneˇ-vy´stupnı´ - prˇeda´va´n volajı´cı´m volane´mu objektu, pote´
zpeˇt volajı´cı´mu.
Operaci lze oznacˇit jako jednosmeˇrnou klı´cˇovy´m slovem oneway, tı´m pa´dem nemu˚zˇe
vracet hodnotu a jejı´ provedenı´ nenı´ potvrzeno.
Operacemu˚zˇe vyvolat vy´jimku, cozˇ se zapisujepomocı´raises(NazevTypuVyjimky).
Rozhranı´ v IDL podporujı´ vı´cena´sobnou deˇdicˇnost, zapisuje se podobneˇ jako v C++
dvojtecˇkou za na´zvem rozhranı´. Vsˇechna uzˇivatelska´ rozhranı´ implicitneˇ deˇdı´ z rozhranı´
Object.
5.4 Skeleton, stub, servant a objektova´ reference
V na´sledujı´cı´m textu si objasnı´me pojmy : objektova´ reference, skeleton, stub a servant,
nebot’ jsou du˚lezˇite´ pro implementaci distribuovany´ch struktur tak, aby byly pro pro-
grama´tora transparentnı´ (tedy aby mohl vzda´lene´ objekty pouzˇı´vat te´meˇrˇ stejneˇ jako
mı´stnı´).
• Objektova´ reference jednoznacˇneˇ identifikuje objekt v prostrˇedı´ CORBA. Klient, ktery´
chce volat vzda´leny´ objekt, musı´ nejprve zı´skat jeho objektovou referenci. Prˇesnou
podobu objektove´ reference specifikuje IOR (Interoperable Object Reference).
• Stub objekt zastupuje na straneˇ volajı´cı´ho programu vzda´leny´ objekt urcˇeny´ objek-
tovou referencı´. Programa´tor mu˚zˇe volat jeho metody, stub je prˇeda´ pomocı´ ORB
na prˇı´slusˇny´ vzda´leny´ pocˇı´tacˇ 5 a vra´tı´ prˇijatou na´vratovou hodnotu a vy´stupnı´
parametry.
4Ekvivalentneˇ lze v IDL deklarovat prˇı´mo get,set operace, koncept atributu je tedy ve specifikaci
redudantnı´.
5prˇı´padneˇ i loka´lnı´, neˇktere´ ORBy majı´ tento prˇı´pad optimalizovany´ a pokud je volajı´cı´ i volany´ objekt ve
stejne´m pameˇt’ove´m prostoru, pouzˇije se prˇı´me´ vola´nı´ mı´sto loopback sı´t’ove´ho rozhranı´.
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• Skeleton zastupuje volany´ objekt na straneˇ volane´ho pocˇı´tacˇe. Skeleton prˇeda´ vola´nı´
konkre´tnı´ implementaci - servant objektu. Vazba skeleton-servant je obvykle 1:1,
CORBAumozˇnˇuje ale i dynamicky´ servant location, kdy se servant urcˇuje dynamicky
- takto lze implementovat load-balancing (rozdeˇlova´nı´ za´teˇzˇe).
• Servant je objekt implementujı´cı´ dane´ rozhranı´ s vy´konny´m ko´dem.
• Objektove´ ID je identifika´tor objektu, platny´ pouze v ra´mci jednoho POA (Portable
Object Adapter, viz na´sledujı´cı´ podkapitola 5.6). Slouzˇı´ k internı´m u´cˇelu˚m POA.
Sche´maticky je tento proces zna´zorneˇn na obra´zku 5.
Obra´zek 5: Zna´zorneˇnı´ procesu vzda´lene´ho vola´nı´.
5.5 Zı´ska´nı´ objektove´ reference, Naming Service
Abychommohli pracovat se vzda´leny´mobjektem,musı´me nejprve zı´skat jeho objektovou
referenci. Object reference se da´ zı´skat teˇmito zpu˚soby :
1. Zı´skat ji od jine´ho objektu, jehozˇ referenci uzˇ ma´me, v na´vratove´ hodnoteˇ operace.
2. Vygenerovat IOR v podobeˇ textove´ho rˇeteˇzce a prˇene´st ho pomocı´ neˇjake´ho jine´ho
me´dia, naprˇı´klad ulozˇenı´m do souboru na disk.
3. Pouzˇı´t jmennou sluzˇbu, kterou CORBA poskytuje.
Kra´tce popı´sˇi poslednı´ bod : CORBA Naming Service. Naming Service je podobna´
internetove´ sluzˇbeˇ DNS. Zatı´mco DNS prˇekla´da´ jme´na na IP adresy, CORBA Naming
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Service prˇekla´da´ jme´na na IOR . Jme´na vNaming Service jsou take´ hierarchicka´, jednotlive´
u´rovneˇ se nazy´vajı´naming context. Kazˇdy´ naming context se skla´da´ ze dvou rˇeteˇzcu˚ - name
a kind. Tento syste´m jmen je poneˇkud komplikovany´, pozdeˇji byla prˇida´na cˇa´stecˇna´
podpora pro jme´na zapisovana´ jako rˇeteˇzec, kde lomı´tko oddeˇluje jednotlive´ u´rovneˇ,
naprˇı´klad ”organizace/sluzby/DatovyServer”.
Interface pro Naming Service je definova´n v IDL pod na´zvem NamingContext. Jeho
nejdu˚lezˇiteˇjsˇı´ operace jsou :
• bind, ktera´ zaregistruje objekt pod dany´m jme´nem
• resolve, ktera´ vracı´ referenci na objekt dane´ho jme´na
5.6 Portable Object Adapter
V pu˚vodnı´ verzi specifikace CORBA nebylo prˇı´lisˇ jasneˇ urcˇeno, jak majı´ by´t implemento-
va´ny servat trˇı´dy. Dı´ky tomu nebyl ko´d prˇenosny´ mezi ru˚zny´mi implementacemi ORB.
Proto byl specifikova´n Portable Object Adapter. Deklarace rozhranı´ POA je napsa´na v IDL.
POA splnˇuje tyto u´koly :
• Generova´nı´ objektovy´ch referencı´.
• Aktivace a deaktivace servantu˚. POA mu˚zˇe volitelneˇ automaticky vytva´rˇet a dea-
lokovat servant objekty.
• Prˇeda´va´nı´ pozˇadavku˚ prˇı´slusˇny´m objektu˚m.
Portable Object Adapte´ry mohou tvorˇit stromovou hierarchii, kde si jednotlive´ POA
postupneˇ prˇeda´vajı´ pozˇadavky. Pro jednoduchost si vystacˇı´me s pouzˇı´va´nı´m korˇenove´ho
POA, RootPOA. V CORBA programu si musı´me nejprve zı´skat objektovou referenci na
RootPOA vola´nı´m resolve initial references(”RootPOA”), pote´ s POA pracu-
jeme stejneˇ jako s jaky´mkoliv distribuovany´m objektem.
POA umozˇnˇuje ru˚zne´ mozˇnosti nastavenı´ pravidel prˇideˇlova´nı´ objektovy´ch iden-
tifika´toru˚, prˇı´deˇlova´nı´ servantu˚, zˇivotnosti objektu˚ atd., opeˇt si veˇtsˇinou vystacˇı´me s
vy´chozı´m nastavenı´m :
• Thread Policy: ORB CTRL MODEL, ORB zpracova´va´ pozˇadavky ve vla´knech.
• Lifespan Policy: TRANSIENT, objektova´ reference je platna´ do ukoncˇenı´ POA.
• Object Id Uniqueness Policy: UNIQUE ID, kazˇda´ instance servanta je prˇirˇazena
jedinecˇne´mu Object ID.
• Id Assignment Policy: SYSTEM ID, Object ID jsou jedinecˇne´.
• Servant Retention Policy: RETAIN, POA si udrzˇuje seznam aktivnı´ch servantu˚ v
Active Object Map.
• Request Processing Policy: USE ACTIVE OBJECT MAP ONLY, povol pozˇadavky
pouze na servanty v Active Object Map.
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• Implicit Activation Policy:NO IMPLICIT ACTIVATION, servanti nejsou implicitneˇ
aktivova´ni.
Za´kladnı´ operace pro pra´ci s POA jsou :
• activate object aktivuje instanci servant objektu v POA.
• deactivate object deaktivuje servant objekt.
• the POAManagervracı´ referenci naPOAManager, na neˇmzˇ pak zavola´nı´moperace
:
• activate spustı´me POA.
5.7 Implementace servant trˇı´d
Za´kladnı´ kostra trˇı´dy pro POA je generova´na IDL compilerem, pro implementaci servant
trˇı´dy ma´me dveˇ mozˇnosti :
1. Pouzˇitı´ deˇdicˇnosti. Rozsˇı´rˇit trˇı´dy generovane´ IDL compilerem, ktere´ jizˇ obsahujı´
ko´d pro POA, o implementace jednotlivy´ch metod.
2. „Tie“ implementace. IDL compiler vygeneruje trˇı´du pro POA, ktera´ se pak nava´zˇe
(v C++ pomocı´ sˇablony) na trˇı´du implementujı´cı´ servanta. Nenı´ trˇeba pouzˇı´t deˇ-
dicˇnosti, proto se tento prˇı´stup pouzˇı´va´ v Javeˇ, kde nenı´ povolena vı´cena´sobna´
deˇdicˇnost. Tento zpu˚sob je take´ ve specifikaci uveden jako metoda, jak umozˇnit
distribuovatelnost jizˇ existujı´cı´ch trˇı´d, ktere´ nebyly psa´ny pro CORBA. V praxi je to
ovsˇem teˇzˇko proveditelne´, protozˇe je trˇeba zajistit, aby metody v existujı´cı´ imple-
mentaci meˇly stejnou signaturu jako generovane´ Tie skeletony, cozˇ snadno narusˇı´
uzˇ jenom datove´ typy.
5.8 GIOP, IIOP
General Inter-ORB Protocol (GIOP) je abstraktnı´ protokol pro komunikaci mezi ORBy.
Specifikace GIOP se skla´da´ ze trˇı´ cˇa´stı´, ktere´ da´le popı´sˇi detailneˇji :
5.8.1 Common Data Representation
Common Data Representation (CDR) urcˇuje, v jake´m forma´tu se prˇena´sˇejı´ jednotlive´
datove´ typy. CDR take´ zajisˇt’uje :
• Byte ordering (jine´ porˇadı´ bajtu˚ na na ru˚zny´ch platforma´ch) je rˇesˇen tak, zˇe kazˇda´ GIOP
zpra´va obsahuje prˇı´znak, ktery´ indikuje, v jake´m porˇadı´ jsou bajty. Pokud spolu
komunikujı´ dva pocˇı´tacˇe se stejny´m byte-orderingem (cozˇ je u vy´pocˇetnı´ho clusteru
veˇtsˇinou zarucˇeno), nenı´ trˇeba prova´deˇt nic. Pokud je porˇadı´ bajtu˚ ru˚zne´, musı´
prˇı´jemce zpra´vy prove´st prˇehozenı´ bajtu˚.
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• Zarovna´nı´ primitivnı´ch datovy´ch typu˚. Primitivnı´ datove´ typy jsou v GIOP zpra´-
va´ch zarovna´ny. To znamena´, zˇe kazˇda´ hodnota primitivnı´ho datove´ho typu zacˇı´na´
na bajtu, jehozˇ index je na´sobkem de´lky prˇı´slusˇne´ho datove´ho typu (1,2,4 nebo
8 bajtu˚). Dı´ky tomu je mozˇne´ primitivnı´ datove´ typy nacˇı´st prˇı´mo specificky´mi
instrukcemi. Mnohe´ platformy majı´ totizˇ pomalejsˇı´ nacˇı´ta´nı´ dat z pameˇti na neza-
rovnany´ch adresa´ch, neˇktere´ je neumozˇnˇujı´ vu˚bec. Zarovna´nı´ tak umozˇnˇuje efek-
tivneˇjsˇı´ zpracova´nı´ zpra´v. Bajty vlozˇene´ do zpra´vy kvu˚li zarovna´nı´ (padding) majı´
nedefinovanou hodnotu.
• CDR definuje reprezentaci vsˇech datovy´ch typu˚ specifikovany´ch v IDL.
5.8.2 Forma´ty zpra´v
GIOP definuje 8 typu˚ zpra´v, ktere´ jsou uvedeny v tabulce 5.8.2
Tabulka 2: Typy GIOP zpra´v.
Na´zev Hodnota Prˇena´sˇı´
Request 0 invokace operacı´, atributu˚
Reply 1 na´vratove´ hodnoty, vy´stupnı´ parametry, vy´jimky
Cancel Request 2 indikuje, zˇe klient jizˇ neocˇeka´va´ odpoveˇd’na zpra´vu Request
Locate request 3 dotazy na objektove´ reference
Locate reply 4 odpoveˇd’na Locate request
Close connection 5 uzavrˇenı´ spojenı´
Message error 6 chyba ve forma´tu zpra´vy
Fragment 7 rozdeˇlenı´ zpra´vy na mensˇı´ cˇa´sti (fragmentace)
Kazˇda´ GIOP zpra´va ma´ definovanou hlavicˇku. Obsah hlavicˇky je uveden v tabulce 3.
Tabulka 3: Hlavicˇka GIOP zpra´vy.
Pole De´lka (bajty) Vy´znam
magic 4 4 ASCII znaky ”GIOP”, indikujı´ GIOP protokol
version 2 verze protokolu
flags 1 prˇı´znaky urcˇujı´cı´ porˇadı´ bajtu˚ a zda je zpra´va fragmentovana´
message type 1 typ zpra´vy, viz tabulka vy´sˇe
size 4 de´lka zpra´vy
Za hlavicˇkou pak ve zpra´veˇ na´sledujı´ hlavicˇky specificke´ pro jednotlive´ typy zpra´v a
jejich data.
Od verze 1.1 podporuje GIOP rozdeˇlenı´ zpra´v na fragmenty, dı´ky tomu je mozˇne´
posı´lat i dlouhe´ zpra´vy. GIOP verze 1.2 prˇida´va´ obousmeˇrnou komunikaci (cozˇ umozˇnˇuje
obejı´t neˇktere´ proble´my s firewally).
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5.8.3 Transport Assumptions
Definuje pozˇadavky na transportnı´ vrstvu. GIOP vyzˇaduje transportnı´ protokol, ktery´ :
• navazuje spojenı´, GIOP zpra´vy jsou platne´ v kontextu spojenı´.
• je spolehlivy´, tedy zarucˇuje dorucˇenı´ bajtu˚ ve stejne´m porˇadı´ jako byly odesla´ny a
poskytuje zpu˚sob, jak potvrdit dorucˇenı´ zpra´vy.
V praxi tyto pozˇadavky splnˇuje hlavnı´ transportnı´ protokol internetu - TCP/IP. Im-
plementace GIOP nad TCP/IP se nazy´va´ IIOP a je prakticky jediny´m protokolem pouzˇı´-
vany´m pro komunikaci mezi ORB.
Protokol IIOP pouzˇı´va´ take´ RMI-IIOP, implementace Java RMI nad IIOP. RMI-IIOP je
pouzˇı´va´no v Enterprise JavaBeans.
5.9 Dalsˇı´ funkce
Do prˇedchozı´ho prˇehledu hlavnı´ch vlastnostı´ CORBy se nevesˇly neˇktere´ pokrocˇilejsˇı´
funkce. Kra´tce je zmı´nı´m nynı´ :
• Portable interceptorsumozˇnˇujı´modifikovat zpracova´nı´ objektovy´ch referencı´ a vola´nı´
v POA.
• CORBA Component Model, aplikacˇnı´ framework podobny´ Enterprise Java Beans.
• Security Service prˇida´va´ bezpecˇnostnı´ prvky.
• Event Service, asynchronnı´ notifikacˇnı´ sluzˇba formou push/pull kana´lu˚.
• Transaction Service, rozhranı´ pro transakce.
5.10 C++ mapova´nı´
Mapova´nı´meziCORBAaC++ je detailneˇ popsa´no ve specifikaciC++LanguageMapping.
Prˇi implementaci je trˇeba mı´t na pameˇti tyto aspekty C++ mapova´nı´ :
• module se prˇekla´da´ jako namespace.
• interface se prˇekla´da´ jako abstraktnı´ trˇı´da.
• Pro objektove´ reference jsou definova´ny dva typy. Prˇi pouzˇitı´ typu s prˇı´ponou var
je reference automaticky uvolneˇna, prˇi pouzˇitı´ prˇı´pony ptr nenı´.
• Metoda duplicate kopı´ruje objektovou reference, release ji uvolnˇuje. Vola´nı´m
is nil se zjisˇt’uje, zda je reference nulova´. Zu´zˇenı´ na konkre´tneˇjsˇı´ interface se
prova´dı´ pomocı´ narrow.
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• Spra´va pameˇti. Vstupnı´ parametry typu in jsou uvolneˇny po skoncˇenı´ operace,
pokud majı´ by´t pouzˇı´va´ny i pote´, musı´ by´t vytvorˇena kopie. Vy´stupnı´ parametry
typu outmusı´ byt alokova´ny uvnitrˇ operace.
• Vla´kna. Pokud dany´ ORB podporuje vla´kna, mohou by´t operace vyvola´va´ny sou-
cˇasneˇ. Pokud jsou pouzˇı´va´na sdı´lena´ data, je trˇeba zajistit synchronizaci vla´ken
(pomocı´ za´mku˚ atd.)
• Prˇed dealokova´nı´m servanta je trˇeba ho deaktivovat v POA.
• Objektovou referenci servanta zı´ska´me metodou this().
5.11 Dostupne´ implementace ORB
Existuje mnoho dostupny´ch implementacı´ CORBy, lisˇı´cı´ch se v podporovany´ch verzı´ch
specifikace, podporovany´ch programovacı´ch jazycı´ch, atd. Prˇehled implementacı´ CORBy
lze najı´t v [16] (nenı´ ovsˇem zcela aktua´lnı´).
5.11.1 Komercˇnı´
• VisiBroker firmy Borland, kompatibilita s CORBA 3.0. Podporuje jazyky Java, C++
a C#.
• ORBacus,Orbix : produkty spolecˇnosti IONATechnologies.ORBacus je jednodusˇsˇı´,
Orbix je urcˇen pro enterprise nasazenı´.
5.11.2 Volneˇ dostupne´
• OmniORB byl pu˚vodneˇ vyvı´jen v laboratorˇı´ch Olivetti Research, pozdeˇji AT&T.
OmniORB je volneˇ k pouzˇitı´ pod licencı´ LGPL. OmniORB je kompatibilnı´ se speci-
fikacı´ CORBA 2.6, IIOP 1.2, poskytuje mapova´nı´ pro jazyky C++ a Pyhon. Runtime
plneˇ podporuje vla´kna. OmniORB lze pouzˇı´vat na sˇiroke´ sˇka´le platforem, od Win-
dows, Linux azˇ po komercˇnı´ UNIX syste´my. Lze zakoupit komercˇnı´ podporu.
• ACEORB (TAO)Kompatibilnı´ se specifikacı´ CORBA 3.0, mapova´nı´ pro jazyk C++.
TAO je zameˇrˇen na real-time aplikace.
• ORBit je kompatibilnı´ s CORBA 2.4. Byl urcˇen jako middleware pro desktopove´
prostrˇedı´ GNOME. Pozdeˇji byl nahrazen rˇesˇenı´m postaveny´m na DBUS (distribu-
ovana´ technologie specia´lneˇ urcˇena´ pro komunikaci desktop aplikacı´ na jednom
stroji). ORBit jizˇ nenı´ aktivneˇ vyvı´jen.
• MICO je implementace pu˚vodneˇ vyvinuta´ na Frankfurtske´ univerziteˇ. Nynı´ je vy-
vı´jena spolecˇnostı´ ObjectSecurity Ltd. Prˇednostı´ MICO je silna´ podpora bezpecˇnost-
nı´ch mechanizmu˚.
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Dı´ky rozsˇı´rˇenosti, dobry´m vy´sledku˚ ve vy´konnostnı´ch testech [11] a prˇehledne´ doku-
mentaci jsem se rozhodl pro svou implementaci v knihovneˇ OOSol pouzˇı´t implementaci
omniORB.
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1 // definice modulu (namespace) pro systemy vesmirne lodi
2 module Starship {
3 // priklad deklarace struktury
4 struct SystemInformation {
5 double avaiableEnergy;
6 boolean emergencyMode;
7 };
8
9 // deklarace vyjimky
10 exception NotEnoughEnergyException {double energyNeeded};
11
12 // interface pro lodni systemy
13 interface ShipSystem {
14 void setEmergencyMode(in boolean mode);
15 oneway void shutdown();
16 // metoda ktera vraci strukturu
17 SystemInformation getSystemInformation();
18 string getStatusReport();
19 };
20
21 // interface pro system podporu zivota dedi z
22 // obecneho rozhrani lodniho systemu
23 interface LifeSupportSystem : ShipSystem {
24 // priklad atributu
25 attribute double temperature;
26 attribute double oxygenLevel;
27 // atribut pouze pro cteni
28 readonly attribute double moisture;
29 };
30
31 interface WarpDrive : ShipSystem {
32 // priklad metody, ktera muze vyvolat vyjimku
33 void setSpeed(in double speed) raises (
NotEnoughEnergyException);
34 double getSpeed();
35 void stop();
36 void start();
37 void ejectCore();
38 };
39
40 interface PhaserWeapon : ShipSystem {
41 long getIntesity();
42 void setIntesity(in long intensity);
43 // priklad vstupnevystupniho parametru
44 void fire(in double x, in double y, in double z, inout
double targetDamage) raises (
NotEnoughEnergyException);
45 };
46
47 };
Vy´pis 1: Prˇı´klad interface v IDL.
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1 // priklady komplexnich datovych typu
2 module ComplexTypes {
3 enum Barva {zelena, zluta, cervena};
4
5 struct Zaznam {
6 string jmeno;
7 string prijmeni;
8 }
9
10 union Union switch (short) {
11 case 1: string stringFormat;
12 case 2: long digitalFormat;
13 default: Zaznam structFormat;
14 };
15
16 typedef sequence<String> StringSequence;
17 typedef double[4][4] TransfMatrix;
18
19 interface Demo {
20 void writeStringList(in StringSequence list);
21 void applyTransformationMatrix(in TransfMatrix mat);
22 };
23 };
Vy´pis 2: Komplexnı´ datove´ typy v IDL.
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6 Implementace v knihovneˇ OOSol
6.1 Zarˇazenı´ do trˇı´dnı´ hierarchie
Syste´m distribuovany´ch objektu˚ jsem se snazˇil co nejprˇirozeneˇji zarˇadit do existujı´cı´
trˇı´dnı´ hierarchie knihovny OOSol. Vzhledem k tomu, zˇe za´rovenˇ s touto implementacı´
byla vyvı´jenaMPI verze, snazˇil jsem se trˇı´dy pro CORBA implementaci vytva´rˇet podobneˇ
jako MPI trˇı´dy, aby bylo mozˇne´ snadneˇji zameˇnˇovat CORBA a MPI implementace.
CORBA i MPI pouzˇı´va´ spolecˇnou trˇı´du OOSblockPattern pro ulozˇenı´ informacı´ o
blokove´ matici.
Funkce specificke´ pro technologii CORBA jsou umı´steˇny ve trˇı´deˇ OOScorba (obra´-
zek 7). Jsou to tyto staticke´ metody :
• init : spustı´ ORB, zı´ska´ referenci na RootPOA a NameService a aktivuje POA.
• finish : ukoncˇı´ ORB.
• activateObject : aktivace servanta v POA.
• deactivateObject : deaktivace servanta v POA.
• bindObjectToName : zaregistruje objekt v jmenne´ sluzˇbeˇ pod dany´m jme´nem.
• resolveObjectName : zı´ska´ z jmenne´ sluzˇby objektovou referenci.
Trˇı´dy, implementujı´cı´ distribuovane´ datove´ struktury blokovy´ch matic,
OOSmatrixBlockCorbaDist a OOSmatrixBlockDiagCorbaDist, deˇdı´ z abs-
traktnı´ trˇı´dy pro matice OOSmatrix (obra´zek 7). Dı´ky tomu lze distribuovane´ matice
pouzˇı´t v libovolne´m algoritmu, ktery´ pracuje s obecnou maticı´ OOSmatrix. Blokove´
CORBA matice navı´c deˇdı´ z abstraktnı´ trˇı´dy OOSIcorbaDistributable. Pro srovna´nı´
je na obra´zku 9 trˇı´dnı´ diagram MPI implementace.
Trˇı´dy, jezˇ jsou pouzˇı´vany interneˇ pro potrˇeby CORBy, tedy servant trˇı´dy deˇdı´cı´ z abs-
traktnı´ trˇı´dy OOSIcorbaDistributable (viz obra´zek 8), jsou umı´steˇny v samostatne´m
jmenne´m prostoru oosolCorba.
6.2 Architektura manager/worker
Cely´ vy´pocˇetnı´ syste´m je navrzˇen v architekturˇe manager/worker, take´ nazy´vane´ mas-
ter/slave atp. V tomto textu pouzˇı´va´m cˇeske´ pojmy spra´vce a deˇlnı´k.
U´kolem spra´vce je udrzˇovat reference na deˇlnı´ky, zajisˇt’ovat jejich registraci a prˇı´padne´
odpojenı´. Spra´vce take´ zajisˇt’uje koordinaci asynchronnı´ch operacı´. Spra´vce je spousˇteˇn
jako instance v ra´mci hlavnı´ho programu, obvykle na rˇı´dı´cı´m uzlu dane´ho vy´pocˇetnı´ho
clusteru. Hlavnı´ program obsahuje vsˇechny algoritmy.
Distribuovane´ datove´ struktury blokovy´ch matic jsou take´ instanciova´ny v hlavnı´m
programu a obsahujı´ objektove´ reference na jednotlive´ bloky, ktere´ jsou instanciova´ny na
jednotlivy´ch deˇlnı´cı´ch.
36
Obra´zek 6: Trˇı´dnı´ diagram trˇı´dy OOScorba.
Obra´zek 7: Trˇı´dnı´ diagram trˇı´dy blokovy´ch distribuovany´ch matic.
Deˇlnı´k je za´kladnı´ vy´pocˇetnı´ jednotka, je vzˇdy zaregistrova´n u spra´vce. Deˇlnı´k sa´m o
sobeˇ neprova´dı´ zˇa´dnou cˇinnost, operace je vzˇdy zaha´jena vzda´leny´m vola´nı´m spra´vce.
Deˇlnı´k umı´ vytva´rˇet za´kladnı´ distribuovane´ objekty (v soucˇasne´ implementaci pouze
matice) a zprˇı´stupnˇovat je spra´vci.
Spra´vce i deˇlnı´k majı´ sve´ IDL rozhranı´ OOSmanager a OOSworker.
Deˇlnı´ci jsou pak spousˇteˇni na jednotlivy´ch vy´pocˇetnı´ch uzlech, obvykle jeden deˇlnı´k
na jeden procesor. Cele´ prostrˇedı´ je zna´zorneˇno na obra´zku 10.
Distribuovany´ vy´pocˇet probı´ha´ v teˇchto krocı´ch :
1. Spustı´me hlavnı´ program, ktery´ ma´ prova´deˇt distribuovany´ vy´pocˇet.
2. Tento hlavnı´ program si vytvorˇı´ instanci objektu OOSmanagerImpl, tedy imple-
mentaci spra´vce, zaregistruje ji vPOAavNamingServicepodna´zvem”OOSmanager”.
3. Urcˇity´m spousˇteˇcı´m mechanismem jsou spusˇteˇny programy s instancemi deˇlnı´ku˚.
Deˇlnı´ci si prˇes CORBA Naming Service zı´skajı´ referenci na spra´vce a zaregistrujı´ se
u neˇho.
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Obra´zek 8: Trˇı´dnı´ diagram pro servant trˇı´dy v knihovneˇ OOSol.
4. Spra´vce pocˇka´, dokud nenı´ zaregistrova´n dostatecˇny´ pocˇet deˇlnı´ku˚, vola´nı´m ope-
race waitForWorkers.
5. V hlavnı´m programu vytvorˇı´me distribuovanou datovou strukturu, naprˇı´klad blo-
kovou matici.
6. Distribuovana´ datova´ struktura (naprˇı´klad blokova´ matice) je pouzˇı´va´na v algo-
ritmu. Algoritmus vola´ jejı´ metody, ty jsou implementova´ny tak, zˇe operaci (naprˇı´-
klad na´sobenı´ matice vektorem) rozdeˇlı´ na operace s prvky distribuovane´ datove´
struktury (naprˇı´klad jednotlive´ bloky matice), ktere´ jsou spusˇteˇny v ra´mci CORBY
na jednotlivy´ch procesorech.
7. Hlavnı´ program koncˇı´, spra´vce zavola´ na deˇlnı´cı´ch operaci shutdown(), cˇı´mzˇ jim
narˇı´dı´ deaktivaci rozhranı´ a ukoncˇenı´ procesu.
Tento model je mozˇne´ da´le rozsˇirˇovat, naprˇı´klad zave´st vı´ce spra´vcu˚, vytvorˇit ru˚zne´
typy deˇlnı´ku˚, nebo deˇlnı´ky dynamicky prˇideˇlovat beˇhem vy´pocˇtu.
6.3 IDL rozhranı´
V souboru OOSol.idl jsem deklaroval namespace oosolCorba a v neˇm tato rozhranı´ :
• Datovy´ typ TIND typu long pro indexy.
• Datovy typ DoubleSeq typu sequence<double> pro pole double cˇı´sel.
• Rozhranı´ Callback pro synchronizaci asynchronnı´ch operacı´.
• Rozhranı´ OOSmatrix pro obecne´ matice. Maticove´ operace jsou deklarova´ny podle
rozhranı´ oosol::OOSmatrix, definovane´ v OOSolu jako abstraktnı´ trˇı´da.
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Obra´zek 9: Trˇı´dnı´ diagram trˇı´dy implementujı´cı´ blokove´ matice v MPI.
• Rozhranı´OOSworkerprodeˇlnı´ky.Momenta´lneˇ obsahujedveˇ operace :createMatrix
vytvorˇı´ matici dane´ho typu, shutdown ukoncˇı´ deˇlnı´ka.
• Rozhranı´ OOSmanager pro spra´vce. Deˇlnı´ci se registrujı´ vola´nı´m operace
registerWorker. Operacemi getWorkerCount, getWorkers, getWorker
lze zjisˇt’ovatpocˇet, seznamaobjektove´ referencedeˇlnı´ku˚.OperaceshutdownWorkers
zpu˚sobı´ ukoncˇenı´ procesu˚ vsˇech deˇlnı´ku˚.
6.4 Implementace servantu˚
Servant trˇı´dy jsou implementova´ny pomocı´ deˇdicˇnosti rozsˇı´rˇenı´m skeleton trˇı´d genero-
vany´ch IDL kompilerem. Implementujı´ jednotlive´ operace deklarovane´ v IDL rozhranı´.
Aktivace a deaktivace objektu˚ v POA je rˇesˇena v konstruktorech, respektive destrukto-
rech.
6.5 Asynchronnı´ vola´nı´
Jisty´m proble´mem v implementaci je potrˇeba asynchronnı´ch vola´nı´. Standardnı´ vola´nı´
metod v CORBA pomocı´ SII jsou synchronnı´. To znamena´, zˇe vla´kno volajı´cı´ vzda´lenou
metodu je blokova´no, dokud vzda´leny´ objekt nevra´tı´ vy´sledek. Vola´nı´ metod vı´ce objektu˚
tak probı´ha´ sekvencˇneˇ.
V praxi ale cˇasto potrˇebujeme vyslat pozˇadavek na neˇjakou operaci namnoho objektu˚
paralelneˇ a pak shroma´zˇdit vy´sledky. Prˇı´kladem je operacemv, kde chceme vsˇem bloku˚m
matice paralelneˇ poslat prˇı´slusˇnou cˇa´st vektoru, nechat je paralelneˇ pocˇı´tat operaci mv a
pak sestavit vy´sledek.
Implementace asynchronnı´ch vola´nı´ v CORBA je mozˇna´ neˇkolika zpu˚soby :
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Obra´zek 10: Pouzˇitı´ modelu manager/worker v knihovneˇ OOSol.
• DII (Dynamic Invocation Interface) je CORBA interface, ktery´ umozˇnˇuje dynamicky
volat metody a take´ i asynchronnı´ vola´nı´ pomocı´ send deferred. Vzhledem k
tomu, zˇe je prima´rneˇ urcˇeno k dynamicke´ invokaci metod (tedy i takovy´ch, ktere´
nejsou zna´my v dobeˇ prˇekladu), pouzˇitı´ DII vyzˇaduje rucˇneˇ sestavovat pozˇadavky
vola´nı´ metod a dosazovat jednotlive´ parametry. To znacˇneˇ prodluzˇuje a zneprˇe-
hlednˇuje ko´d, navı´c otevı´ra´ prostor k chyba´m, nebot’obcha´zı´ typovou kontrolu.
Pro prˇı´klad uvedu jednoduche´ vola´nı´ pomocı´ SII :
1 obj->echoString(”Hello!”);
a pomocı´ DII :
1 CORBA::String_var arg = (const char*) ”Hello!”;
2 CORBA::Request_var req = obj->_request(”echoString”);
3 req->add_in_arg() <<= arg;
4 req->set_return_type(CORBA::_tc_string);
5
6 req->send_deferred();
7
8 if( req->env()->exception() ) {
9 return;
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10 }
• Client thread. Dalsˇı´ mozˇnostı´ je na straneˇ klienta (programu, ktery´ ma´ vyuzˇı´vat
asynchronnı´ch vola´nı´) vytvorˇit samostatne´ vla´kno pro kazˇde´ vola´nı´. Hlavnı´ vla´kno
tak mu˚zˇe pokracˇovat neza´visle a prˇı´padneˇ si zjisˇt’ovat status jednotlivy´ch vla´ken.
Nevy´hodou tohoto prˇı´stupu je omezena´ sˇka´lovatelnost. Na´klady na spusˇteˇnı´ a beˇh
vla´kna nejsou zanedbatelne´ a u rozsa´hle´ho distribuovane´ho syste´mu by spra´vce
musel mı´t spusˇteˇno tisı´ce vla´ken.
• Server thread. Podobneˇ jako prˇedchozı´ mozˇnost, jen je situace opacˇna´. Na straneˇ
objektu, ktery´ chceme asynchronneˇ volat, vytvorˇı´me metodu, ktera´ vytvorˇı´ vla´kno
prova´deˇjı´cı´ vy´pocˇet, a pu˚vodnı´ metoda se ukoncˇı´. Po skoncˇenı´ vy´pocˇtu je volajı´cı´
objekt notifikova´n pomocı´ zpeˇtne´ho vola´nı´ (callback). Oproti prˇedchozı´mu rˇesˇenı´
nenı´ proble´m se sˇka´lovatelnostı´, je vsˇak trˇeba na straneˇ deˇlnı´ka vytvorˇit syste´m pro
spra´vu teˇchto vla´ken a implementaci vla´ken prova´deˇjı´cı´ ru˚zne´ typy operacı´.
• AMI (Asynchronous Messaging Interface). AMI je model asynchronnı´ho vola´nı´
specifikovany´ v noveˇjsˇı´ch verzı´ch CORBA. IDL compiler automaticky vytvorˇı´ ke
kazˇde´ synchronnı´ metodeˇ dveˇ dalsˇı´ asynchronnı´ varianty, s prˇedponami sendc a
sendp . Prvnı´ varianta umozˇnˇuje asynchronnı´ vola´nı´ s callback notifikacı´, druha´
s pomocı´ polling objektu. Bohuzˇel, ne vsˇechny implementace CORBA podporujı´
AMI (nepodporuje ho naprˇı´klad omniORB).
• Oneway calls. Standardnı´ IDL umozˇnˇuje definovat metody jako oneway, to zna-
mena´, zˇe nemajı´ na´vratovou hodnotu a volajı´cı´ necˇeka´ na jejı´ dokoncˇenı´. Notifikaci
odokoncˇenı´ vy´pocˇtupakprovedemevola´nı´mnaurcˇeny´Callbackobjekt.Dle specifi-
kace nemusı´ by´t oneway vola´nı´ vzˇdy u´spesˇne´, protozˇe volajı´cı´ nedostane potvrzenı´
o jeho dorucˇenı´. Teoreticky se mu˚zˇe sta´t, zˇe pozˇadavek na oneway vola´nı´ bude
ztracen. Vzhledem k tomu, zˇe pro komunikaci mezi ORBy se pouzˇı´va´ protokol IIOP
nad TCP/IP, o dorucˇenı´ se postara´ transportnı´ sı´t’ova´ vrstva.
Ve sve´ implementaci, ktera´ pouzˇı´va´ omniORB, jsem z du˚vodu absence AMI pouzˇil
metodu oneway vola´nı´. Funkcionalita je podobna´ jako u AMI, ale tato metoda funguje i
u implementacı´ ORB, ktere´ AMI nepodporujı´.
6.6 Callback
Pro synchronizaci asynchronnı´ch oneway operacı´ jsem vytvorˇil interface Callback.
Callback obsahuje tyto operace :
• startOperation znacˇı´ zaha´jenı´ asynchronnı´ operace pro dany´ pocˇet deˇlnı´ku˚.
• operationDone volajı´ deˇlnı´ci, kdyzˇ dokoncˇı´ asynchronnı´ operaci.
• waitForOperationsDone cˇeka´, dokud nejsou dokoncˇeny vsˇechny asynchronnı´
operace.
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Pouzˇitı´ Callback pro asynchronnı´ operace je na´sledujı´cı´ :
1. Vytvorˇı´m v hlavnı´m programu Callback servanta, zavola´m na neˇm
startOperation s pozˇadovany´m pocˇtem operacı´ jako parametrem.
2. Vola´m na rozhranı´ jednotlivy´ch deˇlnı´ku˚ oneway asynchronnı´ operace, objektovou
referenci na Callback objektu uvedu v parametrech vola´nı´.
3. Jakmile deˇlnı´k dokoncˇı´ operaci, zavola´ operationDone na Callback objektove´
referenci.
4. V hlavnı´m programu zavola´m waitForOperationsDone, tı´m pocˇka´m azˇ pozˇa-
dovany´ pocˇet deˇlnı´ku˚ dokoncˇı´ operaci.
Vnitrˇnı´ cˇı´tacˇ pocˇtu dokoncˇeny´ch operacı´ je synchronizova´n mutexem, aby nedosˇlo ke
kolizi vla´ken, ktere´ do neˇho soucˇasneˇ zapisujı´.
Toto sche´ma asynchronnı´ch operacı´ je pouzˇito naprˇı´klad v metoda´ch mv, load dis-
tribuovane´ blokove´ matice.
6.7 Distribuovane´ blokove´ matice
Trˇı´daOOSblockCorbaDist implementujedistribuovanoublokovoumatici pomocı´ tech-
nologie CORBA. Trˇı´da deˇdı´ z abstraktnı´ho rozhranı´ OOSmatrix. Dı´ky tomu je mozˇne´ ji v
ra´mci OOSolu pouzˇı´t v libovolne´ metodeˇ, ktera´ pracuje nad obecnou maticı´ OOSmatrix.
Datova´ struktura odpovı´da´ blokove´ matici
A =

B1,1 . . . B1,l
B2,1
...
. . .
...
Bk−1,l
Bk,1 . . . Bk,l

Kde k je pocˇet bloku˚ ve sloupci a l pocˇet bloku˚ v rˇa´dku. Bi,j je blok matice na pozici
i, j, ktery´ je ulozˇeny´ na i+ jk-te´m deˇlnı´kovi.
OOSblockCorbaDist zı´ska´va´ v parametru konstruktoru odkaz na rozhranı´
OOSmanager, z neˇj si zı´ska´ reference na kl deˇlnı´ku˚, kde kl je pocˇet bloku˚ matice.
Da´le se v konstruktoru pomocı´ trˇı´dy OOSblockPattern prˇeda´va´ informace o velikosti
jednotlivy´ch bloku˚. OOSblockCorbaDist v konstruktoru zavola´ na kazˇde´m deˇlnı´kovi
createMatrix, cˇı´mzˇ vytvorˇı´ jednotlive´ bloky.OOSblockCorbaDist si udrzˇuje seznam
referencı´ na jednotlive´ bloky.
OOSblockCorbaDist je v podstateˇ wrapper mezi OOSolem a CORBOu. Samotna´
trˇı´da neobsahuje zˇa´dna´ datamatice, pouze reference na jednotlive´ bloky ulozˇene´ na jiny´ch
pocˇı´tacˇı´ch. Pokud je zavola´na metoda te´to trˇı´dy, naprˇı´klad mv pro na´sobenı´ vektorem,
operace se provede na jednotlivy´ch blocı´ch. Spra´vce vracı´ sestaveny´ vy´sledek.
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6.8 Distribuovane´ blokove´ diagona´lnı´ matice
OOSblockCorbaDiagDist, deˇdı´cı´ z OOSblockCorbaDist je specia´lnı´ prˇı´pad blokove´
matice, u nı´zˇ jsou bloky pouze na diagona´le :
A =

B1,1
B2,2
. . .
Bn,n

OOSblockCorbaDiagDist se od OOSblockCorbaDist odlisˇuje pouze jiny´m inde-
xova´nı´m bloku˚.
Struktura diagona´lnı´ blokove´matice je dobrˇe sˇka´lovatelna´, nebot’operace se prova´deˇjı´
nan blocı´ch, zatı´mco obecna´ blokova´maticemusı´ prove´stn2 operacı´ s jednotlivy´mi bloky.
6.9 Operace mv, mtv
Operace mv, mtv jsou standardnı´ BLAS Level 2 rutiny, ktere´ prova´dı´ na´sobenı´ matice
vektorem podle prˇedpisu
y = βy + αAx
respektive
y = βy + αATx
kde A je matice o r rˇa´dcı´ch a c sloupcı´ch, x je vektor de´lky c, y je vektor de´lky r.
Pro provedenı´ operace nad blokovou maticı´ musı´me rozdeˇlit vektory x, y na bloky
tak, aby bylo mozˇne´ na´sobenı´ prove´st blokoveˇ :
y = β

y1
y2
...
yk
+α

B1,1 . . . B1,l
B2,1
...
. . .
...
Bk−1,l
Bk,1 . . . Bk,l


x1
x2
...
xl
 =

βy1 + α(B1,1x1 +B1,2x2 + . . .+B1,lxl)
βy2 + α(B2,1x1 +B2,2x2 + . . .+B2,lxl)
. . .
βyk + α(Bk,1x1 +Bk,2x2 + . . .+Bk,lxl)

kde xi je i-ty´ blok vektoru x, jeho dimenze je stejna´ jako pocˇet sloupcu˚ v bloku matice
Bm,i. yi je i-ty´ blok vektoru y, jeho dimenze je stejna´ jako pocˇet rˇa´dku˚ v blokumaticeBi,m.
Tı´mto jsme u´lohu na´sobenı´ matice rozdeˇlili na kl operacı´ nad jednotlivy´mi bloky.
Ve trˇı´deˇ OOSblockCorbaDist je operace mv implementova´na takto :
• Je vytvorˇen Callback servant.
• Na kazˇde´m bloku matice je zavola´na operace mv s prˇı´slusˇny´mi cˇa´stmi vektoru.
• Cˇeka´ se, dokud nejsou v Callbacku vsˇechny operace oznacˇeny jako hotove´.
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• Spra´vce operacı´getResultVect sta´hne vy´sledky jednotlivy´ch deˇlnı´ku, po rˇa´dcı´ch
je secˇte a vra´tı´ vy´sledek.
Operace mtv je implementova´na stejneˇ, pouze je provedena transpozice : blok Bi,j je
nahrazen blokemBj,i a mı´sto operace mv se na jednotlivy´ch blocı´ch prova´dı´ operace mtv.
Obdobna´ je implementace pro diagona´lnı´ matici OOSblockDiagCorbaDist, kde
stacˇı´ na´sobit pouze diagona´lnı´ bloky.
6.10 Metoda sdruzˇeny´ch gradientu˚
Knihovna OOSol jizˇ obsahovala beˇzˇneˇ zna´my´ algoritmus sdruzˇeny´ch algoritmu˚ (CG) v
sekvencˇnı´ verzi pro jeden procesor ve trˇı´deˇ OOScg. Algoritmus sdruzˇeny´ch algoritmu˚
rˇesˇı´ u´lohu :
min
1
2
xTAx− xT b
pro dane´ A, b kde A je symetricka´ pozitivneˇ definitnı´ a b je vektor.
VkonstruktoruOOScg jematiceA typuOOSmatrix &.Dı´ky tomu, jakbylaprovedena
implementace v CORBeˇ, je mozˇne´ jako matici A pouzˇı´t instanci OOSblockCorbaDist
nebo OOSblockCorbaDist. Vy´pocˇet pak probı´ha´ nad distribuovanou maticı´ stejneˇ jako
nad loka´lnı´ bez jake´koliv zmeˇny.
6.11 Spousˇteˇcı´ syste´m
Spousˇteˇcı´ syste´m implementace v CORBeˇ mu˚zˇe by´t libovolny´. Jediny´ pozˇadavek v sou-
cˇasne´ implementaci je, aby deˇlnı´ci byli spusˇteˇni azˇ tehdy, kdy je spra´vce zaregistrova´n v
Naming Service.
Pro u´cˇely testova´nı´ jsem vytvorˇil jednoduchy´ spousˇteˇcı´ script corbarun, ktery´ se
pouzˇı´va´ podobneˇ jako mpirun obvykle pouzˇı´vany´ v MPI. Tento skript ma´ syntaxi :
corbarun -np N [--hostfile FILE] PROGRAM
Kde :
• N je pocˇet deˇlnı´ku plus jedna,
• FILE je soubor s adresami pocˇı´tacˇu˚, na ktery´ch se majı´ spousˇteˇt deˇlnı´ci. Musı´ to by´t
textovy´ soubor, na kazˇde´m rˇa´dku jedna adresa. Jedna adresa mu˚zˇe by´t uvedena
vı´cekra´t (pokud ma´ pocˇı´tacˇ vı´ce procesoru˚.) Pokud nenı´ hostfile urcˇen, corbarun se
pokusı´ pouzˇı´t $PBS NODEFILE pla´novacˇe PBS.
• PROGRAM je hlavnı´ program se spra´vcem.
corbarun nejprve spustı´ na soucˇasne´m stroji hlavnı´ program se spra´vcem a pote´
pomocı´ SSH (na´stroje pro vzda´leny´ prˇı´kazovy´ rˇa´dek) spustı´ deˇlnı´ky na strojı´chuvedeny´ch
v hostfile.
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Pro vynucene´ ukoncˇenı´ jsem vytvorˇil skript corbakill, ktery´ ma´ stejnou syntaxi
jako corbarun. corbakill ukoncˇı´ hlavnı´ program i deˇlnı´ky na vsˇech uzlech.
Bylo by mozˇne´ pouzˇı´t i jine´ spousˇteˇcı´ syste´my, naprˇı´klad nechat deˇlnı´ky bezˇet neu-
sta´le, neza´visle na hlavnı´m programu - jako sluzˇby.
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7 Testova´nı´
7.1 Zpu˚sob testova´nı´
7.1.1 Metodika testova´nı´
Cˇas kazˇde´ho testu byl meˇrˇen pro deset spusˇteˇnı´. Jako smeˇrodatnou hodnotu jsem pouzˇil
minimum z teˇchto deseti cˇasu˚, abych potlacˇil vneˇjsˇı´ vlivy jako naprˇı´klad procesy jiny´ch
uzˇivatelu˚, syste´move´ procesy spousˇteˇne´ na pozadı´ atd.
Testy probı´haly na nevytı´zˇeny´ch syste´mech, v prˇı´padeˇ clusteru˚ SPC VSˇB-TU Ostrava
byly vy´pocˇty spousˇteˇny pomocı´ pla´novacˇe u´loh PBS.
Cˇas je meˇrˇen jako rea´lny´ cˇas pomocı´ funkce gettimeofday(), meˇrˇen je pouze cˇas
vola´nı´ metody rˇesˇicˇe solve() - nezahrnuje nacˇtenı´ matice atp.
Vsˇechny programy byly zkompilova´ny s u´rovnı´ optimalizace -O2. Jako ORB byl ve
vsˇech testech pouzˇit omniORB 4.1.
7.1.2 Pouzˇite´ vy´pocˇetnı´ prostrˇedky
Testova´nı´ probı´halo prˇedevsˇı´m na vy´pocˇetnı´ch clusterech Superpocˇı´tacˇove´ho centraVSˇB-
TU Ostrava.
Cluster COMSIO je linuxovy´ cluster skla´dajı´cı´ se z 8 vy´pocˇetnı´ch uzlu˚ a jednoho
rˇı´dı´cı´ho. Kazˇdy´ vy´pocˇetnı´ uzel ma´ :
• 4 procesory AMD Opteron (2 × dual core)
• 8 GB RAM
Celkem je tedy mozˇno pouzˇı´t azˇ 32 procesoru˚. V testech bylo pouzˇito sı´t’ove´ rozhranı´
gigabitove´ho ethernetu.
7.2 U´loha pro metodu sdruzˇeny´ch gradientu˚
Algoritmus sdruzˇeny´ch algoritmu˚ byl testova´n na modelove´ poissonoveˇ u´loze s lapla-
ceovy´m opera´torem a homogennı´ pravou stranou :
−∆u = −1
Tato u´lohaurcˇuje pru˚hyb2Dmembra´nynaoblastiΩ = (0, 1)×(0, 1).Na leve´ straneˇx =
0 je prˇedepsana´ dirichletova okrajova´ podmı´nka u = 0. Diskretizacı´ metodou konecˇny´ch
prvku˚ dostaneme u´lohu :
min
1
2
xTAx− xT b
kdeA je symetricka´ pozitivneˇ definitnı´ matice tuhosti, b vektor pravy´ch stran. Tuto u´lohu
lze rˇesˇit metodou sdruzˇeny´ch gradientu˚.
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7.3 Testy CG
7.3.1 Test 1 - konstantnı´ pocˇet procesoru˚, plne´ matice
V tomto testu jsem meˇrˇil dobu vy´pocˇtu v za´vislosti na velikosti matice prˇi konstantnı´m
pocˇtu 16 procesoru˚. Test probeˇhl na clusteru COMSIO. Testovane´ velikosti matic byly 16,
1024, 4096, 6400, 9216, 12100 a 22500. Jednotlive´ bloky byly ulozˇeny jako plne´ matice.
Graf cˇasu vy´pocˇtu v za´vislosti na velikosti matice pro sekvencˇnı´ verzi, MPI imple-
mentaci a CORBA implementaci je na obra´zku 11. Hodnoty jsou v tabulce 4.
Vidı´me, zˇe jakMPI, tak CORBA implementace, urychlujı´ cˇas vy´pocˇtu oproti sekvencˇnı´
verzi na jednom procesoru. Prˇekvapive´ je, zˇe pro veˇtsˇı´ matice je CORBA implementace
znatelneˇ rychlejsˇı´.
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Obra´zek 11: Graf testu 1, cˇas vy´pocˇtu v za´vislosti na velikost matice pro sekvencˇnı´ verzi,
MPI implementaci a CORBA implementaci.
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Velikost matice Sekvencˇnı´ MPI CORBA
16 0 0,01 0,01
1024 0,15 0,09 0,19
4096 4,64 1,56 1,34
6400 14,52 4,43 3,1
9216 36,33 12,52 6,57
12100 70,85 22,63 11,25
22500 342,64 101,23 43,08
Tabulka 4: Tabulka cˇasu˚ rˇesˇicˇe pro test 1.
Pocˇet procesoru˚ CORBA implementace Idea´lnı´ sˇka´lovatelnost
1 156,9 156,9
2 100,93 78,45
4 52,3 39,23
8 32,39 19,61
16 21,21 9,81
32 16,01 4,9
Tabulka 5: Tabulka cˇasu˚ rˇesˇicˇe pro test 2.
7.3.2 Test 2 - test sˇka´lovatelnosti
Cı´lem tohoto testu bylo oveˇrˇit sˇka´lovatelnost distribuovane´ho algoritmu. Velikost matice
byla konstantnı´, 16384 × 16384, jednotlive´ bloky matice ulozˇene´ jako plne´ matice, pocˇet
procesoru˚ 1 azˇ 32 na clusteru COMSIO.
Graf cˇasu v za´vislosti na pocˇtu procesoru˚ v logaritmicke´m meˇrˇı´tku je na obra´zku 12,
v linea´rnı´m meˇrˇı´tku na obra´zku 13.
7.4 Porovna´nı´ s MPI implementacı´
Meˇl jsem mozˇnost porovnat implementaci OOSolu pomocı´ CORBA, kterou popisuji v
te´to pra´ci, se samostatneˇ vyvı´jenou implementacı´ vyuzˇı´vajı´cı´MPI.Obeˇ implementace jsou
funkcˇneˇ te´meˇrˇ shodne´, lı´sˇı´ se ale zpu˚sobemnaprogramova´nı´. Rozdı´lymeziMPI aCORBA
implementacemi OOSolu da´vajı´ na´hled na rozdı´lnost programa´torske´ho prˇı´stupu prˇi
pouzˇı´tı´ MPI a CORBy.
7.4.1 Prˇehlednost ko´du
Model manager-worker se v MPI implementaci dodrzˇuje spı´sˇe jenom „ideoveˇ“, program
je identicky´ pro spra´vce i deˇlnı´ky, pouze se v neˇktery´ch operacı´ch ko´d rozveˇtvuje na
operace pro spra´vce a deˇlnı´ka.
V CORBeˇ je model manager-worker definova´n prˇı´mo pomocı´ rozhranı´. Programy
spra´vce a deˇlnı´ka jsou zcela oddeˇlene´ a komunikujı´ pouze prˇes toto rozhranı´.
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Obra´zek 12: Graf testu 2, cˇas vy´pocˇtu v za´vislosti na pocˇtu procesoru˚ pro CORBA imple-
mentaci ve srovna´nı´ s idea´lnı´ sˇka´lovatelnostı´. Osy jsou v logaritmicke´m meˇrˇı´tku.
Programa´tor, ktery´ pouzˇı´va´ MPI verzi OOSolu, musı´ pracovat s tı´m, zˇe jeho program
se spousˇtı´ na vsˇech uzlech za´rovenˇ. Cˇa´sti ko´du, ktere´ se spousˇtı´ pouze na urcˇite´m uzlu,
musı´ vzˇdy oddeˇlit veˇtvenı´m, naprˇı´klad takto :
1 OOSmatrix* bigMatrix;
2 if (OOSmpi::Rank() == 0) {
3 // vytvorime matici pouze na ridicim uzlu
4 bigMatrix = new OOSfullMatrix(10000, 10000);
5 } else {
6 //
7 bigMatrix = NULL;
8 }
Kvu˚li rozsahu platnosti promeˇnny´ch v C++ musı´ by´t promeˇnne´ deklarovane´ ve spo-
lecˇne´ cˇa´sti ko´du, a zajistit veˇtvenı´m jejich inicializaci na urcˇity´ch uzlech a na ostatnı´ch
uzlech hodnotu NULL. Tyto promeˇnne´ se musı´ kontrolovat i na jiny´ch mı´stech v ko´du,
cozˇ vede k jeho neprˇehlednosti.
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Obra´zek 13: Graf testu 2, cˇas vy´pocˇtu v za´vislosti na pocˇtu procesoru˚ pro CORBA imple-
mentaci ve srovna´nı´ s idea´lnı´ sˇka´lovatelnostı´. Osy jsou v linea´rnı´m meˇrˇı´tku.
Programa´tor vyuzˇı´vajı´cı´ CORBA verzi OOSolu pı´sˇe pouze hlavnı´ program, a prˇes
rozhranı´ spra´vce da´va´ u´koly deˇlnı´ku˚m. Program deˇlnı´ku˚ se nemeˇnı´, pro ru˚zne´ hlavnı´
programy i algoritmy se pouzˇı´va´ stejny´ program deˇlnı´ka.
V MPI se mı´cha´ dohromady ko´d pro komunikaci, vy´pocˇty i distribuci. V CORBeˇ jsou
jednotlive´ cˇa´sti oddeˇleny na u´rovni rozhranı´.
7.4.2 Mozˇnosti rozsˇirˇova´nı´ a zmeˇn
Dı´ky objektove´mu na´vrhu je mozˇne´ CORBA implementaci snadno rozsˇirˇovat o novou
funkcionalitu prˇida´va´nı´m metod a rozhranı´ v IDL.
V MPI implementaci je velka´ prova´zanost komunikacˇnı´ho ko´du v programu, imple-
mentace nove´ funkcionality je slozˇiteˇjsˇı´.
CORBA implementaci lze snadneˇji pouzˇı´vat v jiny´ch programech a knihovna´ch, nebot’
pro jejı´ provoz stacˇı´ pouze dynamicky (prˇı´padneˇ staticky) linkovana´ knihovna ORB.
Externı´ pouzˇitı´ MPI implementace je slozˇiteˇjsˇı´, nebot’MPI programy se musı´ spousˇteˇt
specia´lneˇ pomocı´ mpiexec v prostrˇedı´, kde je MPI nakonfigurova´no.
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7.4.3 Implementace algoritmu˚
V MPI implementaci nenı´ mozˇne´ pouzˇı´t existujı´cı´ sekvencˇnı´ verze algoritmu˚, nebot’ je
nutne´ zajistit synchronizaci rˇı´dı´cı´ch cˇa´stı´ algoritmumezi vsˇemi procesy. Pro implementaci
algoritmu˚ v MPI tak musely by´t vytvorˇeny jejich samostatne´ verze pro MPI do novy´ch
trˇı´d OOScgParMpi, OOSmprgpParMpi.
V CORBeˇ je mozˇne´ pouzˇı´t existujı´cı´ algoritmy bez jake´koliv zmeˇny, nebot’algoritmus
beˇzˇı´ pouze v hlavnı´m programu a deˇlnı´ci pouze vykona´vajı´ pouze operace zavolane´
spra´vcem, bez jake´koliv informace o algoritmu.
7.4.4 Vy´kon
Prˇestozˇe jsem ocˇeka´val, zˇe vy´kon CORBA implementace bude slabsˇı´ nezˇ MPI, prakticke´
testy uka´zaly, zˇe vy´kon CORBA implementace na testovany´ch u´loha´ch je srovnatelny´,
dokonce lepsˇı´ nezˇ implementace v MPI.
Test 2 ukazuje dobrou sˇka´lovatelnost na modelove´m prˇı´padeˇ.
Domnı´va´mse, zˇe veˇtsˇı´ rychlostCORBA implementace oprotiMPI je da´na tı´m, zˇe vMPI
implementaci jsou pouzˇity synchronnı´ blokujı´cı´ funkce MPI Send a MPI Recv, zatı´mco
v CORBeˇ jsou pouzˇity asynchronnı´ oneway operace, ktere´ neblokujı´ hlavnı´ program.
Navı´c, omniORB zpracova´va´ pozˇadavky ve vla´knech, dı´ky tomumu˚zˇe CORBA efek-
tivneˇ komunikovat s neˇkolika procesy za´rovenˇ a le´pe tak vyuzˇı´t sı´t’ova´ rozhranı´. Naprˇı´-
klad v clusteru COMSIO ma´ kazˇdy´ uzel 4 sı´t’ova´ rozhranı´.
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8 Za´veˇr
8.1 Dosazˇenı´ stanoveny´ch cı´lu˚
Podarˇilo se mi splnit vsˇechny cı´le, ktere´ jsem si stanovil v podkapitole 1.3. Implementace
distribuovane´ho OOSolu pomocı´ CORBy je :
• Zarˇazena´ v trˇı´dnı´ hierarchii.
• Implementovana´ v ANSI C++.
• Prˇenositelna´ na jakoukoliv platformu, kde je podporova´n omniORB (operacˇnı´ sys-
te´my Windows, Linux, Solaris, Mac OS X, HP-UX, Irix, AIX, Tru64, OpenVMS a
dalsˇı´)
• Prˇehledna´ a snadno upravitelna´.
• Objektoveˇ orientovana´.
• Pouzˇı´va´ otevrˇene´ technologie CORBA a implementaci omniORB, ktera´ je volneˇ
dostupna´ pod licencı´ LGPL.
• Paralelneˇ sˇka´lovatelna´.
8.2 Prˇı´nos te´to pra´ce
Prˇı´nos te´to diplomove´ pra´ce je shrnut v teˇchto bodech :
• Pra´ce popisuje pouzˇitı´ distribuovane´ objektove´ technologie CORBA v ra´mci obecne´
knihovny pro numericke´ metody a algoritmy. Tento prˇı´stup k paralelnı´mu pro-
gramovanı´ zatı´m nenı´ prˇı´lisˇ obvykly´. V te´to pra´ci popisuji vy´hody distribuovaneˇ
objektove´ho prˇı´stupu oproti cˇasto pouzˇı´vane´ technologii MPI.
• Distribuovane´ datove´ struktury se podarˇilo implementovat tak, zˇe je mozˇne´ pa-
ralelizovat existujı´cı´ sekvencˇnı´ verze algoritmu˚ bez jejich zmeˇny, pouze pouzˇitı´m
distribuovane´ datove´ struktury.
• Implementace v knihovneˇ OOSol je paralelneˇ sˇka´lovatelna´.
• Podarˇilo se vytvorˇit prˇenositelne´, objektoveˇ orientovane´ distribuovane´ vy´pocˇetnı´
rozhranı´, ktere´ mu˚zˇe by´t da´le rozvı´jeno.
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