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CORPS DIFFÉRENTIELS ET FLOTS GÉODÉSIQUES I :
ORTHOGONALITÉ AUX CONSTANTES POUR LES ÉQUATIONS DIFFÉRENTIELLES AUTONOMES
RÉMI JAOUI
Résumé. L’orthogonalité aux constantes est une propriété issue de l’étude modèle-théorique des
équations différentielles algébriques et qui traduit des propriétés d’indépendance algébrique remar-
quables pour ses solutions.
Dans cet article, on étudie la propriété d’orthogonalité aux constantes dans un langage algebro-
différentiel pour les équations différentielles autonomes ainsi que des méthodes effectives pour établir
cette propriété. Le résultat principal est un critère d’orthogonalité aux constantes (et sa version en
famille) pour les D-variétés réelles absolument irréductibles (X, v) s’appuyant sur la dynamique du
flot réel associé (M,φ). Plus précisément, on montre que s’il existe des parties compactes K de M ,
Zariski-dense dans X telle que la restriction du flot à K est topologiquement faiblement mélangeante,
alors le type générique de (X, v) est orthogonal aux constantes.
Ce critère sera appliqué dans [Jao17b] à l’étude modèle-théorique du flot géodésique sur les
variétés riemanniennes compactes à courbure strictement négative, présentées algébriquement.
L’étude des propriétés d’indépendance algébrique des solutions d’une équation différentielle al-
gébrique est un thème majeur de la théorie des équations différentielles, qui se situe au coeur des
travaux de nombreux illustres mathematiciens — notamment Newton, Leibniz, Picard, Painlevé et
Poincaré. En particulier, à la fin du XIXeme siecle, Drach étudie dans sa thèse [Dra98], l’existence
d’un cadre algébrique (désincarné de ses réalisations analytiques) où étudier les propriétés d’intégra-
bilité algébrique de ces équations différentielles, à la manière de Picard et Vessiot pour les équations
différentielles linéaires (voir [Arc11] pour un aperçu historique).
Néanmoins, les problèmes de formalisme rencontrés par Drach — comparables à ceux rencontrés en
géométrie algébrique à la même époque — ont poussé les mathématiciens du début du XXème siècle à
privilégier un cadre analytique pour étudier les équations différentielles algébriques alors même que ces
dernières vérifient (très vraisemblablement) des propriétés structurelles plus fortes que leurs analogues
analytiques.
A la fin des années 1970, les développements conjoints de la théorie des modèles des théories stables
et de l’algèbre différentielle ont permis de développer un cadre géométrique noethérien, propice à
l’étude des équations différentielles algébriques. Une caractéristique essentielle est le recours à des
corps différentiels “universels” appelés corps differentiellement clos.
L’étude de ces “compagnons de route de la théorie des modèles” (voir [Poi95]) est une illustration
remarquable de l’efficacité des méthodes de la théorie géométrique de la stabilité pour étudier cer-
taines géometries noetheriennes, innaccessibles auparavant. Un résultat essentiel est le théorème de
Hrushovski-Sokolovic [HS96] — une incarnation du théorème de trichotomie de Hrushovski et Zilber
pour les corps differentiellement clos — qui décrit les équations différentielles minimales, dont la ré-
solution ne peut être ramenée à la résolution successive d’équations différentielles “plus simples”.
L’objectif de cet article est de présenter quelques conséquences du théorème de Hrushovski-Sokolovic
pour les équations différentielles autonomes (dans un langage géométrique) ainsi que d’établir des cri-
tères effectifs pour étudier les propriétés mises en jeu par ce théorème — orthogonalité aux constantes
et désintégration. En s’appuyant sur des résultats d’Anosov [Ano69] concernant la dynamique des
champs de vecteurs hyperboliques, ces résultats seront appliqués dans [Jao17b] et [Jao18] à l’étude de
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propriétés d’indépendance algébrique des solutions géodésiques d’une variété riemannienne compacte
(présentée algébriquement) à courbure strictement négative.
Équations différentielles algébriques autonomes. Dans ce texte, on travaille uniquement
au dessus de corps k de caractéristique 0 et on considère des équations différentielles algébriques
autonomes à paramètres dans k. Une telle equation peut être décrite “sous forme explicite” comme
une paire (X, v) où X est une variété algébrique au dessus d’un corps k de caractéristique 0 — que
l’on pourra toujours supposée lisse — munie d’un champ de vecteurs v.
Les relations algébriques entre n solutions de (X, v) sont représentées par certaines sous-variétés
fermées de (X, v)n dites invariantes.
Ici, une sous-variété fermée (et plus généralement tout sous-schéma fermé) de (X, v) est invariant
si le faisceau d’idéaux associé I ⊂ (OX , δv) est stable par la dérivation δv induite par le champ de
vecteurs v sur X . Géométriquement, une sous-variété fermée Z de (X, v) est invariante lorsque la
sous-variété localement fermée Zreg de X (constituée des points réguliers de Z) est tangente en tout
point au champ de vecteurs v.
Les sous-variétés fermées invariantes de (X, v)n sont définies, tout simplement, comme les sous-
variétés fermées de Xn invariante pour le champ de vecteurs produit v × · · · × v induit par v sur Xn.
En notant In(X, v) la collection des sous-variétés fermées irréductibles invariantes de (X, v)n, la suite
des In(X, v) lorsque n parcourt N∗ définit alors un langage L (au sens de la théorie des modèles).
L’ensemble des solutions analytiques de l’équation différentielle (X, v) est naturellement munie
d’une L-structure. Comme il est d’usage en théorie des modèles, il convient alors de compléter cette
structure en une structure existentiellement close notée (X, v)(U ,δ) en adjoignant toutes les solutions
de cette équation différentielle dans un corps différentiel universel (U , δ).
La L-structure (X, v)(U ,δU ), produite par la construction précédente, jouit de propriétés particulière-
ment agréables : c’est une structure ω-stable de rang fini (borné par la dimension de X), interprétable
dans un corps differentiellement clos, qui admet l’élimination des quantificateurs dans le langage L.
Les méthodes de la théorie géométrique de la stabilité appliquées à la structure (X, v)(U ,δ) permettent
alors d’obtenir :
(a) Une classification des équations différentielles minimales. Intuitivement ce sont celles dont la
résolution ne peut être ramenée à la résolution d’équations différentielles plus simples.
(b) Un dévissage des équations différentielles de rang fini à partir d’équations différentielles mini-
males selon un procédé appelé analyse semi-minimale des types.
Dans le paragraphe qui suit, on décrit plus précisément ces deux procédés (en commençant par le
second) dans le langage de la théorie géométrique de la stabilité.
Théorie géométrique de la stabilité. Plutôt que la structure associée à l’équation différen-
tielle (X, v), les résultats de décomposition dont il est question ici, concernent en réalité les types
— qui sont les ultrafiltres sur l’algèbre booléenne des ensembles définissables — de cette structure.
Lorsque la variété X est irréductible, il existe un type privilégié parmi ces derniers (par élimination
des quantificateurs), appelé type générique de (X, v) dont les réalisations sont les solutions génériques
de l’équation différentielle (X, v), c’est-à-dire, celles qui sont Zariski-dense dans X .
Commençons par décrire les deux situations extrêmes qui peuvent se produire pour les relations
entre un type de rang fini q et un type minimal p dans une théorie stable T : soit il est possible
de reconstruire (après une possible extension des paramètres) une réalisation du type q à partir de
réalisations de p (et de ses conjugués). On dit alors que le type q est interne à p (et ses conjugués). A
l’inverse, le type q est orthogonal à p lorsque p et q sont sans relation dans la théorie T et le demeurent
après toute extension des paramètres, ou autrement dit après tout changement de base.
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En général, on peut aussi observer des situations intermédiaires, où le type q est non-orthogonal au
type minimal p sans pour autant lui être interne. Dans ce cas, il existe alors un facteur non-trivial1
q0 de q qui est interne à p (et ses conjugués). Quitte à remplacer le type q par un facteur non-trivial
q0, on peut donc toujours se ramener à une des deux situations extrêmes exposées ci-dessus.
De plus, on peut alors itérer ce processus pour obtenir un dévissage complet du type q en types
semi-minimaux (c’est-à-dire interne à un type minimal et ses conjugués) appelé analyse semi-minimale
de q. Appliqué aux équations différentielles algébriques, ce dévissage permet ainsi de décomposer
toute equation différentielle algébrique (X, v), au voisinage de son point générique, en une suite de
facteurs semi-minimaux. Décrivons maintenant la classification des équations différentielles minimales,
mentionnée ci-dessus.
L’étude des types minimaux — pour toute théorie stable et donc dans un cadre bien plus général
que celui des équations différentielles — a conduit Zilber à les classifier en trois différentes classes
selon la nature de la notion de dimension qui leur est naturellement associée. De façon informelle, la
notion de dimension se comporte ou bien comme le cardinal dans un ensemble infini sans structure, ou
bien comme la dimension linéaire dans un espace vectoriel, ou bien comme le degré de transcendance
dans un corps algébriquement clos. On dit alors respectivement que le type minimal est désintégré,
localement modulaire (non désintégré) ou non-localement modulaire.
Pour les équations différentielles algébriques minimales, le cas désintégré correspond à celles dont
les solutions (génériques) possèdent les plus fortes propriétés d’indépendance algébrique (voir le pa-
ragraphe suivant). Le théorème de Hrushovski-Sokolovic (voir [HS96]) est une classification complète
des équations différentielles minimales (pas nécessairement autonomes) non-désintégrées.
Théorème (Hrushovski-Sokolovic). Soit p ∈ S(A) un type minimal non-désintégré de la théorie des
corps differentiellement clos. Alors :
(i) Ou bien le type p est non-localement modulaire. Dans ce cas, le type p est non-orthogonal au
type générique du corps des constantes.
(ii) Ou bien le type p est localement modulaire. Il existe alors une variété abélienne simple A, qui
ne descend pas au corps des constantes, tel que p est non-orthogonal au type générique du
“noyau de Manin” A♯ associé à A.
Dans [HI03], Hrushovski et Itai étudient les conséquences de ce théorème pour les équations diffé-
rentielles autonomes (X, v) de dimension 1 où l’hypothèse de minimalité est automatiquement vérifiée.
En dimension supérieure, il est très difficile de formuler une description géométrique (raisonnable en
pratique) de cette propriété (voir par exemple [Jao17a, Chapitre 3, Théorème 1.3.12] pour une formu-
lation géométrique).
Désintégration et orthogonalité aux constantes. Dans ce paragraphe, nous décrivons en
termes géométriques quelques conséquences du théorème de Hrushovski-Sokolovic pour des équations
différentielles autonomes (X, v) (de dimension supérieure et donc sans hypothèse de minimalité a
priori pour leur type générique) à travers une analyse semi-minimale de leur type générique.
La propriété d’orthogonalité aux constantes pour (le type générique d’) une équation différentielle
(X, v) peut être formulée à l’aide de la notion d’intégrale première rationnelle dans (X, v) et ses
puissances. Ici, une intégrale première rationnelle de (X, v) est simplement une fonction rationnelle
f ∈ k(X) sur X constante le long des orbites de v, c’est-a-dire vérifiant v(f) = 0. Le type générique
de (X, v) est alors orthogonal aux constantes si et seulement si :
(O) : Pour tout entier n ≥ 0, (X, v)n n’admet pas d’intégrale première rationnelle non constante.
La propriété de désintégration (au point générique) de (X, v) concerne, quant à elle, les relations
algébriques entre un nombre arbitraire de solutions génériques de (X, v). Intuitivement, elle exprime
1Le type q0 ∈ S(∅) est un facteur non-trivial de q ∈ S(∅) s’il existe des réalisations a |= q et b |= q0 telles que
b ∈ dcl(a) \ acl(∅).
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que l’ensemble des relations algébriques entre n solutions de l’équation différentielle (X, v) est aussi
petit que possible dès que n ≥ 3.
Formellement, notons Igenn (X, v) l’ensemble des sous-variétés fermées irréductibles invariantes gé-
nériques (c’est-à-dire celles se projetant génériquement sur chacun des facteurs) de (X, v)n. L’équation
différentielle (X, v) est génériquement désintégrée si et seulement si :
(D) :
{
Pour tout n ≥ 3 et tout Z ∈ Igenn (X, v), il existe (Zi,j)i6=j≤n ∈ I
gen
2 (X, v) pour tout i 6= j,
telles que Z est une composante irreductible de
⋂
1≤i6=j≤n π
−1
i,j (Zi,j).
Pour toute équation différentielle algébrique autonome, la propriété (D) implique la propriété (O).
En apparence, la propriété (D) — qui concerne des sous-variétés fermées invariantes de (X, v)n de
dimension arbitraire — semble bien plus restrictive que la propriété (O). Néanmoins, nous montrons
que la propriété (O) est suffisante pour garantir l’existence d’un facteur rationnel (non-trivial) géné-
riquement désintégré.
Théorème A. Soient k un corps de caractéristique 0 et (X, v) une variété absolument irréductible
au dessus de k munie d’un champ de vecteurs v.
Si le type générique de (X, v) est orthogonal aux constantes alors il existe une variété absolument
irréductible Y au dessus de k de dimension > 0, un champ de vecteurs w sur Y et un morphisme
rationnel dominant
π : (X, v) 99K (Y,w)
tels que (Y,w) est génériquement désintégrée.
Le morphisme π apparaissant dans le théorème A est un morphisme de la catégorie des D-variétés
(voir Appendice A), c’est-à-dire que le morphisme rationnel π : X 99K Y vérifie la règle de compa-
tibilité évidente aux champs de vecteurs : dφ(v) = w. Le théorème A est obtenu dans la première
partie de ce texte, en appliquant le théorème de Hrushovski-Sokolovic à un facteur semi-minimal de
l’équation différentielle (X, v).
Pour résumer, la propriété d’orthogonalité aux constantes pour une équation différentielle algébrique
concerne donc aussi bien l’absence d’intégrales premières rationnelles pour l’équation différentielle sous
étude et ses puissances que l’existence d’un facteur rationnel génériquement désintégré.
Un critère dynamique d’orthogonalité aux constantes. Paradoxalement, on ne connait que
très peu d’exemples explicites d’équations différentielles algébriques (en dimension > 1) ou cette
propriété de désintégration a été établie. Mentionnons deux exemples récents : en dimension 2, les
équations différentielles (non-autonomes) de Painlevé à parametres génériques étudiées par Pillay et
Nagloo dans [NP14] et en dimension 3, l’équation différentielle satisfaite par la fonction j et ses
Gl2(C)-conjugués, étudiée par Freitag et Scanlon dans [FS14].
Dans ces deux cas, leurs démonstrations s’appuient sur des propriétés très spécifiques des solu-
tions des équations différentielles considérées. Nous démontrons dans ce texte, un critère dynamique
d’orthogonalité aux constantes pour les équations différentielles réelles au caractère bien plus général,
permettant notamment de construire des familles non-limitées2 d’équations différentielles algébriques
dont le type générique est orthogonal aux constantes (voir aussi le paragraphe suivant concernant
d’autres applications de ce critère).
Notre critère d’orthogonalité aux constantes concernent certaines équations différentielles algé-
briques (X, v) définies sur le corps R des nombres réels (munie de la dérivation triviale). Sous des
hypothèses naturelles de lissité, on peut considérer l’espace analytique réel X(R)an des conditions
initiales réelles ainsi que le flot analytique réel φ du champs de vecteurs v (défini sur un voisinage
connexe U de X(R)an × {0} dans X(R)an × R)
φ : U ⊂ X(R)an × R −→ R
2c’est-à-dire ne provenant pas toutes d’une même famille ne dépendant d’un nombre fini de paramètres.
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décrivant pour tout (t, x0) ∈ U , la position φ(x0, t) de la condition initiale x0 au temps t.
En général, le flot analytique réel φ ne peut être étendu à X(R)an×R tout entier — on parle alors
d’explosion en temps fini des solutions — et il est nécessaire de se restreindre à un voisinage connexe
de X(R)an × {0} dans X(R)an × R.
Lorsque c’est le cas et que le flot analytique réel φ peut être étendu à X(R)an×R tout entier, on dit
alors que le flot φ est complet. Dans ce cas, on l’identifie à une action continue du groupe additif (R,+)
par automorphismes analytiques sur X(R)an ou en d’autres termes à un (R,+)-système dynamique
analytique réel. Cette condition est automatique lorsque X(R)an est compact ou plus généralement
lorsque l’on se restreint à travailler sur un à compact K ⊂ X(R)an invariant.
Le critère d’orthogonalité aux constantes, que nous démontrons ici, est extension modèle-théorique
des arguments de non-intégrabilité à la Poincaré, reposant sur la complexité de la dynamique topolo-
gique réelle des équations différentielles considérées.
Théorème B. Soient X une variété absolument irréductible sur R et v un champ de vecteurs rationnel
sur X. On note (M,φ) le flot régulier réel de (X, vX). Supposons qu’il existe une partie compacte K
de M , Zariski-dense dans X et invariante par le flot φ.
Si (K, (φt|K)t∈R) est faiblement topologiquement mélangeant alors le type générique de (X, v) est
orthogonal aux constantes.
Par définition, M = X(R) \ (Sing(X) ∪ Sing(v)) est ici la variété analytique réelle vérifiant les
hypothèses de lissité nécessaires à l’intégration analytique du champ de vecteurs v. La restriction de
ce flot à toute partie compacte invarianteK deM définit alors un système dynamique réel. Ce système
dynamique est dit faiblement topologiquement mélangeant si tous ses produits sont topologiquement
transitifs (voir la partie 3.2 pour des formulations équivalentes de cette condition).
Le théorème B est prouvé dans la quatrième partie de ce texte à partir d’une étude consciencieuse
(dans la troisième partie de ce texte) des compatibilités entre les notions d’invariance dans la catégorie
“algébrique” des D-variétés et la catégorie “dynamique” des systèmes dynamiques analytiques.
Application aux équations de la mécanique classique. Dans ce paragraphe, nous décrivons
brièvement les applications du théorème B aux équations géodesiques à courbure negative qui sont
l’objet de [Jao17b] et [Jao18].
Nous considérons des équations différentielles modélisant des systèmes autonomes conservatifs de
la mécanique classique, décrits de la façon suivante : Si (M, g) est une variété riemannienne présentée
algébriquement et V une fonction algébrique sur M représentant l’énergie potentielle, ce sont les
équations hamiltoniennes associé au hamiltonien :
H(x, p) =
1
2
gx(p, p) + V (x)
(voir [Jao17b] pour une description du formalisme hamiltonien dans ce cadre algébrique).
Pour un tel système hamiltonien, les relations algébriques entre n solutions (resp. génériques) d’un
même niveau d’énergie H = E0 sont décrites par l’ensemble In(H ;E0) (resp. Igenn (H,E0)) des sous-
variétés fermées Z ⊂ T nM/R qui s’écrivent
Z = {(γ1(t), γ˙1(t), . . . , γn(t), γ˙n(t)) | t ∈ D}.
comme la clôture de Zariski de n solutions analytiques (resp. génériques) γ1, . . . , γn (définies sur un
disque complexe D), d’énergie E0, de l’équation hamiltonienne sous étude.
Dans [Jao17b], nous étudions le cas des équations géodésiques d’une variété riemannienne compacte
à courbure strictement négative — c’est-à-dire lorsque V = 0 et la variété riemannienne (M, g) est
compacte a courbure strictement négative. Dans ce cas, les résultats d’Anosov [Ano69] mettent en
évidence des proprietés hyperboliques globales pour la dynamique du flot analytique réél — regroupées
sur le terme de flot d’Anosov — sur les niveaux d’énergie non nul du hamiltonien H . En utilisant
conjointement ces résultats d’Anosov, le théorème A et le théorème B, nous obtenons dans [Jao17b],
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l’existence d’un facteur désintégré pour le système de relations algébriques :
Lgen(H,E0) = {I
gen
n (H,E0) | n ≥ 1} lorsque E0 6= 0.
Plus récemment et de façon complémentaire, j’ai étudié dans [Jao18] les facteurs rationnels d’une
équation différentielle réelle (X, v) dont le flot analytique est un flot d’Anosov mélangeant, lorsque
la dimension de X est 3. Ces résultats impliquent que pour une surface riemannienne (M, g) (pré-
sentée algébriquement) compacte à courbure strictement négative, le système de relations algébriques
Lgen(H,E0) de l’équation différentielle géodésique de (M, g) sur un niveau d’énergie non nul est lui-
même désintégré.
Familles d’équations différentielles algébriques.Outre les équations différentielles “concrètes”
évoquées ci-dessus, nous étudions aussi les propriétés d’orthogonalité aux constantes en famille pour
les familles lisses d’équations différentielles algébriques.
En termes géométriques, une famille lisse d’équations différentielles algébriques f : (X , v) −→
(S, 0) (à paramètres constants) est décrite par la donnée d’une famille lisse f : X −→ S de variétés
algébriques paramétrée par S au dessus d’un corps k de caractéristique 0 et d’un champ de vecteurs
v sur X tangent aux fibres de f .
Le champ de vecteurs v se restreint ainsi le long de chaque fibre et on pense au morphisme f comme
à la famille {(X, v)s | s ∈ S} de ses fibres. Lorsque toutes les fibres de f sont absolument irréductibles
(et donc que le type générique de chacune des fibres est stationnaire), on peut alors considérer
S⊥0 = {s ∈ S(l) | le type generique de (X, v)s est orthogonal aux constantes}.
où l est une extension algébriquement close fixée saturée de k.
Les exemples de dimension 1 de Hrushovski et Itai (voir [HI03]) montrent qu’en général, le sous-
ensemble S⊥0 ⊂ S(l) n’est ni définissable, ni ∞-définissable. En revanche, des considérations très
générale de théorie de la stabilité permettent de présenter S⊥0 comme un sous-ensemble Aut(l/k)-
invariante de S(l) — ou autrement dit, comme l’image inverse d’un sous-ensemble du schéma S.
Pour les familles d’équations différentielles algébriques complexes, cette propriété admet la consé-
quence suivante :
Lemme. Soit S une variété irréductible algébrique complexe et f : (X , v) −→ (S, 0) une famille
d’équations différentielles algébriques paramétrée par S dont les fibres sont toutes absolument irréduc-
tibles.
Si la fibre générique de f est orthogonale aux constantes alors, il existe un ensemble dénombrable
de sous-variétés algébriques fermées propres {Zn | n ∈ N} de S tel que :
S(C) \
⋃
i∈N
Zi(C) ⊂ S
⊥0(C).
Plus généralement, cet énoncé est valide si l’on remplace les nombres complexes par tout corps
algébriquement clos. Dans le cas complexe qui est formulé ici, le théorème de Baire permet de garantir
la non-vacuité de S(C) \
⋃
i∈N Zi(C). Plus précisément, si la fibre générique de f est orthogonale aux
constantes alors pour presque tout s ∈ S(C) au sens de Baire, l’équation différentielle (X, v)s est
orthogonale aux constantes.
Le lemme précédent sera appliqué conjointement avec le théorème de spécialisation suivant concer-
nant la propriété de non-orthogonalité aux constantes pour les familles lisses d’équations différentielles
algébriques.
Théorème C. Soient S une variété algébrique lisse et irréductible au dessus d’un corps k et f :
(X , v) −→ (S, 0) une famille lisse de D-variété à paramètres dans S.
On suppose que toutes les fibres de f sont absolument irréductibles, on fixe s ∈ S(k) et on dénote
par η le point générique de S. Si le type générique de (X, v)η est non-orthogonal aux constantes alors
le type générique de (X, v)s est non-orthogonal aux constantes.
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Pour les familles d’équations différentielles complexes f : (X , v) −→ (S, 0) vérifiant les hypothèses
d’irréductibilité et de lissité du théorème C, le théorème C et le lemme ci-dessus impliquent donc que :
ou bien S⊥0 = ∅, ou bien S⊥0 = S(C) \
⋃
i∈N
Zi(C)
pour un ensemble dénombrable de sous-variétés algébriques fermées propres {Zn |n ∈ N} de S (voir
le corollaire 2.3.7).
La preuve du théorème C repose sur l’équivalence entre la propriété d’orthogonalité aux constantes
et sa formulation géométrique ( la propriété (O)) Sous les hypothèses de lissité, les énoncés de spécia-
lisation correspondant pour les intégrales premières rationnelles sont prouvés dans la seconde partie
cet article.
Équations différentielles à paramètres très génériques. Pour conclure, nous formulons main-
tenant deux applications du théorème C aux équations différentielles algébriques à paramètres très
génériques.
Le premier résultat concerne les champs de vecteurs de degré d sur AnC avec n ≥ 1.
Théorème D. Soit d ≥ 3 et n ≥ 1. Considérons un champs de vecteurs
v(x1, . . . , xn) = f1(x1, . . . , xn)
d
dx1
+ · · · fn(x1, . . . , xn)
d
dxn
.
sur l’espace affine complexe de dimension n, où f1, . . . , fn ∈ K[X1, . . . , Xn]≤d sont des polynômes de
degré ≤ d.
Si les coefficients de f1, . . . , fn sont Q-algébriquement indépendants3 alors le champ de vecteurs v
est orthogonal aux constantes.
Lorsque n = 1, le theoreme D est conséquence immédiate de résultats de Rosenlicht [Ros69]. En
dimension supérieure, notre démonstration (voir Section 2.4) s’appuie le cas de dimension 1 et sur le
théorème C.
Pour conclure, formulons une seconde application du théorème C qui est une variante du critère dy-
namique d’orthogonalité aux constantes pour la fibre générique d’une famille d’équations différentielles
algébriques. Cet énoncé obtenu en utilisant conjointement le théorème B et le théorème C.
Théorème E. Soient k un sous-corps des nombres réels, S une variété algébrique lisse et irréductible
au dessus de k et f : (X , v) −→ (S, 0) une famille lisse de D-variétés absolument irréductibles à
paramètres dans S.
Supposons qu’il existe un point p ∈ S(R) et un compact K ⊂ Xp(R)an Zariski-dense dans X et
invariant par le flot φ du champ de vecteurs v|Xp .
Si (K, (φt|K)t∈R) est faiblement topologiquement mélangeant alors il existe un ensemble dénombrable
{Zi : i ∈ N} de sous-variétés fermées algébriques strictes (sur le corps des nombres réels) Zi de S tel
que :
∀s ∈ S(C) \
⋃
i∈N
Zi(C), (X , v)s est orthogonal aux constantes.
De façon similaire aux applications du théorème B à l’étude des équations géodésiques sur une
variété riemannienne compacte à courbure strictement négative, le théorème D peut être appliqué à
l’étude des équations hamiltoniennes pour un potentiel V à paramètres très génériques sur une variété
riemannienne compacte à courbure strictement négative.
Plus précisément, considérons (M, g) est une variété riemannienne compacte à courbure strictement
négative (présentée algébriquement) et V ∈ H0(S×M,OS×M ) une famille algébrique de potentiels sur
M , paramétrée par une variété algébrique réelle S. Supposons de plus que pour un point s0 ∈ S(R),
on ait V (s0, 0) = 0.
3Cela implique, en particulier, que les fi sont des polynômes de degré d dont tous les coefficients sont distincts et
non nuls.
8 RÉMI JAOUI
On obtient alors une famille (au sens précédent) fV : (TM/R, vV) −→ (S, 0) d’équations différen-
tielles hamiltoniennes paramétrée par S dont la fibre au dessus de s0 est l’équation différentielle
géodésique de (M, g). Si la famille fV vérifie les hypothèses du théorème D alors il existe un ensemble
dénombrable {Zi : i ∈ N} de sous-variétés fermées algébriques strictes Zi de S tel que pour tout
s ∈ S(C) \
⋃
i∈N Zi(C), le système hamiltonien avec potentiel V (s,−) est orthogonal aux constantes.
Organisation de l’article. Cet article est organisé de la manière suivante :
La première partie est consacrée à l’étude des conséquences du théorème de Hrushovski-Sokolovic
pour les équations différentielles autonomes. On etudie notamment la propriété de désintégration
(propriété (D)) ainsi que le théorème A.
La seconde partie concerne l’orthogonalité aux constantes, en tant que telle. On y démontre l’équi-
valence avec sa formulation géométrique (propriété (O)) et le théorème C de spécialisation (ou sa
formulation contraposée de générisation, comme l’on préfère).
La troisième partie se concentrera l’aspect dynamique de l’étude des équations différentielles et
jouera un rôle “d’intermédiaire” essentiel entre la catégorie des équations différentielles algébriques et
la catégorie des systèmes dynamiques topologiques réels.
La quatrième et dernière partie est consacrée à la preuve du critère dynamique d’orthogonalité aux
constantes (Théorème B) et de sa version en famille (Théorème D).
Enfin, cet article contient en appendice, des resultats formels concernant la catégorie desD-variétés,
qui joue un rôle central dans les traductions entre les propriétés modèle-théoriques et leurs formula-
tions géométriques.
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1. Orthogonalité aux constantes
Dans cette partie, nous discutons la propriété d’orthogonalité aux constantes pour un type station-
naire de la théorie DCF0 défini sur un corps différentiel constant et sa relation avec la propriété de
désintégration.
Il est bien connu que, dans toute théorie stable, un type stationnaire désintégré est orthogonal à tout
type minimal non-localement modulaire (voir par exemple [Pil96, Lemma 2.3 pp158]. En particulier,
un type stationnaire désintégré est toujours orthogonal aux constantes. En revanche, des constructions
élémentaires utilisant des noyaux de Manin illustrent simplement que la réciproque n’est pas toujours
vérifiée (voir §14 de l’introduction et le théorème 4.24 du chapitre 3 de [Jao17a]).
Notre résultat principal concerne les équations différentielles autonomes : Une équation différentielle
autonome dont le type générique est orthogonal aux constantes admet toujours un facteur rationnel
(non-trivial, c’est-à-dire de dimension strictement positive) désintégré.
Ce résultat, propre à la théorie DCF0 — le corollaire 1.3.13 et sa formulation géométrique, le
corollaire 1.3.14 — est obtenu à l’aide de méthodes pures de théorie géométrique de la stabilité et du
théorème de trichotomie de Hrushovski-Sokolovic.
Nous supposerons une familiarité avec les résultats élémentaires de théories des modèles et de
théorie de la stabilité. La lecture des chapitres 1-3 et 5-8 de [TZ12] est suffisante à la compréhension
de cette partie. La première section est consacrée la relation d’orthogonalité entre deux types d’une
même théorie stable. Nous exposons brièvement dans la seconde, quelques résultats sur la théorie
DCF0 dont nous nous servirons, dans la suite. Enfin, la troisième partie de cette section est consacrée
à la preuve du théorème 1.3.14.
1.1. Orthogonalité dans une théorie stable. Dans ce paragraphe, fixons T une théorie du premier
ordre, stable, complète, dans un langage L ainsi que M |= T un modèle monstre (relativement à un
cardinal fixé κ) de la théorie T .
Un (petit) ensemble de paramètres désigne un sous-ensemble A ⊂ M de cardinal strictement in-
férieur à κ. Si A est un ensemble de paramètres, on désigne par S(A) l’ensemble des types (avec un
nombre fini arbitraire de variables) au sens de la théorie T à paramètres dans A.
Si a, b des uplets de M , on rappelle que les deux uplets a et b sont dits indépendants au dessus
de A si tp(a/A, b) est une extension non-déviante de tp(a/A). On notera alors a |⌣A b pour désigner
que a et b sont indépendants au dessus de A. Cette relation vérifie les règles propriétés usuelles d’une
relation d’indépendance [TZ12, Théorème 8.5.5]. En particulier, elle est symétrique, i.e. a |⌣A b si et
seulement si b |⌣A a.
1.1.1. Orthogonalité entre deux types stationnaires.
Notation 1.1.1. Rappelons qu’un type p ∈ S(A) est dit stationnaire lorsqu’il admet une unique
extension non-déviante à toute extension des paramètres A ⊂ B. Si T est une théorie stable qui élimine
les imaginaires alors tout type à paramètres dans un ensemble algébriquement clos est stationnaire.
Si p est un type stationnaire et A ⊂ B une extension des paramètres, on note p|B son unique
non-déviante à B.
Définition 1.1.2. Soient p, q ∈ S(A) deux types stationnaires sur A. On dit que p et q sont faiblement
orthogonaux et on note p ⊥a q si deux réalisations quelconques a, b ∈M de p et q respectivement sont
indépendantes au dessus de A i.e.
Si a |= p et |= q alors a |⌣
A
b.
Par symétrie de la relation d’indépendance dans une théorie ω-stable, la notion d’orthogonalité faible
est une relation symétrique.
Remarque 1.1.3. De façon équivalente, deux types stationnaires p(x) ∈ S(A) et q(y) ∈ S(A) sont
faiblement orthogonaux si et seulement si le type partiel π(x, y) = p(x) ∪ q(y) admet une unique
complétion en un type complet.
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Définition 1.1.4. Soient A,B ⊂ M des ensembles, p ∈ S(A) et q ∈ S(B) deux types stationnaires.
On dit que p et q sont orthogonaux et on note p ⊥ q si pour tout ensemble de paramètres C ⊃ A∪B,
les extensions non-déviantes respectives p|C et q|C de p et q à C sont faiblement orthogonales.
1.1.2. Principe de réflexivité de Shelah.
Définition 1.1.5. Soient p, q ∈ S(A) deux types stationnaires. On appelle produit tensoriel de p et
q, le type complet à paramètres dans A
p⊗ q = tp(a, b/A)
où a |= p réalise p et b |= q|A, a réalise l’unique extension non déviante de q à A, a. De même, pour
tout n ∈ N, on note p⊗n = p⊗ · · · ⊗ p le produit tensoriel de p avec lui même n fois.
Nous utiliserons l’avatar suivant du principe de réflexivité de Shelah pour la notion d’orthogonalité.
Proposition 1.1.6 ([Pil96, Chapitre 1, Lemme 4.3.1]). Soient M un modèle de T , A ⊂ M un
ensemble de paramètres et p, q ∈ S(A) deux types stationnaires. On a équivalence entre :
(i) Les types p et q sont orthogonaux.
(ii) Pour tout n ∈ N et tout m ∈ N, les types p⊗n et q⊗m sont faiblement orthogonaux.
1.1.3. Analyse semi-minimale et non-orthogonalité. Rappelons qu’un type stationnaire p ∈ S(A) dans
une théorie stable T est minimal s’il est non-algébrique et toute extension déviante de p est algébrique.
Proposition 1.1.7 ([Pil96, Chapitre 2, Remarque 2.10]). Soit M un modèle κ-saturé de T . La relation
"être non-orthogonal" est une relation d’équivalence sur l’ensemble des types minimaux à paramètres
dans M .
La relation de non-orthogonalité cesse d’être une relation d’équivalence lorsqu’on ne se restreint
plus au types minimaux dès que la théorie T est multidimensionnelle — i.e. admet au moins deux
types minimaux orthogonaux. Néanmoins, elle permet de définir un dévissage des types p de rang de
Lascar fini en types semi-minimaux, que nous décrivons maintenant.
Lemme 1.1.8 ([Pil96, Chapitre 2, Lemme 2.5.1]). Soient M un modèle κ-saturé de T , A ⊂ M un
ensemble de paramètres petit et p ∈ Sn(A) un type de rang RU fini. Il existe une extension A ⊂ B de
paramètres et un type stationnaire minimal q ∈ S(B) non-orthogonal à p.
Proposition 1.1.9. Soient M un modèle de T , A ⊂ M un ensemble de paramètres et p ∈ Sn(A)
un type stationnaire de rang RU fini égal à r ∈ N. Il existe une suite d’extensions de paramètres
A ⊂ A1 ⊂ A2 ⊂ · · · ⊂ Ar, une suite d’extension p ⊂ p1 ⊂ p2 ⊂ · · · ⊂ pr où pi ∈ S(Ai) est un type
stationnaire et des types minimaux stationnaires qi ∈ S(Ai) vérifiant
(i) Pour tout i ≤ r, le rang de Lascar RU(pi) de pi est r + 1 − i. En particulier, le type p1 est
une extension non déviante de p et pr est un type minimal.
(ii) Pour i = r, on a pr = qr et pour tout 1 ≤ i < r, il existe des réalisations ai |= pi et
bi |= qi telles que bi ∈ acl(Ai, ai) et pi+1 est une extension stationnaire non déviante à Ai+1
de tp(ai/Ai, bi).
Démonstration. On raisonne par récurrence sur le rang de Lacar r = RU(p) ∈ N de p.
Pour r = 1, il suffit de poser A1 = A et p1 = q1 = p.
Supposons le résultat montré pour les types de rang de Lascar r ∈ N. Considérons p ∈ S(A) un
type stationnaire de rang de Lascar r + 1.
D’après le lemme 1.1.8, il existe un ensemble B ⊂M de paramètres et q ∈ S(B) un type stationnaire
minimal non orthogonal à p. Considérons C ⊃ A ∪ B un ensemble de paramètres et des réalisations
a |= p|C et b |= q|C vérifiant a 6 |⌣C b.
Le type tp(b/C) étant minimal, on en déduit que b ∈ acl(C, a). On pose alors A1 = C, q1 = q|C,
p1 = p|C. Par additivité du rang de Lascar, le type p = tp(a/b, C) est de rang de Lascar r ∈ N. On
applique alors l’hypothèse de récurrence à une extension stationnaire de p = tp(a/b, C). 
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Remarque 1.1.10. Les données A = ((Ai)i≤r, (pi)i≤r, (qi)i≤r) où A ⊂ A1 ⊂ A2 ⊂ · · · ⊂ Ar est une
extension de paramètres, et de types stationnaires pi, qi ∈ S(Ai) dont l’existence est assurée par la
proposition 1.1.9 est appelée une analyse du type p ∈ S(A) par les types minimaux q1, · · · qr.
On note alors [p]A = {[q1], · · · , [qr]} l’ensemble des classes de non-orthogonalité des types minimaux
intervenant dans l’analyse de p.
Proposition 1.1.11. Soient M un modèle de T , A ⊂M un ensemble de paramètres et p ∈ Sn(A) un
type stationnaire de rang RU fini égal à r ∈ N. Si A et A′ sont deux analyses de p alors [p]A = [p]A′ .
Plus précisément, pour toute analyse A de p, on a
[p]A = {[q] | q est un type minimal non orthogonal à une extension de p}.
Si p ∈ S(A) est un type de rang de Lascar fini, on notera [p] = [p]A pour toute analyse A de p dont
l’existence est assurée par la proposition 1.1.9 et qui est bien défini d’après la proposition 1.1.11.
Démonstration. La deuxième partie de la proposition implique la première. La condition (ii) de la
proposition 1.1.9 montre que :
[p]A ⊂ {[q] | q est un type minimal non orthogonal à une extension de p}.
Il suffit donc de montrer l’inclusion réciproque : Considérons A une analyse de p et un type q ∈ S(B)
minimal orthogonal à [p]A (i.e. orthogonal à tous les éléments de [p]A). Soit A ⊂ C une extension de
paramètres et p̂ ∈ S(C) une extension de p. Montrons que q est orthogonal à p̂.
D’après [Pil96, Chapitre 8, Lemme 1.2(i)], il existe une analyse Â de p̂ avec
[p̂]Â ⊂ [p]A.
Par hypothèse, le type q est orthogonal à tous les éléments de [p̂]Â et donc d’après [Pil96, Chapitre
8, Lemme 1.2(iv)], le type q est orthogonal à tous les types analysables dans [p̂]Â et en particulier à
p̂. 
Exemple 1.1.12. Soient M un modèle de T , A ⊂M un ensemble de paramètres et p1, · · · , pn ∈ S(A)
des types minimaux stationnaires. On vérifie facilement que
[p1 ⊗ · · · ⊗ pn] = {[p1], · · · , [pn]}.
1.2. Corps différentiellement clos. On rappelle qu’un corps différentiel (de caractéristique 0) est
un couple (K, δ) où K est un corps de caractéristique 0 et δ : K −→ K une dérivation. Dans tout le
texte, on travaillera en caractéristique 0, on parlera donc de corps différentiel pour désigner un corps
différentiel de caractéristique 0.
1.2.1. Définition. Du point de vue syntaxique, un corps différentiel est une δ-structure où δ = {0, 1,+, .,−, δ}
est appelé langage des corps différentiels vérifiant les axiomes des corps différentiels (qui sont du pre-
mier ordre dans le langage δ).
Remarque 1.2.1. Pour le langage Lδ des corps différentiels, les formules sans quantificateurs à
paramètres dans un corps différentiel (K, δ) sont les combinaisons booléennes d’équations différentielles
algébriques, c’est-à-dire d’équations différentielles de la forme :
(E) : P (x1, · · · , xr, δ(x1), · · · , δ(xr), · · · , δ
k(x1), · · · , δ
k(xr)) = 0
où P ∈ K[X(0)1 , · · · , X
(0)
r , · · · , X
(k)
1 , · · · , X
(k)
r ] est un polynôme.
Parmi les modèles de la théorie des corps différentiels, certains possèdent une importance particu-
lière, ce sont les modèles existentiellement clos.
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Définition 1.2.2. Soient T une théorie dans un langage L et M un modèle de T . On dit M est un
modèle existentiellement clos de T si pour toute extension de modèles M ⊂ M′ de T , toute formule
sans quantificateurs φ(x, y) et tout b ∈Mn, on a :
M
′ |= ∃xφ(x, b)⇐⇒M |= ∃xφ(x, b).
Définition 1.2.3. On appelle corps différentiellement clos, tout modèle existentiellement clos de la
théorie des corps différentiels.
1.2.2. Propriétés globales de la théorie DCF0.
Théorème 1.2.4 (Blum, Poizat). La classe des corps différentiellement clos est axiomatisable dans
le langage Lδ des corps différentiels par une théorie du premier ordre notée DCF0 et appelée théorie
des corps différentiellement clos. Une axiomatisation de cette théorie est donnée par :
DCFI0 (K, δ) est un corps différentiel (de caractéristique 0).
DCFII0 Pour tout n ∈ N, et tous polynômes P ∈ K[X
(0)
1 , · · · , X
(n)
1 ] \ K[X
(0)
1 , · · · , X
(n−1)
1 ] et Q ∈
K[X
(0)
1 , · · · , X
(n−1)
1 ] non nul, il existe y ∈ K tel que
P (y, δ(y), · · · , δn(y)) = 0 ∧Q(y, δ(y), · · · , δn−1(y)) 6= 0.
De plus, la théorie DCF0 est complète et élimine les quantificateurs et les imaginaires dans le langage
Lδ des corps différentiels.
Corollaire 1.2.5 (Description des types). Soient (U , δU ) un corps différentiellement clos et (K, δ) ⊂
(U , δU ) un sous-corps différentiel. L’application définie par
I :
{
Sn(K) −→ Specδ(K{X1, · · ·Xn})
p 7→ {P ∈ K{X1, · · ·Xn} | “P (x) = 0′′ ∈ p}
est une bijection, où Specδ(K{X1, · · · , Xn}) désigne l’ensemble des idéaux premiers différentiels de la
(K, δ)-algèbre différentielle libre K{X1, · · · , Xn} avec variables X1, . . . Xn.
Corollaire 1.2.6. La théorie DCF0 est ω-stable.
Démonstration. D’après le théorème de Ritt-Raudenbush (see [MMP06, Partie 2, Théorème 1.16]),
on peut choisir pour tout idéal premier différentiel I ⊂ K{X1, · · · , Xn}, un système générateur S(I)
de l’idéal I en tant qu’idéal différentiel radical. La description précédente de l’ensemble Sn(A) des
types à paramètres dans A montre que l’application{
Sn(A) −→ Q〈A〉{X1, · · · , Xn}(N)
p 7→ S(I(p))
est une injection. On en déduit que Sn(A) est dénombrable dès que A est dénombrable et donc que
la théorie DCF0 est ω-stable. 
1.2.3. Structure induite sur le corps des constantes.
Définition 1.2.7. Soit (K, δ) un corps différentiel. Le corps des constantes de (K, δ) est le sous-corps
de K noté Kδ et défini par :
Kδ = {x ∈ K | δ(x) = 0}.
Corollaire 1.2.8 ([MMP06, Partie 2, Lemme 5.10]). Soit (U , δU ) un corps différentiellement clos. Le
corps des constantes C de (U , δU ) est un corps algébriquement clos et la structure induite par U sur le
sous-corps définissable C est celle d’un pur corps algébriquement clos4.
4Autrement dit, pour tout sous-ensemble de paramètres petit B ⊂ U , les sous-ensembles B-définissables de C sont
les sous-ensembles dcl(B) ∩ C-définissables de C dans le langage des anneaux.
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Un corps différentiellement clos induit donc une structure de pur corps algébriquement clos sur son
corps des constantes. En particulier le corps des constantes d’un corps différentiellement clos est un
sous-ensemble définissable fortement minimal.
Définition 1.2.9. Soient (U , δU ) un corps différentiellement clos et p ∈ S(A) un type à paramètres
dans un sous-ensemble A ⊂ U . On dit que le type p est orthogonal aux constantes si p est orthogonal
au type générique de l’ensemble fortement minimal
Uδ = {x ∈ U | δ(x) = 0}.
1.3. Orthogonalité aux constantes et désintégration.
1.3.1. Propriété de désintégration. On fixe k un corps de caractéristique 0.
Remarque 1.3.1. On travaille dans ce qui suit dans la catégorie des D-schémas (X, δX) au dessus de
(k, 0) au sens de l’appendice A — c’est-à-dire des schémas X au dessus de k munis d’une dérivation
δX : OX −→ OX sur le faisceau structurel de X . Lorsque X est un schéma intègre lisse, une D-variété
(X, δX) est tout simplement une variété irréductible X munie d’un champ de vecteurs v.
Notation 1.3.2. Soit (X, v) une D-variété absolument irréductible au dessus de (k, 0). Pour tout
n > 0, on note Igenn (X, v), l’ensemble des sous-schémas fermés intègres invariants de (X, v)
n qui se
projettent génériquement sur tous les facteurs.
Notons que d’après la proposition A.1.13, un sous-schéma fermé réduit Y ⊂ (X, v)n est invariant
si et seulement si ses composantes irréductibles le sont.
Définition 1.3.3. Soit (X, v) une variété absolument irréductible X munie d’un champ de vecteurs
v au dessus de k. On dit que (X, v) est génériquement désintégrée si pour tout n ≥ 3, tout élément
Z ∈ Igenn (X, v) s’écrit comme une composante irréductible (se projetant génériquement sur tous les
facteurs) de : ⋂
1≤i<j≤n
π−1i,j (Zi,j).(1)
où πi,j : Xn −→ X2 est la projection sur les ieme et jeme coordonnées et Zi,j ∈ I
gen
2 pour tout i 6= j.
Remarque 1.3.4. Les propriétés suivantes sont des conséquences immédiate de la définition précé-
dente :
(1) Dans la définition 1.3.3, on peut remplacer l’identité (1) par :⋂
1≤i6=j≤n
π−1i,j (Zi,j).
Cette forme est particulièrement agréable lorsque l’on travaille avec des notations multi-indices
(par exemple Lemme 1.3.6).
(2) Si (X, v) est génériquement désintégrée, alors pour tout n ≥ 3, tout Z ∈ Igenn (X, v) s’écrit
comme une composante irréductible de⋂
1≤i<j≤n
π−1i,j (πi,j(Z)).
(3) Dans la définition 1.3.3, il n’est pas nécessaire de supposer que les Zi,j sont irréductibles. En
effet, si Z1,2 se décompose en une union de sous-variétés fermés stricts Z1,2 = F ∪G alors ces
dernières sont invariantes (voir Appendice A) et :⋂
1≤i<j≤n
π−1i,j (Zi,j) =
(
π−11,2(F ) ∩
⋂
(i,j) 6=(1,2)
π−1i,j (Zi,j)
)
∪
(
π−11,2(G) ∩
⋂
(i,j) 6=(1,2)
π−1i,j (Zi,j)
)
.
En particulier, les composantes irréductibles du membre de gauches sont les composantes irréductibles
des deux facteurs du membre de gauche.
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Lemme 1.3.5. Soit (X, v) une variété absolument irréductible X munie d’un champ de vecteurs v au
dessus de k. Si le type générique de (X, v) est minimal et désintégré alors (X, v) est génériquement
désintégrée.
Cet énoncé est une variante des résultats bien connus de théorie des modèles. Par manque de
référence, nous formulons une preuve rapide.
Démonstration. Considérons Z ∈ Igenn (X, v) une sous-variété fermée invariante de (X, v)
n se projetant
génériquement sur tous les facteurs.
Considérons n0 ∈ N maximal tel que Z se projette génériquement sur Xn0 via les projections
coordonnées. Sans perte de généralité, on peut supposer que Z se projette génériquement sur les n0
premières coordonnées.
Fixons maintenant un corps differentiellement clos (U , δU ) et considérons (a1, . . . , an) une réalisation
du type générique de Z (comme Z se projette génériquement sur chacun des facteurs, chaque ai réalise
le type générique de (X, v)).
Comme le type générique de X est minimal et désintégré, on en deduit que pour tout k > n0,
ak ∈ acl(a1, . . . , an0) = acl(a1) ∪ · · · ∪ acl(an0).
Pour tout k > n0, il existe donc i(k) ≤ n0 et une correspondance génériquement finie Yk ⊂ X2 telle
que (ak, ai(k)) ∈ Yk. Posons alors
Y =
⋂
k>n0
π−1k,i(k)(Zk).
Par construction, la fibre générique de Y par la projection sur les n0 premières coordonnées est
finie (bornée par le produit des fibres des Yk pour k > n0). De plus, on a (a1, . . . , an) ∈ Y et donc
Z ⊂ Y . On en déduit que :
dim(Z) = dim(Y ) = n0.dim(X)
et donc que Z est une composante irréductible de Y . 
1.3.2. Quelques propriétés structurelles de la désintégration.
Lemme 1.3.6. Soit (X, v) une variété absolument irréductible X munie d’un champ de vecteurs v
au dessus de k. Si (X, v) est génériquement désintégrée et n ≥ 1 alors (X, v)n l’est aussi.
Démonstration. Considérons Z ∈ Igenm ((X, v)
n) une sous-variété fermée invariante de ((X, v)n)m se
projetant génériquement sur tous les facteurs. On utilise une notation double-indice : pour tout 1 ≤
i ≤ n et 1 ≤ k ≤ m, (i, k) désigne la i-ème coordonne du k-ème facteur (X, v)n.
Puisque (X, v) est désintégré, il existe Zi,j,k,l ∈ I
gen
2 (X, v) pour tout (i, k) 6= (j, l) telles que Z est
une composante irréductible de
Y =
⋂
(i,k) 6=(j,l)
π−1i,k,j,l(Zi,j,k,l).
Comme Z se projette génériquement sur tous les facteurs on peut supposer Zi,j,k,k = X2 pour
i 6= j. On peut donc réécrire :
Y =
⋂
k 6=l
(⋂
i,j
π−1i,k,j,l(Zi,j,k,l)
)
=
⋂
k 6=l
Yk.l.
Fixons k 6= l. En notant πk,l la projection sur le k-ème et l-ème facteur et πi,j la projection de
(X, v)n × (X, v)n sur la i-ème coordonnée du premier facteur et la j-ème du second, on a πi,j,k,l =
πi,j ◦ πk,l. On en déduit que :
Yk,l =
⋂
i,j
π−1k,l (π
−1
i,j (Zi,j,k,l)) = π
−1
k,l (
⋂
i,j
π−1i,j (Zi,j,k,l)).
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Posons alors Zk,l =
⋂
i,j π
−1
i,j (Zi,j,k,l) qui est une sous-variété fermée invariante de (X, v)
n× (X, v)n
se projetant génériquement sur les deux facteurs. On conclut que Z est une composante irréductible
de Y qui s’écrit :
Y =
⋂
k 6=l
Yk,l =
⋂
k 6=l
π−1k,l (Zk,l).

Proposition 1.3.7. Soient (X, v) et (Y,w) deux variétés absolument irréductibles munies respective-
ment de champs de vecteurs v et w au dessus de k et f : (X, v) 99K (Y,w) un morphisme rationnel
génériquement fini de D-variétés au dessus de k.
L’équation différentielle (X, v) est génériquement désintégrée si et seulement si (Y,w) est généri-
quement désintégrée.
La preuve de la proposition précédente est construire a partir du lemme de géométrie algébrique
pure (non différentielle) suivant :
Lemme 1.3.8. Soit f : X −→ Y est un morphisme étale au dessus d’un corps k de caractéristique
0, ZY une sous-variété fermée irréductible de Y et ZX une composante irréductible de f−1(ZY ). Pour
toute sous-variété fermée Z de Y les propriétés suivantes sont équivalentes :
(i) ZX est une composante irréductible de f−1(Z).
(ii) ZY est une composante irréductible de Z.
Démonstration. Supposons (i). Il suffit de montrer que ZY est une sous-variété fermée irréductible
maximale de Z.
Considérons une sous-variété fermée irréductible T de Y telle que ZY ⊂ T ⊂ Z. On en déduit que
ZX est inclus dans une composante irréductible T1 de f−1(T ). Par maximalité de ZX , on a ZX = T1.
On en déduit que :
ZY = f(ZX) = f(T1) = T.
Réciproquement supposons (ii) et considérons une sous-variété fermée irréductible T de X telle que
ZX ⊂ T ⊂ f−1(Z)
En appliquant f , on obtient ZY ⊂ p(T ) ⊂ Z et donc ZY = p(T ) (par maximalité de ZY ). Il suit
que T est une composante irreductible de f−1(p(T )) = f−1(ZY ) qui contient ZX et donc T = ZX . 
Demonstration de la proposition 1.3.7. La propriété de désintégration est préservée en replaçant X et
Y par des ouverts non vides, on peut donc supposer que f : (X, v) −→ (Y,w) est un morphisme étale
surjectif.
Pour tout n ≥ 1, on note fn = f × · · · × f : Xn −→ Y n qui est aussi un morphisme étale. On a un
diagramme commutatif :
Xn
fn //
πXi,j

Y n
πYi,j

X2
f2 // Y 2
Considérons ZY ∈ Igenn (Y, v) et considérons ZX une composante irréductible de f
−1(ZY ). Nous
montrons que les propriétés de désintégration pour ZX et ZY sont équivalentes :
Posons Xi,j = πXi,j(ZX) ∈ I
gen
2 (X, v) et Yi,j = f2(Xi,j) ∈ I
gen
2 (Y,w). Comme le morphisme f2 est
étale, Xi,j est une composante irréductible f
−1
2 (f2(Xi,j)).
Comme le morphisme f2 est étale, Xi,j est une composante irréductible f
−1
2 (f2(Xi,j)). En utilisant
le point (3) de la remarque après la définition 1.3.3, on en deduit que l’ensemble des composantes
irréductibles de ⋂
1≤i6=j≤n
(πXi,j)
−1(Xi,j)
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est inclus dans l’ensemble des composantes irréductibles de :⋂
1≤i6=j≤n
(πXi,j)
−1(f−12 (Yi,j)) = f
−1
n
( ⋂
1≤i6=j≤n
(πYi,j)
−1(Yi,j)
)
.
Ainsi ZX vérifie la propriété de désintégration si et seulement si c’est une composante irréductible
du membre de droite si et seulement ZY est une composante irréductible de⋂
1≤i6=j≤n
(πYi,j)
−1(Yi,j). 
1.3.3. De la minimalité à la semi-minimalité. Dans cette section, on étend le lemme 1.3.5 au cas
où le type générique de l’équation différentielle (X, v) est seulement semi-minimal et désintégré. Ce
raffinement sera necessaire pour la preuve du corollaire 1.3.14.
Définition 1.3.9. Soient T une théorie stable, A un ensemble de paramètres et p ∈ S(A) un type à
paramètres dans A.
On dit que p est semi-minimal s’il existe une extension des paramètres A ⊂ B et q ∈ S(B) un type
minimal tels que le type p est presque-interne à l’ensemble des acl(A)-conjugués de q. On dit que le
type p est semi-minimal et désintégré si, de plus, le type minimal q ∈ S(B) est désintégré.
On a une description particulièrement simple des types semi-minimaux désintégrés si l’on s’autorise
à remplacer le type q par un autre type minimal qui lui est non-orthogonal :
Proposition 1.3.10. Soient T une théorie stable, A un ensemble de paramètres et p ∈ S(A) un type
semi-minimal et désintégré à paramètres dans A.
Il existe un type minimal désintégré r ∈ S(A) (non-orthogonal à q) et des réalisations A-indépendantes
a1, . . . , aj de r et une réalisation b de p telles que :
aclA(b) = aclA(a1, . . . aj).
Démonstration. On travaille dans un modèle saturé U . Le type q est un type minimal et désintégré et
donc en particulier localement modulaire. Cela implique que tout type analysable dans des conjugués
de q est monobasé. En particulier, le type p est un type monobasé.
Soit b une réalisation de p. Considérons e tel que RU(b/eA) = RU(b/A)− 1 et tel que e = Cb(b/e).
Comme le type p est monobasé, on a donc e ∈ acl(A, b). On en déduit facilement que :
RU(e/A) = RU(be/A)− RU(b/Ae) = 1.
On en déduit que r = tp(e/A) est un type minimal non-orthogonal à p et donc à q (car le type p est
q-semi minimal). On a donc construit un type minimal et désintégré r ∈ S(A) tel que p est presque in-
terne à r. Quitte a remplacer p par un type interalgebrique, on peut donc supposer que p est interne à r.
Montrons maintenant que b ∈ aclA(e1, . . . , en) pour des réalisations e1, . . . , en de r, c’est-à-dire que
b a une orbite finie sous l’action du groupe Aut(U/R) des automorphismes de U fixant point par point
l’ensemble R des réalisations de r.
Comme le type p est interne à r, le groupe de liaison AutA(P/R) des permutations de P provenant
d’un automorphisme de U fixant R est isomorphe à un groupe définissable dans Req (voir [Hru90,
Theorem 3]). La propriété de désintégration de r garantit la finitude du groupe G et donc de l’orbite
de b.
On a donc obtenu b ∈ aclA(e1, . . . , en) pour des réalisations e1, . . . , en de r et donc que aclA(b) ⊂
aclA(e1, . . . , en). Par minimalité de r, cet ensemble acl-clos admet une base de transcendance de
réalisations de r : il existe des réalisations A-indépendantes a1, . . . aj de r telles que
aclA(b) = aclA(a1, . . . aj).

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Corollaire 1.3.11. Soit Y variété absolument irréductible au dessus d’un corps k munie d’un champ
de vecteurs w. Si le type générique de (Y,w) est semi-minimal et désintégré alors (Y,w) est généri-
quement désintégrée.
Démonstration. Considérons un corps différentiellement clos (U , δU ) et b réalisant le type générique de
(X, v). D’après la proposition 1.3.10, il existe un type minimal et désintégré q ∈ S(k) et des réalisations
k-indépendantes (a1, . . . , aj) de q telles que :
(∗) aclk(b) = aclk(a1, . . . aj).
Comme le type q est un type de rang fini à paramètres dans k, il existe une variété absolument
irréductible Y et champ de vecteurs w sur Y tel que q est le type générique de (Y,w).
Comme les ai sont des réalisations k-indépendantes de q, on en déduit que a1, . . . , aj réalise le
type générique de (Y,w)j . La propriété (∗) exprime donc que les types génériques de (Y,w)j et (X, v)
sont interalgebriques, c’est-à-dire qu’il existe une correspondance génériquement finie entre (X, v) et
(Y,w)j . On conclut à l’aide du lemme 1.3.6 et de la proposition 1.3.7. 
1.3.4. Désintégration et orthogonalité aux constantes. Le théorème de trichotomie dans les corps dif-
férentiellement clos accorde une place toute particulière au corps des constantes d’un corps diffe-
rentiellement clos : il s’agit d’un représentant “canonique” de l’unique classe de non-orthogonalité
non-localement modulaire dans un corps differentiellement clos.
Théorème 1.3.12 (Théorème de trichotomie pour DCF0, [HS96]). Pour la théorie DCF0, on a la
description suivante des classes d’équivalence de non-orthogonalité pour les types minimaux :
(i) Il existe une unique classe d’équivalence non-localement modulaire représentée par le type
générique du corps des constantes.
(ii) Les classes de non-orthogonalité, localement modulaires non-désintégrées sont en correspon-
dance biunivoque avec les variétés abéliennes simples définies sur U modulo isogénie, qui ne
descendent pas aux constantes.
(iii) Il existe une infinité non-dénombrable de classes de non-orthogonalité désintégrées.
Corollaire 1.3.13. Soient (k, 0) un corps différentiel constant et p ∈ S(k) un type non-algébrique et
de rang fini.
On suppose que le type p est orthogonal aux constantes. Alors il existe un type semi-minimal dés-
intégré q ∈ S(k) et des réalisations a |= p and b |= q tels que :
b ∈ dcl(k, a) \ acl(k).
Démonstration. En effet, puisque le type p est non-algébrique, il existe une extension des paramètres
(k, 0) ⊂ (L, δ) et un type minimal r ∈ S(L) non-orthogonal à p.
Considérons a |= p, une réalisation de p. D’après le lemme de décomposition (voir, par exemple,
[Pil96, Chapter 7, Lemma 4.5], il existe b ∈ dcl(k, a) \ acl(k) tel que tp(b/k) est (non-algébrique) et
interne a l’ensemble des acl(k)-conjugues de r.
On en déduit que le type q = tp(b/k) est r-semi-minimal. Il suffit alors de montrer que le type r
est un type minimal désintégré :
On sait que le type p est orthogonal aux constantes. Comme r est un type minimal non-orthogonal
à p, on en déduit que r est orthogonal aux constantes. D’après le théorème de Hrushovski-Sokolovic,
le type r est localement modulaire.
Supposons par l’absurde que r est localement modulaire et non désintégré. La classification fine des
types minimaux localement modulaires non désintégrés obtenue par Hrushovski et Sokolovic implique
que r est orthogonal à tout type défini sur un corps différentiel constant (voir [HS96, Theorem 2.8]).
Or, on sait que le type p est défini sur un corps différentiel constant et que r est un type minimal
non-orthogonal à p, ce qui est une contradiction. On en déduit que r est un type minimal désintégré. 
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Comme expliqué dans l’introduction, le corollaire 1.3.13 permet d’obtenir l’existence de facteurs
rationnels désintégrés pour les équations différentielles autonomes (définies sur un corps différentiel
constant) :
Corollaire 1.3.14. Soient k un corps de caractéristique 0 et (X, v) une variété absolument irréductible
au dessus de k munie d’un champ de vecteurs v.
Si le type générique de (X, v) est orthogonal aux constantes alors il existe une variété absolument
irréductible Y au dessus de k de dimension > 0, un champ de vecteurs w ∈ H0(Y,ΘY/k) et un
morphisme rationnel dominant
π : (X, v) 99K (Y,w)
tels que (Y,w) est génériquement désintégrée.
Quand les conclusions du corollaire 1.3.14 sont vérifiées, on dit que (X, v) admet un facteur rationnel
désintégré.
Démonstration. On note p le type générique de (X, v) et on travaille dans un corps differentiellement
clos (U , δ).
D’après le corollaire 1.3.13, il existe un type q ∈ S(k) semi-minimal et désintégré et des réalisations
a |= p and b |= q tels que :
b ∈ dcl(k, a) \ acl(k).
Maintenant, il existe une D-variété (Y,w) au dessus de (k, 0) tel que q est (interdéfinissable avec)
le type générique de (Y,w). Le corollaire 1.3.11 assure que la D-variété (Y,w) est génériquement
désintégrée.
En utilisant que b ∈ dcl(a, k), on obtient, à l’aide du lemme A.2.14, un morphisme rationnel
dominant π : (X, v) 99K (Y,w). Enfin, puisque a /∈ acl(k), la variété Y est de dimension > 0. 
2. Intégrale première rationnelle et orthogonalité aux constantes
Dans cette partie, on étudie la relation entre la propriété d’orthogonalité aux constantes pour le
type générique d’une équation différentielle autonome et les propriétés classiques de “non-intégrabilité
algébrique” qui concernent l’absence de quantités algébriques conservées le long du mouvement (inté-
grales premières rationnelles).
Étant donnée une équation différentielle algébrique (absolument irréductible) (X, v), une des ca-
ractéristiques nouvelles des méthodes issues de la théorie des modèles est de considérer l’équation
différentielle (X, v) et toutes ses puissances (X, v)n sur le même plan. Le critère d’orthogonalité aux
constantes (Théorème 2.1.4) que nous démontrons dans la première section est une illustration parfaite
de ce phénomène : Le type générique de (X, v) est orthogonal est constantes si et seulement si pour
tout n > 0, toute intégrale première rationnelle de (X, v)n est constante.
La suite de cette partie est alors consacrée à l’étude des conséquences de ce premier résultat pour les
familles lisses d’équations différentielles autonomes absolument irréductibles. Plutôt qu’une équation
différentielle autonome, on considère alors une famille lisse f : (X , v) −→ (S, 0) d’équations différen-
tielles algébriques à paramètres constants au dessus d’un corps différentiel constant (k, 0) — ou, en
d’autres termes, une famille lisse de variétés algébriques f : X −→ S munie d’un champ de vecteurs
v ∈ H0(X ,ΘX/S), tangent au fibres de f .
Si s est un point de S, le champ de vecteurs v sur X induit alors un champ de vecteurs sur la
fibre Xs. Autrement dit, la fibre (X , v)s est une D-variété au dessus du corps différentiel (constant)
(k(s), 0) que l’on supposera absolument irréductible. On étudie l’ensemble :
S 6⊥0 = {s ∈ S(l) | le type générique de (X, v)s est non-orthogonal aux constantes}
où l est une extension algébriquement close de k. A ce sujet, il est bien connu que S 6⊥0 est, en général,
plus complexe qu’un simple sous-ensemble définissable de S(l). En revanche, des considérations très
générales permettent de décrire S 6⊥0 comme l’image inverse d’un sous ensemble de S par l’application :
π : S(k) −→ S
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qui envoie un point de S(k) sur son image dans le schéma S.
Dans la section 2.3, nous démontrons que, sous des hypothèses nécessaires de lissité, l’ensemble S 6⊥0
est stable par spécialisation : si s∗, s ∈ S(l) sont deux points et tp(s∗/k) se spécialise (au sens usuel
de la théorie ACF0) en tp(s/k) alors :
s∗ ∈ S
6⊥0 =⇒ s ∈ S 6⊥0.
En outre, nos résultats s’appuient sur des énoncés classiques de spécialisation pour les intégrales
premières rationnelles que nous rappelons (faute de référence appropriée) dans la deuxième sous-section
de cette partie.
2.1. Un premier critère d’orthogonalité aux constantes. On donne une caractérisation des
D-variétés absolument irréductibles dont le type générique est orthogonal aux constantes.
Définition 2.1.1. Soient (K, δ) un corps différentiel et (X, δX) une D-variété irréductible sur (K, δ).
On appelle intégrale première rationnelle de (X, δX), toute fonction rationnelle f ∈ K(X) telle que
δX(f) = 0.
Remarque 2.1.2. Soient (K, δ) un corps différentiel et (X, δX) une D-variété irréductible sur (K, δ).
L’ensemble des intégrales premières rationnelles de X s’identifie au corps des constantes du corps
différentiel (K(X), δX).
Nous dirons que (X, δX) est sans intégrale première non constante si K(X)δ = Kδ.
Lemme 2.1.3. Soient (K, δ) un corps différentiel et (X, δX) une D-variété irréductible au-dessus de
(K, δ). On a équivalence entre :
(i) La D-variété irréductible (X, δX) est sans intégrale première rationnelle.
(ii) Pour toute variété Y de dimension > 0 au dessus du corps des constantes k = Kδ de (K, δ),
il n’existe pas de morphisme rationnel dominant de D-schémas au dessus de (K, δ)
f : (X, δX) 99K (Y, 0)×(k,0) (K, δ).
Démonstration. On raisonne par contraposition. Soit f ∈ (K(X), δX) une intégrale première ration-
nelle non constante. La fonction f détermine un morphisme rationnel dominant de D-schémas au
dessus de (K, δ)
f : (X, δX) −→ (A
1, 0)×(k,0) (K, δ)
On en déduit que (ii) =⇒ (i).
Réciproquement, supposons qu’il existe un morphisme (X, δX) 99K (Y, 0) ×(k,0) (K, δ) rationnel
dominant. Considérons f ∈ k(Y ) une fonction rationnelle non constante. Le morphisme rationnel
dominant obtenu par composition
(X, δX) 99K (Y, 0)×(k,0) (K, δ) 99K (A
1, 0)×(k,0) (K, δ)
est un morphisme de D-schémas. On en déduit qu’il correspond à une intégrale première rationnelle
non constante de (X, δX). 
Théorème 2.1.4. Soient (K, δ) un corps différentiel et (X, δX) une D-variété absolument irréductible
au dessus de (K, δ). On a équivalence entre :
(i) Le type générique de (X, δX) est orthogonal aux constantes.
(ii) Pour toute extension de corps différentiels (K, δ) ⊂ (L, δL), le changement de base (X, δX)(L,δL)
est sans intégrale rationnelle non constante.
(iii) Pour tout n ∈ N, la D-variété produit (X, δX)n est sans intégrale première rationnelle non
constante.
Démonstration. (i) =⇒ (ii) : Supposons qu’il existe une extension de corps différentiels (K, δ) ⊂
(L, δL) telle que le changement de base (X, δX)(L,δL) admette une intégrale première non constante
f ∈ (L(X), δX). On obtient un morphisme rationnel dominant de D-schémas au dessus de (L, δL) :
f : (X, δX)(L,δL) 99K (A
1, 0)×(Lδ,0) (L, δL)
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Les types génériques de (X, δX)(L,δL) et de (A
1, 0) ×(Lδ,0) (L, δ) ne sont pas faiblement orthogonaux
d’après le lemme A.2.14.
De plus, d’après la propriété (ii) du lemme A.2.12, le type générique de (X, δX)(L,δL) est l’unique
extension non-déviante à L du type générique de (X, δX) et le type générique de (A1, 0)×(Lδ,0) (L, δ)
est l’unique extension non déviante à L du type générique des constantes. On en déduit que p(X,δX )
est non-orthogonal au type générique des constantes.
(ii) =⇒ (iii) Considérons f une intégrale première rationnelle de (X, δX)n avec n ≥ 1 minimal :
f : (X, δX)
n
99K (A1, 0)×(k,0) (K, δ)
On note (L, δL) le corps des fractions de la D-variété irréductible (X, δX)n−1. Par minimalité de
n ∈ N, la D-variété (X, δX)n−1 n’admet pas d’intégrales premières rationnelles non constantes et donc
LδL = k. Par changement de base, f induit une intégrale première
f˜ : (X, δX)(L,δL) 99K (A
1, 0)×(k,0) (L, δL)
qui est non constante car f /∈ k et LδL = k.
(iii) =⇒ (i) : On note q le type générique des constantes.
Lemme 2.1.5. Soit (K, δ) un corps différentiel et p ∈ S(K) un type non-orthogonal aux constantes.
Il existe un entier n ∈ N, une réalisation a de p⊗n et une réalisation b de q|K telle que b ∈ dcl(a,K).
Démonstration. D’après le lemme 1.1.6, il existe des entiers n,m ∈ N tels que les types p⊗m et q⊗n ne
sont pas faiblement orthogonaux. Considérons des réalisations a |= p⊗m et b |= q⊗n telles que a 6 |⌣K b.
Il existe donc une formule φ(x, y) à paramètres dans K telle que
b ∈ φ(U , a) ⊂ Cn et RM(φ(U , a)) < n.
Le sous-ensemble φ(U , a) ⊂ Cn est un sous-ensemble définissable à paramètres dans (U , δU ). D’après
le corollaire 1.2.8, le corps des constantes est un pur corps algébriquement clos stablement plongé (et
donc en particulier élimine les imaginaires dans le langage des anneaux). Il existe donc un paramètre
canonique c ∈ Cl pour la formule φ(U , a), c’est-à-dire que pour tout automorphisme de corps σ ∈
Aut(U , δU ), on a
σ(c) = c si et seulement si σ(φ(U , a)) = φ(U , a).
En particulier, on a c ∈ dcl(K, a). Montrons que RU(c/K) > 0. En effet, le rang de Lascar et le
rang de Morley coïncident dans un corps algébriquement clos (example ??). On a alors :
n = RU(b/K) > RM(φ(x, a)) ≥ RM(b/K, c) = RU(b/K, c).
On en déduit que c 6 |⌣K b et donc que le rang de Lascar de c sur K est ≥ 1. Il suffit alors de remplacer
c par une coordonnée non algébrique de c. 
Supposons que p = p(X,δX) est non-orthogonal aux constantes. D’après le lemme précédent, il existe
un entier n ∈ N, une réalisation a de p⊗n et une réalisation b de q|K telle que b ∈ dcl(a,K).
Comme p⊗n est le type générique de (X, δX)n, il suffit d’appliquer le lemme A.2.14 pour obtenir une
intégrale première non constante de (X, δX)n, ce qui montre par contraposition que (iii) =⇒ (i). 
Remarque 2.1.6. Modulo la proposition A.2.14, l’équivalence entre (i) et (iii) se réduit à l’énoncé
suivant (valable dans toute théorie stable) : Soient T une théorie stable éliminant les imaginaires et
M un modèle de T κ-saturé.
Considérons A un ensemble de paramètres petit, D un ensemble fortement minimal A-définissable
éliminant les imaginaires et p ∈ S(A) un type stationnaire. Alors le type p est non-orthogonal au type
générique de D si et seulement s’il existe a ∈Mn réalisant p(n) tel que dcl(K) ∩D ( dcl(Ka) ∩D.
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2.2. Spécialisation pour les intégrales premières rationnelles. Dans cette sous-section, on fixe
k un corps de caractéristique 0.
Définition 2.2.1. Soit S un schéma au dessus de k. On appelle famille de D-schémas paramétrée par
S, tout morphisme de D-schémas f : (X , v) −→ (S, 0).
On dira que f est une famille lisse de D-variétés paramétrée par S lorsque S et X sont des schémas
intègres lisses, de type fini au dessus de k et le morphisme f est lisse.
Remarque 2.2.2. De façon équivalente, une famille lisse de D-variétés au dessus de k est la donnée
d’une famille lisse f : X −→ S de variétés au dessus de k et d’un champ de vecteurs v ∈ H0(X ,ΘX/S)
sur X , tangent aux fibres de f .
Notation 2.2.3. Soit f : (X , v) −→ (S, 0) une famille lisse de D-variétés paramétrée par S et s ∈ S.
On note (X , v)s, la fibre de (X , v) en s.
Le champ de vecteurs v étant une section du fibré tangent relatif de f , il se restreint un champ de
vecteurs sur chacune des fibres de f . La fibre (X , v)s est une variété lisse Xs au dessus de k munie
d’un champ de vecteurs vs.
Les fibres de f seront toujours munies de cette structure de D-variétés. Le corps des intégrales
premières rationnelles de (X , v)s sera alors noté k(Xs)δ (et donc sans référence explicite au champ de
vecteurs sur Xs).
Théorème 2.2.4. Soit f : (X , v) −→ (S, 0) une famille lisse de D-variétés paramétrées par une
variété lisse et irréductible S au dessus de k.
Supposons, de plus, que toutes les fibres de f soient absolument irréductibles. Pour tout point
s ∈ S(k), on a :
degtr(k(X )δ/k(S)) ≥ 1 =⇒ degtr(k(Xs)
δ/k) ≥ 1.
Remarque 2.2.5. Il est vraisemblable qu’une inégalité plus forte que l’implication du théorème 2.2.4
soit en fait valide et que sous les hypothèses du théorème 2.2.4, on ait en réalité :
degtr(k(Xs)
δ/k) ≥ degtr(k(X )δ/k(S)) (∗)
Il semble en effet que les résultats de [JT00] — dans le cas hamiltonien — s’appuyant sur le lemme
de Ziglin puisse être adaptés ici en unr preuve de l’inégalité (∗).
La suite de cette sous-section est consacrée à une preuve du théorème 2.2.4.
2.2.1. Terme initial. Dans le cas où S = A1, la notion essentielle est celle de terme initial qui permet
de restreindre une fonction rationnelle f à un diviseur irréductible (possiblement inclus dans le lieu
d’indétermination de f).
Construction 2.2.6. Soit f : X −→ A1 une famille lisse de variétés paramétrée par A1 telle que X0
soit absolument irréductible.
Par hypothèse, la fibre X0 = f−1(0) est un diviseur irréductible de X et correspond à un anneau de
valuation discrète O0 sur le corps k(X ). On note ord0 la valuation discrète associée. Par hypothèse,
la fonction f est lisse et donc :
ord0(f) = 1.
Considérons maintenant une fonction rationnelle g ∈ k(X ) sur X et notons ng = ord0(g). La
fonction rationnelle
g0 = g.f
−ng ∈ k(X ) vérifie donc ord0(g0) = 0.
On en déduit que la fonction g0 vérifie g0 ∈ OZ \mZ et se restreint donc en une fonction rationnelle
non identiquement nulle sur X0.
Définition 2.2.7. Soient f : X −→ A1 une famille lisse de variétés paramétrée par A1. Pour toute
fonction rationnelle g ∈ k(X ) non identiquement nulle sur X , on appelle terme initial de g le long de
X0, la fonction g0 ∈ k(X ) associée à g par la construction 2.2.6.
22 RÉMI JAOUI
Remarque 2.2.8. Les deux remarques suivantes découlent de la construction 2.2.6 :
• Le terme initial g0 de g se restreint en une fonction non-identiquement nulle sur X0.
• Si f : (X , v) −→ (A1, 0) une famille lisse de D-variétés à paramètres dans A1 et g est une
intégrale première de (X , v) alors son terme initial g0 ∈ k(X ) est aussi une intégrale première
de (X , v).
2.2.2. Familles de D-variétés paramétrée par A1k. Pour les fonctions rationnelles, l’indépendance al-
gébrique et fonctionnelle coïncident :
Remarque 2.2.9 (voir, par exemple, [Aud08, Appendice III.6]). Soit X une variété algébrique au
dessus de k f1, . . . , fp ∈ k(X) des fonctions rationnelles. Les propriétés suivantes sont équivalentes :
(i) Les fonctions f1, . . . , fp sont k-algébriquement indépendantes (indépendance algébrique).
(ii) La p-forme df1 ∧ · · · dfp 6= 0 est non nulle dans H0(X,ΛpΩ1X/k ⊗ k(X)) (indépendance fonc-
tionnelle).
Lemme 2.2.10. Soient k un corps de caractéristique 0 et f : (X , v) −→ (A1k, 0) une famille lisse de
D-variétés à paramètres dans A1k.
On suppose que les variétés algébriques X et X0 (la fibre en 0) sont absolument irréductibles. Alors :
degtr(k(X )δ/k(A1)) ≥ 1 =⇒ degtr(k(X0)
δ/k) ≥ 1.
Démonstration. Considérons g ∈ k(X )δ une intégrale première rationnelle algébriquement indépen-
dante de f . Notons que :
• Quitte à réduire X par un ouvert affine rencontrant X0, on peut de plus supposer que X =
Spec(A) est affine.
• Quitte à remplacer g par son terme initial le long de X0 (en passant éventuellement à un
nouvel ouvert affine), on peut supposer que g est bien définie sur X et non-identiquement
nulle sur X0.
Par hypothèse, f est lisse et donc l’idéal I définissant le sous-schéma fermé XX0 s’écrit I = (f).
On raisonne par l’absurde et on suppose que degtr(k(X0)δ/k) = 0. Puisque X0 est absolument
irréductible, cela implique que k(X0)δ = k et donc que toute intégrale première rationnelle de (X0, v)
est constante.
Assertion. Pour tout n ≥ 1, il existe c0, . . . , cn−1 ∈ k tels que :
g −
n−1∑
i=0
ck.f
k ∈ In.
Preuve de l’assertion. On raisonne par récurrence sur n ∈ N :
• Pour n = 1, on sait que g|X0 est une intégrale première de (X0, v) et que k(X0)
δ = k. Il existe
donc une constante c0 ∈ k telle que g − c0 ∈ I.
• Supposons qu’il existe c0, . . . , cn−1 ∈ k tel que g =
∑n−1
k=0 ck.f
k + h.fn avec h ∈ A.
Puisque h ∈ k(g, f), c’est une intégrale première de X et en appliquant le cas n = 1, il existe
cn ∈ k tel que h = cn+f.h2 avec h2 ∈ A. On en déduit que g−
∑n
k=0 ck.f
k = fn+1.h2 ∈ In+1.

Considérons maintenant l’élément df ∧ dg du A-module Λ2Ω1A/k. Pour tout n ≥ 1, on a
df ∧ dg = df ∧ d(g −
n−1∑
k=0
ck.f
k) ∈ Ω1A/k ∧ d(I
n) ⊂ In−1.Λ2Ω1A/k.
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Cela implique donc que :
df ∧ dg ∈
⋂
n∈N
In.Ω1A/k = {0}.
En utilisant la remarque 2.2.9, cela implique que f et g ne sont pas algébriquement indépendantes,
ce qui contredit le choix de g. 
2.2.3. Preuve du théorème 2.2.4. On commence par étendre le lemme 2.2.10 au cas des familles para-
métrées par Ank en raisonnant par induction. Pour cela on considère le drapeau :
{0} ⊂ {0} × A1k ⊂ · · · ⊂ {0} × A
n−1
k ⊂ A
n
k .
Lemme 2.2.11. Soient k un corps de caractéristique 0 et f : (X , v) −→ (Ank , 0) une famille lisse de
D-variétés paramétrée par An avec n > 0.
Pour r ≤ n, on note ηr le point générique de {0} × Ark et on suppose que les fibres de f en
0 = η0 . . . , ηn sont absolument irréductibles (et donc, en particulier, non vides). Alors :
degtr(k(X )δ/k(An) ≥ 1 =⇒ degtr(k(X0)
δ/k) ≥ 1.
Démonstration. On raisonne par récurrence sur n ∈ N∗
• Pour n = 1, c’est le contenu du lemme 2.2.10.
• Supposons maintenant le résultat établi pour un n > 0 et considérons f : (X , v) −→ (An+1, 0)
une famille lisse de D-variétés à paramètres dans An+1 dont toutes les fibres sont absolument
irréductibles.
Considérons l’hyperplan H = {0} × An et la restriction de la famille
fH : f
−1(H) −→ H
à cet hyperplan. La famille fH paramétrée parH vérifie les hypothèses du lemme 2.2.11. En appliquant
l’hypothèse de récurrence à cette famille, il suffit de vérifier que :
degtr(k(X )δ/k(An+1) ≥ 1 =⇒ degtr(k(f−1(H))δ/k(An)) ≥ 1.(2)
Preuve de l’implication (2) : Notons π : An+1 −→ An la projection sur les n dernières coordonnées
et considérons
(X , v)
f
−→ (An+1, 0)
π
−→ (An, 0).
Posons K = k(x1, . . . , xn). Après changement de base par le point générique de An, on obtient une
famille de D-variétés à paramètres dans A1 au dessus de K
fK : (X, v)(K,0) −→ (A
1
K , 0).
L’implication (2) est alors conséquence de la proposition 2.2.10 appliquée à cette famille de D-variétés
à paramètres dans A1 au dessus de K. 
Preuve du théorème 2.2.4. On se ramène au cas des familles de D-variétés paramétrée par Ank à l’aide
de coordonnées étales.
Soient S une variété algébrique lisse et irréductible au dessus d’un corps k et f : (X , v) −→ (S, 0)
une famille lisse deD-variétés à paramètres dans S dont toutes les fibres sont absolument irréductibles.
Notons n = dim(S) et fixons s ∈ S(k). Puisque S est supposée lisse, il existe un voisinage U de s
dans S et un morphisme étale g : U −→ An tel g(s) = 0. On considère la composition
f˜ : (f−1(V ), v)
f
−→ (V, 0)
g
−→ (An, 0).
qui est une famille lisse de D-variétés paramétrée par An.
On modifie maintenant la famille f˜ de sorte que les fibres au dessus de 0 = η0 . . . , ηn soient
absolument irreductible.
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Considérons l’hyperplan H = {0}×An−1. On peut alors écrire une décomposition en composantes
irréductibles :
g−1(H) = Z1 ∪ . . . ∪ Zn.
Comme le morphisme g est étale, toutes les composantes irréductibles de g−1(H) ont même dimen-
sion et pour tout point p ∈ H tel que g−1(p) ∈ H , il existe une unique composante irréductible de H
contenant p. En particulier :
• Il existe une unique composante irréductible qui contient s. Sans perte de généralité, on peut
supposer que s ∈ Z1.
• Pour tout r ≤ n, le point ηr admet un unique antécédent noté γr dans Z1.
On pose alors V = U \ {Z2 . . . Zn} et on considère la composition :
f˜V : (f
−1(V ), v)
f
−→ (V, 0)
g
−→ (An, 0).
Avec les notations précédentes, le morphisme f˜V satisfait :
(i) Le morphisme f˜V définit une famille lisse de D-variétés paramétrée par Ank .
(ii) La fibre (f˜−1|V (ηr), v|f˜−1|V (ηr)
) est isomorphe (en tant que D-variété) à (X , v)γr . En particulier,
cette fibre est absolument irréductible.
Il suffit alors d’appliquer le lemme 2.2.10 à la famille f˜V à paramètres dans Ank . 
2.3. Spécialisation et non-orthogonalité aux constantes.
2.3.1. Orthogonalité aux constantes en famille. Fixons T une theorie stable avec l’élimination des
imaginaires.
Définition 2.3.1. Soit r(y) un type partiel à paramètres dans A. On appelle famille de types sta-
tionnaires à paramètres dans r(y), tout type partiel π(x, y) à paramètres dans A vérifiant : pour tout
a |= r(y), le type π(x, a) ∈ S(Aa) est un type (complet) stationnaire.
Remarque 2.3.2. Soit f : (X, v) −→ (S, 0) une famille de D-variétés absolument irréductibles au
dessus d’un corps différentiel constant (k, 0). Le type partiel (à paramètres dans k) :
π(x, y) := {y ∈ S} ∪ {x realise le type generique de (X, v)y au dessus de k(y)}
est une famille de types stationnaires à paramètres dans {y ∈ S}.
Corollaire 2.3.3. Soient r(y) ∈ S(A) un type partiel et π1(x, y), π2(x, y) ∈ S(A) deux familles de
types stationnaires à paramètres dans r(y). Pour toute réalisation a |= r(y), la propriété :
P(a) : π1(x, a) et π2(x, a) sont orthogonaux
ne dépend que du type tp(a/A) de a sur A.
Démonstration. En utilisant la proposition 1.1.6, il suffit de démontrer que la propriété :
P ′(a) : π1(x, a) et π2(x, a) sont faiblement orthogonaux
ne dépend que du type tp(a/A).
Soient a et a′ deux réalisations du type tp(a/A).
Supposons que la propriété P(a) ne soit pas vérifiée. Il existe une formule φ(x, y, a) qui dévie au
dessus de A et telle que :
π(x, y, a) = p(x, a) ∪ q(y, a) ∪ φ(x, y, a) est coherent.
Par invariance par automorphisme de la déviation, on en déduit que π(x, y, a′) est cohérent et que
φ(x, y, a′) dévie au dessus de A. Il suit que P(a′) n’est pas vérifiée. 
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Remarque 2.3.4. Soit f : (X , v) −→ (S, 0) une famille de D-variétés absolument irréductibles au
dessus d’un corps différentiel constant (k, 0). Considérons l’ensemble :
S 6⊥0 = {s ∈ S(l) | le type générique de (X , v)s est non-orthogonal aux constantes}
où l est une extension algébriquement close saturée, fixée de k.
Le corollaire 2.3.3 implique ici que S 6⊥0 s’écrit comme l’image inverse d’un sous-ensemble du schéma
S par l’application
π : S(k) −→ S
qui envoie un point de S(k) sur son image dans le schéma S.
En revanche, on sait que en général l’ensemble S 6⊥0 n’est pas un sous-ensemble constructible (ni
même un sous ensemble ∞-definissable de S(l)). Cela découle de l’étude de Hrushovski et Itai des
champs de vecteurs sur A1 orthgonaux aux constantes (voir [HI03], Exemple 2.20 ainsi que l’exemple
?? dans la troisième section de cette partie).
De même, on note S⊥0, le complémentaire de S 6⊥0 dans S(l) dont les éléments sont les points
s ∈ S(l) tels que (X , v)s est orthogonal aux constantes.
Lemme 2.3.5. Soit S une variété irréductible algébrique complexe et f : (X , v) −→ (S, 0) une fa-
mille d’équations différentielles algébriques paramétrée par S dont les fibres sont toutes absolument
irréductibles.
Si la fibre générique de f est orthogonale aux constantes alors, il existe un ensemble dénombrable
de sous-variétés algébriques fermées propres {Zn | n ∈ N} de S tel que :
S(C) \
⋃
i∈N
Zi(C) ⊂ S
⊥0(C).
Démonstration. Il existe un corps k finement engendré sur Q (donc dénombrable) sur lequel la variété
S, le morphisme f et le champ de vecteurs v sont définis. Le morphisme f est donc obtenu par
changement de base à partir d’un morphisme fk : (Xk, vk) −→ Sk défini au dessus de k. Par hypothèse,
il existe une réalisation s du point générique de Sk telle que (X , v)s est orthogonal aux constantes.
Le corollaire 2.3.3 assure que c’est le cas pour toutes les réalisations dans S(C) du point générique
de Sk. Il suffit donc de choisir pour {Zn | n ∈ N}, l’ensemble des sous-variétés fermées propres de S
définies sur k. Comme k est dénombrable, cet ensemble est bien dénombrable. 
2.3.2. Un énoncé de spécialisation. A l’aide du premier critère d’orthogonalité aux constantes (Théo-
rème 2.1.4), nous montrons maintenant que S⊥0 est stable par spécialisation pour les familles lisses
de D-variétés dont les fibres sont absolument irréductibles.
Théorème 2.3.6 (Spécialisation et non-orthogonalité aux constantes). Soient S une variété algé-
brique lisse et irréductible au dessus d’un corps k et f : (X , v) −→ (S, 0) une famille lisse de D-variété
à paramètres dans S.
On suppose que toutes les fibres de f sont absolument irréductibles, on fixe s ∈ S(k) et on dénote
par η le point générique de S. Si le type générique de (X , v)η est non-orthogonal aux constantes alors
le type générique de (X , v)s est non-orthogonal aux constantes.
Démonstration. Considérons f : (X , v) −→ (S, 0) une famille lisse de D-variété à paramètres dans S
dont les fibres sont absolument irréductibles. Posons :
(Xn, vn) = (X, v)×(S,0) · · · ×(S,0) (X, v) and fn : (Xn, vn) −→ (S, 0).
Les hypothèses sur la famille f impliquent que fn : Xn −→ S est une famille lisse de D-variétés à
paramètres dans S dont les fibres sont absolument irréductibles. De plus, si s ∈ S, la fibre de fn au
dessus de s est la puissance n-ieme (X , v)ns de la fibre de f en s.
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Supposons maintenant que le type générique de (X , v)η est non-orthogonal aux constantes. D’après
le théorème 2.1.4, il existe un entier n > 0 telle que (X , v)nη admet une intégrale première rationnelle
non constante. On en déduit que :
degtr(k(Xn)
δ/k) ≥ dim(S) + 1.
Pour tout s ∈ S, la proposition 2.2.10 implique alors que
degtr(k(Xn,s)
δ/k) ≥ 1.
Cela implique que (X , v)ns admet une intégrale première non-constante et donc que le type générique
de (X , v)s est non-orthogonal aux constantes 
Corollaire 2.3.7. Soient S une variété algébrique lisse et irréductible au dessus du corps C des
nombres complexes et f : (X , v) −→ (S, 0) une famille lisse de D-variété à paramètres dans S.
On suppose que toutes les fibres de f sont absolument irréductibles. Exactement un des deux cas
suivants est réalisé :
(i) ∀s ∈ S(C), le type générique de (X, v)s est non-orthogonal aux constantes.
(ii) Le sous-ensemble S 6⊥0(C) ⊂ S(C) des paramètres complexes s ∈ S(C) tels que (X, v)s est
non-orthogonal aux constantes s’écrit :
S 6⊥0(C) =
⋃
n∈N
Zn(C)
où {Zn |n ∈ N} est un ensemble dénombrable de sous-varietés fermées (irréductibles) propres
de S.
Démonstration. On peut toujours supposer que la famille f : (X , v) −→ (S, 0) est définie au des-
sus d’un sous-corps dénombrable k du corps des nombres complexes. Pour toute sous-variété fermée
irréductible Z de S, note ηZ , le point générique de Z (au dessus de k).
Considérons l’ensemble dénombrable E des sous-variétés fermées irréductibles Z de S (au dessus de
k) telles que l’équation différentielle (X, v)ηZ est non-orthogonal aux constantes.
Supposons que le cas (i) n’est pas réalisé. D’après le théorème 2.3.6, l’équation différentielle (X, v)ηS
est orthogonale aux constantes et donc S /∈ E . Montrons que :
S 6⊥0(C) =
⋃
Z∈E
Z(C).
Considérons Z ∈ E et π : Ẑ → Z une désingularisation de Z (qui existe car k est un corps de
caractéristique 0). Notons de plus f̂Z : XZ −→ Ẑ la famille d’équations différentielles induite par
changement de base de la restriction f|f−1(Z) par π.
Puisque la lissité et l’irréductibilité des fibres d’un morphisme f : X −→ S sont deux propriétés
invariantes par restriction et par changement de base, on en déduit que f̂Z : XZ −→ Ẑ vérifie les
hypothèses du théorème 2.3.6.
De plus, comme π−1(ηZ) = ηẐ , la fibre générique de fẐ est isomorphe à (X , v)ηZ et donc non-
orthogonale aux constantes. D’après le théorème 2.3.6, pour tout point s ∈ Ẑ(C), l’équation diffé-
rentielle (XZ , v)s est orthogonale aux constantes. On en déduit que pour tout z ∈ Z(C), l’équation
différentielle (X , v)z est orthogonale aux constantes et donc que :⋃
Z∈E
Z(C) ⊂ S 6⊥0(C).
Réciproquement, si s ∈ S 6⊥0(C) alors Z = lock(s) est une sous-variété fermée de S au dessus de
k et l’équation différentielle (X , v)ηZ est orthogonale aux constantes (car (X, v)s est orthogonale aux
constantes et s réalise le point générique de Z). On conclut que Z ∈ E et donc que s ∈
⋃
Z∈E Z(C). 
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2.4. Champ de vecteurs polynomiaux très génériques. On applique maintenant les résultats
précédents a l’étude des champs de vecteurs polynomiaux complexes sur l’espace affine complexe AnC
dimension n. Le résultat principal de cette section concerne le cas très générique où les coefficients du
champs de vecteurs sont Q-algébriquement indépendants.
Corollaire 2.4.1. Soit d ≥ 3 et n ≥ 1. Considérons un champs de vecteurs
v(x1, . . . , xn) = f1(x1, . . . , xn)
d
dx1
+ · · · fn(x1, . . . , xn)
d
dxn
.
sur l’espace affine complexe de dimension n, où f1, . . . , fn ∈ K[X1, . . . , Xn]≤d sont des polynômes de
degré ≤ d.
Si les coefficients de f1, . . . , fn sont Q-algébriquement indépendants5 alors le champ de vecteurs v
est orthogonal aux constantes.
Formulons aussi la version géométrique suivante qui se déduit immédiatement à l’aide du lemme
2.3.5.
Corollaire 2.4.2. Soit d ≥ 3 et n ≥ 1. Notons An,d l’ensemble des champs de vecteurs complexes de
degré d sur AnC, qui est un C-espace vectoriel de dimension n
d+1.
Il existe un ensemble dénombrable {Zn |n ∈ N} de sous-variétés fermées propres de An,d tel que :
∀v ∈ An,d \
⋃
i∈N
Zi(C) , le type generique de (AnC, v) est orthogonal aux constantes.
2.4.1. Cas de la droite affine. En dimension 1, des travaux de Rosenlicht (voir [Ros69]) décrivent très
precisement les champs de vecteurs polynomiaux orthogonaux aux constantes. Le corollaire 2.4.1 est
donc en dimension 1, une conséquence directe [Ros69]. La formulation que nous donnons ici est celle
de [HI03] (voir Exemple 2.20).
Théorème 2.4.3 (Rosenlicht). Soit v(x) = P (x) ddx un champ de vecteurs polynomial sur la droite
affine. Le type générique de (A1, v) est orthogonal aux constantes si et seulement si l’un des deux cas
suivants est réalisé :
(i) soit le polynôme P (x) admet au moins une racine multiple et une racine simple.
(ii) soit toutes les racines de P (x) sont simples et il existe deux racines x1 et x2 de P (x) telles
que les résidus de 1P (x) sont Q-linéairement indépendants.
Exemple 2.4.4. Considérons la famille A∗1,d des champs de vecteurs polynomiaux unitaires de degré
d complexes, de dimension 1. On a donc A∗1,d ≃ C
d.
A l’aide du théorème de Rosenlicht, on peut décrire ici explicitement les sous-variétés fermées
{Zn | n ∈ N} apparaissant dans le corollaire 2.4.2 :
• Le premier cas est contenu dans la sous-variété fermée propre Z ⊂ A∗1,d décrite par l’équation
Res(P, P ′) = 0.
• Notons ∆ ⊂ Cd l’ensemble des diagonales de Cd. Le complémentaire A∗1,d \ Z peut alors être
identifié au quotient (Cd \∆)/Σd via :
π :
{
Cd \∆→ A∗1,d \ Z
(x1, . . . , xd) 7→ (x− x1) · · · (x− xd)
d
dx
Notons que en particulier π est fermée. Pour tout choix i 6= j ≤ n et q ∈ Q, l’équation
Resxi(1/P (x)) = q.Resxj (1/P (x))
définit une sous-variété algébrique fermée Yi,j,q (au dessus de Q) de Cn\∆. Un calcul immédiat montre
que cette sous-variété fermée est une sous-variété propre dès que le degré d ≥ 3.
5Cela implique, en particulier, que les fi sont des polynômes de degré d dont tous les coefficients sont distincts et
non nuls.
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Supposons donc d ≥ 3. En posant Zi,j,q = π(Yi,j,q) (qui est une sous-variété fermée propre de
A∗1,d \ Z), le théorème de Rosenlicht implique donc que :
∀v ∈ A∗1,d \
( ⋃
i6=j,q∈Q
Zi,j,q(C) ∪ Z(C)
)
, le type generique de (A1C, v) est orthogonal aux constantes.
2.4.2. Démonstration du corollaire 2.4.1. La démonstration du corollaire 2.4.1 s’appuie sur le théorème
2.3.6 plutôt que sur le théorème de Rosenlicht (valable uniquement sur A1).
Assertion. Il existe un champ de vecteurs vd “universel de degré d” sur X = AnC ×An,d défini sur Q
et tangent à la seconde projection π : (X , vd) −→ (An,d, 0) tel que pour tout champ de vecteurs w de
degré d sur An, on ait :
(X , vd)w ≃ (A
n, w).
Démonstration. Il suffit de poser X = AnC × An,d et de considérer la section vd du faisceau coherent
π∗1ΘAn/k définie par vd(x, v) = v(x). 
Assertion. Il existe un champ de vecteurs w de degré 3 sur An tel que le type générique de (An, w)
est orthogonal aux constantes.
Démonstration. Considérons le champ de vecteurs v(x) = x2(x− 1) ddx de degré 3 sur A
1.
Le théorème de Rosenlicht implique que le type générique de (A1, v) est orthogonal aux constantes.
Cela implique que pour tout n ∈ N, le type générique de (A1, v)n = (An, v × v . . .× v) est orthogonal
aux constantes.
Le champ de vecteurs
w = (v × v . . .× v)(x1, . . . , xn) = x
2
1(x1 − 1)
∂
∂x1
+ · · ·+ x2n(xn − 1)
∂
∂xn
est donc un champ de vecteurs de degré 3 sur An vérifiant les conclusions de l’assertion. 
Démonstration du corollaire 2.4.1 : La famille π : (X , vd) −→ (An,d, 0) vérifie les hypothèses du théo-
rème 2.3.6. En effet, le morphisme π est clairement lisse et les fibres de π sont absolument irréductibles
(car isomorphes à An).
De plus, l’assertion précédente assure que le type générique de la fibre de π au dessus de w
(X , vd)w ≃ (A
n, w)
est orthogonal aux constantes.
D’après le théorème 2.3.6, la fibre generique de π est orthogonal aux constantes. On en déduit
qu’un champ de vecteurs dont les coefficients réalisent le type générique de An,d — c’est à dire dont
les coefficients sont Q-algébriquement indépendants — est orthogonal aux constantes. 
3. Propriétés dynamiques du flot réel analytique d’une D-variété réelle
On s’intéresse désormais aux D-variétés (X, vX) définies sur le corps R des nombres réels muni
de la dérivation triviale. On dispose d’un foncteur d’analytification réel vers la catégorie des espaces
analytiques réels munis de champs de vecteurs. Sous des hypothèses de lissité, on peut alors, par
les théorèmes classiques d’existence et d’unicité des solutions d’équations différentielles analytiques,
intégrer ce champ de vecteur et obtenir un flot réel analytique. Lorsque ce flot est complet (ce qui
est automatique sous des hypothèses de compacité), il définit une action continue du groupe additif
(R,+) sur l’espace topologique métrisable X(R)an.
Dans le première section, on étudie le foncteur d’analytification réel (ainsi que son analogue com-
plexe) et son effet sur les sous-variétés fermées invariantes. Dans la deuxième section, on donne une
présentation auto-contenue des résultats de dynamique topologique que nous utiliserons, et en parti-
culier la notion de flot faiblement topologiquement mélangeant.
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3.1. Des D-variétés réelles aux flots réels. On présente les foncteurs d’analytification réel (resp.
complexe) pour les D-variétés réelles (resp. complexe). Sous des hypothèses de lissité, on construit
alors le flot réel associé (resp. le flot complexe associé). On supposera que le lecteur est familier avec
les résultats élémentaires de la théorie des équations différentielles (voir [Arn06] pour le cas réel et la
partie 1 du chapitre 1 de [IY08] pour le cas complexe).
Contrairement au cas algébrique, on suivra la terminologie analytique usuelle c’est-à-dire que les
variétés analytiques seront toujours supposées lisses et on parlera d’espaces analytiques (réels ou com-
plexes) lorsque l’on travaillera sans hypothèse de lissité.
3.1.1. Flot réel d’une D-variété réelle. On présente d’abord le foncteur d’analytification pour les D-
variétés réelles.
Définition 3.1.1. On appellera D-espace analytique réel, tout couple (M, vM ) où M est un espace
analytique réel et vM un champ de vecteurs analytique sur M . Si l’espace analytique réel sous-jacent
M est lisse, on dit que (M, vM ) est une D-variété analytique réelle
Si (M, vM ) et (N, vN ) sont deux espaces analytiques réels, on définira les morphismes de (M, vM )
vers (N, vN ) comme les applications analytiques f :M −→ N vérifiant df(vM ) = f∗vN .
.
Construction 3.1.2. Soit (X, vX) une D-variété au dessus de (R, 0). On munit l’ensemble des points
réels M = X(R) de X de sa structure analytique (M,OM ), i.e. de la topologie métrisable d’espace
analytique et du faisceau des fonctions analytiques OM .
Remarque 3.1.3. L’espace analytique réel (M,OM ) est lisse si et seulement si X(R) est contenu
dans l’ouvert Xreg des points régulier de X .
Le champ de vecteurs vX induit alors un champ de vecteurs analytique sur M noté vM . On a ainsi
construit un D-espace analytique réel (M, vM ).
La correspondance (X, vX) 7→ (M, vM ) détermine un foncteur appelé foncteur d’analytification réel
de la catégorie des D-variétés au dessus de (R, 0) vers la catégorie des D-espaces analytiques réels.
Construction 3.1.4. Soit (M, vM ) une D-variété réelle analytique. Le théorème d’existence et d’uni-
cité de solutions pour les équations différentielles analytiques (voir [Arn06, §35]) assure l’existence
pour tout x ∈ M , d’un unique ouvert connexe Ux ⊂ R maximal et d’une application analytique
φx : Ux −→M telle que {
φx(0) = x
∀t ∈ Ux , ddtφx(t) = vM (φx(t)).
De plus, l’ensemble U =
⊔
x∈M Ux ⊂ R×M est un voisinage connexe de {0} ×M et la collection
des (φx)x∈M définit une application analytique φ : U −→M vérifiant :{
∀x ∈M , φ(0, x) = x
∀t ∈ Ux , ddtφ(t, x) = vM (φ(t, x)).
Définition 3.1.5. Soit (M, vM ) une D-variété analytique réelle. On appelle flot réel (maximal) de
(M, vM ), le couple (U, φ) maximal associé par la construction 3.1.4.
On dira de plus que le flot (U, φ) est complet si U = R×M .
Lemme 3.1.6 ([Arn06, §35]). Soit (M, vM ) une D-variété analytique réelle compacte. Le flot réel de
(M, vM ) est complet.
Remarque 3.1.7. Soit (M, vM ) une D-variété analytique réelle et (U, φ) le flot réel associé. On
appelle courbe intégrale ou orbite au point x ∈ X , le sous-ensemble
Ox = {φ(t, x) | (t, x) ∈ U}.
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On observera que la partition de M selon les courbes intégrales du champ de vecteurs vM définit
un feuilletage analytique en courbes sur M dont les singularités sont les zéros du champ de vecteur
vM .
Définition 3.1.8. Soit (M, vM ) une D-variété analytique réelle et A ⊂M un sous-ensemble. On note
(U, φ) le flot associé à (M, vM ). On dit que A ⊂M est φ-invariant si
φ((R×A) ∩ U) ⊂ A.
Autrement dit, le sous-ensemble A ⊂M est invariant si et seulement si pour tout a ∈ A et tout t ∈ R
tel que (t, a) ∈ U , on a φ(t, a) ∈ A.
On montre maintenant que la propriété d’invariance est de nature locale.
Notation 3.1.9. SoientM une variété analytique réelle et a ∈M . On note (M,a) le germe de l’espace
analytiqueM en a. Si A ⊂M est un sous-ensemble deM , on note [A]a le germe de A en a, c’est-à-dire
la classe d’équivalence de A modulo la relation d’équivalence définie par :
A ∼a B si et seulement s’il existe un voisinage V ⊂M de a tel que A ∩ V = B ∩ V.
La relation d’inclusion entre les sous-ensembles de M induit une relation d’inclusion sur les germes
donnée pour A,B ⊂M par :
[A]a ⊂ [B]a si et seulement s’il existe un voisinage V de a dans M tels que A ∩ V ⊂ B.
Lemme 3.1.10. Soient (M, vM ) une D-variété analytique réelle et A ⊂M un sous-ensemble fermé.
On note (U, φ) le flot réel associé. On a équivalence entre :
(i) Le sous-ensemble A ⊂M est φ-invariant.
(ii) Pour tout a ∈ A, le germe du flot φ en (0, a) noté φa : (R×M, (0, a)) −→ (M,a) vérifie
φa([R×A](0,a)) ⊂ [A]a.
Démonstration. L’implication (i) =⇒ (ii) est tautologique. Montrons que (ii) =⇒ (i). Considérons
a ∈ A et notons Ua = {t ∈ R | (t, a) ∈ U} qui est un ouvert connexe de R.
L’ensemble G = {t ∈ Ua | φ(t, a) ∈ A} ⊂ Ua est fermé non vide car A ⊂ M est un sous-ensemble
fermé. Pour tout t ∈ G, la propriété (ii) appliquée en a′ = φt(a) montre que G est un voisinage de t.
On en déduit que G est ouvert.
Par connexité de Ua, on en déduit que G = Ua et donc que A est φ-invariant. 
Définition 3.1.11. Soient X une variété algébrique sur (R, 0) et vX un champ de vecteurs rationnel
sur X . On appelle flot réel régulier de (X, vX), le flot réel associé à l’analytifié de la D-variété lisse
(U, v|U ) où U = X \ (Sing(X) ∪ Sing(vX))
6.
Remarque 3.1.12. Soit (X, vX) une D-variété réelle. La connaissance du flot réel régulier de (X, vX)
n’est pas suffisante pour étudier les sous-variétés invariantes de (X, vX) et de ses produits : Les sous-
variétés invariantes W ⊂ (X, vX) sans points réels n’auront aucune trace dans X(R). Il suffit par
exemple que X(R) = ∅ et on ne peut rien dire du tout.
3.1.2. Flot complexe d’une D-variété complexe. En travaillant avec un flot complexe, plutôt qu’avec
le flot réel, on résout complètement la difficulté précédente. Néanmoins, contrairement au cas réel,
le flot complexe n’admet pas d’ouvert maximal de définition et il faut travailler localement avec des
germes de flots.
Définition 3.1.13. On appelle D-espace analytique complexe, tout couple (M, vM ) où M est un
espace analytique complexe et vM un champ de vecteurs analytique sur M .
6Ici, Sing(vX ) désigne le complémentaire du plus grand ouvert de définition de vX .
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Construction 3.1.14. Soit (X, vX) une D-variété au dessus de (C, 0).
On munit l’ensemble M = X(C) de sa structure analytique complexe. Le champ de vecteurs vX
induit un champ de vecteurs analytique vM surM . On obtient ainsi un D-espace analytique complexe
(M, vM ).
Comme dans le cas réel, la construction précédente détermine un foncteur de la catégorie des D-
variétés au dessus de (C, 0) vers la catégorie des D-espaces analytiques complexes appelé foncteur
d’analytification complexe. Contrairement au cas réel, ce foncteur est fidèle et réalise donc la catégorie
des D-variétés au dessus de (C, 0) comme une sous-catégorie de la catégorie des D-espaces analytiques
complexes.
Définition 3.1.15. Soit (M, vM ) un D-espace analytique complexe. Le champ de vecteurs vM induit
une dérivation δM : OM −→ OM sur le faisceau OM des fonctions analytiques sur M . Un sous-espace
analytique fermé Z ⊂ (M, vM ) est appelée δM -invariant si le faisceau d’idéaux IZ ⊂ OM définissant
Z est stable par la dérivation δM .
Remarque 3.1.16. Dans le cas où le D-espace analytique complexe (M, vM ) est l’analytifié d’une
D-variété au dessus de (C, 0) et où la sous-variété analytique Z ⊂ (M, vM ) est l’analytifié d’une
sous-variété algébrique, les deux notions d’invariance (analytique et algébrique) coïncident.
Construction 3.1.17. Soit (M, vM ) une D-variété analytique complexe. Le théorème d’existence et
d’unicité locale de solutions pour les équations différentielles analytiques complexes [IY08, Théorème
1.1] assure que pour tout point y ∈ M , il existe un voisinage connexe Uy ⊂ C×M de (0, y) et d’une
application analytique φ : Uy −→M tels que{
∀(0, x) ∈ Uy , φ(0, x) = x
∀(t, x) ∈ Uy , ddtφ(t, x) = vM (φ(t, x)).
De plus, le germe de (Uy, φ) en (y, 0) est unique.
Définition 3.1.18. Soient (M, vM ) une D-variété analytique complexe et y ∈ M . On appelle germe
de flot de vM en y ∈M , le germe φy : (C×M, (y, 0)) −→ (M, y) associé par la construction 3.1.17.
Définition 3.1.19. Soient (M, vM ) une D-variété analytique complexe et A ⊂M un sous-ensemble.
On dit que A ⊂ M est φ-invariant si pour tout a ∈ A, le germe du flot φ en (0, a) noté φa :
(C×M, (0, a)) −→ (M,a) vérifie
φa([C×A](0,a)) ⊂ [A]a.
Proposition 3.1.20. Soient (M, vM ) une D-variété analytique complexe et Z ⊂ M un sous-espace
analytique complexe. On a équivalence entre :
(i) La sous-variété analytique Z ⊂ (M, vM ) est un sous-espace analytique δM -invariant.
(ii) Le sous-ensemble Z ⊂M est φ-invariant.
Soit a ∈ Z. On note OM,a l’anneau local des germes de fonctions analytiques sur M en a. Le champ
de vecteurs vM munit l’anneau OM,a d’une dérivation notée δa : OM,a −→ OM,a. En notant OM,a{t}
l’anneau local des germes de fonctions analytiques sur C×M en (0, a), le germe du flot φ en a induit
un morphisme d’anneaux :
φ♯a :
{
OM,a −→ OM,a{t}
f 7→ f ◦ φa
Nous noterons encore δa : OM,a{t} −→ OM,a{t} la dérivation déduite de δa définie par :
δa(
∑
n∈N
fn.t
n) =
∑
n∈N
δa(fn).t
n.
Remarquons que le morphisme d’anneaux .|t=0 : OM,a{t} −→ OM,a est alors un morphisme d’an-
neaux différentiels.
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Lemme 3.1.21. Avec les notations précédentes, on a pour tout f ∈ OM,a,
(∗)
{
φ♯a(f)|t=0 = f
d
dtφ
♯
a(f) = δa(φ
♯
a(f))
où ddt désigne la dérivation usuelle sur OM,a{t}. De plus, on a :
(∗∗) φ♯a(f) =
∞∑
n=0
δna (f)
n!
tn.
Les identités (∗) découlent aussitôt de la définition du flot φ (Construction 3.1.17). La formule (∗∗)
est une conséquence immédiate de (∗). Des formules du type (∗∗) apparaissent déjà chez Cauchy.
Preuve de la proposition 3.1.20. Montrons que (ii) =⇒ (i). Il suffit de montrer que pour tout a ∈ Z,
le faisceau d’idéaux IZ,a ⊂ OM,a est stable par la dérivation δa.
Fixons a ∈ Z. Par définition, on a φa([C × Z](0,a)) ⊂ [Z]a. On en déduit que pour tout f ∈ IZ,a,
on a :
φ♯a(f) ∈ IC×Z,(0,a) = IZ,a.OM,a{t}
Le lemme 3.1.21 permet de conclure que δa(f) = ddtφ
♯
a(f)|t=0 ∈ IZ,a, ce qui montre que Z ⊂ (M, vM )
est bien une sous-variété analytique invariante.
Réciproquement, supposons que Z ⊂ (M, vM ) est une sous-variété invariante. Fixons a ∈ Z. On
a donc pour tout f ∈ IZ,a ⊂ OM,a et tout entier n ≥ 1, 1n!δ
n
a (f) ∈ IZ,a. Le lemme 3.1.21 permet
d’affirmer que
f ∈ IZ,a =⇒ φ
♯
a(f) ∈ IZ,a.OM,a{t} = IC×Z,(0,a).
On en déduit que φa([C× Z](0,a)) ⊂ [Z]a, ce qu’il fallait démontrer. 
3.1.3. Compatibilité des différentes notions d’invariances.
Proposition 3.1.22. Soient (X, vX) une D-variété lisse au dessus de (R, 0) et Z ⊂ X une sous-
variété fermée invariante (définie sur R). On note (M,φ) le flot réel de (X, vX). L’ensemble Z(R) ⊂M
est un fermé φ-invariant.
Autrement dit, si Z ⊂ X est une sous-variété fermée invariante alors pour tout x ∈ Z(R), l’orbite
Ox de x est contenue dans Z.
Démonstration. Soit Z ⊂ X une sous-variété fermée invariante. D’après la remarque 3.1.16, la sous-
variété fermée analytique Z(C)an ⊂ MC = X(C)an est δMC -invariante. D’après la proposition 3.1.20,
on en déduit que, en notant φa le germe du flot complexe en a ∈MC, on a :
φa([C× Z(C)](0,a)) ⊂ [Z(C)]a
Si a ∈M ⊂MC, le germe du flot réel en a est la restriction du germe du flot complexe aux nombres
réels et vérifie :
φa([R×M ](0,a)) ⊂ [M ]a.
En prenant les intersections, on obtient que pour tout a ∈ X(R) :
φa([R× Z(R)](0,a)) ⊂ [Z(R)]a.
Le lemme 3.1.10 permet de conclure que Z(R) est φ-invariant. 
Voici une réciproque partielle au résultat précédent. Elle ne sera pas utilisée dans la preuve du
critère d’orthogonalité aux constantes.
Proposition 3.1.23. Soit (X, vX) une D-variété lisse au-dessus de (R, 0). On note (M,φ) le flot réel
de (X, vX). Si A ⊂ X(R) est un sous-ensemble φ-invariant alors la clôture de Zariski A de A est une
sous-variété fermée invariante de (X, vX).
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Démonstration. Remarquons d’abord que d’après le lemme A.1.12, on peut supposer que X est affine.
On note Z = A la clôture de Zariski de A dans X .
Il suffit de vérifier que l’idéal I ⊂ OM (M) des fonctions analytiques qui s’annulent sur A est stable
par la dérivation δv : OM −→ OM induite par le champ de vecteurs vM sur M . En effet, en utilisant
l’inclusion R[X ] ⊂ OM (M), l’idéal IZ ⊂ R[X ] définissant Z est donné par
IZ = I ∩R[X ] ⊂ OM (M).
Ces deux sous-ensembles sont stables par la dérivation δv, et donc Z est une sous-variété invariante
de (X, vX).
Montrons donc que le faisceau d’idéaux I ⊂ OM des fonctions analytiques s’annulant sur A est
invariant par la dérivation δv.
Soient f ∈ I et x ∈M . En notant φx : (R×M, (0, x)) −→ (M,x) le germe du flot φ en x, le germe
de δv(f) en x est donné par :
δv(f)x =
d
dt
[f ◦ φx]|t=0.
Comme A est un sous-ensemble φ-invariant, on a f ◦ φx([R×A](0,x)) = 0 et donc
δv(f)x([A]x) =
d
dt
[f ◦ φx]|t=0([A]x) = 0.
On en déduit que le germe δv(f)x de δv(f) en x appartient à Ix pour tout x ∈ M et donc que
δv(f) ∈ I. 
Corollaire 3.1.24. Soit (X, vX) une D-variété au dessus de (R, 0). La clôture de Zariski de X(R)
dans X est une sous-variété fermée invariante.
Il suffit d’appliquer successivement les deux proposition 3.1.22 et 3.1.23. Cet énoncé a la forme d’un
énoncé d’algèbre différentielle mais il est propre à l’extension de corps R ⊂ C. Il n’est pas difficile de
construire des exemples de D-variétés (X, vX) définie sur le corps Q des nombres rationnels telles que
la clôture de Zariski de X(Q) ne soit pas invariante.
Par exemple, si C est une courbe affine sur le corps Q admettant un nombre fini de points rationnels
et si vC est un champ de vecteurs régulier sur C qui ne s’annule pas en tous les points de C(Q) alors
la sous-variété fermée C(Q) = C(Q) ⊂ (C, vC) n’est pas invariante.
3.2. Flots topologiquement transitifs et topologiquement mélangeants. Dans cette partie,
on se restreint à l’étude de flots réels complets (M, (φt)t∈R). De plus, au lieu de considérer des flots
analytiques réels, on considère plus généralement des flots continus sur un espace métrisable, ce qui
est le cadre naturel pour les résultats de cette partie.
Un flot réel continu s’identifie alors à une action du groupe additif (R,+) des nombres réels sur un
espace métrisable M et donc à un système dynamique pour le groupe additif des nombres réels.
On renvoie aux trois premières sections du chapitre 1 de [Gla03] pour des résultats et notions
analogues dans le cadre plus général des systèmes dynamiques sur un groupe topologique localement
compact et de cardinal ≤ 2ℵ0 . Dans les prochains paragraphes, on donne une présentation autonome
des résultats qui nous seront utiles dans la suite.
3.2.1. Flot topologiquement transitif. On fixe M un espace topologique métrisable.
Définition 3.2.1. Soit (M, (φt)t∈R) un flot continu complet. On dit que (M, (φt)t∈R) est un flot
topologiquement transitif si pour tout couple d’ouverts non vides U, V ⊂ M , il existe t ∈ R tel que
φt(U) ∩ V 6= ∅.
Notation 3.2.2. Soit (M, (φt)t∈R) un flot continu complet. Pour tout couple d’ouverts non vides
U, V ⊂ X , on note
N(U, V ) = {t ∈ R | φt(U) ∩ V 6= ∅} ⊂ R
Un flot complet (M, (φt)t∈R) est topologiquement transitif si et seulement si pour tout couple
d’ouverts non vides U, V ⊂M , le sous-ensemble N(U, V ) ⊂ R est non vide.
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Remarque 3.2.3. Pour tout couple d’ouverts non vides U, V ⊂ R, le sous-ensemble N(U, V ) ⊂ R
est un ouvert de R. On en déduit que N(U, V ) s’écrit comme une union (au plus) dénombrable et
éventuellement vide d’intervalles ouverts disjoints de R.
De plus, remarquons que N(U, V ) = −N(V, U) ⊂ R.
Exemple 3.2.4. Si (M, (φt)t∈R) est le flot continu complet sur le disque unité S1 = R/2πZ induit par
le champ de vecteurs unitaire sur S1 alors pour tout couple d’intervalles ouverts non vides U, V ⊂ S1,
il existe a < b ∈ R tels que
N(U, V ) =
⋃
k∈Z
]a+ 2.πkZ; b+ 2.πkZ[.
Si (M, (φt)t∈R) est le flot continu complet sur la droite réelle induit par le champ de vecteurs
constant ddt alors pour tout couple d’intervalles ouverts bornés non vides U, V ⊂ R, il existe a < b ∈ R
tels que
N(U, V ) =]a, b[.
En particulier, les deux flots précédents sont topologiquement transitifs.
Avec des hypothèses topologiques raisonnables, on a la caractérisation suivante des flots complets
continus topologiquement transitifs.
Proposition 3.2.5. Soit (M, (φt)t∈R) un flot complet continu. Supposons que M soit localement
compact et séparable. Les propriétés suivantes sont alors équivalentes :
(i) Le flot (M, (φt)t∈R) est topologiquement transitif.
(ii) Il existe une orbite dense dans (M, (φt)t∈R).
Démonstration. (ii)⇒ (i) Soient U, V ⊂ M un couple d’ouverts non vide de M . Considérons x ∈M
dont l’orbite est dense dans M .
Comme l’orbite de x est dense dans M , il existe un réel t ∈ R tel que φt(x) ∈ U et un entier s ∈ R
tel que φs(x) ∈ V . On en déduit que
φ−s(V ) ∩ φ−t(U) 6= ∅ et donc φs−t(U) ∩ V 6= ∅.
(i)⇒ (ii) Considérons une base dénombrable d’ouverts (Uk)k∈N de l’espace métrique séparableM .
Remarquons qu’un sous-ensemble de M est dense si et seulement s’il rencontre tous les (Uk)k∈N.
On construit par récurrence sur k ∈ N∗ une suite de compacts d’intérieur non vide
Vk ⊂ Vk−1 ⊂ · · · ⊂ V1
tels que l’orbite de tout point de Vi rencontre les ouverts U1, · · · , Ui.
• Pour n = 1, comme M est localement compact, il existe un compact V1 ⊂ U1 d’intérieur non
vide.
• Supposons Vk ⊂ Vk−1 ⊂ · · · ⊂ V1 construits. Par hypothèse,
◦
Vk est un ouvert non vide. Comme
le flot est topologiquement transitif, il existe t ∈ R tel que
◦
Vk ∩ φt(Uk+1) 6= ∅. L’ensemble
◦
Vk∩φt(Uk+1) est un ouvert non vide deM et par construction, l’orbite de chacun de ses points
rencontre U1, · · · , Uk+1. Comme M est localement compact, il suffit de choisir un compact
Vk+1 d’intérieur non vide tel que Vk+1 ⊂
◦
Vk ∩ φt(Uk).
Une intersection de compacts non vides emboités étant toujours non vide, considérons x ∈
⋂
k∈N Vk.
Par construction, l’orbite de x rencontre tous les (Uk)k∈N et est donc dense dans M . 
Exemple 3.2.6. Considérons le tore Tn = Rn/Zn et le flot (φt)t∈R défini sur Tn par le système
d’équations différentielles linéaires 
dy1
dt = ω1
...
dyn
dt = ωn
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où ω = (ω1, · · · , ωn) ∈ Tn. Le flot complet (Tn, (φt)t∈R) défini par le système d’équations différentielles
précédent est appelé le flot constant sur le tore Tn de fréquences ω1, · · · , ωn.
Le flot (Tn, (φt)t∈R) est topologiquement transitif si et seulement si les fréquences ω1, · · · , ωn sont
Z-indépendantes [KH95, Proposition 1.5.1].
Remarque 3.2.7. Un produit de deux flots complets topologiquement transitifs n’est pas toujours
topologiquement transitif :
Considérons les flots constants sur Tn de fréquences respectives (ω1, · · ·ωn) et (τ1, · · · τn). Le flot
produit est le flot constant sur T2n de fréquences (ω1, · · ·ωn, τ1, · · · τn). D’après l’exemple 3.2.6, le
flot produit est topologiquement transitif si et seulement si (ω1, · · ·ωn, τ1, · · · τn) sont Z-linéairement
indépendants. En particulier le produit d’un flot constant sur le tore avec lui-même n’est jamais
topologiquement transitif.
3.2.2. Flots faiblement topologiquement mélangeants. La condition "être topologiquement transitif"
n’est donc pas stable par produit. On s’intéresse donc désormais à la classe des flots complets continus
(M, (φt)t∈R) tel que pour tout n ∈ N, le flot produit (M, (φt)t∈R)n est topologiquement transitif.
Proposition 3.2.8. Soit (M, (φt)t∈R) un flot continu. Les propriétés suivantes sont équivalentes
(i) Le flot (M, (φt)t∈R)× (M, (φt)t∈R) est topologiquement transitif.
(ii) Pour tout n ∈ N, le flot (M, (φt)t∈R)× · · · × (M, (φt)t∈R) est topologiquement transitif.
(iii) La famille des N(U, V ) où U et V parcourent l’ensemble des ouverts non vides de M est une
famille filtrante de P(R).
Rappelons que si E est un ensemble, une partie filtrante de P(E) est une partie F ⊂ P(E) \ {∅}
vérifiant : pour tout A,B ∈ F il existe C ∈ F tel que C ⊂ A ∩B.
Démonstration. (ii) ⇒ (i) est immédiat. Montrons que (iii) ⇒ (ii). Soit n ∈ N. Pour vérifier que
(M, (φt)t∈R)
n est topologiquement transitif, il suffit de vérifier que N(U, V ) 6= ∅ pour U et V parcou-
rant une base d’ouverts de Mn.
Les ouverts de la forme U1 × · · · × Un, où U1, · · · , Un ⊂ M sont des ouverts de M , engendrent la
topologie produit surMn. On en déduit que (M, (φt)t∈R)n est topologiquement transitif si et seulement
si
N(U1 × · · · × Un) ∩N(V1 × · · · × Vn) = N(U1, V1) ∩ · · · ∩N(Un, Vn) 6= ∅
lorsque U1, · · · , Un, V1 · · · , Vn parcourent les ouverts non vides de M .
Soient U1, · · · , Un, V1 · · · , Vn des ouverts non vides de M . D’après la propriété (iii), il existe des
ouverts non vides A,B ⊂M tels que N(A,B) ⊂ N(Un−1, Vn−1) ∩N(Un, Vn). On en déduit que :
N(U1, V1) ∩ · · · ∩N(Un−2, Vn−2) ∩N(A,B) ⊂ N(U1 × · · · × Un) ∩N(V1 × · · · × Vn).
Par induction, il existe des ouverts non vides A˜, B˜ ⊂M tels que :
N(A˜, B˜) ⊂ N(U1 × · · · × Un) ∩N(V1 × · · · × Vn).
En particulier, on obtient que N(U1 × · · · × Un) ∩N(V1 × · · · × Vn) 6= ∅ car N(A˜, B˜) 6= ∅.
Montrons que (i)⇒ (iii). Soient U1, V1, U2, V2 des ouverts non vides de M . Le système dynamique
(M, (φt)t∈R)× (M, (φt)t∈R) étant topologiquement transitif, on a
N(U1, V1) ∩N(U2, V2) 6= ∅.
En particulier, N(U1, V1) est toujours non vide.
De plus, considérons t ∈ N(U1, V1)∩N(U2, V2) et posons A = φt(U1)∩U2 et B = φt(V1)∩ V2. Par
hypothèse sur t, A et B sont des ouverts non vides de M et on vérifie facilement que
N(A,B) ⊂ N(U1, V1) ∩N(U2, V2). 
Définition 3.2.9. Soit (M, (φt)t∈R) un flot complet continu. On dit que (M, (φt)t∈R) est un flot
faiblement topologiquement mélangeant si l’une des trois conditions équivalentes de la proposition
3.2.8 est vérifiée.
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Exemple 3.2.10. Le calcul direct des N(U, V ) pour les exemples 3.2.4 montrent que ces deux flots
ne sont pas faiblement topologiquement mélangeants.
De même, la remarque 3.2.7 montre que les flots constants sur le tore (exemple 3.2.6) ne sont pas
faiblement topologiquement mélangeants non plus.
L’exemple fondamental de flot faiblement topologiquement mélangeant est le flot géodésique uni-
taire sur une variété réelle compacte munie d’une métrique à courbure strictement négative (voir
[Ano69], [Cou04], [Dal99]). Cet exemple sera le point de départ des applications pour le critère d’or-
thogonalité aux constantes présenté dans ce texte et sera discuté dans une suite de cet article.
4. Un critère dynamique d’orthogonalité aux constantes
Dans cette section, on établit le critère annoncé d’orthogonalité aux constantes pour les D-variétés
réelles ainsi que sa version en familles annoncées dans l’introduction.
Le critère d’orthogonalité aux constantes que nous présentons (Théorème 4.2.2) consiste en une
obstruction topologique à la présence d’intégrale première rationnelle pour ce flot complet et tous
ses produits. L’argument essentiel est donné par une notion élémentaire de la théorie des systèmes
dynamiques topologiques : les flots faiblement topologiquement mélangeants.
En s’appuyant sur les résultats de spécialisation de la deuxième partie de ce texte, nous démontrons
ensuite une variante de ce critère d’orthogonalité aux constantes (Théorème 4.3.1) pour les membres
“très génériques” de familles lisses de D-variétés absolument irréductibles a partir de l’étude dynamique
d’une des fibres réelles.
4.1. Indétermination et intégrale première rationnelle. On étudie plus généralement les consé-
quences de l’existence d’une intégrale première rationnelle pour les D-variétés définies sur des corps
de constantes. On fixe k un corps de caractéristique 0.
Notation 4.1.1. Soient X une variété algébrique irréductible sur le corps k et f ∈ k(X) une fonction
rationnelle. Alors f définit un morphisme rationnel de variétés f : X 99K P1 qui admet un plus grand
ouvert de définition U ⊂ X .
Le graphe Gf ⊂ U ×P1 de f s’identifie à une sous-variété fermée irréductible de U ×P1. Sa clôture
de Zariski dans X × P1 sera notée Gf .
Lemme 4.1.2. Soient (X, vX) une D-variété irréductible au dessus de (k, 0) et f ∈ k(X) une fonction
rationnelle. On a équivalence entre :
(i) La fonction rationnelle f est une intégrale première rationnelle de (X, vX).
(ii) La sous-variété fermée Gf ⊂ (X, vX)× (P1, 0) est une sous-variété fermée invariante.
Démonstration. Considérons U ⊂ X un ouvert affine tel que f|U : U −→ A1 est une fonction régulière.
D’après les lemmes A.1.12 et A.1.7, il suffit de vérifier l’équivalence pour f|U . On peut donc supposer
que U = X , c’est à dire que X est affine et que f ∈ k[X ].
Le graphe Gf ⊂ X × A1 de f est alors l’hypersurface de X × A1 d’équation Y − f = 0.
On en déduit que Gf est une sous-variété invariante de (X, vX)× (A1, 0) si et seulement s’ il existe
h(Y ) ∈ k[X ][Y ] tel que
δX(f) = h(Y )(Y − f) ∈ k[X ][Y ].
En comparant les dégrés en Y , on voit que nécessairement h(X,Y ) = 0 et donc que la seconde
condition est équivalente à δX(f) = 0, autrement dit que f est une intégrale première rationnelle de
(X, vX). 
Définition 4.1.3. Soient X une variété algébrique irréductible et f ∈ k(X) une fonction rationnelle.
On appelle lieu d’indétermination de f et on note Ind(f), le complémentaire du plus grand ouvert de
définition de f : X 99K P1. Le lieu d’indétermination de f est donc une sous-variété fermée de X .
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Remarque 4.1.4. Soient X une variété algébrique irréductible et lisse et f : X 99K P1 une fonction
rationnelle sur X . En notant πf : Gf −→ X la restriction de la première projection à Gf , d’après le
Main Theorem de Zariski [Mum95, Théorème 3.20], on a la description suivante de Ind(f) :
Ind(f) = {x ∈ X | π−1f (x) admet une composante irréductible de dimension > 0}
Comme Gf ⊂ X × P1, la condition précédente se réécrit :
Ind(f) = {x ∈ X | {x} × P1 ⊂ Gf}.
Lemme 4.1.5. Soient (X, vX) une D-variété irréductible et lisse au-dessus de (k, 0) et f ∈ k(X) une
intégrale première rationnelle. Le lieu d’indétermination de f , Ind(f) ⊂ (X, vX) est une sous-variété
fermée invariante.
Démonstration. On note Z = Ind(f) ⊂ X le lieu d’indétermination de f qui est donc une sous-variété
fermée de X . On commence par décrire le faisceau d’idéaux associé à Z avant dé vérifier qu’il est
invariant.
Considérons U ⊂ X un ouvert affine. La sous-variété fermée irréductible GU := Gf ∩ (U × A1) ⊂
U ×A1 est une hypersurface. Comme U ×A1 est lisse, il existe F ∈ k[U ][T ] tel que GU ⊂ U ×A1 est
l’hypersurface d’équation F (X,T ) = 0. Fixons t0 ∈ k. D’après la remarque 4.1.4, on a alors
Z = {x ∈ X | F (x, .) = 0} = {x ∈ X | ∀n ∈ N ,
∂
∂tn
F (x, t0) = 0}.
On en déduit que IZ(U) ⊂ OX(U) est l’idéal engendré par ∂∂tnF (X, t0) où n parcourt N.
D’après le lemme 4.1.2, la sous-variété fermée GU ⊂ (U, vX)×(A1, 0) est une sous-variété invariante,
donc il existe h(X,Y ) ∈ k[U ][T ] tel que
δX×A1(F (X,T )) = h(X,T )F (X,T ).
Les dérivations δX×A1 et
∂
∂t commutent (car δX×A1(T ) = 0) et donc pour tout n ∈ N,
[δX×A1
∂
∂tn
F ](X, t0) = [
∂
∂tn
δX×A1(F )](X, t0) = [
∂
∂tn
(h.F ))](X, t0)
Comme IZ(U) est l’idéal engendré par ∂∂tnF (X, t0) où n parcourt N, la règle de Leibniz pour les
dérivations supérieures d’un produit permet alors de conclure que IZ(U) ⊂ OX(U) est un idéal
invariant et donc que Ind(f) est une sous-variété fermée invariante. 
Proposition 4.1.6. Soit (X, vX) une D-variété irréductible et lisse au dessus de (k, 0) admettant
une intégrale première rationnelle non constante. En notant Inv l’ensemble des sous-variétés fermées
invariantes strictes de (X, vX), on a :
X(k) =
⋃
Z∈Inv
Z(k).
Démonstration. Considérons f : X 99K P1 une intégrale première rationnelle non constante et notons
U son plus grand ouvert de définition.
Considérons x ∈ X(k). On a deux cas :
• Si x ∈ U(k) alors en notant a = f(x), f−1(a) est une sous-variété fermée invariante de (U, vX)
contenant x et de codimension 1. Sa clôture de Zariski dans X est une sous-variété fermée
invariante (d’après le lemme A.1.12) et stricte de (X, vX).
• Si x /∈ U(k) alors x ∈ Ind(f) qui est une sous-variété fermée invariante stricte d’après le lemme
4.1.5. 
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4.2. Critère d’orthogonalité aux constantes pour les D-varietes reelles.
Lemme 4.2.1. Soient (M, vM ) une D-variété analytique réelle et K ⊂ M un compact φ-invariant.
On note (U, φ) le flot réel associé. La restriction du flot φ au sous-ensemble K est un flot complet.
Démonstration. Pour tout x ∈ M , notons Ux =]t−(x); t+(x)[ où t−(x) < 0 < t+(x), le plus grand
ouvert de définition de la courbe intégrale φx de vM en x ∈M vérifiant φx(0) = x.
Les fonctions t+ : M −→ R ∪ {−∞;∞} et t− : M −→ R ∪ {−∞;∞} sont des fonctions continues.
Comme K est compact, le réel ǫ = infx∈Kt+(x) est strictement positif.
On raisonne par l’absurde en considérant x0 ∈ K tel que, par exemple, t0 = t+(x) < ∞. Posons
x1 = φt0− ǫ2 (x) ∈ K car K est φ-invariant.
La courbe définie par :
φx :

]t−(x); t+(x) + ǫ2 [−→M
t 7→
{
φx0(t) si t ≤ t0
φx1(t− t0 −
ǫ
2 ) si t ≥ t0 −
ǫ
2
est bien définie par la propriété de semi-groupe du flot associé au champ de vecteurs vM . On vérifie
aisément que φx est une courbe intégrale de vM vérifiant φx(0) = x, ce qui contredit la maximalité de
Ux.
De même, on obtient que t−(x) = −∞ pour tout x ∈ K et donc que la restriction du flot φ au
compact K est complet. 
Théorème 4.2.2. Soient X une variété absolument irréductible sur R et v un champ de vecteurs
rationnel sur X. On note (M,φ) le flot régulier réel de (X, vX). Supposons qu’il existe un compact
K ⊂M Zariski-dense dans X et invariant par le flot φ. La restriction du flot φ à K est alors un flot
métrisable complet.
Si (K, (φt|K)t∈R) est faiblement topologiquement mélangeant alors le type générique de (X, v) est
orthogonal aux constantes.
Démonstration. La conclusion reste inchangée lorsque l’on remplace X par U = X \ (Sing(X) ∪
Sing(v)). On peut donc supposer que (X, v) est une D-variété absolument irréductible et lisse au
dessus de (R, 0).
Lemme 4.2.3. Soit (X, v) une D-variété irréductible lisse au dessus de (R, 0). Si le flot réel associé
(M,φ) admet une orbite Zariski-dense dans X alors (X, v) est sans intégrale première rationnelle non
constante.
Démonstration. Considérons x ∈ M = X(R) dont l’orbite est Zariski-dense dans X et Z ⊂ X une
sous-variété fermée invariante contenant x. D’après la proposition 3.1.22, l’orbite Ox de x ∈ M est
contenue dans Z(R) et comme cette orbite est Zariski-dense dans X , on en déduit que Z = X . On
en déduit que x /∈
⋃
Z∈Inv Z(R). La proposition 4.1.6 permet de conclure que (X, v) est sans intégrale
première rationnelle. 
La fin de la démonstration est alors formelle : Puisque (K, (φt|K)t∈R) est faiblement topologiquement
mélangeant, pour tout n ∈ N, le flot (K, (φt|K)t∈R)n est topologiquement transitif et admet donc une
orbite On ⊂ Kn dense pour la topologie analytique (Proposition 3.2.5).
De plus, K ⊂ X est Zariski-dense et donc Kn ⊂ Xn aussi pour tout n ∈ N. La topologie analytique
étant plus fine que la topologie de Zariski, on en déduit que pour tout n ∈ N, (X, v)n admet On pour
orbite Zariski-dense.
D’après le lemme précédent, laD-variété (X, v)n est sans intégrale première rationnelle non constante
pour tout n ∈ N. Son type générique est donc orthogonal aux constantes d’après le théorème 2.1.4. 
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4.3. Critère d’orthogonalité aux constantes pour les familles de D-variétés.
Théorème 4.3.1. Soient k un sous-corps des nombres réels, S une variété algébrique lisse et irré-
ductible au dessus de k et f : (X , v) −→ (S, 0) une famille lisse de D-variétés absolument irréductibles
à paramètres dans S.
Supposons qu’il existe un point p ∈ S(R) et un compact K ⊂ Xp(R)an Zariski-dense dans X et
invariant par le flot φ du champ de vecteurs v|Xp .
Si (K, (φt|K)t∈R) est faiblement topologiquement mélangeant alors il existe un ensemble dénombrable
{Zi : i ∈ N} de sous-variétés fermées algébriques strictes (sur le corps des nombres réels) Zi de S tel
que :
∀s ∈ S(C) \
⋃
i∈N
Zi(C), (X , v)s est orthogonal aux constantes.
Démonstration. Notons d’abord qu’on peut toujours supposer que k est finiment engendré et donc un
corps dénombrable.
Sous les hypothèses du théorème 4.3.1, le théorème 4.2.2 implique que le type générique de la fibre
(X , v)p est orthogonal aux constantes.
Notons η le point générique de S. Le théorème 2.3.6 (ou plus précisément sa contraposée) implique
alors que le type générique de (X , v)η est orthogonal aux constantes.
En utilisant le lemme 2.3.3, pour toutes les realisations
Considérons maintenant l’ensemble S des sous-variétés fermées strictes de S (au dessus de k).
Puisque k est dénombrable, l’ensemble S est dénombrable.
Soit s ∈ S(C)\
⋃
Z∈S Z(C). Par construction, s réalise le type générique de S (au sens de ACF0) et
donc le type générique de (S, 0) (au sens de DCF0) puisque le corps des constantes est un pur corps
algébriquement clos stablement plongé. Le corollaire 2.3.3 implique donc que (X, v)s est orthogonal
aux constantes. 
Annexe A. D-variétés et ensembles définissables associés
Dans cette partie, nous étudions les interactions entre les ensembles définissables dans un corps
différentiellement clos et la notion de D-variété, introduite par A. Buium dans [Bui93]. L’utilisation
des D-variétés pour l’étude des corps différentiellement clos est fréquente en théorie des modèles
([HI03], [PZ03]). La relation entre la catégorie des D-schémas et les ensembles définissables (et les
types) dans un corps différentiellement clos est analogue à la relation entre les schémas et les ensembles
définissables dans un corps algébriquement clos.
Dans la première section, nous rappelons la définition et les propriétés structurelles des D-schémas
ainsi que de la notion associée de sous-schéma invariant. Dans la deuxième section, nous nous concen-
trons sur la relation entre D-variété et ensemble définissable dans la théorie DCF0. Enfin, dans la
dernière section, nous prouvons, à l’aide du principe de reflexivité de Shelah dans une théorie stable,
un premier critère d’orthogonalité aux constantes (Théorème 2.1.4) qui sera développé et enrichi pour
les D-variétés définie sur le corps des nombres réels dans la troisième partie de ce texte.
A.1. D-schémas.
A.1.1. Catégorie des D-schémas.
Définition A.1.1. On appelle D-schéma tout couple (X, δX) où X est un schéma et δX : OX −→ OX
est une dérivation sur le faisceau structural OX de X , c’est-à-dire un morphisme de faisceaux en
groupes abéliens satisfaisant à la règle de Leibniz :
δX(s.t) = δX(s).t+ s.δX(t) pour tout ouvert U ⊂ X et tous s, t ∈ OX(U).
Si (X, δX) et (Y, δY ) sont deux D-schémas, on appelle morphisme de D-schémas de (X, δX) vers
(Y, δY ), tout morphisme de schémas f = (|f |, f ♯) : (X,OX) −→ (Y,OY ) faisant commuter le dia-
gramme suivant :
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(3)
OX
δX // OX
f−1OY
f♯
OO
f−1δY
// f−1OY
f♯
OO
On a ainsi défini une catégorie appelée catégorie des D-schémas et notée D-Sch.
Exemple A.1.2. Soit (A, δA) un anneau (commutatif) différentiel. La dérivation δA se prolonge
uniquement aux localisations de A et induit une dérivation sur le faisceau structural OSpec(A). On
obtient ainsi un D-schéma noté (Spec(A), δA).
Remarque A.1.3. Plus généralement, on peut définir la catégorieC desD-espaces localement annelés
dont :
• les objets sont les espaces localement annelés (X,OX) muni d’une dérivation δX : OX −→ OX
du faisceau structural OX .
• les flèches sont les morphismes d’espaces localement annelés faisant commuter le diagramme
(3).
La catégorie des D-schémas s’identifie alors à la sous-catégorie pleine de la catégorie C dont les
objets sont les D-espaces localement annelés (X,OX , δX) localement représentable sous la forme
(Spec(A), δA) où (A, δ) est un anneau différentiel.
La catégorie D-Sch admet un foncteur d’oubli naturel vers la catégorie des schémas obtenu en
oubliant la dérivation sur le faisceau structural Foub : D-Sch −→ Sch.
Notation A.1.4. Pour toute propriété (P ) des schémas (resp. des morphismes de schémas), nous
dirons qu’un D-schéma (resp. un morphisme de D-schémas) possède la propriété (P ) si le schéma
sous-jacent (resp. le morphisme de schémas sous-jacent) possède la propriété (P ).
Par exemple, on dira qu’un D-schéma (X, δX) est de type fini (resp. séparé, réduit, irréductible) si
le schéma sous-jacent X a la même propriété.
Proposition A.1.5. La catégorie D-Sch admet des produits fibrés et un élément terminal. De plus,
la formation des produits fibrés commute au foncteur d’oubli vers la catégorie des schémas.
Démonstration. En effet, si (C, δC) est un anneau différentiel et (A, δA) et (B, δB) sont deux (C, δC)-
algèbres différentielles, on définit la (C, δ)-algèbre différentielle
(A, δA)⊗(C,δC) (B, δB) = (A⊗C B, δA ⊗C IdB + IdA ⊗C δB).
On vérifie alors qu’on a ainsi défini le produit de (Spec(A), δA) avec (Spec(B), δB) au dessus de
(Spec(C), δC). Pour les D-schémas généraux, on procède par recollement à partir d’un recouvrement
affine. Cette construction montre que la formation des produits commute au foncteur d’oubli vers la
catégorie des schémas. 
Remarque A.1.6. Soit (K, δ) un corps différentiel. Le couple (Spec(K), δ) est un D-schéma. On
note D-Sch/(K, δ), la catégorie des objets au dessus de (Spec(K), δ).
La catégorie D-Sch/(K, δ) admet un élément terminal ainsi que des produits fibrés d’après la
proposition A.1.5. Cette proposition montre aussi que, si (K, δ) ⊂ (L, δL) est une extension de corps
différentiels alors, on a un foncteur de changement de base noté
−×(K,δ) (L, δL) :
{
D-Sch/(K, δ) −→ D-Sch/(L, δL)
(X, δX) 7→ (X, δX)(L,δL)
.
Si (X, δX) est un D-schéma alors tout ouvert U ⊂ X est naturellement muni d’une structure de
D-schéma notée (U, δU ) qui fait de l’immersion ouverte un morphisme de D-schémas.
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Lemme A.1.7. Soient (X, δX) et (Y, δY ) deux D-schémas, f : X −→ Y un morphisme de schémas et
U ⊂ X un ouvert schématiquement dense. Si f|U : (U, δU ) −→ (Y, δY ) est un morphisme de D-schémas
alors f : (X, δX) −→ (Y, δY ) est un morphisme de D-schémas.
La réciproque du lemme A.1.7 est bien-sûr toujours vérifiée même lorsqu’on ne suppose plus que
U ⊂ X est schématiquement dense
Démonstration. On veut montrer que le diagramme (3) est commutatif. Comme l’inclusion i : (U, δU ) −→
(X, δX) est un morphisme de D-schémas, et par adjonction entre les foncteurs i−1 et i∗, on a le dia-
gramme commutatif :
(4)
i∗OU
i∗δU // i∗OU
OX
OO
δX
// OX
OO
De plus, puisque U ⊂ X est schématiquement dense, les deux flèches verticales sont injectives. Ainsi,
pour vérifier la commutativité du diagramme (3), il suffit de vérifier que le diagramme suivant est
commutatif :
i∗OU
i∗δU // i∗OU
f−1OY
OO
f−1δY
// f−1OY
OO
La commutativité du dernier diagramme est conséquence du fait que f|U : (U, δU ) −→ (Y, δY ) est
un morphisme de D-schémas et de l’adjonction entre les foncteurs i−1 et i∗. 
Définition A.1.8. Soient (X, δX) et (Y, δY ) deux D-schémas intègres et f : X 99K Y un morphisme
rationnel. On dit que f : (X, δX) 99K (Y, δY ) est un morphisme rationnel de D-schémas si sa restriction
à un ouvert non vide de X est un morphisme de D-schémas.
D’après le lemme A.1.7, si f : (X, δX) 99K (Y, δY ) est un morphisme rationnel de D-schémas alors
f définit un morphisme de D-schémas sur son ouvert de définition.
A.1.2. Sous-schémas invariants.
Définition A.1.9. Soit (X, δX) un D-schéma. On dit qu’un sous-schéma fermé Y ⊂ X est un sous-
schéma fermé invariant de (X, δX), si le faisceau d’idéaux IY ⊂ OX définissant Y est stable par la
dérivation δX , c’est-à-dire si pour tout ouvert U ⊂ X ,
IY (U) ⊂ (OX(U), δX) est un idéal différentiel.
Remarque A.1.10. Soit (X, δX) un D-schéma et i : Y −→ X un sous-schéma fermé invariant. La
dérivation δX passe au quotient en une dérivation δY : OY −→ OY sur le faisceau structural de Y qui
fait de (Y, δY ) un D-schéma tel que l’immersion fermée i : (Y, δY ) −→ (X, δX) est un morphisme de
D-schémas.
Réciproquement, toute immersion fermée i : (Y, δY ) −→ (X, δX) de D-schémas définit un sous-
schéma fermé invariant de (X, δX).
Lemme A.1.11. Soient f : (X, δX) −→ (S, δS) un morphisme de D-schémas et (T, δT ) −→ (S, δS)
un changement de base.
Si Y ⊂ X un sous-schéma fermé invariant de (X, δX) alors Y ×S T est un sous-schéma fermé
invariant de (X, δX)×(S,δS) (T, δT ).
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Démonstration. L’immersion fermée i : (Y, δY ) −→ (X, δX) induit après changement de base, un
morphisme de D-schémas :
iB : (Y, δY )×(S,δS) (T, δT ) −→ (X, δX)×(S,δS) (T, δT )
La notion d’immersion fermée étant invariante par changement de base, on conclut à l’aide de la
remarque A.1.10. 
En particulier, si (X, δX) est un D-schéma, U ⊂ X un ouvert et Y ⊂ X un sous-schéma fermé
invariant alors Y ∩U est un sous-schéma fermé invariant de (U, δU ). Réciproquement, on a le résultat
suivant.
Lemme A.1.12. Soient (X, δX) un D-schéma et Y ⊂ X un sous-schéma fermé. Considérons U ⊂ X
un ouvert tel que Y ∩ U est schématiquement dense dans Y .
Si Y ∩U est un sous-schéma fermé invariant de (U, δU ) alors Y est un sous-schéma fermé invariant
de (X, δX).
Démonstration. On note I ⊂ OX , le faisceau d’idéaux définissant Y . L’immersion ouverte U ⊂ X
induit un diagramme commutatif :
OX/I
j // i∗(OX/I)|U
OX
π
OO
// i∗OX|U
πU
OO
où la première flèche horizontale j est injective car Y ∩ U est schématiquement dense dans Y .
Montrons que le faisceau d’idéaux I ⊂ OX est stable par la dérivation δX .
Soit V ⊂ X un ouvert et f ∈ I(V ). On a alors πU (δX(f)|U ) = πU [δU (f|U )] = 0 car Y ∩ U est un
sous-schéma fermé invariant de U . On en déduit que (j ◦ π)(δX(f)) = 0 donc que π(δX(f)) = 0 car j
est injective, c’est-à-dire δX(f) ∈ I(V ). 
Proposition A.1.13. Soit (X, δX) un D-schéma noethérien au dessus de (Q, 0) et Y ⊂ X un sous-
schéma fermé invariant. Alors :
(i) Le sous-schéma fermé invariant réduit Yred ⊂ Y ⊂ (X, δX) est un sous-schéma fermé inva-
riant.
(ii) Les composantes irréductibles Y1, · · · , Yn ⊂ (X, δX) de Yred sont des sous-schémas fermés
invariants.
Démonstration. Si (A, δ) est un anneau différentiel de caractéristique 0 alors le radical de tout idéal
différentiel est un idéal différentiel [MMP06, Chapitre 2, Lemme 1.15]. On en déduit que la propriété
(i) est vérifiée.
Pour (ii), considérons Yi une composante irréductible de Yred. Considérons un ouvert U ⊂ X tel
que
Yred ∩ U = Yi ∩ U 6= ∅
(Il suffit de considérer l’ouvert U = X \
⋃
j 6=i Yj).
Le schéma Yi ∩ U = Yred ∩ U est un sous-schéma fermé invariant de (U, δU ). Comme de plus
Yi ∩ U ⊂ Yi est schématiquement dense dans Yi (car Yi est irréductible et U ∩ Yi est non vide), le
sous-schéma fermé Yi ⊂ (X, δX) est invariant d’après le lemme A.1.12. 
A.2. Ensemble définissable associé à une D-variété. On fixe (U , δU ) un modèle saturé de la
théorie des corps différentiellement clos. Tous les corps différentiels considérés seront des sous-corps
différentiels de (U , δU ).
Notation A.2.1. Soit (K, δ) un corps différentiel. On appelle D-variété au dessus de (K, δ), tout
D-schéma au dessus de (K, δ) séparé, de type fini et réduit.
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En particulier, les D-variétés au dessus de (K, δ) ne sont pas supposées irréductibles et on par-
lera de D-variétés irréductibles (resp. absolument irréductibles) au dessus de (K, δ) pour désigner
les D-variétés au dessus de (K, δ) dont le K-schéma sous-jacent est irréductible (resp. absolument
irréductible).
Remarque A.2.2. La notion de D-variété est préservée par changement de base par un corps diffé-
rentiel puisque les corps différentiels sont de caractéristique 0, c’est-à-dire si (K, δ) ⊂ (L, δL) est une
extension de corps différentiels et (X, δX) est une D-variété au dessus de (K, δ), alors (X, δX)(L,δL)
est une D-variété au dessus de (L, δL).
A.2.1. Interprétation d’une D-variété dans DCF0. Soit (K, δ) un corps différentiel.
Notation A.2.3. Soient (K, δ) ⊂ (L, δL) une extension de corps différentiels et (X, δX) un D-schéma
au dessus de (K, δ). On appelle ensemble des (L, δL)-points différentiels de (X, δX), l’ensemble
(X, δX)
(L,δL) = HomD−Sch/(K,δ)[(SpecL, δL); (X, δX)].
On montre dans la suite de cette partie que l’ensemble (X, δX)(U,δU ) peut être muni d’une structure
d’ensemble définissable dans DCF0.
Exemple A.2.4. Soit (S) un système d’équations différentielles algébriques à paramètres dans (K, δ),
c’est-à-dire un système d’équations différentielles algébriques de la forme :
(S) :

P1(x1, · · · , xr, δ(x1), · · · , δk(x1), · · · δk(xr)) = 0
...
Pr(x1, · · · , xr, δ(x1), · · · , δk(x1), · · · δk(xr)) = 0
où les Pi ∈ K[X
(0)
1 , · · · , X
(0)
r , · · · , X
(k)
1 , · · · , X
(k)
r ] sont des polynômes.
Le foncteur S "solutions de (S)" de la catégorie des (K, δ)-algèbres différentielles vers la catégorie
des ensembles est représentable par un D-schéma affine (X, δX) au dessus de (K, δ).
En effet, considérons K{X1, · · · , Xr} la (K, δ)-algèbre différentielle libre engendrée par les indéter-
minées X1, · · · , Xr. Pour tout i ≤ r, on a
Pi(X1, · · · , Xr, δ(X1), · · · , δ
k(X1), · · · δ
k(Xr)) ∈ K{X1, · · · , Xr}.
Notons I ⊂ K{X1, · · ·Xr} l’idéal différentiel engendré par ces éléments. Le foncteur S est alors
représentable par le D-schéma affine associé à la (K, δ)-algèbre différentielle K{X1, · · · , Xn}/I. En
général, ce D-schéma n’est ni réduit ni de type fini.
Remarque A.2.5. On en déduit que si (X, δX) représente le foncteur solutions d’un système d’équa-
tions différentielles algébriques (S) à paramètres dans (K, δ) alors (X, δX)(U ,δU) = S(U , δU ) s’identifie
à un ensemble K-définissable de (U , δU ).
Construction A.2.6. Soit (X, δX) uneD-variété au dessus de (K, δ). Considérons V = (Vi, fi)i=1,··· ,n
où (Vi) est un recouvrement ouvert affine de X et où les fi : Vi −→ An sont des immersions fermées.
On peut construire une formule φV(x) sans quantificateurs à paramètres dans K telle que pour
toute extension de corps différentiels (K, δ) ⊂ (L, δL), on a l’identification suivante :
(X, δX)
(L,δL) = φV(L, δL).
Démonstration. Pour toute extension de corps différentiels (K, δ) ⊂ (L, δL), puisque (Vi)ni=1 est un
recouvrement ouvert de X , on a une application surjective :
π :
n⊔
i=1
(Vi, δVi)
(L,δL) −→ (X, δX)
(L,δL).
qui identifie (X, δX)(L,δL) au quotient de
⊔n
i=1(Vi, δVi)
(L,δL) par une relation d’équivalence E.
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Pour tout i ≤ n, les immersions fermées fi : Vi −→ An permettent d’identifier (Vi, δi)(L,δL) à
l’ensemble des solutions d’un système d’équations différentielles algébriques (Si) à n indéterminées et
donc à un ensemble K-définissable sans quantificateurs dans (L, δL).
On en déduit que
⊔n
i=1(Vi, δVi)
(L,δL) s’identifie à un ensemble K-définissable de (L, δL) sans quan-
tificateurs.
Assertion. La relation d’équivalence E est K-définissable sans quantificateurs dans le langage des
anneaux.
En effet, sa définition est donnée par les fonctions de transitions du recouvrement ouvert (Ui)i≤n
et donc définissable sans quantificateurs dans le langage des anneaux (et donc dans le langage des
anneaux différentiels).
Par élimination des imaginaires dans la théorie des corps algébriquement clos, il existe une formule
sans quantificateurs φV(x) telle que pour toute extension de corps différentiels (K, δ) ⊂ (L, δL) :
(X, δX)
(L,δL) =
n⊔
i=1
(Vi, δVi)
(L,δL)/E = φV(L, δL).

Le lemme suivant montre que la structure définissable induite ne dépend pas du recouvrement
ouvert choisi.
Lemme A.2.7. Soit E l’ensemble des données V = (Vi, fi)i=1,··· ,n où (Vi) est un recouvrement ouvert
affine de V et où les fi : Vi −→ An sont des immersions fermées.
Si V ,V ′ ∈ E alors pour toute extension de corps différentiels (K, δ) ⊂ (L, δL), les ensembles
φV(L, δL) et φV′(L, δL) sont en bijection définissable sans quantificateurs à paramètres dans (K, δ).
Démonstration. Deux recouvrement ouverts admettent toujours un raffinement commun. On peut
donc supposer que V ′ est un recouvrement plus fin que V . Il suffit alors de vérifier que si X est un
D-schéma affine et (Vi)i≤n un recouvrement affine de X alors l’application
π :
n⊔
i=1
(Vi, δVi)
(L,δL) −→ (X, δX)
(L,δL)
est K-définissable sans quantificateurs, ce qui est immédiat. 
Suivant l’usage en théorie des modèles, si (K, δ) ⊂ (U , δU ) est une extension différentiellement
close, on identifiera (X, δX)(U ,δU) à un ensemble K-définissable dans (U , δU ) sans préciser le recou-
vrement affine choisi. On a la description intrinsèque suivante de la structure induite par (U , δU ) sur
(X, δX)
(U ,δU).
Corollaire A.2.8. Soient (K, δ) un corps différentiel et (X, δX) une D-variété au-dessus de (K, δ).
Les sous-ensembles K-définissables de (X, δX)(U ,δU ) sont les combinaisons booléennes d’ensembles de
la forme (Y, δY )(U ,δU ) où Y ⊂ (X, δX) est une sous-variété invariante.
Démonstration. Supposons que le D-schéma (X, δX) est affine et considérons une immersion fermée
X ⊂ An. Par élimination des quantificateurs, les sous-ensembles K-définissables de Un sont les com-
binaisons booléennes de sous-ensembles de la forme :
V (I) = {x ∈ Un | f(x) = 0 , ∀f ∈ I} ⊂ Un.
où I ⊂ K{X1, · · · , Xn} est un idéal différentiel de la (K, δ)-algèbre libre d’indéterminéesX1, · · ·Xn.
On en déduit que les sous-ensemble définissables de (X, δX)(U ,δU ) sont les combinaisons booléennes des
ensembles V (I) où I ⊂ K{X1, · · · , Xn} est un idéal différentiel contenant l’idéal IX définissant X . Ces
derniers sont en correspondance avec les sous-schémas fermés invariants de (X, δX). La proposition
A.1.13 permet alors de conclure.
On en déduit le cas général à l’aide du lemme A.1.12 et de la construction précédente.

CORPS DIFFÉRENTIELS ET FLOTS GÉODÉSIQUES I 45
Notation A.2.9. Soient (X, δX) une D-variété au dessus d’un corps différentiel (K, δ) et Σ =
(X, δX)
(U ,δU). On note SΣ(K) l’ensemble des types vivants sur Σ (c’est-à-dire vérifiant pΣ(x) |= x ∈ Σ)
à paramètres dans K.
Corollaire A.2.10. Soient (K, δ) un corps différentiel et (X, δX) une D-variété au dessus de (K, δ).
On pose Σ = (X, δX)(U ,δU). Pour toute sous-variété fermée invariante Y ⊂ (X, δX), il existe un unique
type complet p(Y,δY )(x) vivant sur Σ vérifiant :
p(Y,δY )(x) |=
{
x ∈ (Y, δY )(U ,δU)
x /∈ (Y ′, δ′Y )
(U ,δU) pour Y ′ * Y une sous-variété invariante stricte
De plus, en notant Invδ(X, δX) l’ensemble des sous-variétés fermées irréductibles et invariantes de
(X, δX), l’application Invδ(X, δX) −→ SΣ(K) ainsi définie est une bijection.
Le cas affine est donné par le corollaire 1.2.5 et la cas général s’en déduit aisément à l’aide du
lemme A.1.12.
A.2.2. Type générique d’une D-variété irréductible. Soit (X, δX) une D-variété irréductible au dessus
de (K, δ). Le corollaire précédent montre qu’il existe un type p ∈ S(K) à paramètres dans K et vivant
sur (X, δX)(U ,δU) dont les réalisations coïncident avec les réalisations du point générique (au sens de
la géométrie algébrique) de (X, δX).
Définition A.2.11. Soient (K, δ) un corps différentiel et (X, δX) une D-variété irréductible au dessus
de (K, δ). On appelle type générique de (X, δX), le type p(X,δX ) ∈ S(K) correspondant à la variété X
elle-même dans le corollaire A.2.10.
Lemme A.2.12. Soient (K, δ) un corps différentiel et (X, δX) une D-variété irréductible au dessus
de (K, δ). Posons Σ = (X, δX)(U ,δU).
(i) Le type p(X,δX ) est l’unique type d’ordre maximal vivant sur Σ. De plus, il vérifie
ord(p(X,δX )) = dim(X).
(ii) Le type p(X,δX ) est stationnaire si et seulement si la D-variété (X, δX) est absolument irré-
ductible. Dans ce cas, son unique extension non-déviante à une extension (K, δ) ⊂ (L, δL) est
le type générique de (X, δX)(L,δL).
Démonstration. Soit a |= p(X,δX ) une réalisation du type p(X,δX ). Par définition du type p(X,δX), ses
réalisations sont les réalisations du point générique de (X, δX) et donc le sous-corps différentiel K〈a〉
engendré par a dans (U , δU ) est isomorphe au corps différentiel (K(X), δX). On en déduit que :
ord(p) = tr(K〈a〉/K) = tr(K(X)/K) = dim(X).
La propriété (i) est donc vérifiée. Montrons la propriété (ii). Soit (K, δ) ⊂ (L, δL) une extension de
corps différentiels.
Le corollaire A.2.10 montre que les extensions de p(X,δX ) à (L, δL) correspondent aux sous-variétés
irréductibles invariantes de (X, δX)(L,δL) dont la projection vers X est dominante.
D’après le corollaire ?? et la propriété (i) au-dessus, les extensions non déviantes de p(X,δX ) à (L, δL)
correspondent aux sous-variétés irréductibles invariantes de (X, δX)(L,δL) de dimension dim(X) et dont
la projection vers X est dominante.
On en déduit que les extension non-déviantes de p(X,δX ) à (L, δL) correspondent aux composantes
irréductibles de (X, δX)(L,δL). 
Remarque A.2.13. La propriété (i) du lemme précédent montre qu’il est facile de calculer l’ordre
du type générique p(X,δX ) si l’on connait la D-variété (X, δX). En particulier l’ordre de p(X,δX ) ne
dépend que de la variété X et non de la structure de D-variété sur X considérée.
Cependant, on ne sait en général pas déterminer RM(p(X,δX )) et RU(p(X,δX )). De plus, ces deux
quantités dépendent de la structure de D-variété sur X .
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Lemme A.2.14. Soient (K, δ) un corps différentiel, (X, δX) et (Y, δY ) des D-variétés irréductibles
au dessus de (K, δ). Considérons a |= p(X,δX), b |= p(Y,δY ) des réalisations des types génériques de
(X, δX) et (Y, δY ) respectivement. Les propriétés suivantes sont équivalentes :
(i) b ∈ dcl(K, a)
(ii) Il existe un morphisme rationnel de D-variétés
φ : (X, δX) 99K (Y, δY ) tel que φU (a) = b.
où φU désigne le morphisme induit par φ après passage au points différentiels dans (U , δU ).
Démonstration. (ii) =⇒ (i) est immédiat puisque l’application φU est K-définissable et φU (a) = b.
Montrons que (i) −→ (ii). Comme b ∈ dcl(K, a), on en déduit que :
K〈b〉 = dcl(K, b) ⊂ K〈a〉 = dcl(K, a) ⊂ (U , δU ).
Les isomorphismes de corps différentiels au dessus de (K, δ), (K(X), δX) ≃ K〈a〉 et (K(Y ), δY ) ≃
K〈b〉 définissent alors une injection de corps différentiels i : (K(Y ), δY ) −→ (K(X), δX) et donc un
morphisme rationnel de D-variétés φ : (X, δX) 99K (Y, δY ) tel que φU (a) = b. 
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