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a b s t r a c t
The Adomian’s decomposition method and the homotopy perturbation method are two
powerful methods which consider the approximate solution of a nonlinear equation as an
infinite series usually converging to the accurate solution. By theoretical analysis of the two
methods, we show, in the present paper, that the two methods are equivalent in solving
nonlinear equations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
One of the most basic problems in numerical analysis (and of the oldest numerical approximation problems) is that of
finding the solution of the equation
f (x) = 0 (1)
for a given function f which is sufficiently smooth in the neighborhood of a simple rootα. Inmost cases it is difficult to obtain
an analytical solution of (1). Therefore the exploitation of numerical techniques for solving such equations becomes a main
subject of considerable interests. Probably the most well-known and widely used algorithm to find a root α is Newton’s
method (see e.g., [23,29,31,33]). In recent years, there have been some developments in the study of Newton-like iterative
methods. To obtain these iterativemethods, the Adomian’s decompositionmethod (ADM) [7,8], the homotopy perturbation
method (HPM) [17,18,22] as well as the other more general methods such as the homotopy analysis method [24,25] play
an important role in the process of numerical approximation. Both ADM and HPM are the methods which consider the
approximate solution of a nonlinear equation as an infinite series usually converging to the accurate solution. Over the past
few years, the twomethods – ADM and HPM – have been applied to solve a wide range of problems, both deterministic and
stochastic, linear and nonlinear, arising from physics, chemistry, biology, engineering, etc.
At the beginning of the 80s, a new method later called ADM for solving various kinds of nonlinear equations had been
proposed by Adomian [6–9]. The convergence of Adomian’s method has been investigated by several authors (see e.g., [1–3,
10–12,15]). The modified ADM and its applications to the other equations have also been given, see e.g., [4,5,13,28] and
references cited therein.
In recent years, some applications of the perturbation techniques [14,27] in nonlinear problems have been studied by
scientists and engineers. Most perturbation methods are based on the assumption that a small parameter exists, which is
too strict to find wide application. Therefore, many new techniques have been proposed to eliminate the ‘‘small parameter’’
assumption, such as the homotopy perturbation method [17,18,21,22]. The HPM transforms a difficult problem, under
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examination, into a simple problem which is easy to solve. Such methods have been applied to solve various nonlinear
problems, see e.g., [5,13,16,20] and references cited therein.
The comparison between the ADM and HPMmethods, the homotopy analysis method (HAM) and HPM, the Taylor series
method and ADM, have been given through theoretical analysis and numerical analysis, see e.g., [5,19,26,30,32,34] andmost
other papers where the ADM and HPMmethods are applied. For example, by considering the numerical solutions of a non-
singular Fredholm integral equation, Abbasbandy [5, Theorem 2.1] compared the ADM and HPM methods, and illustrated
that the first method is only a special case of the second method.
In the present paper, by theoretical analysis of the ADMandHPMmethods, we show that the twomethods are equivalent
in solving nonlinear equations such as (1). We organize the paper as follows. The basic ideas of the ADM and HPMmethods
are reviewed in Sections 2 and 3 respectively. The equivalence of the two methods is proved in Section 4. Finally we give a
concluding remark on the applications of the two methods.
2. Adomian’s decomposition method (ADM)
Let us consider the nonlinear equation (1) which can be written as the following canonical form
x = c + N(x), (x ∈ R) (2)
where N is a nonlinear function and c is a constant.
The ADMmethod consists of representing the solution of (2) as a series
x =
∞∑
n=0
xn (3)
and the nonlinear function as the decomposed form
N(x) =
∞∑
n=0
An, (4)
where An (n = 0, 1, 2, . . .) are the Adomian polynomials of x0, x1, . . . , xn given by
An = 1n!
dn
dλn
[
N
( ∞∑
i=0
λixi
)]
λ=0
, n = 0, 1, 2, . . . . (5)
Upon substituting (3) and (4) into (2) yields
∞∑
n=0
xn = c +
∞∑
n=0
An. (6)
The convergence of the series in (6) gives the desired relation{
x0 = c,
xn+1 = An, n = 0, 1, 2, . . . . (7)
The polynomials An are generated for all kind of nonlinearity by Wazwaz [35]. The first few polynomials are given by
A0 = N(x0),
A1 = x1N ′(x0),
A2 = x2N ′(x0)+ 12x
2
1N
′′(x0).
(8)
It should be pointed out that A0 depends only on x0, A1 depends only on x0 and x1, A2 depends only on x0, x1 and x2, and so
on. Hence we may also write An as An(x0, x1, . . . , xn).
Let Sm = x0 + x1 + x2 + · · · + xm. Then Sm = c + A0 + A1 + A2 + · · · + Am−1 is the (m+ 1)−term approximation of x.
Such Sm can serve as a practical solution in each iteration.
3. Homotopy perturbation method (HPM)
We still consider the nonlinear Eq. (1) and recall the basic idea of the HPM (see [18, Section 2]). The basic idea of the
method HPM is to construct a homotopy H(v, p) : R× [0, 1] −→ Rwhich satisfies
H(v, p) = pf (v)+ (1− p)(f (v)− f (x0)) = 0, v ∈ R,
or
H(v, p) = f (v)− f (x0)+ pf (x0) = 0, v ∈ R, (9)
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where p ∈ [0, 1] is an embedding parameter, and x0 is an initial approximation of (1) (usually x0 is an initial guess close to
α). Obviously, from (9), we have
H(v, 0) = f (v)− f (x0) = 0 (10)
and
H(v, 1) = f (v) = 0. (11)
The embedding parameter p increases from 0 to 1 monotonically as the trivial problem H(v, 0) = f (v) − f (x0) = 0 is
continuously transformed to the original problem H(v, 1) = f (v) = 0. The HPM method uses the embedding parameter p
as a ‘‘small parameter’’, and writes the solution of (9) as a power series of p, i.e.,
v = x0 + x˜1p+ x˜2p2 + · · · . (12)
Setting p = 1 results in the approximate solution of (1):
x = lim
p→1 v = x0 + x˜1 + x˜2 + · · · . (13)
Note that x0, x˜1, x˜2, . . . are the coefficients of the power series (12). If we let v = v(p) in (12), then
x0 = v(0), x˜1 = v′(0), x˜2 = 12!v
′′(0), . . . , x˜n = 1n!v
(n)(0), . . . , (14)
and v(n)(0) can be determined from f (x0), f ′(x0), . . . , f (n)(x0) by the Eq. (9) or by the equation f (v(p))− f (x0)+ pf (x0) = 0
recursively.
It should be pointed out that one can define another convex homotopy H(v, p) by
H(v, p) = pf (v)+ (1− p)F(v),
where F(v) is a proper function with known solution v0 which can be obtained easily. It is better to take F(v) to be the
deformation of f (v). For example, in (9), F(v) = f (v) − f (x0), and x0 is an initial guess close to α. From H(v, p) = 0, we
have H(v, 0) = F(v) = 0 and H(v, 1) = f (v) = 0. The embedding parameter pmonotonically increases from 0 to 1 as the
trivial problem F(v) = 0 is continuously transformed to the original problem f (v) = 0.
4. Equivalence between ADM and HPM
We use the same notations as above, and state our first result as follows.
Theorem 4.1. The homotopy perturbation method is the Adomian’s decomposition method with the Adomian polynomials given
by {
A1 = x˜1 − A0 + x0 − c,
An = x˜n, (n ≥ 2).
Proof. Let f (x) = N(x) − x + c . Then f (x) = 0 ⇔ x = N(x) + c. If v = x0 + x˜1p + x˜2p2 + · · · = ∑∞n=0 x˜npn (x˜0 = x0) in
(12) is a solution of (9), then
f
( ∞∑
n=0
x˜npn
)
− f (x0)+ pf (x0) = 0 (15)
which yields
d
dp
[
f
( ∞∑
n=0
x˜npn
)]
p=0
+ f (x0) = 0, (16)
and
dn
dpn
[
f
( ∞∑
n=0
x˜npn
)]
p=0
= 0, (n ≥ 2). (17)
Now, from (5) and f (x) = N(x)− x+ c , we have
1
n!
dn
dpn
[
f
( ∞∑
n=0
x˜npn
)]
p=0
= 1
n!
dn
dpn
[
N
( ∞∑
n=0
x˜npn
)]
p=0
− 1
n!
dn
dpn
[ ∞∑
n=0
x˜npn
]
p=0
= An(x˜0, x˜1, . . . , x˜n)− x˜n
= An − x˜n, (n ≥ 1). (18)
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It follows from (16) and (17) that{
A1 − x˜1 + f (x0) = 0,
An − x˜n = 0, (n ≥ 2). (19)
From f (x0) = N(x0)− x0 + c = A0 − x0 + c and (19), we obtain the desired Adomian polynomials as in Theorem 4.1. Also,
it follows from the method ADM that
c + A0 + A1 + A2 + · · · = x0 + x˜1 + x˜2 + · · · (20)
is the solution of f (x) = 0, where the Adomian polynomials are only of the following form:
A1 = A1(x0, x˜1) = x˜1 − A0 + x0 − c, An = An(x0, x˜1, . . . , x˜n) = x˜n, (n ≥ 2).
This completes the proof of Theorem 4.1. 
Theorem 4.2. The Adomian’s decomposition method is the homotopy perturbation method with the homotopy H(u, p) given by
H(u, p) = pN(u)− u+ c.
Proof. Let u(p) =∑∞i=0 xipi. Then the convergence of series (3) implies
lim
p→1 u(p) = u(1) =
∞∑
i=0
xi (Abel Theorem). (21)
Thus the series solution (3) of the Eq. (2) can be written as
x = lim
p→1 u(p). (22)
Similarly, the convergence of series (4) implies
N(x) =
∞∑
n=0
An = lim
p→1
∞∑
n=0
Anpn. (23)
From the Taylor’s expansion of a function near the origin, we know from (5) that
∞∑
n=0
Anpn =
∞∑
n=0
1
n!
dn
dpn
[
N
( ∞∑
i=0
xipi
)]
p=0
pn
= N
( ∞∑
i=0
xipi
)
= N(u(p)). (24)
Hence, from (23) and (24), we have
N(x) = lim
p→1N(u(p)). (25)
It follows from (22) and (25) and x = c + N(x) that
N(u(p))− u(p)+ c = 0 (26)
holds for p sufficiently close to 1. We shall construct a homotopy H(u, p) such that H(u, 0) = −u + c and H(u, 1) =
N(u)− u+ c .
In view of (7) and the above discussion, we see that
u(p) =
∞∑
n=0
xnpn = x0 + p
∞∑
n=0
xn+1pn = x0 + p
∞∑
n=0
Anpn
= c + pN(u(p)). (27)
That is, pN(u(p))− u(p)+ c = 0. Therefore, by letting
H(u, p) = pN(u)− u+ c, (28)
we observe from (27) that the power series
∑∞
n=0 xnpn(= u(p)) corresponds to the solution of the equation H(u, p) =
pN(u) − u + c = 0, and becomes the approximate solution of (2) if p→ 1. This shows that the Adomian’s decomposition
method is the homotopy perturbation method with the homotopy H(u, p) given by (28). The proof of Theorem 4.2 is
completed. 
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5. Concluding remarks
Theorems 4.1 and 4.2 illustrate that the twomethods of HPMandADMare equivalent theoretically. This is very important
for the further applications of the two methods. Firstly, the convergence of HPM can be obtained from the convergence of
ADM. For example, it follows from Theorem 4.1 that
∞∑
n=2
x˜n =
∞∑
n=2
An.
Hence the convergence of
∑∞
n=2 x˜n in themethodHPM is just the convergence of
∑∞
n=2 An in themethodADM, and the results
already obtained in [1–3,10–12,15] are suitable for the HPMmethod. Secondly, the approximate solution of (1) obtained by
applying ADM can also be obtained by applying HPM, and vice versa, although each method has its own merits. At the end
of this paper, we present two concluding remarks on the ADM and HPMmethods.
(a) There aremanyways towrite (1) as (2). Themost commonusage is to apply the Taylor’s expansion near x. For example,
for a small h,
f (x− h) = f (x)− hf ′(x)+ h2 f
′′(x)
2! − h
3 f
′′′(x)
3! + 0(h
4),
we are looking for h such that
f (x− h) = 0 ≈ f (x)− hf ′(x)+ h2 f
′′(x)
2! − h
3 f
′′′(x)
3! ,
which gives
h = f (x)
f ′(x)
+ h
2
2!
f ′′(x)
f ′(x)
− h
3
3!
f ′′′(x)
f ′(x)
,
or
h = c + N(h), (29)
where c = f (x)f ′(x) is a constant and N(h) = h
2
2!
f ′′(x)
f ′(x) − h
3
3!
f ′′′(x)
f ′(x) is a nonlinear function. Applying the ADM method, the
approximate solution of (29) is h = h0+h1+h2+· · · and the corresponding solution of (1) is x−h = x−h0−h1−h2−· · ·.
(b) One way to obtain (13) from (12) is to differentiate the equation f (v(p)) − f (x0) + pf (x0) = 0 successively. That is,
we have
f ′(v(p))v′(p)+ f (x0) = 0,
f ′′(v(p))(v′(p))2 + f ′(v(p))v′′(p) = 0,
f ′′′(v(p))(v′(p))3 + 3f ′′(v(p))v′(p)v′′(p)+ f ′(v(p))v′′′(p) = 0,
... ... ... ...
(30)
From (30), we can determine v′(0), v′′(0), v′′′(0), . . . , and get (13) from (14).
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