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Abstract
We consider two–dimensional Yukawa theory in the scalar wave background φ(t − x). If
one takes as initial state in such a background the scalar vacuum corresponding to φ = 0, then
loop corrections to a certain part of the Keldysh propagator, corresponding to the anomalous
expectation value, grow with time. That is a signal to the fact that under the kick of the φ(t−x)
wave the scalar field rolls down the effective potential from the φ = 0 position to the proper
ground state. We show the evidence supporting these observations.
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1 Introduction
The aim of quantum field theory is to find the response of a system to external perturbations:
in particular, to find correlation functions or, more generically, correlations between an external
influence on the system and its backreaction on it. In classical field theory correlation functions are
solutions of equations of motion. In quantum field theory one also should take into account quantum
fluctuations, i.e. calculate loop corrections to the tree-level correlation functions.
Usually one treats quantum fluctuations using Feynman diagrammatic technique. It implicitly
assumes that external perturbations do not change the initial state of the theory, i.e. the system
remains stationary [1], [2], [3]. However, strong background fields usually take the state of the
quantum field theory out of equilibrium; in such a situation standard (stationary or Feynman)
technique incorrectly describes the dynamics of the fields. For instance, stationary approximation
is violated in an expanding universe (see, e.g., [3]–[7]), in strong electric fields [8],[9], during the
gravitational collapse [10] and in a number of other situations [11]–[21]. In such situations loop
corrections to the tree-level correlation functions grow with time. This indicates the breakdown of
perturbation theory. Namely, every power of the small coupling constant is accompanied by a large
(growing with evolution time) factor.
These observations raise the problem of the resummation of at least of the leading loop corrections
from all loops. Such a resummation was performed only in a limited number of cases [3]–[9] and
[15]–[21]. Moreover, even in these cases one can catch only the leading qualitative effects in the
limit of long evolution period and small coupling constant. In this respect it would be nice to find a
simple but nontrivial example of a nonequilibrium field theory, in which calculations and dynamics
itself are more transparent than in complex gravitational and electromagnetic fields. In the papers
[14], [22] such an example was proposed. There the Yukawa theory in (1+1)-dimensional Minkowski
spacetime,
S =
∫
d2x
[
1
2
(
∂µφ
)2
+ iψ¯ /∂ψ − λφψ¯ψ
]
, (1.1)
was considered. Usually one quantizes this theory on the trivial background φcl = 0, ψcl = 0 and uses
the standard equilibrium approach to find scattering amplitudes. This approach is not applicable in
the presence of a strong background scalar field φcl 6= 0, at least if there is a pumping of energy into
the system, which may generate an increase of the higher level populations and anomalous quantum
averages. To study such an out of equilibrium situation, we calculate correlation functions using
non-equilibrium Schwinger–Keldysh diagrammatic technique [1]–[2], [23]–[27].
Let us mention the main results of the paper [14]. First, we assumed that there is a scalar field,
i.e. a classical solution1 φcl =
1
λ
Φ
(
t− x√
2
)
and ψcl = 0. Second, we split each field into the sum of the
“classical background” and “quantum fluctuations”: φ = φcl+φq, ψ = ψq, quantized the “quantum”
part and found tree-level propagators when φq = 0, i.e. when the scalar field was considered as
1Whereas the separate paper [22] considers the case of the strong scalar field backgrounds of the forms φcl =
m
λ
+Et
and φcl =
m
λ
+ Ex.
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non-dynamical classical background. In [14] we have used two approaches – the functional and the
operator one. In the operator formalism we used the exact fermion modes:
ψˆ(u, v) =
∫ +∞
0
dq
2π
1
4
√
2
[
aˆq

 1Φ(v)√
2q

 e−iqu−ia(v,0)/q + bˆ†p

 1
−Φ(v)√
2q

 eiqu+ia(v,0)/q] , (1.2)
with
a(v, 0) =
1
2
∫ v
0
dyΦ2(y), v =
t− x√
2
, u =
t+ x√
2
,
and
{aˆp, aˆ†q} = 2πδ(p− q), {bˆp, bˆ†q} = 2πδ(p− q), (1.3)
and canonical commutation relations for the field operators.
Third, we explicitly found the response of the fermion field on the scalar background,
〈ψ¯ψ〉(t, x) ≈ Φ(v)
π
ln
[
Φ(v)
Λ
]
, (1.4)
at the tree–level, where Λ is the UV cutoff. And finally, we calculated the expectation value of the
fermion flux:
〈T 01〉reg ≈ − 1
48π
{a¯(v), v} , where a¯(v) = 1
m2
∫ v
dyΦ2(y), (1.5)
and {f(z), z} is the Schwarzian derivative.
In the present paper, we make the scalar field dynamical φq 6= 0 and calculate loop corrections
to the correlation functions using non-equilibrium Schwinger–Keldysh diagrammatic technique. In
particular, we are mostly interested in the loop corrections to the Keldysh propagators for the scalar
and fermion fields, because these propagators reflect the change of the state of the theory (see
e.g. [2], [3]). Also, we calculate one loop corrections to the vertexes and 3-point scalar correlation
functions. At the loop level some contributions to these quantities may receive growing with time,
so called secular, loop corrections. The usual equilibrium Feynman technique is not applicable in
such calculations. For instance, this is the case of strong electric [8],[9] and gravitational [3],[10]
fields, where loop corrections to the Keldysh propagator grow with time. Feynman technique takes
into account only contributions of the zero point fluctuations into correlation functions. To take
into account the change of the initial state of the theory (change in the anomalous averages) and
of the excitation of higher levels (for the exact modes in background fields) one has to apply the
Schwinger–Keldysh technique.
The goal of this paper is to find out whether a secular growth of loop corrections to different
propagators and correlation functions for bosons or fermions does appear or does not. If there is
such an effect, then to understand the consequences one has to resum the leading contributions from
all loops with the help of Schwinger-Dyson equations.
In section 3 we analyze one-loop corrections to the 1-,2- and 3-point correlation functions for
scalars. We find that only the anomalous quantum averages for scalar field with positive momenta
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possess secular growth, while the level population receives subleading loop corrections. Also, we show
that 3-point scalar correlation functions as well as n–point ones receive secularly growing corrections,
which are suppressed, however, by higher powers of λ.
In section 4 we find that loop corrections to the fermion propagators as well as to the vertexes
do not receive any secularly growing loop corrections. This observation in particular means that the
tree level flux (1.5) and the scalar current (1.4) do not receive any large modifications in the loops.
In section 5 we derive the Dyson-Schwinger equation for the anomalous average which sums up the
leading corrections from all loops. Then, we find a stationary solution of this equation and explain
its physical meaning.
We discuss the results and conclude in section 6. To make the paper self contained and to simplify
the presentation in its main body we put some calculations into the Appendix.
2 Action, modes and tree-level Green functions
We consider Yukawa theory in (1+1)-dimensional Minkowski spacetime with the action:
S[ψ, ψ¯, φ] =
∫
C
dt
∫
dx
(
1
2
∂µφ∂
µφ+ ψ¯i/∂ψ − λφψ¯ψ
)
. (2.1)
The signature of the metric is (1,-1) and C is the Keldysh closed time contour. We use the Weyl
representation for the Clifford algebra:
γ0 =
[
0 1
1 0
]
, γ1 =
[
0 1
−1 0
]
. (2.2)
In the presence of classical background fields we split ψ = ψcl + ψq and φ = φcl + φq, where φcl, ψcl
are solutions of classical equations of motion:

∂
2φcl + λ ψ¯cl ψcl = 0[
iγµ∂µ − λφcl
]
ψcl = 0 ,
(2.3)
and φq, ψq are quantum fluctuations. In particular we consider the following scalar wave solution:
λφcl(t, x) = Φ
(
t− x√
2
)
and ψcl = 0. (2.4)
We introduce the new pair of fields:

Ψ1 =
1√
2
(
ψ+ + ψ−
)
Ψ2 =
1√
2
(
ψ+ − ψ−
) ,


Ψ¯1 =
1√
2
(
ψ¯+ − ψ¯−
)
Ψ¯2 =
1√
2
(
ψ¯+ + ψ¯−
) and


φ1 =
1√
2
(
φ+ + φ−
)
φ2 =
1√
2
(
φ+ − φ−
) , (2.5)
where φ+ and ψ+ are φ and ψ on the upper part of the contour C, while φ− and ψ− are φ and ψ on
the lower one. Then the action (2.1) acquires the following form:
S[ψ, ψ¯, φ] =
∫
dt
∫
dx
(
1
2
∂µφ1∂
µφ1+
1
2
∂µφ2∂
µφ2+Ψ¯(x, t)i/∂Ψ(x, t)− Ψ¯(x, t)Φˆ(t−x)Ψ(x, t)− Vint
)
.
(2.6)
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with
Vint =
λ√
2
(
φ1Ψ¯1Ψ1 + φ1Ψ¯2Ψ2 + φ2Ψ¯1Ψ2 + φ2Ψ¯2Ψ1
)
, (2.7)
where in the action (2.6) we use the following notation
Ψ =
[
Ψ1
Ψ2
]
, Ψ¯ =
[
Ψ¯1
Ψ¯2
]
and Φˆ(t, x) =
[
Φ(t− x) 0
0 Φ(t− x)
]
. (2.8)
After such a rotation as (2.5) the propagator matrix transforms into the triangular form:
G(t, x; t′, x′) =
[
−i 〈Ψ1(t, x)Ψ¯1(t′, x′)〉 −i 〈Ψ1(t, x)Ψ¯2(t′, x′)〉
0 −i 〈Ψ2(t, x)Ψ¯2(t′, x′)〉
]
=
[
GR GK
0 GA
]
, (2.9)
and the scalar propagator matrix becomes:
D(t, x; t′, x′) =
[
−i 〈φ1(t, x)φ1(t′, x′)〉 −i 〈φ1(t, x)φ2(t′, x′)〉
−i 〈φ2(t, x)φ1(t′, x′)〉 0
]
=
[
DK DR
DA 0
]
. (2.10)
Furthermore, the field operator for the free massless scalar field has the form:
φˆ(t, x) =
∫ +∞
−∞
dp
2π
(
αˆpfp(t, x) + αˆ
†
pf
∗
p (t, x)
)
, (2.11)
where fp(t, x) =
1√
2|p|e
−i|p|t+ipx and operators αˆp, αˆ†p satisfy the standard commutation relations:
[αˆp, αˆ
†
q] = 2πδ(p− q). The tree-level Keldysh propagator for the scalar field is
DK0 (t, x; t
′, x′) = −i〈0|{φˆ(t, x), φˆ(t′, x′)}|0〉 = −i
∫ +∞
−∞
dp
2π
(
fp(t, x)f
∗
p (t
′, x′) + f ∗p (t, x)fp(t
′, x′)
)
,
(2.12)
where αˆp|0〉 = 0. At the same time the retarded propagator for the scalar field is:
DR0 (t, x; t
′, x′) = −iθ(t−t′)[φˆ(t, x), φˆ(t′, x′)] = −iθ(t−t′)
∫ +∞
−∞
dp
2π
(
fp(t, x)f
∗
p (t
′, x′)−f ∗p (t, x)fp(t′, x′)
)
,
(2.13)
and is state independent. The advanced propagator is conjugate to the retarded one:
DR0 (1; 2) = D
A
0 (2; 1). (2.14)
The field operator for fermions2 has the following mode expansion [14]:
ψˆ(u, v) =
∫ +∞
0
dq
2π
1
4
√
2
[
aˆqup(v)e
−iqu−ia(v,0)/q + bˆ†pvp(v)e
iqu+ia(v,0)/q
]
, (2.15)
with
{aˆp, aˆ†q} = 2πδ(p− q), {bˆp, bˆ†q} = 2πδ(p− q), (2.16)
2The form of the field operator under consideration is formal, because of the peculiarity of the modes at p = 0. That
is why in the calculations of observables we assume that there is an ǫ shift in the exponents: u→ u− iǫ, v → v− iǫ.
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and
up(v) =

 1Φ(v)√
2q

 , vp(v) =

 1
−Φ(v)√
2q

 , where a(v, 0) = ∫ v
0
Φ2(y)dy, (2.17)
where we have introduced the light-cone coordinates
u =
t+ x√
2
and v =
t− x√
2
. (2.18)
Also we use the following notation for the modes:
χp =
1
4
√
2
up(v)e
−iqu−ia(v,0)/q and ζp =
1
4
√
2
vp(v)e
iqu+ia(v,0)/q . (2.19)
Then the tree-level Keldysh propagator for the fermionic field is:
GK0 (t, x; t
′, x′) = − i√
2
∫ +∞
0
dp
2π
(
up(v)u¯p(v
′)e−ip(u−u
′)−ia(v,v′)/p − vp(v)v¯p(v′)eip(u−u′)+ia(v,v′)/p
)
,
(2.20)
when calculated for the state aˆp|0〉 = bˆp|0〉 = 0. The retarded propagator is
GR0 (t, x; t
′, x′) = − i√
2
θ(t− t′)
∫ +∞
0
dp
2π
(
up(v)u¯p(v
′)e−ip(u−u
′)−ia(v,v′)/p+ vp(v)v¯p(v′)eip(u−u
′)+ia(v,v′)/p
)
,
(2.21)
and is state independent. The advanced propagator is
GA0 (t, x; t
′, x′) =
i√
2
θ(t′ − t)
∫ +∞
0
dp
2π
(
up(v)u¯p(v
′)e−ip(u−u
′)−ia(v,v′)/p + vp(v)v¯p(v′)eip(u−u
′)+ia(v,v′)/p
)
.
(2.22)
where we denoted
up(v)u¯p(v
′) =


Φ(v′)√
2p
1
Φ(v)Φ(v′)
2p2
Φ(v)√
2p

 and vp(v)v¯p(v′) =


−Φ(v
′)√
2p
1
Φ(v)Φ(v′)
2p2
−Φ(v)√
2p

 . (2.23)
3 Loop corrections to the boson correlation functions
In this section we calculate one loop corrections to the following correlation functions3:

1. 〈φi(t, x)〉 for i = 1, 2
2. DK(t1, x1; t2, x2)
3. 〈φi(t1, x1)φj(t2, x2)φk(t3, x3)〉 for i, j, k = 1, 2
(3.1)
in the limit t1 ≈ t2 ≈ t3 ≈ T → ∞. Also, we assume that evolution of the system starts after a
moment of time T0 → −∞, i.e. we set up the initial state αˆp|0〉 = aˆp|0〉 = bˆp|0〉 = 0 at this moment
and adiabatically turn on interactions, λ, after it.
3Due to their causal structure the retarded and advanced propagators do not receive growing with time quantum
loop correction in the limit
t1 + t2
2
≫ |t1 − t2| (see e.g. [2], [22]).
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We show below that:
1. it is possible to interpret the one loop correction to the one point correlation function in terms
of the effective action for scalars which was found in [22];
2. the anomalous average κpq ≡ 〈αˆpαˆq〉, which is an element of the boson’s Keldysh propagator
as we show below, receives a secularly growing loop correction (∼ λ2(T − T0)) only if both p, q are
positive, while the expectation value of the level population npq ≡ 〈αˆ†pαˆq〉 does not receive growing
with time corrections at all;
3. one loop corrections to the three-point correlation functions also receives growing with time
loop corrections, but they are suppressed by higher power of λ (∼ λ3(T − T0));
3.1 One loop corrections to the one point scalar correlation functions
Using Vint from (2.7) and the tree-level propagators defined in previous section, we get that the
loop corrections to the one point correlation function has the following form:
〈φ1(t, x)〉 =
=
−iλ√
2
(i)2
∫
d2x1
[
DK0 (t, x; t1, x1)tr
(
GR0 (1; 1) +G
A
0 (1; 1)
)
+DR0 (t, x; t1, x1)trG
K
0 (1; 1)
]
+ o(λ3). (3.2)
Using the results of [14]
trGK0 (1; 1) = 2i
Φ(v1)
π
ln
(
Φ(v1)
Λ
)
,
tr
[
GR0 (1; 1) +G
A
0 (1; 1)
]
= 0,
where the trace is taken over the spinor indexes and the fact that
DR0 (t, x; t1, x1) =
1
2
θ(u− u1)θ(v − v1),
we get that
〈φ1(t, x)〉 = − λ√
2
∫ u
du1
∫ v
dv1
Φ(v1)
π
ln
(
Φ(v1)
Λ
)
+ o(λ3). (3.3)
Similarly4,
〈φ2(t, x)〉 =
=
−iλ√
2
(i)2
∫
d2x1
[
DA0 (t, x; t1, x1)tr
(
GR0 (1; 1) +G
A
0 (1; 1)
)]
+ o(λ3) = o(λ3), (3.4)
i.e. 〈φ2(t, x)〉 ≪ 〈φ1(t, x)〉. To have a better understanding of equation (3.3) we can consider field φ
which is located on the upper branch of the Keldysh contour (2.5):
φ+ =
φ1 + φ2√
2
. (3.5)
4It is, probably, worth mentioning here that the difference between 〈φ1〉 and 〈φ2〉 should be present because
〈φ2φ2〉 = 0.
8
Figure 1: One loop correction to the boson Keldysh propagator. Solid lines correspond to the
tree-level fermion propagators, dashed lines correspond to the tree-level boson propagators.
Then, from (3.3) and (3.4) it follows that
〈φ+〉 ≈ −λ
2
∫ u
du1
∫ v
dv1
Φ(v1)
π
ln
(
Φ(v1)
Λ
)
(3.6)
or equivalently
∂2〈φ+〉+ λΦ(v)
π
ln
(
Φ(v)
Λ
)
≈ 0, (3.7)
where ∂2 = 2∂u∂v. We can get this equation by iteratively solving the equation obtained in [22]:
∂2〈φ+〉+ λ〈φ+〉
π
ln
(〈φ+〉
Λ
)
= 0. (3.8)
Note that ∂2Φ(v) = 0 and
λΦ(v)
π
ln
Φ(v)
Λ
=
∂Veff
∂Φ
, where Veff is the effective scalar potential
generated by quantum fluctuations of fermions in the background field in question.
3.2 One loop corrections to the Keldysh propagator for scalars
The next step is to calculate the first loop correction to the Keldysh propagator for the scalar
field:
∆2D
K(t1, x1; t2, x2) =
λ2
2
∫
d2x3d
2x4 ×
×
[
DK0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
R
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DK0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
K
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
A
0 (t4, x4; t3, x3)D
K
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)G
A
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)G
R
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2)
]
, (3.9)
which is given by a sum of diagrams of the type depicted on the fig.1.
Since at any loop order the Keldysh propagator can be represented as5:
DKexact(t1, x1; t2, x2) = −i
∫
dp
2π
∫
dq
2π
[(
2πδ(p− q) + 2nqp
)
fp(1)f
∗
q (2) + 2κpqfp(1)fq(2) + h.c.
]
,(3.10)
5Note that from now on we frequently use the notation fp(1) = fp(t1, x1) and χp(1) = χp(t1, x1) and etc..
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we can analyze the contributions to the Keldysh propagtor in terms of those to nqp and κpq in the
limit
t1 + t2
2
≫ t1 − t2:
2n(2)qp =
λ2
2
∫
d2x3d
2x4 ×[
iθ
(
t2 − t4
)
f ∗p (3)fq(4)G
K
0 (3; 4)G
R
0 (4; 3) +
+iθ
(
t2 − t4
)
f ∗p (3)fq(4)G
A
0 (3; 4)G
K
0 (4; 3) +
−iθ(t1 − t3)f ∗p (3)fq(4)GR0 (3; 4)GK0 (4; 3) +
−iθ(t1 − t3)f ∗p (3)fq(4)GK0 (3; 4)GA0 (4; 3) +
+iθ
(
t1 − t3
)
θ
(
t2 − t4
)
f ∗p (3)fq(4)G
R
0 (3; 4)G
A
0 (4; 3) +
+iθ
(
t1 − t3
)
θ
(
t2 − t4
)
f ∗p (3)fq(4)G
K
0 (3; 4)G
K
0 (4; 3) +
+iθ
(
t1 − t3
)
θ
(
t2 − t4
)
f ∗p (3)fq(4)G
A
0 (3; 4)G
R
0 (4; 3)
]
, (3.11)
and
2κ(2)pq =
λ2
2
∫
d2x3d
2x4 ×[
(−1)iθ(t2 − t4)f ∗p (3)f ∗q (4)GK0 (3; 4)GR0 (4; 3) +
+(−1)iθ(t2 − t4)f ∗p (3)f ∗q (4)GA0 (3; 4)GK0 (4; 3) +
(+1)(−i)θ(t1 − t3)f ∗p (3)f ∗q (4)GR0 (3; 4)GK0 (4; 3) +
(+1)(−i)θ(t1 − t3)f ∗p (3)f ∗q (4)GK0 (3; 4)GA0 (4; 3) +
+(−1)iθ(t1 − t3)θ(t2 − t4)f ∗p (3)f ∗q (4)GR0 (3; 4)GA0 (4; 3) +
+(−1)iθ(t1 − t3)θ(t2 − t4)f ∗p (3)f ∗q (4)GK0 (3; 4)GK0 (4; 3) +
+(−1)iθ(t1 − t3)θ(t2 − t4)f ∗p (3)f ∗q (4)GA0 (3; 4)GR0 (4; 3)
]
, (3.12)
where the upper script 2 means that we calculated these quantities at the λ2 order. Using (2.20)-
(2.23) we get:
2n(2)qp =
i√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
d2x3
∫
d2x4Φ(v3)Φ(v4)×
×
[
e−i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2)+iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q
(
− θ24θ43 − θ13θ34 + θ13θ24
)
+
+ei(u3−u4)(k1+k1)+ia(3,4)(1/k1+1/k2)+iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q
(
θ24θ43 + θ13θ34 + θ13θ24
)]
, (3.13)
where for simplicity we denote θij ≡ θ(ti − tj). Analyzing the structure of (3.11) and (3.12) it is
obvious that we can get κ
(2)
pq if in n
(2)
qp we change the overall sign and change the signs of the terms
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which are proportional to θ13θ34:
2κ(2)pq =
−i√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
d2x3
∫
d2x4Φ(v3)Φ(v4)×
×
[
e−i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2)+iu3c
−
p +iv3c
+
p +iu4c
−
q +iv4c
+
q
(
− θ24θ43 + θ13θ34 + θ13θ24
)
+
+ei(u3−u4)(k1+k1)+ia(3,4)(1/k1+1/k2)+iu3c
−
p +iv3c
+
p +iu4c
−
q +iv4c
+
q
(
θ24θ43 − θ13θ34 + θ13θ24
)]
, (3.14)
where c±p ≡
1√
2
(|p| ± p). In the Appendix A we perform the calculation of the last two expressions
for n
(2)
qp and κ
(2)
pq . The result of the calculation in the limit T =
t1 + t2
2
≫ |t1 − t2| is as follows6:

n
(2)
qp ∼ 0
κ
(2)
pq ≈
(
T − T0
)
F (p, q)θ(p)θ(q)
, (3.15)
where θ(x) is the Heaviside function and
F (p, q) ≡ − 1√
2|p|
1√
2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)
[
P 1
k1 + k2
[
eiv3(
√
2p+(k1+k2))+iv4(
√
2q−(k1+k2))+ia(v3 ,v4)(1/k1+1/k2) +
+eiv3(
√
2p−(k1+k2))+iv4(
√
2q+(k1+k2))−ia(v3 ,v4)(1/k1+1/k2)
]
. (3.16)
The growth of the anomalous average 〈αˆpαˆq〉 = κpq is a sign that the initial Fock space ground state
is not a proper vacuum state in the theory: field φ should roll down to the proper vacuum of the
effective potential (3.8).
Another interesting observation is that anomalous average is growing only for positive momenta,
i.e. for the modes of the form
fp(t, x) =
1√
2p
e−i
√
2pv. (3.17)
These are the modes, which are propagating in the same direction as the external field Φ(v). In
concluding section we propose an explanation for these observations.
3.3 One loop corrections to the three-point correlation functions
In this subsection we analyze the structure of one loop corrections to the three point function. For
concreteness let us consider the correlation function of the form 〈φ1(t1, x1)φ1(t2, x2)φ1(t3, x3)〉 (fig.
2). In analogy with (3.10) one can represent the exact form of this correlation function as follows:
〈φ1(t1, x1)φ1(t2, x2)φ1(t3, x3)〉 =
∫ +∞
−∞
dp
2π
dq
2π
dr
2π
[
n(1)pqrfp(1)fq(2)fr(3) + n
(2)
pqrf
∗
p (1)fq(2)fr(3) +
+n(3)pqrfp(1)f
∗
q (2)fr(3) + n
(4)
pqrfp(1)fq(2)f
∗
r (3) + h.c.
]
.(3.18)
6In the Appendix C we make some comments of those calculations in the case Φ = m = const.
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Figure 2: One loop correction to the three-point correlation function.
Here the upper indexes of n’s have nothing to do with the power of λ. And again we assume that
t1 ≈ t2 ≈ t3 = T ≫ |ti − tj|, i, j, k = 1, 2, 3.
It is interesting to point out the following observation. In Appendix A we find that (see the
previous subsection)

n
(2)
qp ∝ λ2δ(c−p − c−q )δ
(
c−p + k1 + k2
)
κ
(2)
pq ∝ λ2δ(c−p + c−q )P
1
c−p ± (k1 + k2)
, as T → +∞ and T0 → −∞, (3.19)
where c±p =
1√
2
(|p| ± p) and these expressions stand under the integrals over fermionic momenta k1
and k2 on the interval (0,+∞). Moreover, exactly these delta functions forbid the secular growth of
nqp, while allowing it for κpq: the terms multiplying these delta functions are independent of T in
the limit under consideration. This is because when p, q are positive c−p ∝ p− p = 0 the expression
2πδ(0) = T − T0 brings exactly the secularly growing factor into κpq. Then, even without any
calculations of the scalar three point function we can make a guess that one loop corrections behave
as:
n(i)pqr ∝ λ3δ(±c−p ± c−q ± c−r ),
where the sign of c−p,q,r depends on whether the momentum p, q or r comes from the mode f or
from its complex conjugates f ∗. In its turn it follows that, potentially, all of the aforementioned
expectation values will contain linearly growing corrections for positive momenta p, q, r.
Let us calculate now the function n
(1)
pqr in the approximation under consideration:
n(1)pqr ∝ λ3
∫
d2x4d
2x5d
2x6
(
f ∗p (4)f
∗
q (5)f
∗
r (6) + f
∗
p (5)f
∗
q (6)f
∗
r (4) + f
∗
p (6)f
∗
q (4)f
∗
r (5)
)
×
×
[
θ(T − t4)tr
{
GR0 (4, 5)G
K
0 (5, 6)G
A
0 (6, 4)
}
+ θ(T − t6)tr
{
GR0 (4, 5)G
K
0 (5, 6)G
R
0 (6, 4)
}
+
+θ(T − t5)tr
{
GA0 (4, 5)G
K
0 (5, 6)G
A
0 (6, 4)
}
+ θ(T − t6)θ(T − t4)tr
{
GK0 (4, 5)G
A
0 (5, 6)G
K
0 (6, 4)
}
+
+θ(T − t5)θ(T − t6)
(
tr
{
GR0 (4, 5)G
A
0 (5, 6)G
R
0 (6, 4)
}
+ tr
{
GA0 (4, 5)G
R
0 (5, 6)G
A
0 (6, 4)
})
+
+θ(T − t4)θ(T − t5)tr
{
GK0 (4, 5)G
R
0 (5, 6)G
K
0 (6, 4)
}
+ θ(T − t4)θ(T − t5)θ(T − t6)×
×
(
tr
{
GA0 (4, 5)G
K
0 (5, 6)G
R
0 (6, 4)
}
+
1
3
tr
{
GK0 (4, 5)G
K
0 (5, 6)G
K
0 (6, 4)
})]
. (3.20)
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Figure 3: One loop corrections to the fermion Keldysh propagator. Solid lines correspond to the
tree-level fermion propagators, dashed lines correspond to the tree–level boson propagators.
First, using (2.20), (2.21) and (2.22) one can straightforwardly show that n
(1)
pqr contains terms which
are proportional to
eic
−
p u4+ic
−
q u5+ic
−
r u6+iak1(u4−u5)+ibk2(u5−u6)+ick3(u6−u4), where a, b, c = ±1.
Also, these exponents are multiplied by Heaviside θ functions. To understand the structure of such
terms let us calculate one of them: the one in (3.20) which is proportional to the θ(T − t4) leads to:∫
du4du5du6θ(T − t4)θ(t4 − t5)θ(t4 − t6)eic
−
p u4+ic
−
q u5+ic
−
r u6+iak1(u4−u5)+ibk2(u5−u6)+ick3(u6−u4) ∝
∝
∫ T
T0
du4
∫ u4
du5
∫ u4
du6e
iu4
(
c−p +ak1−ck3
)
+iu5
(
c−q −ak1+bk2
)
+iu6
(
c−r −bk2+ck3
)
∝
∝
∫ T
T0
du4e
iu4
(
c−p +ak1−ck3+c−q −ak1+bk2+c−r −bk2+ck3
)
∝ δ(c−p + c−q + c−r ) (3.21)
where we use that δ(K) ≈ ∫ T
T0
dxeiKx since T → +∞ and T0 → −∞. Analogous structure will also
have other terms in (3.18) and (3.20). This brief analysis proofs our claim that
n(i)pqr ∝ λ3δ(±c−p ± c−q ± c−r ). (3.22)
It is worth mentioning that due to the causal structure of Schwinger-Dyson diagrammatic technique
we will have only linear secular growth of three point functions which comes from the aforementioned
delta functions. It means that the corrections will be proportional to λ3(T − T0) and, hence, are
suppressed by the extra power of λ in comparison with the corrections to the two-point functions.
The same analysis can be used to estimate the growth of n–point functions. All of them have
corrections proportional to the λn(T − T0) and are suppressed as well. In concluding section we will
clarify the origin of such a growth in loop corrections to the n–point functions.
4 Loop corrections to the fermion propagators
In this section we show that one-loop corrections to the fermion Keldysh propagator (fig. 3) and
to the vertexes do not possess secular growth. This supports the general observation that was made
in [22].
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4.1 One loop correction to the Keldysh propagator for fermions
In this subsection let us calculate the first loop correction to the Keldysh propagator for fermions7
which is given by the following expression:
∆2G
K(t1, x1; t2, x2) =
λ2
2
∫
d2x3d
2x4 ×
×
[
GR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)D
K
0 (t4, x4; t3, x3)G
K
0 (t4, x4; t2, x2) +
+GR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)D
K
0 (t4, x4; t3, x3)G
A
0 (t4, x4; t2, x2) +
+GR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)D
A
0 (t4, x4; t3, x3)G
A
0 (t4, x4; t2, x2) +
+GR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)D
A
0 (t4, x4; t3, x3)G
K
0 (t4, x4; t2, x2) +
+GK0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)D
K
0 (t4, x4; t3, x3)G
A
0 (t4, x4; t2, x2) +
+GR0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)D
R
0 (t4, x4; t3, x3)G
A
0 (t4, x4; t2, x2) +
+GK0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)D
R
0 (t4, x4; t3, x3)G
A
0 (t4, x4; t2, x2)
]
. (4.1)
This expression follows from the diagrams of the form, which is depicted on the fig. 3. Since the
exact Keldysh propagator for fermions can be represented as follows
GK(1, 2) = −i
∫
dp
2π
∫
dq
2π
[(
2πδ(p− q)− 2n′qp
)
χp(1)χ¯q(2) +
(
2n˜pq − 2πδ(p− q)
)
ζp(1)ζ¯q(2) +
+2κ′pqχp(1)ζ¯q(2) + 2κ
′†
pqζp(1)χ¯q(2)
]
, (4.2)
we will concentrate on the study of n′qp, n˜pq and κ˜pq in the limit
t1 + t2
2
≫ |t1 − t2|. They have the
form:
−2n′qp = i
λ2
2
∫ +∞
−∞
dq1
2π
1
2|q1|
∫ +∞
0
dk1
2π
∫
d2x3
∫
d2x4 ×
×
[
F (p, q, v, k1, q1)e
ia(v3,0)/p+ia(v3,v4)/k1−ia(v4,0)/q−ic+q1 (v4−v3) ×
×
(
θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3) + θ(t1 − t3)θ(t2 − t4)
)
eiu3(p+k1+c
−
q1
)−iu4(q+k1+c−q1) +
+F (−p,−q, v, k1, q1)eia(v3,0)/p−ia(v3,v4)/k1−ia(v4,0)/q+ic
+
q1
(v4−v3) ×
×
(
θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t2 − t4)
)
eiu3(p−k1−c
−
q1
)−iu4(q−k1−c−q1 )
]
, (4.3)
7Again, it can be similarly shown that the loop corrections to the retarded and advanced propagators do not grow
in the limit
t1 + t2
2
≫ |t1 − t2| [2],[3].
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and
2n˜pq = −iλ
2
2
∫ +∞
−∞
dq1
2π
1
2|q1|
∫ +∞
0
dk1
2π
∫
d2x3
∫
d2x4 ×
×
[
F (p, q, v, k1, q1)e
−ia(v3,0)/p−ia(v3,v4)/k1+ia(v4,0)/q+ic+q1 (v4−v3) ×
×
(
θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3) + θ(t1 − t3)θ(t2 − t4)
)
e−iu3(p+k1+c
−
q1
)+iu4(q+k1+c
−
q1
) +
+F (−p,−q, v, k1, q1)e−ia(v3,0)/p+ia(v3,v4)/k1+ia(v4,0)/q−ic
+
q1
(v4−v3) ×
×
(
θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t2 − t4)
)
e−iu3(p−k1−c
−
q1
)+iu4(q−k1−c−q1 )
]
, (4.4)
and
2κ′pq = i
λ2
2
∫ +∞
−∞
dq1
2π
1
2|q1|
∫ +∞
0
dk1
2π
∫
d2x3
∫
d2x4 ×
×
[
F (p,−q, v, k1, q1)eia(v3 ,0)/p+ia(v3,v4)/k1+ia(v4,0)/q−ic
+
q1
(v4−v3) ×
×
(
− θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t2 − t4)
)
eiu3(p+k1+c
−
q1
)+iu4(−q+k1+c−q1 ) +
+F (−p, q, v, k1, q1)eia(v3 ,0)/p−ia(v3,v4)/k1+ia(v4,0)/q+ic
+
q1
(v4−v3) ×
×
(
− θ(t1 − t3)θ(t3 − t4) + θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t2 − t4)
)
eiu3(p−k1−c
−
q1
)−iu4(−q−k1−c−q1)
]
, (4.5)
where
F (p, q, v, k1, q1) =
Φ(v3)Φ(v4)
2
(
1
k1
− 1
p
)(
1
k1
− 1
q
)
, (4.6)
and unlike the case of scalar counterparts in these expressions we drop the upper index to simplify
them. Integrals in (4.3) – (4.5) are very similar to those calculated in Appendix A, so we show here
only the results

n′qp ∝ δ(p− q)δ(p+ k1 + c−q1) ∼ 0
n˜pq ∝ δ(p− q)δ(p+ k1 + c−q1) ∼ 0
κ′pq ∝ δ(p+ q) ∼ 0
, in the limit
t1 + t2
2
= T → +∞, (4.7)
since p, q, k1 and c
−
q1 take their values in the interval (0,+∞). Thus, the Keldysh propagator for
fermions does not receive secularly growing corrections, which agrees with the observations made in
[22].
Now, it is worth to make the following observation. We see that in the theory under consideration
the secular growth comes only from such diagrams which contain only external scalar legs. Indeed,
such legs contain delta function of the form δ
(
c−p ± c−q ± ...
)
where p, q, ... are momenta of these legs.
In its turn the argument of such a delta function can vanish for all positive values of p, q, ... which
leads to the multiplier of the form δ(0) = 2π(T − T0). This property disappears when there are at
least two fermion external legs. This is because the delta functions acquire the form δ(k ± k′ ± ...)
where k, k′, ... are momenta of external fermions (which take only positive values as can be seen from
the mode expansion (1.2): pay attention to the limits of integration). The argument of the latter
delta function cannot be equal to zero for an entire range of values momenta.
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Figure 4: One loop corrections to vertexes.
4.2 One loop corrections to vertexes
In this subsection we show that one-loop corrections to the vertexes depicted on the fig. 4 do not
possess growing with time contributions in the limit t1 ≈ t2 ≈ t3 ≈ T → +∞. The calculation of the
corrections to the vertexes is very similar to the one in the section 3.3. The difference is that now we
have one scalar leg and two fermion legs. In analogy with (3.18) we represent correlation functions
as
〈φi(t1, x1)ψj(t2, x2)ψk(t3, x3)〉 =
∫ +∞
−∞
dp
2π
∫ +∞
0
dk
2π
dk′
2π
[
N
(1)
ijk(p, k, k
′)fp(1)χk(2)χk′(3) +
+N
(2)
ijk(p, k, k
′)f ∗p (1)χk(2)χk′(3) +N
(3)
ijk(p, k, k
′)fp(1)ζk(2)χk′(3) + ...
]
, (4.8)
and calculate one loop corections to the N
(s)
ijk(p, k, k
′) with s = 1, ..., 8 and i, j, k = 1, 2. The result of
calculations has the form
N
(s)
ijk(p, k, k
′) ∝ λ3δ(±k ± k′ ± c−p ), (4.9)
where the signs of k, k′ and c−p depends on the values of multi-index s; i, j, k. As was discussed above,
the argument of such a delta function can not be equal to zero on an entire interval of values of
external momenta: the argument of this delta function can vanish only for some singular values of
k, k′ and q. Since the growth in T can come only from delta function, whose argument is vanishing
on the entire interval of values of momenta, it means that there is no secular growth of the loop
corrections to the vertexes.
5 Dyson equation for the exact Keldysh propagator for scalars
In this section we sum up the leading contributions from all loops to the anomalous quantum
average of the scalars, κpq, with the help of Dyson-Schwinger equations. Also, we find the stationary
solution of this equation and its contribution to the exact scalar Keldysh propagator.
Let us briefly remind the main results of the previous sections. We found that the anomalous
average κ
(2)
pq in the Keldysh propagator for scalars receives secularly growing loop corrections propor-
tional to λ2(T −T0), while other quantities n(2)qp , n′pq, n˜pq and κ′pq both for fermions and scalars do not
receive such corrections. Since for big enough value of T − T0 the product λ2(T − T0) becomes large
even for small λ, loop corrections are not suppressed in comparison with the tree-level contributions.
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That is the reason why to understand the physics behind such a growth one at least has to sum
up all the terms which are powers of λ2(T − T0) and to drop terms which are suppressed by higher
powers of λ, i.e. such as λ3(T − T0) or λ
(
λ2(T − T0)
)2
and etc..
In order to do that, in principle one has to solve the system of Dyson-Schwinger equations for
the exact propagators, DK , DR, DA and GK , GR, GA and for the vertexes in the limit T =
t1 + t2
2
≫
|t1 − t2| (where t1,2 are the arguments of DK(R,A), GK(R,A)), i.e. as T − T0 → +∞. But taking into
account that all vertexes, retarded, advanced propagators and also the Keldysh propagator for the
fermions receive subleading corrections in powers of λ, we can put them to their tree–level values in
the system of Dyson–Schwinger equations.
Thus, if we are interested only in the leading corrections, this system reduces to the single equation
for the exact Keldysh propagator for bosons or even, more concretely, for its part represented by κpq
with positive p and q. Then, to obtain the equation one simply can make the change DK0 (4, 2) →
DK(4, 2) in (3.9):
DK(t1, x1; t2, x2) = D
K
0 (t1, x1; t2, x2) +
λ2
2
∫
d2x3d
2x4 ×
×
[
DK0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
R
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DK0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
K(t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
A
0 (t4, x4; t3, x3)D
K(t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
R
0 (t3, x3; t4, x4)G
A
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
K
0 (t3, x3; t4, x4)G
K
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2) +
+DR0 (t1, x1; t3, x3)G
A
0 (t3, x3; t4, x4)G
R
0 (t4, x4; t3, x3)D
A
0 (t4, x4; t2, x2)
]
, (5.1)
where the ansatz for the exact propagator is
DK(t1, x1; t2, x2) = D
K
0 (t1, x2; t2, x2) + (−i)
∫ +∞
−∞
dp
2π
∫ +∞
−∞
dq
2π
[
2κpq(t1, t2)fp(1)fq(2) + h.c.
]
, (5.2)
and we neglect the term nqp since it is supressed in comparison with κpq. Then the equation reduces
to
2κpq(T ) = 2κ
(2)
pq (T ) +
+
1
2
[
(−i)
∫ +∞
−∞
dq1
2π
∫
d2x3
∫
d2x4
{
2κq1q(t4, t2)θ(t1 − t3)f ∗p (3)fq1(4)GR0 (3, 4)GK0 (4, 3) +
+2κq1q(t4, t2)θ(t1 − t3)f ∗p (3)fq1(4)GK0 (3, 4)GA0 (4, 3)
}
+ (p↔ q)
]
, (5.3)
where κ
(2)
pq (t1, t2) is defined in (A.18) and (p ↔ q) means the same expression as explicitly written
with the exchange of p and q. Note that κpq is symmetric under the exchange of p and q and the
obtained equation respects this symmetry.
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Furthermore, we assume that κpq(T ) is a slow function in comparison with modes (this is the
kinetic approximation). That is why we do the following simplification

κpq(t1, t2) ≈ κpq
(
t1 + t2
2
)
≈ κpq(T )
κq1q(t4, t2) ≈ κq1q
(
t4 + t2
2
)
≈ κq1q(T )
. (5.4)
In Appendix B it is shown that Dyson-Schwinger equation for κpq reduces to the following form:
∂Tκpq(T ) = F (p, q) +
1
2
[ ∫ +∞
0
dq1
2π
F (p,−q1)κq1q(T ) + (p↔ q)
]
, p, q ≥ 0. (5.5)
where F (p, q) is defined in eq. (3.16).
5.1 Stationary solution of the Dyson-Schwinger equation
Let us find the stationary solution of the equation (5.5):
F (p, q) +
1
2
[ ∫ +∞
0
dq1
2π
F (p,−q1)κq1q + (p↔ q)
]
= 0 (5.6)
Formally, it looks like
κpq = −2πδ(p+ q), p, q ≥ 0. (5.7)
Substituting this expression into the exact propagator (5.2), we find :
DK(t1, x1; t2, x2) = D
K
0 (t1, x1; t2, x2)+
∫ +∞
0
dp
2π
dq
2π
2κpq
1√
2|p|e
−i|p|t1+ipx1 1√
2|q|e
−i|q|t2+iqx2+c.c. (5.8)
Since the static solution κpq is not zero only when p = q = 0 we have to carefully calculate the last
expression:
∫ +∞
0
dp
2π
dq
2π
2κpq
1√
2|p|2|q|e
−i|p|t1+ipx1e−i|q|t2+iqx2 + c.c. =
=
∫ +∞
0
dp
2π
dq
2π
(− 2πδ(p+ q)) 1√|pq|e−i|p|t1+ipx1e−i|q|t2+iqx2 + c.c. =
= − 1
2π
∫ +∞
0
dy+
∫ +∞
−∞
dy−
δ(y+)√|y2+ − y2−|e−i|y−|T+iy−X + c.c. (5.9)
where 

T =
1√
2
(
t1 + t2
)
X =
1√
2
(
x1 − x2
)
,
(5.10)
and we have made the following change of the integration variables: y± =
p± q√
2
.
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Using that
∫ +∞
0
dy+δ(y+) =
1
2
we get
− 1
2π
∫ +∞
0
dy+
∫ +∞
−∞
dy−
δ(y+)√|y2+ − y2−|e−i|y−|T+iy−X + c.c. = −
1
2π
∫ +∞
−∞
dy−
cos
(|y−|T − yX)√
y2−
=
= − 1
2π
∫ +∞
0
dy−
cos (y−(T −X))
y−
− 1
2π
∫ +∞
0
dy−
cos (y−(T +X))
y−
=
= − 1
2π
lim
ǫ→0
∫ +∞
ǫ|T−X|
dy
cos y
y
− 1
2π
lim
ǫ→0
∫ +∞
ǫ|T+X|
dy
cos y
y
=
=
1
2π
lim
ǫ→0
ci(ǫ|T −X|) + 1
2π
lim
ǫ→0
ci(ǫ|T +X|), (5.11)
where ci(z) ≡ − ∫ +∞
z
dy
cos y
y
is the cosine integral. Using asymptotic expansion of the cosine integral
[28]:
lim
z→0
ci(z) ≈ ln z (5.12)
we get that ∫ +∞
0
dp
2π
dq
2π
2κpq
1√
2|p|2|q|e
−i|p|t1+ipx1e−i|q|t2+iqx2 ≈ 1
π
lim
ǫ→0
ln ǫT (5.13)
in the limit T ≡ (t1+t2)/
√
2→∞. In all, we obtain that the resummed Keldysh propagator acquires
the following form:
DK(t1, x1; t2, x2) ≈ DK0 (t1 − t2, x1 − x2) +
1
π
ln ǫ (t1 + t2), (5.14)
if only the leading contributions are kept in the limit in question.
Thus, the exact propagator receives a shift, where the divergence is similar to the one appearing
in the massless two–dimensional scalar propagator. Here we see an explicit breaking of the Poincare´
invariance due to the presence of non–zero κpq, which is appearing due to the background scalar field.
It is tempting to interpret this divergent constant as due to the presence of the condensate, which
appears because the minimum of the effective potential Veff (φ) leading to the (3.7) is not at 〈φ〉 = 0.
In fact, in the initial state we have that the anomalous quantum average κpq is zero, because in such
a state αˆp|0〉 = 0, by definition. But, once κpq ≡ 〈αˆp αˆq〉 6= 0 that already means a presence of a
condensate. Furthermore, the standard way to define the condensate is to consider the following
limit of the two-point function: lim|x1−x2|→∞D(x1 − x2). If this limit is a non–zero constant there
is a condensate8. That is all simple and true if the propagator decays with the distance, as is the
case in dimensions higher than two. In two dimensions, however, DK0 (x1, x2) ∝ ln |x1 − x2| and does
not decay with the distance. This fact complicates our study. Nevertheless, we still think that our
calculations here reveal the presence of the condensate in the theory, as we clarify in the concluding
section below. Also in appendix D we extend our considerations to the three dimensional case to see
what does the situation under consideration mean in higher dimensions. There we also encounter an
expectation value that depends on the average time T .
8These observations are also supported by the considerations of the section 3.1.
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6 Conclusions
First, we calculated one loop corrections to correlation functions for scalars with the use of the
Keldysh-Schwinger technique and concentrated our analysis on secularly growing contributions. We
showed that calculation of the one loop correction to the one point scalar correlation function is
consistent with the obtained in [22] effective potential for scalars.
Second, we have found one loop correction to the Keldysh propagator for scalars and showed that
the anomalous expectation value κpq ≡ 〈αˆpαˆq〉 receives secularly growing contribution proportional
to λ2(T − T0), only if both p, q are positive. I.e. we find a growth of the anomalous average only
for those modes which are propagating along the background field φ(t − x). At the same time the
expectation value of the level population npq ≡ 〈αˆ†pαˆq〉 does not receive growing with time corrections
at all. Also, we calculated one loop corrections to the three-point scalar correlation functions and
found that they also receives growing with time contributions. The latter, however, are suppressed
by the higher power of λ, i.e. they are proportional to the λ3(T − T0).
Third, we repeated the same calculations for the correlation functions of fermions and found that
neither Keldysh propagator nor vertexes receive secularly growing loop corrections. This supports
the general observation that was made in [22].
After that we derived integro-differential Dyson–Schwinger equation for κpq, which is not trivial
only for positive values of p and q. This equation sums up secularly growing contributions from all
loops, i.e. — corrections of the form
(
λ2(T − T0)
)n
, where n is the number of loops. Even though, a
general solution of Dyson–Schwinger equation was not found even in the kinetic approximation, still
we have obtained the stationary form of κpq. Its contribution to the exact Keldysh propagator gives a
contribution, which we interpret as the scalar condensate. The latter appears due to the non–trivial
minimum of the effective potential, which in turn is generated due to the quantum fluctuations of
fermions.
Let us make here some observations, which may shed some light on the behaviour of the loop
corrections to the correlation functions. As was mentioned several times, in [22] the effective potential
for scalars was obtained for large and slowly changing background field Φ:
Seff ≈
∫
d2x
[
1
2
(
∂ϕ
)2 − Veff(ϕ)
]
, where Veff(λϕ) ≃ (λϕ)
2
2π
ln
λϕ
Λ
− (λϕ)
2
4π
. (6.1)
The scalar field ϕ in this effective theory can be represented as follows:
λϕ(t, x) = Φ(v) + λφˆ(t, x), (6.2)
where Φ(v) is the classical background field under consideration and φˆ represents quantum fluctua-
tions. Then, we expand in series the effective action around the classical field Φ(v):
∆Sˆeff ∼
∫
d2xVeff (Φ) + λ
∫
d2xV ′eff (Φ)φˆ+ λ
2
∫
d2x
1
2!
V ′′eff (Φ)φˆφˆ+ λ
3
∫
d2x
1
3!
V ′′′eff(Φ)φˆφˆφˆ+ ...
(6.3)
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Using the exact form of φˆ (2.11) we get that the first term in (6.3) has the form
λ
∫
d2xV ′eff (Φ)φˆ = λ
∫ +∞
−∞
dp
2π
∫
du
∫
dvV ′eff(Φ(v))
(
1√
2|p|e
−ic−p u−ic+p vαˆp + h.c.
)
=
= λ
∫ +∞
−∞
dp
2π
2πδ(c−p )√
2|p|
{
V1(p)αˆp + h.c.
}
, (6.4)
where
Vn(p) ≡ 1
n!
∫ +∞
−∞
dv V
(n)
eff
(
Φ(v)
)
ei
√
2pv. (6.5)
Using that 
δ(c
−
p ) =
√
2δ(|p| − p) = √2δ(0) if p ≥ 0
δ(c−p ) =
√
2δ(|p| − p) = √2δ(2p) = 0 if p < 0
(6.6)
we get
λ
∫
d2xV ′eff(Φ)φˆ = λ
∫ +∞
0
dp
2π
2πδ(0)√
p
{
V1(p)αˆp + h.c.
}
. (6.7)
The second term looks like
λ2
∫
d2x
1
2!
V ′′eff(Φ)φˆφˆ = λ
2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ(0)√
4pq
{
V2(p+ q)αˆpαˆq + V2(p− q)αˆpαˆ†q + h.c.
}
+
+λ2
∫ 0
−∞
dp
2π
1√
2
1√
4p2
{
V2(0)αˆpαˆ
†
p + h.c.
}
, (6.8)
and the third term has the form
λ3
∫
d2x
1
3!
V ′′′eff(Φ)φˆφˆφˆ = λ
3
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
∫ +∞
0
dr
2π
2πδ(0)√
8pqr
{
V3(p+ q + r)αˆpαˆqαˆr + h.c.
}
+
+λ3
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
∫ +∞
0
dr
2π
2πδ(0)√
8pqr
{
V3(p+ q − r)
[
αˆpαˆqαˆ
†
r + αˆpαˆ
†
rαˆq + αˆ
†
rαˆpαˆq
]
+ h.c.
}
+
+λ3
∫ +∞
0
dp
2π
∫ 0
−∞
dq
2π
√
2√
8pq2
{
V3(p)
[
αˆpαˆqαˆ
†
q + αˆ
†
qαˆqαˆp + αˆpαˆ
†
qαˆq
]
+ h.c.
}
+
+λ3
∫ 0
−∞
dp
2π
dq
2π
V3(0)√
2
1√
8pq|p+ q|
{
αˆpαˆqαˆ
†
p+q + αˆ
†
p+qαˆqαˆp + αˆpαˆ
†
p+qαˆq + h.c.
}
, (6.9)
The singular expression δ(0) appears after the integration over the u-coordinate9. In fact, the modes
for scalars in (2.11) can be represented as fp =
1√
2|p|e
−iuc−p −ivc+p , where c±p =
1√
2
(|p|±p). Then, the
integration over the u-coordinate can give only the delta functions of the following form δ(c−p ±c−q +...),
which for positive values of momenta p, q, ... become δ(0). As we have discussed in the main body
of the paper this is exactly the same expression which leads to the secularly growing factor T − T0.
The difference is that in the operator formalism in the Schwinger–Keldysh technique the limits of
9It is interesting to point out, that if one quantize scalars in light-cone coordinates, where, for example v is time, then
integrating over u coordinate and droping the integration over v coordinate would give the part of the Hamiltonian.
However, that is not the case in the present situation since we use the canonical quantization with the time t.
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integration are always finite (i.e. T and T0), while in the Feynman effective action (6.1) we as usual
put them to infinity.
Since the structure of such terms is the same at any order of λ, we concentrate on the first few
only. Writing terms which contain δ(0) as the multiplier and are of order λ2 and λ3 only, we get that
Sˆeff = ... + λ
2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ(0)√
4pq
{
V2(p + q)αˆpαˆq + V2(p− q)αˆpαˆ†q + h.c.
}
+
+λ3
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
∫ +∞
0
dr
2π
2πδ(0)√
8pqr
{
V3(p+ q + r)αˆpαˆqαˆr + h.c.
}
+
+λ3
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
∫ +∞
0
dr
2π
2πδ(0)√
8pqr
{
V3(p+ q − r)
[
αˆpαˆqαˆ
†
r + αˆpαˆ
†
rαˆq + αˆ
†
rαˆpαˆq
]
+ h.c.
}
+ ... (6.10)
Analyzing the structure of (6.4)-(6.9) it is clear that the terms αˆp, αˆpαˆq, αˆpαˆqαˆr, etc. are present
because the background field is v-dependent. At the same time in the constant “background field”,
Φ(v) = M = const, the integration over t and x would lead to the delta–functions establishing
energy and momentum conservation. This means that anomalous terms proportional to αˆp, αˆpαˆq,
αˆpαˆqαˆr and etc. are forbidden in such a situation. While in the non–trivial Φ(v) background they
are allowed.
Let us calculate as an example the first few terms of the series expansion for the effective action,
since there are some subtleties. In the situation under consideration, the integration over u and v
coordinates will give the following delta functions
δ
(
c−p1 + ... + c
−
pn
)
δ
(
c+p1 + ...+ c
+
pn
)
= δ(|p1|+ ...|pn|)δ(p1 + ...+ pn) (6.11)
which exactly reveals the conservation of energy and momentum. At the same time, the term
λ
∫
d2xV ′eff (M)φˆ (6.12)
contains a divergent multiplier. To get rid of this linear term one can choose the minimum of the
effective potential, V ′eff(M) = 0, rather than an arbitrary constant M .
Next, consider the term of the form
λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ
(
c−p + c
−
q
)
√
4pq
{
V2(p+ q)αˆpαˆq + h.c.
}
=
= λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
(2π)2δ
(
c−p + c
−
q
)
δ
(
c+p + c
+
q
)
√
4pq
{
V
(2)
eff
(
M
)
2!
αˆpαˆq + h.c.
}
=
= λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
(2π)2δ
(|p|+ |q|)δ(p+ q)√
4pq
{
V
(2)
eff
(
M
)
2!
αˆpαˆq + h.c.
}
= λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ(p+ q)√
4pq
V2(0)
{
αˆpαˆq + h.c.
}
≈
≈ λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ(p+ q)√
4pq
V2(0)
{
αˆ0αˆ0 + h.c.
}
, (6.13)
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where we have used that from (6.5) it follows that V2(p+ q) =
1
2
V
(2)
eff(M) 2π δ(c
+
p + c
+
q ) for Φ = M =
const. Then, using the following representation of the delta function
δ(x) = lim
ǫ→0
1
2ǫ
e−|x|/ǫ, (6.14)
and the fact that ∫ +∞
0
dp
1√
p
e−p/ǫ =
√
πǫ, (6.15)
we get
λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ(p+ q)√
4pq
=
λ2
4π
lim
ǫ→0
1
2ǫ
∫ +∞
0
dp
∫ +∞
0
dq
1√
pq
e−(p+q)/ǫ =
λ2
4π
lim
ǫ→0
πǫ
2ǫ
=
λ2
8
.(6.16)
Finally,
λ2
∫ +∞
0
dp
2π
∫ +∞
0
dq
2π
2πδ
(
c−p + c
−
q
)
√
4pq
{
V2(p+ q)αˆpαˆq + h.c.
}
=
λ2
8
V2(0)
{
αˆ0αˆ0 + h.c.
}
. (6.17)
The structure of this term shows that it is responsible for the presence of the condensate [29] and is
similar to the term that would appear in the effective action due to the stationary solution for κpq,
which was found in the previous section. Similar analysis shows that terms containing more than
two annihilation operators will disappear due to the energy and momentum conservation in the case
when Φ = M = const.
In all, these observations show a sign that in non–trivial Φ(v) background the loop corrections to
the anomalous quantum averages 〈aˆpaˆq〉, 〈aˆpaˆqaˆr〉 and etc. may show some secular behaviour, which
is not present for Φ = const. And in this paper we essentially see a dynamical generation of the
scalar condensate.
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A Calculation of one loop corrections to the Keldysh Green function
for scalars
In this Appendix we show that when T0 → −∞ and
t1 ≈ t2 = T → +∞
the first term in (3.13) which is proportional to e−i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2) is vanishing. We
assume that the integration over t3, t4 start from T0 – the moment after which the self interaction
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λφψ¯ψ is adiabatically turned on and we shift this moment to −∞ where it is possible. In what
follows, we omit the integration over k1 and k2 and functions of those variables as well as integration
over v3 and v4: we restore them in the end.
First, we consider the term which is proportional to θ(t2−t4)θ(t4−t3) in (3.13) under the integrals
over k1, k2, v3, v4 and rewrite the arguments of the Heaviside functions via the light-cone coordinates:∫
du3
∫
du4e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2)θ(T − t4)θ(t4 − t3)θ(t4 − T0) =
=
∫ T−v4
T0−v4
du4
∫ u4+v4−v3
−∞
du3e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2) =
∣∣∣∣u4 → u4 − v4
∣∣∣∣ =
=
∫ T
T0
du4
1
i
(
c−p − (k1 + k2)− iǫ
)eiu4(c−p −c−q )+iv3(c+p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2) =
=
2π
i
(
c−p − (k1 + k2)− iǫ
)δ(c−p − c−q )eiv3(c+p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2). (A.1)
Second, we consider the term which is proportional to θ(t1− t3)θ(t3− t4) and rewrite the arguments
of the Heaviside functions via the light-cone coordinates:∫
du3
∫
du4e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2)θ(T − t3)θ(t3 − t4)θ(t3 − T0) =
=
∫ T−v3
T0−v3
du3
∫ u3+v3−v4
−∞
du4e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2) =
∣∣∣∣u3 → u3 − v3
∣∣∣∣ =
=
∫ T
T0
du3
−1
i
(
c−q − (k1 + k2) + iǫ
)eiu3(c−p −c−q )+iv3(c+p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2) =
=
−2π
i
(
c−p − (k1 + k2) + iǫ
)δ(c−p − c−q )eiv3(c+p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2).(A.2)
Third, we consider the term which is proportional to θ(t1 − t3)θ(t2 − t4) and rewrite the arguments
of the Heaviside functions via the light-cone coordinates:∫
du3
∫
du4e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2)θ(T − t3)θ(T − t4)θ(t3 − T0)θ(t4 − T0)
=
∫ T−v3
T0−v3
du3
∫ T−v4
T0−v4
du4e
iu3c
−
p +iv3c
+
p −iu4c−q −iv4c+q −i(u3−u4)(k1+k1)−ia(3,4)(1/k1+1/k2) =
∣∣∣∣u3(4) → u3(4) − v3(4)
∣∣∣∣
=
∫ T
T0
du3
∫ T
T0
du4e
iu3(c
−
p −(k1+k2))−iu4(c−q −(k1+k2))+iv3(c+p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2) =
= (2π)2δ
(
c−p − (k1 + k2)
)
δ
(
c−p − c−q
)
eiv3(c
+
p −c−p +k1+k2)−iv4(c+q −c−q +k1+k2)−ia(3,4)(1/k1+1/k2).
(A.3)
It is worth mentioning here that we obtain δ(c−p − c−q ) only in the limit t1, t2 →∞ and T0 → −∞.
Now, analyzing (3.13), (A.1), (A.2) and (A.3) we see that the first term in (3.13) vanishes:(
− θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t3 − t4) + θ(t1 − t3)θ(t2 − t4)
)
→
→
(
− 1
c−p − (k1 + k2)− iǫ
+
1
c−p − (k1 + k2) + iǫ
+ 2πδ
(
c−p − (k1 + k2)
)
∝ −2πδ(c−p − (k1 + k2))+ 2πδ(c−p − (k1 + k2) = 0, (A.4)
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while the second term in (3.13) will add up and give:(
θ(t2 − t4)θ(t4 − t3) + θ(t1 − t3)θ(t3 − t4) + θ(t1 − t3)θ(t2 − t4)
)
→
→ 2πδ(c−p + (k1 + k2))+ 2πδ(c−p + (k1 + k2)) (A.5)
and,finally, we get:
2n(2)qp ≈
i(2π)2√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
(
k1 − k2
k1k2
)2
δ
(
c−p − c−q
)
δ
(
c−p + (k1 + k2)
)×
×
∫
dv3
∫
dv4Φ(v3)Φ(v4)e
iv3c
+
p −iv4c+q +ia(3,4)(1/k1+1/k2). (A.6)
Since in the κpq there is only the difference between Heaviside functions, using (A.1) and (A.2) we
will get principle values and not the delta functions:
θ(t2 − t4)θ(t4 − t3)− θ(t1 − t3)θ(t3 − t4) + ...→
→ 1
c−p − (k1 + k2)− iǫ
+
1
c−p − (k1 + k2) + iǫ
= 2
c−p − (k1 + k2)(
c−p − (k1 + k2)
)2
+ ǫ2
+ ... (A.7)
Then, we get that:
2κ(2)pq =
−1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)2πδ
(
c−p + c
−
q
)
[
eiv3
(
c+p −c−p +k1+k2
)
+iv4
(
c+q −c−q −(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
− 2 P 1
c−p − (k1 + k2)
+ 2πδ
(
c−p − (k1 + k2)
))
+
+eiv3
(
c+p −c−p −(k1+k2)
)
+iv4
(
c+q −c−q +(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1
c−p + (k1 + k2)
+ 2πδ
(
c−p + (k1 + k2)
))]
.
(A.8)
Next, let us analyze the structure of n
(2)
qp and κ
(2)
pq for different values of momenta p, q. First, when
p > 0 and q > 0 we have that
c−p ∝ |p| − p = 0.
Then
2n(2)qp =
(
T − T0
) i(2π)2√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
(
k1 − k2
k1k2
)2
δ
(
k1 + k2
)×
×
∫
dv3
∫
dv4Φ(v3)Φ(v4)e
iv3c
+
p −iv4c+q +ia(3,4)(1/k1+1/k2) ∼ 0, (A.9)
since it takes non zero value only when k1 = k2 = 0. But our integrals over k1 and k2 contain parts
limǫ→0 e−ǫ/k1 (see the footnote 2) which will make the integrands zero even when k1 = k2 = 0.
Similarly,
2κ(2)pq ≈
(
T − T0
) −1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)×
×
[
eiv3
(√
2p+k1+k2
)
+iv4
(√
2q−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
)
+
+eiv3
(√
2p−(k1+k2)
)
+iv4
(√
2q+(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
)]
, (A.10)
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where we used that
2πδ
(
c−p + c
−
q
) ≈ ∫ T
T0
dueiu
(
c−p +c
−
q
)
, as T − T0 →∞
from which it follows that
2πδ(0) = T − T0.
Second, when p > 0 and q < 0 we have
2n(2)qp ≈ δ
(√
2q
) i(2π)2√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
(
k1 − k2
k1k2
)2
δ
(
k1 + k2
)×
×
∫
dv3
∫
dv4Φ(v3)Φ(v4)e
iv3c
+
p −iv4c+q +ia(3,4)(1/k1+1/k2) ≈ 0, (A.11)
and
2κ(2)pq ≈ 2πδ
(√
2q
) −1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)×
×
[
eiv3
(√
2p+k1+k2
)
+iv4
(
−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
+ 2πδ
(
(k1 + k2)
))
+
+eiv3
(√
2p−(k1+k2)
)
+iv4
(
(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
+ 2πδ
(
(k1 + k2)
))]
, (A.12)
which is not equal to zero only when q = 0.
Third, when p < 0 and q > 0 we have
2n(2)qp ≈ δ
(√
2p
) i(2π)2√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
(
k1 − k2
k1k2
)2
δ
(
k1 + k2
)×
×
∫
dv3
∫
dv4Φ(v3)Φ(v4)e
iv3c
+
p −iv4c+q +ia(3,4)(1/k1+1/k2) ≈ 0, (A.13)
and
2κ(2)pq ≈ 2πδ
(√
2p
) −1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)×
×
[
eiv3
(
k1+k2
)
+iv4
(√
2q−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
+ 2πδ
(
(k1 + k2)
))
+
+eiv3
(
−(k1+k2)
)
+iv4
(√
2q+(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1
k1 + k2
+ 2πδ
(
(k1 + k2)
))]
. (A.14)
which is not equal to zero only when p = 0.
Finally, when p < 0 and q < 0 we obtain that
c+p ∝ |p|+ p = 0.
Then
2n(2)qp ≈
1√
2
δ
(
p− q) i(2π)2√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
(
k1 − k2
k1k2
)2
δ
(−√2p+ (k1 + k2))×
×
∫
dv3
∫
dv4Φ(v3)Φ(v4)e
ia(3,4)(1/k1+1/k2) ≈ 0, (A.15)
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and
2κ(2)pq ≈ 2πδ
(√
2p+
√
2q
) −1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)×
×
[
eiv3
(√
2p+k1+k2
)
+iv4
(√
2q−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2 P 1√
2p+ (k1 + k2)
)
+
+eiv3
(√
2p−(k1+k2)
)
+iv4
(√
2q+(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1−√2p+ (k1 + k2)
)
+
+eiv3
(√
2p+k1+k2
)
+iv4
(√
2q−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2πδ
(−√2p− (k1 + k2))
)
+
+eiv3
(√
2p−(k1+k2)
)
+iv4
(√
2q+(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2πδ
(−√2p+ (k1 + k2))
)]
. (A.16)
which is not zero only when p = q = 0.
In all, we get that
n(2)qp = 0, for any values of p, q. (A.17)
And κpq has non zero value only when p ≥ 0 and q ≥ 0 which is equal to
2κ(2)pq =
(
T − T0
) −1√
2|p|2|q|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)×
×
[
eiv3
(√
2p+k1+k2
)
+iv4
(√
2q−(k1+k2)
)
−ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
)
+
+eiv3
(√
2p−(k1+k2)
)
+iv4
(√
2q+(k1+k2)
)
+ia(3,4)(1/k1+1/k2)
(
2 P 1
(k1 + k2)
)]
. (A.18)
B Derivation of the Dyson-Schwinger equation for the scalar Keldysh
propagator
In the Appendix we derive the Dyson-Schwinger equation for kpq. We start from the eq.(5.3).
Using the tree-level propagators for fermions (2.20)-(2.22) we get
κpq(t1, t2) = κ
(2)
pq +
+
1
2
{
i
∫ +∞
−∞
dq1
2π
1√
2|q1|
1√
2|p|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)κq1q(t4, t2)
[
∫ t1
T0
du3
∫ u3−v4
−∞
du4e
i(u3−v3)c−p +iv3c+p −iu4c−q1−iv4c+q1
(
ei(k1+k2)(u3−v3−u4)+ia(v3,v4)(1/k1+1/k2) − c.c
)]
+ (p↔ q)
}
.
(B.1)
Next, we assume that κpq(t4, t2) ≈ κpq
(
(t4 + t2)/2
)
and is very slow function of time in comparison
with oscillation modes, i.e.
κq1q(t4, t2) ≈ κq1q(T ).
This is so called kinetic approximation [1].
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After such a simplification it is possible to take integrals over u3 and u4 to get:∫ t1
T0
du3
∫ u3−v4
−∞
du4e
i(u3−v3)c−p +iv3c+p −iu4c−q1−iv4c+q1
(
ei(k1+k2)(u3−v3−u4)+ia(v3,v4)(1/k1+1/k2) − c.c
)
κq1q(T ) =
= 2πiδ
(
c−p − c−q1
)[ 1
c−q1 + k1 + k2 + iǫ
eiv3(c
+
p −c−p −k1−k2)−iv4(c+q1−c−q1−k1−k2)+ia(v3,v4)(1/k1+1/k2) −
− 1
c−q1 − (k1 + k2) + iǫ
eiv3(c
+
p −c−p +k1+k2)−iv4(c+q1−c−q1+k1+k2)−ia(v3,v4)(1/k1+1/k2)
]
κq1q(T ). (B.2)
First, let us consider the case when p ≥ 0. In such a case δ(c−p − c−q1) = δ(c−q1) and it has non zero
value10 only for positive momentum q1 and eq. (B.1) acquires the form
κpq(T ) = κ
(2)
pq −
−
{(
T − T0
)
2
∫ +∞
0
dq1
2π
1√
2|q1|
1√
2|p|
∫ +∞
0
dk1
2π
∫ +∞
0
dk2
2π
1
2
(
k1 − k2
k1k2
)2 ∫
dv3
∫
dv4Φ(v3)Φ(v4)
[
P
(
1
k1 + k2
)[
eiv3(
√
2p−k1−k2)−iv4(
√
2q1−k1−k2)+ia(v3,v4)(1/k1+1/k2) +
+eiv3(
√
2p+k1+k2)−iv4(
√
2q1+k1+k2)−ia(v3,v4)(1/k1+1/k2)
]
κq1q(T ) + (p↔ q)
}
(B.3)
Now, using the exact form of κ
(2)
pq in (3.15) we get the following equation
κpq(T ) = (T − T0)F (p, q)θ(q) + 1
2
{
(T − T0)
∫ +∞
0
dq1
2π
F (p,−q1)κq1q(T ) + (p↔ q)
}
, (B.4)
where F (p, q) is defined in (3.16). Since in our approximation κpq is a very slow function of T we
can also rewrite equation (B.4) as
κpq − 0
T − T0 ≈ ∂Tκpq(T ) = F (p, q)θ(q) +
1
2
{∫ +∞
0
dq1
2π
F (p,−q1)κq1q(T ) + (p↔ q)
}
, (B.5)
where we used that κ0pq = 0.
In the case when p < 0 we get that δ
(
c−p − c−q1
)
= δ
(√
2(p − q1)
)
for negative values of q1 and
δ
(
c−p − c−q1
)
= δ
(√
2p
)
for positive values of momentum q1. Finally, using the fact that κ
(2)
pq is zero
for negative vlues of p we get that equation (B.1) becomes
κpq(T ) =
1
2
∫ 0
−∞
dq1
2π
δ(p− q1)L(p)κq1q(T ) + (p↔ q) =
L(p) + L(q)
2
κpq(T ), (B.6)
where L(p) can be found from (B.1). This means that
κpq(T ) = 0, if p < 0. (B.7)
Finally, if we use the symmetry over p, q momentum, the Dyson-Schwinger equation for the anomalous
average κpq has the form
∂Tκpq(T ) = F (p, q) +
1
2
{∫ +∞
0
dq1
2π
F (p,−q1)κq1q(T ) + (p↔ q)
}
, p, q ≥ 0 (B.8)
10For positive values of p and q1 we have that 2πδ
(
c−p − c−q1
)
= 2πδ(0) = T − T0.
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C Some comments about one loop corrections to the Keldysh propaga-
tor for scalars in the case of constant classical background field
As was discussed in [14] the exact fermion modes (2.15) in case when Φ(v) = m define the same
Fock ground state as the usual plane wave modes for massive fermions. It means that if we perform
the following change of variables in (A.6) and (A.8):


k1 → 1√
2
(wk1 − k1)
k2 → 1√
2
(wk2 − k2)
, where wk =
√
m2 + k2.
our expressions for n
(2)
qp and κ
(2)
pq must coincide with those for the usual Fock space ground state for
the plane wave modes. Indeed, this is the case. Such a calculation we perform as an independent
check that our calculations do not contain mistakes.
D Calculation of loop corrections in 2+1 dimensions
In 2+1 dimensions we can work with two dimensional spinors, which are solutions of the Dirac
equation (
iγµ∂µ − Φ(v)
)
ψ = 0, (D.1)
with gamma matrices as
γ0 =
[
0 −i
i 0
]
, γ1 =
[
0 i
i 0
]
, γ2 =
[
i 0
0 −i
]
. (D.2)
Rewriting (D.1) more explicitly, we obtain
[
−Φ(v)− ∂2
√
2∂v√
2∂u −Φ(v) + ∂2
][
ψ1
ψ2
]
= 0 ,


v =
t− x√
2
u =
t + x√
2
. (D.3)
The field operator has the form
ψˆ(u, v, y) =
∫ +∞
0
dq
2π
∫ +∞
−∞
dq2
2π
1
4
√
2
[
aˆ~q

Φ(v)− iq2√2iq
1

 e−iqu−ia˜(v,0)/q+iq2y+bˆ†~q

Φ(v) + iq2√2iq
−1

 eiqu+ia˜(v,0)/q−iq2y] ,
(D.4)
where ~q = (q, q2) and
a˜(v, 0) =
1
2
∫ v
0
ds
(
Φ2(s) + q22
)
. (D.5)
If one puts Φ(v) = m the standard theory of massive fermions, which does not mix positive and
negative modes, follows after a trivial Bogolyubov transformation.
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For scalars we use the standard plane wave expansion, where the modes are
f~p(t, ~x) =
1√
2|p|e
−i|p|t+ip1x+ip2y with |p| =
√
p21 + p
2
2 and the ladder operators αˆ~p, αˆ
†
~p satisfy the
standard commutation relations.
The calculation of loop corrections to κ
(2)
~p~q and n
(2)
~p~q to the Keldysh propagator for scalars are
almost identical to the two–dimensional case above. Hence, we present here only the result in the
limit T =
t1 + t2
2
≫ |t1 − t2|:

n
(2)
~q~p ∼ 0
κ
(2)
~p~q ≈ (T − T0)δ(p2 + q2)F˜ (p, q)θ(p1)θ(q1), p1, q1, p2, q2 ≥ 0.
, (D.6)
where
F˜ (p1, q1) =
−1√
2|p|2|q|
∫ +∞
0
dk
2π
∫ +∞
0
dk′
2π
∫ +∞
−∞
dk2
∫
dv3
∫
dv42 P 1
k + k′[
A(v3, v4; k, k2; k
′, k′2 = −k2 + p2)eiv3
(
c+p −c−p +k+k′
)
+iv4
(
c+q −c−q −(k+k′)
)
−ia˜(3,4)(1/k+1/k′) +
+A∗(v3, v4; k, k2; k′, k′2 = −k2 − p2)eiv3
(
c+p −c−p −(k+k′)
)
+iv4
(
c+q −c−q +(k+k′)
)
+ia˜(3,4)(1/k+1/k′)
]
, (D.7)
and
A(v3, v4; k, k2; k
′, k′2) = −
(Φ(v3)− ik2)(Φ(v4) + ik′2)
2kk′
+
(Φ(v3)− ik2)(Φ(v4) + ik2)
2k2
+
+
(Φ(v4) + ik
′
2)(Φ(v3)− ik′2)
2k′2
− (Φ(v4) + ik2)(Φ(v3)− ik
′
2)
2kk′
. (D.8)
with c±p ≡
1√
2
(|p| ± p1) = 1√
2
(√
p21 + p
2
2 ± p1
)
.
Furthermore, the stationary solution of the Dyson-Schwinger equation has the form
κ~p~q = −2πδ(p2 + q2)δ(p1 + q1), p1, q1, p2, q2 ≥ 0. (D.9)
Now, let us calculate its contribution to the exact Keldysh function in the limit in question:
DK(t1, ~x1; t2, ~x2) ≈ DK0 (t1 − t2, ~x1 − x2) +
+
∫ +∞
0
d2~p
(2π)2
d2~q
(2π)2
2κ~p~q
1√
2|p|e
−i|p|t1+ip1x1+ip2y1 1√
2|q|e
−i|q|t2+iq1x2+iq2y2 + c.c.. (D.10)
Since the static solution κ~p~q is not zero only when ~p = ~q = 0 we have to carefully calculate the last
expression: ∫ +∞
0
d2~p
(2π)2
d2~q
(2π)2
2κ~p~q
1√
2|p|2|q|e
−i|p|t1+ip1x1+ip2y1e−i|q|t2+iq1x2+iq2y2 + c.c. =
=
∫ +∞
0
dp1
2π
dp2
2π
∫ +∞
0
dq1
2π
dq2
2π
(− 2πδ(p1 + q1)δ(p2 + q2)) 1√|pq|e−i|p|t1+ip1x1+ip2y1e−i|q|t2+iq1x2+iq2y2 + c.c.
(D.11)
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We make the following change of variables

p1 + q1√
2
= w+
p1 − q1√
2
= w−
,


p2 + q2√
2
= z+
p2 − q2√
2
= z−
(D.12)
and (D.11) acquires the form
− 1
(2π)3
∫ +∞
0
dw+δ(w+)
∫ +∞
0
dz+δ(z+)
∫ +∞
−∞
dw−
∫ +∞
−∞
dz−
e−i
√
w2
−
+z2
−
T+iw−X+iz−Y√
w2− + z2−
+ c.c =
= − 1
(2π)3
(
1
2
)2 ∫ +∞
−∞
dw
∫ +∞
−∞
dz
1√
w2 + z2
e−i
√
w2+z2T+iwX+izY + c.c =
= − 1
(2π)3
(
1
2
)2
23
∫ +∞
0
dw
∫ +∞
0
dz
cos
√
w2 + z2T√
w2 + z2
coswX cos zY , (D.13)
where 

T =
t1 + t2√
2
X =
x1 − x2√
2
Y =
y1 − y2√
2
(D.14)
First of all we obtain that
∫ +∞
0
dw
cos
√
w2 + z2T√
w2 + z2
coswX =


K0
(
z
√
X2 − T 2
)
, |X| > |T |
−π
2
Y0
(
z
√
T 2 −X2
)
, |T | > |X|
. (D.15)
Then, using that [30]∫ +∞
0
dzK0
(
z
√
X2 − T 2
)
cos zY =
π
2
1√
X2 + Y 2 − T 2 (D.16)
and [30]
∫ +∞
0
dzY0
(
z
√
T 2 −X2
)
cos zY =


− 1√
X2 + Y 2 − T 2 ,
√
X2 − T 2 < |Y |
0,
√
X2 − T 2 > |Y |
(D.17)
we find that the resummed Keldysh propagator has the following form in the limit T →∞:
DK(t1, t2; ~x1, ~x2) ≈ DK0 (t1 − t2; ~x1 − ~x2)−
1
4π2
θ(|X| − |T |) + θ(|T | − |X|)θ(|Y | − √T 2 −X2)√
X2 + Y 2 − T 2 .
(D.18)
This expression shows that for large distances, when DK0 vanishes (which is true in three dimensions
unlike the two–dimensional case) we obtain a non–zero time T = (t1 + t2)/2 dependent value, which
breaks the Poincare´ invariance.
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