INTRODUCTION
The ionosphere is part of the upper atmosphere where sufficient ionization can affect the propagation of radio waves. There are many factors that can affect the ionosphere's electron contents including the altitude, location, time of day, season, solar activity, and solar disturbances. The Total Electron Content (TEC) is defined as the number of free electrons in a unit cross sectional area (m 2 ) along the ray path, and its unit is TEC Unit (TECU) where 1 TECU = 1 x 10 16 electrons/m 2 . As TEC is ever variable, it is wise to be able to forecast the characteristics of TEC in advance. It would be beneficial to radio communication operators, and navigation and space control system, especially during disturbed ionospheric conditions.
The forecasting of the TEC can be made by using the neural network models. The neural network is capable to learn and then generalizing. Generalization is the ability of the network to create reasonable outputs for inputs not encounter during training (learning) [1] . A neural network is nonlinear, which made up of an interconnection of nonlinear neurons. The nonlinearity is distributed throughout the network and this is a particularly important property, especially if the mechanism responsible for generation of the input signal is nonlinear [1] . The neural network has been applied previously in modelling TEC using GPS data over various locations and for different time of observation periods, and showed promising results [2] [3] [4] [5] [6] [7] .
This work focuses on the effectiveness of neural network in predicting the TEC. Our area of interest is at a low latitude station at Parit Raja, Johor, Malaysia (1°52' N, 103°06'E) using the data from the GPS Ionospheric Scintillation and TEC Monitor (GISTM) receiver installed there. The data were taken from January to December 2005 where the monthly mean sunspot number (SSN) was between 8.5 and 42.6.
II. TOTAL ELECTRON CONTENT AND NEURAL NETWORK

A. Total Electron Content from GISTM Receiver
The Total Electron Content can be derived from a dualfrequency (L1 frequency at 1575.42 MHz, and L2 frequency at 1227.60 MHz) GISTM receiver, which can measure both amplitude and phase scintillations from L1 frequency alone, and TEC from L1 and L2 frequencies.
The delay of the transmitted signal from a GPS satellite on L1 and L2 is used to measure the electron content along the propagation path as these delays are proportionate to each other. Using GSV4004B, the TEC can be determined following [8] : The value computed by the GPS receiver is the slant TEC (STEC), which can be converted to vertical TEC (VTEC) by assuming a thin-shell model and a horizontally uniform ionosphere [9] :
where ) cos(χ is the mapping function:
where χ is the satellite zenith angle at the sub-ionospheric pierce point, R E is the radius of the earth, E is the satellite elevation angle, h pp is the height of the sub-ionospheric point.
B. Neural Network
Neural network is a group of interconnected artificial neurons that are capable to learn data patterns when provided with enough input and output sets [10] . The network consists of input, hidden, and output layers. There are several numbers of neurons in each layer. The input propagates into layer by layer until it reaches to output. In the multilayer back propagation algorithm, the training process consists of two phases; forward and backward. In the forward phase, the input propagates through the layer while in the backward phase the error signal propagates from output to input through every layer. In general, the back propagation technique cannot lead to convergence, and there are no definite criteria to stop the operation [1] . However some practical criteria can be used to terminate the operation, including the mean squared error (MSE). The back propagation algorithm is believed to converge when the MSE rate per epoch is satisfactorily small [1] .
Another criterion for convergence is generalization. After the iteration of each learning stage is done, the network is tested for its generalization performance. The learning procedure will halt if the generalization performance is sufficient. The network should be well trained so that it has learned enough about the past to be able to generalize the future [1] . It is possible for a neural network to have more than one hidden layer. However, it is found that containing extra hidden layer does not contribute significantly to the accuracy of the result [1] , but it is possible to help the training process in certain cases [10] .
The network is trained to learn the relationship between the input and output, and later, in the testing stage it is able to present the output when presented with only the input. The neural network has been applied to model parameters with nonlinear characteristics, for example, the prediction of solar cycle 23, the ionospheric peak electron density at the equatorial anomaly regions, and the TEC [ [2] , and the references therein]. Prediction of TEC using neural network has been conducted for various locations, including by using data from South Africa [2] [3] [4] , Brazil [5] , India [6, 11] , Japan [12] , Cyprus [7] , China [13] , and U.K [14] .
III. DATA AND METHODOLOGY
The TEC used in this study were obtained from the GISTM receiver installed at Wireless and Radio Science (WARAS) Centre, Universiti Tun Hussein Onn Malaysia at latitude 1°52' N and longitude 103°06' E. Data from 2005 were utilised and separated for training and testing sets. The input for the neural network is considered from the elements known affecting the TEC, for example the solar activity, and both seasonal and diurnal variations. The solar activity was signified by the monthly sunspot number (SSN). Meanwhile, the seasonal and diurnal variations were represented by four elements [2] :
where DNS, DNC, HRS and HRC are the sine and cosine components of day number, DN and hour of the day, HR, respectively.
The output of the neural network was the hourly Vertical TEC, which was obtained from the GISTM receiver. Two different network configurations were used; first, training set was taken from all data from January-November 2005, while the testing set was from December 2005, and second, training set was from January-October 2005 and December 2005, and testing set was from November 2005. These configurations were chosen to observe the effect of solar activity on the capability of neural network to make prediction. The monthly SSN for 2005 was between 8.5 and 42.6, with the average of 29.8.
Feed forward neural network with the back propagation algorithm has been chosen in this work. For each configuration mentioned above, we have applied one and two hidden layers. In addition, several different numbers of neurons were applied on each hidden layer in order to see the effect of the choice of hidden neuron(s) to the neural network effectiveness in prediction the suitable output. The training function chosen in this work is Levenberg-Marquardt back propagation algorithm ('trainlm') due to its fast processing, however it requires more memory in comparison with other algorithms.
Next, new unseen data will be tested on the neural network. In this testing stage, different data from the training set will be given to the neural network. The root mean square error (RMSE) was chosen to identify the optimum solution. In addition, the absolute error, |α| has been computed as follows [5] :
where VTEC is the values computed from the GISTM receiver, and VTEC e represents values predicted by neural network.
The relative error, ε also can be determined as follows [5] :
IV. RESULT AND ANALYSIS The training process has been done successfully. The parameters of all trained network were saved and later applied to the testing process. Table I shows the result of testing process for the first configuration, where training set was from all data from January-November 2005 (monthly SSN 8.5-18.0), and the testing set was from December 2005 (monthly SSN 41.2). Meanwhile, Table II Results show that in most set-up of number of neurons in the hidden layer(s), the second configuration provides a better RMSE compared to the first configuration, except for [10, 1] . Overall, the second configuration provides better (smaller) RMSE and errors. This could due to the effect of higher monthly SSN of 41.2 in the testing set of first configuration, thus causing difficulties for neural network to provide good results. For the second configuration, the monthly SSN is only 18.0.
In terms of the choice of number of neuron in the hidden layer(s), and the number of hidden layer(s), no specific pattern can be observed. Having more than one hidden layer has not necessarily added to the accuracy of the predictions done by the neural network [1] . However, it may help in making the training process easier [10] . Based on our experience, certain choices of number of neurons took longer time to train and only resulting to a higher RMSE.
With the exception of [10, 5] in the first configuration, all other settings resulted RMSE of 3-5 TECU, absolute error of 2-4 TECU and relative error of 9-16%. RMSE of ~4 TECU has been observed in South African stations and it can be higher depending on the time of the day [3] . Fig. 1 shows the plot of hourly VTEC of both the measured and predicted VTEC for the first configuration using [5, 1] setting. Only three days (14-16 December 2005) of the testing results are shown here. The mean absolute error for these three days is 3.40 TECU and the mean relative error is 17.0%. Meanwhile, the plot of the hourly VTEC using [5, 1] of the second configuration is shown in Fig. 2 for 14-16 November 2005. The mean absolute error and relative error for these three days are 1.90 TECU and 7.4%, respectively. The results suggest that during higher solar activity where more TEC variations were observed, the neural network has difficulties to provide good prediction that is similar to the measured TEC. This is in agreement with the finding in Ref. [5] where the worst absolute error was acquired during the period of high solar activity. However, more data from other years will be included in our training and testing sets. 
V. CONCLUDING REMARKS
This work shows preliminary result of the predictions of the TEC using data from the whole 2005. Results indicate that neural network can be a good tool in predicting the TEC values. The second network configuration which utilized TEC values during lower solar activity gives a better RMSE, and both absolute and relative error, in comparison with the first configurations which used TEC values during relatively higher solar activity. Future work will involve data over a larger period of time and various solar activities.
