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Non-normal properties of daily returns to major equity indices and the main US dollar 
exchange rates are established. A mixture of two normal densities, only one of which may 
have non-zero mean, is adequate to represent the empirical distribution of these returns; thus 
the density has at most four parameters and estimation by the method of moments is 
described.  
 
The paper then moves on to the problem of uncertainty in volatility, and how this affects 
option prices. The consequent adjustment to Black-Scholes option prices is quantified in this 
paper by using a normal mixture model for the distribution of underlying returns, or 
equivalently, assuming a mixture of lognormal densities for the density of the asset price. The 
use of a lognormal mixture price process for pricing options is not new (Ritchey, 1990) but 
the existence of a unique risk neutral measure for such a price process has only recently been 
proved (Brigo and Mercurio, 2000a, 2001).  
 
Data on European options on the Japanese Yen - US Dollar exchange rate are used to extend 
previous empirical work on the calibration of normal mixture option prices, and we 
demonstrate that when the model prices of ATM options are based on a lognormal mixture 
price process, they should be identical to the Black-Scholes model prices where the price 
process has the same expected volatility. Although the prices of ATM options are the same 
under both models, normal mixture prices of OTM and ITM options will be greater than the 
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1. Introduction 
High frequency returns to financial assets are not well modelled by normal distributions. 
Empirical evidence on the non-normality of returns distributions is well established in the 
literature following Mandlebrot (1963). In most liquid financial markets there is highly 
significant excess kurtosis in intra-day returns, which increases with sampling frequency. This 
is one of the stylized facts of high-frequency financial returns, which is particularly 
pronounced in foreign exchange markets. However, the skew in high-frequency exchange rate 
returns is not as pronounced as it is in high-frequency equity returns (see Hsieh, 1988; Baillie 
and Bollerslev, 1989; Goodhart and O’Hara, 1997; Müller et al., 1990).  
 
Non-normality of daily or weekly returns is not so apparent. In equities market crashes lead to 
outliers that induce non-normality in returns measured over several days or weeks, but a 
consequence of the central limit theorem is that the excess kurtosis in log returns disappears 
as the sampling interval increases. 1 
 
Several empirical studies (Ritchey, 1990; Melick and Thomas, 1997; Guo, 1998) have shown 
that normal mixture models for log returns distributions are very useful for pricing options. 
Indeed these models fit the market prices of simple European OTM and ITM options better 
than Black-Scholes model prices, and thus offer some explanation for the smile effect. 
Recently several papers by Brigo and Mercurio (2000a, 2000b, 2001) have developed the 
asset price dynamics that imply a lognormal mixture for the risk-neutral density, thus 
supporting the use of normal mixture models for log returns in option pricing. 
 
This paper examines the behavioural rationale for option pricing with normal mixtures and 
the consequences for the calibration of normal mixture option prices. It is shown that whilst 
heterogeneous expectations of short term volatility can explain the observed term structure in 
excess kurtosis, this model is only applicable to the pricing of very short term options. For 
longer term option it is uncertainty in volatility that motivates the use of normal mixture 
option prices. An important consequence of this model is that the normal mixture prices 
should be calibrated to the Black-Scholes option prices that have the same expected volatility, 
not the same expected variance. 
                                                         
1 The central limit theorem implies that the sum of non-normal variables tends towards a normal 
variable: if Xi have i.i.d. distributions with mean 0, variance s
2 and excess kurtosis k, then Y = (X1 + … 
+ Xn) has a distribution with mean 0, variance ns
2 and kurtosis 3 + k/n, so the kurtosis approaches 3 
and the excess kurtosis approaches zero as n increases. 
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The outline of the paper is as follows: the next section offers empirical evidence that daily log 
returns to major equity indices and the main US dollar exchange rates are not normally 
distributed. Section 3 describes the properties of normal mixture density functions and shows 
that a mixture of two normal densities, one of which has non-zero mean, is sufficient to 
capture most departures from normality. Section 4 discusses the parameter estimation such 
normal mixture densities using the method of moments, and section 5 describes some 
alternative behavioural models that motivate the use of normal mixture densities for log 
returns. Section 6 shows how option prices that are based on lognormal mixture asset prices 
are the probability weighted sum of the constituent normal (Black-Scholes) option prices, and 
indicates how they should be calibrated to the market. Section 7 presents some empirical 
results for simple European options on the Japanese Yen - US Dollar exchange rate and 
section 8 concludes. 
  
 
2. Non-normality in Financial Returns 
A common simplifying assumption while studying financial assets is that the asset prices are 
log-normally distributed or in other words the asset log returns are normally distributed. 
However, it is a proven fact that many financial asset returns, especially when calculated 
using high-frequency data (such as intra-day data), are non-normally distributed. They often 
have tails which are fatter than those of the normal distribution. This feature is termed as 
leptokurtosis. 
 
Figure 1 compares the empirical distribution of Japanese Yen / US Dollar (JP¥ /US$) daily 
returns (for the period between January 1999 and December 2000) with a normal distribution.  
The excess kurtosis (ke)2 for the returns data is 2.66 whereas for a normal distribution it is 
zero. Both the distributions have mean equal to –0.000045 and standard deviation equal to 
0.007527. It can be observed that as we move from a normal distribution with no excess 
kurtosis to a distribution with positive excess kurtosis, probability mass is added to the tails 
and to the middle part of the distribution. This addition is compensated by a corresponding 
loss in the probability mass from the regions that are between the tails and the centre. Thus 
                                                         
2 Kurtosis is the standardised fourth central moment of a density function, k





4 f(x) dx.           
The kurtosis of a normal density being 3, it is common to use excess kurtosis, ke  =  k
  - 3 
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the distribution becomes more peaked and fat-tailed. The implications of such a change in the 
allocation of the probability mass is that the chances of a very large or a very small shift in the 






















The same conclusions can be drawn from Table 1 below, which shows the frequency with 
which the JP¥ /US$ daily returns exceeded one, two, three, four and five standard deviations 
and compares them with the frequencies we expect under a normal distribution. The 
probability of a one standard deviation, 17.37% is much less than the 31.73% expected under 
the normal distribution. This explains the ‘peaked’ nature of the empirical distribution. On the 
other hand, the probability of a three standard deviation move is 1.00% which is significantly 
greater than the value of 0.27% under the normal distribution. This accounts for the ‘fat-
tailed’ nature of the JP¥ /US$ daily returns distribution.  
 
Apart from having excess kurtosis, empirical distributions may also have significant 
skewness. The JP¥ /US$ daily returns distribution discussed above has a skewness of 0.1749. 
Although in the case of JP¥ /US$ skewness is insignificant, in other returns distributions it 
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may not be so.3 For instance distributions of equity returns typically show negative skewness 










An exact, large sample statistical test for non-normality is the Jarque-Bera normality test. The 
JB test statistic, based on a sample size of n, is defined in terms of sample estimates of 
skewness (tˆ )4 and excess kurtosis (k ˆ e):  
 
     JB = n [ (t ˆ
2/6) + (k ˆ e
2/24) ]                           (1) 
 
It is asymptotically chi-squared with 2 degrees of freedom. The null hypothesis is that the data 
is normally distributed.  
 
Table 2 shows the JB test statistic calculated for daily returns data ranging from January 4, 




     





                                                         
3 The standard errors for the sample estimates tˆ and k ˆ e are approximately equal to ￿(6/n) and ￿(24/n) 
respectively. 
4 Skewness is the standardised third central moment of distribution: t





3 f(x) dx  
Table 1 : JP¥ /US$ daily returns distribution versus normal distribution 
JP¥/$ Normal
> 1 stdev 17.37% 31.73%
> 2 stdev 3.79% 4.55%
> 3 stdev 1.00% 0.27%
> 4 stdev 0.20% 0.01%  
Table 2: JB statistic for JP¥ /$, £/$ and EURO/$ 
JP¥/$ £/$ EURO/$
Skewness 0.1749 0.0812 0.334
Std error of 
Skewness (approx.)
0.1094 0.1094 0.1094
Excess Kurtosis 2.6606 0.7658 0.6275
Std error of Excess 
Kurtosis (approx.) 0.2189 0.2189 0.2189
JB 150.32 12.79 17.53Discussion Paper 2001-10 
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It is seen that in case of all the three exchange rates the JB test statistic values are greater than 
the 1% critical value of c
2(2), which is 9.21, implying that there is significant non-normality 
in the daily returns data. However this non-normality is more acute in case of JP¥ /$ since it 
has much higher excess kurtosis and therefore much fatter tails than the other two exchange 
rates. It is also worth noting that EURO/$ has high skewness and low excess kurtosis but vice 
versa for JP¥ /$. In the case of  £/$ both skewness and excess kurtosis are low.  
 
Table 3 performs a similar study on the daily returns of three stock market indices: FTSE 100, 











There is significant evidence of non-normality in each index return distribution, particularly 
in the CAC and the DAX, and all three stock indices exhibit negative skewness, although this 
is only really significant in the DAX. 
 
 
3. Properties of Normal Mixture Densities 
One approach to modelling non-normality has been to assume that the conditional distribution 
of returns is normal whereas the unconditional returns distribution is not normal. For instance, 
in many stochastic volatility models, such as the generalized autoregressive conditional 
heteroscedasticity models of Engle (1982) and Bollerslev (1986) the conditional distributions 
of returns are normal but, since their variance changes over time, the unconditional 
distribution of returns is non-normal; in fact it is a normal mixture distribution. 
 
An alternative approach is to model the unconditional returns distribution using a non-normal 
density function. In applications where only the extreme values of returns are to be modelled, 
generalised extreme value or generalised Pareto distributions can be considered (McNeil, 
1997; Embrechts et al, 1998, 1999). However, for option pricing and hedging one is interested 
Table 3: JB statistic for FTSE, CAC and DAX 
FTSE CAC DAX
Skewness -0.0454 -0.2782 -0.4429
Std error of 
Skewness (approx.)
0.109 0.109 0.109
Excess Kurtosis 0.7211 1.7405 1.8413
Std error of Excess 
Kurtosis (approx.) 0.218 0.218 0.218
JB 11.11 70.26 87.85Discussion Paper 2001-10 
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in modelling the whole distribution of returns. Hyperbolic distributions, so-called because 
their log density function has the shape of a hyperbola, are one possibility. They have been 
applied to option pricing in Eberlein and Keller (1995). Hyperbolic densities have four 
parameters, one for location, one for scale and two for shape; thus they can provide a very 
good fit to empirical returns. 
 
Normal mixture densities are a simple form of hyperbolic density. Even very simple normal 
mixtures offer sufficient flexibility to gain a good fit to empirical returns, as we shall see in 
this section. Moreover, because they have a straightforward relationship with normal 
densities, the standard 'normal' models have a simple extension to the normal mixture case. 
This allows one to build some simple non-normal models for risk measurement and option 
pricing. A detailed introduction to normal mixture density functions and their risk 
management applications such as Value-at-Risk estimation for portfolios with fat-tailed P&L 
distributions, is given in Alexander (2001).  
 
The normal density function is given by 
 
     f(x) = (2ps
2)
-1/2exp(-½( x - m)
2 /s
2),       - ¥ < x < ¥                           (2) 
 
As is evident from the above equation, a normal distribution requires only two parameters to 
be fully defined: m, the mean, is the location parameter while s
2 , the variance, is the scale 
parameter.  
 
Consider two normal densities f1(x) and f2(x); one with parameters m1 and s1
2 and the other 
with parameters m2 and s2
2. Combine these two densities by assigning a probability weight of 
p to the first density and (1 - p) to the second density. The resultant density function is called 
a normal mixture density function. That is, if f1(x) = f(x; m1, s1
2 ) and f2(x) = f(x; m2, s2
2 ) 
then the mixture density of these two normal densities is 
 
                                               h(x;  p, m1, s1
2, 
 m2, s2
2 ) = pf1(x) + (1 - p)f2(x)  
 
In general, if we consider a mixture of n normal densities f1(x) , f2(x)….., fi(x), ….. fn(x) 




2 respectively, then the 
corresponding normal mixture density h(x) is given as, 
 Discussion Paper 2001-10 
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 h(x) = p1f1(x) + p2f2(x) … + pnfn(x) = ￿ pifi(x)                      (3) 
 
such that p1 + p2 …+ pi  +…. + pn = 1.  
 
It may be seen immediately that the mean of the normal mixture density is the probability 
weighted average of the individual normal means: 
 
Eh (x)  =   ￿ pi E i (x),                 (4a) 
or in a slightly more convenient notation, 
    m h  =  ￿ pi  mi                              (4b) 
The variance of the mixture consists of two parts, the average of the variances and the 
variance of the means:5 
Vh (x)  = ￿ piVi(x) + ￿ piEi(x)
2 -  [￿ piEi(x)]




  =  ￿ pi si 
2
 + ￿ pi mi 
2  -  m h
2                 (5b)             
where m h  can be calculated using (4). The skewness and kurtosis of a normal mixture density 
are given by the following equations:6 
th  =  ￿ pi [ (3mi/si) +  (mi
3/si
3) ] (si 
3/ sh 
3)  - (3m h /sh) -  (m h
3/ sh
3)                (6) 




4) ] (si 
4/ sh 
4)  
- (4 th m h /sh) -  (6m h
2/ sh
2) - (m h
4/ sh
4)            (7) 
 
Now consider two interesting cases. 
Case 1: m1  =  m2 =  ..… =  mi, = …...... mn = 0 
Then (4) - (7) give: 
   m h   = 0; sh 
2
   =  ￿ pi si 
2;  th    =  0; kh  =￿ 3 pi (si 
4/ sh 
4)  
We can also calculate excess kurtosis by subtracting 3 from kh : 
ke h    = 3 { [ (￿  pi si 
4 )/ (￿ pi si 
2 )
2 ] – 1 }          (8)                
                                                         
5 Vh (x) = ￿ x
2h (x)dx - (￿ xh (x)dx)
2 . The first term is ￿ piVi(x) +￿ piEi(x)
2 and the second 
term is (￿ piEi(x))
2. 
6 See the appendix for details.  Discussion Paper 2001-10 
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Since always￿  pisi
4 > {￿ pisi
2}
2 , any mixture of zero-mean normal densities will have 
leptokurtosis. To demonstrate this using an example, consider a zero-mean normal mixture 
density function made up of two zero-mean normal densities with p = 0.5; s1
2 = 0.02 and s2
2 
= 0.1. Then sh 
2 = 0.06 and ke h = 1.334. Figure 2 compares this normal mixture with the 
normal distributions with the same variance. Probability mass is added to the centre which 
makes the zero-mean normal mixture density function more peaked. There is more mass at 
the tails too. This is achieved by taking away probability mass from the intermediate zones 





















Case 2:n = 2, m1
 = 0. 
From (4) to (7) we have, setting p1  = p, p2  = 1 – p, m2 = m : 
 m h   =  (1 – p) m                               (9) 
 sh 
2
   =  p s1 
2  + (1 – p) s2 
2 + p(1 – p) m
2                                     (10) 
 th    =  (1 – p) [ (3m/s2) +  (m
3/s2
3) ] (s2 
3/ sh 
3)  - (3m h /sh) -  (m h
3/ sh
3)              (11) 
 kh   =  3 p(s1 
4/ sh 




4) ] (s2 
4/ sh 
4)  
- (4 th m h /sh) -  (6m h
2/ sh
2) - (m h
4/ sh
4)            (12) 
Figure 2: Zero-mean normal mixture density versus zero-mean normal  
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Let us consider the following numerical example: p = 0.8, m = 0.5, s1
2 = 0.02  and s2
2 = 0.1. 
Then from (9) - (12): m h    =  0.1; sh 
2  =  0.0760; th    =  1.4891; and kh    =  5.5956  or  ke h = 





















Figure 3 shows the normal mixture density function in this case. It shows the distinct impact 
of skewness and excess kurtosis. For the particular values of  p, m , s1
2 and s2
2 both the 










































































































































































































Table 4: Four possible scenarios to demonstrate positive and negative 
    skewness and excess kurtosis 
p m m s s1
2 s s2
2 t th h k ke h h
Scenario A 0.8 0.5 0.02 0.1 1.4891 2.5956 th > 0; ke h > 0 
Scenario B 0.2 0.5 0.02 0.1 0.1649 -0.5234 th > 0; ke h < 0
Scenario C 0.2 0.5 0.1 0.02 -1.4891 2.5956 th < 0; ke h > 0
Scenario D 0.8 0.5 0.1 0.02 -0.1649 -0.5234 th < 0; ke h < 0Discussion Paper 2001-10 
© Carol Alexander and Sujit Narayanan, 2001 
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Table 4 summarizes the results of four possible combinations of values of p, m , s1
2 and s2
2 . 
The example we considered before is Scenario A. Figures 4, 5 and 6 give a visual 
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4. Parameter Estimation 
The above discussion has shown that a mixture of two normal density functions, at least one 
of which has zero mean, will provides much flexibility to capture empirical returns 
characteristics in different markets. At most, four parameters will need to be estimated and, if 
the empirical density does not have significant skewness, the three parameter mixture of two 
zero-mean normal densities should suffice. 
 
The parameters of a normal mixture density can be estimated by standard distribution-fitting 
methods. Hull and White (1998) describe a method wherein they take two zero-mean normal 
densities with standard deviations usi and vsi in proportions p and (1-p) respectively. Since 
the variance of the normal mixture density must match the empirical density’s variance, we 
must have  p u
2  +  ( 1 – p) v
2   =   1. The parameters p, u and v are then estimated by 
matching the normal mixture distribution to the empirical distribution on a fractile-to-fractile 
basis such that the above constraint is always satisfied and also such that a log-likelihood 
function is maximised.  
 
If there are only two normal densities in the mixture and if at least one has zero mean, then 
the method of moments may be applied to estimate parameters.7 If m parameters are to be 
estimated by the method of moments, one equates the first m non-zero moments of the normal 
mixture density h(x) with the first m sample moments, that is, the moments of the empirical 
density. The theoretical moments are functions of the parameters (that can be quite 
complicated, as we have just seen above) and the sample moments have values that depend on 
the sample taken. 
 
Case 1: n = 2, m1 = m2 = 0.  
Suppose we have an empirical density x(x) with negligible mean and skewness and with 
variance sx 
2
  and excess kurtosis k e x. As seen in section 2, we can model x(x) with the zero-
mean normal mixture density h(x), 
f1(x) = f(x; 0 ,s1
2 )   
f2(x) = f(x; 0 ,s2
2 ) 
h(x) = pf1(x) + (1 - p)f2(x) 
                                                         
7 If there are more than two normal densities in the mixture, more sophisticated methods for estimating 
parameters will be required. For example, Tran (1998) uses the empirical characteristic function to 
estimate parameters of a mixture of a given number of normal densities and Alexander and Williams 
(1997) use neural networks to identify the optimal number of normal densities used in the mixture, and 
for estimating their parameters. Discussion Paper 2001-10 
© Carol Alexander and Sujit Narayanan, 2001 
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For the method of moments we select the parameters p, s1 and s2 of h(x) in such a way that, 
sh 
2 = sx 
2
   and k e h  =  k e x. By (4) and (7), this implies 
ps1
2 + (1 - p) s2
2 = sx 
2
                     
3 { [( ps1
4 + (1 - p) s2
4 ) / ( ps1
2 + (1 - p) s2
2 )
2 ] – 1 }  = k e x                    
which together yield the following quadratic equation in s1
2: 
  as1
4  + bs1
2 + c = 0                  (13) 
where, 
a = p + p
2 /(1- p) 
b = – 2 psx 
2
  
 /(1- p) 
c = [(1- p)




 and k e x are known for the empirical density x(x). Thus (13) may be solved conditional on 
a value for p. However, it is evident that a solution for s1
2 will exist if only if p, sx 
2
 and 
k e x are such that b
2 – 4ac > 0, that is, if and only if  sx 
2
  > ps1
2 .Wherever feasible solutions 
exist, for different values of p we obtain unique positive values of s1
2 and s2
2 that match the 
zero-mean normal mixture density’s moments with the moments of the empirical density.  
 
Consider the application of the method of moments to the spot exchange rate data for 
JP¥/US$. We know from section 1 that there is negligible mean and skewness but substantial 
kurtosis in these data, so a mixture of two zero-mean normal densities would seem 
appropriate. Using the 100 data points of the exchange rate data prior to June 13, 2001, we 
first estimate s1 and s2 using (13) for p = 0.05 and then the estimation is repeated by 
increasing the value of p in steps of 0.05. The volatility of returns in the sample is sx = 
10.61% and the excess kurtosis is k e x = 2.12. Without loss of generality we assume that s1 > 
s2 and then feasible solutions to (13) exist only for values of p ranging from 0.05 to 0.55. 
Table 4 shows p with the corresponding estimated values of s1 and s2
 , expressed as 
annualised volatilities. 
 
This method does not give a unique normal mixture density to represent the returns 
distribution. Instead it gives a range of possible normal mixtures, each of which will match 
the observed sample moments. Later in the paper, the optimal normal mixture density 
function will be determined according to its pricing performance. The best representation will 
be that which gives option prices that are closest to the observed market prices of options with 
different strikes. Discussion Paper 2001-10 
















Case 2: n = 2, m1 = 0.  
Suppose we have an empirical density x(x) with non zero mean and skewness and with 
variance sx 
2
  and excess kurtosis k e x. As seen in section 2, we can model x(x) with the zero-
mean normal mixture density h(x), 
f1(x) = f(x; 0 ,s1
2 )   
f2(x) = f(x; m ,s2
2 ) 
h(x) = pf1(x) + (1 - p)f2(x) 
 
The method of moments estimates of the four parameters p, m, s1 and s2 of h(x) are obtained 
so that the first four sample moments equate the first four theoretical moments given in 
equations (9) to (12). No straightforward analytic formula exists, as it does so conveniently in 
case 1, and one needs to use numerical methods to solve these equations.  
 
 
p  s s1 1  s s2 2 
0.05  22.91  9.53 
0.1  19.91  9.00 
0.15  18.38  8.54 
0.2  17.37  8.08 
0.25  16.63  7.61 
0.3  16.03  7.12 
0.35  15.54  6.57 
0.4  15.12  5.95 
0.45  14.74  5.20 
0.5  14.39  4.24 
0.55  14.08  2.83 
 
Table 4: Parameter estimates for a mixture of two zero-mean normal 
densities for JP¥/US$ on June 13
th 2001. Discussion Paper 2001-10 
© Carol Alexander and Sujit Narayanan, 2001 
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5. Rationale for the use of normal mixture log returns distributions to price options 
This section considers the behavioural models that support the use of normal mixture log 
returns processes. They can be motivated at a variety of levels:  
o At the global level, where external forces such as the Gulf war influence the 
probability of a market crash (Melick and Thomas, 1997). This model of leptokurtic 
returns due to outliers has useful applications to middle office risk management; 
o At the market level where heterogeneous volatility expectations by different market 
agents leads to leptokurtic returns densities (Guo, 1998). Since high frequency 
leptokurtosis decreases rapidly with the frequency of returns and is rarely present 
when returns are measured over more than a few days, this behavioural model 
supports the use of normal mixture densities only for pricing very short term options;  
o At the agent level where an individual trader is uncertain about the volatility that 
should be used to price an option. We demonstrate that it is this last rationale that 
supports the use of normal mixtures to price longer term options, and draw some 
important conclusion for the calibration of normal mixture option prices. 
 
In the first of the above models, different market regimes are defined according to the level of 
volatility. In many markets it is sufficient to distinguish two regimes: a 'normal' regime with a 
relatively low volatility which occurs most of the time, and an extreme regime with a high 
volatility that occurs only rarely during market crises. In this case the leptokurtosis in daily or 
weekly log returns is due to a few large outliers in the data. Therefore, rather than options 
pricing, this type of model has useful applications to middle office risk management, where 
scenarios over the probability of the extreme regime can be used to generate normal mixture 
VaR estimates for stress testing portfolios (Alexander, 2001).  
 
The second is a model that explains the observed term structure of kurtosis in normal market 
conditions, where excess kurtosis disappears when returns are measured over more than a few 
days. In this model, different market participants have different views on volatility over the 
next few days (but note that, individually, they hold no uncertainty about their own view of 
short term volatility). The concept can be illustrated with just two types of traders in the 
market, assuming these have expectations of volatility given by the term structures ‘vol1’ and 
‘vol2’ respectively, shown in figure 7. Their volatility expectations over the next one or two 
weeks are similar, but over the course of the next day or so there are substantial differences. 
Assume each type of trader is writing options and pricing them with the Black-Scholes 
formula, and that 20% of the traders are of type 1 and 80% are of type 2. Then the volatility 
that is observed in the market will be that of a returns process generated by a mixture of two Discussion Paper 2001-10 
© Carol Alexander and Sujit Narayanan, 2001 
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zero-mean normal densities, with a probability of 0.2 of vol1 and a probability of 0.8 of vol2. 
By (7), the volatility of this mixture density is ￿[0.2(vol1)
2 + 0.8(vol2)
2]; this is the ‘market 
volatility’ term structure shown in the figure. It is relatively constant: a little more than 10% 
for all time horizons. However, the excess kurtosis, computed using (8), has a definite term 
structure which has been plotted on the right-hand scale. Note that excess kurtosis is around 2, 
much greater than 0 for the very short-term forecasts, but beyond the horizon of a few hours 


















This heterogeneous volatility expectation model motivates the use of normal mixture densities 
of log returns to price options (Guo, 1998). But since excess kurtosis in log returns densities is 
only apparent when returns are measured over a few days or less, this model only supports the 
normal mixture pricing of short term options.  
 
Black–Scholes option prices for OTM call and put options are generally too low and one 
reason for this is that a crucial assumption in the derivation of the Black-Scholes formula is 
that the terminal asset price returns distribution is normal. But if prices are not governed by a 
geometric Brownian motion and are in fact governed by a leptokurtic returns processes then 
large price changes will be observed empirically with a frequency that is greater than that 
assumed in the Black–Scholes model. Consequently an OTM option will have a higher 
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Figure 7: Term structure of excess kurtosis with a normal mixture model Discussion Paper 2001-10 
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Black–Scholes model price will be less than the market price for an OTM option and the only 
way that the Black-Scholes model price can match the market price is to increase the 
volatility, because this is the only parameter that the model is free to change. Thus the implied 
volatility for OTM options will be greater than the ATM implied volatility. That is to say, 
excess kurtosis in asset returns, particularly when measured over short time horizons, is one 
reason for the smile effect in Black-Scholes implied volatilities. 
 
The third and final model we discuss in this section supports the use of normal mixture option 
prices for longer term options. Excess kurtosis is not the only possible explanation for the 
smile effect; uncertainty in volatility can also explain why Black-Scholes prices for OTM 
calls and puts are too low, thus uncertainty in volatility can also explain the smile effect. The 
argument below shows that when some account is taken of the uncertainty in forecasts of 
volatility, the Black–Scholes ‘plug-in’ price should be adjusted. On the other hand, the Black–
Scholes price of an ATM option will need negligible revision. 
 
Suppose that a volatility forecast is expressed in terms of a point prediction and an estimated 
standard error of this prediction. The point prediction is an estimate of the mean E(s) of the 
volatility forecast, and the square of the estimated standard error gives an estimate of the 
variance V(s) of the volatility forecast. Denote by f(s) the value of the option as a function of 
volatility, and take a second-order Taylor expansion of f(s) about E(s) : 
 
f(s)  » f(E(s)) + ( ¶f/¶s)(s - E(s)) + ½( ¶
2f/¶s
2)(s - E(s))
2.  (14) 
 
Thus the expectation of the option value is  
 
E(f(s))  » f(E(s)) + ½(  ¶
2f/¶s
2) V(s).    (15) 
 
and this can be approximated by putting in the point volatility prediction for E(s) and the 
square of the estimated standard error of that prediction for V(s).  
 
Equation (15) shows that when the uncertainty in the volatility forecast is taken into account, 
the expected value of the option requires more than just plugging the point volatility forecast 
into the option value. The extra term on the right-hand side of (15) depends on ¶
2f/¶s
2.8 For 
                                                         
8 ¶
2f/¶s
2 is similar to the new Greek y introduced by Hull and White (1997) to measure the sensitivity 
of option prices to kurtosis. This is the second partial derivative of the price f of the derivative with 
respect to the variance rate V ( V = s
2 ), that is y = ¶ 
2f / ¶ V 
2. Discussion Paper 2001-10 
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the basic options that are usually priced using the Black-Scholes formula, ¶
2f/¶s
2 is generally 
positive when the option is OTM or ITM, but some complex options may be concave in 
volatility (¶ 
2f/¶s
2 < 0) in which case uncertainty in volatility lowers the option price. When 
the option is nearly ATM then ¶
2f/¶s
2 will be negligible, because the ATM option prices are 
approximately linear in volatility. Thus ATM options will need little adjustment for 
uncertainty in volatility. 9 This third behavioural model is therefore the one that will support 
the use of normal mixture densities for pricing long term options. It is a model where the 
trader is assumed to be uncertain about their own view of volatility over a period of a few 
months or more and, in fact, their beliefs about volatility are represented by a normal mixture 
density. 10 
  
It is important to note that, since there is an uncertainty in volatility and not an uncertainty in 
variance, the volatility input to the Black-Scholes model is the expected volatility rather than 
the square root of the expected variance.11 That is, the normal mixture option prices should be 
compared with the Black-Scholes prices with the same expected volatility. Since an ATM 
option is approximately linear in volatility, the normal mixture price of an ATM option will 
be approximately equal to the Black-Scholes price. Therefore the Black-Scholes model at 
least prices simple ATM options correctly.  This result should be compared with the results in 




6. Option pricing with a normal mixture log returns process 
Standard risk neutral valuation arguments show that the current price of a derivative 
contingent on an asset price is the expected value, under a risk neutral measure, of the price of 
the derivative at maturity of the option discounted at the risk free interest rate: 
 
f  = e 
– r (T – t) E 
r( fT )                         (16) 
 
                                                         
9 However, the variance of the option model value due to uncertain volatility will be greatest for ATM 
options. Taking the variance of (14) gives V(f(s))  » ( ¶f/¶s)
2V(s). So the variance of the option value 
increases with the square of the option vega, which is largest for ATM options. 
10 In fact, experience shows that a 30% relative error in a 1-month volatility forecast is not uncommon; 
this is the ‘shift’ figure recommended by Capital Adequacy Directive regulators to take into account 
volatility risk in scenario-based models. 
11 For a random variable X, E(￿ X ) „ ￿ E(X ). Discussion Paper 2001-10 
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i.e. the price ( f ) at time t of a derivative contingent on an asset price P at time t is the 
expected value, under a risk neutral measure, of the value ( fT ) of the derivative at maturity, a 
function of the terminal asset price PT , discounted at the risk free interest rate. 
 
Now suppose that the risk-neutral density of the terminal distribution of the underlying asset’s 
returns is a normal mixture density h(x) comprising of n normal densities f1(x) , f2(x)….., 




2. That is, 
h(x) = ￿ pifi(x)   where ￿  pi = 1. The underlying asset’s price process becomes 
 
dP/P  =  r dt  + s(t) dz 
 
where r is the risk free rate,  z is a Wiener process and s(t) is the stochastic volatility, a 
random variable that takes the values si with probability pi.12 Let  f 
h be the price at time t of a 
claim, with maturity T, contingent on the asset with price P at time t. If  fT  is the price of the 
derivative at maturity corresponding to the terminal asset price of PT   then  
 
f 
h  = e 
– r (T – t) E 
h ( fT )  
     =  e 
– r (T – t)  ￿
¥
¥ -
 fT  h(x)  dx                              
     =  e 
– r (T – t)   ￿  pi  ￿
¥
¥ -
 fT  fi(x)  dx  
But  by (16),  
e 
– r (T – t)    ￿
¥
¥ -
 fT  fi(x)  dx  =  e 
– r (T – t)  E 
fi ( fT )  = f 
fi, 
the price of the derivative when the risk neutral density of the terminal distribution of the 
asset return is the normal density fi(x). Therefore 
 
f 
h  =  ￿  pi  f 
fi              (17) 
 
and the normal mixture option price (f 
h) is the probability weighted average of the Black-
Scholes option prices (f 
f1 , f 
f2  …….. , f 
fi , ………. f 
fn ). This result has also been proved in 
                                                         
12 The existence of a unique risk neutral measure under this price process is the subject of ongoing 
research by the authors. Discussion Paper 2001-10 
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Brigo and Mercurio (2000b) where it is also remarked that, due to the linearity of the 
derivatives operator, the option sensitivities are also easily calculated as the probability 
weighted sum of the corresponding Black-Scholes sensitivities. 
 
Consider an ordinary European call option with 22 days to maturity, the underlying asset 
price equal to 1130, option strikes ranging from 1070 to 1190 in steps of 10 and a risk free 
rate as 3.58%. Consider two competing models for the underlying asset’s return process, one 
a zero mean normal with volatility 23% and the other a mixture of two zero mean normal 
densities with parameters p  = 0.4, s1 = 20%  and s2 = 25%. Thus the expected volatility 
under the normal mixture is 0.4 (20%) + 0.6 (25%) = 23%. The normal mixture option prices 
computed using (17) are compared with the Black-Scholes prices in Table 5. The last column 
of the table backs out the Black-Scholes implied volatility that is implicit in the normal 
mixture prices, as if the normal mixture prices were market prices. 
 
Note that the normal mixture price is always greater than or equal to the corresponding Black-
Scholes price, except for near to ATM options where the two prices are equal. This is because 
OTM and ITM European call options are convex in volatility (¶ 
2f/¶s
2 > 0) but ATM options 
are approximately linear in volatility (¶ 
2f/¶s
2 » 0). 
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Figure 8 plots the implied volatilities in the last column of the table. As the option becomes 
more OTM, or more ITM, the difference between the two prices and consequently the implied 
volatility increases, because ¶ 
2f/¶s
2 increases. Thus figure 8 exhibits the smile shape that is 
typical of many markets. This suggests that the normal mixture prices are likely to be closer 
to the market prices than the prices obtained from the Black-Scholes model. 
 
Table 5: Normal mixture versus Black-Scholes option prices and normal 
mixture implied volatilities 










1070 67.52 67.43 23.14%
1080 59.38 59.31 23.10%
1090 51.71 51.65 23.06%
1100 44.56 44.52 23.04%
1110 37.98 37.96 23.02%
1120 32.01 32.00 23.01%
1130 26.66 26.66 23.00%
1140 21.94 21.94 23.00%
1150 17.85 17.83 23.01%
1160 14.34 14.31 23.03%
1170 11.38 11.34 23.05%
1180 8.93 8.86 23.07%







1070 1080 1090 1100 1110 1120 1130 1140 1150 1160 1170 1180 1190
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7. Empirical Results 
To see whether normal mixture option prices are indeed closer to market prices than the 
Black-Scholes prices based on the same expected volatility, we select a European call option 
on JP¥/US $, traded on the Philadelphia Exchange, with expiry on July 27, 2001. We take the 
option prices for 6 strikes with data from June 13, 2001 to July 19, 2001. For the interest rates 
we take the domestic risk free interest rate r as the US$ LIBOR rates and the foreign risk free 
interest rate rf  as the JP¥ LIBOR rates. Since we have the option price data from June 13, 
2001 to July 19, 2001 and the expiration date is July 27, 2001, the days to maturity of the 
option ranges from 7 days to 44 days. Using simple linear interpolation on 1-week, 2-week, 1-
month and 2-month LIBOR rates for both the currencies we find the applicable r and rf on all 
the dates for which we have option data. 
 
Since the underlying exchange rate data has insignificant skewness but substantial excess 
kurtosis (see table 2) we take mixture of two zero mean normal densities to represent the 
underlying price process. The normal mixture option prices are compared with the Black-
Scholes option prices based on the same expected volatility and both normal mixture and 
Black-Scholes option prices will be compared with the observed market prices of the options, 
to see which is closer. 
 
In the case of options with few days to maturity it is common to use 90 to 180 days of data for 
estimating volatilities, so let us first suppose that a sample period of 100 days is used to 
estimate the variance and kurtosis of daily returns. For each date between June 13, 2001 and 
July 19, 2001 the feasible values for p, s1 and s2  are calculated using the method of moments 
equations derived in section 3, that is, equating the population moments with the sample 
moments over the last 100 days. Then, for each set of feasible parameter values the normal 
mixture option price is calculated using (17). To determine the optimal value of the normal 
mixture parameters, the option price under each normal mixture density is compared with the 
observed market prices on that day. The optimal parameter values will be those for which the 
normal mixture option prices are closest, on average, to the observed market prices. 
 
The procedure of estimating the parameters of the normal mixture density and then 
calculating the option prices for all strikes is repeated for each of the 25 days for which 
market option prices are available. Then, for a fixed value of p, the root mean square error 
(RMSEp) between the normal mixture prices and the observed market prices is calculated 
where the sum is taken over all option strikes and over all available dates. These RMSE 
statistics are reported in table 6. Discussion Paper 2001-10 













The RMSEs between the market prices and the Black-Scholes prices (based on the 100-day 
historical volatility estimate) is 0.0834. The fourth column (Ratio) is the RMSE calculated 
using the normal mixture density divided by the Black-Scholes RMSE. Since this ratio is 
much less than one for all p it implies that prices obtained using the normal mixture model are 
much closer to the market prices than the Black-Scholes prices. Our analysis above shows 
that it is the pricing of OTM and ITM options that will be more accurate using the normal 
mixture density; the prices of ATM options will be approximately the same under both 
models. 
 
The minimum RMSE occurs when p
* = 0.5 and for this case table 7a gives the results in more 
detail, showing the difference between the normal mixture model price and the market price 
of the option for each day between June 13
th 2001 and July 19
th 2001. The dark grey cells are 
highlighted because no market prices were available on that day. Note that the normal mixture 
prices are much closer to the market prices for the lower strikes than for the higher strikes. In 
fact, for the high strike options the normal mixture prices are sometimes further from market 
prices than the Black-Scholes prices. Table 7b shows the difference between the Black-
Scholes model price and the market price of the options. It is very clear that for each day 
between June 13
th 2001 and July 19
th 2001 the lower strike options are being priced more 
accurately under the normal mixture model. 
Table 6 :  Root Mean Square Errors when the rolling window 
sample size is 100 days 
p1 RMSE_NM RMSE_BS Ratio
0.05 0.0588 0.0834 0.7053
0.1 0.0533 0.0834 0.6393
0.15 0.0495 0.0834 0.5935
0.2 0.0464 0.0834 0.5559
0.25 0.0436 0.0834 0.5225
0.3 0.0410 0.0834 0.4914
0.35 0.0385 0.0834 0.4620
0.4 0.0362 0.0834 0.4345
0.45 0.0343 0.0834 0.4111
0.5 0.0333 0.0834 0.3989
0.55 0.0351 0.0834 0.4206Discussion Paper 2001-10 




























In order to understand how the RMSEs vary across the strike of the option, we calculate the 
normal mixture RMSE separately for each strike. Table 8 shows that for lower values of p the 
RMSE falls with increasing strike. However this trend reverses for higher values of p where 
the RMSE increases with strike. Also the fall in RMSE with increasing p is more dramatic for 
lower strikes than for the higher strikes. The combined effect of these two relationships is that 
the p*, the p for which the RMSE is at its minimum, decreases with increasing strike. In this 
case, p* is 0.5 for the first four strikes (80, 80.5, 81 and 81.5) but falls to 0.45 for the strike of 
82 and 0.35 for the 82.5 strike option. 
Table 7a : Difference between the normal mixture model price and the market price of 
the option at p
* = 0.5 
Date Difference
Strikes 80 80.5 81 81.5 82 82.5
19-Jul-01 0.0000 0.0381 0.0025 -0.0221 -0.0083 0.0000
18-Jul-01 0.0761 0.0492 0.0374 0.0317 0.0388 0.0360
17-Jul-01 0.0003 -0.0031 0.0343 0.0409 0.0423 0.0000
16-Jul-01 0.0123 0.0123 0.0311 0.0373 0.0443 0.0254
13-Jul-01 0.0024 0.0099 0.0200 0.0319 0.0515 0.0483
12-Jul-01 0.0486 0.0175 0.0070 -0.0015 0.0306 0.0430
11-Jul-01 0.0254 0.0016 -0.0021 0.0216 0.0333 0.0509
10-Jul-01 0.0273 0.0169 0.0527 0.0556 0.0691 0.0669
06-Jul-01 0.0242 0.0212 0.0378 0.0546 0.0598 0.0580
05-Jul-01 -0.0141 -0.0036 0.0300 0.0342 0.0564 0.0615
03-Jul-01 0.0038 -0.0026 0.0038 0.0169 0.0485 0.0504
02-Jul-01 0.0163 -0.0036 0.0085 0.0175 0.0358 0.0452
29-Jun-01 -0.0011 -0.0022 0.0093 0.0167 0.0266 0.0456
28-Jun-01 -0.0115 -0.0193 -0.0055 0.0029 0.0230 0.0317
27-Jun-01 0.0239 0.0176 0.0174 0.0121 0.0238 0.0316
26-Jun-01 0.0000 0.0143 0.0155 0.0223 0.0214 0.0239
25-Jun-01 -0.0060 -0.0137 -0.0202 -0.0037 0.0017 -0.0023
22-Jun-01 -0.0007 -0.0126 -0.0042 -0.0063 0.0154 0.0226
21-Jun-01 0.0408 0.0359 0.0392 0.0293 0.0513 0.0375
20-Jun-01 0.0000 0.0663 0.0574 0.0649 0.0573 0.0598
19-Jun-01 0.0000 0.0000 0.0385 0.0342 0.0348 0.0286
18-Jun-01 0.0000 0.0271 -0.0018 -0.0100 -0.0064 0.0076
15-Jun-01 0.0000 0.0000 0.0429 0.0375 0.0436 0.0502
14-Jun-01 0.0000 0.0000 0.0000 0.0000 0.0524 0.0435
13-Jun-01 0.0000 0.0000 0.0000 -0.0243 -0.0217 -0.0190Discussion Paper 2001-10 





















Table 7b: Difference between the Black-Scholes model price and the market price of the option. 
Date Difference
Strikes 80.00 80.50 81.00 81.50 82.00 82.50
19-Jul-01 0.0000 0.0667 0.0579 0.0256 0.0066 -0.0113
18-Jul-01 0.1008 0.1083 0.0979 0.0594 0.0334 0.0152
17-Jul-01 0.0678 0.0519 0.0528 0.0300 0.0194 0.0000
16-Jul-01 0.0761 0.0520 0.0375 0.0216 0.0210 0.0037
13-Jul-01 0.0822 0.0805 0.0564 0.0331 0.0312 0.0204
12-Jul-01 0.0857 0.0925 0.0949 0.0643 0.0571 0.0362
11-Jul-01 0.0943 0.0922 0.0756 0.0623 0.0367 0.0305
10-Jul-01 0.1222 0.0859 0.0803 0.0488 0.0431 0.0345
06-Jul-01 0.1122 0.0782 0.0576 0.0448 0.0326 0.0242
05-Jul-01 0.0894 0.0665 0.0576 0.0272 0.0288 0.0253
03-Jul-01 0.0924 0.1049 0.1026 0.0847 0.0776 0.0466
02-Jul-01 0.1070 0.1075 0.1126 0.0910 0.0700 0.0449
29-Jun-01 0.0959 0.1034 0.1024 0.0813 0.0571 0.0457
28-Jun-01 0.0882 0.0880 0.0885 0.0682 0.0542 0.0325
27-Jun-01 0.1054 0.1140 0.1122 0.0896 0.0740 0.0522
26-Jun-01 0.0000 0.1049 0.1162 0.1163 0.0942 0.0678
25-Jun-01 0.0648 0.0765 0.0760 0.0836 0.0679 0.0367
22-Jun-01 0.0844 0.0854 0.0928 0.0763 0.0743 0.0540
21-Jun-01 0.1231 0.1285 0.1296 0.1061 0.1062 0.0674
20-Jun-01 0.0000 0.1483 0.1478 0.1522 0.1312 0.1128
19-Jun-01 0.0000 0.0000 0.1210 0.1237 0.1206 0.1012
18-Jun-01 0.0000 0.0883 0.0717 0.0683 0.0683 0.0710
15-Jun-01 0.0000 0.0000 0.1221 0.1234 0.1273 0.1232
14-Jun-01 0.0000 0.0000 0.0000 0.0000 0.1348 0.1362
13-Jun-01 0.0000 0.0000 0.0000 -0.0243 0.0658 0.0693
Table 8 : Normal mixture RMSEs for different strikes 
 
p1
Strike 80.0 80.5 81.0 81.5 82.0 82.5
0.05 0.0675 0.0663 0.0663 0.0552 0.0532 0.0453
0.1 0.0608 0.0593 0.0597 0.0497 0.0491 0.0424
0.15 0.0559 0.0543 0.0549 0.0459 0.0464 0.0407
0.2 0.0517 0.0500 0.0508 0.0429 0.0444 0.0396
0.25 0.0478 0.0459 0.0470 0.0402 0.0427 0.0389
0.3 0.0439 0.0419 0.0433 0.0377 0.0414 0.0385
0.35 0.0399 0.0378 0.0395 0.0354 0.0403 0.0384
0.4 0.0358 0.0334 0.0356 0.0333 0.0396 0.0387
0.45 0.0315 0.0288 0.0316 0.0317 0.0394 0.0395
0.5 0.0278 0.0248 0.0283 0.0311 0.0400 0.0412
0.55 0.0291 0.0259 0.0292 0.0326 0.0422 0.0442Discussion Paper 2001-10 
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So far we have only considered basing the normal mixture option pricing model parameter 
estimates on a sample of the latest 100 daily returns on the underlying. In fact it turns out that 
the model prices are more accurate when a larger sample is used. Figure 9 plots the minimum 
RMSE (i.e. that obtained with the optimal value for p) against the number of days used in the 
sample to estimate the model parameters. It shows a peak at 120 days and the minimum value 
of 0.0304 obtains when the sample size is 180 days. This sample size gives the best fit of the 
normal mixture prices to the market prices, and figure 10 shows that the optimal value of p, 
the probability of the high volatility in the mixture, is between 0.2 and 0.4. As discussed 
above, the exact value of p chosen will depend on the strike of the options being priced: 
values of p near 0.2 price the high strikes better, and values of p near 0.4 price the lower 
strikes better.13 
 
                                                         
13 All feasible values of p have high and low volatilities that give the same sample variance and 
kurtosis, i.e. the equally weighted estimates of these quantities over 180 days. However the lower the 
values of p the greater the volatilities in the mixture (c.f. table 2). High strike options are OTM puts 
which offer insurance against market falls. In equity markets a market fall is bad news and will 
precipitate high volatility; thus OTM puts are often priced with a higher volatility than an equivalently 
OTM call. The symmetry of currency markets precludes such an argument, but if normal mixture 
densities with lower p and higher volatilities fits better the high strike JP¥/US$ options, there is some 
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Figure 9:  Minimum RMSE against number of days in sample Discussion Paper 2001-10 
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8. Conclusion 
The normal mixture density is a flexible tool for handling non-normality in returns. Just two 
normal densities in the mixture, one of which may have non-zero mean if the underlying 
returns have significant skewness, gives a three or four parameter density function that can 
represent a wide range of higher moment structures in empirical returns densities.   
 
We have justified the use of normal mixture densities for very short term option pricing by a 
model where traders hold heterogeneous views about very short term volatility. This model 
fits the observed term structure of kurtosis in many markets, where excess kurtosis in high 
frequency log returns disappears when returns are aggregated over a few days or more (this is 
also a consequence of the central limit theorem). Another model has been presented to 
support the use of lognormal price densities for pricing longer term options, where it is not 
excess kurtosis but uncertainty in volatility that affects options prices.   
 
This has important implications for the calibration of the normal mixture models. For longer 
term options, the normal mixture option prices should be compared with the Black-Scholes 
prices based on the same expected volatility, and not on the same expected variance. This is 
because normal mixture densities are used to represent trader's beliefs about the uncertainty in 
volatility, not about their uncertainty in variance. It implies that the normal mixture prices for 
ATM options will be very close to the corresponding Black-Scholes option prices, but the 
normal mixture prices of simple OTM put and call options will be greater than the Black-
Scholes prices, the more so as they become more OTM.  
 
We have considered the example of JP¥/US$ currency options where the underlying JP¥/US$ 
returns show significant excess kurtosis but negligible skewness. Such a non-normal 
empirical density can be modelled using a mixture of two zero-mean normal densities. The 
empirical results demonstrate that the normal mixture model generates option prices that are 
much closer to the observed market prices of ITM and OTM options than those generated by 
the Black-Scholes model with the same expected volatility. Thus the smile effect in implied 
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Appendix 
The skewness of a density function is the standardised third central moment, 
t
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3 f(x) dx  is the third central moment. Expanding the expression 
for M 
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3 f(x) dx  is the third moment about the origin. Thus by (A1) 
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and by (A2) the skewness is therefore 
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which may be written in the form of equation (..). Kurtosis is the standardised fourth central 
moment, 
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where  M 
c




4 f(x) dx  is the fourth central moment. Expanding and 
simplifying the expression for M 
c
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4 f(x) dx  is the fourth moment about the origin. Thus 
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