Conflicts of interest: None.

INTRODUCTION {#bem22194-sec-0010}
============

Motivation for This Review {#bem22194-sec-0020}
--------------------------

Radiofrequency electromagnetic fields (RF‐EMFs) are the basis of mobile communication, which meanwhile is ubiquitous around the world. There is public concern that RF‐EMF, which are associated with wireless technologies, may have a negative impact on health. At the level of the European Union, this concern is documented by a survey conducted in 2010 as face‐to‐face interviews with 26.602 European citizens from 27 member states \[European Commission, [2010](#bem22194-bib-0025){ref-type="ref"}\]. On average 33% of the European citizens believe that mobile phone masts affect their health to a large extent (ranging from 6% in Finland to 79% in Italy). The corresponding figure for mobile phone handsets was 26% (ranging from 7% in the Netherlands and Denmark to 69% in Italy).

Public concerns are one of the reasons why international agencies and organizations from time to time review the scientific evidence for health effects resulting from RF‐EMF. The World Health Organization \[WHO\] \[van Deventer et al., [2011](#bem22194-bib-0121){ref-type="ref"}\] and the International Commission on Non‐Ionizing Radiation Protection (ICNIRP) are currently in the process of reviewing literature that has been published since their last evaluations \[ICNIRP, [1998](#bem22194-bib-0051){ref-type="ref"}; Valberg et al., [2007](#bem22194-bib-0120){ref-type="ref"}\]. The Scientific Committee on Emerging and Newly Identified Health Risks (SCENIHR) updated their 2009 "Opinion on Health Effects of Exposure to EMF." The updated "Opinion on Potential Health Effects of Exposure to Electromagnetic Fields (EMF)" was published in 2015 \[SCENIHR, [2015](#bem22194-bib-0102){ref-type="ref"}\]. In some countries, e.g. Sweden, literature is reviewed on an almost annual basis by the local authorities \[e.g. Swedish Radiation Safety Authority, [2016](#bem22194-bib-0114){ref-type="ref"}, [2018](#bem22194-bib-0115){ref-type="ref"}\].

Research is performed in different domains: in vitro, in vivo, human experimental (or provocation), and epidemiological studies. After reviewing the evidence from all four areas, the International Agency for Research on Cancer (IARC) of the WHO classified RF‐EMF as possibly carcinogenic to humans \[IARC, [2011](#bem22194-bib-0050){ref-type="ref"}\]. One of the main target organs where effects---if present---are expected to occur is the brain, since by using handheld devices the head is usually the most exposed part of the body.

Early human experimental studies seemed to consistently indicate a small physiological effect on brain activity as measured by electroencephalography (EEG). In a strict sense, EEG is a method for registering the rhythmic fluctuations of brain potentials, which are continuously recorded by electrodes fixed to the scalp. Owing to its high temporal resolution, the EEG technique allows for the application of several linear and non‐linear quantitative approaches to analyze the dynamics of brain signals. So far, however, the vast majority of RF‐EMF studies on the waking EEG considered only the results of conventional linear spectral analysis as primary outcome parameters. An effect on the power of sleep EEG in the spindle frequency range and an effect on the alpha power in the waking EEG have been, and are still being, discussed. These observations were taken into account when in 2010 the WHO published the "Research Agenda for Radiofrequency Fields." Besides further RF‐EMF provocation studies in children of different ages, the WHO defined "Provocation studies to identify neurobiological mechanisms underlying possible effects of RF on brain function, including sleep and resting EEG" \[WHO, [2010](#bem22194-bib-0129){ref-type="ref"}, p. 16\] as high‐priority research needs with regard to human studies. SCENIHR \[[2015](#bem22194-bib-0102){ref-type="ref"}\] also recommended further studies on waking EEG with high priority---especially studies that address age and gender‐specific variations in possible effects.

As the literature provides widely differing subject‐ and measurement‐related instructions on how to perform a waking EEG recording \[van Diessen et al., [2015](#bem22194-bib-0122){ref-type="ref"}\], study results are typically hard to compare. The lack of standardization constitutes a major shortcoming since it hampers meaningful comparisons of results from different laboratories and prevents the pooling of data \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. To achieve comparability between studies, standardization of recording and analysis is an absolute necessity. A comprehensive guideline for EEG recording and evaluation based on power spectra is available for pharmaco‐EEG trials published by the International Pharmaco‐EEG Society (IPEG) in order to ensure a high level of quality that is essential in this field of research \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. The present paper critically reviews non‐exposure‐related factors that limit the comparability of studies and thus our knowledge on RF‐EMF effects on waking EEG, therefore leading to the question of how consistent are the "consistent" effects on the power in the alpha frequency range of the EEG.

Recording and Analysis of Waking EEG {#bem22194-sec-0030}
------------------------------------

The non‐resting‐state EEG with eyes open covers a wide frequency spectrum of rhythmic activity; in a normal adult, medium (8--13/s) and fast (14--30/s) oscillations predominate \[Chang et al., [2011](#bem22194-bib-0010){ref-type="ref"}\]. This frequency spectrum is usually broken down into ranges of frequencies, the so‐called frequency bands. Chang et al. \[[2011](#bem22194-bib-0010){ref-type="ref"}\] defined frequency bands as follows: delta (\<3.5 Hz), theta (4.0--7.5 Hz), alpha (8.0--13.0 Hz), beta (14.0--30.0 Hz), and gamma (\>30.0 Hz). Frequency band classifications, however, may vary from study to study (see below) limiting the comparability of results. The alpha rhythm dominates in posterior regions when eyes are closed and is blocked or attenuated by attention processes \[Chang et al., [2011](#bem22194-bib-0010){ref-type="ref"}\]. The occipital dominance of alpha in the resting‐state EEG is shown in Figure [1](#bem22194-fig-0001){ref-type="fig"}.

![Occipital dominance of alpha in resting‐state electroencephalography (EEG) with eyes closed. Figure shows a 30‐s epoch with six EEG signals (F4, F4, C4, C3, O1, and O2 referenced to the averaged mastoids), a bipolar vertical, horizontal electrooculogram (EOG), and an electrocardiogram (ECG).](BEM-40-291-g001){#bem22194-fig-0001}

In the context of pharmaco‐EEG applications, the traditional parameterization of the EEG is largely based on spectral analysis \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] recommend that absolute spectral EEG values are reported as primary outcome measures. They emphasize that additional spectral parameters such as relative values, dominant frequencies in the alpha and beta frequency bands, should be interpreted in relation to the absolute values. Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] recommend frequency bands in units of μV/Hz as follows: delta (1.5 to \<6.0 Hz), theta (6.0 to \<8.5 Hz), alpha1 (8.5 to \<10.5 Hz), alpha2 (10.5 to \<12.5 Hz), beta1 (12.5 to \<18.5 Hz), beta2 (18.5 to 21.0 Hz), beta3 (21.0 to \<30.0 Hz), total power (1.5 to \<30.0 Hz), and gamma (30.0 to \<40.0 Hz). Note that these frequency bands are defined in the context of identifying drug or substance effects on the EEG while the frequency bands described above originate from the evaluation of the EEG in clinical conditions.

Brain activity recorded from the occipital region in the resting state defines the basic rhythm of an individual\'s EEG. In adults older than 20 years, the frequency is the most stable feature of the alpha rhythm \[Markand, [1990](#bem22194-bib-0074){ref-type="ref"}\]. The majority has a frequency between 9 and 11 Hz, while the amplitude shows a high inter‐individual variability \[Markand, [1990](#bem22194-bib-0074){ref-type="ref"}\].

To standardize the methodology of EEG recording, Jasper \[[1958](#bem22194-bib-0053){ref-type="ref"}\] published a method of electrode placement, the so‐called 10‐20‐system, which is the current basic standard that defines the placement of 21 electrodes (Fig. [2](#bem22194-fig-0002){ref-type="fig"}). With currently available technology the number of leads can be increased considerably, e.g. with the 10‐10‐System 80 electrodes that can be positioned. There are also caps available for the recording with even more, e.g. 256 electrodes.

![Electrode positions and topographical assignment according to Jasper \[[1958](#bem22194-bib-0053){ref-type="ref"}\].](BEM-40-291-g002){#bem22194-fig-0002}

To record the underlying basic rhythm of the EEG, it is necessary to reduce sensory input and to ensure psychological and physical relaxation while simultaneously maintaining a level of vigilance. Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}, p. 206\] state that "the recording should occur in a separate, sound‐attenuated room with constant light (approximately 40 lx), regulated temperature (20--23 °C/68--73 °F) and normal humidity conditions." For RF‐EMF studies, a further requirement is that the room is shielded. The International Pharmaco‐EEG society also suggests to perform at least one pre‐examination EEG, which allows the subject to become familiar with the apparatus, environment, and recording protocol. This pre‐examination EEG should ideally be performed on a separate day.

METHODS {#bem22194-sec-0040}
=======

In the course of our own human experimental studies related to central nervous system (CNS) effects of RF‐EMF, we continuously monitored the publications related to the topic. We covered all publications from 1996 until 2016, which are based on empirical data and were published in the English language, in peer‐reviewed scientific journals. We did not include studies where the waking EEG was derived from an interval of ms prior to an event‐related potential (ERP) or within a cognitive task \[e.g. Papageorgiou et al., [2004](#bem22194-bib-0085){ref-type="ref"}; Nanou et al., [2005](#bem22194-bib-0082){ref-type="ref"}; Hountala et al., [2008](#bem22194-bib-0047){ref-type="ref"}; Nanou et al., [2009](#bem22194-bib-0081){ref-type="ref"}; Vecchio et al., [2012a](#bem22194-bib-0125){ref-type="ref"}; Trunk et al., [2014](#bem22194-bib-0117){ref-type="ref"}, [2015](#bem22194-bib-0118){ref-type="ref"}\]. Following this strategy, we identified 39 publications. We excluded four publications since they were not written in English: Gehlen et al. \[[1996](#bem22194-bib-0032){ref-type="ref"}\], Jahre et al. \[[1996](#bem22194-bib-0052){ref-type="ref"}\], Spittler et al. \[[1997](#bem22194-bib-0108){ref-type="ref"}\], and Krafczyk et al. \[[2002](#bem22194-bib-0060){ref-type="ref"}\] (Fig. [3](#bem22194-fig-0003){ref-type="fig"}).

![Study selection flow chart. EEG = electroencephalography.](BEM-40-291-g003){#bem22194-fig-0003}

Furthermore, for this review only regular research articles, which were published in peer‐reviewed journals, were considered. This means that four of the 35 publications will not be considered here: Maby et al. \[[2006](#bem22194-bib-0071){ref-type="ref"}\], Hinrichs and Heinze \[[2006](#bem22194-bib-0041){ref-type="ref"}\], and Smitha and Narayanan \[[2013](#bem22194-bib-0106){ref-type="ref"}, [\[Link\]](#bem22194-bib-0107){ref-type="ref"}\]. Four other studies were not considered since there is a lack of basic information on the investigated sample and insufficient description of results \[Reiser et al., [1995](#bem22194-bib-0097){ref-type="ref"}; von Klitzing, [1995](#bem22194-bib-0127){ref-type="ref"}; de Seze et al., [1999](#bem22194-bib-0021){ref-type="ref"}; Kramarenko and Tan, [2003](#bem22194-bib-0061){ref-type="ref"}\]. Studies that did not report basic power spectra information and/or amplitudes for the EEG (frequency bands) but used a more complex outcome parameter, e.g. spectral coherence, were also not considered in the present study: Lebedeva et al. \[[2000](#bem22194-bib-0065){ref-type="ref"}\], Vecchio et al. \[[2007](#bem22194-bib-0124){ref-type="ref"}, [2010](#bem22194-bib-0123){ref-type="ref"}, [2012b](#bem22194-bib-0126){ref-type="ref"}\], and Lv et al. \[[2014](#bem22194-bib-0070){ref-type="ref"}\]. This results in a total of 22 eligible studies for the present review.

Due to public concerns related to possible RF‐EMF effects on human health and a lack of standardization in research related to exploring RF‐EMF effects on the EEG, the EEG studies considered in this review are discussed in the light of the International Pharmaco‐EEG Society\'s (IPEG) guidelines \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\].

RESULTS {#bem22194-sec-0050}
=======

The major findings of the 22 studies under consideration are summarized in Figure [4](#bem22194-fig-0004){ref-type="fig"}. Overall, around two‐thirds of the studies found an effect of RF‐EMF exposure on the power spectra of waking EEG. The direction of effects, however, is not consistent. One‐third of these studies found a decrease while approximately two‐thirds observed an increase. All studies in some way considered the alpha frequency range. The number of studies, which also looked at other frequency ranges, is much smaller.

![Graphical summary of the major findings observed in the 22 studies under consideration. (**a**) Number of studies by radiofrequency electromagnetic field (RF‐EMF) effect occurrence (yes/no) and direction of RF‐EMF effect. (**b**) Number of studies reporting an RF‐EMF effect by frequency band and direction of RF‐EMF effect in relation to the number of studies that investigated the respective frequency band. Studies: 1. Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\], 2. Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\], 3. Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}\], 4. D\'Costa et al. \[[2003](#bem22194-bib-0020){ref-type="ref"}\], 5. Curcio et al. \[[2005](#bem22194-bib-0018){ref-type="ref"}\], 6. Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\], 7. Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\], 8. Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\], 9. Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\], 10. Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\], 11. Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\], 12. Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\], 13. Hinrikus et al. \[[2011](#bem22194-bib-0042){ref-type="ref"}\], 14. Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\], 15. Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\], 16. Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\], 17. Trunk et al. \[[2013](#bem22194-bib-0119){ref-type="ref"}\], 18. Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\], 19. Curcio et al. \[[2015](#bem22194-bib-0019){ref-type="ref"}\], 20. Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\], 21. Zentai et al. \[[2015](#bem22194-bib-0132){ref-type="ref"}\], 22. Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\].](BEM-40-291-g004){#bem22194-fig-0004}

In the following section, the 22 considered studies are discussed with regard to various factors, which limit the comparability of results related to possible RF‐EMF effects on waking EEG.

Overall Sample Selection Criteria {#bem22194-sec-0060}
---------------------------------

The recruitment of eligible participants is an essential task in research studies. "Eligible" means that volunteers must comply with all predefined selection criteria. An a priori setting of criteria for enrollment is necessary to ensure the safety of potential study candidates and to control for possible confounding factors. According to the Consolidated Standards of Reporting Trials (CONSORT) statement, which is a set of recommendations developed to improve the quality of randomized controlled trial reports, a comprehensive description of the selection criteria is needed \[Moher et al., [2001](#bem22194-bib-0079){ref-type="ref"}, [2010](#bem22194-bib-0077){ref-type="ref"}; Schulz et al., [2010](#bem22194-bib-0103){ref-type="ref"}; Moher et al., [2012](#bem22194-bib-0078){ref-type="ref"}\]. The more stringent the selection criteria are, the more homogeneous is the final sample under investigation, increasing the significance of the results for a specific patient or volunteer group. On the contrary, too restrictive selection criteria affect the external validity of a study, i.e. to which extent the study outcomes can be generalized to the general population \[Moher et al., [2010](#bem22194-bib-0077){ref-type="ref"}\].

The overall criteria for sample selection are summarized in Table [1](#bem22194-tbl-0001){ref-type="table"}. It is quite obvious that the eligibility criteria differ considerably between studies. At least the reported information on criteria for selecting eligible subjects varies from just the statement that "healthy subjects or volunteers" were included \[e.g. Perentos et al., [2007](#bem22194-bib-0088){ref-type="ref"}\], to detailed information on inclusion and exclusion criteria \[e.g. Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}\].

###### 

Overall Sample Selection Criteria

                                                                          Screening for the history of a                      Special consideration given to                      Eligibility restrictions on regular (excessive) consumption/intake of                                                                                                                                                                                    
  ------------------------------------------------------------------ ---- --------------------------------------------------- --------------------------------------------------- ----------------------------------------------------------------------- ---- ---------- -------------------------------------------------- ---------------------------------------------------------- -------------------------------------------------- ----
  Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\]    HV   \+                                                  \+                                                  \+                                                                      −    −          −                                                  \+ (N)                                                     \+                                                 −
  Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\]     HV   NSP[^a^](#bem22194-tbl1-note-0002){ref-type="fn"}   NSP[^a^](#bem22194-tbl1-note-0002){ref-type="fn"}   NSP[^a^](#bem22194-tbl1-note-0002){ref-type="fn"}                       −    −          −                                                  −                                                          \+[^b^](#bem22194-tbl1-note-0003){ref-type="fn"}   −
  Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}\]        HV   −                                                   \+                                                  −                                                                       −    \+ (R,L)   −                                                  −                                                          −                                                  −
  D'Costa et al. \[[2003](#bem22194-bib-0020){ref-type="ref"}\]      HV   −                                                   −                                                   −                                                                       −    −          −                                                  −                                                          \+                                                 −
  Curcio et al. \[[2005](#bem22194-bib-0018){ref-type="ref"}\]       HV   −                                                   \+                                                  \+                                                                      −    \+ (R)     −                                                  −                                                          \+                                                 \+
  Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\]     HV   −                                                   −                                                   −                                                                       −    −          −                                                  −                                                          −                                                  −
  Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\]        HV   \+                                                  \+                                                  \+                                                                      −    \+ (R)     \+[^c^](#bem22194-tbl1-note-0004){ref-type="fn"}   \+ (A,C,N)[^d^](#bem22194-tbl1-note-0005){ref-type="fn"}   \+                                                 \+
  Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\]        HV   −                                                   \+                                                  \+                                                                      \+   \+ (R,L)   −                                                  −                                                          −                                                  −
  Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\]    HV   \+                                                  \+                                                  \+                                                                      −    −          −                                                  −                                                          −                                                  −
  Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\]    HV   \+                                                  \+                                                  \+                                                                      −    −          −                                                  −                                                          −                                                  −
  Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\]   HV   \+                                                  \+                                                  \+                                                                      \+   \+ (R)     −                                                  −                                                          \+[^b^](#bem22194-tbl1-note-0003){ref-type="fn"}   \+
  Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\]        HV   −                                                   −                                                   \+                                                                      \+   −          −                                                  \+ (N)                                                     \+[^b^](#bem22194-tbl1-note-0003){ref-type="fn"}   \+
  Hinrikus et al. \[[2011](#bem22194-bib-0042){ref-type="ref"}\]     HV   \+                                                  \+                                                  \+                                                                      −    −          −                                                  −                                                          −                                                  −
  Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\]     HV   −                                                   \+                                                  \+                                                                      −    \+ (R)     \+[^c^](#bem22194-tbl1-note-0004){ref-type="fn"}   −                                                          \+                                                 \+
  Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\]     HV   −                                                   −                                                   −                                                                       −    −          −                                                  −                                                          −                                                  −
  Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\]      HV   \+                                                  \+                                                  \+                                                                      −    −          −                                                  −                                                          −                                                  −
  Trunk et al. \[[2013](#bem22194-bib-0119){ref-type="ref"}\]        HV   −                                                   \+                                                  −                                                                       −    −          −                                                  −                                                          −                                                  −
  Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\]        HV   \+                                                  \+                                                  \+                                                                      −    \+ (R)     −                                                  \+ (N)                                                     \+                                                 −
  Curcio et al. \[[2015](#bem22194-bib-0019){ref-type="ref"}\]       EP   \+                                                  \+                                                  \+                                                                      \+   −          −                                                  −                                                          \+[^e^](#bem22194-tbl1-note-0006){ref-type="fn"}   −
  Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\]    HV   \+[^f^](#bem22194-tbl1-note-0007){ref-type="fn"}    \+                                                  −                                                                       −    −          −                                                  \+ (N)                                                     −                                                  −
  Zentai et al. \[[2015](#bem22194-bib-0132){ref-type="ref"}\]       HV   −                                                   \+                                                  −                                                                       −    −          −                                                  −                                                          −                                                  −
  Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\]         HV   \+                                                  \+                                                  \+                                                                      −    \+ (R)     −                                                  −                                                          −                                                  −

A = alcohol; C = caffeine; EP = epileptic patients; HV = healthy volunteers; L = left; N = nicotine; NSP = not specified; R = right; + = applies on the basis of the information reported; − = information was not reported.

A health information inquiry was filled out by the partcipants.

Refers only to CNS‐active drugs.

Basic alpha EEG rhythm probably considered as inclusion factor.

Allowed was a moderate alcohol (\<5 drinks/week) and caffeine (\<3 cups coffee/day) consumption.

Other than anti‐epileptic drugs.

Refers only to cardiac disorders.

John Wiley & Sons, Ltd.

### Health status and medical history {#bem22194-sec-0070}

The vast majority of studies investigated RF‐EMF effects on waking EEG in healthy volunteers. Only one of the 22 studies \[Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}\] investigated effects in a sample of epileptic patients (Table [1](#bem22194-tbl-0001){ref-type="table"}). Eleven of the 22 studies explicitly stated that subjects were screened for physical disorders, 17 screened for neurological disorders, and 14 for psychiatric disorders. How this screening was performed, i.e. self‐assessment by questionnaire, self‐assessment in an interview performed by a non‐medical staff member, or interview and examination by a medical doctor is not always clearly stated.

### Head trauma {#bem22194-sec-0080}

A traumatic brain injury (TBI) is caused by a physical force to the head that even in its mildest form may be accompanied by altered brain activities. Rapp et al. \[[2015](#bem22194-bib-0093){ref-type="ref"}\] reviewed relevant EEG studies related to this injury and reported that mild TBI is often associated with spectral power changes in the waking EEG. Sandsmark et al. \[[2017](#bem22194-bib-0101){ref-type="ref"}\] summarized sleep--wake disturbances and notably excessive daytime sleepiness and spectral changes in sleep EEG after TBI. We therefore looked specifically at whether the studies explicitly mentioned that they considered a history of head trauma in their subjects. Only four studies mention that they controlled for this factor (Table [1](#bem22194-tbl-0001){ref-type="table"}).

### Handedness {#bem22194-sec-0090}

There is general agreement that studies applying EEG should control handedness because of the assumed underlying differences in amplitudes between dominant and non‐dominant hemispheres. For the alpha rhythm, a lateral difference in amplitude can be observed in 60% of healthy adults with an amplitude that is somewhat larger at the right as compared to the left side \[Stöhr et al., [1991](#bem22194-bib-0111){ref-type="ref"}\]. In contrast to earlier assumptions, the observation seems to be physiologic asymmetry with no clear link to handedness or hemispheric‐dominance \[Chang et al., [2011](#bem22194-bib-0010){ref-type="ref"}\]. Studies that conducted repeated recordings of resting‐state EEG showed a stable alpha asymmetry that might represent an individual trait \[Tomarken et al., [1992](#bem22194-bib-0116){ref-type="ref"}; Papousek and Schulter, [1998](#bem22194-bib-0086){ref-type="ref"}\]. The number of studies that looked at interhemispheric asymmetry of amplitude in resting‐state EEG are rather scarce, indicating neither a correlation with handedness in a study with children \[Petersen and Eeg‐Olofsson, [1971](#bem22194-bib-0089){ref-type="ref"}\] nor in healthy male adults \[Wieneke et al., [1980](#bem22194-bib-0130){ref-type="ref"}\]. Several studies applying performance tasks during EEG recording show differences in inter‐hemispheric asymmetry, but overall no clear picture can be drawn \[French and Beaumont, [1984](#bem22194-bib-0029){ref-type="ref"}\]. Nevertheless, since it cannot be ruled out that handedness affects the resting‐state EEG, handedness should be considered as a confounding factor. Eight studies provide information on handedness of subjects (Table [1](#bem22194-tbl-0001){ref-type="table"}).

### Individual basic EEG rhythm {#bem22194-sec-0100}

Kubicki and Höller \[[1980](#bem22194-bib-0062){ref-type="ref"}\] analyzed the basic EEG rhythm in 1,500 healthy subjects, and observed an alpha‐type rhythm in 86.1% of the subjects, while 7.2% presented with a beta‐rhythm, 5.6% with a theta‐rhythm, and 1.1% presented with a mixed‐type basic EEG rhythm. RF‐EMF effects on the EEG alpha‐power may be hard to find or may be masked when the basic EEG rhythm is different in a sample of subjects with mixed basic rhythms. Table [1](#bem22194-tbl-0001){ref-type="table"} demonstrates that only two studies \[Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}\] probably considered the basic EEG rhythm of subjects included in their studies.

Furthermore, it is known that a low/high natural alpha rhythm may affect EEG responses to drugs \[Fink, [2010](#bem22194-bib-0027){ref-type="ref"}; Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\] and that the peak alpha rhythm is largely genetically determined \[Markand, [1990](#bem22194-bib-0074){ref-type="ref"}; Smit et al., [2005](#bem22194-bib-0105){ref-type="ref"}\]. If this different responsiveness to drugs is assumed to be observable also for EMF effects, it can be worthwhile to further control this factor, e.g. by genotyping for the catechol‐O‐methyltransferase (COMT) polymorphism. Bodenmann et al. \[[2009](#bem22194-bib-0007){ref-type="ref"}\] observed that the Val^158^MET polymorphism of COMT predicts inter‐individual differences in alpha oscillations in young men, which are in the focus of possible EMF effects on the EEG.

### Control of habitual consumption of coffee, alcohol, and nicotine, and intake of medication and illicit drugs {#bem22194-sec-0110}

Stimulants such as caffeine, nicotine, and alcohol are the most widely used CNS‐active substances. In addition to acute EEG effects, which are addressed below, they are also associated with long‐lasting alterations in brain activity.

To examine the impact of chronic caffeine intake, Sigmon et al. \[[2009](#bem22194-bib-0104){ref-type="ref"}\] compared the effects of daily 400 mg caffeine administration for more than or equal to 14 days on the EEG with those obtained after placebo administration of the same duration. They could show that relative EEG power in the beta2 frequency band (25.0--40.0 Hz) was significantly elevated during chronic caffeine administration. Rass et al. \[[2015](#bem22194-bib-0094){ref-type="ref"}\] compared the resting‐state brain activity of daily, non‐daily, and non‐smokers and observed reduced delta (1.5--3.5 Hz) and alpha (8--12.5 Hz) EEG power in non‐deprived chronic smokers. In alcoholics, the resting‐state EEG showed an increased power in beta1 (12.5--16.0 Hz) and beta2 (16.5--20.0 Hz) frequency bands \[Rangaswamy et al., [2002](#bem22194-bib-0091){ref-type="ref"}\] as well as in the theta (3--7 Hz) frequency range \[Rangaswamy et al., [2003](#bem22194-bib-0092){ref-type="ref"}\] compared to age‐ and gender‐matched unaffected controls.

In view of these findings, it is strongly recommended that the habitual consumption of caffeine, nicotine, and alcohol when establishing eligibility criteria for EEG studies is considered. For pharmaco‐EEG trials, IPEG suggests controlling the regular use of these substances by restricting consumption within a certain period of time prior to the start of the study, which may range from a maximum tolerated daily dose to complete abstinence \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\].

The application of daily dose restrictions was reported in one study to control for habitual intake of caffeine and alcohol \[Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}\]. Consumption of nicotine was controlled in five of the 22 studies by defining non‐smoking as inclusion criteria (Table [1](#bem22194-tbl-0001){ref-type="table"}). Other studies not reporting the control for habitual caffeine, nicotine, and alcohol consumption does not necessarily imply that they did not do so.

A variety of drugs such as hypnotics and sedatives, anxiolytic drugs including marijuana and cocaine, as well as antibiotics, act on the CNS. Due to the multitude of studies on mostly unspecific acute and chronic effects of CNS‐active drugs on the EEG, we decided not to present any results at this point but refer to an excellent summary of this literature published by Bauer and Bauer \[[2011](#bem22194-bib-0005){ref-type="ref"}\]. Medication was controlled at different levels in 10 of the 22 studies, three of them only considered CNS‐active drugs, and the study on epileptic patients controlled for other than epileptic drugs. Five of the 22 studies mention that they controlled for the intake of illicit drugs (Table [1](#bem22194-tbl-0001){ref-type="table"}).

### Age of the participants {#bem22194-sec-0120}

Maturational changes of the brain are reflected by extensive EEG changes \[Markand, [1990](#bem22194-bib-0074){ref-type="ref"}; Stam, [2011](#bem22194-bib-0109){ref-type="ref"}\]. In a longitudinal study of school‐age children (6--18 years, 4 years follow‐up), Gmehlin et al. \[[2011](#bem22194-bib-0035){ref-type="ref"}\] observed an increase in alpha peak frequency, which was larger in children than in adolescents while the absolute and relative delta and theta power decreased considerably. From age 18 onwards, the EEG remains relatively stable until normal aging becomes visible. With normal aging, a slowing of the alpha frequency, reduced alpha band power (in particular in lower alpha band (8--10.5 Hz), and more uniformly spatial distribution of EEG rhythms have been observed in the elderly \[Stam, [2011](#bem22194-bib-0109){ref-type="ref"}\]. There is a pronounced decrease in the alpha amplitude (8--13 Hz) with increasing age \[Rossini et al., [2007](#bem22194-bib-0100){ref-type="ref"}\]. The amplitude of beta activity is often lower in the elderly, in particular males \[Klass and Brenner, [1995](#bem22194-bib-0058){ref-type="ref"}\]. Furthermore, there is also a global "slowing" of the background EEG with an increase in delta and theta activity in healthy elderly subjects \[Rossini et al., [2007](#bem22194-bib-0100){ref-type="ref"}\], mainly in temporal regions and predominantly on the left side \[Klass and Brenner, [1995](#bem22194-bib-0058){ref-type="ref"}\]. Anderer et al. \[[2000](#bem22194-bib-0001){ref-type="ref"}\] did a comprehensive analysis of age‐related changes in absolute and relative EEG power based on 204 healthy volunteers (116 females) in the age range 20--88 years. They observed a significant decrease in the dominant alpha frequency with age starting from 10.3 Hz in 20‐year‐old subjects to 9.3 in 80‐year‐old reflecting a linear decrease of 0.2 Hz per decade. The absolute and relative power of delta, theta, and alpha decreased with increasing age, while the beta power increased in normal aging. Finally, in a large study on 1,498 subjects (735 females) aged 6--86 years, Chiang et al. \[[2011](#bem22194-bib-0011){ref-type="ref"}\] observed significant age‐related trends for frequency, position, and amplitude of dominant alpha peaks.

The way of reporting the age of participants varies between the studies under investigation (Fig. [5](#bem22194-fig-0005){ref-type="fig"}). In 16 of the 22 studies, an age range is reported. The number of studies reporting a mean age ± a statistic indicating variability is also 16. In some of these studies it is, however, not clear whether the statistic to describe the dispersion is a standard deviation or a standard error of the mean. One study \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}\] reports a mean only. In another study, the weighted mean and standard deviation were computed based on separate information for men and women. One study provides only age information for the total sample and not for the subgroups \[Curcio et al., [2005](#bem22194-bib-0018){ref-type="ref"}\].

![Information on age of the samples in the 22 reviewed studies. Information on age refers either to age ranges (grey‐shaded bars) or to mean values ± a measure of dispersion (black‐framed boxes). Please note that in some cases it was not further specified whether the standard deviation (SD) or standard error (SE) was reported as measure of dispersion. Dotted lines are used for a clear assignment of study subgroups. AG = age group; SG = subgroup; (a) mean ± SD, (b) mean ± SE, (c) not clear whether an SD or SE is reported, (d) weighted mean and standard deviation were computed based on separate information for men and women, (e) no age information was reported for the subgroups.](BEM-40-291-g005){#bem22194-fig-0005}

There are only two studies that investigated RF‐EMF effects on the resting state wake‐EEG in adolescents \[Croft et al., [2010](#bem22194-bib-0017){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}; Fig. [5](#bem22194-fig-0005){ref-type="fig"}\]. The large variability with (chronological and additionally maturational) age in children and adolescents has implications for samples sizes, which are necessary to reach statistical significance if an effect is present. In three studies elderly subjects (60+ years) were included. One of them investigated a small sample of (epileptic) patients covering a broad range of ages \[21--79 years; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}\]. In most of the studies, where information on the range is provided, healthy young adults (up to the mid‐thirties) were investigated (Fig. [5](#bem22194-fig-0005){ref-type="fig"}). Since the outcome variable spectral power of the resting‐state EEG varies with age, results obtained in a sample of young healthy subjects cannot be generalized to elderly subjects and/or adolescents.

Given these variations in the waking EEG, an age‐stratified analysis is recommended when a broad age range is covered in a large sample. This strategy was followed by Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\] (adolescents: 13--15 years; adults: 19--40 years and elderly: 55--70 years) who observed differential RF‐EMF effects by age. Other approaches for large samples could be to control for age effects statistically, e.g. by the use of *z*‐scores or by introducing age as an additional factor in the statistical model.

### Sex distribution {#bem22194-sec-0130}

As already pointed out earlier, age‐related changes are more pronounced in men \[Klass and Brenner, [1995](#bem22194-bib-0058){ref-type="ref"}\]. For adolescents, larger age‐related changes in the absolute power of the EEG---except alpha---were observed for boys \[Gmehlin et al., [2011](#bem22194-bib-0035){ref-type="ref"}\]. Clarke et al. \[[2001](#bem22194-bib-0012){ref-type="ref"}\] observed less theta and more alpha in 8 to 12‐year‐old boys than in girls. A study that investigated the EEGs of 1416 healthy subjects aged between 6 and 39 years stated that the percentage of alpha time and alpha continuity were greater in males than in females after adolescence, while the percentage of beta time was higher in females than in males at all ages \[Matsuura et al., [1985](#bem22194-bib-0075){ref-type="ref"}\]. Wada et al. \[[1994](#bem22194-bib-0128){ref-type="ref"}\] observed sex differences in EEG activity at rest and during photic stimulation in a sample of 40 healthy subjects (20 males and 20 females) in the age range 19--26 years. Females showed higher amplitudes in the resting‐state EEG, which were statistically significant for the frequency bands delta, theta, alpha2, and beta bands. Sex differences were even more pronounced during photic stimulation. Sex differences have also been observed in a sample of 119 healthy elderly subjects (53 males and 66 females) in the age range from 60 to 87 years \[Brenner et al., [1995](#bem22194-bib-0008){ref-type="ref"}\]. In Brenner et al.'s study, females showed a significant higher mean frequency of beta1 and beta2, while the mean frequency of alpha2 and theta‐beta were lower. Finally, sex differences in EEG activity have also been observed in a study on spontaneous alpha rhythms in mild cognitive impairment and control subjects. Garcés et al. \[[2013](#bem22194-bib-0030){ref-type="ref"}\] observed a higher alpha peak frequency in females as compared to males in both groups. The trend was observed over the whole brain, whereas statistically significant differences occurred only over some posterior and right frontal areas.

As Figure [6](#bem22194-fig-0006){ref-type="fig"} indicates, 24 of the 28 samples analyzed in the 22 studies that were comprised of men and women, one study included only women \[Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}\] and four studied only men \[Röschke and Mann, [1997](#bem22194-bib-0099){ref-type="ref"}; Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}; Kleinlogel et al., [2008](#bem22194-bib-0059){ref-type="ref"}, Yang et al., [2017](#bem22194-bib-0131){ref-type="ref"}\].

![Size and sex distribution of the samples in the 22 reviewed studies. Dark grey bars display the number of males and light grey bars display the number of females. ^a)^Maximum number of subjects considered for analyses was *n* = 109. AG = age group; SG = subgroup.](BEM-40-291-g006){#bem22194-fig-0006}

Overall Study Characteristics and Procedures {#bem22194-sec-0140}
--------------------------------------------

The overall study characteristics and procedures are summarized in Table [2](#bem22194-tbl-0002){ref-type="table"}. Except for the study design, which is crossover in all 22 studies, the control of factors known to affect the outcome parameter was treated quite differently between the studies.

###### 

Overall Study Characteristics and Procedures

                                                                     Controlling for   Instructions for stimulant consumption prior to testing                                                      Risk of carry over effects taken into consideration by                                                                                                                                         
  ------------------------------------------------------------------ ----------------- --------------------------------------------------------- -------------------------------------------------- -------------------------------------------------------- --------------------- ----------------------------------------------------------------------------------------------------- ---- ---- --------
  Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\]    NA                \+ (M)                                                    −                                                  \+ (Al,C)                                                4 days                CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      −    −    SB
  Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\]     −                 −                                                         −                                                  −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"}                                                      \+   −    SB
  Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}\]        −                 −                                                         −                                                  −                                                        −                     CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      −    −    SB
  D'Costa et al. \[[2003](#bem22194-bib-0020){ref-type="ref"}\]      −                 −                                                         −                                                  −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"}                                                      −    −    SB
  Curcio et al. \[[2005](#bem22194-bib-0018){ref-type="ref"}\]       −                 \+ (M)                                                    −                                                  −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"} [^h^](#bem22194-tbl2-note-0009){ref-type="fn"}       \+   \+   DB
  Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\]     −                 −                                                         −                                                  −                                                        −                     CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      −    −    SB, DB
  Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\]        NA                \+ (A)                                                    \+[^a^](#bem22194-tbl2-note-0002){ref-type="fn"}   \+ (Al,C)                                                3 days                CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   \+   DB
  Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\]        −                 −                                                         −                                                  −                                                        −                     CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   −    DB
  Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\]    −                 \+ (M)                                                    \+[^b^](#bem22194-tbl2-note-0003){ref-type="fn"}   −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"} ^,^ [^h^](#bem22194-tbl2-note-0009){ref-type="fn"}   \+   −    DB
  Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\]    −                 \+ (M)                                                    \+[^b^](#bem22194-tbl2-note-0003){ref-type="fn"}   −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"}                                                      \+   −    DB
  Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\]   NA                \+ (NSP)                                                  −                                                  \+ (Al,C,N)                                              2 h (C,N), 12 h (A)   CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"}                                                      \+   \+   DB
  Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\]        −                 −                                                         −                                                  \+ (Al,C)                                                24 h                  CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   −    DB
  Hinrikus et al. \[[2011](#bem22194-bib-0042){ref-type="ref"}\]     −                 \+ (M)                                                    \+[^b^](#bem22194-tbl2-note-0003){ref-type="fn"}   −                                                        −                     CO^g,h^                                                                                               \+   −    DB
  Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\]     −                 \+ (NSP)                                                  \+[^a^](#bem22194-tbl2-note-0002){ref-type="fn"}   \+ (C)                                                   3 days                CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   \+   DB
  Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\]     −                 −                                                         −                                                  \+ (Al,C)                                                6 h (C), 24 h (A)     CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      −    \+   DB
  Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\]      −                 −                                                         \+[^b^](#bem22194-tbl2-note-0003){ref-type="fn"}   −                                                        −                     CO[^g^](#bem22194-tbl2-note-0008){ref-type="fn"}                                                      −    −    SB
  Trunk et al. \[[2013](#bem22194-bib-0119){ref-type="ref"}\]        −                 \+ (M,A)                                                  −                                                  \+ (C)                                                   NS                    CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   −    DB
  Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\]        \+ (FP)           \+ (M,A)                                                  \+[^c^](#bem22194-tbl2-note-0004){ref-type="fn"}   \+ (Al,C)                                                24 h                  CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   \+   DB
  Curcio et al. \[[2015](#bem22194-bib-0019){ref-type="ref"}\]       −                 \+ (M)                                                    \+[^a^](#bem22194-tbl2-note-0002){ref-type="fn"}   \+ (Al,C)                                                2 days                CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   \+   DB
  Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\]    −                 \+ (M,A)                                                  \+[^d^](#bem22194-tbl2-note-0005){ref-type="fn"}   \+ (Al,C)                                                4 h (C), 12 h (A)     CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      −    −    SB
  Zentai et al. \[[2015](#bem22194-bib-0132){ref-type="ref"}\]       −                 \+ (M,A)                                                  \+[^e^](#bem22194-tbl2-note-0006){ref-type="fn"}   \+ (Al,C)                                                12 h                  CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   −    DB
  Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\]         NA                −                                                         −                                                  \+ (Al,C,N)                                              24 h                  CO[^f^](#bem22194-tbl2-note-0007){ref-type="fn"}                                                      \+   \+   DB

A = afternoon; Al = alcohol; C = caffeine; CO = cross over; DB = double blind; FP = folicular phase; M = morning; MCU = mobile communication usage; N = nicotine; NA = not applicabale; NSP = not specified; SB = single blind; + = applies on the basis of the information reported; − = information was not reported.

Controlled by actigraphy and/or sleep logs.

Tired or sleepy participants were excluded.

Applies owing to the eligibility criteria.

Sufficient night rest was ensured.

Duration of sleep prior to the experiments ≥6 h.

Order of exposure conditions was (nearly) counterbalanced.

Order of exposure conditions was randomized.

Conditions to be studied were investigated in subgroups.

John Wiley & Sons, Ltd.

### Time‐of‐day effects {#bem22194-sec-0150}

Time‐of‐day is an important issue in the recording of the EEG. Diurnal variation of EEG spectral power has been reported by Regen et al. \[[2013](#bem22194-bib-0096){ref-type="ref"}\] in the course of 40 h of sustained wakefulness. For alpha1 (8.5--10.5 Hz), theta (5.5--8.5 Hz), delta (1.5--5.5 Hz), and beta1 (12.0--18.0 Hz), maximal values have been observed around 12:00--14:00 h. Higuchi et al. \[[2001](#bem22194-bib-0040){ref-type="ref"}\] observed an increase in alpha power (8.6--13.3 Hz) recorded at Cz related to a repeated vigilance task. The increase was greatest at 14:00 h and significantly larger than at 8:00 h and 20:00 h. The repetition of a task did not have a similar effect on theta (3.9--7.8 Hz) and beta (14.1--20.3 Hz).

IPEG emphasizes that in studies with repeated assessments recordings should be performed at the same time of the day, preferably between 09:00 and 13:00 h to avoid interference with meal times and postprandial vigilance fluctuations \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\].

Out of the seven studies that used a crossover design with assessments on the same day, only two reported that the time of day was kept constant \[Röschke and Mann [1997](#bem22194-bib-0099){ref-type="ref"}, Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}\]. Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\] specify that the time interval in which the experiments were performed ranged from 9 am to 5 pm. The other five studies did not provide any information on the time of day. Nine of the 15 studies that used a crossover design with assessments on different days provided information on the time of day. Five mentioned that the experimental sessions were conducted in the morning, one study reported evening assessments, and in three studies the specified time interval in which the experiments took place ranged again from 9 am to 5 pm. Out of the remaining six crossover studies with assessments on different days, two just mentioned that for all individuals time was kept constant without specifying the exact time of day, and four did not provide any information on this aspect (Table [2](#bem22194-tbl-0002){ref-type="table"}). This issue is also relevant for comparability of results from different studies.

### Menstrual cycle {#bem22194-sec-0160}

Another aspect to consider is that spectral power of the resting‐state EEG in women varies with the menstrual cycle \[Creutzfeldt et al., [1976](#bem22194-bib-0013){ref-type="ref"}; Becker et al., [1982](#bem22194-bib-0006){ref-type="ref"}; Chang et al., [2011](#bem22194-bib-0010){ref-type="ref"}\]. According to Harding and Thompson \[[1976](#bem22194-bib-0038){ref-type="ref"}\], as cited by Chang et al. \[[2011](#bem22194-bib-0010){ref-type="ref"}\], the findings of early studies can be summarized as follows: in the preovulatory phase (days 5--14) alpha frequency and the amount of beta increases, in the luteal phase (days 15--23) alpha becomes slower and the amount of alpha increases, while less beta and more theta activity are observed. In the premenstrual phase (days 23--28) alpha frequency increases, the amount of alpha is reduced, and there is more beta activity and less theta activity. In the menstrual phase (days 1--5) alpha frequency is again slower and the amount is increased. In this phase there is less beta and more theta.

Baker and Colrain \[[2010](#bem22194-bib-0002){ref-type="ref"}\] analyzed waking EEG spectral power with the menstrual cycle in nine women with severe premenstrual syndrome and in eight female controls. They observed that spectral power of delta/theta frequencies (2--6 Hz) and fast alpha frequency (11--12 Hz) increased in women in the late luteal phase relative to the follicular phase. Brötzner et al. \[[2014](#bem22194-bib-0009){ref-type="ref"}\], who investigated the individual alpha frequency (IAF) throughout the menstrual cycle in 57 women with a natural cycle and in 57 women using oral contraceptives, observed that the alpha frequency was related to the menstrual cycle. IAF was highest in the luteal phase and lowest in the late follicular phase. In their study, estradiol levels correlated with alpha frequencies. The absolute power of delta, theta, beta, and prefrontal theta was higher in women than in men \[Morgan et al., [2005](#bem22194-bib-0080){ref-type="ref"}\].

Only one of the 17 studies investigating possible effects of RF‐EMF on the EEG, which included men and women, controlled for variability introduced by cyclic hormonal changes in women (Table [2](#bem22194-tbl-0002){ref-type="table"}). Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\] investigated women exclusively in the follicular phase of the menstrual cycle. Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\], who studied only women of child‐bearing age, did not provide information on menstrual cycle control. For all other studies that include males and females, there is also no information.

### Regular sleep--wake cycle {#bem22194-sec-0170}

The resting‐state EEG reflects one aspect of the level of alertness of a subject. Lafrance and Dumont \[[2000](#bem22194-bib-0064){ref-type="ref"}\] investigated the diurnal variation of the amplitude of waking EEG assessed at intervals of 2 h from 10 am to midnight in 16 healthy young subjects (12 females), who maintained a regular sleep--wake schedule (with bedtimes around midnight and wake times around 8 am) for four consecutive nights preceding the EEG daytime assessments. The alpha (8.00--11.75 Hz) amplitude was stable from 10 am to noon, increased afterwards steadily in a curvilinear manner until 6 pm, were then stable again until 8 pm, and decreased again until midnight. In a 40‐h sustained wakefulness study \[Regen et al., [2013](#bem22194-bib-0096){ref-type="ref"}\] performed with 24 healthy young subjects (15 females), alpha (8.5--10.5 Hz) EEG activity increased starting at 1 am to a maximum observed at 1 pm. In contrast to Lafrance and Dumont \[[2000](#bem22194-bib-0064){ref-type="ref"}\], alpha EEG activity already started to decrease at 1 pm in this sleep‐deprived group. To control for wake time‐dependent variations in EEG alpha power, subjects should be instructed to keep a regular sleep--wake schedule prior to the experimental days. Ten of the 22 studies reported that they considered a regular sleep--wake cycle in one way or the other (Table [2](#bem22194-tbl-0002){ref-type="table"}). One study applied a regular sleep--wake schedule just as an inclusion criterion. In four studies, tired or sleepy subjects were excluded from testing, one study reported that a sufficient night sleep was ensured, and another one stated that sleep duration in the night preceding the experiment(s) had to be more than or equal to 6 h. Finally, three studies reported that the regularity of sleep--wake schedules was controlled by actigraphy and/or sleep logs.

### Control of caffeine, alcohol, and nicotine consumption prior to testing {#bem22194-sec-0180}

As already mentioned above, acute intake of caffeine has an activating effect on the EEG. For example, Dimpfel et al. \[[1993](#bem22194-bib-0022){ref-type="ref"}\] observed decreases in the spectral power in the theta and alpha ranges after administration of 200 and 400 mg caffeine compared to placebo administration. In a double‐blind crossover study in which the subjects received either caffeine or placebo, Barry et al. \[[2005](#bem22194-bib-0003){ref-type="ref"}\] observed a global reduction of the EEG alpha‐power 30 min after administration of a 250 mg dose of caffeine assessed in a 2‐min eyes‐closed condition, while there was an overall increase in alpha frequency. In 2011, the same group \[Barry et al., [2011](#bem22194-bib-0004){ref-type="ref"}\] could show that intake of caffeine had a larger effect on the EEG alpha amplitude as a measure of arousal than opening of the eyes. Fisher et al. \[[2012](#bem22194-bib-0028){ref-type="ref"}\] investigated the electro‐cortical response to nicotine and to a placebo in 20 non‐smoking right‐handed subjects in a study with a double‐blind crossover design. They analyzed five EEG frequency bands and observed significantly greater frontal power in the alpha2 frequency band (10.5--13.0 Hz) after the administration of 6 mg nicotine. Acute effects of alcohol on the EEG in young male social drinkers were studied by Ehlerset al. \[[1989](#bem22194-bib-0024){ref-type="ref"}\] in a double‐blind crossover design. Following ingestion of either a low dose of ethanol (0.75 ml/kg) or a placebo drink, the participants completed three 6‐min resting‐state EEG recordings with eyes closed at baseline, 90 min and 150 min post consumption. Alcohol intake resulted in an increased EEG power in the theta (4--7.5 Hz) and slow alpha (7.5--9 Hz) frequency range as well as in decreases in fast alpha (9--12 Hz) peak frequency at anterior and posterior loci that were significant at 90 min, and to some extent also at 150 min post consumption.

To control for these acute effects Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}, p. 204\] stated that: "subjects should refrain from alcohol and caffeine for at least 24 h, and from tobacco or nicotine products for at least 4 h (preferably 8 h) prior to an EEG recording."

Despite the importance of this aspect, the participants were instructed to abstain from stimulant consumption for a certain period of time prior to testing in only 12 of the 22 studies. Moreover, the specified abstinence periods varied widely between these studies; seven studies completely complied with the IPEG recommendations and one study partially complied (Table [2](#bem22194-tbl-0002){ref-type="table"}). Again, that other studies did not report the control for caffeine, nicotine, and alcohol consumption prior to testing does not necessarily imply that they did not do so.

### Study design {#bem22194-sec-0190}

The fact that EEG power spectra are highly heritable \[Stassen et al., [1987](#bem22194-bib-0110){ref-type="ref"}\], with highest heritability around the alpha peak frequency and lower heritability in the theta and delta bands \[Smit et al., [2005](#bem22194-bib-0105){ref-type="ref"}\], has implications for the design of studies investigating RF‐EMF effects on EEG activity. Inter‐individual differences are much more marked than intra‐individual variations. Since effects---if present---are expected to be small, a crossover design is more appropriate than a parallel‐group design. In statistical terms, a crossover design should result in smaller standard errors for comparisons between "treatments" than a design where treatments are assigned to different subjects \[parallel group design, Johnson, [2010](#bem22194-bib-0056){ref-type="ref"}\]. All 22 studies used a crossover design (Table [2](#bem22194-tbl-0002){ref-type="table"}). A disadvantage of crossover trials is the "order" effect, which can be overcome when subjects are randomly assigned to a sequence of treatments in a counterbalanced design, e.g. the same treatments are presented to each individual in a different balanced order.

### Carry‐over effect {#bem22194-sec-0200}

Another disadvantage might be a "carry‐over" effect, i.e. the persistence of an effect from one period to the period of a subsequent treatment. Given that in sleep studies, effects on the spectral power of the non‐rapid eye movement (NREM) sleep EEG have been observed after 30‐min exposure prior to sleep \[e.g. Huber et al., [2000](#bem22194-bib-0048){ref-type="ref"}; Loughran et al., [2005](#bem22194-bib-0069){ref-type="ref"}\], carry‐over effects might be expected in those studies, in which the exposure conditions are applied on the same day. The same applies to prior mobile communication system usage. In seven studies with a crossover design, different exposures were delivered on the same day. This carry‐over effect can be overcome by scheduling a sufficiently long time interval between applications of different treatments (Table [2](#bem22194-tbl-0002){ref-type="table"}).

With the same reasoning, i.e. that exposure effects can be observed even after exposure prior to assessment, it is necessary to control mobile phone use prior to any testing. This factor was considered in eight of the 22 studies. In seven studies, subjects were asked not to use their mobile phone within a certain period preceding the experimental sessions. The instructions varied from 2--3 h to more than 12 h. One study did not prohibit mobile phone use during the day prior to the experiments but reported that usage was not more than 10 min \[Yang et al., [2017](#bem22194-bib-0131){ref-type="ref"}; Table [2](#bem22194-tbl-0002){ref-type="table"}\].

### Effects of single versus double‐blind designs {#bem22194-sec-0210}

Another important aspect of the study design is the "blinding" of subjects to the exposure condition. In a single‐blind study the participants are not aware of the exposure condition while the investigator, who is carrying out the experiments with the subject, knows the exposure condition. In a double‐blind study, neither the participant nor the researcher knows the current exposure condition. This ensures the avoidance of conscious and unconscious biases, which is also a requirement of CONSORT. Instead of using the terms single‐ or double‐blind, CONSORT recommends specifying the blinding status of all people involved in the research project (participants, data collectors, data analysts, healthcare providers, etc. \[Moher et al., [2012](#bem22194-bib-0078){ref-type="ref"}\]. Early human experimental studies on RF‐EMF effects on the EEG, i.e. those published up to 2003 \[Röschke and Mann, [1997](#bem22194-bib-0099){ref-type="ref"}; Hietanen et al., [2000](#bem22194-bib-0039){ref-type="ref"}; Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}; D\'Costa et al., [2003](#bem22194-bib-0020){ref-type="ref"}\], used a single‐blind design. With two exceptions \[Suhhova et al., [2013](#bem22194-bib-0112){ref-type="ref"}; Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}\], studies published since 2005 were performed in a double‐blinded manner. Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\] mentioned that the study was performed double‐blind, but analysis was single‐blind since extremely low frequency (ELF) artifacts were present during verum exposure, which according to the authors, most likely originated from the pulse‐modulated RF signal demodulated in the EEG amplifiers, which were sometimes visible in the recordings (Table [2](#bem22194-tbl-0002){ref-type="table"}).

EEG Recordings {#bem22194-sec-0220}
--------------

### Eyes open versus eyes closed {#bem22194-sec-0230}

EEG spectral power differs between recording situations with eyes closed and eyes open. As already mentioned, the alpha rhythm is attenuated when eyes are opened (Fig. [7](#bem22194-fig-0007){ref-type="fig"}).

![Resting‐state electroencephalography (EEG) with eyes closed (left) and eyes open (right). Figure shows a 30‐s epoch with 19 EEG signals referenced to the averaged mastoids, a bipolar vertical and horizontal electrooculogram (EOG), and an electrocardiogram (ECG). The blockade of alpha in the EEG by opening of the eyes is obvious.](BEM-40-291-g007){#bem22194-fig-0007}

The International Pharmaco‐EEG Society \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\] suggests using one of the following three summarized options to ensure standardization and comparability of results: (1)*Vigilance‐controlled EEG* (duration 5 min): recorded with eyes open, the vigilance level is controlled by a simple continuous performance task, a fixation point is used to minimize eye movement artifacts, and short external interventions are permitted for vigilance stimulation.(2)*Resting‐state EEG with eyes closed* (duration 5--15 min): fluctuations of vigilance are permitted, no task to complete, instruction to sit quietly and keep eyes closed.(3)*Resting EEG with open and closed eyes* (duration of each state is 5 min): alternating periods of eyes open and closed of 1‐min duration, standardize visual environment to minimize eye movement artifacts in the eyes‐open condition (no fixation demanded), no vigilance control procedures, and separate analysis for both states is recommended.

Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] furthermore recommend that an EEG recording is always done prior to any additional testing (e.g. cognitive paradigms).

In 12 studies the EEG was solely recorded in an eyes‐closed condition and four studies recorded the EEG under an eyes‐open and eyes‐closed condition. One of these four studies, however, only reported results for the eyes‐open condition. Thus, the majority (15 out of 22 studies) provided results for an eyes‐closed condition, in which the basic rhythm can be determined and EEG is not influenced by visual input. The remaining studies---most of them were from the same group \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}, [2008](#bem22194-bib-0016){ref-type="ref"}, [2010](#bem22194-bib-0017){ref-type="ref"}; Perentos et al., [2013](#bem22194-bib-0087){ref-type="ref"}\]---reported results solely for an eyes‐open condition, which limits the comparability of results with those from other studies. Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}, p. 1624\] argues for the eyes‐open condition as follows: "We required subjects to keep their eyes open in the resting EEG, to keep them relatively awake, as drowsiness can affect the "alpha" range, and such variance would act as noise and reduce the chances of detecting MP‐related changes to alpha." In three of the studies that recorded the EEG with eyes open, the participants watched a documentary clip during recording \[Trunk et al., [2015](#bem22194-bib-0118){ref-type="ref"}; Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}; Zentai et al., [2015](#bem22194-bib-0132){ref-type="ref"}; Table [3](#bem22194-tbl-0003){ref-type="table"}\]. In one study \[Kleinlogel et al., [2008](#bem22194-bib-0059){ref-type="ref"}\], subjects had to react to a randomly presented tone (every 20--40 s) over a headphone during an eyes‐closed EEG condition.

###### 

Waking Electroencephalography (EEG) Specifications

                                                                                                                            EEG segment length analyzed per exposure condition                                                                                                                                             
  ------------------------------------------------------------------ ------------------------------------------------------ ----------------------------------------------------------------- ------------------------------------------------------------------ --------------------------------------------------------- ----
  Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\]    Closed                                                 NA                                                                3.4 min                                                            NA                                                        −
  Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\]     Closed                                                 NA                                                                1 min                                                              NA                                                        \+
  Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}\]        Open                                                   NA                                                                4 × 30--90 s                                                       NA                                                        −
  D'Costa et al. \[[2003](#bem22194-bib-0020){ref-type="ref"}\]      Closed                                                 NA                                                                25 min                                                             NA                                                        −
  Curcio et al. \[[2005](#bem22194-bib-0018){ref-type="ref"}\]       Closed                                                 NA                                                                7 min[^b^](#bem22194-tbl3-note-0003){ref-type="fn"}                7 min[^b^](#bem22194-tbl3-note-0003){ref-type="fn"}       −
  Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\]     Closed                                                 7.5 min                                                           NA                                                                 7.5 min                                                   −
  Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\]        Both                                                   6 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}               NA                                                                 3 × 6 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}   \+
  Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\]        Open                                                   NA                                                                10 min                                                             10 min                                                    −
  Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\]    Closed                                                 10 × 1 min                                                        10 × 1 min                                                         NA                                                        −
  Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\]    Closed                                                 5 × 1 min                                                         5 × 1 min                                                          NA                                                        −
  Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\]   Closed[^d^](#bem22194-tbl3-note-0005){ref-type="fn"}   4 min                                                             4 min + 2 min                                                      6 min                                                     \+
  Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\]        Both[^e^](#bem22194-tbl3-note-0006){ref-type="fn"}     5 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}               10 min + 2 × 5 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}   5 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}       −
  Hinrikus et al. \[[2011](#bem22194-bib-0042){ref-type="ref"}\]     Closed                                                 (5 or 10[^b^](#bem22194-tbl3-note-0003){ref-type="fn"}) × 1 min   (5 or 10[^b^](#bem22194-tbl3-note-0003){ref-type="fn"}) × 1 min    NA                                                        −
  Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\]     Both[^g^](#bem22194-tbl3-note-0008){ref-type="fn"}     6 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}               NA                                                                 3 × 6 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}   \+
  Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\]     Open                                                   5 min                                                             4 × 5 min                                                          5 min                                                     −
  Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\]      Closed                                                 5 × 1 min                                                         5 × 1 min                                                          NA                                                        −
  Trunk et al. \[[2013](#bem22194-bib-0119){ref-type="ref"}\]        Open[^g^](#bem22194-tbl3-note-0008){ref-type="fn"}     10 min                                                            NA                                                                 5 × 2 min                                                 −
  Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\]        Both[^f^](#bem22194-tbl3-note-0007){ref-type="fn"}     12 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}              18 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}               12 min[^c^](#bem22194-tbl3-note-0004){ref-type="fn"}      −
  Curcio et al. \[[2015](#bem22194-bib-0019){ref-type="ref"}\]       Closed                                                 45 min                                                            45 min                                                             45 min                                                    \+
  Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\]    Open[^g^](#bem22194-tbl3-note-0008){ref-type="fn"}     NA                                                                (2 + 4[^a^](#bem22194-tbl3-note-0002){ref-type="fn"}) × 15 min     NA                                                        −
  Zentai et al. \[[2015](#bem22194-bib-0132){ref-type="ref"}\]       Open[^g^](#bem22194-tbl3-note-0008){ref-type="fn"}     10 min                                                            10 min                                                             5 × 2 min                                                 −
  Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\]         Closed                                                 10 min                                                            3 × 10 min                                                         10 min                                                    \+

EEG = electroencephalography; NA = not applicable; + = applies on the basis of the information reported; − = Information was not reported.

Time indicated refers to verum and sham exposure applied within the same experimental session.

Time indicated refers to different sub groups.

Time indicated includes equally lasting periods of eyes‐open and eyes‐closed.

Repeated reactions to a tone were demanded during EEG.

Only open reported.

Only closed reported.

Participants watched a documentary clip during EEG.

John Wiley & Sons, Ltd.

### Vigilance‐control versus no vigilance‐control during EEG recording {#bem22194-sec-0240}

Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] suggested standardizing recording conditions or at least describing the methods in detail to facilitate comparisons between studies. Different kinds of interventions, such as conducting simple tasks, instructions to open or close eyes or to relax, or fixating on a point, lead to changes in vigilance. If no intervention is applied, drowsiness may occur or even sleep instead of wakefulness. From Table [3](#bem22194-tbl-0003){ref-type="table"} it becomes clear that there is a wide variety of recording methods between studies with regard to the combination of eyes closed and/or open and different methods of vigilance control or no vigilance control at all.

None of the studies conducted a vigilance‐controlled EEG as in the first of the three recommended EEG recording conditions from Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}; see 1) in the prior section\]. Two studies monitored vigilance of subjects during eyes‐open and eyes‐closed sessions, but no performance task was conducted during eyes‐open sessions \[Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}\]. In four studies, vigilance was controlled online during eyes‐closed conditions \[Hietanen et al., [2000](#bem22194-bib-0039){ref-type="ref"}; Kleinlogel et al., [2008](#bem22194-bib-0059){ref-type="ref"}; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}; Yang et al., [2017](#bem22194-bib-0131){ref-type="ref"}; Table [3](#bem22194-tbl-0003){ref-type="table"}\], and in two of them subjects were alerted whenever they showed signs of drowsiness \[Hietanen et al., [2000](#bem22194-bib-0039){ref-type="ref"}; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}\]. In one study, EEG recordings under eyes‐closed conditions were inspected retrospectively and recordings were repeated on another day if subjects were drowsy \[Suhhova et al., [2013](#bem22194-bib-0112){ref-type="ref"}\]. From the remaining seven studies that applied or referred to only eyes‐open conditions, none reported online monitoring and/or interventions during EEG recording \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}, [2008](#bem22194-bib-0016){ref-type="ref"}, [2010](#bem22194-bib-0017){ref-type="ref"}; Perentos et al., [2013](#bem22194-bib-0087){ref-type="ref"}; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}; Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}; Zentai et al., [2015](#bem22194-bib-0132){ref-type="ref"}\].

Four studies \[Röschke and Mann, [1997](#bem22194-bib-0099){ref-type="ref"}; D\'Costa et al., [2003](#bem22194-bib-0020){ref-type="ref"}; Curcio et al., [2005](#bem22194-bib-0018){ref-type="ref"}; Perentos et al., [2007](#bem22194-bib-0088){ref-type="ref"}\] recorded the resting EEG in a sitting position with closed eyes without vigilance control under conditions similar to those described by Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}; see 2) in the above section\]. In the studies of Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"},[2008b](#bem22194-bib-0044){ref-type="ref"}, [2011](#bem22194-bib-0042){ref-type="ref"}\], the EEG was recorded under eyes‐closed conditions without any intervention, but subjects were lying in a relaxed position with their ears blocked.

The third kind of recording condition, with both eyes open and eyes closed without any vigilance control \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\], was only partially conducted in the study of Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\], since they instructed their subjects to look at a screen 1 m ahead of them. They reported results of the eyes‐closed condition only.

### EEG segment lengths {#bem22194-sec-0250}

The EEG is subject to fluctuations over time. Especially in the resting‐state EEG there are systematic trends. For example, EEG spectra in the beginning of a 5 min eyes‐closed resting EEG differ from those in the end \[Jobert and Wilson, [2015](#bem22194-bib-0054){ref-type="ref"}\]. Therefore, both the duration of analyzed EEG blocks and their temporal arrangement within the session may affect results. Systematic trends will introduce differences if two conditions to be compared are applied consecutively and only once in one session. The same is true for a pre--post comparison. Crossover and counterbalancing of conditions will reduce this influence on results, but systematic trends in the EEG still introduce additional variance. Effects of EEG fluctuations over time can also be reduced by applying a design with interleaving the different conditions in short segments. However, if carry‐over or other than short‐time effects are assumed, such an interleaved design will not find them. In general, variance of EEG variables will rise with shorter total analyzed segment length per condition.

In the publications reviewed here, rather different arrangements of conditions and analyzed blocks of EEG were applied. The time elapsed from the start of one condition to the start of the next one ranges between 1 and 45 min. The total duration of analyzed EEG segments per condition also ranges from 1 to 45 min. Of the studies reviewed here, four \[Perentos et al., [2007](#bem22194-bib-0088){ref-type="ref"}; Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}\] only analyzed EEG pre‐ and post‐exposure (Table [3](#bem22194-tbl-0003){ref-type="table"}).

If RF signals enter the EEG recording device, they may cause technical artifacts. Analyzing EEG recorded during RF‐EMF exposure without generating false positive results can therefore be a challenge. It is planned to address this in a second part of the review focusing on technical aspects. Of the publications reviewed here, 18 include analyses of EEG segments recorded during exposure (Table [3](#bem22194-tbl-0003){ref-type="table"}).

### Number of leads, topographical distribution, reference {#bem22194-sec-0260}

The number of considered electrodes has implications and challenges for the statistical analyses (e.g. control for multiple testing). The number of electrodes used to analyze possible RF‐EMF effects on the EEG varies from one \[Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}\] to 61 \[Croft et al., [2010](#bem22194-bib-0017){ref-type="ref"}\] (Fig. [8](#bem22194-fig-0008){ref-type="fig"}). Six out of the 22 studies considered five or fewer electrodes (Fig. [8](#bem22194-fig-0008){ref-type="fig"}). The four Estonian studies \[Hinrikus et al., [2008a](#bem22194-bib-0043){ref-type="ref"},[2008b](#bem22194-bib-0044){ref-type="ref"}, [2011](#bem22194-bib-0042){ref-type="ref"}; Suhhova et al., [2013](#bem22194-bib-0112){ref-type="ref"}\] used eight electrodes, and Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\] used 12 electrodes (omitting the temporal, some frontal, and frontopolar derivations from the 10--20‐system). Six studies recorded the EEG basically at those 19 electrodes with positions defined according to the international 10‐20 system. The recording from 21 electrode positions placed according to the 10‐20 system \[Jasper, [1958](#bem22194-bib-0053){ref-type="ref"}\] is recommended as the minimal electrode configuration by IPEG for pharmaco‐EEG studies.

![Number and topographical distribution of EEG electrodes (including EEG analysis references) used in the 22 studies under consideration. Figure shows all 19 EEG electrode positions according to the 10--20‐system \[Jasper, [1958](#bem22194-bib-0053){ref-type="ref"}\] plus electrode positions Fpz and Oz (black dotted‐framed boxes) that do not belong to the standard electrode locations of the 10--20‐system. More than these 21 electrodes were considered in three of the 22 studies. Some studies did not clearly provide information on the reference used for analysis. This lack of information is either indicated by a "?" (not clear whether the specification refers to the recording or to the analysis reference) or by an "nI" (no information is provided about the analysis reference). C = Central; Com. av. = common average; CP = Centroparietal; EEG = electroencephalography; F = Frontal; P = Parietal; PF = Prefrontal; PO = Parieto‐Occipital; Post = Posterior; O = Occipital; L = Left; M = Midline; R = Right; T = Temporal. ^1)^Not further specified electrodes were grouped into front ipsilateral, front contralateral, posterior ipsilateral, and posterior contralateral scalp regions.](BEM-40-291-g008){#bem22194-fig-0008}

Three studies used a much larger number of electrodes \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}, p. 58; Croft et al., [2010](#bem22194-bib-0017){ref-type="ref"}, p. 61; Ghosn et al., [2015](#bem22194-bib-0033){ref-type="ref"}, p. 29; Fig. [8](#bem22194-fig-0008){ref-type="fig"}\]. For the recording of a higher number of electrodes, usually specific electrode caps are used, which are available for different head sizes. Out of the nine studies that recorded the EEG from 19 or more electrodes, seven mention that they used a cap. For two there is no information about the use of a cap. In those studies that recorded a lower number of electrodes, these were also positioned according to the 10‐20 system. Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\], who recorded the EEG from 58 electrodes, used a standard procedure comparable to the 10‐10 international system \[Nuwer, [1987](#bem22194-bib-0083){ref-type="ref"}\].

Considering a high number of electrodes enables us to distinguish topographical variation (e.g. left--central--right; frontal--parietal--occipital) in possible effects. Eight studies grouped electrodes according to scalp regions. Out of these, Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\] were the only ones who did not differentiate between hemispheres but only between frontal, temporal, centroparietal, and occipital regions. The others grouped electrodes according to frontal--occipital orientation and hemisphere. One study did further specify which electrodes were used for grouping \[Croft et al., [2008](#bem22194-bib-0016){ref-type="ref"}\]. Two studies omitted the central electrodes Cz, Fz, and Pz \[Perentos et al., [2007](#bem22194-bib-0088){ref-type="ref"}; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}\], and one included these three electrodes both for a grouping of right hemisphere electrodes and left hemisphere electrodes \[Yang et al., [2017](#bem22194-bib-0131){ref-type="ref"}\]. The other three studies used the three central electrodes as distinct entity \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}; Perentos et al., [2013](#bem22194-bib-0087){ref-type="ref"}, Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}\]. Besides the differences in dealing with central electrodes (Fz, Cz, and Pz), there is variability in regard to the grouping of electrodes---even for research from the same group (Fig. [8](#bem22194-fig-0008){ref-type="fig"}).

The EEG reference used in the analysis may affect the outcome (Fig. [9](#bem22194-fig-0009){ref-type="fig"}). EEG signals are always differences in voltages between two electrodes varying with time. While one of the electrodes is the location mentioned, the other one is the reference location. In favor of more robustness against disturbances, there are also recording techniques using several reference locations combined for real measurement within the electronics of the EEG acquisition device. Nowadays, in most cases recordings are done with a common reference for all locations. The resulting data can then be easily converted to another montage, i.e. to signals based on another (common) reference or several references.

![Examples of the impact of different references on the resting‐state electroencephalography (EEG). In the averaged mastoids montage, for most locations comparably high alpha amplitudes occur, with the lowest amplitudes for the temporal and frontal regions. With the Cz (single electrode) reference, the central and frontal regions show lower alpha amplitudes (the Cz location itself is zero in this diagram, of course.) A common average reference (mean of all scalp locations) leads to a generally weaker alpha rhythm.](BEM-40-291-g009){#bem22194-fig-0009}

While the reference (or reference combination) actually used in the recording does not influence the analysis results (provided that there are no technical problems with the recording quality), the reference chosen for analysis of changes in the EEG at given locations does (see example for resting‐state EEG with eyes closed in Fig. [9](#bem22194-fig-0009){ref-type="fig"}). Depending on the reference chosen, the same segment of the EEG recording shows different amplitudes for most locations. This is especially true for signals that are generated over broader regions of the brain, like the alpha rhythm.

Based on dense (129‐channel) eyes‐closed EEG, Qin et al. \[[2010](#bem22194-bib-0090){ref-type="ref"}\] observed significant differences in the absolute power for seven EEG frequency bands between different references (reconstructed infinity (REST), average of electrodes, linked mastoids, and left mastoid) and mentioned that: "All comparisons demonstrated frequency dependent reference effects" \[Qin et al., [2010](#bem22194-bib-0090){ref-type="ref"}, p. 1981\].

Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] recommend a recording against a single reference electrode (e.g. Cz, A1, or A2) or the arithmetic mean of A1 and A2 ("linked ears" or "linked mastoids"). However, to be able to correct problems affecting the quality of the EEG (e.g. different impedances of A1 and A2) the data should be stored in a format that allows for using another reference after recording (e.g. common average reference).

In 18 of the 22 studies, the analysis reference is explicitly reported, and two other studies mention a reference without specifying whether it is a recording or an analysis reference \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}\]. Another two studies only mention the recording reference without specifying the analysis reference \[Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}; Yang et al., [2017](#bem22194-bib-0131){ref-type="ref"}\]. Figure [8](#bem22194-fig-0008){ref-type="fig"} demonstrates that there is a large variation in the analysis reference for EEG recordings between studies. Ten studies used either single or "linked" (averaged) mastoids as a reference. Using averaged mastoids is preferable according to Qin et al. \[[2010](#bem22194-bib-0090){ref-type="ref"}\]. Four studies used a Cz reference. Another three studies did their analyses on bipolar derivations or on EEG referenced to the nose. The nose as a reference introduces a higher level of eye movement or eye blink artifacts.

Overall, the use of different references, different numbers of electrodes, and different topographical clustering may contribute to heterogeneity of the observed results.

### Frequency bands {#bem22194-sec-0270}

The definition of frequency bands varies from study to study (Fig. [10](#bem22194-fig-0010){ref-type="fig"}). All 22 studies considered the alpha frequency range in their analyses. While 16 studies looked at alpha frequencies that covered most or all of the alpha frequency band(s) defined by Chang et al. \[[2011](#bem22194-bib-0010){ref-type="ref"}\] and Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\], three studies looked at narrower frequency bins within the alpha frequency range \[Hinrikus et al., [2011](#bem22194-bib-0042){ref-type="ref"}; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}; Zentai et al., [2015](#bem22194-bib-0132){ref-type="ref"}\], and another three did not report on specific frequency bands at all \[Curcio et al., [2005](#bem22194-bib-0018){ref-type="ref"}; Regel et al., [2007](#bem22194-bib-0095){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}\].

![Frequency bands used in the 22 studies under consideration. Dark grey‐shaded bars indicate the frequency bands, while the light grey‐shaded bars indicate the whole frequency range if no clear frequency band breakdown was reported. For comparison, the reference frequency band classifications according to Chang et al. \[[2011](#bem22194-bib-0010){ref-type="ref"}\] and Jobert et al. \[[2012](#bem22194-bib-0055){ref-type="ref"}\] are displayed at the bottom of the figure. The dotted lines mark the alpha frequency range used in pharmaco‐electroencephalography (EEG) studies.](BEM-40-291-g010){#bem22194-fig-0010}

### Data preprocessing (signal filtering, artifact detection, and elimination) {#bem22194-sec-0280}

The acquired EEG signals depend on the conditions for recording and those for the subject recorded. Settings of the recording device or parameters chosen within the preprocessing may affect the outcome of studies. If, e.g., no notch filter for suppression of artifacts from the utility grid (50 or 60 Hz) is applied, these disturbances may interfere with the artifact rejection (peak amplitudes of EEG, 50/60 Hz disturbance, and other artifacts add linearly). When amplitude thresholds are used as an artifact criterion, the sensitivity of the artifact rejection will rise depending on the amplitude of the 50/60 Hz disturbance. In general, artifact rejection algorithms determine the segments included in the analysis, and this selection may be correlated with properties of the EEG.

There are some other settings affecting spectra. High‐pass filters are used to damp slow (drift) signals and therefore reduce spectral power contribution resulting from unwanted edge effects in the spectral analysis. The segment length and the applied tapering function also have an effect. High‐pass filters also reduce signal amplitudes beyond their cutoff frequency \[Dworetzky et al., [2011](#bem22194-bib-0023){ref-type="ref"}\] and directly change the spectrum. Additionally, different properties of the recording devices and electrodes may lead to varying artifact levels and different relations between movements and artifacts in experiments.

Artifact identification and elimination is crucial for a meaningful quantitative analysis of the EEG \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. Artifacts can originate from various sources, e.g. ocular, cardiac, muscular, behavioral, sweating, and respiratory. To be able to detect ocular artifacts in the EEG and correct for the artifacts offline, the recording of a bipolar vertical and horizontal electrooculogram (EOG) is required \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. Even when automated EOG artifact rejection is applied, an additional visual inspection is recommended \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\]. Another approach to reduce EEG artifacts caused by electrical signals from eye movements and/or eye blinks, including small, subliminal disturbances, is usually termed as "EOG correction." Various methods can be applied for EOG correction \[Croft and Barry, [2000](#bem22194-bib-0014){ref-type="ref"}\]. Often a requirement for these methods is a recording of eye movements (which is especially dedicated to this purpose) for calibration of the artifact removal (compensation) calculation. This accounts for anatomical variability and for variance in the geometry of electrode placement.

Whenever bands of higher frequencies (beta and gamma) are the focus, special interest should be paid to muscle artifacts. Therefore, the recording of an electromyogram (EMG) is also recommended. Furthermore, the recording of an electrocardiogram is recommended by IPEG \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\] to assess the activity of the autonomous nervous system.

In the 22 EMF‐related studies discussed here, artifact detection and elimination is reported to be done at different levels. Ten studies explicitly mention that an EOG was recorded \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}; Curcio et al., [2005](#bem22194-bib-0018){ref-type="ref"}; Croft et al., [2008](#bem22194-bib-0016){ref-type="ref"}, [2010](#bem22194-bib-0017){ref-type="ref"}; Loughran et al., [2013](#bem22194-bib-0068){ref-type="ref"}; Perentos et al., [2013](#bem22194-bib-0087){ref-type="ref"}; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}; Curcio et al., [2015](#bem22194-bib-0019){ref-type="ref"}; Roggeveen et al., [2015](#bem22194-bib-0098){ref-type="ref"}; Zentai et al., [2015](#bem22194-bib-0132){ref-type="ref"}\]. Some of them mention that they applied an amplitude criterion \[Croft et al., [2008](#bem22194-bib-0016){ref-type="ref"}: rejection of voltages greater ± 200 µV; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}: artifact at ±100 µV\]. Most of the studies (additionally) used a visual inspection, and some even had the data double‐checked by independent experts \[e.g. Curcio et al. [2015](#bem22194-bib-0019){ref-type="ref"}\].

However, even in most of those studies where a recording of an EOG is not explicitly mentioned, some artifact detection and rejection was considered. Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\] visually removed epochs with eye or movement artifacts, Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\] used artifact‐free epochs without specifying how they identified them, Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\] identified artifacts based on an amplitude criterion (rejection automatically ≥60 µV), Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\] identified artifacts if the EEG amplitude was greater than ±60 µV or less than 0.5 µV, Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\] used the EEGLAB Toolbox for artifact rejection and an amplitude more than ±100 µV, Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\] mentioned an off‐line filtering without further specification, and Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\] removed modulation frequencies of the EMF signal as artifacts. Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\], Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\], and Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\] finally reported that they did a visual inspection for artifacts without further specification. There are only very few studies where no information on artifact handling is given \[D\'Costa et al., [2003](#bem22194-bib-0020){ref-type="ref"}; Hinrikus et al., [2011](#bem22194-bib-0042){ref-type="ref"}; Ghosn et al., [2015](#bem22194-bib-0033){ref-type="ref"}\].

Statistics {#bem22194-sec-0290}
----------

### Sample size {#bem22194-sec-0300}

An accurate a priori calculation of sample size increases the probability that a study is capable of detecting a statistically significant difference of a given magnitude if such a difference exists. While undersized studies may miss "true" treatment effects, even tiny effects of meaningless clinical and/or biological relevance can reach statistical significance in oversized studies. Both scenarios should be avoided for economic (waste of resources) and ethical (unjustified exposure to potentially harmful interventions) reasons \[Lenth, [2001](#bem22194-bib-0066){ref-type="ref"}\].

According to CONSORT, detailed information about how the sample size was determined should be indicated and conclusively justified in publications \[Moher et al., [2001](#bem22194-bib-0079){ref-type="ref"}; Schulz et al., [2010](#bem22194-bib-0103){ref-type="ref"}\]. The CONSORT guidelines state that all parameters necessary for the calculation of sample size must be specified: the significance level α, the statistical power 1‐β, the estimated outcomes in each group and, for continuous outcomes, the assumed standard deviation of the measurements \[Moher et al., [2010](#bem22194-bib-0077){ref-type="ref"}\]. Effect size measures can be used instead of the last two elements. Estimates for these values can usually be derived from previous studies or from pilot projects. Sample size determination for within‐person randomized trials further requires an estimate of the expected within‐person correlation of outcomes \[Pandis et al., [2017](#bem22194-bib-0084){ref-type="ref"}\].

Given the assumption that expected RF‐EMF effects on the EEG are small, it usually needs large samples to detect significant effects. In most of the reviewed studies, however, sample size is comparatively small (Fig. [6](#bem22194-fig-0006){ref-type="fig"}). Exceptions are the studies by Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}, [2010](#bem22194-bib-0017){ref-type="ref"}\] and Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\] with 120, 63, and 72 subjects, respectively. For all other studies, sample size is less than 35. In 14 studies, the samples size is less than 20. Consequently, statistical power, i.e. the probability that non‐significant results really reflect non‐existing effects, is rather low in most studies. Notably, none of the 22 studies under review provide information about a priori sample size calculation.

### EEG parameters {#bem22194-sec-0310}

IPEG prefers absolute spectral power values over relative spectral power values as primary outcome measure in EEG studies \[Jobert et al., [2012](#bem22194-bib-0055){ref-type="ref"}\].

In some studies, ratios of power values are included in the analyses. However, arithmetic means calculated from ratios of values measured under different conditions tend to be greater than 1.0 for random data. Arithmetic means of ratios (or of percent values) should therefore be avoided. Geometric means of ratios can be used. Alternatively, all individual ratios could be log‐transformed before being further processed. Another solution would be the use of differences instead of ratios. In eight of the 22 studies under review, certain kinds of ratios had been analyzed (Table [4](#bem22194-tbl-0004){ref-type="table"}).

###### 

Statistical Specifications

                                                                     EEG parameter   Testing for normality                                                                 
  ------------------------------------------------------------------ --------------- ---------------------------------------------------- -------- ---- -------- ---- ---- --------------------------------------------------
  Röschke and Mann \[[1997](#bem22194-bib-0099){ref-type="ref"}\]    P               D                                                    **−**    −    −        NP   −    −
  Hietanen et al. \[[2000](#bem22194-bib-0039){ref-type="ref"}\]     P               D                                                    −        −    −        PA   −    
  Croft et al. \[[2002](#bem22194-bib-0015){ref-type="ref"}\]        A               D                                                    −        \+   −        PA   \+   \+
  D'Costa et al. \[[2003](#bem22194-bib-0020){ref-type="ref"}\]      P               D                                                    −        −    −        PA   −    −
  Curcio et al. \[[2005](#bem22194-bib-0018){ref-type="ref"}\]       P               D                                                    \+       P    \+       −         
  Perentos et al. \[[2007](#bem22194-bib-0088){ref-type="ref"}\]     P               D                                                    −        −    −        PA   \+   −
  Regel et al. \[[2007](#bem22194-bib-0095){ref-type="ref"}\]        P               R[^a^](#bem22194-tbl4-note-0002){ref-type="fn"}      −        \+   P        −    −    
  Croft et al. \[[2008](#bem22194-bib-0016){ref-type="ref"}\]        P               D                                                    \+ (↓)   −    −        NP   \+   
  Hinrikus et al. \[[2008a](#bem22194-bib-0043){ref-type="ref"}\]    P               R[^b^](#bem22194-tbl4-note-0003){ref-type="fn"}      −        −    −        PA   \+   −
  Hinrikus et al. \[[2008b](#bem22194-bib-0044){ref-type="ref"}\]    P               R[^b^](#bem22194-tbl4-note-0003){ref-type="fn"}      −        −    −        PA   \+   −
  Kleinlogel et al. \[[2008](#bem22194-bib-0059){ref-type="ref"}\]   P               D                                                    \+ (↓)   \+   \+ (↑)   PA   \+   −
  Croft et al. \[[2010](#bem22194-bib-0017){ref-type="ref"}\]        P               R[^c^](#bem22194-tbl4-note-0004){ref-type="fn"}, D   \+ (↓)   −    −        NP   \+   \+[^d^](#bem22194-tbl4-note-0005){ref-type="fn"}
  Hinrikus et al. \[[2011](#bem22194-bib-0042){ref-type="ref"}\]     P               R[^b^](#bem22194-tbl4-note-0003){ref-type="fn"}      −        −    −        PA   \+   −
  Loughran et al. \[[2013](#bem22194-bib-0068){ref-type="ref"}\]     P               R[^a^](#bem22194-tbl4-note-0002){ref-type="fn"}      −        −    −        PA   \+   −
  Perentos et al. \[[2013](#bem22194-bib-0087){ref-type="ref"}\]     A               D                                                    \+ (↓)   −    −        NP   \+   −
  Suhhova et al. \[[2013](#bem22194-bib-0112){ref-type="ref"}\]      P               R[^b^](#bem22194-tbl4-note-0003){ref-type="fn"}      −        −    −        PA   \+   
  Trunk et al. \[[2013](#bem22194-bib-0119){ref-type="ref"}\]        P               D                                                    NSP      \+   \+ (↑)   PA   \+   
  Ghosn et al. \[[2015](#bem22194-bib-0033){ref-type="ref"}\]        P               D                                                    −        \+   −        PA   \+   −
  Curcio et al. \[[2015](#bem22194-bib-0019){ref-type="ref"}\]       P               R[^c^](#bem22194-tbl4-note-0004){ref-type="fn"}, D   −        \+   −        PA   −    
  Roggeveen et al. \[[2015](#bem22194-bib-0098){ref-type="ref"}\]    P               D                                                    \+ (↓)   \+   NSP      PA   \+   −
  Zentai et al. \[[2015](#bem22194-bib-0132){ref-type="ref"}\]       P               D                                                    NSP      \+   \+ (↑)   PA   −    \+
  Yang et al. \[[2017](#bem22194-bib-0131){ref-type="ref"}\]         P               D                                                    −        −    −        PA   \+   −

A = amplitude; D = difference; NSP = not specified; NP = nonparametric; PA = parametric; P = power; R = ratio; + =  applies on the basis of the information reported; − = information was not reported; ↓ = not normally distributed data; ↑ = =normally distributed data.

First post exposure intervals relative to baseline and second verum relative to sham in %.

Dring exposure intervals relative to baseline for each exposure condition.

During and post exposure intervals relative to baseline for each exposure condition.

Only for one subsample.

John Wiley & Sons, Ltd.

### Statistical analyses {#bem22194-sec-0320}

Choosing an appropriate statistical method for hypothesis testing depends on several aspects: the type of study design (paired vs. unpaired samples), the number of dependent variables (univariate vs. multivariate), the number of experimental conditions (two vs. multiple), the scale of the outcome measure (nominal, ordinal, continuous), and certain assumptions about the data (normality, homogeneity of variances) \[Glantz, [2012](#bem22194-bib-0034){ref-type="ref"}\]. The last two aspects determine whether parametric or nonparametric statistics should be used. Parametric tests are preferred to nonparametric methods due to their larger statistical power when the normality assumption is satisfied \[Glantz, [2012](#bem22194-bib-0034){ref-type="ref"}\]. However, violations of the parametric assumptions may have considerable implications on the outcome and can lead to erroneous interpretation of the results. Deviations from normal distribution may be accompanied by a power loss of parametric tests as compared to nonparametric tests, in particular when the deviations from normality are large and the sample size is small with, e.g. fewer than 25 individuals per group \[Kitchen, [2009](#bem22194-bib-0057){ref-type="ref"}\]. If violations of the variance assumptions are present, a correction factor to the degrees of freedom can be applied to overcome this problem. For example, correcting for violations of sphericity in a repeated measures analysis of variance can be accomplished by the Greenhouse and Geisser \[[1959](#bem22194-bib-0036){ref-type="ref"}\] or Huynh and Feldt \[[1976](#bem22194-bib-0049){ref-type="ref"}\] adjustment method.

The statistical analysis of EEG data constitutes a particularly challenging task for at least two reasons. First, empirical distribution of EEG spectral parameters usually shows quite large deviations from normality \[Jobert and Wilson, [2015](#bem22194-bib-0054){ref-type="ref"}\]. To cope with this problem, it is common practice to apply transformation methods (log transformation, square root transformation, etc.) in order to achieve normally distributed data. However, such transformation attempts often fail to have the desired effect \[Gasser et al., [1982](#bem22194-bib-0031){ref-type="ref"}; Jobert and Wilson, [2015](#bem22194-bib-0054){ref-type="ref"}\].

Another difficulty in EEG studies is the multivariate nature of electrophysiological data. EEG data structures may contain either a temporal (different time points), spectral (different frequencies), or spatial (different scalp locations) dimension, or, in more complex analyses, any combination of these dimensions. Since multivariate methods are not easily applicable to every data set, signal averaging over time, localizations, or frequencies is required to reduce the multivariate problem to a univariate one \[Maris, [2012](#bem22194-bib-0072){ref-type="ref"}\]. However, many univariate comparisons risk multiplicity. Multiplicity refers to a type 1 error rate inflation because of multiple significance tests, potentially resulting in an increased probability of a false‐positive finding. To account for multiplicity, the overall significance level may need to be adjusted \[Li et al., [2017](#bem22194-bib-0067){ref-type="ref"}\]. Value adjustment approaches, such as the Bonferroni correction or one of its derivatives \[e.g. Holm adjustment, PHolm, 1979; Hochberg adjustment, Hochberg, [1988](#bem22194-bib-0045){ref-type="ref"}\], are usually advised, but due to very small significance cut‐offs when many statistical tests are performed, they tend to be too conservative \[Ferber et al., [1999](#bem22194-bib-0026){ref-type="ref"}\]. Instead, permutation test procedures either in combination with the maximum‐statistic approach \[Groppe et al., [2011](#bem22194-bib-0037){ref-type="ref"}\] or with cluster statistics \[Maris and Oostenveld, [2007](#bem22194-bib-0073){ref-type="ref"}; Groppe et al., [2011](#bem22194-bib-0037){ref-type="ref"}; Mensen and Khatami, [2013](#bem22194-bib-0076){ref-type="ref"}\] have been proven to be valid alternatives to control for false‐positive findings in EEG studies.

Merely using *p* values to interpret results supports only the conclusion whether an effect exists or not, but it does not provide information on the magnitude of the effect. As already mentioned earlier, observed effects can be statistically significant but meaningless with regard to clinical or biological relevance. Hence, reporting effect size estimates along with *p* values facilitates full understanding of the outcome \[Sullivan and Feinn, [2012](#bem22194-bib-0113){ref-type="ref"}\]. In addition, effect size estimates help other investigators to compute the required number of participants in related research efforts and replication studies, respectively \[Lakens, [2013](#bem22194-bib-0063){ref-type="ref"}\].

Table [4](#bem22194-tbl-0004){ref-type="table"} summarizes some of the statistical specifications of the 22 considered studies related to possible RF‐EMF effects on waking EEG. It shows that the statistical approaches used in these studies differed from each other in several aspects. Parametric statistical procedures were applied in the majority of the studies (18 of 22), although the assumption of normally distributed data was explicitly reported to have been tested only in three of them. In all three studies, normal distribution was achieved by a log‐transformation of the data. A log‐transformation of the data was also performed in six other studies, but whether these attempts yielded the expected result was not further specified. In four studies, the original untransformed data was analyzed by means of nonparametric statistical approaches. The multiple comparison problem was addressed in 15 of the 22 studies. Effect size estimates were only sparsely reported in the 22 EMF‐related studies under review. Only three studies used standardized metrics to indicate the magnitude of an effect \[Croft et al., [2002](#bem22194-bib-0015){ref-type="ref"}; Trunk et al., [2013](#bem22194-bib-0119){ref-type="ref"}; Zentai et al., [2015](#bem22194-bib-0132){ref-type="ref"}\], while in one study this information was only reported for one subgroup \[Croft et al., [2010](#bem22194-bib-0017){ref-type="ref"}\].

CONCLUSION {#bem22194-sec-0330}
==========

The preceding discussion stresses that the currently available studies on RF‐EMF effects on waking EEG differ in many non‐exposure related aspects, which strongly limit comparability and thus prevent reliable conclusions. SCENIHR \[[2015](#bem22194-bib-0102){ref-type="ref"}, p. 222\] acknowledges these problems and among others emphasizes that "there is a high priority research need for (preferably multicentre) neurophysiological studies in volunteers with pre‐defined effect sizes, based on a priori considerations of power and sample size (type I and type II errors and adequate sample size for the statistical test(s) to be used) for data analysis according to a predefined analysis protocol." Thus, it can be concluded that there is a strong need for a standardized assessment under many aspects to ensure comparability of results and reliable conclusions.

Assuming that modulated RF signals exert a modulating effect on the EEG, a spectral analysis based on frequency bands used in clinical EEG or as suggested by IPEG might be inadequate. Additionally, more sophisticated, e.g. nonlinear methods, might be indicated for analysis. Such methods have been successfully applied in other fields, e.g. in anesthesiology or neurology. Introducing such methods in RF‐EMF research might provide further insights.
