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VRESUMO
Apresentamos neste trabalho, uma Caracterização da Entro­
pia Pesada, onde mostramos que os axiomas de Continuidade, Si­
metria, Expansibilidade, Aditividade Forte, Normalidade e 
Decisividade determinam unicamente a função Entropia Pesada; 
depois, da mesma forma, apresentamos uma Caracterização da 
Entropia Pesada de Grau 8 ; e, finalmente generalizamos essa 
Caracterização, substituindo, no axioma de Recursividade, p^ 
ou p^ por uma função geral contínua f(p).
vi
ABSTRACT
We present in this work, a characterization of Weighted 
Entropy by considering certain axioms v i z C o n t  inuity, Simmetry, 
Expansibility, Strong Additivity, Normality and Decisivity; 
later in the same w a y , we present a characterization of Weighted 
Entropy of Degree 3 and finally, we generalize this
characterization by replacing p^ or p^ in the Recursive 
axiom by a general continuous function f(p).
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INTRODUÇÃO
s por objetivo apresentar uma 
e sua Generalização.
no Capítulo I, as noções
a ou Entropia de Shannon, 
conceitos apresentados por 
seguir apresentamos a
e uma Caracterização da 
r S . Guia^u ( [ 5]).
o nosso trabalho, onde,
inicialmente desenvolvemos o Teorema da Inversão para a
Entropia Pesada e uma Proposição, na qual mostramos a vali­
dade do axioma de Recursividade. Apresentamos' depois uma 
Caracterização da Entropia Pesada e, a seguir, com a
substituição de p por p^ no axioma de Recursividade,
K K
apresentamos uma Caracterização da Entropia Pesada de
Grau 3. Finalmente generalizamos esta Caracterização subs-
6 *tituindo p ou p por uma função geral continua £ (p).KC IC
Com o presente trabalho temo 
Caracterização da Entropia Pesada
Apresentamos inicialmente, 
fundamentais da Medida de Incertez 
onde utilizamos extensivamente os 
J. Aczêl e Z. Daroczy ([l]). A 
definição, algumas propriedades 
Entropia Pesada, desenvolvida po
No Capítulo II apresentamos
CAPITULO I
1.1 - Introdução
amo da teoria da proba- 
aplicações nos sistemas 
ramos da matemática, 
física. Ela foi iniciada 
studavam a estrutura 
de comunicações.
gem principalmente com 
Claude Shannon em 1948, através de duas notáveis contri­
buições para a teoria matemática da comunicação. Elas foram 
seguidas por uma grande quantidade de trabalhos de pesquisa, 
especulando sobre as possíveis aplicações da nova teoria, 
para muitas áreas de pesquisa, tais como matemática pura, 
psicologia, semântica, biologia, rádio, televisão e ra­
dar .
1.2 - Processos de Cõffluhigãçaõ
Teoria da Informação ê um novo r 
bilidade, com um grande potencial de 
de comunicações. Como muitos outros 
teoria da informação teve ,uma origem 
por cientistas da comunicação que e 
estatística de equipamentos elétricos
A teoria da informação teve ori
Os processos de comunicação estão ligados a um fluxo de 
áígüiiíi itírmk áé iiiftífmáção' transmitida em qualquer aparato 
qüè s*è deâtihk a tfáüsltiitif menSagem. Estes aparatos não 
nébeí^sitáfil âef j3èlÍj3£(Véi§; fc@iri@ poí exemplo, o processo pelo 
qual uma mente afeta outra mente é um processo de comu- 
nicaçao. 0 envio de uma mensagem por telégrafo, rádio, te­
levisão, a comunicação visual de um artista ao modelo, ou 
qualquer outro meio pelo qual alguma informação é enviada de
3um transmissor a um receptor, sao sistemas de comunicação.
Um sistema de comunicação envolve, pelo menos, três 
partes essenciais:
a) transmissor ou fonte
b) canal ou rede de transmissão
c) receptor
Fonte Canal Receptor
Fig. 1.1
Um sistema de comunicação contendo somente estes três 
elementos ê o mais simples que se pode visualizar. Em geral,
nos casos práticos, os sistemas de comunicação consistem de
fontes, receptores e redes de transmissão mais complexas, 
tais como:
Fonte —  [codificador — Canal — Decodificiador Receptor
Fig. 1.2
onde :
Fonte: e o componente do sistema que e capaz de produzir men­
sagens ;
Codificador: c o componente que transforma a mensagem da lin­
guagem da fonte para a linguagem do canal, sem alterar o 
conteúdo da informação;
Canal: ê o meio através do qual a mensagem ê propagada;
Decodificador: ê o componente que transforma a mensagem da
linguagem do canal para a linguagem do receptor, sem alterar
o conteúdo da informação;
Receptor: ê o ponto de destino da mensagem.
Os s i st emas dg Comunicação aqui considerados são de 
natureza estatística, isto ê, o comportamento dos sistemas 
nunca pode ser descrito de uma forma determinística, ele 
sempre ê dado em termos estatísticos. Uma fonte ê um apara­
to que selêüioila ê transmite sequências de símbolos ao 
acaso, embora esta seleção possa ser baseada em alguma 
regra estatística.
4Uma nova aplicação de um modelo de sistema de comunicação 
como o da Fig. 1.2, foi feita por Wiener e Shannon em suas 
discussões sobre a natureza estatística da comunicação de
mensagens. Eles notaram que um radio, televisão, teletipo, 
etc., relacionavam sequências de mensagens ao acaso, de um 
alfabeto conhecido mas com probabilidades especificadas. Por­
tanto, em tais modelos de comunicação, a fonte, o codifica­
dor, o canal, o decodificador e o receptor devem ser esta­
tisticamente definidos.
1.3 - Medida da Incerteza
De uma forma intuitiva, o conceito de incerteza associada 
a um evento, estã ligado à surpresa maior ou menor que pode 
nos causar a ocorrência do mesmo. Pode-se dizer que a 
Medida da Incerteza de um evento comporta-se de forma inversa 
em relação a sua probabilidade.
Uma notação para este fato pode ser
1
I  = K — — )
P
ou, como ê mais conhecido,
I  = h ( p )
sendo h a função que transforma a probabilidade p de um even­
to na Medida de sua Incerteza.
Shannon, em 1948, obteve uma Medida de Incerteza cha­
mada Medida de Informação ou Entropia.
A Medida de Informação ou Entropia E de um evento úni­
co A com probabilidade p = p ( A )  / O  ê definida por
E (A ) = - log2 p (A )
ou
/I
I  = í  O g 2 ( )  = - 1 D g 2 P = h ^P' 1 ' P 6 t 0 ' 1 ] •
Salvo indicação em contrário  _, o logaritmo será 'sempre conside­
rado com baâe 2.
5Esta funçao h satisfaz as seguintes propriedades:
i) h(p) 0 , isto ê, h é não-negativa
ii) h (pq) = h(p) + h(q), isto ê, h e aditiva
iii) = 1, isto é, h ê normalizada.
1.4 - Entrop ia de Shannon
0 conceito de Entropia de um experimento, apresentado por 
Shannon em 1948, ê definido da seguinte forma:
n
Definição 1.4.1. Seja A = {p=(p1, p ? , p n ) ; p k >  0, £ [p^ = 1}
n K = 1
o conjunto das distribuições das probabilidades finitas e com-
— 1t ^  _ 
pletas. A Entropia de Shannon e a sequencia das funções:
H : A -► R , n = 2, 3, n n
definida por:
n
H n (p) = H n (p1, p2>..., pn ) = £ L C p K D
K = 1
onde :
log x, para x e (0 , l]
L ( x )
- x
0 , para x = 0
isto e ,
n
Hnlpl ’ P2--” - Pn> ‘ ' „Z, Pk lDg V  Pk C [°'
K = 1
com o .1og D = o .
Esta função pode ser interpretada como a media ponderada das
entropias dos eventos únicos, tomando suas probabilidades como
pesos. Assim, uma experiência E, com os eventos unicos A ,
A A , com as respectivas probabilidades p , p p ,“ n j. z. n
tem como entropias:
h(p l = - log p , h C p ) = - log p h [p ) = - log p , res-1 1 Z Z n  n
pèctivamente.
6Portan to,
n
Hn(CV  P 2.........  Pn> ’ \ E, Pk 108 Pkk = 1
- P 1 l o g  P 1 - P 2 l o g  P 2 - • • • -  P p l o g  P n
_
p t h [ p , ] + p h ( p ] + . . . +  p h ( p  ]
1 1 2 2 n n
P l  + P 2 + . - . + P n
n
A Entropia de Shannon H ^ p ^ ,  p^,..., p^] = - E p^log p^,
k = 1
satisfaz as seguintes propriedades:
(i) não-negativa:
H n (p  ^, p2> . . . , p n ) > 0, com a igualdade se, e somente se, 
p.  = 1 e p . = 0 , i  ^ j, para algum i, 1 = 1, 2 ,..., nj 
J1- 1. 2....' n.
(ii) Simetria:
H [p , p ,..., p ) = H (p , p p ), onde
1 2  n
{k 1, k k^} ê uma permutação arbitraria sob 1, 2,..., n.
Esta propriedade diz que a entropia não depende da ordem na 
qual 'os eventos possíveis são tomados.
(iii) Normalidade:
" A -  ■ 1
(iv) Expansibilidade:
H [ p , p , p ] = H ( p , p , ... , p . ,  0 ,  p , . . . , p  ) ;
n 1 2 n n+1 1 2 j  J + 1 n
j  = 1 ,  2 , . . . ,  n .
Esta propriedade mostra que a entropia não altera se acres­
centarmos um ou mais eventos com probabilidade zero.
(v) Decis ividade:
H ( 1, 0 ) = H (0, 1) = 0
(vi) Aditividade:
H ( p q , p q , . . . , p q p q , , p q „ , . . . , p q ) =nm 1 1  1 2  1 m n 1 n 2 n m
= H ( p p , . . . , p ) + H ( q , q , . . . , q ) ,  
n 1 2 n m l  2 m
7p a r a  t o d o s  ( p , .  p _ , . . . ,  p ) £ A , ( q , ,  q„,..., q ] e A er 1 2  n n l 2 m m
í p , q , p q , . . . , p q p q n , p q , . . . , p q ) e A1 1  1 2  1 m n 1 n 2 n m nm
Esta propriedade diz que em caso de experimentos independen­
tes, a entropia da combinação de dois experimentos ê igual a 
soma das entropias dos experimentos individuais.
(vii) Recursividade:
Hn lpl- P2....  Pn1 ‘ Hn-l'Pl * P2' P3' P4....  Pn'
P 1 P 2
+ (p + p ) H f-------- , -------- )
1 2 2 p x + p 2 p : + p2
com p l + p2 > 0 .
Esta propriedade diz que se uma escolha ê dividida em duas 
escolhas sucessivas, a entropia original H deve ser a soma 
ponderada dos valores individuais de H.
(viii) Aditividade forte:
H (p.q.., p , p ,q, , . . . , p q n, p q p q )nm 1 1 1  1 12 1 lm n nl n n2 n nm
n
= H ( p , p . . . , p  ) + .E p.H ( q , q , . . . , q .  ) , para todos 
n 1 2 rn i=l i m il Mi2 Mim ^
( p , p , . . . , p  ) f A e ( q , q ._ , . . . , q .  ) A , i = 1,2 ,...,n,1 2  'n n i1 i2 im m
( p q 11, p q , . . . , p q  p q , p q p q ) e A
1 11 1 12 H  lm n nl n n2 n nm nm
Esta propriedade diz que se dois experimentos X e Y são tais 
que X depende de Y, então a entropia conjunta H(X, Y) ê 
igual a entropia de X, H(X), mais a entropia condicional 
H(Y/X).
(ix) Continuidade:
H (p,* p ) é função contínua das n-variáveis.n 1 2 n s
(x) Maximalidade:
H [p,, p „ , w n  p )  ^ H [ — , — ) , onde ( — , — ) ên l 2 n n n n  n n n  n
a distribuição uniforme e (p., p_,..., p } t A com igualdade
 ^ 1 2 n n °
se, e somente S g * pi = — para todo i = 1, 2,..., n.
Esta proprifedàdê afirma que o valor máximo da entropia ê al­
cançado qUáildo todas as probabilidades são iguais.
(xi) Monotóhi c .idade :
7- ê função monotôn*ica crescente de n,
*
81.5 - Entrop ia Pesada
A Entropia de Shannon é uma medida da incerteza ou in­
formação, fornecida por um experimento probabilistico. Esta 
medida ê função somente das probabilidades com as quais 
vãrios eventos ocorrem.
S. Guiasu ([5]) introduziu um conceito de entropia
considerando, alem das probabilidades dos eventos, caracte­
rísticas qualitativas destes eventos, as quais denominou 
de pesos qualitativos, supondo estes como sendo nümeros 
reais não negativos e finitos. Também, se um evento ê mais 
relevante, mais útil que outro (com relação a um dado obje­
tivo, ou em relação a um dado ponto de vista qualitativo), o 
peso do primeiro serã maior que o do segundo. Esta entropia 
ê denominada Entropia Pesada.
Consideremos um experimento probabillstico cujo espaço
das probabilidades correspondentes tem um numero finito de
eventos elementares x]_, xn , com as respectivas
p r o b a b i l  i d a d e s  p j  , p2 , ■ ■ ■ , p n > c o m p  ^ » 0 , k = 1,  2, . . . ,n, T. P 1 •
k = 1
Atribuímos a cada evento xk um número não negativo w k, di­
retamente proporcional ã sua importância, utilidade, como 
mencionado acima. Chamaremos o peso do evento xk k =
= 1, 2 ,---  n.
Definição 1.5.1:
A Entropia Pesada é dada pela expressão
n
= V “ l' " 2 ..... Wn ' pl ’ P2 ..... Pn ! ‘ ' W kPk l0g Vk = 1
onde (p,. p0 ,..., p ) f A , w. ^ 0, k = 1, 2 1 2  n n k
 ^ “ Propriedades da Entropia Pesada
P n
n
£ w kpk iog P k , onde w ^ O ,  Pk »0- k = 1, 2,..., n, 
k = 1
n
9satisfaz as seguintes propriedades 
(p 1) Não Negativa :
I  Cw , u/ . . . . . w ; p.  p „ . . . . ,  p 1 » 0 ,  p a r a  t o d o s  o s w . ^ 0  
n 1 2 n 1 z n A K
p = (p . p2 > ..., p ) f A n , k = 1 , 2 ,  n.
fp2) Se w, = w - .,, = w = w, entao 
^  J 1 2  n
n
I (w., w ..... w .- p . p ..... p 3 = -w Z p: log p . a qual 
n i z  n i  z n . ~ t\ i\k = 1
ê a Entropia de Shannon determinada unicamente por uma cons­
tante arbitraria não negativa.
(p3) Decisividade:
Se p 1 , p, = 0 (k = 1 , • 2 ,. . . ,  n, k / K 3. entao 
k0 K k o
I [w,, w ; p, . p„,..., p 3 = 0, quaisquer que sejam os 
n 1 2 n 1 2 n
pesos w w, 
•i í
W
n
(p4) Expansibilidade:
1 n+ 1 ‘ W 1' “ 2 ..... V  W n + 1 ’ Pl' P2 ..... Pn' 01 '
= I (w,, w j p,. p_,..., p 3, quaisquer que sejam os
n 1 2 n 1 2 n n
pesos w .. w . w . e o sistema completo da probabi-
r 1 2  n n +1
1 :i d a <J e p, , p . p .1 2 n
(p5) Linearidade:
Para todo numero real não negativo X, temos:
I (ÀW, , X W . . . . , Xw ; P . . P „ . . . . , P 3 = 
n 1 2 n 1 2 n
XI (w 1 . w t i . . , w i p . p ..... p 3 . 
n 1 2 n 1 2 n
Atê ãèltii não impomos qualquer restrição aos pesos atri­
buídos aos tíventos elementares do experimento probabilístico 
(exceto que eles sejam não negativos). Vamos supor agora 
que ò peso da união de dois eventos incompatíveis, seja a 
mfediá pdndefada dos pesos dos respectivos eventos, isto é,
10
fr. p ( E ) w ( E ) + p ( F ] w ( F ]
w l E U F J = - - p ( E ) + p ( F ]
para quaisquer eventos incompatíveis E, F, onde w(E) e w(F) 
são os pesos de E, F, respectivamente e p(E), p(F) são as 
probabilidades de E, F, respectivamente.
(p6) Recurs ividade:
I n + 1 ( w 1# W 2 ‘ ‘ ' W n - 1  ' W’ ' W” ; p l *  P z * " * '  P n - 1 ’ P > ' P " ]
P* P "
= I  ( W , , W „ , . . ■ , W ; p , p n , . . .  , p ] + P I  „ ( W ’ , w ” ; — , ---)
n 1 2 n 1 2 n n 2 p pn n
W 1 □ 1 + W " D ”
onde w = — --------- p = p' + p" > 0.
n ■ ii n
As propriedades (pl) e (p5) são consequências imediatas 
da Definição 1.5.1. Para a propriedade (p 6) supõe-se que
o peso da união de dois eventos seja a media ponderada dos
pesos dos eventos respectivos.
Prova da Propriedade (pó) :
Levando em conta a Definição 1.5.1. e escrevendo
□ 1 W ' + □ " W ”w = ±!------- tUl_ J p = p - + p > 0
n . n
nos obtemos:
Jn + 1 (wi' w 2 ..... w n- 1 ’ W "; P l' p 2 ..... p n- 1 ' P ’’ P "]
n ” 1
E p K 1 o g P K - w ’ p ’ l o g  p ’ - w ” p ” 1 o g p"
K = 1
n _ 1
L w, p l o g  p.  - w p l o g p  + w p l o g p  - w ’ p’ l o g p ’ - K K k n n n n nK = 1
- w" p"  l o g  p ”
Z w k p R log p K + w n p n log p n - w ’ p ’ l o g p ’ - w" p ” log p ” 
k = 1
I (W , W  , . . . , W  ; p  , p  , . . t J p ) + ( w , p , 'i’ W " p " ]  l o g p  
n 1 2 n 1 2 n n
- w ' p ' l o g  p ' - w ” p ” l o g p ”
11
= I  ( w ,  W  . . .  , W ; P , P , ,  P ) + W ’ p ’ l o g  P + 
n 1 Z n 1 2  n n
+ w" p" log p^ - w ’ p ’ log p ’ - w " p" log p ”
n ’ p 1
= I n (w1 , w 2 , . . . , w n ; p 1 , p 2 , . . . , p n ) - w , p ' l 0 g  f---w ” p ” log “
n p n
' W  “2"  ••• “n' P1 ■ p2.........pn’ * pnt_ F “ losiT  'n n
- w f  log f )  
n n
= I  ( W , W , . . . , W ; P , P ^  , P ] + p  I  „ ( W 1 , W " J , — )
n 1 2 n l z  n n 2 p p
n * n
1.7 - Caracterização da Entropia Pesada
Considere a sequência de funções reais não negativas
( I  (w , W , W ; p . . ,  p p ) ) , , . ,n 1 2 n 1 2 n l í  n<°°  ’
onde toda I ê definida sobre o conjunto
n
com w  ^ 0 , p H  ( k  = 1,  2 ,  n]  e £ p . = 1 .
K k k = 1
Suponha que estas funções satisfaçam os seguintes axiomas:
(Al) Continuidade:
12 (w i » w ; p, l-p) ê função contínua de p no intervalo 
[o, i].
(A2) Simetr ia:
I  (w , vi ... , w ; p. , ,  p _ . . . . .  p ) e função simétrica em 
n 1 2 n 1 2 n *
relação a todo par de variáveis (w ; p.). k = 1 . 2 , .... n.
K K
isto é ,
V V  w2 J i “ ' wj .............  w n ' P 1 . P 2 « - . - . P 1 ............. P j . . . .
. . . .  p j  =
= I n tW l , W 2 i . 1 4 , W . ...... W . , . . . . W n ; P l , p 2 . . . . . p , ........ p . ......p j
12
V-i  , j  = 1 , 2 ................n , i / j .
( A 3 )  R e c u r s i v i d a d e :
S e  w = P ^ L  !... P ^ "  ; p = p ’ + p ” > o ( 1 )
n p n
n
e n t ã o ,
1 n + 1  ^w 1 ’ “ 2 .............  w n - 1 ' p l -  P 2 . - - - .  P n. . r  P ' .  P " )  '
D 1 n ”
= I  ( w . , w  , ... ,W ; P , P , . . . , P ] + P  I „ ( W ’ , W " ; — , — ] ( 2 )
n 1 2 n 1 2 n n 2 p p  'n n
(A4) Uniformidade:
Se todas as probabilidades são iguais, então:
i n w , + w _ + . . . +  w
T f  J . J .  J. -L nI  I W . , VJ , . . .  , W ; —, —  J = t í ) (nj  ---------------------------------------
n l z  n n n  n r n
onde
$(n ] ê um número positivo para qualquer n > 1 .
Teorema 1.7.1.
As funções satisfazendo os axiomas (Al) a (A4)
são da forma:
V " ! -  " 2 ..... “ n: Pl- P2 ..... P n 1 ‘ \ Z, ” k pk l0g Pk (3)
K = 1
onde
À é uma constante arbitraria positiva.
Prova :
(a) De ( A 3 ) , para n = 2 ,  temos:
V ' W ' v  T  b  01 ’
= I 2 ( W , W 2 ; -i, j) + ~ I 2 ( W 2 , w ; 1, 0]
Agora :
V w l' w 2 - w 3! 5> ^  0)
13
1 2 t w 3 > + w2 ); °* 1 ^ + 1 2 *■ W 1 ' W 2 ; (por (A3 ) )
Dai,
1
I 2 (w2 * w 3 ; 1 - 0) = 2I2 í-2 ( w i + w 2 ] ' w 3 ' -1' 03 P ara quais­
quer pesos , w 2< w .
Em particular, se colocarmos = w , obtemos:
12 (w 2 ' w 3 ; l, 0 ) = 21  ^í w , w ; 1, 0 ) para todo par w2<
w 3 "
Portanto,
I  ( w ’ , w" j  l ,  0)  = D,  para quaisquer pesos w ’ , w" (4)
(b) De (A3) :
I  , ( w , vi , ... , w , w J p , p „ , . . . , p , 0)  =n + 1 1  2 n n + 1 1 2  n
I  (w., w . , , , , ,  w ; p . , p„  , . . . , p ) + p I _  (w , w . j 1 ,  0)  n 1 2 n 1 2  n n 2 n n + 1
In íw1' w2 ..... ..... n ’ pl ' p2 ' • ’ ’ ’ P n 3 (por(4)) (5)
(c) Temos também a igualdade:
I n.m-l(" l ’ “ 2........."n - l ' “ Í - “ 2.......... "m’ P j-Pz-"- '
Pn-1’ Pi- P 2....  p;> ‘
' I nl “ l ' “ 2......... "n1 P1'P2..........Pn' *
P ' P ' P '
+ p I ( w ’ w' — ) (6 )
n m 1 2 m p p  p v '
n n K n
onde
p! W ' + p ’ Vi' + ... + p ' w ’
_ .. i ____ 1.. . 2 2  m m _  , . , . , . r,w , - --------------------------------- - ----------------------  j p = □ +□ '  + . . . + □ '  > 0.
n p n Mn P 1 2 m
Provarenlos este fato por indução em relaçao a m.
14
Para m = 2, (6) fica o axioma (A3).
Suponha que ( 6 )  seja verdadeira para m fixado e n qualquer; 
provaremos a igualdade para m + 1 .
Considerando (5), podemos supor que > 0 para todo i, i=
1 ,  2, m + 1 .
Então, (A3) e (6) implicam:
"n- l ’ “ !• w2 ' - "  - "m.l “ V p2.........p n- 1' p 1 ’ p 2 ■ ' • ’
1 ‘ ' P 1* Jm+ 1
= V l (' V w2 .... w n - 1 ’ w i ' p 1 ’ p 2....  pn-l’ pl’ p"’ *
P ’ P ’ P ’
♦ P" I (w- w!, .....  w- J - 4  . 4  ■ • - m l 1 )m 2 m + l p  p p
P ”
= I n(wl ' “ 2......... “ n! ,p 1 ’ p 2........... Pn> * Pn V S '  T' ~  1
n n
p ’ p 1 p 1
+ p ” I íw- w- .... W* -4, -4, .... ) (7)m + l p p ” p ” v J
onde
„ P 2 W2 + P 3 W3 + ■■■ + ^ + 1 ^ + 1  w = --------------------------- - H---------------------------- , p = p 2 + p-  + . . .  +
. . . + p 1 > 0Hm+ 1
e
p í w í + p "w ”
w n = --------------  • pn = P^ + p ” > 0, OU
n
p ’ w'  + p ’ w ’ + . . .  + p ’ w ' n
_ 1 1  2 2  m + l m + 1  .
W - -----:----------------------------- ----------- n = p! + P + ... +
n p 1 y2
n
... + p ' . > 0  m+ 1
Contudo, suponhamos que (6) ê verdadeira para m fixo.
Dal,
Pí P? Pm +1
Pn (WÍ 4 ' * 'W ' ll ~  =n m + 1 1 2  m + l p  p n
n n Hn
p I  C w ' * w" • ---- , -— ) +
n 2 1 p p
n ' n
P P
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P" T r • - • p2 ’ P3 Pm+1 , c ,
* Pn r  ^ ‘“2- ”3....  ”m.l : iT ~  ....™pn n n n
Por (7) e (8) temos:
In + rr/Wl 'W2’ * ' ' ’Wn“l' “ i 'W2 ’ ’ ’ ‘ ’“^ l 1 P1'P2....... Pn-1’ P1’P2........ P'n*l’ =
Pí P2
= W “2....... V  P1’P2........ Pn’ * Pn V l tuÍ ,W2........ “ ’m.l1 T  ’ F ........n n
P 'm+l
• • • l
Pn
onde
P ’ W ' + p ' w ' + . . . +  P ’ W ' n J P = P + P4  + • • • + P n > 0 .w = 1 1  2 2 m+l  m+l  n 1 2 m+ln ----------------------------------------------------
P n
Portanto, a igualdade ( 6 )  ê verdadeira para m + l ,  e assim para 
m arbitrário.
(d) Aplicando a igualdade (6) varias vezes, obtemos o 
resultado:
I  ( w ’ , w ’ , . . . , w '  W ’ , W w ’ ; p ' , p ’ ,
mi + m2 + . . . + m n 11 12 1 m j  p 1- n 2  nmn 1 1 1 2
, p lmi' ' ‘ ‘ 'P n l'P n 2’ ‘ ‘ ‘ 'P nron '
' I ní “ l ’ “2.........“ n; P1 ’ P 2.......... Pn’ *
n p ! , p ’ p !
v T f i  i . 11 l2 ími. _ _+ . E , p . I  ( w , , w w ; ------ , -------- , . . . , ------ -} ( q 1
1 = 1 K i m il i 2 ’ im i p. p. p. 1 }
onde
p ! w ! + p ’. w ’. + . . . +  p ! w !
- i l  i l  12 12 i mi  i m i  w  - ------- - -------------------------------------------------  . p = p ; + p +
1 P i  i  i l  i 2
. . . + p > 0 ,
i m .
i
De fato, fazendo
P Í1W Í1 + P í 2W 12 + ‘--+ pimi W imi 
= ----- .........  -  -.... ..... A------ . P 2 = P ^  * P í 2 * +
1 P 1
•••+ P imi> °-
obtemos:
I  ( w w w ’ , . . . , w'  w ’ .............w ’mi+m2+• • ■+mn 11 12 1m^ n 1 n 2 nm
pil-pÍ2.... Pimj.....Pnl’Pn2
= 11 * + m tul >u21'u22.........W2m,.......... “ n l ’ “ «2 3 n 2
P l' P 2 1 'P 2 2 ' - - - 'P 2m 2 , , , ''P n l ’P n 2
+ p.  I  ( w-  W’ .............W- ; -------, —
1 m, 11 12 1 m p , p
P 11 P 12 P lmi
Em (10) fazendo:
p ’ w ’ + p ’ w ’ +...+ p ’ w ’21 21 22 22 2m?  2m?
w = - ------------------------------------ ±-----£ . p = p-
2 p 2 ’ y 2 21
obtemos:
I, , . . . ,V1 \  ,VJ ’
1+m +m + . . . + m  1 21 22  2m_  n l  n22 3 n 2
P 1 ' P 2 1 ' P 2 2 ...... P 2 m 2 .......P n 1
■ I2 + m +. . ,+m lur “2-W31’“32.... S m , .....Wnl'“n23 n 3
P1 ' P2’ P31'P32.........P3m3.......... Pn l 'Pn2
r  r , . P 21 P 2 2 P 2 m 2  ,+ p I  ( w l .  , w l .  , . . , , w'  ; ------ , -------, ,------- —  J2 m 2 21 22 2m2 p2 p2
Agora, em (11) fazendo:
P 3
obtemos:
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= I „ W,.W-,-W 0' W  , W ' , W W ’ J
3+m + . . . + m  1 2  3 41  4m.  n l  n 2  nm
4 n 4 n
P 1 ' P 2 ’ P 3 ' P 4 1 .............P 4m ’ * ' ' ' P n 1'  P n 2 ...............^ m*4 r
+ Pol í w -!n « W -U ' • • ■ ’ w;
P  3 1  P  3  2  P  3 m  3
3  m 3  3 1  3 2  3 m 3  p 3  p 3
E assim sucessivamente, fazendo:
M p ’ w ' + p ' w ' + . . .  + p ’ w '
’ n 1 n 1 n2 n2 nm nmD D  . , » n
w . ---------------------------------------------------------- j p = p , + p ’ + . . . + p ’ > 0
n p n n 1 n 2 nmn n
‘obtemos :
I  . ( w 1 ) w _ , . . . , w  , , W ' , W 1 , ... ,VI
n - 1  + m 1 2  n - 1  n l  n 2 nm
n n
P 1 ’ P 2 ' ' ' ' , P n - l , P n l ' P n 2 .............P nm r
= I  ( w 1 , w „ , . . . , w  ; p n , p „ , . . . , p ) +
. n 1 2 n 1 2  n
PÓo P^ mn 1 n 2 níT ,
T f i  i i i ... j n J+ p I l W 1 , W ’ ; ---- , ----  ------
n m n 1 n 2 nm p p  pn n n n n
Portanto, de (10), (11), (12) e (13), obtemos:
I (w w w  J . . . , w ’ . w ' . . . . , w '  im + m _ + . . . +  m 11 12 l m,  n l  n 2 nm1 2 n 1 n
P Í1*P Í 2 ..... P ím i ...... P ií 1, . . . ,P '
= I  ( w , w , . . . , w  ; P , P , . . . , p ) +
n 1 2 n 1 2  n
P„, P ' P ’n 1 n 2 nm
+ p I ( w ' , vj ’ , . . .  , vj ' ; ----, -----, . . . ,------ )
n m n , n _  n m p  p p
n 1 2 n n n n
P  3 1  P  3  2  P  3 m
3
nm
+ p „ I ( w ' , w !  ,...,w' ; --- , ---- , . . . ,---
3 m3 31 32 3 P 3 P 3 P 3
P 21 P 2 2 P2m2
P 2 Im 2 ^ W 2 1 ’ W 22 ' ‘ ‘ ‘ ' W 2 m 2 ’ p 2 ’ p 2 -1
Pil P í 2 Pimi 
+ p I - ( w ' • i W ’ J J , , W ' J ---- , -----. . . . . ------  )
1 m ^ 11 12 1 m ^ p ^ p 1 p ^
onde
p ! . w !  t p !  w!  + . . . + p :  w!
11 11 . 12 12 i m . im.
w . = — =---- =------ ------------- ----- - . p . = p : + p : +... + p ; > o
3- p.  i  1 1 1 2 i m.
1 i
) + 
( 12)
] =
(13)
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Donde :
I  ( W ’ , W W ’ ' , . . . , W ’ . W’ . . . . , W W ’ ;
m +m +...+ID 11 12 lm, n 1 n2 n n
1 2 n 1
P il'P Í2 ..... P i m , ...... p ; i ' p ^ 2 ' ---'p nm
1 n
= I [w1 ,w„,...,w ; p , p , . . . , p )
n 1 2 n 1 2  n
P-n P,U P-,
V  T  ! i r . l l  l 2  í m - j  .+ . ?  -, P • I  ( w ’ , w w ; ------ , -------, . . . , _______ i .
í - l  i  m  i l  1 2  i m  p  p  P i
onde
p!,w! , + p ’ w ! +. . .+ p ! w !
i l  i l  1 2 1 2 î m- j i n n .
"i ■ ------------------------------- i > pi = pi r pÍ2*---*pi,n1> 0
•p i
i  ~ 1 ,  2, . . . , n
(e) Aplicamos, agora, a última igualdade no caso onde
m = m_ = . . . = m = m, e obtemos:1 2  n
I  ( w w w ’ , . . . , w ’ , w ’ , . . . , w ’ -,
nm 11 12 l m n l n 2  nm
P 11 ’ P 1 2 ’ ’ ‘ ‘ ' P 1 m.............P n l ’ P n 2 --------' P nm
■ V " l - W2......... ” n: P1'P2..........Pn’ ‘ l^l P i  .............1 i m
P i 1 P i m .
P Pn n
onde
p ■ w ’ + p !: w : +. . .  + p : w : 
i l  i l  1 2 i 2  í m i m
w - ------------------------------------------- - -------------- ; p . = p : n + p +  p : > o ,
1 p_  ^ i  i l  i  2 ' í m
i  = 1 , 2 , . . . , n
Se tormarmos p!. = —  - - (i = 1,2 , . . . , n j j = 1 ,2 , ob-
i  J nm
temos :
19
nm 11 12 ’ l m n l  n2  nm nm nm nm
w ’ ■ + w ’ +. . .+ w ’ w ’ + w ' + . . . + w '  w ’ +w'  + . . . + w ’
11 12 l m 21 22 2m n l  n 2  nm
I  ( m * m m ;
1 1  1, " 1 T , , , 1 1  ■ 1,
; —, —1 + Z —  I  ( w : , w w ! ; — J .n n  n , 1 n m i l i 2  í m m m  m
i = l
U s a n d o  o a x i o m a  (A4) , o b t e m o s :
n *, n i i •
1 v r , . , 1  i 1 v W ! + W ! „ + . . .  +W.’ +<5 ( n m ) — — - Z ( w ! , + w ! ,,+ . . . + w ! mJ = ( f ) ( n J  — Z 1 1 x 2  i m
nm • t i  -L i m n . . —-----------------------------111 i = l i = l m
. f i 1 v w !. + w ’ +...+ w :+ é ( m J — Z 1 1 1 2 i m
n . ----------------------------------------
1 = 1 m
o u  <j)(nm) = <j) C n 3 + <f> ( m) (14)
(£) Usando a igualdade (6), temos:
w + w + . . . + w
T f  . 1 1  1, T í  2 3  n 1 n -1.I (w,,wn, . , . , w ; —, — —J =i-, lw,
n 1 2 n n n  n  ^ 1 n - 1
+
n n
n - 1 ,  , 1 11 l w „ , w J . . . , w  ;
n n 2 ’ 3 1 ' ' ' ' n ' n - l ' n - l ' ‘ ‘ " ' n - l
Aplicando o axioma (A4):
w + w, + . . . +  w w „ + w + . . . + w  , ,, r i 1 2  n T , 2 3  n 1 n - 1.(p I n J -------------------------  = I  ( w , ------------- ------------  ; — , ------) +
n 2 1  n - 1  n n
W + W + . . . + W  n - 1 , , , 2 3 n+ ------ cf) C n - 1 ) ------------- ------------
n n - 1
para todos w, ,  w . w
1 2 n
Supondo, agora, w = G, temos:
W +W + . . . + W  . . W +W +. . ,+w
1 ( 0 , — -----— --------- - ; — ) = — ------------------- - [<J> ( n ) - (j) C n - 1 ) ]2 n - 1  n n  n L J
para quaisquer valores de w , vj^ .
Tomando = ... = w = w, temos:2 3 n
0 I ^  í 0, w ; -i, ^ w [ 4> C n D - t j ) ( n - l ) ] ,  e, pelo axioma
(Al) e a igualdade (4):
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0 = I_ ( 0 , W ; 0, 1] = lim I_C0 , w; — , -— -)
2 n->oo 2 n n
= l i m  - — -  w f(J)(n] - ò ( n - l ) ]  
n^ -oo n
= w l i m  | d) ( n]  - tj) ( n -  1 ] 1
n->-oo J
para todo número real não negativo w, i. e,
lim [<j> ( n ) - 4> ( n - 1 ] ] = 0
n^ -oo
(g) A solução da equação (14) , com (15) (referência: 
Aczêl, J. e Darõczy, Z, [l] ), ê dada por:
4> C n D = X l o g  n ,
onde A é uma constante arbitraria e positiva.
(h) Substituindo na igualdade (9) os valores n 
nij = r, m^ = s - r ,  p = , obtemos:
P 1 = P i l + P Í 2 + - - ' + P ír = f  ; P 2 = P 2 1 + P 2 2 + - - ' + P 2 , s - r  = ^  
r
1 E 1 s_r
w, = — . , w ’ e vj = ------  £ w i  .
1 r i =1 1 i 2 s - r ^ _ ^ 2 j
Entao, (9) fica:
s 11 12 l r  21 22 2 ( s - r J  s s s
I 2 ( w 1 , w 2 , p i . p 2 ) .  P j  I j .  ( "  J ! • " ]  2 ..............« ; r . r . r
s v e z e s
1 1 1
r  v e z e s
2 s - r  2 1 '  2 2 ’ * * ' ' 2 ( s - r  ] ' s - r ’ s - r  ' ‘ ‘ ' s-r
s - r  v e z e s
Contudo, eoítfofme (A4) e (16), nós temos:
í J w J i i W 1 ,w’ ,w’ - )
s 11 12 lr 21 22 2 [ s - r J  s s s
(15)
(16)
2 ,
+
(17)
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r s - r
= A — ( Z w ’ . + Z w ' ) l o g s  
s . , li . , 2j1 = 1 j  = 1 J
r
I ( w ’ , w w ’ = A — Z w '. l o g r
r 11 12 l r r r  r r . , lii  = l
f , i . 1 1  1 ,I ( w ’ , w '
s - rs - r  2 1 '  2 2 ’ ' ‘ ‘ ' 2 ( s -  r  ) ' s - r  ' s - r  1 ’
1 S _ r
= A ---- Z w ’ . l o g  ( s - r )
B T  j  = 1 23
e daí, (17) nos dã:
 ^ r  s - r
I 0 ( w . , w_  ; p . , p _ )  = A — ( Z w ’ . + Z w ’ ) l o g  s 
2 1 2  1 2  s . ^ l i  . 2 ji = l  j = l
-i r  í s " r
- A — . — . Z w 1 . 1 o g r  - X - — -  . ------  . Z w ’ . l o g  ( s - r !s r  i  = l  l i  s s - r  j = l  2 j
. r s - r, r f l „ , -i , r v s_rA — (— ,Z. w ’ . ) l o g — - A -----  (---  .Z w ’ ) log ---s r i=l li s s s-r j=l 2j s
A w 1p 1 log p2 A w 2p2 log p2
(i) Em (h) provamos a fSrmula (3) para n = 2 . Por in­
dução, provaremos que (3) ê verdadeira para n arbitrário.
Suponhamos que a equação (3) vale para n e provemos 
que vale também para n + 1.
De (2) nos temos:
1 n * 1 (" l ' u2.........  wn -1' ! pl ’ p2  pn-1 ’ p''  p,,)
= - A Z w^p. log p. - p (Aw’ P log P_ + Aw" log )
i = 1 p p p pn n n n
n - 1
= - A .Z, w.p. log p. - Aw p log p - A w ’p ' log p' - Aw"p"logp"
i=l i i  i n n n b
Aw 1 p ' log p^ + Aw"p" log p^
XwlPj log Px - X w 2p2 l0g p 2 Awn_lPn^  l°g pn_x
- Aw ' p ' log p ' - Aw"p" log p" - Aw^p^ log p^ + A(w'p' + w"p"] log Pn
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= Aw 1 p 1 l o g  p x - Aw2 p 2 l o g  p 2 Àwn _ 2 p n _ 1 l o g  p n _ 2 - Aw ’ p ' l o g p ’
- Aw " p ” l o g  p " .
Então, a relação ( 3 )  também vale para n + 1 , consequentemente 
a relação ( 3 )  ê verdadeira para n arbitrãrio.
Portanto,
n
I  ( w . , w _ , ... , w ; p ,p ) = - A £ w p l o g  p , onde A
n 1 z n i z n , . t \ K  \\■k= 1
uma constante arbitraria positiva.
C . Q . D .
O b s . : 0 teorema 1.7.1. e devido a Guiasu ( \_5~\ ) .
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9CAPÍTULO II
Neste capítulo apresentamos as Caracterizações de Entro­
pia Pesada, objetivo do nosso trabalho. Para o desenvolvimento 
destas Caracterizações necessitamos do Teorema da Inversão para 
a Entropia Pesada, que apresentamos na secção 2.1. Nas sec­
ções 2.2., 2.3. e 2.4. apresentamos, respectivamente, uma 
Caracterização da Entropia Pesada, uma Caracterização da En­
tropia Pesada de Grau $ e uma Caracterização Genralizada da 
Entropia Pesada.
2.1 - Teorema da Inversão
Mostraremos, neste teorema, que as funções I que satis­
fazem os axiomas de Aditividade Forte, Expansibilidade e Deci- 
sividade, podem ser escritas como uma função de <f>, onde <j> 
e uma função satisfazendo:
m
k=l Wk a r i T r 1 1  1,------  <p(m) = I l W , W „ , . . . , W  ; — , —
m m 1 2 m m m  m
Teorema 2.1.1:
Considere a sequência de funções reaisnão-negativas
CIn Cwl'w 2 ..... W n ; pl'p2 " - - ;pn n i « n < c o  ’
onde
W, % 0 i p  ^ 0 ( K = 1 , 2 ,  . . .  , n )  e E p = 1
k=l K
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Suponha que as funções I satisfaçam os seguintes axiomas 
(Bl) Aditividade Forte:
I  ( w ! ,  , w'  , . . . , w ' w ’ , . . . , w ’ ; p ’ , p p  ’ .nm 11 12 lm nl n2 nm K11 2 Klm
Pn 1, P n 2..... PInm
= I  w , , w n , . , , , w  ; p , p„  , . . . , p ) + E p.  I  (w ,,w w ;
n 1 2 n 1 2 n . . i  m i l  i 2  i mi = l
p ! , p _ p !1 1 12 M im
p . p . P .'í i i
)
onde
p ' w  + p ’ w ’ +...+ p! w :i l  i l  i 2 i 2 i m i m , , . , nw _ ---------------------------------; p. =p’ +p +.. .+ p: / o
i  p. i i l i 2  i m
i
i = 1, 2, . . .  ,n.
(B2) Expansibilidade :
I n- l ÍUl ' U2.........“ n'“ n . l ! P1’ P2.......... Pn'01 ' ......... “ n:
P 1 ’P 2 ......P n ’
(B3) Dec is ividade:
I  ( w , .w2 ; 1 ,  0)  = I 2 [ w x , w ; 0 ,  1)
Se <Jí ë uma funçao satisfazendo
K = 1  K ^ r 1 x  r 1 1  1 -------  cp (m) = I [ W . , W „  , . . . , W ; — , .m m 1 2 n m m  m
e f é uma função definida por:
f ( W , W ’ ; x] = I (w, W ' j 1 - X , X ] ,
então,
m m m
■f ( W , W ' j rj = f ( W > W 1 ; --) = I ( W , W ’ ; 1 - -- , --
m 2 . m m
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m m
= - ( 1  -  — ) w [(J) ( m-m^ ) - (J) ( m ) ] - —  w ’ j^ <J> C m  ^ ] - <j) ( m ] ] ,
m ipara todos os números racionais r = —  e [o, l] 
Prova:
Em (Bl) colocando n = 2 ,
1
m K = 1,2
1 k
0 ; k = m - m  + l , m - m ^  + 2.
2 k
1
m k = 1,2
obtemos:
w : , w :  n , w ' _ lm 21 22
1 1  1 n  nw ’ ; ,0,...,0,2m m m m
m-mi m 1
..... =m m  m
m • m-m 1
I ( w , w
l_
m
1
m '
1_
m
1_
m 1 )m
m- m ■
p I  ( w ’ w ’
1 m 11 12
_1
m
■1
m
l m'  1 1 1'
— + —  + , , + — 
m m  m
m- m,
1 1 — +— + 
m m
0 0) +
m
m- m.
m-m.
+ p I  ( w ’ , w ’ , 
2 m 21 22
1
m
1
m
2m 1 1 — +—  + 
m m
1 1  1 —  + —  + < _ _ + —
m m  m
,  0 . 0 ]
m - m .
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Por (B2) :
1 [vj\ ^ ’w í 9 m 11 12 . w . w , w1 , m-m-i 21’ 22 2m.
I I  I í i • • • tm m  m
m-m m
I  ( w , w ’ ; -------- , —  ] + p I  ( w ’ w ' .2 m m lm-m^  11 12
• >-------- ) + p I  ( w ’ , w ’m- m ^ 2 m ^ 21 22 2m ’ mi ml m .
Pela definição de <J>, temos:
m-mj m m
E w ’ + . E  w ’ <J)(m] ■= I  ( w , w ’ ; 1 - — , — ] 
k = 1 1 k j  = 1 2 j  2 m m
m- mi m j
* P 1 RÍ! “ 1k * Cm~m l1 * p2 ,ih “ 2,1 ♦ íml)
m-m^
OU ,
m- m  ^ mj  m m
. £ ,  w 1 + . E w ’ (j) ( m) = I _  ( w,  w ’ ; 1 - — , — ) +k = 1 l k  j " l  2 j  Y 2 m m
m
m-m 2 m j
m E .. m . E w  ’ .r i 1 , k = 1 , , , 1 j = 1 1 j , . ,+ (1 - —)----  <J)(m-mn) + — ------- - (b [ m t )
m m- m 1 m m  ^ 1
OU ,
w ’ + E w ’ .
T f  , mi mi 1 K=1 j=l 3 ir ,L íw,w' ;  1 - — , —) =-------------- *-------- ----<Hm
2 m m  m T
rn-rn^  m
£ ■ w ' E w i  .1 k m • . _ 2j m.K ~ 1 r n 1 i a c i J = 1 1 $ mj---------  [1 - --J cplm-m,)- --------  -- T 1
m-m, m 1 m , m
1
ou ainda,
m ( m - m ) w  + m w '
f(w,w’ ; — ) = ------------- ---  d) [ m ) -m m T
(m-m )w
m- m . ( 1
1
] (p ( m ■m )
m w ' m
— ----- - 4> [ mlm^ m T 1
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o u ,
m i m i 
(1 - — ) d)(m-mn] w - —  (blmj w ’ 
m T 1 m Y 1
ou
m m m
f ( w , w ' ; — ) = ê ( m ) [1 - --] w + d) ( m ) —  w '
m m m
m i ' m i
- (1 - — ) d>(m-m,] w - —  d)(m,) w ’ 
m 1 m l
E, então
f [ w , w ’ ; — - ] =-( 1 ----) w [<J)(nn-m ]-(j)(m)l--- - w ' f <j> ( m . ) - <j> ( m ) 1 .
m m L 1 J m L 1 ^ J
C . Q . D
Proposição 2 .1 .2 .:
Considere as funções (-1 (w, ,w„, . . . ,w p p „  ,...,□)) . ^  -
5 n 1 2 n 1 2 'n l <n<° °
onde w k>,0, Pk^° ( k = 1 » 2 - • • • » n ) e
n
£ P = 1,  
k = 1 K
satisfazendo os seguintes axiomas: 
(xl) Expansibilidade:
I , ( W , W , . . . , W  , W ; P , P , . . . , P , 0 )
n+1 1 2 n n+1 1 2 n
V " l ' " 2 .... “n ! P1 • p2..... pn>
(x2) Aditividade forte:
I ( W ' W W ' ; p ’ , p ‘ , . . . , p ' .
nm 11 12 lm n 1 n2 nm 1 1 1 2  1 m
P n 1 ' Pn 2 ...... P nm 1
onde
p w ! , + p ! „ w ! „ + . . . + p ! w !
11 il 12 12 îm im
w . = -----------------------------------  ; p. = p ! + p ' + . . . +  p ; > 0,
i p. ï 'il i2 îmï
i = 1,2.....  n.
(x3) Decisividade:
12 ( w i ,w 2 ; 1, 0] = I ^ w ^ w  ; 0, 1) = 0.
Então, as funções {I } satisfazem também o axioma de Re-
curs ividade:
I (w w ...,w ; p p ...,p ;
n 1 2 n 1 2 n
P P
I n - l C w ’ ' W' 3 ' W4 ' - - - ’ Wn ; P ’ ' P 3 ' P 4 ' ’ * ' ' P n 1 + P ’ 1 2 ( W 1 ' W 2 ; ' P ^
onde
, P1W 1 + P 2W 2 P ’ = P x + P 2 > 0 ; W ’ = -------— -----
Prova :
Em (x2) colocando n = m-lj p ^  = p ^  p^2 = p2 ; p^ = o (j =
3,4,. . . , m ) ; p !. = p. n (i = 2,3,...,m-l);p!.=0(i=2,3,...,m-l ; 
í i i + l  iJ
j  = 1 , 2 , . . . , m)  j p 1 = p + p 2 j p = P i + 1  í i  = 2 , 3 , . . . , m - 1 ) ;
PlW ll + P2W Í2 , „W . = ----------------  ; w. = w ! . ( 1 = 2,3,...,m-l);
1 p 1 1 11
obtemos :
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P 1 P 2 0 0
C p i + p 2 5 V w i i . w i 2 ............. ' 7 —  ' T — .............................................T —  ] +
P l+P2 Pl+P2 Pl+P2 Pl+P2
~ T r . , 0 P 3 0 0
+ P 3 V W2 1 ' W2 2 .............W2 m; ~  ~ ' —  *■■■'  —  > + —  +
P 3 P 3 P 3 p 3
0 0 0 Pm 0
+ p I  ( w ’ , w ’ ; ------, ----------------------- »-------, ------
m m m - 1,1 m-1,2 m-l,m ~ ~
P P P P Pm m m m m
Por (xl), temos:
m 11 12 22 3 3  m - l , m - l  1 2 p m
V l ^ '  W 2 2 ’ W 3 3 ’ Wm - 1,  m- 1 1 P * P 3* V ' “ ’ P J  +
( P 1 + P 2 ] I 2 Î Wl l , WÎ 2 i _ ~ } + P 3 I 2 ( W2 1 ’ W ’ 2 2 J ° '  1] +
P l + P 2 P l + P 2
. . . + p I (w ’ , w ’ i l ,  0)m 2 m - l , m - l  m-  1 , m
onde
□ W 1 + D W 1
M1 11 P2 12 - - _
W = -------------------  ; p = P 2 + P 2
P l + P2
Por (x3) :
t
P P
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onde
PiSi + P2S 2
; P = P2 + P2
Isto ë :
I lw,,w„,,.,,w ; P n ,P„, . . . ,p ) = I 1 ÍVJ ' ,VJ „ ,VJ „ , . . . ,V1 ;
n 1 2 n 1 2 n n - 1  3 4  n
P1 P 2
P ' - ' V P4 .....pn ] * p ' V " r " !  ! T' ' F 7'
onde
, P 1 W1 + P 2 W2 , . „ w ’ = -----— ------  ; p ’ = p 2 + p2 > 0.
c . 0.0 .
2.2 - Uma Caracterização da Entropia Pesada
Vamos mostrar agora que uma função I que satisfaz os 
axiomas de Continuidade, Simetria, Expansibilidade, Aditividade 
Forte, Normalidade e Decisividade é determinada unicamente 
como a Entropia Pesada.
1 t _  _
Considere a sequencia de funções reais (I (w,, w
n 1 2
w n' p i’p2 j ’ ’ ‘,pn^  onde toda I ê definida sobre
n
o conjunto {w. ; p.} , com w >,0, p, >0 , K = 1 ,2 n eK K !•$* n K K
n
£ P = 1.
K = 1 k
Suponha que I satisfaz os seguintes axiomas:
(Cl) Continuidade :
I  [ w , w ’ ; p , 1 - p )
e continua para
0 ^ p - $ l ;  W , W ’ ^ 0
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(C2) Simetria:
I (w.,,w ....,w ; p..,p„,...,p ) ë função simétrica em
n l 2  n i  2 n 1
relação a todo par de variáveis k = 1,2,...,n.
(C3) Expansibilidade :
I n . l ' “ l ’U2........."n- V i 1 P1’ P2..........P- ’ 01
I  ( w , w_  , . . . , w ; p . , p„  , . . . , p
n 1 2 n 1 2 n
n
(C4) Aditividade Forte :
I ( W ’ , , W W ’ , . . . , w ’ , w ' , . . . , w ’
nm 11 12 1 m n l n 2 nm
p ' , p ’ ,...,p’ , . . . , p ’ , p ’ , ... ,p' )
11 12 lm n ^ n2 nm
= I  ( w , w , . . . , w  ; p , p , . . . , p ) + E p . I  ( w w w ;
n 1 2 n 1 2 n . , i  m i l  i 2  i mi = l
P il P í 2 P ím
p . p .  p . l i 1
onde
p ! w ' + p w ' + . . . + p w 
11 il i2 12 im im
w . ------------------------------------------- ; p. = p !  + p' + . . . + P '  > 0
1 Pi 1 i1 ri2 im
i = 1,2,..., n
(CS) Normal idade :
1 1  W 1 + W 2 
V ' V V  2- 2 = ^ [2)  2---
(C6) Dec isividade:
12 (w 1 ,w 2 ; 1 , 0 ) = I (w2 ,w ; 0 , 1) = 0 .
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Teorema 2 .2 .1 .:
Uma função I satisfazendo os axiomas (Cl) a (C6) ê de­
terminada unicamente como a entropia pesada:
V “ l-"2.........  “ n 1 P1'P2.........  Pn’ ' ' „1 “ k PK log Pk
k = 1
Prova:
Sabemos que a função <j> satisfazendo a equaçao
n
E wk
-— ----  <j) ( n ) = I [w ,w„,...,w ; n > 2 , d> C 1 ) = 0 e
n n 1 2 n n n  n
n
E w / 0, satisfaz também as seguintes condições:
k = 1
t()(nm) = <j> (n ) + (p (m ) (pelo Teor. 1.7.1. - e)
<p ( n ) « cj) ( n +1 ) (pelo Teor. 1.7.1. - f)
Além disso, pelo Teor. 1.7.1. - g, existe constante c tal que
<j)(n] = c l o g n .  (1)
n
Para todos os nümeros racionais r = —  e [o,l], pelo 
Teor. 2 .1 .1 ., temos:
n l n i n lf ( W , W 1 ; r) = f ( W , W ' ; ---) = I f W , W ’ ; 1 - ---- , —  )
n 2 n n
n n
= - ( 1 - —  J w[ ( f ) ( n - n ^)  - c j ) [ n) ]  -  w ' [<f> C n ] - cj >(n)]
Então , por (1) :
n] n 1 f  ( w , w ’ ; = - ( 1 - — ) w [ c  l o g  ( n - n ^ )  - c l o g n ]  -
n
1 W  [ c  l o g n  - c l o g  n ]
1 n
n n n n
c [( 1 - --) W i o g ( 1 - —) + --  w 1 log -- 1
n n n n J
c ( l  - f ]  w l o g  ( 1 - r )  - c r  w ' l o g
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Agora, com o axioma (CS) :
(w + W ' ] = I 7 ( W , W ' ; = “ C (. 1 - W 1 O g (1 -
1 | -| 1- c -  w l o g  -
1 1 1 1 , 1 = - -  c w l o g  -  -  -  c w'  l o g  -
= "  c  w l o g  2 + c w ' l o g  2
1 1 = 2 c w + — c w '
1 r . i= c — [ w + w )..
Portanto, c = 1 .
Assim, f(w, w^j r ) = I (w, w ' ; 1 - r , r) =
= - ( 1 - r ] w l o g  C 1 - r ) - r  w'  l o g  r  para todos os números racio­
nais r e [o, 1J .
Como I é função continua (axioma (Cl))
f  ( W , W ' ; x] = I  ( W , W’ ; 1-  X, X)  = - w ( l ~ x )  l o g ( l - x )
- W ' X 1 O g X (2)
para todos os números reais x e[0,l].
Sabemos, pela Proposição 2 .1 .2 ., que vale:
In^w i,w2 .....W n ; pl'p2 " * * ' pn:
= I n _ 1 ( w - , w 3 , w 4 .............Wn ; p - , p 3 , p 4 , . . . , p n ] +
P1 p 2
+ P ' V W 1- W 2 ; F 7 ’ ^  ] (3)
onde
, P1W 1 + P2W 2 , . n 
W = ----- F 7“----  ; P P1 + P2
Aplicando, agora, (3) em In_j' depois em I e assim
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sucessivamente, obtemos:
V v  w 2 ..... “ n • < v  p2 ..... p„>
p w +p w + . . . + p w 
í , T , 1 1 2 2 n -ln-1= ( p + p  + . . .  + p J I „ l ---------------------------------------------- , w ;
1 2  n 2 P 1 + P 2 + . . .  + p n _ 2 n
P l  + P 2 + ' ‘ ‘ + P n - 1  P n . 1 T r , P2-) + ( p . * p  ) I  (w , w ; 1 -
’ l  H2 ' ‘ ‘ Hn P l + P 2 + - ' ’ + P n 1 2 2 1 '  2'  p 1 + p 2
p 2 P 1W1 + P 2 W2 P 3 P 3) + (p +p +p ]I (-jLJ:---_— w ; 1 - ----------. ----- *--- } +
P ! + P 2 1 2 3 2 P]_ + P 2 ’ 3 ’ P l  + P 2 + P 3 1 p i  + p 2 + p 3
p , w  +p w +.  . . + p w 
, > T , 1 1 2 2 n - 2 n - 2+ . . .  + ( p +p + . . .  +p ) I  ( ---------------------------------------------- , w
1 2 n - 1  2 p +p + . . . + p  n - 1
P l  + P 2 + - - - - +fV l  P l  + P 2 + , ‘ ‘ + P n - l
Aplicando (2):
I n ‘ ” l - ” 2 ............." n  ; P 1 ’ P 2 ...............P n>
p w + p w + . . . + p w p
r , . . , 1 1 2 2  n - l n - 1  n
( p + p _ + . . . + p  ) f  (-------------------------------- , W ; ------------------ ) +
1 2 n p l  + p 2 + • ' ' + P n-  1 n P l  + P 2 + ' - ' + P n
P ? p w +p w
* ( p l * p 2 ’ * l p l ‘ p 2 ‘ p 3 1 f l —  p T f  -  ■ w 3 '
P 3 , , , , pl“ l'p2w 2*---*pn-2“n-2• ] + .,. + ( o + D + + n 1 f í - _ ___________________
P l + P 2 + P 3 1 2 P n ' !  P l + P 2 + - - - + P n - 2
P n - 1
n-r P1 + p2+. . . +pn_1
Portanto
I n ( w l ' w2 .............%  : P 1 ' P 2 .............. P n ]
n p w + p w + . . . + p w  p
z Cp +P +.. .  + P ) f ( ------— ^— ------- -1-; w ;----—--- - ) (4)
K = 2 k P 1 P 2 p k - l  • K P l  + P2+ ‘ ‘ +Pk
fazendo p2 + p2+ . . . + pR = rk ^  rR-pR = p 1 + P2+ . . . +PK_2
3 5
obtemos :
I  ( w . w , . . . , w  ; p , p , . . . , p  ] =
n 1 2 n 1 2  n
P 1 " 1 * P 2 " 2 * + D Wk - l  k -  1
k-  1
W , ; ---J
K rk
(5)
Em (2), fazendo X = vem :
k
f (W ,w ’; — ] = (w ,w ’ ; 1
" k  2
Ir  rk k
p k P k
( 1 ------ - ) w  l o g  ( 1 ------ - )r  rk k
P k p k—  w l o g  —
r  ï r ,k. k
(6)
Aplicando (6) em (5):
" r ,, pk 1piw i+p2w 2+ -‘-+pk-lw k-lE r ,  - ( 1 ----- ) -----------------------------------------------K L r  r
k = 2 k k -  1
. , P K,  p k p k ■.
^  k *k
n
E
k = 2
r k ' P k,  P l Wl + P 2 W2 + - ' - + P k - l Wk - l  , , V P k,■J -----------------------------------------------l o g  (----------- Jr  r
k-  1 r k
n
£ [-
k = 2
P 1 w i + p 2 w 2 + . . . + p k _ 1 w K _ 1
-1
, r'k-1 , Pk 1 l o g — -  - P Kw h l o g —  J
k k
E [ -  ( p w + p w + . 
k = 2
•+PK_1w k-1] l o g - ^  - l o g p ^ p tw klogrJr .  ' k k k k k k k-
n n
E wk p K l o g  p + [ E p w l o g  r  
k = 2 k = 2 K K
n
k-  1
n
hf2 “ k p k log pk * [ ' “ ip i los ri 1
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Z w p k log p h - », Pl log p
K = 2
Portanto,
I n ‘“ l-W 2 ..... “ n ! p l ’p 2 ...... P n ’ * ' , "k P k lDg P kR = 1
que ê a Entropia Pesada.
2.3 - Uma Caracterizaçao da Entropia Pesada de Grau
Mostraremos que as funções 1^ satisfazendo os axiomas
de Continuidade, Simetria, Expansibilidade, Aditividade Forte,
Normalidade e Decisividade são determinadas unicamente como 
a Entropia Pesada de Grau 3 :
T B ( , r _i-B , , -l £ , B ,
J n 1 2 .....  n ' 1 2 ’ ’ ’ n ' 12 _1) A  “ k ‘P k “ p k ’ -
R = 1
onde
3 > 0 , ß / 1 , w, >, 0, P, > 0 (R = 1,2, , . ,,n)K K
£ p = 1 .
R = 1 K
S e i a a •f unç ão I ^ (W ; P ) , W = ■ (w ,,w , . . .,w ], w > o ,
J . n 1 2  n R
k = l,2,...,n e P = ( p , p , . . . , p  ) é An; 8 > 0, 8 / 1, com
1 2  n
6í1 } satisfazendo os seguintes axiomas:
(Dl) Continuidade:
I 2 ^ w 1 » w 2 ' p -1  ^ contínua para p e [o , l]
(D2) Simetria:
, , , ,wn i p ^ , p , . . . , p^ ) ê função simétrica
para todo pàf (w , , p. ) i K = 1,2,..., n.K K
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(D3) Expansibilidade :
O o
I (wn ,w„,...,w ; p' ,p p , , 0 ] = I , (w, ,w„
n 1 2 n 1 2  n-1 n -1 1 2
’ W n - 1 5 P l ’P 2 ’ ---'P n - l J •
(D4) Aditividade Forte :
I ^  ( W ’ , W 1 , . . . , W ’ . . . , W ’ , W ’ _ , . . . , w 1 ; P ’ P ’ ,
nm 11 12 l m n l  n2 nm 1 1 ,  12
. . . , P ’ , . . . , p ' p ’ . . . , p ’ ) = I   ^ ( W , w , . . . , W ; P . , P„  , . . . , P :l m n i  n 2 nm n 1 2 n 1 2  n
p ! , p ! _ d In R i  1 1 2 ' i  m
+ Z p P (w ’ , w ' . . .  , w ! ; — , ------ ----------------  )i  m i l  1 2  i m p p p
onde
p !, w : + p : w ’ +... + p : w :
1 1 i 1 1 2 1 2 imirn
W . ------------------------------------------------------ ; p.  = p + p ’ + . . . + p  / 0
i  p.  i  i l  i 2 i mi
i = 1,2,...,n .
(D5) Normal idade e Decisividade:
iíj (w ’ ,w" = ^ ( W + w - J  e I ^ ( w ' , w ” ; 1,0) = 0
Teorema 2.3.1. :
—  R
Seja uma funçao I , 8 / 1 ,  8 > 0, satisfazendo os
O
axiomas (Dl) a (D5). Então I e a entropia pesada de grau
t 8 r s , ^ 1 - 8 , , -1  ^ , 8I  (w w , . . . , w  ; p , p  . . , p  ) = ( 2  - 1 )  E w Cp,  - p
n 1 2 n 1 2 ^n k Hk k
k = 1
n
onde w . ^ 0 , p t > 0, k = 1 , 2 , , . . , n e E p. = 1. 
k K k-1 k
Prova:
No axioma (D4), colocando p!. = — — , i=l,2,...,n; i
í j n m
1 , 2 , . . . , m , f 'itemos :
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1 1 1—  w ’ + —  w : +... +—  w :nm 11 nm 12 nm i m _ n _ _J_ + + + _1_ _ _1
i n ’ nm nm nm n 
M i i ,__________ _
m vezes
i = 1,2,...,n
m
z w : .
i=i 1J m=Pw . =--------  , i = 1 , 2 , . . . , n , =$> Z w ! . = mw . , i = 1,2, . . . , n
i m . , i i ij  = l
Portanto, (D4) fica:
I6 (w ' ,w- , . . . , w ’ ..... w  w ' , ..... w' ; — , — ......— )nm 11 12 lm nl n2 nm nm nm nm
m m  m
E w ’ . E w ' . E w ' .
= , J = 1 ..... J=1 nJ 1 1 ____ ______ JLj +
n m ' m , • • ■ , m > n < p n
v .1,3 T8 , , , , nm nm nm .+ e [ -) i (w : , w w : ; — -— , — -— ,..., — r— )
i = l n m il i2 im _1_ 1_ I
n n n
m m  m
E w ’ . E w ’ . E w 1 .
I^( J=1 J j=l RJ I I  I j +
n m ' m ■•••> m » n ’ n ’ ’ ‘ ' n
v r 1 i6 T B r . , . 1 1  1 . m+ e í— ] i (w : , w : ,. .., w : ■, — , — ). (1)
. . n m i 1 i 2 i m m m  mi = l
Definindo a funçao <f> satisfazendo a seguinte equaçao: 
m
E w
K=1 , f , T3 f 1 1  1, ^— ---—  cp n( m) = I (w1, w „ , . . . , w , — J (ZJ
m g m 1 2 m m m m
e substituindo em (1), vem:
n m n m n m
E E w.’. E E w : . E E w : .
i = l j = l 1J a r , i = l J=1 1J a r ! i = l J = 1 1J Í"3x r ^----------- <j>.(nm) =.....™ .....  è..[n) + ------------ n <fcD (m] 
nm------ ' 6--------- nm........ r6........... nm-------------- Y3
1 “ 0=>(}>g(nm) = (j)gín) + n <J) g ( m ] .
Como, por siiiiètria (axioma D 2) , (^(nm) = <j)g(mn), temos
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<J)g(n) + n 1  ^ c| )g(m) = (J>g(m) + m1  ^ c(>  ^C n ) 
=» cj )g(n)  [ l  - m'1' = <j>g(m) [ l  - n 1
=j> 4>3 t n )
1 - n1-6 1 - m 1-6
c constante
=> <j> g [ n ) [1
1 - 6 -
p a r a  n = 2 «g C 2 D __ 2 6 r 1 1.w 2 + w 2 2 1 ’ W'2 ; 2 ’ 2 (de (2))
w + w 2
w + W 2 (pelo . axioma (D5))
4>g C 2 ] = 1.
Portanto
1 = <j)p (2) [1 - 2 1-6]
[1 - 21“6]“1
E n t a o
Novamente em (D4) , colocando n = 2
Plj =
J.
m j = 1.2 m - m .
j = m-m +1
P2j
I ; 3 = 1,2 ,.
m
, m .
para 1 •$ m < m , obtemos:
m- m
m- m .
"l 1 M  " U  
— , », - -------- , Wm- m , 21
1
£ w ’ .
_ J=1 2J 
m i
(4)
e , daí,
1^(w ' w w ' ,w ’ ,w w ’ j — , — :
m 11 12 l , m- m^  21 22 2m^ m m  m
m vezes
1 1n m-m, m o o
-rP r 1 1 1  P t P r i i . m m nL ( W , , W . ;  -----, -- J + I IW ' , W W ’ ; ----  , -----, 02 1 2 m m 1 m 11 12 lm m-m^ m-m^
m m
1 1  1
n i B T B , , . . m m  m n n ,, . . . , 0 ) + p„ I ( w ’ , w w '  ; --,--------------; 0,...,0)2 m 2 1 2 2 2m m ^  m ^  m ^
m m  m
t b f . mi  'mi 1 + M mi , a  B , , ,I „ ( w  w ; 1 - ----, -----J + (1 - — J I  ( w'  , w ’ w ’
2 1 2  m m  m m-m^ 11 12 l , m- m^
1 1 , . m 1 . 6 T 6 r , , , 1 1---- ---------- ) + (-- ) I [W ’ ,w' . . . ,w ' ; -- ,---m- m,  m- m,  m m,  21 22 2m,  m,  m,  m.
1 1 1 _ 1 1 1 1
Por (2):
m- m m ^
. £ - , w ’ . + . Z , w ’ o m m
1 = 1 1 1 J  = 1 2 j  , r i  T P f  n 1 1 ,--------------------- ------------ -  (j) Q C m ) = I  _ ( w n , w- ; 1 -  — , —  ] +m p 2 1 2  m m
m-m m
m p . E w ' . m B . E w '
ri 1 1 p 1 = 1 11 ± r i r li J = 1 2 j , . .+ (1 - — J ---------  Lím-m. + (--] -— ■— — -- <J>0 (m..)
m m - m ^ B 1 m rn ^ B 1
m-m m
Q mT mi . E ,  w ' . + . E , w
T  B r 1 1 1-, 1 = 1 lx J = 1 2 J . r ,=> I „ [ W , W ; 1---,-- ) = -------- - --i (J) ( m )
2 1 2 m m m
m- m m
m Q . E w ' . m _ . E w '
rn 1 1 B i = l 11 , , T , 1 , P j = l 2j , , ,- (1 - --) --------  it„(m-m. ) - (— ] --------  é [ m, )
m m-m p 1 rn m ^ B 1
Por (3)
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1,3
m - m . 
ih' 1 i
m - m .
[ 1
_ ,!í,b (1 . 2i-e,-i tl _ i-B
m L 1
Como
m- m
i|1 = (m - m 1) w ^ e ^  = m lw 2 (por (4)), temos
te, , mi mi ,  „  , 1 - e r i , 1" ! 1"! * V ?  „  í-BI_(w w ; 1 - --, -- ] = ( 1 - 2  ) i ------------------  (1-m
2 1 2 m m m
f , l - . p i - ,  , , 1 - 8 ]  , 1  , 8  c n 1  “  8  ] i( 1 - — ) [ ( 1  - C m-m1 ) j w x - ( — ) [1 - mx J v ^ }
1 71-6!-1 Td m 1, + m l M  m l,e fm l,8 ]1 - 2  ) ( 1 - —  J w + —  w - ( 1 ------ J w - ( -----] w „
L m l m 2  m l m  2 J
m l
fazendo —  = r: m
I^(w w ; 1 - r, r) = (1 - 2 ^  ^  ^ [ (1 -r)w + rw - (l-r)^w - r^w.
para todos os números racionais r c [ 0, 1 ]. Como I ê 
função contínua para todos os números reais x e [o, l] , então
f (. W  ^  , W  ^  ; x) = I  ( W , W ; 1 - X, X )
= ( 1 - 2 ^  ^ [(l-x)w^ + xw^ - (l-x)^Wj - x ^ w ] (5)
para todos os números reais x e [a, l].
De modo idêntico ao do Teor. 2 .2 .1 ., poderíamos mostrar
que :
8 n 
I n í w i ' w 2 ' ; - - ; W h í  P 1 ' P 2 ' ‘ i l , P n )  =  E  ( P i  +  P  2 + • • • +
k = 2
n p, w + . . . + p, ,w , n 
+ ... + P,)e f C - L J------- K_1 k_I, w j ---------- )
k P l  + P 2 + ‘ • ■+P k _ 1 k P 1 + - - - + P R
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Então, usando (5):
I  ( w w . . . , w ; p , p ,n 1 2 n 1 2 , p ) = ■ E Í P 1+P 7 n K  =  2  1  2
+ . +
+ ---+Pk
r r i  P K • , P l Wl + - ' - + P k - l Wk - l  . r p k( 1 - ------------------ J ------------------------------------  + l -------------------JwL n +
p i  + - - - +pk p i  + - " +pk - i P l +- - - +P k k
1 -
'i • • • pk
p i w i + - ‘ -+pk - i w k - i
p i +- - - +pk - i
-  [ ---------- w ] . (1 - 21_B ) 1
p i+ ...+Pk kJ
I  ( w . , w n 1 2 w : P -, < P o n 1 2
+ . . . +p R ) P l  + P 2 + - ’ -+fV l  P l W l + P 2W2 + - " + P k - l Wk - l
Pl+P2+ p 1 + P 2 + ' ' ’ + P k ~ l
[ p i + P 2 + " - + P k - l ) P l Wl +P 2W2 + - - ‘ + P k - l Wk - l
P 1 + P 2 + P k K ( p 1+p 2 + . . . +p k )ß , P 1+ P 2 + - ■-+P k-1
-L lw, , W nn 1 2 W n ’ P 1 ' P 2 p ] = ( 1 - 2 1 " 3 ) ' 1 E [ Cp +p ■
K = 2
n
■•*Pk)B^  (p1“ r p2” 2*---*pk-l” k-l> * lpl*P2*---*Pk)B~lpkW k
- ‘  ! p l " l * p 2 " 2 * " - * P k - l " k - l > “ P k " k  1
= ^ I n ( w 1 , w 2 ...........wn i p 1 , p 2 , . . . j p n ) = ( 1 - 2  ) L C P i  + P 2 P' l W l
. r i 1 ß- 1 ß 
+ l P 1 + P 2 J P 2W 2 _ P i  P 1 VJ1 - P 2 w 2 +
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,3-1 r , ( ,3-1
( p +p + P 3 ) [ P 1 W1 + P 2 W2 + 1 + P 2 + P 3 P 3W3
. . + (P 1 + P 2 + • * p n - i >  ( P i V
P,",* ■ ■ ■*P„-7"n-7) * fPl'Pp* ■ • -*Pn-l ’ P„-l” n-l ‘ ‘ P 1 * P :
*Pn-2’ l p l “ l * P 2 W2 * - - - * P n - 2  “ n - 2 1
3-1
[ p l ‘ p 2 * ' " * P n ) í p l ” l * P 2 “ 2 * - - - * P n - l " n - l )
(Pl-P2.....Pn)3"1 Pnw n - (p1*P2*...*Pn_1)B_1 [p1w 1.p2„ 2.,.. .
=  1
+ p W ]
n - 1 n - 1
=> 1 ( w n , w 
n 1 2 w n ; Pr P2
pn) , d  - 21~ V 1 [- p^ Wl
■P n W nn - 1 n - 1
3p w 
n n P1W 1
+ . . . + P  , w ' + p w  
n - l n - 1  n n
=> I  ( w , w , . . 
n 1 2 ' W n ' P 1 ’ P 2
p j  = ( 1 -  2 U ) 1 [ -  ( p j  *
+ P 2 W2 + ’ " ’ + P n Wn “ P 1 W T  P 2 W 2 ‘  ‘ ‘ ~ P n W n ]
'Pn]
k = 1 K k
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^ rBf 1 r '7 1 "ß 1 1 _1 V r 3
n 1 J W 2 J ' ’ ’ ,Wn' P1>P2 ' " - ' P n1 = [2 " 1 3  2 W k C-Pk ~ Pk'
k = 1
a qual ê a Entropia Pesada de Grau 3 .
C . Q . D
Casos Particulares:
3 n
1 -  1 j ra 1 n .............w n ’ pl ' p2.............. pn> = \  E, wKpk log pk
3-í-i k= 1
que ê a entropia pesada.
II ~ S e  w., - w _ ~  ... - w - w, entao
1 2  n
ß
I ( W , W , . . . , W ; p ,p , . . . , p  ) =
n 1 2 n 1 2 n
T 3 ( , , _l-0 n ,-1 " , 3 ,
n 1 ’P 2 ..... P n ' í2 ■ 11 “ V P k " P k
k = 1
que ê a entropia de grau 3 para w = 1.
(Referência: Daróczy [ 19 7□] e Havrda e Charvãt [ 19 67] )
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2.4 - Caracterização Generalizada da Entropia Pesada
Nesta secção, mostraremos que, se substituirmos p o u p ^
K K
no axioma de Recursividade por uma função contínua geral f(p), 
com os axiomas de Continuidade, Simetria, Normalidade e Decisi- 
vidade, obteremos as mesmas medidas das secções 2.2. e 2.3.
f
Seja a funçao I (W;P), P = (p p .,,p ) eA , W = (w,,
n 1 2 n n 1
w2 ,...,wn ], w R > 0 (k = 1,2,...,n), satisfazendo os seguintes
axiomas:
f ^
(El) In íw 1,w 2 , . . . ,w n; p1 ,p2 ,...,p ) e contínua para
p, ^ 0 , w ^-0 (k = 1,2, . . . , n) e
K K
n
z pk = 1 k = 1
(E2) I ( w . , w , ...,w ; p ,p , . . . , p  ) e simétrica para 
n 1 2 n 1 2 n 1
todo par [w, ; p, ) (k = 1 , 2, . . . , n ) .
k  ^k
f ' • -- -
(E3) I (W; P) e recursiva generalizada. Isto é,
"p
I , ( W , , W „ , . . , , W , , W W W ’ , W , W , . . .  ,VS ;
m+n-1 1 2 k-1 1 2 m k+1 k+2 n
P 1 ' P 2 ' ’ ‘ ' * P k - l ' P í , P 2 .............P r n' P k + l ' P k + 2 ...............P n )
■f
= I ( w , w , . . . , w  ; p , p , . . . , p  ] + f (P .) I (w',w’ ...,w’;
n 1 2  n 1 2 n k m 1 2 m
P í P A P ’ __1 __2 __m,
Pk ‘ Pk ..... Pk
onde
p ’ w ’ + p ' w ’ + . . . + p 1 w '
1 1  2 2 m m  , , ,
“k * ------- -------------- ’ Pk = P 1 ‘ P2 * 0k
e f ê função contínua para . p f [ 0, l ]  e -f (0 ) = 0 .
* 2  íw1 <w 2 : ^  =; -|cw1 + w ) . Isto ê, l2 (W; P) ê 
norma lizada.
(E5) ,w^; 1 , 0 ) - 0 . Isto é, 1^ (W; P) é decisiva.
Teorema 2 .4 .1 .
~ f _
Se a funçao I satisfaz os axiomas (El) a (ES) entao as
entropias determinadas pelos axiomas (El) a (E5) são da forma:
XnívV “2.... “n : P1’P2.....Pn> ' \ E, "k Pk l0g PkK = 1
OU
I n(ul-"2.....“n ! P r P2 ..... Pn ’ ‘ tZ1'6-!)'1 Z - p )
K = 1
com 3 > 0 3 / 1
Provaremos inicialmente três lemas:
Lema 2 .4 .2 :
m k
Se P , . ^  0, j = 1,2,... , m ; £ p = p > 0 ,  k = 1,2,...
KJ K j= 1 KJ k
D W + D W + . . .  + P w * 
n kl kl k2 k2 km . km
. . . , n, E p = 1 , w = ------------------------------ , k = 1,2, . . .n.
k=l K k Pk
Então,
f
I ( W , W . . . , W , . . . , W . W . . . . , W
m ,+ m _+...+ m 11 12 lm. n 1 n 2 nm1 2 n 1 n
1 1 1 2  lm. n l n 2  nm
1 n
1 n íwl'w2 .....Wn ' P 1'P2..... Pn] +
n Pkl Pk2 Pkm
+ E f  ( P . ) I  [w w . . , w  ,- ------ , -------, . . . , ---------
• , k m k kl k2 km. p. p, p,k =1 * k ^ k  k k
Prova
Pelo axioma (E3)
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. f
I ( w . n , W W n , . . . , VJ , W , . . .  , V I
m + m _ + . . . +  m 11 12 l m.  n 1 n 2 nm
1 2 n 1 n
P 1 1 ' P 1 2 ’ • * ’ ' P l m .............P n 1 ' P n 2'  ’ ‘ ' ' P nm }
i n
-T
1 + m + m + m 1 21 22 2 1 n p 1 n2 nm
2 d n 2 p
1 z i  2 2 2 m„ nl  n2 nm
2 n
f  P 1 1 P 12  ^m 1
+ f (pn ) I (w ,w .....w ; -------- , . . . --- - ) (Al)1 m1 11 12 1 m 1 p 1 p 1 p v
onde
P llW ll+P12W 12+ '--+PlmiW lmi 
W] = -----------------------------  ; Pi = p ii + p i 2 + . . . + p i m  ^ > 0
Novamente, pelo axioma (E3) , temos:
-f
I  ( W . , W , , W , . . . , W , ... ,VJ . , w wl + m + m + . . . + m  1 21 22 2 m _ n l  n 2  nm2 3 n 2 n
P 1 ’ P 2 1 * ' - ' ' P 2m ' ’ ’ ‘ ' P n l ’ • ’ ‘ ' P nm '2 n
t f  íIn l w.  , w n n , . . . , w„2 + m + m + . . . + m  1 2 3 l  32 3 m „ n l  n2 nm3 4 n 3 n
p , p , p , p , . . . , p  , ... ,p . p p ) +1 2 31 32 3m „ n l  n2 nm
3 n
f P 2 1 P22 2 
+ f (p_! I ( w , w . . . , w  ; ---- ,— ------  ) (A2)
2 m ^ 2 1 2 2  2 P 2 P 2 P2
o n d e
P 2 l " 2 1 * P 2 2 " 2 2 * '  • • * p 2 m 2 u 2rn2 
“ 2 ’ -------------- ÍT,--------------  : p2 " p2 1 ,p2 2 ' - " * p2m2 5 °
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Assim, aplicando sucessivas vezes o axioma (E3), obtemos
T  f  <I ,  - ,  (W ,W , . . . , W  -|*w W( n - l ) + m  1 2 n - 1  n l  n2  nmn n
p , p p  , , p  n , p p ) 1 2 n - 1  n 1 n 2  nm
f  f  
‘  1 n ( “ l - “ 2 ' U 3 ............." n ‘ P 1 ' P 2 .............. P n ’ * f ( p n ’ l“ „ r " n 2n
P n l  P n 2  P nm
. , w ; ----- , ------- , . . . , ------- - 1 ( An )nm p p pn n n n
onde ,
p W +p W + . . . + P  w 
n l  n l  n 2 n 2  nm nm
0 n  v. nW = --------- - ------------ - -----------— --- -— - ------  ; p = p + p + . . . + p  > 0
n p ' n n 1 n 2 nmn n
Então, por (Al), (A2),..., (An) temos:
T f  rI  l w,  , , w , „ ,  . . . , w,  , .... w , w wm. + m„ + . . . +  m 11 12 l m.  n l  n 2  nm
1 2 n 1 n
p , p , . . . , p  , .... p , p ... ,p )11 12 1 m. n 1 n 2 nm
1 n
f  f
( “  1 ’ “  2 .............wn ’ P 1 ’ P 2 ...............P n J * f ‘ P l ’ ^  1 “  11 ' “  12 ’ ' ' ' ’ “l
P11 p 1 2 Plml .......................f
) + f [ p  ) I  (w , w , w w.
p ^ ' p ^ ‘ ' p 2 m  ^ 2 1 J 2 2 ' 2 3 ' ‘‘'' 2 m ^  ’
P 21 P 2 2 P2m
------ , -------, ,---------) + . . . +  f ( p  ) I  (w , w j ... ,vj ;
pn p „ pn n m n 1 n 2 nm2 2 2. n n
P n l  P n2 P nm
--- . ----, ■ • . ,----Q1
P P  Pn n n
o n d e
p , . . w +p w + . . . + p  W,
Kl  k l  k 2 k 2  krn. km,
K K x  nW , = -------- - ------ - ---- -— - ---------- —  ; p = P + P + . . . + □  > 0
k p,  Mk k l  k 2 kmK K
k = 1 , 2 , .  . . , n .
Então ,
f
I  ( W W W , w , ... ,wm + m + . . . +m 11 12 1 m n 1 n 2  nm
1 2 n 1 n
P 1 1 ' P 1 2 .............P l m n ...............P n l , P n 2 ‘1
1 n [wr w 2 ' " ' ’w n ; P1'P2 .....Pn] +
n f
Z f(p,) I (W. ,,W . . . , W  ; p ,p
k m, k l  k2 km,  k l  k2
k = 1 k k
onde
PklW kl+Pk2W k2 + ---+PkmkW kmk
W k = ' p~ ; P k = P k l + P k 2 + • ’ - + P km
K K
k = 1,  2 ,  . . . , n
Lema 2.4.3
Se i- ê uma funçao tal que
n
Z w
k-l 1 1
— 1---- -- F ( n ) = I  ( w,  , w n .............w ; - ,  - ..............  -  ) , Z w , / 0
n n l  2 n n n  n , n k
k = 1
entao, F (n) = A l o g
ou
F ( n ) = B [ n f ( - )  - l ] ^ n -1
onde A e B são constantes e ,f ê funçao contínua para
p t [ 0 , i ] e f (o ) = 0 .
Prova:
No Lenia 2 -. 4. 2 . , tomando m = m e fazendo p.
K K
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k = 1, 2 , .. ., n; j = 1, 2,..., m, obtemos:
f 1 1 1
I ( W , W , . . . , W  , . . . , W , W W ; - -,--  .....--]nm 11 12 lm n 1 n2 n m n m n m  nm
nm vezes
Tf r 1 1 1I l w , , W „ , . . . ,W ; — ,n 1 2 n n n n
n vezes
k = 1
■f r 1 i r f  r 1 1  1 ^1 l —  J 1 lw, , W , , . . . , W , ; — , —  1n m kl k2 km m m m
m vezes
Por (1):
n m n m
. „ w n T w
F(nm) — ---^ = F ( n ) — ----- - + ff —  ] F(m) J-li--- Línm n k= 1 n m
ou
. £ _ w | £ w n
F(nm) ---- - = F ( n ] - + £ w f(-) FCm!
k=l K n
=? F(nm) = F ( n ] + n f ( — ] F(m)n
Agora, temos dois casos
CASO I: Se f( —) = —, temos: n n
F ( nm ) = F(n) + F ( m )
I ( W , W ' ; — —  , 1 - ---- - ) = I ( w , W ' ; ----- , ----- J2 n +1 n+1 2 n+1 n + 1
= - Cl - W  [ F [ 1 ] - F (n+1)] - -IL- w [ F ( n ]
- F(n+1) ] (pel0 (Teor. 2.1
— •T  W- F C n + n  - _ n _  w Fin) + w F (n+1)
(4)
.10)
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n w + w . , n w c r i= ----------------  F ( n + 1 J - ---- - F [ n )
n + 1 n + 1
Colocando w = w ':
1^ [ W , W ' ; -Ar , ) = w F(n+ll - -A- w F(n)2 n + l n + 1  n+1
[  F ( n + 1)  - n + 1 F ( n)  ]
1 i m 
n^ °°
F ( n + 1 )
n+1
F C.n 1 I ■ T f f - nII m L l w . w ' ;-- -,2 n+1n H.-CO n+1
1 • T c I n 1 1 1l i m  L ( w ,  w ' ; 1 - --, ----- -J2 n+1 n+1n^ -oo
(por (E 5))
para w /  0 , 1 i  m [ F  ( n + 1 ] - - -+ F ( n ) ] = 0 (5)
n->oo
A equaçao (4) com a equaçao (5) nos d ã :
F (n ) = A l o g  n, onde A ê uma constante (referência Aczel 
e Daroczy - Teor. 0.4.20 - p. 20).
CASO II: Se  ^ P or simetria (axioma (E2)), temos
F[nm) = F ( m n ) .
Então ,
F ( n.) + n f ( - )  F (m ) = F(m) + m f ( - )  F(n) 
n m
' => F C n 3 f m f (  — ) - 1 1 = F(m) f n f  (-) - 1 1 
L m J L n J
F ( n ) F ( m )
----- r------  = ---— ------- = B constante
n f í —  3 - 1 m f(-) - 1
n m
=> F ( n ] = B [n f(-i] - l ]  que 5 (3).
Lema 2.4.4:
A função f no axioma (E3) satisfaz: 
f (p q ) = f(p) . f (q ], V p ,q e [ 0, l] números reais
P r o v a :
Do axioma (E3) podemos escrever:
m+n-1 1 2 k-1 1 2 m k+1 k+2
Pl'P2' ‘ ‘ ‘ ' P k - 1 ' P r P2'---'Pm' P k+l'P k+
IT ( w , w , . . . , w  ; p , p , . . . , p ) +
n 1 2 n 1 2 n
f P 1
f ( p . ) I ( W ’ W ' ... ,V1 ' ; --k m 1 2  m p
K
onde
p ’ w ’ + p ’ w ’ + . . . + p ' w ’• 
1 1 2  2 m m
; p, = p ’+pi+...+p’ > 0, k = 1p, ' Hk H1 H2 ••• k
f
=> I , (w_,,w ,...,w, W W W ' , W , Wm+n - 1  1 2 k - 1 1 2 m k+1 n
-c f _ P \
1 n [ W1 ' W2 .............Wní P L' P 2 " “ ' P n ) + f í p k ) L ’ 7T
k k
□ f
f  C— ) I  , ( w ’ w ’ . . . , w ' ;  — , -rí  P , m - 1 2 3 m p  p
P4 PÓ P.m .
onde
P2W 2+P3W 3+ -
■ p ' w ' 
m m
P 2
Similarmente,
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f , 
i  ( w ,  ,  w , . . . ,  w  , , w , w  , . . . , w , w  ,. . . , w  ;
r n+n- l  l  2 k - 1 1 2 rn K + l  n
pl ' p2.........pk - l 'pi ,p2.......... p; ' pk . l .......... pn’
* C l lul - ”2.........“ k - l ' " í ' ” - ' V l .......... P1’ P2..................... pk - 1 ' P í ' p'
- f  P2 P 3p. , .... p ) + f(p) I (w’ w’ . . . , w ’ ; --, --— )H k + 1 n m- 1 2 3  m -
P P  P
onde
p ’w ’+p 'w ;+...+p ’w '
2 2 3 3  m m  - , , .  ^ nw = -------------- — --- ; P = pl + P;+ . . .+  p, > 0.
z 3 m
P
Mas , por (E3) :
I n+l^w l ,w2 ....." k -1 -“ í ’" ’“ k*l..... W n ' P 1 ’P 2 ..... * - 1 /  » i ’» ’»».!
p ) = 1^ ( w,  ,W„, . . . ,W, , , W , , W , W
n n 1 2  K - 1  k k + 1 n
f  - p i  P
p r pr  ...,pk_i,pk ,pk+i,...jpn) + f(pk) I2 (w i ,w; —  , — )
K K
onde
p ’ w ’ + p w
“ k ■ — J—  ; pk ' pi ‘ p > 0
k
Portanto,
I  , ( w , , w  , w ’ w ’ . . . , w ' , w , . . . , w .
m+ n - 1  1 2 K - l  1 2  m k + l  n
P 1 ' P2.........Pk- l ’ Pi ’ P2.......... p; - pk . l .......... Pn>
f  f  - P 1
I (wn,w,...,w ; P n , P P ) + f ( P. ) I „ ( W ' W ,--, ] +n 1 2 n 1 2  n k 2 1  p p
K K
■f p ? p q P m
+ f ( p )  I  n ( w i  . . . , w ' ; — , — ............. —  ) ( 7 )
m - 1 2 3  m - -
P P  P
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onde
p ’ w ' + p ’ w ' p ' w ’
2 2  3 3  m m  - , , , nw = ------------------------- ; p = p ’ +p ’ +. . . +p'  > 0
2 3 m
Pis P 2 W 2
p ’ w '
m m
p k = p-  + p = P i  + p - + p - + . . . + p.  > 0
Comparando (6) e (7):
f ( p )  = f i p j  . f  C—S— ) 
K p k
ou
f ( p ,  —  ) = f t p ,  ) . f ( ——  ) 
K Pk k pk
fazendo
p = p. q
t e m o s :
f ( p . q )  = f ( p ) . f ( q ] , p a r a  t o d o s  p . q  e [  Q , 1 ]
Prova (do Teorema 2.4.1) :
rk n
S e j a p = —  ; k = l,2,...,n ; L r = m
K m k=i *
r e m inteiros positivos.
Colocando, no Lema 2.4.2, m, = r , obtemos:k k
'f
I  ( w , , , w w , , , w , , w ...........wr  + r  +. . . + r  1 1 '  1 2 '  l r  ' ’ n i  n 2 .............  n r1 2 n 1 n
P 1 1 ’ P 1 2 .............p 1 r  ...............p n 1 ' p n 2 ............... p „ r  1
1 n
C . Q . D . »
5 5
f  ,I  ( W W .
m 11 12
, w 1 r . , w , wn 1 n 2
, w
n r
I I  I  I I  I)
r n v e z e s  r  v e z e s1 n
f
ï  ( W , W J . . . , W  ; P , i P j . . . j Pn 1 2 n 1 2  n
o n d e
1 1 1— w • + — w _ + . . . + —- w rm k l  m k2 m k r ^  ]_ i  1 _ k
k p, ' ‘ k m m ' ’ ’ m mk
=> w =k r
n
Z w 
• -, KJ J  = 1
k
P o r t a n t o ,
_p -Ç
I  (w , , W ; P, ,p„, . . . ,D ] = I 1 (w ,W , . . . ,W , . . .  ,n 1 2 n 1 2 n m 11 12 l r  nl
. . . , w ;
n r n
1 ] n f  1 1  1- , ---- - )  - Z f ( p  J  I  (W,  ,W.  0 ............ W. - ± - , . . . , - ± - )m m k r , k l k 2  kr ,  r  r . r.k = 1 k k k k  k
■Pn1
n
Z w ,
I 1 Ik = 1 k F ( m '
I  f t p  ) 
k = l  K
n
Z w , 
j  =_1 Kj F ( r  ) 
k
,wn ; Pl,p2 ,. . . , p  ] = Z w , p , F ( m)  
k =l  R k
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E w  f l p  J F t r  ) .  ( 8 )
k =l  R K K
(l9) Se f(p. ) = p, , pelo Lema 2.4.3 K K
í: ( m)  = A l o g  m.
E n t ã o ,
_P n n
I t w  w ...........w . p p . . , p ) = Z w p . A l o g m  - £ w p A l o g r
n 1 2 n 1 2  n , k k . . k k kk = 1 k = 1
£ w p  A l o g m  - £ w p A l o g  ( p m) , , K k . . K K Kk = 1 k = i
E Wk P k A l 0 g  m ” E Wk P k A l 0 g  m ~ Z WK P k A l o g  P k k = 1 k = 1 k = 1
n
= - A E w p l o g  p 
k = i
Como no 29 membro nao existe f, isto ê; não depende de f:
V W1 ' W? ...............w n ; p i j p 2 j . . . , p n ) = - A E w K p k l o g p k ( 9 )
k = 1
Pelo axioma (E4):
1 , , T f  , 1 1 .
2 (W1 + W 2 = 2 (W! 'W 2 : 2' 2
Aw l  l o g  - A w  ^ . -i- l o g  J  (por (9))
’^ l' w i + w 2  ^ = y ^ ( w ^ l o g 2  + l o g  2)
1  A (W1 + w2
A = 1 .
S 7
P o rtanto,
l ‘ (w , W . . , W ; p , p  ) = - E w P l o g  P
n 1 2 n 1 l n , , k k  Kk = 1
que ê entropia pesada.
(29) Se f ( P ^   ^ P|^ ' então, pelo Lema 2.4.3
F(m) = B f  m f  (— j - 1 1L m 1
Substituindo em (8):
Xn lur u 2 ............." n  ’ P 1 ' P 2 .............. P n
E w p  B [ m f ( i )  - 1 ]  - E w R f ( p k l B [ r k f ( ^ )  - l ]
k = 1 k = 1 k
n - 1 1
E w [ p . m f  (— ) - p - r  f í p . í  f í -5 + f  ( p . ) ], , k L k m k k k r . kk = 1 k
B I  « k [p m f ( i )  - p - p m f l p J . f l j i - )  * f ( P k l ]
k = 1 k
B E „  [p - p k - p k m f ( J i )  .  f ( p  ) ]
k = 1 K K
n
= B E w k [f(pk ) - p R ] (10)
 ^  ^ o n d e  f ( p  ) / p
k k
Pelo axioma (E4):
B { w x [ f (|) - J + w 2 [ -f (~) - I  ] } (por (10) )
{ (wx + w^) ^ 1
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==> [w + w 1 = (w +w ) B [ f (  —) -
-  f  - B |> (2) - - ]
=> B [  2 f  ( - )  - 1 ]  = 1
B = [  2 f  (-i )  - l ]
Portanto
In lwl-u 2 - " - - ’V  P]'P2 .....Pn’
■ t2f (5> ; ' y 1 - “ k f f(pk ’ - PJ  • f ípk> " Pk
onde f satisfaz
f ( p q )  = f ( p ) . f ( q )  , p , q  [ o ,  l ]  ( 1 1 )
A solução geral estritamente monotômica de (11) (referência: 
Aczél e Daroczy - Corolário 0.3.3 5 - p. 14) ê
fíp) = p^, M  0, M  1 e para todo p e [ o ,  l] .
Portanto,
lfntul'u2.........V  P1'P2..........Pn’ ‘ l-2íÍ,B - “ k(pk ■ pk>
k = 1
r=> I  LW W , . . . , W  ; p , p , . . . , p ,n 1 2  n H 1 2  ' n
,1 - 8 , , -1 " , B
2 ~i:i WLV Wk k " pkk = 1
para 6 > 0, 3 / 1
a qual é a entropia pesada de grau 3-
C . Q . D
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