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1. IN~~DUCTI~N 
In this paper we extend the applicability of the entropy rate admissibility 
criterion proposed by Dafermos [ 1,2] to the Riemann problem of a van 
der Waals fluid for the nonisothermal case. The applicability of this 
criterion to the isothermal case of the above fluid has been discussed in an 
earlier paper [3]. 
The above criterion was originally proposed for hyperbolic systems of 
conservation laws of the form 
w, +f(w), = 0. (1.1) 
It is well known that in general the weak solutions (bounded measurable 
functions which satisfy (1.1) in the sense of distributions) are not unique. In 
order to select a physically relevant solution, various admissibility criteria 
have been proposed. The entropy rate admissibility criterion, one of these 
criteria, roughly says that for the admissible solution, the entropy decreases 
with the highest rate. In other words, a solution w(x, t) will be called 
admissible if there is no solution W(x, t) with the property that for some 
7 E [0, T], w(x, t) = W(x, t) on (-co, co) x [0,7] and D, H,(7) < 
D, H,(7), where q(w) is a strictly convex entropy and 
~w(7) = Jm v(wtx, ))dt. -cc (1.2) 
A mathematical interest of the Riemann problem for a van der Waals 
fluid is that the system we will treat is of hyperbolic-elliptic mixed type. For 
this type of nonhyperbolic system, a physically motivated criterion has 
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been proposed by Slemrod [4, 51. His argument is based on the capillarity 
effect of fluids, which is an extension of the work of Serrin [6]. 
We shall show that the entropy rate admissibility criterion is applicable 
to the Riemann problem of the above nonhyperbolic system. Specifically, 
we apply this criterion to a small class of solutions consisting of a 
backward wave, a forward wave, a contact discontinuity, and a phase 
boundary, but not to all possible solutions. We should notice that this 
criterion is applied in a limited sense. 
This paper consists of live sections. In Section 2, we discuss the nature of 
a van der Waals fluid and the main assumptions of the system we treat. In 
Section 3, we formulate the Riemann problem and then describe briefly the 
elementary waves which arise in the problem, namely, rarefaction waves, 
shocks, contact discontinuities and phase boundaries. We show, in Sec- 
tion 4, that there exists a one-parameter family of solutions to the Riemann 
problem in consideration. Then, we show that the consequence of the 
entropy rate admissibility criterion agrees with the result of classical ther- 
modynamics. Namely, we compute the first and second derivatives of the 
entropy rate with respect o the parameter to see that the stationary phase 
boundary is admissible if the physical entropies on the left and on the right 
of the phase boundary at t=O are equal and is not admissible if they are 
not equal. In Section 5, in order to enforce the applicability of the entropy 
rate admissibility criterion, we show an example of nontrivial solution 
which minimizes the entropy rate locally among the solutions assumed in 
Section 3. 
2. VAN DER WAALS FLUID 
We consider the system of a one-dimensional fluid flow given by 
u,+p,=o, 
u, - 24, = 0, (2.1) 
Et + (PU), = 0, 
where u, v, E, and p are the velocity, the specific volume, the total energy, 
and the pressure of the fluid. Here the total energy is given by E = $u’ + e, 
where e is the internal energy. This system expresses the nonisothermal 
flow of an inviscid and compressible fluid in Lagrangian coordinates. 
Unlike the ideal gas in which the pressure is given by p = RO/v, we assume 
that the constitutive relation is similar to that of a van der Waals fluid, 
namely, 
p2L~ 
v-b v2’ (2.2) 
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FIG. 1. Isotherms for different values of 0. 
where R, a, and b are positive constants and 13 is the temperature. In Fig. 1 
we sketch a few isotherms of (2.2) for different values of 8. If the tem- 
perature is below the critical temperature 19, = 8u/27bR, the isotherm has 
the following features: 
6) PAU, &J < 0 on (6 a) u (A co), 
(ii) PAU, 64 > 0 on (a, PI, (2.3) 
(iii) pAa, 4) = p,(P, &J = 0. 
The domain (6, a) is called the a-phase (the liquid phase) and the domain 
(fi, co) is called the b-phase (the vapor phase). The domain (a, /I) is 
assumed to be unstable and is referred to as the spinodal region. 
Although we have employed u and 13 as the state variables for the 
pressure, in thermodynamics it is assumed that the pressure can be 
expressed also as a function of (u, e) or (u, s), namely, 
P = P(U, 0) = P(U, 4 = P(U, 4. (2.4) 
In what follows, we mainly use (u, e) or (u, S) as the state variables for the 
pressure. In these cases we assume that 
PAU, e) > 0, Ps(U, 3) ’ 0 (2.5) 
hold even in the nonhyperbolic region. Another important relation is 
du, s) = -PPAu, e) + PAU, e), (2.6) 
which can be obtained from the thermodynamic relation 
de= -pdu+Ods. (2.7) 
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Hereafter, we denote PAU, s), P,(u, e), PAU, ~1, and PJU, e) by P”, P,, P,, 
and pe, respectively. 
Use of (2.6) shows that the characteristic speeds for the system (2.1) can 
be expressed as 
4 = -Jx AZ = 0, n,=&E. (2.8) 
Or if we use (u, 19) as the state variables, 
i n:, n: = -p”(u, 0) + $, A,=O. 
We assume that there is a region of u and s in which p”(u, S) is positive, so 
that the system becomes nonhyperbolic. As the relation e, > 0 is a 
physically relevant assumption, we see, from (2.8) and (2.9), that the 
existence of the region where pv > 0 guarantees t,he existence of the 
spinodal region. This conversely implies that outside the spinodal region pu 
must be negative. 
3. THE RIEMANN PROBLEM AND ELEMENTARY WAVES 
We consider the Riemann problem for system (2.1). The Riemann 
problem is a special initial value problem in which the initial condition is 
given by 
wT= (u, u, e)(x, 0) = 
i 
(~0, uoy e0h x < 0, 
(uly ul, elh x > 0, 
(3.1) 
where the right-hand sides are constants. In this paper we furthermore 
require that 
(i) u. is in the a-phase and vi is in the b-phase, 
(ii) po=p1,uo=z41. (3.2) 
contact t phase 
backward 
wave 
b,. v,. e,) -1 forward 
FIG. 2. A possible solution configuration. 
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phase 
FIG. 3. A possible solution configuration. 
Therefore, the phase change takes place at x = 0 in the initial data. In this 
case we assume that the solution consists of four different types of elemen- 
tary waves, namely, a rarefaction wave, a shock, a contact discontinuity, 
and a phase boundary and is given as Fig. 2 or Fig. 3. In these figures a 
wave means either a rarefaction wave or a shock and a forward 
(backward) wave means a wave with a positive (negative) speed. We 
should notice that the phase boundary and the contact discontinuity may 
coalesce (Fig. 4). 
Remark 3.1. As it is easier to use (u, u, e) in order to obtain the differen- 
tial equation (3.9) and (3.10) from the Rankine-Hugoniot condition, and it 
is necessary to use the internal energy in our discussion, we employ (a, u, e) 
as the state variables. 
It is now in order to explain the four types of waves briefly: 
(a) Rarefaction wave: This is a continuous solution w(t), 5 =x/t, of 
(2.1). The set of w = (u, u, e)’ forms a one-parameter family of states which 
can be connected to (u,, uO, eo) on the right by a rarefaction wave. This set 
satisfies the differential equation 
dw 
zcrk (k = B, F), 
t 
, phase 
boundary 
b,. vo, e,) 
= (u L, ub q-1 
b.q. q. el) 
= (uR, vR. e,) 
FIG. 4. A possible solution configuration. 
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where rk (k = B, F) are the right eigenvectors of the Jacobian of f(w) which 
are given by 
(3.4) 
Here, we use the normalization so that 5 = u- z+,. The integral curves 
R(w,) of (3.2) are called rarefaction curves. The subscript k = B (k = F) 
corresponds to a backward (forward) rarefaction curve. It is obvious that 
rarefaction curves are defined in the hyperbolic region. 
A smooth function of (u, u, e) is called a k-Riemann invariant if it is con- 
stant along an R, curve. It is well known that for n-conservation laws there 
exist, at least locally, n - 1 linearly independent k-Riemann invariants for 
each k. For system (2.1) they are given by 
k=B: sandu-r&, 
(3.5) 
k=F: sandu+rG. 
(b) Shock: A shock is a jump discontinuity across which the 
Rankine-Hugoniot condition is satisfied. The condition is given by 
4u-uo)=P-P,, 
o(u - ug) = -(u - z&J, (3.6) 
d~-~o)=P~-po~o, 
where d is the speed of propagation of the jump discontinuity and (u, v, e) 
and (uo, oo, e,) are the states on the right and on the left of jump discon- 
tinuity, respectively. Combining (3.6a) and (3.6b), we find that 
(u - UOMP - PO) = -(u - uo1*. (3.7) 
The third equation in (3.6) can be rewritten equivalently as 
e - e, = -f( p + po)(o - uo). (3.8) 
As in the rarefaction waves, the set of w = (u, v, e)’ forms a one-parameter 
family of states which can be connected to (u,, uo, eo) on the right by a 
shock. This set is called a shock curve. Following Liu [7], if we differen- 
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tiate (3.6) with respect o the parameter t( = u - u,), we obtain the differen- 
tial equation 
dw 
z=h” (k = B, I-9, 
where 
and 
OF= -fJB= J P-P0 --. v - 00 
It is well known that the entropy increases across a shock and that the 
change of entropy is of the third order in the parameter change, namely, 
s-so=O(~‘). 
(c) Contact discontinuity: This is another type of jump discontinuity 
across which the relation 
P=Pov 24 = uo, o=o (3.12) 
is satisfied. It is easy to see that if we set rr = 0 in the Rankine-Hugoniot 
condition, we can obtain the above relation. 
(d) Phase boundary: This is, also, a jump discontinuity across which 
the Rankine-Hugoniot condition is satisfied. The main difference between a 
shock and a phase boundary is that the phase change takes place across a 
phase boundary, but on the other hand, the phase is the same across a 
shock. We can define a phase boundary curve in the analogous manner as 
the shock curve. Nevertheless, since v and v. are in the different phases, the 
phase boundary curve for a given (u,, vo, eo) will not pass through this 
point. 
4. COMPARISON OF THE ENTROPY RATE 
For system (2.1) the entropy rate D + H(r) is given by 
D+ff(z)= 1 dz)(s+ -s-l, 
jump 
discontinuities 
(4.1) 
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where a(r) is the speed of propagation of each jump discontinuity, and s, 
and S- are the entropy on the right and on the left of a jump discontinuity, 
respectively; see Hsiao [H] and Hattori [9]. As D, H does not depend on 
r in the Riemann problem, we use @ for the entropy rate of the system 
(2.1) and use the subscript to denote the entropy rate for each jump discon- 
tinuity (for example, G$ means the entropy rate for the backward shock). 
In this section we show that the solution configurations in Figs. 2, 3, and 4 
form a one-parameter family of olutions. Namely, the solution types in 
Figs. 2 or 3 will emerge from the solution coniguration in Fig. 4 as we 
change the parameter. We then show that the derivatives of the entropy 
rate with respect to the parameter for the solution configuration in Fig. 4 
have different slopes depending on the initial data. We shall distinguish two 
cases: 
(0 so>sl or sOcsl, 
(ii) SO=Sl, 
where s = so for x < 0 and s = S, for x > 0 are the entropy at t = 0. In either 
case the set of (u,, uL, eL) forms a one-parameter family of states which 
can be connected to (u,, uo, e,). We denote the parameter by tL 
( = uL - uo). In the same manner, the set of (uR, uR, eR) forms a one- 
parameter family of states which can be connected to (ui, vi, ei). We 
denote the parameter by tR ( =uR - ui). Hence, 
(4.2) 
Remark 4.1. As we will see later in this section, rR will be a function of 
tL. Also, if we increase lL from zero, then the solution configuration of 
Fig. 2 type, namely, the solution which has the forward phase boundary, 
will emerge from the solution configuration of Fig. 4. On the other hand, if 
we decrease rL from zero, then the solution configuration of Fig. 3 type, 
namely, the solution which has the backward phase boundary, will emerge 
from the solution configuration of Fig. 4. 
Remark 4.2. Whether or not physically we have cases (i) and (ii) is an 
interesting question. If we use the van der Waals state equation given by 
(2.2) and assume that the entropy and the internal energy are given, respec- 
tively, by 
s=Rln(u-b)+C,lnti+C,, 
e = C,B - a/u + constant, 
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then the pressure is given by 
R exp(s/C, - 1) u -- 
p(u9s)= (v--)‘+R/C” u2 
(see [S, lo] for the detailed discussion). Since C, is greater than R, it is 
easy to see that if the entropy is a small constant s,, then p(o, s,) has essen- 
tially the same features as (2.3). Therefore, in this case we can satisfy all the 
requirements for the initial data, for example, u0 = ui, p0 = pi, and s0 = s, , 
etc., by choosing appropriate initial data. It should also be remarked that 
we treat the case where the entropy is close to s, so that v, is greater 
than uO. 
Now, we begin the discussion with the case (i). 
(0 s,>s, or sO<s,. 
First, we treat the case where we have the forward phase boundary 
(Fig. 2). In this case, as the state (u,, u,, e,) is connected to (a,, uR, eR) 
by the forward phase boundary, from the Rankine-Hugoniot condition we 
have the relation 
(UR(5R) - hAPR(SR) - PL(rL)) + (UR(tR) - ULKLN2 =Q 
eR(tR) -em + t(PR(SR) + P~(S~))(U~(~~) - u,) = 0, 
P~(u,, em) - pL(tL) = 0. 
(4.3) 
By the implicit function theorem, it is easy to show that tR, u,, and e, are 
expressed as functions of tL near tL = 0. In what follows, we use . for the 
derivatives with respect to the parameter lL and use ’ for the derivatives 
with respect o each parameter. For example, 
etc. Using the original Rankine-Hugoniot condition, we have 
~FJ~R--U,)=PR-Pm, 
fJP(UR -cl) = 4UR - GA 
eR-e,=-f(PR+Pm)(UR-u,), 
Pm = PLY U,=UL. 
(4.4) 
Differentiating (4.4) with respect to gL regarding lR, u,, and e, as 
functions of tL, we obtain 
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~‘p(ult - UL) + 4, - 1) = P&t - PLY 
&p(u, - II,) = 1 - g, - Op(U& - ti,), 
e;ltR-k= -t(~kti~+pt)(b-hJ 
- i(PR + PdCGt - 6nh 
d, = jip, + pT@, = p;, 
(4.5) 
where p; is the derivative of pm with respect to e, etc. 
Eliminating fiP from (4Sa) and (4.5b) and, also, eliminating e,,, from 
(4%) and (4.5d), we find that 
4 ( - 20, + pk - act&) &?I 
{P::-tPzYPR+Pdl { )( ) p~ek+fp~(u~-u,)p;,+~p~(p~+p~)uk} by 
( P; - 20, = Ptu -4P3Q-~m)~ 1 . (4.6) 
Denote as Di the determinant of the matrix on the left-hand side of (4.6). It 
is easy to see that D1 is not zero at rL = 0 (aP = 0). 
Now, we compute the derivatives of the entropy rate with respect o tL. 
The entropy rate of a backward shock, a forward shock, and a phase boun- 
dary are given, respectively, by 
(4.7) 
Therefore, for example, if there are a backward rarefaction wave and a 
forward shock in the solution, the entropy rate is C? = or + QF. As 
sL - s0 = O(r:) and s1 - sR = O(ti) = 0(53,), the slope of QP will determine 
the slope of the entropy rate @ at tr, =O. The differentiation of aP with 
respect o <r and use of (4.5b) imply 
dip= {(l-~R)-ap(ljR-ti,)) (e)+o,(i,--i,). (4.8) 
m 
From (4.6) we see 
L= PLA + O(a,) 
PXA + o(a,)’ 
(4.9) 
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where A = ~7; - &pr(p, + pL). As gP = 0 at tL = 0 (because p0 = pL = pm = 
pr=pl at lL=O), 
(4.10) 
for all the cases (there are two types of backward waves and two types of 
forward waves). From (4.5) and (4.6) 
~P=wtL), ti,=O(l). 
Also, from the relation 
(4.11) 
we can easily see that 
&=0(l). 
Hence, if sR # s,; the term (1 - [,) determines the sign of 4 at tL = 0, 
namely, 
@,,>O at tL=O if sl=sR>s,=sL=sO at tL=O, 
d,,<O 
(4.12) 
at ijL=o if s&s, at tr=O. 
In order to know whether rL is positive or negative, we use (4.4b). As we 
have the forward phase boundary, the left-hand side of (4.4b) is positive. 
This means that uR < u, should hold. Using the relation 
u,=uR=u,=uL=ug at tr=O, u,=q, 
~R=UR-UIT tL=uL-% 
we see that 
%I -UR=(#L-U~)-(UR-U1)=~L-~R~O. 
As rR has the opposite sign to tL from (4.10), we conclude that tL should 
increase for the forward phase boundary. 
Next, we discuss the case where we have the backward phase boundary 
(Fig. 3). The Rankine-Hugoniot condition reads 
flP(%n-d=Pm-PL, 
~P(% - UL) = -(% - UL), 
em -eL= -~(P,+P~(u,--~), 
Pm=PR, %,,=uR. 
(4.13) 
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The differentiation of (4.13) with respect o tL implies 
6 (20, - Pk) 
m-IPzYPR+PL)l -Pk(l +IPPbn-uLN 
( -p;. + 20, + o;u;. = ) -p:et+4p:pL(u,-uL)-tpZYpR+~L)uL ’ (4.14) 
Denote the determinant of the matrix on the left-hand side as D2. As in the 
case of the forward phase boundary, the slope of the entropy rate is deter- 
mined by &, which is given by 
& = 6.p(s, - SJ + a,@, - S,) 
sm--sL 
= {(1-~,bQ4L-~,)~ v 
( ) 
+ a,(.?, - S,). (4.15) 
m L 
Since s,=s,#s, at rL=O and 
(4.16) 
the term (1 - [,), which is positive, determines the slope of &. The 
relation we have is 
b,>O at t;L=o ifS1=SR=S,>SL=&, at tL=O, 
&.-CO 
(4.17) 
at tL=O if s,<sL at tL=O. 
Using the analogous argument as in the case of the forward phase boun- 
dary, we can show, from (4.13b), that tL is negative if we have the 
backward phase boundary. 
Now, we summarize what we have discussed in the case where s0 # sl. 
Near tL = 0, we have 
@(rL) = W) + WWL + ml;). 
Also, Q(O) =O, 4(O) = 4,(O). From (4.12) and (4.17) we see that if 
s1 >sO, b(O) >O, and if s1 cs,,, @j(O) c 0. Therefore, we obtain the 
following 
THEOREM 4.1. Suppose that there exists a one-parameter family of 
solutions of the form in Fig. 2, 3, or 4 for the Riemann problem with (3.2). If 
s1 > sO, the derivative of the entropy rate &(rL) is positive at rL = 0. On the 
other hand, if s1 < sO, &(r,) is negatiue at tL = 0. In these cases, the solution 
50516512.3 
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of the form in Fig. 4 (the stationary phase boundary) will not be observed, 
since it does not minimize @. 
The case where si = s0 is delicate. In this case, &r(<=), the derivative of 
the entropy rate, becomes zero at rL = 0. To see if @ attains a relative 
minimum at CL = 0, we compute the second derivatives of QP with respect 
to tL for both cases (Figs. 2 and 3) and see if they are positive near tL = 0 
(@B = @F = WQ). 
First, we consider the case where we have the forward phase boundary. 
The second derivative of @r is given by 
&p = Cp(s, -s,) + 2dp(S, -S,) - op& -S,). 
Since sR = s, and op = 0 at rL = 0 and ii,, s’,, and s’, are 0( 1 ), the sign of 
dp(gR--im) will determine the sign of &. From (4.8), ep is positive at 
rL=O. From (4.11) 
The relation (3.10) implies S, is zero at CL = 0. To see the sign of S,, we 
substitute d, in (4.6) into (4.11). Then, 
P~&&=O’$ C-PtPk{P::-fP~(PR+PL)} 
1 
-p::p~{p~ek+p~(vR-v,)pk+tp~(pR+pL)vk-pk} 
+ wJP)llSL’O 
(4.18) 
To obtain this, we used the relations 
PR=PL at gL=O, 
P”= -PP,+P”, (4.19) 
ekIrL=O=- j$$ vkIi;‘=o= -- J% 
Since D,, pf’, pz, pi, and (vi - vO) are positive and p: and p& are negative, 
i, is negative at rL = 0. Therefore, & has positive sign at rL = 0. 
Next, we discuss the case where we have the backward phase boundary. 
In this case, the second derivative of ap is given by 
6, = ii&R -s,) + 2&&R -i,) + f,,(s’R -s’,). 
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As before, the sign of d& - S,) determines the sign of & at [r = 0. From 
(4.15), 6x is positive at [,=O. Using (3.10) and the relation 
dL = pi = pkd, + p,Ld, = p,“v;. + p,Ls’,, 
we see SL = 0 at tL = 0. To find out the sign of S,, we use (4.14) and the 
relation 
Then, 
= -+ Pt P: P; b(v1- v0). 
2 
The similar relations to (4.19) have been used to derive the above relation. 
As p;, pa, pk, and (v, -II,,) are positive and D,, pt, and pb are negative, 
i,,, is positive at CL = 0. Therefore, d is positive at t, = 0. 
Now, we summarize what we have discussed in the case where sO=sl. 
Near tL = 0, we have 
@((,) = O(O) + dqO)& + &&O) <t + o(g). 
Also, C?(O) =O, &O)=&(O) = 0. As 6(O) is positive from the above 
argument, we have the following 
THEOREM 4.2. Suppose that there exists a one-parameter family of 
solutions of the form in Fig. 2, 3, or 4 for the Riemann problem with (3.2). If 
s,, =s,, the entropy rate @(t,J attains a relative minimum at tL =O. In this 
case the stationary phase boundary (Fig. 4) will be observed. 
5. AN EXAMPLEOF NONTRIVIAL SOLUTION 
Theorems 4.1 and 4.2 agree with the results in the classical ther- 
modynamics. Namely, in an isolated system the entropy of the final state 
can never be less than of the initial state. Therefore, to enforce the 
applicability of the entropy rate admissibility criterion, it is desirable to 
show that, in the case where s0 # s1 , there exists a nontrivial solution which 
minimizes the entropy rate among the solutions assumed in Figs. 2 and 3 
[12]. For this purpose, we impose additional assumptions: 
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(I’- 1) along shock curves the entropy s increases, 
(I’-- 2) pJu, s) is positive in the regions containing (u,, sO) and 
(4, s1)- 
The first assumption is physically accepted and also a consequence of Liu’s 
extended entropy condition [7] (or Lax’s entropy condition [ 111). The 
second assumption is equivalent to the condition of genuine nonlinearity 
c7, 111. 
First, we discuss how the sign of &,, in (4.8) and (4.15) changes as a 
function of tL. 
LEMMA 5.1. Assume that (V- 1) holds. Then, if s1 <s,, and they are 
close, d’p in (4.8) changes the sign from negative to positive as tL increases 
from zero. Zf s, > sO and they are close, d’p in (4.15) changes sign from 
positive to negative as tL decreases from zero. 
ProoJ: Consider the case where s1 <so. In this case we note that <r 
increases from zero and <, is negative at CL=0 (from (4.10)). Therefore, 
there is an interval of rL in which tR decreases as tL increases. This inter- 
val depends on the value of s,. Denote by [0, ti] the smallest interval of 
tt, on which CR decreases for s1 E [so-s, so], where E is a small positive 
constant. 
Next, we see how @r in (4.8) changes sign as lL increases from zero. 
Notice that, near CL = 0, (sR - s,) in (4.8) can be written in the following 
way: 
SR(5L) - sm(5,) = SI -so + MO) - kn(o))r, + a;), 
hd5L) - kn(5L) = MO) -S,(O)) + W5L). 
(5.1) 
Let us examine the signs of S,(O) and S,(O), starting from S,(O). If the 
forward wave is a rarefaction wave, it is obvious that S,(O) =O. If the 
forward wave is a shock, as sR = 0((i)= O(tL), iR(0) =O. Now, we 
examine the sign of S,(O). By (4.18), S,(O) is given by 
L(O)=$ {-P::P~PtPk(v,-v,)}15L=O= -P:Pb(VI--o). 
1 
As has been discussed in Remark 4.2, we treat the case where vi is greater 
than vo. In this case, i,(O) ~0. Therefore, if s1 is sufficiently close to so, 
there exists the value of tL( >O) such that sR = s,, S, > d,, and rL E (0, ri]. 
Denote by eL the above value of <r. Since at rL = [, 
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(4.4b) implies that cP is positive. Therefore, from (4.8), 6, is positive at 
tL = tL. On the other hand, from (4.12b), C& is negative at tL = 0. Hence, 
if s1 < s0 and they are close, &, changes sign from negative to positive as 
lL increases. The case where s, > s0 is proved in a similar manner. Q.E.D. 
Next, we discuss a consequence of assumption (V- 2). If we differentiate 
the Rankine-Hugoniot condition for the backward shock with respect to 
tL ( = u - u,), we see 
ct(u - 240) + 0 = P”li + p,s, 
qo-&J+ati= -1. 
Eliminating 6 and using (3.10), we obtain 
p,s = P,(U - %)(a* + P”) 
P”-a*+ Pe(P-Po)’ 
Set B = g2 + p,. Then, using s - s,, = O(lL) and l’H8pital’s rule, we find 
lim B= 0, lim 8= Ip,,d. 
h+O CL+0 
As d = -l/G at tL = 0, the entropy decreases as a function of tL along 
the forward shock curve at lL = 0. Therefore, by means of (V- 1) and 
(V-2), state (u,, uL, eL) is joined to (u,, uo, e,), on the right, by a 
backward shock if uL < u. and by a backward rarefaction wave if uL > uo. 
Similarly, state ( uR, uR, eR) is joined to (u,, ul, el) by a forward shock if 
uR > u1 and by a forward rarefaction wave if uR < ul. See [7] for the 
details. 
Now, as an example, consider case (i) in Section 4, namely, u. = ul, 
po= pl, and so>sl. In this case we have the following 
THEOREM 5.1. Assume that (V- 1) and (V-2) hold. Then, if uo= ul, 
p. = p,, and so > s1 and they are close, there is a nontriuial solution of the 
form in Fig. 2 for which the entropy rate @ is locally minimized. 
Proof. As s,>s,, from (4.12) and (4.17) we see that & is negative at 
tL = 0. As aiF and &, are zero at tL =0, the entropy rate @ has smaller 
value when tL >O. In this case, as was observed, (uo, uo, eo) is joined to 
(ULP ULT eL) by the backward rarefaction wave, and (u,, uR, eR) is joined to 
( ul, ul, el) by the forward rarefaction wave. Therefore, C? = C& and 
Lemma 4.1 implies that there is a local minimum of @ when rL > 0. In this 
case the phase boundary moves forward. Q.E.D. 
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