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iAbstract
Shape spaces can be used to facilitate shape manipulation, such as synthesis, cate-
gorization, retrieval, and transformation of geometric shapes. However, the existing
works in shape space manipulation have challenges in topology changes handling
and efficiency.
This thesis develops the space of shapes bounded by the skin, which is defined
by Edelsbrunner et al. We concentrate on a subspace of such shape space, that is,
the affine hull of a set of reference shapes. We find that the shapes in such affine hull
share a finite number of Voronoi complexes. Furthermore, these common Voronoi
complexes can be computed with the Voronoi complexes of the reference shapes.
By reusing generated Voronoi complexes, we can compute arbitrary shapes in the
affine hull efficiently. Moreover, we can deal with shapes with different topologies
gracefully.
We design an algorithm to compute the common Voronoi complexes, and an
implementation is done in R3.
Keywords:
Shape Space, Skin, Shape Manipulation, Shape Tranformation.
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A shape space is an infinite collection of geometric shapes, and it allows us to do
shape interpolation as in the vector space. It has applications in the synthesis,
categorization, retrieval, and transformation of geometric shapes. However, the
existing works in shape space manipulation have challenges in topology changes
handling and efficiency. Our work attacks these problems, and provides a foundation
for more robust and efficient shape space manipulation.
Edelsbrunner et al. defined a framework of shape space by means of the linear
combination of a set of reference shapes bounded by skin. The skin is a compact
smooth manifold defined on weighted point sets and its Voronoi and Delaunay com-
plexes.
In this thesis, we investigate a subset of this shape space, namely, the affine
hull of the reference shapes. We find that all these shapes in the affine hull of the
reference shapes share finitely many Voronoi complexes. Furthermore, these Voronoi
complexes can be computed with the underlying complexes of the reference shapes
in satisfying speed.
Basing on this finding, we investigate the shapes in the affine hull of reference
shapes. We describe the Delaunay complexes and skin of these shapes in details.
Furthermore, we propose a way of shape transformation formally, in which the
viii
topology changes can be predicted and handled.
We present an output sensitive algorithm to construct the complexes of the
shapes in the affine hull. Since these Voronoi complexes can be reused, we can
compute an arbitrary shape in the affine hull of reference shapes without computing
the Voronoi complexes again. This makes it possible to use the shape space in shape
manipulation applications.
In R3, we implemented a system to compute the Voronoi complexes of shapes in
the affine hull. We described the data structure we used to store the intermediate
complexes. At last, we proposed an algorithm to convert an intermediate Delaunay
complex into a simplicial complex.
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There are an infinite variety of geometric shapes in the real world. Manipulat-
ing these shapes with the computer includes the synthesis, categorization, retrieval,
transformation etc. Shape manipulation plays an important role in many disciplines,
such as natural science, manufacturing industry, medical science and computer gen-
erated movies. For example, in the movie Terminator 2, a fantastic feature is the
computer generated animation of a liquid robot, which transforms among different
shapes fluently [Dun91].
The concept ‘shape space’ is used in the research of shape manipulation [AM99,
CE95,Ede96,ZC,CC02,Ale02]. Formally, we call a point set bounded by a compact
(d − 1)-manifold a geometric shape in Rd. A shape space is an infinite collection of
geometric shapes, and it allows us to do shape interpolation as in the vector space.
We can construct a shape space by means of the linear combination of shapes.




i=1 γisi with the coefficients, γi ∈ R. All the linear combinations of S form a
shape space.
With the shape space, we can interpolate geometric shapes with techniques sim-
ilar to the vector space, and consequently, facilitate shape manipulation. Rossignac
et al. [RK94] deemed the transformation between two polyhedra as a piece of Beizer
curve in the polyhedra space, and controlled the transformation by modifying the
Beizer curve with additional influencing shapes. Alexa et al. [MA00] constructed a
shape space with the key-frames of a piece of animation, such that they can com-
press the animation by principal component analysis on the generated shape space.
In [Ale02], they deemed all the possible results of the geometric transformations on a
shape as a shape space, where the geometric transformations include the translation,
rotation, scaling, and shearing. This way, they can achieve arbitrary appearances of
the shape by linear combinations of geometric transformations. Allen et al. [BA03]
constructed a shape space on 250 scanned human body shapes, such that they can
synthesize human body shapes, and morph between them.
These methods still have difficulties in either topology change handling or effi-
ciency. If the shapes are represented as mesh models, it may be hard to deal with
shapes with different topologies. If the concerned shapes are represented with im-
plicit surfaces, it may be very slow to compute and visualize arbitrary shapes in such
shape space in real time application. If the synthesized shapes can not be visualized
3interactively, the shape manipulation with shape space is not usable.
In this work, we would like to attack these problems with the shape space
of shapes bounded by skin defined by Edelsbrunner and Cheng [Ede99, CEF98],
namely, the skin shape space. The skin is a compact smooth manifold defined by a
weighted point set, and can be constructed on its underlying Voronoi and Delaunay
complexes. We employ this paradigm because of its applicability and good prop-
erty in triangulation. About the applicability, being homeomorphic to the union
of balls, shapes bounded by skins can be used to represent molecules and general
objects [Ede99,NK03,AK00]. About the triangulation, a skin surface can be trian-
gulated into a homeomorphic mesh with a good quality [Che02].
In this thesis, we provide a theoretical foundation for a subspace of such skin
shape space, namely, the affine hull of S. We prove that all the shapes in the affine
hull of S share only 2n−1 Voronoi complexes, with n = card(S). Thus, we can reuse
these Voronoi complexes when generating shapes in such affine hull. Furthermore,
these common Voronoi complexes can be built with the underlying structures of the
reference shapes efficiently. Therefore, it is reasonable to compute arbitrary shapes
in such affine hull in real time, as well as deal with topology changes gracefully. Our
work is applicable to any number of reference shapes in any dimensions.
41.1 Applications
In this section, we justify our study in two shape manipulation applications.
1.1.1 Shape Synthesis
Any shape in the shape space can be viewed as a mixture of the reference shapes.
The coefficients specifies the weights of the reference shapes in the mixture. This
offers an intuitive approach of synthesizing geometric shapes. Moreover, since our
solution is applicable for any dimension, the synthesis is not limited to geometric
shapes. For example, if we view colors or the electrostatic potential as additional
dimensions, we can synthesize physical objects with surface attributes. If we treat
time as an additional dimension, we can even synthesize motions.
1.1.2 Shape Transformation
A shape transformation is the process of one shape deforming into another smoothly.
Shape transformation has extensive applications in medical fields, simulations, and
computer generated movies. With our work, we can control the shape transforma-
tion by introducing additional reference shapes. See Figure 7.0.3 for an example of
transformation generated in our framework. We influence a transformation from a
shape of letter ‘X’ to a shape of letter ‘I’ with a shape of letter ‘O’. By assigning
certain positive coefficient to the shape ‘O’, we can make a hole in the center of the
deforming shape. On the contrary, if we assign negative coefficient to the shape ‘O’,
5we can make the deforming shape more compact. Figure 1.1.2 and Figure 1.1.3 are
two more examples.
An additional advantage is that we can predict when and where the topology of
the deforming shape changes, and handle it naturally. To our knowledge, although
there are some existing works on topology changes in shape transformation [DG96,
STO01], they can not predict the time and position of the topology changes.
1.2 Contribution
In this thesis, we develop the skin shape space defined by Edelsbrunner and Cheng.
We limit our study to the affine hull of S. We denote the linear combination of S
with
∑n
i=1 γi = 1 as the affine combination of S, namely, the intermediate shape.
All the intermediate shapes form the affine hull of S, namely, aff(S). We call
c = (γ1, γ2, . . . , γn) the coefficient vector. All the coefficient vectors of the interme-
diate shapes lie in a hyperplane, Γ ⊆ Rn, which passes through all the unit basis
vectors. These unit basis vectors actually represent the reference shapes in the shape
space. Furthermore, we parameterize shape transformation by a path connecting
the two corresponding coefficient vectors in Γ. See Figure 1.2.4 for an example of
the hyperplane when n = 3.
In Rd, we prove that different intermediate shapes have the same Voronoi com-





Figure 1.1.1: Three transformations for ‘X’ into ‘I’. The middle path represents the
direct transformation. The top sequence is mixing ‘O’ into the transformation. The
bottom sequence is avoiding ‘O’ in the transformation by the shape of ‘X’+‘I’−‘O’.
The concept is demonstrated in Figure (b). All these shapes are bounded by skin
manifold.
7Figure 1.1.2: The skin shape approximating a slug transforms into the skin shape
approximating a fish.
Figure 1.1.3: The skin shape approximating a fish transforms into the skin shape
approximating a turtle.
Figure 1.2.4: The hyperplane Γ when n = 3. The three points represent three
reference shapes in the shape space.
8of coefficients. This enables us to generate the intermediate shape by reusing gen-
erated Voronoi complex. Moreover, we can construct such complex by overlaying
the nearest-neighbor or furthest-neighbor Voronoi complexes of all the reference
shapes, which is much faster than generating it from the weighted point set of the
intermediate shape directly.
We investigate the Delaunay complex and skin of the intermediate shape, es-
pecially in the transformation of intermediate shapes. Then, we present an output
sensitive algorithm to construct the complexes of the intermediate shapes. Basing
on such algorithm, a system in 3D is implemented to compute the underlying com-
plexes of the intermediate shapes. The data structure for these complexes in such
system is introduced.
1.3 Organization
The remaining chapters of the thesis are organized as follows:
In Chapter 2, we introduce the skin and its underlying structure, including the
Voronoi, Delaunay, and alpha complexes, as well as mixed cells. In Chapter 3, we
define the affine combination of S, that is, the intermediate shape. We also give
a proof for there are only finitely many Voronoi complexes for all the intermediate
shapes. Basing on this finding, we describe the intermediate shapes in details. Also,
we formally defined the transformation of intermediate shapes, in which the topology
9changes are predictable. In Chapter 4, we introduce an output sensitive algorithm
to construct the complexes of the intermediate shapes. In Chapter 5, we describe
the data structure for the complexes of the intermediate shapes in R3. In Chapter
6, we propose an algorithm to convert these complexes into simplicial complexes. In
Chapter 7, we demonstrate our program with pictures. In Chapter 8, we conclude
this thesis and outline future works.
Chapter 2
Background
In this chapter, we introduce the basic knowledge required for skin construction.
The skin is a compact manifold without boundary in any dimension. It is defined
on a weighted point set and its complexes. In this section, we will firstly introduce
the weighted point set, and its Voronoi and Delaunay complexes. Then, we give the
definition of skin. At last we present the way of decomposing and constructing skin
basing on the underlying complexes.
2.1 Complexes
We firstly introduce the concept of simplicial complex, which is described by Edels-
brunner in details [Ede87]. Secondly, we introduce the conventional Delaunay and
Voronoi complexes of weighted points. By ‘conventional’, we mean that the De-
launay complex is simplicial. Also, we introduce the alpha complex, which is a
subset of the Delaunay complex and signals the topology of the skin shapes, which
10
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will be defined in the next section. At last, we generalize our definition and get
the furthest-neighbor complexes. Such complexes will be used to investigate the
complexes of intermediate shapes in the next chapter.
2.1.1 Simplicial Complex
Given a finite point set, P = {pi ∈ Rd | i = 1..m}, we denote an affine combination




i=1 αi = 1. The collection of all the affine
combinations of P is called the affine hull of P , namely, aff(P ). We call an affine
combination a convex combination of P if αi ≥ 0 for all i. The collection of all the
convex combinations of P is called the convex hull of P , namely, conv(P ).
We say a finite point set P is affinely independent if pi /∈ aff(P − {pi}) for all
pi ∈ P . The convex hull of an affinely independent point set, δ = conv(P ), is called
a simplex. The convex hull of any subset of such P is again a simplex, and is called
a face of δ. A simplicial complex is the collection of all the faces of a finite number of
simplices, any two of which are either disjoint or meet in a common face. Formally,
it is a finite collection K of simplices such that
1. δ ∈ K and τ ⊆ δ implies τ ∈ K, and
2. δ, ν ∈ K implies δ ∩ ν ⊆ δ, ν.
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2.1.2 Weighted Points
A weighted point in Rd can be written as bi = (zi, wi), where zi ∈ Rd is its position
and wi ∈ R is its weight. We can also view a weighted point, bi, as a ball in Rd with
center zi and radius
√






{x ∈ Rd | ‖xzi‖2 ≤ wi}.
2.1.3 Voronoi and Delaunay Complexes
The weighted distance of a point x ∈ Rd from a weighted point, bi, is defined as
pibi(x) = ‖xzi‖2 − wi. (2.1)
Given a finite set B0, the Voronoi region for each weighted point, bi ∈ B0, is
νi = {x ∈ Rd | pibi(x) ≤ pibj (x), ∀bj ∈ B0}.
We define the non-empty intersection of m Voronoi regions as the Voronoi cell of a





The collection of all the non-empty Voronoi cells is called the Voronoi complex of
B0,
VB0 = {νX | X ⊆ B0, νX 6= ∅}.
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For any B0 ⊆ Rd × R, z−1(B0) is the set of centers of B0. For each νX ∈ VB0 , we
define its corresponding Delaunay cell, δX , as the convex hull of the set of centers
of X, conv(z−1(X)). The collection of all the Delaunay cells is called the Delaunay
complex of B0, namely,
DB0 = {δX | νX ∈ VB0}.
The dimension of δX , dim(δX), is the dimension of the affine hull of δX , aff(δX).
The dimension of δX is no more than card(X)− 1. If dim(δX) = card(X)− 1, δX is
a simplex. If all δX ∈ DB0 are simplices, DB0 is a simplicial complex. The Delaunay
complex is simplicial under the following general position assumption in Rd.
Assumption 1 (General positions) For a set X ⊆ B0, dim(δX) = card(X)− 1.
The dimension of νX , dim(νX), is d − dim(δX). We call νX simplicial if its corre-
sponding Delaunay cell, δX , is a simplex.
Figure 2.1.1 shows an example of the Voronoi and Delaunay complexes in R2.
The Delaunay cells are all simplices, namely, vertices, edges and triangles.
Please see Table 2.1 and Table 2.2 for all the possible Delaunay cells and their
corresponding Voronoi cells in R2 and R3, respectively.
2.1.4 Alpha Complexes
Let βi = bi ∩ νi be the portion of the ball, bi, within its own Voronoi region νi, and
βX =
⋂













Figure 2.1.1: The Voronoi and Delaunay complexes of a weighted point set
{b1, b2, b3, b4}.
card(X) dim(δX) δX dim(νX) νX
1 0 vertex 2 polygon
2 1 edge 1 edge
3 2 triangle 0 vertex
Table 2.1: All the possible Delaunay cells and Voronoi cells in R2.
card(X) dim(δX) δX dim(νX) νX
1 0 vertex 3 polyhedron
2 1 edge 2 polygon
3 2 triangle 1 edge
4 3 tetrahedron 0 vertex
Table 2.2: All the possible Delaunay cells and Voronoi cells in R3.
that
KB0 = {δX ∈ DB0 | βX ∩ νX 6= ∅, νX ∈ VB0}.
Its underlying space is alpha shape, namely, |KB0 |. Note that the alpha shape is










Figure 2.1.2: The union of balls and the alpha complex of the weighted point set
{b1, b2, b3, b4}. The edge δ{b3,b4} and the triangle δ{b2,b3,b4} are missing in the alpha
complex.
2.1.5 Furthest-neighbor Complexes
Generally, the Voronoi complex can be defined on different distance functions. If we
use −pibi(x) as the distance function, the resulting Voronoi complex is the furthest-
neighbor Voronoi complex [SU97]. Each of its elements, a furthest-neighbor Voronoi
cell, contains points with the longest weighted distances from the weighted points.
Hence, we can define the furthest-neighbor Delaunay complex and furthest-neighbor
Delaunay cell. Under the general position assumption, the furthest-neighbor Delau-
nay complex is simplicial. Please see Figure 2.1.3 for the furthest-neighbor complexes
of the same weighted point set as Figure 2.1.1. The furthest-neighbor complexes













Figure 2.1.3: The furthest-neighbor complexes of the weighted point set
{b1, b2, b3, b4}.
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The complexes we introduced in previous part is actually the nearest-neighbor
complexes. For convenience, in the rest of this thesis, we refer to the nearest-neighbor
complexes with the simple form, that is, the ‘complexes’. But when we refer to the
furthest-neighbor complexes, we use the ‘furthest-neighbor complexes’.
2.2 Skin
In this subsection, we let B0 = {bi | i = 1..n0} ⊂ Rd × R, and give the definition of
skin of B0. Then, we explain the decomposition and construction of skin. Finally,
we illustrate how to monitor the topology of skin shape using the alpha complex.
2.2.1 Sphere Algebra
Before defining the skin, three operations on weighted points (or balls) are given.
The aim is to establish the operations for linear combinations of weighted points
[Ede99]. For bi, bj ∈ B0 and γ ∈ R, the addition, scalar multiplication and square
root of weighted points are defined as
bi + bj = (zi + zj , wi + wj + 2〈zi, zj〉),
γbi = (γzi, γwi + (γ2 − γ)‖zi‖2), and√
bi = (zi, wi/2),
respectively, in which 〈zi, zj〉 is the scalar product of two vectors zi and zj . For
γi ∈ R, the linear combination of B0 is
∑n0
i=1 γibi. It is a convex combination if
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∑n
i=1 γi = 1 and γi ≥ 0. The convex hull of B0, conv(B0), is the set of all the
convex combinations of the elements of B0.
2.2.2 Skin Definition
If n0 > 1, conv(B0) is an infinite set of balls. We shrink the radii of all the balls in
conv(B0) by a factor of
√
2 through the square root operation. Formally, we extend




bi | bi ∈ B0}.





The skin of B0 is homeomorphic to the boundary of
⋃
B0 [Ede99]. We define the
shape bounded by skin as the skin shape, namely, body(B0) =
⋃√
conv(B0).
Figure 2.2.4 shows an example of the skin in R3.
Skin surface can be viewed as the zero set of an implicit function,
Π˜(x) = min{pibi(x) | bi ∈
√
conv(B0)}.
Formally, the skin surface and the skin shape is
skin(B0) = {x | Π˜(x) = 0}and
body(B0) = {x | Π˜(x) ≤ 0}
19
(a) The molecule represented by skin shape.
(b) The stick model of the molecule.
Figure 2.2.4: A molecule.
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respectively.
2.2.3 Skin Decomposition and Construction
The skin can be decomposed into finitely many pieces, or patches. We partition
the space into finitely many cells, denoted as mixed cells. A mixed cell, µX , is the
Minkowski sum of a Delaunay cell and its corresponding Voronoi cell, namely,
µX = (νX + δX)/2.
See Figure 2.2.5 for the mixed cells constructed on the complexes in Figure 2.1.1.
Figure 2.2.5: The mixed cells of {b1, b2, b3, b4}.
The mixed cells partition the whole Rd space and the skin. Within each mixed
cell, skin(B0) ∩ µX is a quadratic patch [Ede99]. The type, center, and size of the
quadratic patch are determined by the dimension of δX , as well as the center and
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size of the mixed cell. The center and size of µX is defined as
zX = aff(δX) ∩ aff(νX), and (2.2)
wX = wi − ‖zXzi‖2, (2.3)
for any bi ∈ X, respectively.
Formally, a quadratic patch can be translated and rotated to the form of
∑d
i=1±x2i =
wX/2, with translation vector −zX , where the number of ‘−’ signs is equal to
dim(δX). See Figure 2.2.6 for a decomposed skin. In R2, the skin patch within a








Figure 2.2.6: The skin of {b1, b2, b3, b4}, represented as a close thick solid curve in
this figure. It is homeomorphic to the boundary of the union of balls, represented
as the shadow area.
On the other hand, the skin surface can be constructed basing on the Voronoi
and Delaunay complexes. Given a weighted point set, we can construct its skin
surface by constructing its complexes and constructing skin patches according to
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each mixed cell. Each skin patch in 3D could be constructed on either parametric
surface like NURBS or polyhedral meshes. Please see Table 2.3 and Table 2.4 for
all the possible mixed cells and their corresponding skin patches.
card(X) δX νX µX Skin Patch
1 vertex polygon polygon circle
2 edge edge rectangle hyperbola
3 triangle vertex triangle circle
Table 2.3: All the possible mixed cells and skin patches in R2.
card(X) δX νX µX Skin Patch
1 vertex polyhedron polyhedron sphere
2 edge polygon right prism hyperboloid
3 triangle edge right triangular prism hyperboloid
4 tetrahedron vertex tetrahedron sphere
Table 2.4: All the possible mixed cells and skin patches in R3.
2.2.4 Topology of the Skin Shape
Since the skin is homeomorphic to the boundary of union of balls, the skin shape
is homotopy equivalent to the alpha shape, |KB0 | [Ede99]. Thus we can know the
topology of the skin shape through the alpha complex. For any X ⊂ B0, δX ∈ KB0
if wX ≥ 0 and δX is not hidden. A hidden case means that zX does not lie in νX .
Suppose δX is hidden, it belongs to KB0 if there exists a δY ∈ KB0 , in which δX is
a facet of δY .
Chapter 3
Affine Combination of Skin
Shapes
In this chapter, we study the affine combination of S, namely, the intermediate
shape.
Let B = {B1, . . . , Bn} be the set of weighted point sets defining the set of
reference shapes, S = {body(Bi) | Bi ∈ B}. To define the affine combination of S,
we firstly define the affine combination of B, B(c), by extending the linear algebra
of weighted points to weighted point sets. We call B(c) the intermediate weighted
point set. We define the affine combination of S as the skin shape of B(c), namely,
body(B(c)).
Secondly, we describe the Voronoi and Delaunay complexes of B(c), namely,
the intermediate Voronoi and Delaunay complexes. We prove a theorem about the
Voronoi complex of B(c), which makes it possible to compute and visualize arbitrary
intermediate shape in real time.
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At last, we conclude this chapter by describing the skin of B(c), as well as the
transformation of the intermediate shapes.
3.1 Intermediate Weighted Point Set
We start with linear algebra of weighted point sets. Recall that we have defined the
linear algebra of weighed points, including the addition and scalar multiplication.
Now we extend these operations to weighted point sets. Given two weighted point
sets, B0 and B1, we define the addition, and scalar multiplication of them as
B0 +B1 = {bi + bj | bi ∈ B0, bj ∈ B1}, and
γB0 = {γbi | bi ∈ B0}, for γ ∈ R,
respectively. The cardinalities of B0 +B1 and γB0 are
card(B0 +B1) ≤ card(B0)× card(B1), and
card(γB0) ≤ card(B0),
respectively.





with the coefficient vector, c = (γ1, . . . , γn). If
∑n
i=1 γi = 1, B(c) is an affine
combination of B, namely, the intermediate weighted point set. In the rest of the
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thesis, we limit the notion B(c) to the affine combination only. Note that the
cardinality of B(c) is
card(B(c)) ≤ Πni=1card(Bi).
3.2 Intermediate Complexes
We denote the Voronoi, Delaunay and alpha complexes of B(c) as V (c), D(c) and
K(c), respectively. We call them the intermediate Voronoi, Delaunay and alpha
complexes.
To compute these intermediate complexes, an intuitive way is to construct them
for each individual B(c). Given a coefficient vector c, we compute all the weighted
points of B(c), whose cardinality is no more than Πni=1card(Bi). Then, we compute
the Voronoi, Delaunay complexes, and skin shape for B(c). However, this intu-
itive way requires computing intermediate complexes for each individual value of
c. It is too expensive for real-time application, especially in transformation of the
intermediate shape.
On the other hand, in this section, we will show that all these infinite many
intermediate weighted point sets share finite many intermediate Voronoi complexes.
The hyperplane, Γ, can be partitioned into finite many convex polytopes. Within
each polytope, all the possible values of c correspond to a same intermediate Voronoi
complex, which can be computed with the Voronoi complexes of the reference shapes.
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This property saves the computing power in two levels. Firstly, we can reuse
these common intermediate Voronoi complexes to compute the intermediate shapes.
Secondly, we can construct the intermediate Voronoi complex in an more efficient
algorithm, which will be described and discussed in the next chapter.
3.2.1 Intermediate Voronoi Complex
In this subsection, we are going to prove a theorem about the relationship of the
intermediate Voronoi complex, V (c), with the Voronoi complexes of the reference
shapes.
Each weighted point b(c) ∈ B(c) is an affine combination of n weighted points





for some bi ∈ Bi, with
∑n
i=1 γi = 1. We want to investigate the relationship between
the Voronoi region of b(c) with respect to B(c) and the Voronoi regions of bi with
respect to Bi. With such objective, we firstly investigate the relationship between
the weighted distance of any point x ∈ Rd from b(c) and that from bi ∈ Bi.
Lemma 3.2.1 Let b(c) =
∑n
i=1 γibi, such that
∑n
i=1 γi = 1. The weighted distance
of any point x ∈ Rd from b(c) is the affine combination of the weighted distances of






Proof. We prove this lemma by induction on the number n. For n = 1, it is true
since γ1 = 1 and B(c) = B1. When n = 2, b(c), its center and weight are
b(c) = γ1b1 + (1− γ1)b2,
zb(c) = γ1z1 + (1− γ1)z2, and
wb(c) = (γ1w1 + (γ
2
1 − γ1)‖z1‖2) +
((1− γ1)w2 + ((1− γ1)2 − (1− γ1))‖z2‖2) +
2〈γ1z1, (1− γ1)z2〉,
respectively. Substitute them into the weighted distance function, that is, Equation
(2.1). For any x ∈ Rd, we have
pib(c)(x) = γ1pib1(x) + (1− γ1)pib2(x). (3.1)
Thus, the claim is true for n = 2.
Assume the claim is true for n = k. When n = k+ 1, without loss of generality,





1− γk+1 , ..,
γk
1− γk+1 ).












respectively. Then, b(c) can be expressed as the affine combination of b′(c′) and
bk+1, namely,
b(c) = (1− γk+1)b′(c′) + γk+1bk+1.
From Equation (3.1), and n = k assumption, the weighted distance of any point
x ∈ Rd from b(c) is exactly











We are now ready to give a new method to determine the Voronoi region of b(c),
νb(c), with respect to B(c). We start computing νb(c) from a simple situation, in
which γi > 0 for all i.
Lemma 3.2.2 For any b(c) ∈ B(c) with all γi > 0, its Voronoi region with re-
spect to B(c) is the intersection of the Voronoi regions of b1, . . . , bn with respect to





Proof. It is easy to see that
⋂n










So for any b′(c) ∈ B(c), pib(c)(x) ≤ pib′(c)(x), and hence, x ∈ νb(c).
Next, we prove νb(c) ⊆
⋂n
i=1 νbi . We are going to prove that for any k = 1..n,













Simplifying this inequality, we have
γkpibk(x) ≤ γkpib′k(x),
which implies x ∈ νbk , as required.
Next, we generalize this lemma to any possible values of c in Γ. We assume










If γi < 0, the lemma is true if we substitute γk with −γk, and pibk(x) with −pibk(x).
That means, the lemma remains true if we use −pibk(x) as the distance function,
and the furthest-neighbor Voronoi region as νbk .
Formally, we assign signs to the Voronoi complex and its elements. The Voronoi
complex with ‘+’ sign, V +Bi , is the nearest-neighbor Voronoi complex of Bi, and
V −Bi is the furthest-neighbor Voronoi complex of Bi. The same rule applies to the
Voronoi cells ν+X and ν
−
X . Then, the Voronoi cell of b(c) with respect to B(c) is
the intersection of the signed Voronoi cells of bi with respect to Bi, whose signs are








Therefore, we have the following theorem about the relationship between the
intermediate Voronoi complex, V (c), and the signed Voronoi complexes of the ref-
erence shapes, V Sign(γi)Bi .
Thm. 3.2.1 The intermediate Voronoi complex is the superimposition of all the
signed Voronoi complexes, V Sign(γi)Bi , that is,






| νX(c) 6= ∅, X(c) =
n∑
i=1
γiXi, Xi ⊆ Bi}.
In other words, an intermediate Voronoi complex is the collection of the non-
empty intersections of n signed Voronoi cells, from the n signed Voronoi complexes of
the reference shapes, respectively. See Figure 3.2.1 for an example of superimposing
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two signed Voronoi complexes when all the coefficients are positive. We superimpose
the nearest-neighbor Voronoi complexes of B0 and B1, and get the intermediate
Voronoi complex of B(c) = tB0 + (1− t)B1 for all t ∈ (0, 1). Although there are 12
weighted points in B(c), we only have 9 Voronoi regions in V (c). Thus, 3 elements
of B(c) are redundant, that is, they have no Voronoi regions, and no influence on
the intermediate shape.
The intermediate Voronoi complexes, V (c0) and V (c1), are the same if Sign(γ0,i) =
Sign(γ1,i) for all i, in which γ0,i, γ1,i are the i-th coordinates of c0 and c1 respec-
tively. By this, we can partition Γ into 2n − 1 convex polytopes with respect to the
signs of the coefficients. Each polytope covers all the values of the coefficient vector,
c = (γ1, . . . , γn), with the same (Sign(γ1), . . . , Sign(γn)). For any two coefficient
vectors in the same polytope, their corresponding intermediate Voronoi complexes
are the same. Please see Figure 1.2.4. When n = 3, Γ is divided into 7 convex
polytopes.
Since we only care about the signed Voronoi complexes, in the rest of the thesis,
we simplify V Sign(γi)Bi to VBi , and ν
Sign(γi)
Xi
to νXi . For a νX(c) =
⋂n
i=1 νXi , we denote
all the νXi as the contributors of νX(c) for convenience.
3.2.2 Enumerating Voronoi Cells in V (c)
In Rd, a Voronoi cell, νX , is the non-empty intersection of m Voronoi regions. If




















(b) The Voronoi complex of tB0 +















(c) The complexes of B1 =
{b4, b5, b6, b7}.
Figure 3.2.1: Superimposition of two signed Voronoi complexes.
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in the background section. In most studies, the general position assumption (1) is
assumed, because the possibility of the existence of a degenerate cell is almost 0.
However, in the intermediate Voronoi complex, the degenerate case is unavoid-
able. See Figure 3.2.1 for an example in R2. When n = 2 and d = 2, the intersection
of two Voronoi edges is a Voronoi vertex, which is the common intersection of the
four Voronoi regions of the four weighted points in the intermediate weighted point
set. It is degenerate because it is the intersection of four Voronoi regions while its




{ν17, ν37, ν34, ν14}.
Therefore, the general position assumption is no more appropriate in the inter-
mediate Voronoi complex. In order to deal with all the possible Voronoi cells in
V (c), each of which is either simplicial or degenerate, we classify them with regard
to the dimensions of their contributors. Let τj be the number of contributors whose
dimensions are j. We define the type of a Voronoi cell as a tuple, (τ0, . . . , τd−1). The
variable τd is omitted, because it is dependent, namely, τd = n−
∑d−1
j=0 τj . Enumer-




((d− j)τj) ≤ d. (3.3)
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Next, we are going to explain why this constraint is sufficient. For convenience, we
denote the dimension of νX(c) as d(c), and the dimension of the contributor, νXi ,
as di, namely, di = dim(νXi). Generally, the dimension of the intersection of two
Voronoi cells, νX and νY , is
dim(νX ∩ νY ) = dim(νX) + dim(νY )− d.




di − (n− 1)d. (3.4)
We can get the constraint (3.3) by substituting d(c) ≥ 0,∑ni=1 di =∑dj=0(jτj), and
n =
∑d
j=0 τj into the inequality (3.4).
To list out all the possible tuples in Rd, we firstly list out all the possible values
of τ0 under the constraint (3.3). Next, we get all the possible values of τ1 for each
value of τ0. Repeating this progress from τ1 to τd−1 under the constraint (3.3), we
can enumerate all the possible tuples. For example, in R2, the constraint is
2τ0 + τ1 ≤ 2.
We have four tuples in total, corresponding to four types of Voronoi cells in V (c),
(1, 0), (0, 1), (0, 0), and (0, 2). The last one, (0, 2), represents a degenerate type of
νX(c), which is the intersection of four Voronoi regions. Table (3.1) lists all the four















































































































(h) Delaunay cells of type
(0, 2).
Figure 3.2.2: The intermediate Voronoi and Delaunay complexes for c = (0.5, 0.5).
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Tuple Shape dim(νX(c)) card(X(c)) Contributors
(0, 0) polygon 2 1 n polygons
(0, 1) edge 1 2 1 edge and n− 1 polygons
(1, 0) vertex 0 3 1 vertex and n− 1 polygons
(0, 2) vertex 0 4 2 edges and n− 2 polygons
Table 3.1: All the types of Voronoi cells in V (c) in R2.
Tuple Examples in Figure 3.2.2
(0, 0) ν14, ν15, ν16, ν17, ν24, ν25, ν26, ν27, ν34, ν35, ν36, ν37
(0, 1) ν{37,17}, ν{17,14}, ν{14,15}, ν{15,25}, ν{37,34}, ν{34,14}, ν{14,24},
ν{24,25}, ν{34,24}, ν{34,36}, ν{24,26}, ν{37,36}, ν{36,26}, ν{26,25}
(1, 0) ν{14,34,24}, ν{34,37,36}, ν{24,26,25}
(0, 2) ν{17,37,34,14}, ν{24,34,36,26}, ν{14,24,25,15}
Table 3.2: Examples of the four types of Voronoi cells in V (c) in R2.
Similarly, there are seven types of νX(c) in R3, under the constraint
3τ0 + 2τ1 + τ2 ≤ 2.
The tuples, (1, 0, 0), (0, 1, 0), (0, 0, 1) and (0, 0, 0), represent the four simplicial types,
Voronoi vertex, edge, polygon, and polyhedron, respectively. The tuples, (0, 0, 2),
(0, 0, 3), and (0, 1, 1) represent three degenerate types. See Table 3.3 for details.
3.2.3 Intermediate Delaunay Complex
Each Voronoi cell in V (c) has a corresponding Delaunay cell in D(c), which is the




Tuple Shape dim(νX(c)) card(X(c)) Contributors
(0, 0, 0) polyhedron 3 1 n polyhedra
(0, 0, 1) polygon 2 2 1 polygon and n− 1 polyhedra
(0, 1, 0) edge 1 3 1 edge and n− 1 polyhedra
(1, 0, 0) vertex 0 4 1 vertex and n− 1 polyhedra
(0, 0, 2) edge 1 4 2 polygons and n− 2 polyhedra
(0, 0, 3) vertex 0 8 3 polygons and n− 3 polyhedra
(0, 1, 1) vertex 0 6 1 edge and 1 polygon
and n− 2 polyhedra
Table 3.3: All the types of Voronoi cells in V (c) in R3.






Since the dimension of δX(c) is equal to d − dim(νX(c)), the classification of νX(c)
also applies to δX(c). Please see Table (3.4) and Table (3.5) for all the possible types
of Delaunay cells in D(t) in R2 and R3 respectively.
Tuple νX(c) Shape δX(c) Shape dim(δX(c)) card(X(c))
(0, 0) polygon vertex 0 1
(0, 1) edge edge 1 2
(1, 0) vertex triangle 2 3
(0, 2) vertex parallelogram 2 4
Table 3.4: All the types of Delaunay cells in D(c) in R2.
Recall that Γ can be divided into finitely many convex polytopes with regard
to the signs of the coefficients. For any two coefficient Vector c0 and c1 in a same
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Tuple νX(c) Shape δX(c) Shape dim(δX(c)) card(X(c))
(0, 0, 0) polyhedron vertex 0 1
(0, 0, 1) polygon edge 1 2
(0, 1, 0) edge triangle 2 3
(1, 0, 0) vertex tetrahedron 3 4
(0, 0, 2) edge parallelogram 2 4
(0, 0, 3) vertex cube 3 8
(0, 1, 1) vertex triangular prism 3 6
Table 3.5: All the types of Delaunay cells in D(c) in R3.
convex polytope in Γ, their corresponding Voronoi complexes, V (c0) and V (c1), are
the same. Their corresponding Delaunay complexes, D(c0) and D(c1), have the
same combinatorial structure, while each Delaunay cell varies.
3.3 Intermediate Shape
We construct the skin shape of the intermediate weighted point set, body(B(c)),
basing on the intermediate complexes. The skin of B(c) is decomposed into finitely
many quadratic patches by the intermediate mixed cells. Each intermediate mixed
cell, µX(c) is determined by its corresponding Voronoi and Delaunay cells, νX(c) and
δX(c). The quadratic patch in a mixed cell, µX(c), is determined by zX(c), wX(c), and
dim(δX(c)). These parameters can be derived from the centers, sizes and dimensions
of the reference shapes, because νX(c) is the intersection of νXi , and δX(c) is the
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Hence, for each c, if its intermediate Voronoi complex, V (c), are computed al-
ready, we can compute the δX(c), µX(c) and skin patch in µX(c), for each Voronoi
cell in V (c). This way, we can get the intermediate shape in an efficient way.
3.4 Transformation of Intermediate Shapes
Given two coefficient vectors, c0, c1 ∈ Γ, they refer to two intermediate shapes,
body(B(c0)) and body(B(c1)) in the shape space. Since Γ is connected, there is a
path C = {c(t) | 0 ≤ t ≤ 1} ⊆ Γ connecting c0 and c1, with c(0) = c0 and c(1) = c1.
If we change the value of t continuously, body(B(c(t))) will deform smoothly from
body(B(c0)) to body(B(c1)). We call this the transformation of intermediate shapes.
We will focus on the case when C is a straight line segment in which each c(t)
has the same combination of coefficient signs. The reason is if C is not straight, we
can approximate the curve with finitely many piecewise linear segments. See Figure
(3.4.3) for an example. Within each such straight line segment, V (c(t)) remains
the same, and D(c(t)) deforms according to t. The intermediate Delaunay complex,
D(c), deforms fromD((1, 0)) toD((0, 1)). For each µX(c), the dimensionality of δX(c)
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remains the same, the formulas of zX(c(t)) and wX(c(t)) are linear and quadratic to
t, respectively. Thus, the skin patch in each mixed cell deforms accordingly.
During the transformation, the topology of the intermediate shape changes.
Since the skin body is homotopy equivalent to the alpha shape. We can determine
when and where the topology change occurs by the alpha complex.
There are two cases to be considered for detecting the topology change. Firstly, if
zX(c(t)) ∈ νX(c(t)), the topology of the skin shape in the mixed cell µX(c(t)) changes if
the Delaunay cell, δX(c(t)), enters or leaves the intermediate alpha complex, K(c(t)).
A Delaunay cell, δX(c(t)), enters or leaves K(c(t)) if the sign of the size, wX(c(t)),
changes. Since wX(c(t)) is a quadratic function of t, its sign will not change more
than twice throughout the transformation.
The second case is when zX(c(t)) /∈ νX(c(t)), which refers to the hidden case. There
will be no topology changes if δX(c(t)) is hidden. However, during transformation,
whether a Delaunay cell is hidden is determined by the center position and the
Voronoi cell. Since zX(c(t)) moves linearly according to t, and νX(c) remains the

















































































(e) c = (0.00, 1.00)
Figure 3.4.3: The complexes of B(c) = γ0B0+γ1B1. Note that some of the elements
of B(c) are redundant.
Chapter 4
Algorithm for the Intermediate
Complexes
To generate the intermediate skin shape, we require the intermediate Voronoi, De-
launay complexes, and the mixed cells. All these underlying structures are imme-
diate once the intermediate Voronoi complex, V (c), is determined. In this chapter,
we introduce the algorithm to generate V (c). An intuitive yet time consuming ap-
proach is to compute the Voronoi complex of the intermediate weighted point set,
B(c). On the other hand, according to the theorem (3.2.1), we can compute V (c)
by superimposing the signed Voronoi complexes of the reference shapes. We divide
this superimposition into n − 1 consecutive operations of superimposing two inter-
mediate Voronoi complexes. (A signed Voronoi complex can be viewed as a special
intermediate Voronoi complex containing simplicial Voronoi cells only.)
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4.1 Superimposing Two Intermediate Voronoi Complexes
In this section, we introduce an output sensitive algorithm for superimposing two
existing intermediate Voronoi complexes. Let V0 and V1 be two intermediate Voronoi
complexes. In order to generate their superimposition, V (c), we need to get all
the Voronoi regions in V (c). Each Voronoi region, νi,j ∈ V (c), is the non-empty
intersection of a pair of Voronoi regions, νi ∩ νj , with νi ∈ V0 and νj ∈ V1. The
algorithm starts with a Voronoi region, νi′,j′ ∈ V (c), which can be computed by
locating νj′ ∈ V1 which contains a point p ∈ νi′ . From this νi′,j′ , we compute all the
other Voronoi regions in V (c) one by one by a depth-first search manner.
For convenience, we denote two Voronoi regions as neighbors if they have a
common (d − 1)-dimensional facet. Thus, the neighbors of νi,j in V (c) must be in
the form of νk,j or νi,l for some νk ∈ V0, νl ∈ V1. Moreover, such νk must be the
neighbor of νi in V0, and νl must be the neighbor of νj in V1. In other words, a
neighbor of νi,j in V (c) should be either the intersection of νi and a neighbor of νj
in V1, or the intersection of νj and a neighbor of νi in V0.
4.1.1 constructIVC(V0,V1)
We use a function constructIVC(V0,V1) to construct the superimposition of the
Voronoi complexes, V0 and V1. We firstly compute an initial Voronoi region νi′,j′ ∈
V (c), and push it onto a stack. Then, the loop starts with popping a Voronoi region,
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νi,j , from the stack. Next, we compute all the neighbors of νi,j through the function
findNeighbors(i,j), and push them onto the stack. If a Voronoi region have been
in the stack, we prohibit it from entering the stack again. The program terminates
when the stack is empty.
Algorithm 1 constructIVC(V0,V1)
1: choose arbitrary Voronoi region νi′ ∈ V0 and arbitrary point p ∈ ν1
2: find the Voronoi region νj′ ∈ V1 containing p
3: push (i′, j′) onto the stack
4: while the stack is not empty do




The function findNeighbors(i,j) collects all the neighbors of a Voronoi region νi,j
in V (c). We traverse all the neighbors of νi in V0, and all the neighbors of νj in V1.
Each non-empty intersection of νi and a neighbor of νj in V1 is a neighbor of νi,j
in V (c). Similarly, each non-empty intersection of νj and a neighbor of νi in V0 is
a neighbor of νi,j in V (c). See Algorithm (2). To test whether two Voronoi regions
have common non-empty intersection, we use the function isIntersection(i,j).
4.1.3 isIntersection(i,j)
Testing whether two Voronoi regions have a non-empty intersection is equivalent to
testing whether a set of halfspaces have a common non-empty intersection. Thus,
the function isIntersection(i,j) can be implemented by linear programming
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Algorithm 2 findNeighbors(i,j)
1: for all νk ∈ V0 such that νk and νi are neighbors do




6: for all νl ∈ V1 such that νl and νj are neighbors do




algorithms. Since this function is time consuming, we should avoid testing Voronoi
region pairs that have been tested before. To make sure we only test the untested
Voronoi region pairs, we use a card(B0) × card(B1) sparse matrix to mark all the
tested pairs. See Algorithm (3).
Algorithm 3 isIntersection(i,j)
1: if (i, j) is not marked in the sparse matrix then
2: check whether νi ∈ V0 intersects νj ∈ V1 by linear programming algorithms
3: mark (i, j) in the sparse matrix
4: end if
4.1.4 Example
We use a real example to illustrate our algorithm. See Figure (4.1.1). To construct
V (c), we start from ν14 = ν1 ∩ ν4. We test whether ν1 intersects ν4’s neighbors, ν5,
ν6 and ν7. Also, we test whether ν4 intersects ν1’s neighbors, ν2 and ν3. Then, we
get all the four neighbors of ν14 in V (c), ν17, ν34, ν24 and ν15. Similarly, we can get





































Figure 4.1.1: Demonstration of the depth-first approach of constructing V (c).
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4.2 Analysis
Assume that the cardinality of each weighted point set of the reference shape is no
more than m, namely, card(Bi) ≤ m, i = 1..n. Then, the cardinality of B(c) is no




However, we will show that when d > 2, our algorithm is faster than computing
the Voronoi complex of B(c) directly. We first analyze the time complexity of
superimposing two Voronoi complexes. Then, we analyze the time complexity of
superimposing n Voronoi complexes.
4.2.1 Superimposing Two Voronoi Complexes
Let V0,1 be the superimposition of two given Voronoi complexes, V0 and V1. In our
depth-first search algorithm, the time complexity of computing V0,1 is O(d!m3). The
reason is that for each Voronoi region νi,j ∈ V0,1, we test whether the neighbors of νj
in V1 intersect νi, and whether the neighbors of νi in V0 intersect νj . Since there are
at mostm Voronoi regions in either V0 or V1, the total number of tests of intersection
is at most m2. Testing whether two Voronoi regions have non-empty intersection
needs O(d!m) time by the linear programming method [Sei90]. Consequently, the
48
total time complexity of superimposing V0 and V1 is O(d!m3).
4.2.2 Superimposing n Voronoi Complexes
For convenience, let k = dlog2(n)e and η = 2k−1. We have η < n ≤ 2η. We divide
the way of superimposing n Voronoi complexes into three cases according to the
relationship of n and η. We prove that when d > 2, our algorithm can achieve
better efficiency than computing the Voronoi complex of B(c) directly.
Case 1: 3η/2 < n ≤ 2η
When 3η/2 < n ≤ 2η, we superimpose the n Voronoi complexes according to a












Figure 4.2.2: Superimposing n Voronoi complexes when 3η/2 < n ≤ 2η.
V2j−1 and V2j for j = 1..η. The time complexity for this round is O(d!2k−1m3).
In the second round, we superimpose V(4j−3)(4j−2) and V(4j−1)(4j) for j = 1..η/2.
In either V(4j−3)(4j−2) or V(4j−1)(4j), there are no more than m2 Voronoi regions.
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Thus, the time complexity for the second round is O(d!2k−2m3×2). Generally, for
the i-th round, the time complexity is O(d!2k−im3×2i−1), i = 1..k. After k rounds
of such superimposition, we can get V (c). Therefore, the total time complexity to







Sincem is greater than 2 in practice, we have (d!2k−i1m3×2i1−1) < (d!2k−i2m3×2i2−1)
for any i1 < i2. Thus, the total time complexity is equivalent to O(kd!m3×2
k−1
). For
a fixed d, we can ignore the d! and only consider the time complexity asO(km3×2k−1).




+ nm logm+ nmdd/2e). (4.2)
When d > 2 and n > 1, the time complexity of the intuitive way in Equation 4.1
is dominated by O(mn×dd/2e), and the time complexity of our algorithm in Equation
4.2, is dominated by O(km3×2k−1 + nmdd/2e). In practice, we can assume that n,
k, and d are smaller than m. Under such assumption, our algorithm has better




= m3×η < m2n ≤ mndd/2e,
as required.
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Case 2: 9η/8 < n ≤ 3η/2
When 9η/8 < n ≤ 3η/2, we make some adjustment on the organization of the
















Figure 4.2.3: Superimposing n Voronoi complexes when 9η/8 < n ≤ 3η/2.
round, we superimpose V2j−1 and V2j for j = 1..η/2. The time complexity for this
round is O(d!2k−2m3). In the second round, we superimpose V(2j−1)(2j) and Vη+j
for j = 1..η/2. The time complexity for this round is O(d!2k−2m3×2). From the
third round to the k-th round, we superimpose the resulting η/2 Voronoi complexes
with the binary superimposing tree introduced in the first case. Thus, the total time
complexity is







which is equivalent to O(kd!m3×3×2k−3). Similarly to the first case, our algorithm
has better efficiency if we can show that m3×3×2k−3 < mndd/2e. Since, n > 9η/8 and
d > 2, we have
m3×3×2
k−3
= m9η/4 < m2n ≤ mndd/2e,
as required.
Case 3: η < n ≤ 9η/8
The final case is when η < n ≤ 9η/8. Since both n and η are integers, we know that













Figure 4.2.4: Superimposing n Voronoi complexes when η < n ≤ 9η/8.





k−i−1m3×2i−1)). Then, we get η/8 Voronoi complexes,
V1..8,V9..16,...,V(η−7)..η. In the next round, we superimpose V(8j−7)..(8j) and Vη+j for
j = 1..η/8. The time complexity is O(d!2k−4m3×8). At last, we superimpose the
resulting η/8 Voronoi complexes with the binary superimposing tree. Consequently,












which is equivalent to O(kd!m3×9×2k−5). Similarly to the former two cases, our
algorithm has better efficiency if we can show that m3×9×2k−5 < mndd/2e. Since,
n > η and d > 2, we have
m3×9×2
k−5
= m27η/16 < m2η < m2n ≤ mndd/2e,
as required.
4.2.3 Conclusion
In this chapter, we discussed our algorithm in three different cases according to
the value of n. For each individual case, we proposed the way of superimposing n
Voronoi complexes, and proved that our algorithm has better efficiency than the
intuitive way. Since these three cases cover all the possibilities, our algorithm is
faster than the intuitive way in computing V (c) when d > 2.
Chapter 5
Data Structure
In this chapter, we introduce the data structure for an intermediate Voronoi complex
and its corresponding intermediate Delaunay complexes in R3 space. In the rest of
this chapter, we limit our study to one intermediate Voronoi complex and all its
corresponding intermediate Delaunay complexes. In other words, all the coefficient
vectors, c, are assumed to have the same combination of signs of coefficients.
Although the Delaunay cells in D(c) vary according to different c, the combina-
torial structure of D(c) remains the same. Since D(c) and V (c) are dual to each
other, we can store only one of them. We choose to store the intermediate Delaunay
complex, because there are only finitely many kinds of shapes of the Delaunay cells
in D(c).
Our data structure includes two parts, the ComplexDB and the ExtendedTrist.





The ComplexDB is an array of Delaunay cell records, each of which corresponds to a





the Delaunay cell record stores a list of the centers, zXi , and a list of the dimensions,





the ComplexDB stores a list of the weights, wXi .
With these informations, for each certain c, we can get the type of δX(c) according
to Table (3.5). Also, we can compute the center, zX(c), and the size, wX(c), in O(n)





wX(c) = wb(c) − ‖zX(c) − zb(c)‖2, b(c) ∈ X(c).
5.2 ExtendedTrist
We use ExtendedTrist to store the connectivities of the Delaunay cells in D(c).
Good examples of the connectivities are the ring of triangles or parallelograms, and
the ring of edges. See Figure (5.2.1). For the ring of triangles or parallelograms, we
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circle around a given edge in two directions, clockwise and counterclockwise. Thus,
we get two sequences of triangles or parallelograms, namely, the rings of triangles
or parallelograms. Similarly, within a triangle or a parallelogram, according to two
directions, we get two rings of edges. See Figure (5.2.2).
Figure 5.2.1: Rings of triangles or parallelograms.
The ExtendedTrist is built on the data structure Trist, which is designed by
Mu¨cke [M9¨3] to store complexes in R3 space. Although there are other data struc-
tures to store complexes [Ede87,GS85,DL89,Bri89], we choose the Trist because it
only stores the connectivities of cells, and consequently, saves the space and time.
We firstly introduce the Trist, and secondly, the way of building the ExtendedTrist
on the Trist.
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(a) Rings of edges within a triangle.
(b) Rings of edges within a parallelogram.
Figure 5.2.2: Rings of edges within a triangle or a parallelogram.
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5.2.1 Trist
A Trist includes an array of vertex records and an array of triangle records. Since
a triangle contains six directed edges in total, each triangle record contains six
triangle-edge pairs accordingly. A triangle-edge pair include four pointers,
• org, the starting vertex of the directed edge;
• sym, an triangle-edge pair corresponding to the same triangle and the same
edge in the opposite direction;
• enext, a triangle-edge pair corresponding to the succeeder of the directed edge
in the ring of edges;
• fnext, a triangle-edge pair corresponding to the succeeder of the triangle in
the ring of triangles.
See Figure (5.2.3) for demonstration of these pointers. With these pointers, we can
traverse the complex conveniently.
The trist provides functions for manipulation, such that the trist can be
constructed and modified:
• create, create a new triangle record;
• delete, delete a triangle record;









































(b) The ring and the field fnext.
Figure 5.2.3: Triangle-edge pairs and their fields.
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See Figure (5.2.4) for an example of the function fmerge.
+ =
Figure 5.2.4: Using the function fmerge, we can combine two triangle rings.
5.2.2 ExtendedTrist
In the intermediate Delaunay complex, there are not only triangles, but also paral-
lelograms. We build the ExtendedTrist by extending the Trist to support paral-
lelograms. Within the ExtendedTrist, a triangle record is extended to an extended
triangle record. It could be a normal triangle, or a parallelogram stored as two
triangles sharing a common edge in the Trist. We use additional boolean fields to
indicate whether an extended triangle record corresponds to a normal triangle or a
parallelogram. See Figure (5.2.5) for details about the pointers of a parallelogram.



























Figure 5.2.5: Eight triangle-edge pairs and fields.
5.3 Combining ComplexDB and ExtendedTrist
To explore the intermediate Delaunay complex conveniently, we need some addi-
tional pointers to link ComplexDB and ExtendedTrist.
1. For each Delaunay cell record in ComplexDB, we need a pointer indicating the
corresponding extended triangle in the ExtendedTrist. This pointer is the
represetativeTriangle, and refers to a triangle or parallelogram, which is
the subset or superset of the Delaunay cell. With this pointer, we can traverse
the whole intermediate Delaunay complex from one Delaunay cell.
2. On the other hand, in the ExtendedTrist, we also need a pointer in each trian-
gle record, indicating the corresponding Delaunay cell record in the ComplexDB.
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With this pointer, while traversing D(c), we can conveniently get the detailed
information of each Delaunay cell, such as the type, center, and size.
Chapter 6
Decomposing Degenerate
Delaunay Cells into Simplices
In practical situation, we may need to use the intermediate complexes in existing
programs designed for simplicial complexes. In order to make the compatibility,
we may have to decompose all the degenerate cells into simplices. There are two
approaches to achieve this objective. One is the symbolic perturbation, such as the
simulation of simplicity. Another is using geometric properties to decompose the
degenerate cells case by case. In this chapter, we illustrate the second approach
by proposing an algorithm to decompose all the degenerate Delaunay cells in into
simplices, and consequently, convert the intermediate Delaunay complex into a sim-




In R3, there are three kinds of degenerate intermediate Delaunay cells, parallelo-
gram, triangular prism, and cube. We want to decompose each parallelogram into
two triangles, each prism into three tetrahedra, each cube into five or six tetrahedra.
The difficulty is how to maintain the consistency in the joints while decomposing.
The decomposition of a prism or a cube determines the decompositions of all its
parallelogram facets. Thus, for each two 3-dimensional degenerate Delaunay cells,
they must have a same decomposition of their common parallelogram facet.
In our algorithm, we deal with the un-decomposed prism or cube one by one.
For each un-decomposed prism or cube, some of its parallelogram facets may have
been decomposed while decomposing its neighbors. We decompose the prism or
cube according to the existing decompositions of these facets. Sometimes, all the
parallelogram facets of a prism or cube have been decomposed before decomposing
this prism or cube. If the prism or cube cannot be decomposed into tetrahedra
according to the decompositions of its facets, we have to re-decompose one of its
facets by flipping the face diagonal. Then, we need to re-decompose a neighbor prism
or cube according to the flipping. See Algorithm (4). In the rest of this chapter,
we firstly enumerate all the possible ways to decompose a prism or a cube, and all
the situations in which a face diagonal has to be flipped. Secondly, we provide a
flipping method so that the flipping can terminate.
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Algorithm 4 decompose(D(c))
1: for all degenerate Delaunay cells that has not been decomposed yet do
2: decompose this Delaunay cell according to the decompositions of its facets
3: if a face diagonal flipping is caused then




A prism can not be decomposed only if its face diagonals looks like in Figure 6.2.1.
In this situation, we decompose it by flipping arbitrary one of its face diagonals,
corresponding to three facet normals.
Figure 6.2.1: Prism with determined face diagonals, which can not be decomposed.
Next, we investigate the way to decompose a cube. For any cube with all of its
facets having been decomposed, there are two possible cases. One is one or more
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pairs of the face diagonals are parallel. The other is none of the face diagonals are
parallel.
For the first case, if at least one pair of face diagonals are parallel. In most
situations, we can decompose the cube into two prisms, and then decompose the
cube into six tetrahedra with one additional space diagonal. Figure (6.2.2) is an






Figure 6.2.2: Cube with at least a pair of parallel face diagonal, which can be
decomposed.
not decompose the cube without flipping a face diagonal. See Figure (6.2.3). In this
case, we should flip one of the face diagonals, af , bg, ch or de, corresponding to two







Figure 6.2.3: Cube with at least a pair of parallel face diagonal, which can NOT be
decomposed.
If none of the face diagonals are parallel, there are two possibilities. In Figure
(6.2.4), the cube can be decomposed into five tetrahedra. In Figure (6.2.5), the cube
can not be decomposed without flipping. In order to decompose the cube, we should
flip af or ch, corresponding to a pair of parallel facets with a pair of facet normals.
6.3 Flipping Method
By enumerating all the possibilities, we know that we can control the flipping direc-
tion. For a prism, we can choose to flip any of three facets, corresponding to three













Figure 6.2.5: Cube with no parallel face diagonal, which can NOT be decomposed..
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two opposite normals. For any un-decomposed prism or cube whose decomposition
causes a face diagonal flipping, we flip the face diagonal whose corresponding nor-
mal has the smallest angle with the positive direction of x coordinate axis. With
this flipping method, we are sure that the x coordinate of the center of the flipping
parallelogram is increasing monotonically while flipping. Since the geometric shape
is bounded, the intermediate Delaunay complex is bounded with triangles and par-
allelograms. Thus, the flipping will definitely terminate, in one of the prism or cube
which can be decomposed without flipping, or in one of the parallelograms on the
boundary.
Chapter 7
Demonstration of the Program
In our system, users can make the affine combinations by opening multiple skin data
files. By adjusting the points and sticks in the left bottom part of the interface, users
can set the coefficient vector and generate the corresponding intermediate shape.
See Figure 7.0.1 for the underlying Delaunay complexes of three given reference
shapes, S1, S2 and S3. See Figure 7.0.2 for one of the intermediate shapes, S(c) =
0.33S1 + 0.33S2 + 0.33S3.
See Figure 7.0.3 for a transformation from S4 to S5.
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(a) The underlying Delaunay complex of S1.
(b) The underlying Delaunay complex of S2.
(c) The underlying Delaunay complex of S3.
Figure 7.0.1: The underlying Delaunay complexes of 3 given shapes.
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Figure 7.0.2: The underlying Delaunay complexes of one of the affine combinations
of the three shapes, S(c) = 0.33S1 + 0.33S2 + 0.33S3.
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(a) t = 0.00. (b) t = 0.25.
(c) t = 0.50. (d) t = 0.75.
(e) t = 1.00.
Figure 7.0.3: The underlying Delaunay complexes of a deforming shape, S(c) =
(1− t)S4 + tS5
Chapter 8
Conclusion and Future Works
8.1 Conclusion
In this thesis, we developed the skin shape space defined by Edelsbrunner. We
proved that all the affine combinations of a set of n reference shapes share 2n − 1
common Voronoi complexes, which is the superimposition of the signed Voronoi
complexes of the reference shapes. Then, we described the Delaunay complexes and
the skins of the intermediate shapes. We formally defined the transformation of the
intermediate shapes, in which the topology changes are predictable.
We presented an output sensitive algorithm to generate the intermediate com-
plexes in d-dimensional space. With such algorithm, we implemented a system to
generate the intermediate complexes in R3 space. About this system, we mainly in-
troduced the data structure for the intermediate complexes. At last, we proposed an
algorithm to translate the intermediate Delaunay complex into a simplicial complex.
According to this work, we can generate the intermediate Voronoi complexes
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efficiently, and reuse them to generate arbitrary intermediate shapes. Thus, we can
explore the affine hull of S conveniently, and use it to facilitate the shape manipula-
tion. Furthermore, we can deal with the shapes with different topologies naturally.
We can even predict all the topology changes during shape transformation.
8.2 Future Works
8.2.1 Shape Transformation Controlling
In shape transformation, we can investigate how to influence the transformation
with additional shapes. Different influence shapes and transformation curves will
be tested. Since we can predict all the topology changes, it is possible to control
the topology of the deforming shape.
8.2.2 Dynamic Skin Triangulation
We want to investigate whether we can maintain the mesh of the skin during the
shape transformation. This way, it is possible to morph the skin mesh, rather than
generating new meshes for each individual intermediate shape. If we can maintain
the mesh during the shape transformation, we can also maintain the texture of the
deforming shape.
8.2.3 Shape Data Reduction
For a large set of shapes we want to find a subset, S, so that the shape space
formed by S can approximate the shape set. Thus, in stead of storing the data of
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all the shapes, we can just store the reference shapes, and the rest can be stored as
coefficient vectors.
8.2.4 Algorithm
Another future work is improving the algorithm of generating intermediate Voronoi
complexes. We want to save the time complexity by rearranging the order of the
pairwise superimpositions. We may solve this problem with dynamic programming.
The goal is to change the superimposing order so that the cardinalities of the inter-
mediate superimposing results are as small as possible.
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