INTRODUCTION
Let a, b, c g ‫,ޒ‬ r , r g ‫ޒ‬ . We consider the equation 1 2 G
x t q ax t q bx t y r q cx t y r s 0. 1
Ž . Several authors see, e.g., 2᎐6 have investigated Eq. 1 . Of special interest is the region of stability, i.e., conditions on the parameters Ž . a, b, c, r , r or some of them , which ensure asymptotic stability. Schoen 1 2 w x and Geering 6 gave necessary and sufficient conditions in the case of described the region of stability for fixed delays r , r and variable a, b, c. 1 2 They show how the region of stability evolves in the bc-plane changing the w x parameter a. Hale and Huang 2 gave a geometric description of the stable region in the r r -plane for fixed a, b, c. They do this under the 1 2 assumption that this region is connected. This seems reasonable, but to our knowledge has as yet not been proven.
We are interested in proving that both the region of stability and Ž . instability of 1 are connected. There are no general results known to us w x concerning these issues. The only partial result is a counterexample in 3 which shows that for fixed r , r , a and variable b, c the region of stability 1 2 is not connected.
We shall show that both regions mentioned above are connected in the space of all parameters as well as for fixed delays. Also we prove that the region of instability in the r r -plane, i.e., for fixed a, b, c, is connected. w x Hale and Huang 2 , i.e., that the stable region in the plane of delays for fixed parameters a, b, c is connected.
Actually our results are a little stronger than what we mentioned above. They imply that there are no ''islands'' of instability in the stable regions we consider, nor are there ''islands'' of stability in the region of instability, for variable a, b, c.
The techniques used to get these results are quite different for the two Ž . fundamental cases of a, b, c variable and r , r fixed or variable , and 1 2 Ž . a, b, c fixed and r , r variable . In the former case we use various paths 1 2 in the space of parameters a, b, c. In particular one which changes the real part of all roots of the characteristic equation in a controlled way. In the latter case we make a detailed investigation of the behaviour of purely imaginary roots of the characteristic equations as the delays r , r vary. 1 2 We now introduce some notations we shall be using throughout this paper.
Ž .
The characteristic equation of 1 is
s ; a, b, c, r , r s q a q be yr 1 q ce yr 2 .
Ž . Ž .
2
Ž . Ž . We also write ; a, b, c , ; r , r if we want to emphasize the 1 2 dependence on certain parameters. Ž . We are interested in the region of asymptotic stability varying the remaining parameters. Ž . Ž . Ž . If we say Eq. 1 is un-stable, we always mean x t ' 0 is an asymptoti-Ž . cally stable resp. unstable solution of 1 .
Ž . If we have only one delay for example, if r s 0, or r s r , or c s 0 2 1 2 Ž w x. the exact region of stability is known e.g., 1 . In this case the region of Ž . stability is connected: in the space of all parameters say a, b, r , as well as Ž w Ž . w . for fixed a, b and variable r then S s 0, r a, b is an interval , or for r 0 fixed r and variable a, b. The same holds for the region of instability.
2. FIXED DELAYS r , r 1 2 Ž . We start with a well known condition when 1 is stable resp. unstable Ž w x. independently of the delay see, e.g., 3 .
Ž .
< < < < LEMMA 1. If a q b q c -0, then 1 is unstable. If a ) b q c , then Ž . 1 is stable.
In the space of the coefficients a, b, c it is not difficult to show connectedness for both the stable region as well as the unstable region: PROPOSITION Ž w x. the conclusion holds see 1 , as has already been mentioned. So assume for the rest of the proof r , r ) 0, r / r . 
We shall now define a curve ⌫ t in the space of parameters a, b, c which corresponds to a shift t of the real part of all roots of the Ž . 
If we assume for a moment that a , b , c g S , then ⌫ y ϱ, 0 ; 
As a corollary we get the connectedness in the space of all parameters: 
COROLLARY 1. S and U are connected and unbounded, and ‫ޒ‬
= ‫ޒ‬ G 3 2 Ž . _ S s U, ‫ޒ‬ = ‫ޒ‬ _ U s S.
FIXED PARAMETERS a, b, c
In this section a, b, c are fixed real numbers. As already has been mentioned, in the case of only one delay both S and U are connected, so r r we will always assume b / 0 / c. Ž . We shall show that U is connected and unbounded see Proposition 2 .
r Since the proof is very technical, and there are often various cases to be looked at, we start by giving a rough sketch of the proof to come, for the two most important cases. At the same time we introduce some notations we shall use throughout this section. Ž . Ž . r , r g U if the characteristic function и; r , r has a root with 1 We shall frequently use this fact. In particular we shall use without Ž . further comment that if a continuous curve ⌫ t consists piecewise of Ž .Ž . solution curves r , r which cross at the ''glueing points'' of ⌫, then 1 2 
Ž
.Ž . going parallel to these r , r just within the respective left-hand sides, 1 2 one gets a curve ⌫ arbitrarily near to ⌫ which lies entirely in U . r Here, as in the rest of this article, when we say two curves cross each other, we mean that they intersect non-tangentially. When we say two solution curves can be connected within U , we mean there is a continuous Ž . at the endpoints of I we have y s 0. This means the corresponding Ž .Ž . solution curves r , r tend to infinity, as approaches an endpoint of 1 2 I. The left-hand side of the solution curve belongs to U , which therefore is r unbounded.
The more difficult part is to prove that U is connected. these solution curves belong to U , it is sufficient to show that all solution r curves are connected; i.e., between any two given solution curves there is a continuous path ⌫ connecting them, which consists piecewise of solution curves, and at those points of ⌫ where two pieces join, the corresponding solution curves cross each other. This is done in Lemma 5, where we construct such continuous curves ⌫.
and the minimum of ⌫ can be chosen arbitrarily big. As already men-Ž .Ž . tioned, the solution curves r , r , g I, tend to infinity as ap- 1 2 proaches an endpoint of I, so any two given solution curves intersect a Ž . suitably chosen curve ⌫ see Lemma 6 .
This was roughly the proof we will present in this section. Ž .
2
As has already been said, we start by proving the set of r , r g ‫ޒ‬ Ž . for which и; r , r s 0 has a purely imaginary root, is locally a curve 1 2 
Ž
.Ž . Ž . r , r , and the left-hand side of it as increases belongs to U . iy ; r , r s 0 m ᭚ g I : Ž . 
hence using the implicit-function theorem, there is an interval I and maps y, : I ª ‫ޒ‬ , such that g I, and
Returning to the r r -plane by setting
Ž . the map r , r , y s r , r , y satisfies iy ; r , 
Differentiating this expression twice with respect to and solving with ŽŽ . . Ž . respect to sin ␣ y 1 , we find either ␣ s y1, which yields sin y2 Ž . 2 Ž . 2 ' 0, or 1 q ␣ y ␣ y 1 s 0, which in turn gives ␣ s 0. Both cases Ž .Ž . cannot be, so indeed r , r k const. 1 2 Taking V to be the projection of V onto the last two coordinates, r Ž .Ž . eventually making V smaller, we can assume r , r , g I, to divide V 1 2 r into two parts, the left-hand side respectively the right-hand side as increases. Ž . To be able to prove the statements about the roots of .; r , r for 1 2 Ž . r , r in either one of these parts of V , we have to look at how the root More specifically we need to know how the real part x of changes. So we make the same change of variables as before, only incorporating the Ž . Ž . real part x of : r , r , x, y becomes , , x, y . . iy; r , r , i.e., Ž . Then, with the same reasoning as above, we get maps y, r , r :
.. as defined above, and x q iy , x , r , x , r , x ' 0. 1 2 We claim that the scalar product between the normal of the curve Ž .Ž . r , r pointing into the left-hand side of V , and the partial derivative conclusion follows for the left-hand side, and analogously also for the other one.
To prove the claim, we need the partial derivatives of r , r .
, with respect to and j x and solving with respect to the various partial derivatives, a tedious but straightforward calculation yields
Ž . Using these equations in the definitions of r , j s 1, 2, and keeping in
Ž . 
In other words, the scalar product between the normal to the curve
Ž .
We have only to show that in 8 we have a strict ) for at least one Ž .Ž . point r , r on the dividing curve. 1 2 Assume this to be false. Then for all g I we have
But by definition of g , g , this means
Setting s s r y and s s r y, we get the following equivalent set of 1 2 contradiction. This proves the claim and completes the proof of the lemma. Given the problem of joining two given points in U , with Lemma 2 it is r sufficient to find a connecting curve ␥ which consists partially of parts of Ž .Ž . solution curves r , r . This is so because where such a ␥ coincides 1 2 with a solution curve, one can shift it a little bit onto the left-hand side of the solution curve, and the resulting ␥ lies indeed totally within U . Ž . Ž .Ž . Roughly speaking, in its case i , s , s t is one-half of a closed simple 1 2 Ž . curve, where the corresponding y t becomes 0 at the endpoints. See also Ž .Ž . Fig. 1 for a typical example of s , s t . 
Ž . is a function of the other one, e.g., s s s s , y s y s , and both Ž . where the solutions of 3 form squares in the s s -plane, and on two sides 1 2 of a square the corresponding y is equal to 0.
In Lemma 3 we shall speak of the first, . . . , fourth quadrant with respect to a center point p. With this we mean the first, . . . , fourth quadrant Ž . Ž . counting as usual of the local Cartesian coordinate system with origin in p. Ž . x w a g ␣, ␤ and n , n g ‫.ޚ‬ Ž . Ž . an n g ‫.ޚ‬ y s ) 0, and s s f ‫ޚ‬ , for all s g ‫.ޒ‬ Ž . solution s , s , y can be written 1 2 s , s , y s s q 2 n , ys q n q 1 q 2 n , y s ,
Ž . 2 n , y solves these equations, for all n , n g ‫.ޚ‬ 2 1 2 < < < < < < Ž . Ž . If a G b q c , then there are no solutions to Eqs. 3 and 4 with y ) 0. The remaining cases can be divided as in the conclusion of the lemma.
Ž . For the whole proof of case i we shall always assume s , s g n y 1 , n q 1 = n y 1 , n q 1 .
The conclusions of the lemma will be shown by combining the two Ž . Ž . representations we have for solutions s , s , y of 3 , 4 , namely s , s , and we get from these equations. Ž . Ž . First we show that the solutions s , s of Eq. 3 form a closed simple 1 2 curve in the interior of the above mentioned square. tion s s , s g a, b , defined by 13 , such that s , s solves 3 Ž . the set of solutions of 3 is a closed simple curve S. Ž . Note that S intersects the axis s s n resp. s s n exactly twice,
Ž . Ž . Equation 3 is equivalent to 13 . A straightforward calculation shows
Ž . once with s ) n s ) n , and once with s -n s -n , and
. for exactly one of these intersections y ) 0 is true see 4 .
We are interested only in those parts of S for which the corresponding Ž . y in 14 is positive.
Ž . Ž . As in the proof of Lemma 2, whenever y s y s , s ) 0, y as in 14 , we 1 2 Ž . can locally define and y as a function of , thus expressing s and s 1 2 Ž . Ž . as functions of too: s s s , y s y , j s 1, 2. Ž . But then Eq. 3 shows 0 s a " b " c, for suitably chosen signs, which Ž Ž . Ž .. Ž . cannot be. Thus s , s does not pass through the center n , n . 
Žj. Ž . Ž j.
Žj. Ž . Let s s s , y s y , g I , i s 1, 2, j g J, be given.
By Eq. 11 , y s 0 only if sin s y s s 0, i.e., s s s q n ,
in the second or fourth quadrant, this means where the sign in the right-hand side depends on the quadrant, and is Ž . Ž . different for both. y / 0 follows, and claims 2 and 3 have been proven. < < < < < < < < < < < < < < Case ii. a -b y c . We assume a -c y b , the other case being symmetrical.
Ž . For any solution of iy s 0 we have
so for s g ‫,ޒ‬ we can define s and s by Ž . Ž .
Ž . Note that y s is indeed independent of n, and s ., n and y . are They satisfy the conclusions. < < 5 < < 5 Case iii. 0 / a s b y c . We assume without loss of generality < < < < < < a s c y b . Ž . Ž . As in Case 2, we can define s s , n , y s , the only difference being
Ž . that now s n q 1 g ‫ޚ‬ , and y n q 1 s 0, n as in 12 .
Ž . Letting n as in 12 , choosing sign and n g ‫ޚ‬ in 15 suitably, and calling c Ž .
Ž . the resulting functions s s resp. y s , we get
Ž .
2

Ž .
Thus 3 is equivalent to m s s y1 s q n q 1 q 2 n ,
Ž . Only m s 1 gives positive y. The conclusions follows immediately. w x For s , s , y: I s ␣, ␤ ª ‫ޒ‬ as in Lemma 3, and n , n g ‫,ޚ‬ define the
x w 2 and the corresponding solution curve R :
Then there are n , m g ‫,ގ‬ n G n or m G n , and the half-line
Proof. Is it sufficient to show that for arbitrary ␣, p , p , n , n as
above, there are a t ) 0, n, m g ‫,ގ‬ n G n , or m G n , and follows from
Ž This inequality has infinitely many solutions see, e.g., Hurwitz Theorem w x . 7, p. 133 , which proves the lemma. 5 < < 5 < < < < < < LEMMA 5. Let a q b q c G 0, b y c F a -b q c , and k 
Ž Ž . Ž .. Moreo¨er, locally either ⌫ t is part of a solution cur¨e r , r from 1 2 Lemma 2, or two solution cur¨es which cross each other. Ž . ŽŽ . . which contains 0, 1 1, 0 resp. . Ž . The curve ⌫ t of the conclusion will be constructed by glueing together Ž . Ž . parts of solution curves R see Fig. 2 for a simple example . There
Ž . are some restrictions as to which n , n can be used for this, so we define 1 2 an admissible set of indices
which assures R ᎏand hence ⌫ t tooᎏto lie in ‫ޒ‬ and we have
Ž . The fundamental idea is to define ⌫ t by setting it equal to the ''first'' Ž . Ž . intersection of g with a solution curve R , n , n g N.
Ž1r2
.yt n , n 1
Unfortunately it does not work that simply, the main problem being that tangential intersections between different solution curves might occur. The way to avoid this difficulty is to restrict ourselves to intersections Ž . Ž . between solution curves R , n , n g N, with straight lines g , for n , n 1 2 1 2 Ž . which R starts left of and ends right of g . With this restriction,
Ž . loosely stated, ⌫ t consists of those parts of solution curves, which are ''first intersections'' for the appropriate g plus the adjoining parts of every such solution curve until its crossing with the next one.
The proof is organized in a series of claims. But before we state these, we give two definitions we shall need further on.
Ž . x Ž . Ž .w For given n , n g N define the interval n , n , n , n of
Ž . Ž Ž .. angles , for which ␥ or R starts left of and ends right of
Ž n , n . Ž n , n . Note that by Lemma 3 and the choice of N we have indeed 0 - 
ii If for each n , n ; N we define t s t n , n , j s 1, . . . , p s˜˜1
If more than one n , n satisfies i and ii , let n , n be the 1 2 1 2 Ž 2 . minimal one of these using any order on ‫ޚ‬ .
Ž . By the following claim 1 , there is always an intersection between a Ž .Ž . given line g and a solution curve, so n , n is well defined. many intervals a , b , a -b , i s 1, . . . , p s p , such that
Ž . Before we prove these claims, let us construct ⌫ t using them.
Ž . We construct first a ⌫ t , ) 0 small, which only intersects g for
Ž .
certain , then extend it by letting ª 0 to get ⌫ t . w x Let ) 0 be small. By Claim 3 there are a , b , i s 1, . . . , p, such that
Without loss of generality assume b s a , i s 1, . . . , p y 1. By con-
struction definition of n , n , R is asymptotic as ␤ to
a line g , where ) b , and R asymptotic as x ␣ to a line i n , n 1 2 g , where -a s b . This means these two solution curves cross each iq1 i
other. Denote this intersection by
Now let ⌫ t just consist of those parts of the curves R , which n , n 1 2 lie between two consecutive intersection points R Ž i. and R Ž iq1. , i s 1, . . . , p y 2.
Ž . < Ž .< The resulting ⌫ t is continuous, ⌫ t ) k , and it intersects g at 0 w Ž Ž2. Ž2. . Ž Ž py1. Žpy1. .x least for g n , n , n , n . There remain the proofs of the three claims.
Proof of Claim 1. This claim follows from the particular structure of Ž .Ž . the curve s , s from Lemma 3, which allows us to reduce the 1 2 problem to that of intersections of straight lines with a certain disk, and Lemma 4 which proves there are infinitely many solutions to the latter problem. Ž . Ž . First we show that there is an n s n g ‫,ގ‬ such that if n , n g N,
. Ž and g intersects the disk B n q 2 n , n q 2 n ; with center n q
Ž . 2 n , n q 2 n and radius , then g intersects ␥ too.
Ž . Ž By Lemma 3 i , iii , and iv resp. the comment after the lemma, and . Ž .Ž . the notation thereof s , s , g I, starts in the second and ends in 1 2 Ž . the fourth quadrant, but it does not pass through its center n , n . ŽŽ . . such that all straight lines intersecting the disk B n , n ; 1rn and
Ž .Ž . Since s , s starts in the second and ends in the fourth quadrant, 1 2 Ž . ␥ starts left and ends right of g .
Now an easy application of Lemma 4 proves Claim 1.
Proof of Claim 2. We only prove the first statement, the second follows by symmetry.
Assume the first statement does not hold. Then there is a sequence such that for all j g ‫ގ‬
Ž . Since only finitely many R intersect any given finite disk, for every n , n 1 2 Ž . j g ‫ގ‬ the set in 19 is finite. This in turn implies there are at least two 0 Ž . Ž . distinct n , n g N, such that the corresponding solution curves R 1 2 n , n 1 2 intersect each other infinitely often within a finite region, which cannot be, because there are analytic curves. Ž .Ž . , on each of which n , n is constant, the claim follows easily.
This closes the proof of Lemma 5. Let n , n begi¨en such that
Ž . Ž . Ž .
Ž . Proof. If ␥ ␣ ; ‫ޒ‬ or ␥ ␤ ; ‫ޒ‬ , then R n , n ) n , n ) n , n There remains the case that ␥ starts and ends on an axis, or n , n 1 2 crosses it, that is,
n , n n , n ) Ž . Ž . This proves Claim 3 , and completes the proof of the lemma. Now comes the main proposition of this section, namely that the region of instability is connected and unbounded in the case of fixed parameters and variable delays: PROPOSITION 2. U ; ‫ޒ‬ 2 is connected and unbounded.
r G Proposition 2 implies in particular that there are no ''islands'' of instability within the stable region. With Corollary 1, there are not even ''islands'' of stability, but not asymptotic stability, within this region. This follows also from the description of the stability region given by Hale and w x Huang in 2 , if one knows the stability region to be connected. This seems to be true, but it hasᎏto our knowledgeᎏas yet not been proven. For the rest of this proof we assume b / 0 / c and a q b q c G 0. We distinguish four cases: < < < < < < Ž . Case 1. a ) b q c . In this case has no purely imaginary roots, and either ‫ޒ‬ 2 s S or ‫ޒ‬ 2 s U .
G r G r < < < < < < < < Ž . Case 2. a s b q c . We have a ) 0. Re x q iy s 0 implies r y, r y g ‫,ޚ‬ which in turn gives y s 0. In other words, 0 is the only 
