Abstract. We study category O for the (centrally extended) Schrödinger algebra. We determine the quivers for all blocks and relations for blocks of nonzero central charge. We also describe the quiver and relations for the finite dimensional part of O. We use this to determine the center of the universal enveloping algebra and annihilators of Verma modules. Finally, we classify primitive ideals of the universal enveloping algebra which intersect the center of the centrally extended Schrödinger algebra trivially.
Introduction and description of the results
The Schrödinger Lie group describes symmetries of the free particle Schrödinger equation, see [Pe] . The corresponding Lie algebra is called the Schrödinger algebra, see [DDM1] . In the 1 + 1-dimensional spacetime this algebra is, roughly, a semi-direct product of the simple Lie algebra sl 2 with its simple 2-dimensional representation (the latter forms an abelian ideal). This Lie algebra admits a universal 1-dimensional central extension which is called the centrally extended Schrödinger algebra or, simply, the Schrödinger algebra, abusing the language.
Some basics of the representation theory of the Schrödinger algebra were studied in [DDM1, DDM2] , including description of simple highest weight modules. Recently there appeared a number of papers studying various aspects of the representation theory of the Schrödinger algebra, see [AD, LMZ1, LMZ2, Du, Wu, WZ1, WZ2] . In particular, [Du] classifies all simple modules over the Schrödinger algebra which are weight and have finite dimensional weight spaces.
The present paper started with the observation that the claim of [WZ1, Theorem 1.1(1)] contradicts [Pe, page 244] and a natural subsequent attempt to repair the main result of [WZ1] which claims to describe annihilators of Verma modules over the Schrödinger algebra. In the classical situation of simple Lie algebras, study of annihilators of Verma modules usually follows the study of the BGG category O and its equivalent realization using Harish-Chandra bimodules. This naturally led us to the problem of understanding category O for the Schrödinger algebra. This is the main objective of the present paper.
Making a superficial parallel with the theory of affine Lie algebras, it turns out that the representation theory of the Schrödinger algebra splits into two very different cases, namely the case of nonzero central charge and the one of the zero central charge, where by the central charge we, as usual, mean the eigenvalue of the (unique up to scalar) central element of the Schrödinger algebra (note that such an eigenvalue is unique for all simple modules). For nonzero central charge our results are complete, whereas for zero central charge we get less information, however, involving much more complicated arguments. Nevertheless, we derive enough properties of O to be able to describe the center of the universal enveloping algebra of the Schrödinger algebra and annihilators of Verma modules, repairing the main results of [WZ1] . Along the way we also describe the "finite dimensional" part of O which, in contrast with the classical case, is no longer a semi-simple category. Our description, in particular, implies that the category of finite dimensional modules over the Schrödinger algebra has wild representation type (cf. [Mak] ).
The paper is organized as follows: in Section 2 we collected all necessary preliminaries. Section 3 studies basics on category O and describes blocks of nonzero central charge. Section 4 studies blocks of zero central charge and the "finite dimensional" part of O. As a technical tool we also introduce a natural graded version of O (which makes sense only for zero central charge). Section 5 contains several applications, in particular, description of the center of the universal enveloping algebra of the Schrödinger algebra and description of annihilators of Verma modules. In Section 6 we outline the setup to study Harish-Chandra bimodules for the Schrödinger algebra and apply it to obtain a classification of primitive ideals with nonzero central charge.
After the paper was finished we were informed that the fact that the results of [WZ1] are not correct was recently pointed out in [WZ3] .
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2. The Schrödinger algebra 2.1. Notation. We denote by N, Z + and C the sets of positive integers, non-negative integers and complex numbers, respectively. For a Lie algebra a we denote by U (a) the universal enveloping algebra of a. We also denote by Z(a) the center of U (a). We denote by * the usual duality Hom C ( − , C). For an associative algebra A we denote by A-Mod the category of all A-modules and by A-mod the full subcategory of A-Mod consisting of all finitely generated modules. For a Lie algebra a we set a-Mod := U (a)-Mod and a-mod := U (a)-mod.
We write ⊗ for ⊗ C .
2.2. Definition. The Schrödinger algebra s is the complex Lie algebra with a basis {e, h, f, p, q, z} where z is central and the rest of the Lie bracket is given as follows: The algebra s is not semi-simple, its radical being the nilpotent ideal i spanned by p, q and z. Note that i is a Heisenberg Lie algebra while the quotient s/i is isomorphic to the simple complex Lie algebra sl 2 . The center of s is spanned by z. We denote by s the centerless Schrödinger algebra s/Cz.
To simplify notation we set U = U (s). With respect to the adjoint action of h we have the decomposition
The algebra U is a noetherian domain (both, left and right).
2.3. Casimir element. Consider the classical Casimir element c := (h + 1) 2 + 4f e in U (sl 2 ) and the following element in U (s):
The following statement verifies [AD, Formula (3) ] and [Pe, Page 244] .
Lemma 1. We have c ∈ Z(s).
Proof. Clearly, every summand of c is in U 0 and hence c ∈ U 0 . Further, using the facts that (h + 1) 2 + 4f e is a Casimir element for sl 2 and z is central in s, we have
Similarly one checks that [f, c] = 0.
Further, we have
Similarly one checks that [q, c] = 0. This shows that c ∈ Z(s).
Cartan subalgebra.
Denote by h the Cartan subalgebra of s, spanned by h and z. The algebra h is commutative and its adjoint action on s is diagonalizable. Fix the basis {h , z } in h * which is dual to the basis {h, z}. For α ∈ h * set
Then we have
where s 0 = h has dimension two while all other spaces are one-dimensional. We set R := {±2h , ±h } and call the elements of R roots of s. Note that R is a root system (not reduced) in its linear span.
As usual, we denote by ρ the half of the sum of all positive roots, that is ρ = 3 2 h . Let W be the Weyl group of R, that is the group consisting of the identity and the linear transformation r defined as follows:
Then W naturally acts on h * and we also have the ρ-shifted dot-action given by w · λ = w(λ + ρ) − ρ for w ∈ W and λ ∈ h * .
2.5. Triangular decomposition. Write
and set
is a triangular decomposition of s in the sense of [MP] . This decomposition implies the following decomposition of U as U (n − )-U (n + )-bimodules:
2.6. Weight modules. As usual, an s-module M is called a weight module provided that
Elements λ ∈ h * are called weights and for λ ∈ h * the space M λ is the corresponding weight space. We denote by supp(M ) the support of M , that is the set of all λ ∈ h * such that M λ = 0.
Since the adjoint action of h on s is diagonalizable, it follows that a module generated by a weight vector is a weight module. We denote by W the full subcategory of U -Mod consisting of all weight modules.
It is very natural to introduce another class of "weight" modules. An s-module M is called an h-weight module provided that
Elementsḣ ∈ C are called h-weights and forḣ ∈ C the space M˙h is the corresponding h-weight space. We denote by supp h (M ) the support of M , that is the set of allḣ ∈ C such that M˙h = 0. Again, a module generated by an h-weight vector is an h-weight module. We denote by V the full subcategory of U -Mod consisting of all h-weight modules. Clearly, W is a full subcategory of V.
As U is a finitely generated algebra over an uncountable algebraically closed field C, every central element acts as a scalar on each simple U -module by Schur's lemma (cf. [Maz, Theorem 4.7] ). It follows that every simple h-weight module is a weight module. In particular, simple objects in V and W coincide.
3. Category O 3.1. Definition. As usual (see [BGG, MP, Hu] ) we define the category O associated to the triangular decomposition (2.2) as the full subcategory of U -mod ∩ W consisting of all modules M on which the action of U (n + ) is locally finite in the sense that dim
Directly from the definition it follows that category O is closed under taking quotients and finite direct sums. As U is noetherian, category O is also closed under taking submodules. It follows that category O is abelian. Furthermore, for M ∈ O there is a finite set {λ 1 , .
As M is finitely generated and h-weight spaces of the adjoint action of h on U (n + ) are finite dimensional, it follows that dim M λ < ∞ for all λ ∈ h * and therefore dim Hom O (M, N ) < ∞ for all M, N ∈ O. Consequently, O is idempotent split and hence Krull-Schmidt.
Verma modules. For λ ∈ h
* denote by C λ the one-dimensional b-module with generator v λ and the action given by
The Verma module is defined, as usual, as follows (see [Di, Hu] for the classical case and [DDM1] for the case of the algebra s):
By abuse of notation we denote the canonical generator 1 ⊗ v λ of ∆(λ) simply by v λ . It follows directly from the definition that ∆(λ) is a weight module with support
+ 1 for all i ∈ Z + . The weight λ is called the highest weight of ∆(λ).
As usual (cf. [Di, Proposition 7.1.8(iv) ]), we have End O (∆(λ)) ∼ = C, in particular, ∆(λ) is indecomposable. Moreover, ∆(λ) has a unique maximal submodule K(λ) (which is the sum of all submodules N of ∆(λ) satisfying the condition N λ = 0) and hence the unique simple quotient L(λ) = ∆(λ)/K(λ). The module L(λ) is the simple highest weight module with highest weight λ. As usual, see [MP, Hu] , each L(λ) is a simple object of O and each simple object of O is isomorphic to L(λ) for a unique λ ∈ h * .
For λ ∈ h * we denote by ϑ λ ∈ C the scalar corresponding to the action of the central element c on ∆(λ).
As a U (n − )-module, each Verma module is free of rank 1. Since U (n − ) is a domain, it follows that each nonzero homomorphism between Verma modules is injective. Moreover, each Verma module has Gelfand-Kirillov dimension dim n − = 2. 
Proof. From the definition of c, for any µ ∈ h * we have
and the claim follows by comparing the corresponding expressions for λ and λ − nh .
Z for any λ ∈ ξ. Then we have the following:
(ii) We have the decomposition [Maz, Lemma 3.71] ), the functor F V is both left and right adjoint to itself. In particular, it sends projective objects to projective objects and injective objects to injective objects.
3.6. Duality. Let σ be the unique involutive anti-automorphism of
, where x ∈ s, g ∈ M and v ∈ M . This defines an exact, contravariant and involutive functor (ii) For each i ∈ N we have a non-split short exact sequence 
Note that the quiver appearing in Proposition 4(v) is exactly the same quiver which describes the regular block of category O for sl 2 , see [Maz, Section 5.3] . Note also that Proposition
Proof. The decomposition in claim (iii) is again given using the action of the central element c. Claim (iv) is proved by the same arguments as used in the proof of Proposition 3.
The module ∆(λ 0 ) is simple by the same arguments as used in the proof of Proposition 3. A straightforward computation shows that n + (2żf + q 2 )v λ 1 = 0 which implies that ∆(r · λ 1 ) is a submodule of ∆(λ 1 ). The quotient N := ∆(λ 1 )/∆(r · λ 1 ) has Gelfand-Kirillov dimension 1 and hence contains no subquotients isomorphic to ∆(r · λ 1 ). As L(λ 1 ) appears with multiplicity one in ∆(λ 1 ), it follows that N ∼ = L(λ 1 ). This proves claims (i) and (ii) for λ 1 .
Let V be the 2-dimensional simple sl 2 -module. For i ∈ N we have exact biadjoint functors
The character argument gives that they send Verma modules to Verma modules which implies that they induce mutually inverse equivalences
. This proves the first part of claim (v), moreover, claims (i) and (ii) now follow in the general case from the already checked case of λ 1 .
It remains to prove the second part of claim (v) in the case of λ 1 . This is similar to [Maz, Section 5.3] . From the proof of Proposition 3 we know that both ∆(λ 0 ) and ∆(λ 1 ) are projective in O. We have a pair of biadjoint functors
The character argument gives G∆(λ 1 ) ∼ = G∆(r·λ 1 ) ∼ = ∆(λ 0 ) and hence, by adjunction, we have
This implies that F∆(λ 0 ) is the indecomposable projective cover of the simple module ∆(r · λ 1 )). Consider some nonzero homomorphism a : F∆(λ 0 ) → ∆(λ 1 ) and let b be a nonzero homomorphism in the other direction (which exists by adjunction). Then it is easy to see that ab = 0 which implies claim (v).
Blocks of nonzero central charge and integral weights.
Let ξ ∈ h * /ZR be of nonzero central charge and assume that λ(h) ∈ Z for any λ ∈ ξ. Note that the action of W preserves ξ.
Proposition 5. Let ξ ∈ h
* /ZR be of nonzero central charge and assume that λ(h) ∈ Z for any λ ∈ ξ. Then we have the following:
(ii) We have the decomposition
Proof. The proof is similar to that of Propositions 3 and 4. The decomposition in claim (ii) is again given using the action of the central element c.
That ∆(r · λ i ) is simple for each i ∈ Z + is proved similarly to the analogous statement in Proposition 3. That ∆(λ 0 ) is simple follows from the observation that, on the one hand, dim ∆(λ 0 ) λ 0 −h = 1 but, on the other hand, the element qv λ 0 does not satisfy n + qv λ 0 = 0 since
Now, similarly to the proof of Propositions 4, using projective functors
Propositions 4 and 5 completely describe all blocks of O with nonzero central charge, in particular, we see that all indecomposable such blocks are equivalent to indecomposable blocks of O for sl 2 . As we will see in the next section, for zero central charge the situation is quite different.
3.9. Tensor product realization. Forż ∈ C \ {0} consider the algebras Aż := U (s)/(z −ż) and Bż := U (i)/(z −ż). Note that Bż is isomorphic to the first Weyl algebra, in particular, Bż is a simple algebra. Following [LMZ1, Theorem 1] define the homomorphism Φ : Aż → Bż as follows:
Consider the (unique) "highest weight" Bż-module M := Bż/Bżp. This is a simple Bż-module. Pulling back via Φ, the module M becomes a simple highest weight U -module with highest weight − 
Blocks with zero central charge
4.1. Indecomposability. As the first step towards understanding the structure of blocks of zero central charge we prove the following:
Proof. We obviously have e·qv λ = 0 and, moreover, p·qv λ = zv λ = 0 (as the central charge is zero). Therefore mapping v λ−h to qv λ extends to a nonzero homomorphism from ∆(λ−h ) to ∆(λ), which is necessarily injective (see Subsection 3.2). This proves claim (i). [DGK, RCW] (where it is applied to category O for Kac-Moody Lie algebras, see also [MP, FKM] 
(ii) We have P (λ) (λ−ih ) ∆(λ−ih ) and the kernel K of this epimorphism has a Verma flag. Moreover, the only Verma modules occurring as subquotients in a Verma flag of K are ∆(λ − jh ) where j < i.
Proof. This is similar to [BGG] . Set µ := λ − ih . Denote by I the left ideal in U generated by h − µ(h), z and U j for all j > i. Then for the U -module P := U/I we have
the module P has an indecomposable direct summand which surjects onto L(µ). This proves claim (i).
It follows from the PBW theorem that the module P constructed above has a Verma flag and the only Verma modules occurring as subquotients in any Verma flag of P are ∆(λ−jh ) where j ≤ i. As in [BGG, Propo- [CPS] . Simple modules in this category are indexed by λ − ih , where i ∈ Z + , with the natural order λ − ih > λ − jh if i < j. In particular, the multiplicity [P (λ) (µ) : ∆(ν)] of ∆(ν) as a subquotient of a Verma flag of P (λ) (µ) does not depend on the choice of this flag. Furthermore, using the duality and [Ir] we have the following BGGreciprocity:
where the latter denotes the composition multiplicity.
It is worth pointing out that from Lemma 7(i) it follows that each ∆(µ), µ ∈ ξ, has infinite length.
4.3. Grading. Set U := U (s). The algebra U admits a natural Z-grading by setting From now on by graded we always mean Z-graded. A graded vector space V is written as
For k ∈ Z we denote by k the shift of the grading functor normalized as follows:
is an sl 2 -module, that is pM = qM = 0, then M is gradable by setting, for i ∈ Z,
We will call this M the standard graded lift of M . In particular, all simple objects in O[ξ] are gradable. Note that a Verma U -module is defined as the quotient of U modulo a left ideal generated by homogeneous elements. Hence all Verma U -modules are gradable. It is easy to check that M ⊕ N is gradable if and only if M and N are.
In the standard way the duality admits a graded lift which we will denote by the same symbol. We have the following isomorphism of sl 2 -modules:
4.4. Non-integral blocks. Let ξ ∈ h * /ZR be of zero central charge and assume that ξ is non-integral in the sense that λ(h) ∈ Z for some (and hence for any) λ ∈ ξ. Consider the following two quivers:
. . .
with imposed commutativity relation ab = ba (which includes ab = 0 for the vertex 0 in the quiver ∞ Q). We denote by ∞ Q-lfmod the category of locally finite dimensional ∞ Q-modules (in which ab = ba as above). We also denote by ∞ Q + ∞ -lfmod the category of locally finite dimensional ∞ Q ∞ -modules (in which ab = ba) that are bounded from the right, that is modules in which i is represented by the zero vector space for all i 0.
Theorem 10. Let ξ ∈ h * /ZR be non-integral and of zero central charge.
Proof. For i ∈ Z + we assign to the simple object L(λ − ih ) the vertex i in the quiver ∞ Q. First we claim that for all i, j ∈ Z + such that i ≤ j we have
Indeed, consider a non-split short exact sequence
Then X is generated by a highest weight vector of weigh λ − ih and hence is a quotient of ∆(λ − ih ). The latter module has simple top. By Lemma 7(i) we have an inclusion ∆(λ − (i + 1)h ) → ∆(λ − ih ) and the quotient is simple, by character argument, already as an sl 2 -module, since ξ is non-integral. This means that
Since ∆(λ − (i + 1)h ) has simple top L(λ − (i + 1)h ), we get formula (4.1).
Using and the fact that preserves isomorphism classes of simple modules, we get
) which, together with (4.1), says that the quiver of the category O [ξ, λ] is exactly the underlying quiver of ∞ Q. Note that non-split extensions between L(λ − ih ) and L(λ − (i + 1)h ) are given (inside ∆(λ − ih ) and ∆(λ − ih ) , respectively) by the action of p or q, respectively, and we have pq−qp = z = 0 as we are in the situation of zero central charge. This suggests that the relations in the quiver should be commutativity relations. However, to rigorously prove the letter guess it is convenient to consider the graded lift.
Define O [ξ, λ] as the full subcategory of the category of graded Umodules which belong to O [ξ, λ] after forgetting the grading. We claim that indecomposable projective modules in O [ξ, λ] are gradable. Indeed, using the original construction of [BGG] , indecomposable projective modules in O [ξ, λ] are direct summand of the following projective objects (here k ∈ Z + ):
).
As both h − (λ − kh )(h), p k+1 and e k+1 2 are homogeneous elements, it follows that P (k) is gradable. 
Proof. With respect to our grading we have U 0 = U (sl 2 ) and U 1 = V ⊗ U (sl 2 ) where V = i/Cz is the 2-dimensional sl 2 -module spanned by p and q. Clearly, we have
A character argument combined with our computation of extensions above gives 
Lemma 12. For every k ∈ N there is a nonzero scalar
Proof. From Lemma 11(b) we have that there is a unique (up to scalar) nonzero morphism from P (k) to I(k) −2 . Let N be its image. The statement of the lemma is equivalent to saying that we have the following isomorphism of the first graded component:
From the proof of Lemma 11 we know that
Therefore, replacing λ by λ − (k − 1)h , we may assume k = 1. In this case we have that P (1) ∼ = P (1) so we identify these two modules. This allows us to do the following explicit computations (in which we identify elements of U with their images in the corresponding modules).
Denote by X the quotient of P (1) by the submodule P (1) 3 +P (1) 4 +. . . and by Y the quotient of P (1) by the submodule P (1) 2 + P (1) 3 + . . . . The submodule L(λ−2h ) −1 of Y is generated by the highest weight element
f p (note that λ(h) = 0 as we are in the situation of a non-integral block). The submodule L(λ) −1 of Y is generated by the highest weight element w 2 := p. Let w 1 and w 2 be some preimages in X of w 1 and w 2 , respectively. Then we have qw 2 = pq and also
)pq in X. Again note that 1 + 1 λ(h) = 0 as we are in the situation of a non-integral block. The element pq is exactly the highest weight element of the submodule L(λ − h ) −2 in X. So, we have just proved that the action of U on both composition subquotients of P (1) 1 leads to a nonzero contribution to L(λ − h ) −2 . The implies N 1 ∼ = P (k) 1 and the claim of the lemma follows.
From Lemma 12 it follows that, rescaling the ϕ k 's, if necessary, we may assume that ψ k −1 • ϕ k = ϕ k−1 −1 • ψ k−1 . This means that the quiver of O[ξ, λ] is a quotient of ∞ Q. To prove that they coincide we have just to compare the Cartan data of both categories.
It is easy to check that the category ∞ Q-lfmod is a highest weight category with respect to the order · · · < 2 < 1 < 0, with standard modules having the following form:
Note that the multiplicities of simple subquotients in this module are the same as the corresponding multiplicities of simple subquotients in ∆(λ − ih ) (under our identification of L(λ − jh ) with j). From the BGG reciprocity we get that the characters of indecomposable projective modules in ∞ Q-lfmod and O [ξ, λ] match. This implies claim (i). Claim (ii) follows from claim (i) by taking the direct limit.
Finite dimensional part of O.
Let ξ ∈ h * /ZR be of zero central charge and integral in the sense that λ(h) ∈ Z for some (and hence for all) λ ∈ ξ.
Denote by O
f the full subcategory of O consisting of all finite-dimensional modules in O. Simple finite dimensional s-modules are exactly simple finite dimensional sl 2 -modules. For i ∈ Z + we denote by λ i the highest weight of the simple i + 1-dimensional s-module. The category O f is a subcategory of the integral block O[ξ] of zero central charge. Namely, it is the Serre subcategory generated by all L(λ i ), i ∈ Z + . Consider the following quiver:
with imposed commutativity relation ab = ba (which includes the relation ba = 0 for the vertex 0). We denote by Q ∞ -fmod the category of finite dimensional Q ∞ -modules (in which ab = ba as above) that is modules in which each i is represented by a finite dimensional vector space and these vector spaces are zero for all but finitely many i.
Theorem 13. The categories O f and Q ∞ -fmod are equivalent.
Proof. We use grading similarly to the proof of Theorem 10. Let X denote the category of all graded U -modules with finite dimensional graded components. Let X − denote the full subcategory of X consisting of all M satisfying the condition M i = 0 for all i 0. Consider U (sl 2 ) as a graded algebra concentrated in degree zero. Let Y denote the category of all graded U (sl 2 )-modules with finite dimensional graded components. Let Y − denote the full subcategory of Y consisting of all M satisfying the condition M i = 0 for all i 0. We have the usual exact restriction functor Res
As U is concentrated in non-negative degrees, the right adjoint of Res
Being the right adjoint of an exact functor, U ⊗ U (sl 2 ) − maps projective modules to projective modules. It follows that P (
Note that U ∼ = C[p, q]⊗U (sl 2 ) and for j ∈ Z + the space of homogeneous polynomials in C[p, q] of degree j is a simple j + 1-dimensional sl 2 -module under the adjoint action. Therefore, as ungraded sl 2 -module, we have
In particular, using the classical Clebsch-Gordon rule for sl 2 , see e.g. [Maz, Theorem 1 .39], we have:
It follows that the underlying quiver of O f is exactly Q ∞ .
we get linear dependence of ab and ba at each i for i > 0. A similar computation as in the proof of Theorem 10 implies that after a rescaling this reduces to commutativity relation. The statement is completed by comparing the Cartan data for O f (which is computed using (4.2) and [Maz, Theorem 1.39] ) and that for Q ∞ -fmod (which is a straightforward computation). The claim follows.
Remark 14.
For n ∈ N let X n denote the Serre subcategory in the category Q ∞ -fmod generated by all simple modules corresponding to i for i ≤ n. From Theorem 13 it follows that X n is equivalent to the category of modules over the following quiver:
with imposed commutativity relation ab = ba (which includes ba = 0 for the vertex 0 and ab = 0 for the vertex n). The path algebra of this quiver is known as the preprojective algebra of type A as defined in [GP] . In particular, this algebra has wild representation type for n > 4, see [BES, Page 2626] (note that our numbering of simples starts with 0). This agrees with the main result of [Mak] and implies that the main result in [Wu] is not complete.
Integral block. Let ξ ∈ h
* /ZR be of zero central charge and integral in the sense that λ(h) ∈ Z for some (and hence for all) λ ∈ ξ.
Consider the following quiver which we call Γ:
For n ∈ Z we denote by Γ n the full subquiver of Γ containing all vertices up to n. Note that each vertical column is the quiver of the principal block of the category O for sl 2 , see [Maz, Section 5.3] .
Proposition 15. Let ξ ∈ h
* /ZR be integral and of zero central charge.
(
ii) The quiver Γ is the Gabriel quiver for the category O[ξ].
Proof. We prove claim (i) and claim (ii) The above arguments imply the following for i, j ∈ Z with i > j:
Using we extend this computation to the case of arbitrary i, j ∈ Z (by swapping i and j in the left hand side) and see that the quiver is the correct one. 
Proof. Fix some PBW basis
where x b ∈ U (h). We have x b = 0 for finitely many b. Each λ ∈ h * corresponds naturally to a unique algebra homomorphism
We may choose λ ∈ h * such that the following two conditions are satisfied:
Let N be a positive integer which is strictly bigger than the total degree of each monomial b for which x b = 0.
Let I be the left ideal in U generated by h − λ(h), z − λ(z) and n N + . Consider the corresponding quotient U/I of the left regular U -module. Then condition (5.2) and our choice of N above guarantee that we have u · (1 + I) = u + I = 0 in U/I, that is u ∈ Ann U (U/I). Note that U/I ∈ O by construction, more precisely, U/I ∈ O[λ + ZR]. Now, condition (5.3) says that we are in the situation described in Proposition 3 and hence U/I is a direct sum of Verma modules. The claim follows.
Harish-Chandra homomorphism.
Following [Di, Section 7 .4], we have U 0 = U (h)⊕(U 0 ∩U n + ) and U 0 ∩U n + is a two-sided ideal of U 0 . Consider the Harish-Chandra homomorphism ϕ : U 0 → U (h) defined as the projection with respect to the above decomposition.
Proposition 17. We have ϕ(Z(s))
Proof. Let λ ∈ h * and x ∈ Z(s).
where π λ is as in (5.1). Moreover, x acts on ∆(λ) as the scalar π λ (ϕ(x)). If x = 0, then, by Proposition 16, there exists λ such that π λ (ϕ(x)) = 0. It follows that ϕ(x) = 0 and hence the restriction of ϕ to Z(s) is injective.
We have ϕ(z) = z and ϕ(c) = z(h + 3 2
z and hence we have
2 ]. To complete the proof it is thus left to show
For x ∈ Z(s) consider the polynomial ϕ(x) in h and z. Let ξ ∈ h * /ZR be of zero central charge. From Lemma 7(ii) it follows that the value π λ (ϕ(x)) does not depend on the choice of λ ∈ ξ. It follows that the evaluation of ϕ(x) at z = 0 is a constant, that is ϕ(x) = c + zf (h, z) for some c ∈ C and f (h, z) ∈ U (h, z).
. From Proposition 4(v) it follows that for anẏ z ∈ C \ {0} and any i ∈ Z + we have
As functions z, z 2 , . . . , z k are linearly independent, we obtain the equalities f j (− 3 2
2 for all j = 1, 2, . . . , k.
Now we claim that
) 2 ] for some i > 0. Indeed, choose i such that for every j = 1, 2, . . . , k the degree of f j (as a polynomial in (h +
)
2 ) does not exceed j + i. Since we have ϕ(z) = z and also ϕ(c) = z(h + 3 2
. From the injectivity of ϕ it now follows that z i x = g(z, c). Moving all terms containing z to the left, we get zy =g(c) for some y ∈ Z(s) and someg(c) ∈ C[c].
We claim that y = 0 andg(c) = 0. Indeed, assume that this is not the case and write v = zy =g(c) in the PBW basis of U with respect to the basis f, q, h, p, e, z of s. Then, on the one hand, v has nonzero coefficients only at basis elements containing z (because v = zy). It follows thatg is not a constant polynomial, say it has degree d > 0. But then, on the other hand, v must have a nonzero coefficient at
As U is a domain, the equality zy = 0 implies y = 0 which, in turn, means that z divides the polynomial g(z, c) and we get the equality z i−1 x = g(z, c)/z, where the right hand side is in C [z, c] . Repeating this argument finitely many times we get x ∈ C[z, c], and, consequently, 5.4. U is free over the center.
Corollary 19. The algebra U is free as a Z(s)-module.
Proof. The algebra U has the usual filtration by degree of monomials, let U be the associated graded algebra. The image of the sequence (z, c) is a regular sequence in U (which means that z is neither a zero divisor nor invertible in U and the image of c in U /(z) is again neither a zero divisor nor invertible). Now the claim of our corollary follows from [FO, Theorem 1.1].
Forż ∈ C consider the algebra Uż := U/U (z −ż). For simplicity we denote elements in U and their images in Uż by the same symbol.
Proposition 20. (i) Uż is a free C[c]-module.
(ii) For any maximal ideal m in C[c], the left multiplication action of t := 2żf + q 2 on Uż/Użm is injective.
Proof. Claim (i) follows immediately from Corollary 19. To prove claim (ii) we first consider the caseż = 0. Let H denote the subspace of U (sl 2 ) which is a linear combination of monomials of the form f i h j and h i e j . Then H contains a basis of U (sl 2 ) as (both left and right) C[c]-module, see e.g. [Maz, Theorem 2.33] . From Subsection 2.3 we have that c =żc + u where u is a linear combination of monomials which never contain both factors e and f at the same time. It follows that any basis in H ⊗ C[p, q] is a basis of Uż over C [c] . Consider the standard monomial basis in H ⊗ C[p, q] as follows:
Introduce the following linear order on elements of this basis: Set
• a + b + c = a + b + c and a = a but b < b ;
where u is obtained from u by multiplying with a nonzero constant and "smaller terms" means a linear combination of monomials (with coefficients from C[c]) which are smaller with respect to ≺. From this it follows that if x and y are two monomials such that x ≺ y, u 1 , u 2 ∈ C[c] \ 0 and x and y are highest monomials (with respect to ≺) which appear with nonzero coefficients in t · xu 1 and t · yu 2 , respectively, then x ≺ y .
Let ω be a nonzero element of Uż/Użm. Write ω = xu + smaller terms, where x is the maximal monomial with respect to ≺ which appears in ω and u ∈ C[c] \ m. Let y be the maximal monomial which appears in t · xu. Then the previous paragraph implies that y appears in t · ω with coefficient c · u for some nonzero constant c. Hence t · ω = 0 and we are done.
It remains to consider the caseż = 0. In this case we will prove that the left multiplication with q on Uż/Użm is injective. Using the PBW theorem, we choose the following basis of Uż over C [c] :
Similarly to the above, introduce the linear ordering ≺ on monomials as follows: Set
• a < a ;
• a = a and min{b, c} < min{b , c };
• a = a and min{b, c} = min{b , c } but b < b ;
• a = a and min{b, c} = min{b , c } and b = b but c < c ; 
where u is obtained from u by multiplying with a nonzero constant and "smaller terms" means a linear combination of monomials (with coefficients from C[c]) which are smaller with respect to ≺. Now the proof is completed by the same arguments as in the caseż = 0.
5.5. Annihilators of Verma modules. Our aim in this subsection is to prove the following statement which corrects [WZ1, Theorem 1.1(2)].
For λ ∈ h * let m λ be the maximal ideal in Z(s) such that m λ ∆(λ) = 0. The ideal m λ is generated by z − λ(z) and c − ϑ λ . The assertion of Theorem 21 can be reformulated as follows: the annihilator in U of ∆(λ) is the ideal U m λ .
Proof. Clearly, U m λ annihilates ∆(λ), so we only need to prove the opposite inclusion. Setż := λ(z) and consider the quotient algebras Uż := U/U (z −ż) andŨż := U/Ann U (∆(λ)). Clearly, Uż is a domain and Uż
Ũż . For simplicity we will use the same notation for elements in U and their images in both Uż andŨż. The module ∆(λ) is naturally both a Uż-module and aŨż-module.
Consider the multiplicative set {t
i | i ∈ Z + }, where
q,ż = 0.
As the adjoint action of t on Uż is locally nilpotent, {t i | i ∈ Z + } is an Ore set by [Mat, Lemma 4.2] . Therefore we can consider the corresponding Ore localization U ż of Uż and also the Ore localizationŨ ż of Uż. The element t obviously acts injectively on ∆(λ) and hence ∆(λ) embeds (as a Uż-submodule) into the localized modules U ż ⊗ Uż ∆(λ) andŨ ż ⊗Ũ˙z ∆(λ).
Let a denote the Lie subalgebra of s spanned by f, h, p, q, z and set A := U (a)/U (a)(z −ż) which is naturally a subalgebra of Uż.
Lemma 22. We have
Proof. The set I := A∩Ann Uż (∆(λ)) is a two-sided ideal in A. Assume u is a nonzero element of I. 
As M 0 contains nonzero elements of infinitely many h-weights and U (n − ) acts freely on ∆(λ), it follows that
Only finitely many of the γ i,j 's are nonzero. Find 0 = v ∈ M 0 such that γ i,j · v = c i,j v for some nonzero c i,j ∈ C whenever γ i,j = 0 (this is possible since M 0 contains nonzero elements of infinitely many h-weights).
Assume now that we have 4) . Similarly to the above, since M k contains nonzero elements of infinitely many h-weights and U (n − ) acts freely on ∆(λ), it follows that β k (h, f, q) = 0. Hence u = 0, a contradiction.
The caseż = 0 is proved by replacing q with 2żf +q 2 (the latter element commutes with p), and f with q in the definition of M m and following the proof for the caseż = 0.
Let J denote the ideal of Uż generated by c − ϑ λ and J denote the ideal of U ż generated by c − ϑ λ . Note that in U ż the relation c − ϑ λ = 0 can be equivalently written as e = y where y is in the subalgebra A of U ż generated by A and t −1 (here our special choice of t is crucial). Clearly, A is the localization of A at t.
Similarly to [Maz, Theorem 3.32] one shows that U ż has a PBW basis consisting of all monomials of the form t i q l h j p k e m (here i ∈ Z and l, j, k, m ∈ Z + ) ifż = 0. Ifż = 0 the basis consists of the monomials
. From the previous paragraph it follows that U ż /J has a PBW basis consisting of all monomials of the form
Let us collect what we now know in the diagram: 
here all solid maps are natural inclusions or projections. The dashed arrow from U ż toŨ ż comes from the universal property of localization. Similarly the tilted map from A to U ż . Both these maps make the corresponding squares commutative. Since the dashed map sends J to zero, it factors as the double solid map via U ż /J . From Lemma 22 it follows that both maps from A , namely the tilded map to U ż and the dotted toŨ ż are injective. From the previous paragraph we get that the double dashed composition map from A to U ż /J is an isomorphism. The diagram clearly commutes. From the commutativity it follows that the dotted map is an isomorphism and hence U ż /J ∼ =Ũ ż . Now assume that u ∈ Uż annihilates ∆(λ). Then the previous paragraph implies that u annihilatesŨ ż ⊗Ũ˙z ∆(λ) ∼ = U ż ⊗ Uż ∆(λ) and therefore belongs to J . This means that t i u ∈ U m λ for some i ∈ Z + . From Proposition 20(ii) it now follows that u ∈ U m λ , completing the proof.
As a corollary from Theorem 21 and Corollary 18 we obtain:
Proof. That κ ∈ Z(s) follows directly from Corollary 18 by factoring z out. Conversely, assume that
be an element of minimal total monomial degree. Consider a Verma s-module ∆(λ) with zero central charge. Then ∆(λ) has the structure of a Verma s-module by restriction. The element a thus acts as a scalar on ∆(λ) and hence a −ȧ annihilates ∆(λ) for someȧ ∈ C. Therefore, by Theorem 21, we can write a −ȧ = uκ for some u ∈ U (s). As U (s) is a domain, we get u ∈ Z(s). Moreover, u has strictly smaller degree than a. Therefore u ∈ C[κ] and hence a ∈ C[κ], a contradiction. The claim follows. generated U -U -bimodule X is called a Harish-Chandra bimodule provided that it is a weak Harish-Chandra bimodule and X ad ∈ U -zlm. We denote by H the category of all weak Harish-Chandra bimodules for U . We denote by H the category of all Harish-Chandra bimodules for U .
For M, N ∈ U -Mod the vector space Hom C (M, N ) carries the natural structure of a U -U -bimodule (coming from the U -module structures on M and N ). Denote by L(M, N ) the subspace of Hom C (M, N ) consisting of all elements, the adjoint action of s on which is locally finite. As usual, see [Di, 1.7 
consisting of all elements annihilated by the adjoint action of z. For a finite dimensional s-module V we have the following isomorphism (see [Ja, 6.8] ): N ) and the latter is a Harish-Chandra bimodule for U .
Proof. Each object in O is finitely generated and hence decomposes into a finite direct sum of indecomposable objects. By additivity, it is enough to prove the claim for indecomposable M and N . Assume M and N are indecomposable. Since z annihilates each simple finite dimensional s-module, for L(M, N ) to be nonzero z should act with the same scalar on M and N , in particular, it follows that z annihilates
The claim that L(M, N ) is a Harish-Chandra bimodule follows from (6.1) and the observation that all homomorphism spaces in O are finite dimensional.
For M ∈ O we thus get a canonical inclusion of U -U -bimodules.
ad ) is exact by (6.1), projectivity of M , exactness of * and exactness of tensoring over a field. The claim follows from this observation and Lemma 25.
Proof. If ∆(λ) is projective, the claim follows from Lemma 26. If ∆(λ) is not projective, then we are in the situation described in Proposition 4. In particular, we have a short exact sequence
Using (6.1), the fact that Gelfand-Kirillov dimension of L(r · λ) is strictly smaller than that of ∆(λ) and the fact that projective functors do not affect Gelfand-Kirillov dimension, we get
Applying the left exact functor L(∆(λ), − ) to (6.3) and using (6.4) we get
Applying the left exact functor L( − , ∆(r · λ)) to (6.3) and using (6.4) we thus get a natural inclusion
As ∆(r ·λ) is projective, L(∆(r ·λ), ∆(r ·λ))
ad is injective by Lemma 26 and hence splits as a direct summand inside L(∆(λ), ∆(λ))
ad . To complete the proof it is therefore enough to use (6.1) and check that dim Hom U (∆(λ), V ⊗ ∆(λ)) = dim Hom U (∆(r · λ), V ⊗ ∆(r · λ)) for any simple finite dimensional sl 2 -module V . This is a straightforward computation using Proposition 4(v). Proof. We only have to prove surjectivity. Let V be a simple finite dimensional sl 2 -module of dimension n. Then V ⊗ ∆(λ) has a Verma filtration with subquotients ∆(λ+(n−1)h ), ∆(λ+(n−3)h ), ∆(λ+(n−5)h ), . . . , ∆(λ−(n−1)h ), each occurring with multiplicity one. From our explicit description of blocks with nonzero central charge in Section 3 it follows that if n is even, then there are no homomorphisms from ∆(λ) to any of these subquotients. Hence Hom U (V, L(M, M ) ad ) = 0 by (6.1).
If n is odd, we have two possibilities. The first one is that ∆(λ) is the only Verma module from the block which appears as a subquotient in the above list. In this case we obviously get Hom U (V, L(M, M ) ad ) = 1 by (6.1). The second case is that the other Verma module from the same block as ∆(λ) also appears in the above list. In this case one checks that the projection of V ⊗∆(λ) is the indecomposable projective cover of a simple Verma module in the block (cf [Maz, Chapter 5] ) and hence again Hom U (V, L(M, M ) ad ) = 1 by (6.1). Altogether we get
This and Corollary 27 together imply that L(M, M ) ad is a multiplicity free direct sum of injective envelopes (in U -zlm) of all odd-dimensional simple U -modules. Now let us estimate U/Ann U (M ). We know that Ann U (M ) = U m λ by Theorem 21. The algebra U (i) acts on M via the simple quotient U (i)/(z − λ(z)) which is isomorphic to the first Weyl algebra. It is straightforward to check, using computation and results from Subsection 4.5, that U (i)/(z − λ(z)) ad is isomorphic to the injective hull of the trivial module. Since λ(z) = 0, we have c = λ(z)c + x where x of lower U (sl 2 )-degree. Therefore we may use the PBW theorem to produce a vector space decomposition If M is a Verma sl 2 -module with a non-integral highest weight, then M is simple and M ⊗M is a simple Verma U -module, say ∆(ν), moreover, ν(h) ∈ 1 2 + Z. By [Ja, 7 .25] we have L(M, M ) ∼ = U (sl 2 )/Ann sl 2 (M ) and the latter is a simple U -U -bimodule by [Maz, Theorem 4.15(iv) ]. Applying [LZ, Theorem 7] it thus follows that
The module L(M, M )
ad is the multiplicity-free direct sum of all simple finite dimensional sl 2 -modules of odd dimension (this follows from (6.5)). From Lemma 24 we thus get
Comparing with the proof of Proposition 28, we get If M is a Verma sl 2 -module with integral non-negative highest weight, say k, then the U -U -bimodule L(M, M ) has length two by [Maz, Theorem 4.15(v) ]. As tensoring with L(M, M) over a field is exact, from [LZ, Theorem 7] we get that the U -U -bimodule L(M, M ) ⊗ L(M, M) has length two. Similarly to the previous paragraph one shows that
Hence U λ has one proper ideal, call it J. Let ν be such that ν(z) =ż, ν(h) = µ(h) + k. From the above, L(ν) is the tensor product of M with the k + 1-dimensional simple sl 2 -module and hence
L(L(ν), L(ν))
ad ∼ = I f (k), in particular, the annihilator of L(ν) must be different from (in fact, strictly bigger than) the annihilator of ∆(ν). Therefore J = Ann U λ L(ν) is primitive. This completes the proof.
