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Abstract
We obtain the general form of bijective order and orthogonality preserving maps on the
poset of all n × n upper triangular idempotent matrices over an arbitrary field F. We also
show that the assumption of surjectivity can be removed if every nonzero homomorphism
g : F → F is surjective.
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1. Introduction and statements of the main results
Let B(H) be the algebra of all bounded linear operators on a Hilbert space H .
Motivated by some problems in quantum mechanics Ovchinnikov [6] characterized
automorphisms of the poset of all idempotents in B(H), dimH  3. Recall that an
automorphism of the poset is a bijective map preserving order in both directions. For
another recent application of this result in mathematical physics we refer to [4].
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In the finite-dimensional case beside the full matrix algebra there are other impor-
tant subalgebras and corresponding posets of idempotents. In this paper we will be
interested in the poset of upper triangular idempotent matrices. Let us start with the
notation. Throughout this note F will denote a field and Mn(F) the algebra of all
n × n matrices over F. For A ∈ Mn(F) we denote by At the transpose of A. The
elements of the standard basis of Mn(F) will be denoted by Eij , 1  i, j  n. By
PTn(F) we denote the set of all upper triangular idempotent matrices in Mn(F) and
by PT kn (F) the set of all upper triangular idempotent matrices of rank k in Mn(F).
The set PTn(F) is known to be a poset with P  Q if PQ = QP = P for P,Q ∈
PTn(F). A map φ : PTn(F) → PTn(F) is order preserving if for every pair P,Q ∈
PTn(F) the relation P  Q implies φ(P )  φ(Q). A map φ preserves orthogonality
if φ(P )φ(Q) = φ(Q)φ(P ) = 0 for every pair of upper triangular idempotents P
and Q satisfying PQ = QP = 0.
If T is any invertible upper triangular matrix, then clearly, the map P → T PT −1
preserves order on the poset PTn(F). Let h be any automorphism of the underlying
field F. The map [pij ] → [h(pij )], [pij ] ∈ PTn(F), also preserves order on the poset
PTn(F). And finally, the flip map, that is the transposition over the antidiagonal
P =


p11 p12 p13 · · · p1n
0 p22 p23 · · · p2n
0 0 p33 · · · p3n
...
...
...
.
.
.
...
0 0 0 · · · pnn


→
Pf =


pnn pn−1,n pn−2,n . . . p1n
0 pn−1,n−1 pn−2,n−1 . . . p1,n−1
0 0 pn−2,n−2 . . . p1,n−2
...
...
...
.
.
.
...
0 0 0 . . . p11


is order preserving map on the poset PTn(F) as well. To see this note that Pf =
JP tJ . Here J = En1 + En−1,2 + · · · + E1n is an involution having all antidiagonal
entries equal to 1, while all off-antidiagonal elements of J are zero. In [3, Theorem
1.1] the author showed that these maps generate the group of all automorphisms
of the poset PTn(F) that preserve orthogonality. Note that an automorphism of the
poset PTn(F) is a bijective map preserving order in both directions, that is, P  Q
if and only if φ(P )  φ(Q) for every pair P,Q ∈ PTn(F). Comparing this result
with the finite-dimensional part of the Ovchinnikov’s theorem we see that we have
an additional assumption of preserving orthogonality. It turned out that the upper
triangular case is more complicated than the full matrix algebra case and that the
group of all automorphisms of the poset PTn(F) does not have a nice structure [3,
Section 4]. The aim of this paper is to prove two theorems which generalize [3,
Theorem 1.1]. The first natural question here is whether the result of the author
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holds true for maps that preserve order in one direction only. Theorem 1.1 answers
this question in the affirmative.
Theorem 1.1. Let F be a field and let φ : PTn(F) → PTn(F), n  3, be a bijective
map that preserves order and orthogonality. Then φ is of one of the following two
forms:
φ([pij ]) = T [h(pij )]T −1, [pij ] ∈ PTn(F) (1)
or
φ([pij ]) = T [h(pij )]f T −1, [pij ] ∈ PTn(F), (2)
where T is an invertible upper triangular matrix and h is an automorphism of the
underlying field F.
The second question that we pose here is: can the assumption of the surjectivity
in Theorem 1.1 be removed? We settle this question for some special fields.
Theorem 1.2. Assume that the field F has the property that every nonzero homomor-
phism g : F → F is surjective. Let φ : PTn(F) → PTn(F), n  3, be an injective
map that preserves order and orthogonality. Then φ is either of the form (1), or of
the form (2).
Using the well known fact that every nonzero endomorphism of the real field is
identity we have the following straightforward consequence.
Corollary 1.3. Let φ : PTn(R) → PTn(R), n  3, be an injective map that pre-
serves order and orthogonality. Then φ is of one of the following two forms:
φ([pij ]) = T [pij ]T −1, [pij ] ∈ PTn(R)
or
φ([pij ]) = T [pij ]f T −1, [pij ] ∈ PTn(R),
where T is an invertible upper triangular matrix.
It is easy to see that the injectivity assumption is essential in Theorem 1.2.
For example, let φ : PT3(F) → PT3(F) be a map that sends every idempotent P ∈
PT 13 (F) into 0, φ(P ) = P for all P ∈ PT 23 (F), φ(0) = 0, and φ(I) = I . Then φ
preserves order and orthogonality. However, it is not of any of the two standard
forms.
2. The 3× 3 case
The main idea of the proofs of Theorems 1.1 and 1.2 is the reduction of the general
case to the 3 × 3 case which will be treated in this section.
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We will at first introduce some notations. For every pair of scalars x, y ∈ F we
denote
A(x, y)=

1 x y0 0 0
0 0 0

 , B(x, y) =

0 y xy0 1 x
0 0 0

 ,
C(x, y)=

0 0 y0 0 x
0 0 1

 .
Set A = {A(x, y) : x, y ∈ F} ⊂ PT3(F), B = {B(x, y) : x, y ∈ F} ⊂ PT3(F), and
C = {C(x, y) : x, y ∈ F} ⊂ PT3(F). Every rank one idempotent from PT3(F) has
one diagonal entry equal to 1 and other two diagonal entries equal to 0. It is now
easy to see that PT 13 (F) is the union of the setsA, B, and C.
Similarly, for every pair of scalars u, v ∈ F we denote
K(u, v)=

1 0 u0 1 v
0 0 0

 , L(u, v) =

1 u −uv0 0 v
0 0 1

 ,
M(u, v)=

0 u v0 1 0
0 0 1

 .
SetK = {K(u, v) : u, v ∈ F} ⊂ PT3(F),L = {L(u, v) : u, v ∈ F} ⊂ PT3(F), and
M = {M(u, v) : u, v ∈ F} ⊂ PT3(F). Every rank two idempotent from PT3(F) has
one diagonal entry equal to 0 and other two diagonal entries equal to 1. It is now
easy to see that PT 23 (F) is the union of the setsK,L, andM.
It is easy to verify the next lemma.
Lemma 2.1. For arbitrary P ∈ PT 13 (F) and Q ∈ PT 23 (F) the following two state-
ments are equivalent:
(i) P  Q,
(ii) either
1. P = A(x, y) and Q = K(u, v) for some x, y, u, v ∈ F satisfying y = vx +
u, or
2. P = A(x, y) and Q = L(u, v) for some x, y, u, v ∈ F satisfying x = u, or
3. P = B(x, y) and Q = K(u, v) for some x, y, u, v ∈ F satisfying x = v, or
4. P = B(x, y) and Q = M(u, v) for some x, y, u, v ∈ F satisfying y = u,
or
5. P = C(x, y) and Q = L(u, v) for some x, y, u, v ∈ F satisfying x = v, or
6. P = C(x, y) and Q = M(u, v) for some x, y, u, v ∈ F satisfying y =
ux + v.
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For two rank one idempotents P,Q ∈ PT 13 (F) we will write P ∼ Q if and only
if there exist R1, R2 ∈ PT 23 (F) such that R1 /= R2 and P  R1, P  R2, Q  R1,
and Q  R2. Assume that P,Q ∈ PT 13 (F) belong to two different sets A, B, and
C. Then one-dimensional column spaces of P and Q are different. Now, if R is any
rank two idempotent with P  R and Q  R, then the column space of R contains
both column spaces of P and Q. Thus, all rank two idempotents R satisfying P  R
and Q  R have the same column space. Similarly, they all have the same row space,
and consequently, there exists at most one rank two idempotent R with P  R and
Q  R.
So, if P,Q ∈ PT 13 (F) and P ∼ Q, then either P,Q ∈A, or P,Q ∈ B, or P,
Q ∈ C. We easily obtain the next lemma.
Lemma 2.2. For arbitrary P,Q ∈ PT 13 (F) the following two statements are equi-
valent:
(i) P ∼ Q,
(ii) either
1. P = A(x, y) and Q = A(x, y1) for some x, y, y1 ∈ F, or
2. P = B(x, y) and Q = B(x, y1) for some x, y, y1 ∈ F, or
3. P = B(x, y) and Q = B(x1, y) for some x, y, x1 ∈ F, or
4. P = C(x, y) and Q = C(x, y1) for some x, y, y1 ∈ F.
If P = A(x, y) and Q ∈ PT 13 (F) satisfy P ∼ Q, then Q = A(x, y1) for some
scalar y1. Hence, if R is any idempotent of rank one with Q ∼ R, then P ∼ R.
Similarly, if P ∈ C and Q,R ∈ PT 13 (F) satisfy P ∼ Q and Q ∼ R, then P ∼ R.
On the other hand, for every pair of scalars x, y we have B(x, y) ∼ B(x, y + 1) and
B(x, y + 1) ∼ B(x + 1, y + 1) but B(x, y) ∼ B(x + 1, y + 1). Hence, we have
shown the next lemma.
Lemma 2.3. For P ∈ PT 13 (F) the following two statements are equivalent:
(i) P ∈ B,
(ii) there exist Q,R ∈ PT 13 (F) such that P ∼ Q, Q ∼ R, and P ∼ R.
In the proofs of Propositions 2.5 and 2.6 we will use the next lemma.
Lemma 2.4. Let F be a field and let φ : PT3(F) → PT3(F) be an injective map that
preserves order and orthogonality. Then φ(PT 13 (F)) ⊆ PT 13 (F) and φ(PT 23 (F)) ⊆
PT 23 (F). Moreover, either φ(A) ⊆A, φ(B) ⊆ B, and φ(C) ⊆ C, or φ(A) ⊆ C,
φ(B) ⊆ B, and φ(C) ⊆A.
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Proof. Let P ∈ PT 13 (F). It is not difficult to prove (see, for example [5, Lemma
2]) that for every upper triangular idempotent R there exists an invertible upper
triangular matrix T such that T RT −1 is diagonal. It follows that there exists a rank
two idempotent Q such that 0  P  Q  I . Hence, φ(0)  φ(P )  φ(Q)  φ(I)
and by injectivity, φ(0) /= φ(P ), φ(P ) /= φ(Q), and φ(Q) /= φ(I). Thus φ(0) = 0,
φ(I) = I , and rank (φ(P )) = 1. It follows that φ(PT 13 (F)) ⊆ PT 13 (F), and simi-
larly φ(PT 23 (F)) ⊆ PT 23 (F). Thus, if P,Q ∈ PT 13 (F) and P ∼ Q, then also φ(P ) ∼
φ(Q).
Suppose that φ(B(0, 0)) ∈A. Let x, y ∈ F. Since B(x, y) ∼ B(x, 0) and
B(x, 0) ∼ B(0, 0) it follows that φ(B(x, y)) ∈A. Hence, φ(B) ⊆A. Similarly,
φ(B) ⊆ B if φ(B(0, 0)) ∈ B and φ(B) ⊆ C if φ(B(0, 0)) ∈ C.
Assume that φ(B) ⊆A and let u, v ∈ F. We use that L(u, v) and B(−v,−u)
are orthogonal idempotents to conclude that also φ(L(u, v)) and φ(B(−v,−u)) are
orthogonal idempotents. Since φ(B(−v,−u)) ∈A and rankφ(L(u, v)) = 2
it follows that φ(L(u, v)) ∈M. Hence, φ(L) ⊆M. Now, let x, y ∈ F. Applying
A(x, y)  L(x, 0) and φ(L(x, 0)) ∈M we get φ(A) ⊆ B ∪ C. Using this and that
M(u, v) and A(−u,−v) are orthogonal for every pair u, v ∈ F we get φ(M) ⊆
K ∪L. The same is true for the sets C andK, that is, φ(C) ⊆ B ∪ C and φ(K) ⊆
K ∪L.
We already know that φ(A ∪ C) ⊆ B ∪ C. We will show that either φ(A) ⊆
B and φ(C) ⊆ C, or φ(A) ⊆ C and φ(C) ⊆ B. Suppose that there exist scalars
x1, x2, y1, y2 such that φ(A(x1, y1)) ∈ B and φ(A(x2, y2)) ∈ C. We use A(x1, y2) ∼
A(x1, y1) to conclude that φ(A(x1, y2)) ∈ B. On the other hand A(x1, y2) 
K(y2, 0) and thus φ(A(x1, y2))  φ(K(y2, 0)). But φ(K(y2, 0)) ∈L since also
φ(A(x2, y2))  φ(K(y2, 0)), φ(A(x2, y2)) ∈ C, and φ(K) ⊆K ∪L, a contradic-
tion. So, we have proved that either φ(A) ⊆ B, or φ(A) ⊆ C. The same arguments
show that this is also true for the set C. Since A(0, 0) and C(0, 0) are orthogonal and
φ preserves orthogonality we get either φ(A) ⊆ B and φ(C) ⊆ C, or φ(A) ⊆ C
and φ(C) ⊆ B.
Suppose that the first possibility holds true (the proof is the same if the second
possibility holds true). By our assumption φ(B(0, 0)) ∈A and after composing φ by
a similarity transformation, we may assume that φ(B(0, 0)) = A(0, 0). Let x, y ∈ F.
Since B(x, y) ∼ B(x, 0) and B(x, 0) ∼ B(0, 0) it follows that φ(B(x, y)) =
A(0, g(x, y)) for some injective map g : F2 → F. Since C(0, 0) and B(0, 0) are
orthogonal idempotents and also C(0, 0) and B(0, 1) it follows that φ(C(0, 0)) and
φ(B(0, 0)) = A(0, 0) are orthogonal and φ(C(0, 0)) and φ(B(0, 1)) = A(0, g(0, 1))
are orthogonal. Applying φ(C(0, 0)) = C(x, y) for some scalars x, y we get
g(0, 1) = 0. Therefore φ(B(0, 0)) = φ(B(0, 1)), a contradiction. In the same way
we get a contradiction when we assume that φ(B) ⊆ C. So we have proved that
φ(B) ⊆ B. Considering this we prove in the same way as above that either φ(A) ⊆
A and φ(C) ⊆ C, or φ(A) ⊆ C and φ(C) ⊆A. 
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Proposition 2.5. Let F be a field and let φ : PT3(F) → PT3(F) be a bijective map
that preserves order and orthogonality. Then φ is either of the form (1), or of the
form (2).
Proof. By bijectivity and by Lemma 2.4 φ(PT 23 (F)) = PT 23 (F) and either φ(A) =
A, φ(B) = B, and φ(C) = C, or φ(A) = C, φ(B) = B, and φ(C) =A and after
composing φ by the flip map, if necessary, we may assume that the first possi-
bility holds true. Note that this in turn implies (since φ preserves orthogonality)
that φ(K) =K, φ(L) =L, and φ(M) =M. Thus φ(E11 + E22) ∈K and after
composing φ by a similarity transformation, we may assume that φ(E11 + E22) =
E11 + E22. It follows from φ(E22)  φ(E11 + E22) and φ(E22) ∈ B that φ(E22) =
B(0, y) for some scalar y, and after composing φ by yet another similarity transfor-
mation we may assume that both φ(E11 + E22) = E11 + E22 and φ(E22) = E22
are satisfied. We use E11 + xE12  E11 + E22, x ∈ F, and φ(A) =A to conclude
that there is an injective map f : F → F such that φ(A(x, 0)) = A(f (x), 0), x ∈
F. Moreover, the map f is surjective because if x ∈ F, then there exist scalars x0
and y0 such that φ(A(x0, y0)) = A(x, 0). Since A(x0, 0) ∼ A(x0, y0) it follows that
A(f (x0), 0) = φ(A(x0, 0)) ∼ φ(A(x0, y0)) = A(x, 0). This implies f (x0) = x.
For every y ∈ F we have A(x, 0) ∼ A(x, y), and consequently, A(f (x), 0) ∼
φ(A(x, y)). Thus, φ(A(x, y)) = A(f (x), g(x, y)) for some g : F2 → F with
g(x, 0) = 0, x ∈ F. The map ϕ : F2 → F2 given by ϕ(x, y) = (f (x), g(x, y)) is a
bijection. Let  ⊂ F2 be a line consisting of all points (x, y) satisfying y = ax + b
for some a, b ∈ F. Then A(x, y)  K(b, a) for every (x, y) ∈ . We know that
φ(K(b, a)) = K(d, c) for some c, d ∈ F, and therefore, A(f (x), g(x, y))  K(d, c)
which yields that g(x, y) = cf (x) + d for every pair (x, y) ∈ . Let x0 ∈ F. Since
φ is bijective there exist scalars x and y such that φ(A(x, y)) = A(x0, cx0 + d). We
use A(x, ax + b)  K(b, a) and A(x, ax + b) ∼ A(x, y) to conclude that
φ(A(x, ax + b))  K(d, c) and φ(A(x, ax + b)) ∼ A(x0, cx0 + d) which yields
φ(A(x, ax + b)) = A(x0, cx0 + d). It follows that ϕ() is the line consisting of all
points (x, y) satisfying the equation y = cx + d . We already know that the lines
{(e, y) : y ∈ F} are mapped onto the lines {(f (e), y) : y ∈ F} by φ because if y0 ∈ F,
then there exist scalars x and y such that φ(A(x, y)) = A(f (e), y0). Using A(x, 0) ∼
A(x, y) and φ(A(x, 0)) = A(f (x), 0) we get f (x) = f (e) and consequently x = e
since f is bijective. Hence, by the fundamental theorem of the affine geometry [1]
we have ϕ(x, y) = (αk(x) + β, γ k(x) + δk(y) + σ) for some scalars α, β, γ, δ, σ
and some automorphism k of the field F. From g(x, 0) = 0 we get γ = σ = 0.
Then, obviously α and δ are nonzero. After composing φ by the similarity trans-
formation P → DPD−1, where D = diag(1, α, δ), and then by the map [pij ] →
[k−1(pij )], we may, and we do assume that φ(E11 + E22) = E11 + E22, φ(E22) =
E22, and
φ(A(x, y)) = A(x + a, y), x, y ∈ F
for some scalar a ∈ F.
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We already know that φ(E22 + E33) ∈M. Since E22 = φ(E22)  φ(E22 + E33)
we have φ(E22 + E33) = M(0, v0) for some v0 ∈ F. We use xE23 + E33  E22 +
E33, x ∈ F, and φ(C) = C to conclude that the set of all idempotents of the form
xE23 + E33, x ∈ F, is mapped into the set of all idempotents of the form v0E13 +
xE23 + E33, x ∈ F. So, there is an injective map f ′ : F → F such that φ(C(x, 0)) =
C(f ′(x), v0), x ∈ F. Moreover, this map f ′ is surjective (see the first part of the
proof). For every y ∈ F we have C(x, 0) ∼ C(x, y), and consequently, C(f ′(x),
v0) ∼ φ(C(x, y)). Thus, φ(C(x, y)) = C(f ′(x), g′(x, y)) for some g′ : F2 → F
with g′(x, 0) = v0, x ∈ F. The map ϕ′ : F2 → F2 given by ϕ′(x, y) = (f ′(x),
g′(x, y)) is a bijection. The same arguments as above show that
φ(C(x, y)) = C(bh(x) + c, dh(y) + e), x, y ∈ F
for some scalars b, c, d, e, with b, d nonzero, e = v0, and some automorphism h of
the field F. Note that this in turn implies φ(M(u, v)) = M(d
b
h(u), dh(v) − cd
b
h(u) +
e), u, v ∈ F. Since A(x, y) and M(−x,−y) are orthogonal for every pair x, y ∈ F
we have
A(x + a, y) · M
(
−d
b
h(x),−dh(y) + cd
b
h(x) + e
)
= 0, x, y ∈ F.
It follows that x − d
b
h(x) + a = 0 and y − dh(y) + cd
b
h(x) + e = 0 for every x, y ∈
F. Hence a = c = e = 0, b = d = 1, and h is the identity map. This implies that
φ(A(x, y)) = A(x, y), φ(C(x, y)) = C(x, y), and consequently φ(B(x, y)) =
B(x, y) for every pair x, y ∈ F which yields φ = I . This completes the proof. 
Proposition 2.6. Assume that the field F with more than two elements has the prop-
erty that every nonzero homomorphism g : F → F is surjective. Let φ : PT3(F) →
PT3(F) be an injective map that preserves order and orthogonality. Then φ is either
of the form (1), or of the form (2).
The proof of the above proposition is so similar to that of Proposition 2.5 that we
shall not give it in details.
Proof. By Lemma 2.4 either φ(A) ⊆A, φ(B) ⊆ B, and φ(C) ⊆ C, or φ(A) ⊆
C, φ(B) ⊆ B, and φ(C) ⊆A and after composing φ by the flip map, if neces-
sary, we may assume that the first possibility holds true. Note that this in turn im-
plies (since φ preserves orthogonality and φ(PT 23 (F)) ⊆ PT 23 (F)) that φ(K) ⊆
K, φ(L) ⊆L, and φ(M) ⊆M. Thus φ(E11 + E22) ∈K and after composing φ
by a similarity transformation, we may assume that φ(E11 + E22) = E11 + E22. It
follows from φ(E22)  φ(E11 + E22) and φ(E22) ∈ B that φ(E22) = B(0, y) for
some scalar y, and after composing φ by yet another similarity transformation we
may assume that both φ(E11 + E22) = E11 + E22 and φ(E22) = E22 are satisfied.
In the same way as in the proof of Proposition 2.5 we can show that φ(A(x, y)) =
A(f (x), g(x, y)), x, y ∈ F, for some g : F2 → F with g(x, 0) = 0, x ∈ F, and some
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injective map f : F → F. Let ϕ : F2 → F2 be the map given by ϕ(x, y) = (f (x),
g(x, y)). Note that ϕ is an injective map. Let  ⊂ F2 be a line consisting of all points
(x, y) satisfying y = ax + b for some a, b ∈ F. Then A(x, y)  K(b, a) for every
(x, y) ∈ . We know that φ(K(b, a)) = K(d, c) for some c, d ∈ F, and therefore,
A(f (x), g(x, y))  K(d, c) which yields that g(x, y) = cf (x) + d for every pair
(x, y) ∈ . It follows that ϕ() ⊆ ′, where ′ is the line consisting of all points
(x, y) satisfying the equation y = cx + d . We already know that the lines {(e, y) :
y ∈ F} are mapped into the lines {(f (e), y) : y ∈ F}. Hence, by [2, p. 104] we have
ϕ(x, y) = (αk(x) + β, γ k(x) + δk(y) + σ) for some scalars α, β, γ, δ, σ and some
automorphism k of the field F. From g(x, 0) = 0 we get γ = σ = 0. Then, obvi-
ously α and δ are nonzero. After composing φ by the similarity transformation P →
DPD−1, where D = diag(1, α, δ), and then by the map [pij ] → [k−1(pij )], we
may, and we do assume that φ(E11 + E22) = E11 + E22, φ(E22) = E22, and
φ(A(x, y)) = A(x + a, y), x, y ∈ F
for some scalar a ∈ F. The same arguments as in the proof of Proposition 2.5 show
that
φ(C(x, y)) = C(bh(x) + c, dh(y) + e), x, y ∈ F
for some scalars b, c, d, e, with b, d nonzero, and some automorphism h of the
field F. This implies, since φ preserves orthogonality, that φ(A(x, y)) = A(x, y),
φ(C(x, y)) = C(x, y), and consequently φ(B(x, y)) = B(x, y) for every x, y ∈ F
which yields φ = I . This completes the proof. 
3. Proofs of the main results
Let P = [pij ] ∈ PTn(F), n  3, be an idempotent of rank one with pkk = 1, 1 
k  n. Then
P =


0 . . . 0 x1 x1yk+1 x1yk+2 . . . x1yn
0 . . . 0 x2 x2yk+1 x2yk+2 . . . x2yn
...
.
.
.
...
...
...
...
.
.
.
...
0 . . . 0 xk−1 xk−1yk+1 xk−1yk+2 . . . xk−1yn
0 . . . 0 1 yk+1 yk+2 . . . yn
0 . . . 0 0 0 0 . . . 0
...
.
.
.
...
...
...
...
.
.
.
...
0 . . . 0 0 0 0 . . . 0


,
where x1, . . . , xk−1, yk+1, . . . , yn ∈ F. We will denote a rank one idempotent P with
Pk(x1, . . . , xk−1, yk+1, . . . , yn).
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The next lemma will be used in the proof of Theorem 1.1.
Lemma 3.1. Let F be a field and let φ : PTn(F) → PTn(F), n > 3, be an injective
map that preserves order and orthogonality. Let k be a positive integer, 1  k  n.
Then φ(Ekk) = [qij ] is an idempotent of rank one with qll = 1 for some l ∈ N, 1 
l  n. Moreover, every idempotent P = [pij ] of rank one with pkk = 1 is mapped
into an idempotent R = [rij ] of rank one with rll = 1.
Proof. First we will prove that rankP = rankφ(P ) for every idempotentP ∈ PTn(F).
Let P ∈ PTn(F) and rankP = m, m ∈ {0, 1, . . . , n}. We use the fact that for every
upper triangular idempotent R there exists an invertible upper triangular matrix T
such that T RT −1 is diagonal to conclude that there exists a sequence of idempotents
0 = P0 < P1 < · · · < Pn = I with P = Pm. Since φ is injective and
order preserving we have φ(P0) < φ(P1) < · · · < φ(Pn). Consequently,
rankφ(P ) = rankφ(Pm) = m. This yields that φ(Ekk) = [qij ] is an idempotent of
rank one with qll = 1 for some l ∈ N, 1  l  n.
Let i be a positive integer, 1  i  n, i /= k. Then φ(Eii) is also an idempo-
tent of rank one with pmimi = 1 for some mi ∈ N, 1  mi  n, mi /= l. Moreover,
mi /= mj if i /= j because Eii and Ejj are orthogonal.
Suppose that 1 < k < n and let P = Pk(x1, . . . , xk−1, yk+1, . . . , yn) be an idem-
potent of rank one for some scalars x1, . . . , xk−1, yk+1, . . . , yn ∈ F. Let 1  i 
k − 1 and k + 1  j  n. Set Qi = Eii − xiEik and Rj = Ejj − yjEkj . Note that
P and Qi are orthogonal and P and Rj . This implies that φ(P ) and φ(Qi) are
orthogonal and also φ(P ) and φ(Rj ).
Suppose that k /= 2, n − 1 and let 1  i < k − 1. Then Qi  Eii + Ei+1,i+1 +
Ekk . We already know that φ(Eii + Ei+1,i+1 + Ekk) is a rank three idempotent.
Let S be the set of all idempotents S ∈ PTn(F) satisfying S  Eii + Ei+1,i+1 +
Ekk and let R be the set of all idempotents R ∈ PTn(F) satisfying R  φ(Eii +
Ei+1,i+1 + Ekk). Note that the setsS andR are isomorphic to PT3(F). According to
our assumptionsS is mapped intoR. We already know that φ(Eii) is an idempotent
of rank one with pmimi = 1 for some positive integer mi , 1  mi  n, mi /= l. We
use Lemma 2.4 to conclude that Qi is mapped into an idempotent of rank one with
pmimi = 1. The same is true for Qk−1 since Qk−1  Ek−2,k−2 + Ek−1,k−1 + Ekk
and also for Rj , k + 1  j  n, that is, if φ(Ejj ) is an idempotent of rank one with
pmjmj = 1, where mj is a positive integer, 1  mj  n, mj /= l, then φ(Rj ) is an
idempotent of rank one with pmjmj = 1. This implies that φ(P ) is an idempotent of
rank one with pll = 1.
Let k = 2. Then Q1  E11 + E22 + E33. In the same way as above we can show
that if φ(E11) is an idempotent of rank one with pm1m1 = 1 for some positive integer
m1, 1  m1  n, m1 /= l, then Q1 is mapped into an idempotent of rank one with
pm1m1 = 1. The same is true for Rj , 3  j  n, that is, if φ(Ejj ) is an idempotent
of rank one with pmjmj = 1, where mj is a positive integer, 1  mj  n, mj /= l,
then φ(Rj ) is an idempotent of rank one with pmjmj = 1. This implies that φ(P )
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is an idempotent of rank one with pll = 1. The proof goes through in an almost the
same way if k = n − 1.
It remains to prove that the statement holds true for k = 1 and k = n. We will con-
sider only the first case. Let P = P1(y2, y3, . . . , yn) be an idempotent of rank one for
some scalars y2, y3, . . . , yn ∈ F. Let 2  j  n. Set Rj = Ejj − yjE1j . Note that
P and Rj are orthogonal. This implies that φ(P ) and φ(Rj ) are orthogonal. Now,
let 2 < j  n. Then Rj  E11 + Ej−1,j−1 + Ejj . We already know that φ(E11 +
Ej−1,j−1 + Ejj ) is a rank three idempotent. Let S be the set of all idempotents
S ∈ PTn(F) satisfying S  E11 + Ej−1,j−1 + Ejj and let R be the set of all idem-
potents R ∈ PTn(F) satisfying R  φ(E11 + Ej−1,j−1 + Ejj ). Note that the setsS
andR are isomorphic to PT3(F). According to our assumptionsS is mapped intoR.
We already know that φ(Ejj ) is an idempotent of rank one with pmjmj = 1, where
mj is a positive integer, 1  mj  n, mj /= l. We use Lemma 2.4 to conclude that
Rj is mapped into an idempotent of rank one with pmjmj = 1. The same is true for
R2 since R2  E11 + E22 + E33. This implies that φ(P ) is an idempotent of rank
one with pll = 1. 
We now have enough information to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We will give the proof by induction on n. The case n = 3
has been already done in the previous section (Proposition 2.5). Let n > 3. Assume
that the statement holds true for the positive integer n − 1. When proving the induc-
tion step we will use at several places the following two simple observations. Let
m  3 and 1  k  m. Let T be an invertible m × m upper triangular matrix and
let h be an automorphism of the underlying field F. If φ([pij ]) = T [h(pij )]T −1 for
every idempotent [pij ] ∈ PTm(F), then φ maps the set of all idempotents of rank
one with pkk = 1 onto itself. If φ([pij ]) = T [h(pij )]f T −1 for every idempotent
[pij ] ∈ PTm(F), then φ maps the set of all idempotents of rank one with pkk = 1
onto the set of all idempotents of rank one with pm+1−k,m+1−k = 1.
Since rankP = rankφ(P ) for every idempotent P ∈ PTn(F) (see the proof of
Lemma 3.1) it follows that φ(E11 + · · · + En−1,n−1) is a rank n − 1 idempotent, and
after composing φ by a similarity transformation, we may assume that it is diagonal.
So, we have φ(E11 + · · · + En−1,n−1) = I − Ekk , where 1  k  n. Let S be the
set of all idempotents P ∈ PTn(F) satisfying P  E11 + · · · + En−1,n−1 and let R
be the set of all idempotents Q ∈ PTn(F) satisfying Q  I − Ekk . Note that the sets
S and R are isomorphic to PTn−1(F). According to our assumptionsS is mapped
into R.
Suppose that there exists an idempotent P = [pij ] ∈ PT 1n (F) with pmm = 1, 1 
m  n, such that P /∈S and φ(P ) ∈ R. Then φ(P ) is an idempotent of rank one
with pll = 1, where 1  l  n and l /= k. Since φ(Emm) is also an idempotent of
rank one with pll = 1 (see Lemma 3.1) it follows that m /= n (E11, E22, · · · , Enn are
mutually orthogonal idempotents and Eii  E11 + · · · + En−1,n−1, 1  i  n − 1).
So, there exist scalars x1, . . . , xm−1, ym+1, . . . , yn ∈ F with yn /= 0 such that P =
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Pm(x1, . . . , xm−1, ym+1, . . . , yn). Let 1  i  m − 1 and m + 1  j  n − 1. Set
Qi = Eii − xiEim and Rj = Ejj − yjEmj . Note that P and Qi are orthogonal and
also P and Rj . This implies that φ(P ) and φ(Qi) are orthogonal and also φ(P ) and
φ(Rj ). Set P ′ = Pm(x1, . . . , xm−1, ym+1, . . . , yn−1, 0). Note that P ′ ∈S and thus
φ(P ′) ∈ R. Since P ′ and Qi are orthogonal and also P ′ and Rj it follows that φ(P ′)
and φ(Qi) are orthogonal and also φ(P ′) and φ(Rj ). This yields φ(P ′) = φ(P ), a
contradiction.
Assume that there exists an idempotent Q ∈ PT mn (F), 1 < m  n − 1, such that
Q /∈S and φ(Q) ∈ R. We will prove that we can find an idempotent P of rank one
such that P /∈S and P  Q. Suppose that this is not true. Since Q is an idempotent
of rankm there exist idempotents Q1, . . . ,Qm of rank one such that Q = Q1 +
· · · + Qm and Qi  Q, i = 1, 2, . . . , m. By our assumption Qi  E11 + · · · +
En−1,n−1, i = 1, . . . , m. Thus, Q(E11 + · · · + En−1,n−1) = (Q1 + · · · + Qm)
(E11 + · · · + En−1,n−1) = Q1 + · · · + Qm = Q and also (E11 + · · · + En−1,n−1)
Q = (E11 + · · · + En−1,n−1)(Q1 + . . . + Qm) = Q1 + · · · + Qm = Q. But then
Q ∈S, a contradiction. So, there exists an idempotent P of rank one such that
P /∈S and P  Q. This yields that φ(P )  φ(Q)  φ(E11 + · · · + En−1,n−1).
Thus φ(P ) ∈ R, a contradiction (see the arguments above). So we have proved that
the setS is mapped onto R.
Suppose that 1 < k < n, where k is a positive integer such that φ(E11 + · · · +
En−1,n−1) = I − Ekk . Then, by induction hypothesis, either
φ(E11) = E11+ x1E12 + · · · + xk−2E1,k−1 + xk−1E1,k+1 + · · · + xn−2E1n,
φ(En−1,n−1) = Enn + y1E1n + · · · + yk−1Ek−1,n
+ ykEk+1,n + · · · + yn−2En−1,n
or
φ(E11) = Enn+ x1E1n+ · · · + xk−1Ek−1,n + xkEk+1,n+ · · · + xn−2En−1,n,
φ(En−1,n−1) = E11 + y1E12 + · · · + yk−2E1,k−1
+ yk−1E1,k+1 + · · · + yn−2E1n,
where x1, . . . , xn−2, y1, . . . , yn−2 ∈ F. Suppose that the first possibility holds true.
We already know that φ(E22 + · · · + Enn) is a rank n − 1 idempotent and since E11
and E22 + · · · + Enn are orthogonal we have φ(E22 + · · · + Enn) = E22 + · · · +
Enn − (x1E12 + · · · + xk−2E1,k−1 + xk−1E1,k+1 + · · · + xn−2E1n). Let S′ be the
set of all idempotents P ∈ PTn(F) satisfying P  E22 + · · · + Enn and let R′ be
the set of all idempotents Q ∈ PTn(F) satisfying Q  φ(E22 + · · · + Enn). The sets
S′ and R′ are isomorphic to PTn−1(F) and according to our assumptions S′ is
mapped ontoR′ (see the arguments above). We know by aforesaid that φ(En−1,n−1)
is an idempotent of rank one with pnn = 1. We apply the induction hypothesis to the
restriction φ|S′ :S′ → R′ to conclude that φ(En−1,n−1) is mapped into an idem-
potent of rank one whose only nonzero diagonal entry is either the third one, or
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the one before the last one. This contradiction shows that the first possibility cannot
occur. In the same way we get a contradiction when we assume the second possibil-
ity.
We have shown that φ(E11 + · · · + En−1,n−1) = E11 + · · · + En−1,n−1 or
φ(E11 + · · · + En−1,n−1) = E22 + · · · + Enn, and after composing φ by the flip
map, if necessary, we may assume that
φ(E11 + · · · + En−1,n−1) = E11 + · · · + En−1,n−1.
We again apply the induction hypothesis, this time to the set of all idempotents
that are below E11 + · · · + En−1,n−1. This restriction is either of the first type (with-
out flip), or of the second type (with flip). We will first show that it has to be of the
first type. So, suppose that φ(E11) = En−1,n−1 + x1E1,n−1 + · · · + xn−2En−2,n−1,
where x1, . . . , xn−2 ∈ F. Then φ(En−1,n−1) = E11 + y1E12 + · · · + yn−2E1,n−1 for
some y1, . . . , yn−2 ∈ F. The same arguments as above show that φ(E22 + · · · +
Enn) = E11 + · · · + En−2,n−2 + Enn − (x1E1,n−1 + · · · + xn−2En−2,n−1) and that
the set of all idempotents P ∈ PTn(F) satisfying P  E22 + · · · + Enn is mapped
onto the set of all idempotents Q ∈ PTn(F) satisfying Q  φ(E22 + · · · + Enn).
But φ(En−1,n−1) is an idempotent of rank one with p11 = 1, a contradiction.
So, we showed that φ(E11) = E11 + x1E12 + · · · + xn−2E1,n−1 for some
x1, . . . , xn−2 ∈ F.
Let S be the set of all idempotents P ∈ PTn(F) satisfying P  E11 + · · · +
En−1,n−1 as above. According to our assumptionsS is mapped onto itself. We may
assume (after composing φ by a similarity transformation and by the map [pij ] →
[h(pij )], where h is an appropriate automorphism of the field F) that φ(P ) = P for
every P ∈S. Since E11 and E22 + · · · + Enn are orthogonal and φ(E11) = E11 we
have φ(E22 + · · · + Enn) = E22 + · · · + Enn. Let S′ be the set of all idempotents
P ∈ PTn(F) satisfying P  E22 + · · · + Enn. The same arguments as above show
thatS′ is mapped onto itself. Note thatS′ is also isomorphic to PTn−1(F). So, the
restriction of φ toS′ has to be of one of the two nice forms. Since φ(P ) = P for all
P ∈S ∩S′ the corresponding automorphism h of the field F has to be the identity
and the restriction of φ toS′ has to be of the first type. Also the (n − 1) × (n − 1)
matrix T that induces the corresponding similarity transformation has to be of a very
special form. More precisely, T is the sum of the identity and the matrix having
nonzero entries only in the last column. So, after composing φ by an appropriate
similarity transformation, we may assume that φ(P ) = P for every P ∈S ∪S′. In
the next step we will show that φ(P ) = P for every idempotent P ∈ PTn(F) of rank
one. Note that this in turn implies φ = I .
Let P = Pk(x1, . . . , xk−1, yk+1, . . . , yn) be an idempotent of rank one with pkk =
1, where 1 < k < n. Let 1  i  k − 1 and k + 1  j  n. Set Qi = Eii − xiEik
and Rj = Ejj − yjEkj . We already know that φ(Qi) = Qi for all i, 1  i  k − 1,
and φ(Rj ) = Rj for all j , k + 1  j  n. Note that P and Qi are orthogonal and
also P and Rj . Using this and our assumptions we get φ(P ) = P .
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It remains to prove that φ(P ) = P for every idempotent of rank one which is of
one of the following two forms:

1   . . .  p1n
0 0 0 . . . 0 0
0 0 0 . . . 0 0
...
...
...
.
.
.
...
...
0 0 0 . . . 0 0
0 0 0 . . . 0 0


,


0 0 0 · · · 0 p1n
0 0 0 · · · 0 
0 0 0 · · · 0 
...
...
...
.
.
.
...
...
0 0 0 · · · 0 
0 0 0 · · · 0 1


with p1n /= 0. We will consider only the first case. We need to introduce another sub-
set of PTn(F). LetP be the set of all idempotents P ∈ PTn(F) satisfying P  E11 +
E22 + Enn. Note that P is isomorphic to PT3(F). We already know that φ(E11 +
E22 + Enn) is a rank three idempotent. Using the fact that E33 + · · · + En−1,n−1
and E11 + E22 + Enn are orthogonal and φ(E33 + · · · + En−1,n−1) = E33 + · · · +
En−1,n−1 we get φ(E11 + E22 + Enn) = E11 + E22 + Enn. This implies that P is
mapped onto itself. Since φ(P ) = P for every idempotent P ∈S ∪S′ we have
φ(P ) = P for every P ∈ P. In particular, φ(E11 + xE1n) = E11 + xE1n and
φ(Enn + xE1n) = Enn + xE1n for every scalar x.
Let P = E11 + x1E12 + · · · + xn−1E1n for some x1, . . . , xn−1 ∈ F. Set Qi =
Eii − xi−1E1i , where 1 < i  n. We already know that φ(Qi) = Qi for all i, 1 <
i  n, and since P and Qi are orthogonal we have φ(P ) = P . 
Proof of Theorem 1.2. In the case that F /= F2 the proof goes through in an almost
the same way as the proof of Theorem 1.1. In fact, the only difference is that we use
Proposition 2.6 instead of Proposition 2.5. All other steps are the same and when
applying the induction hypothesis the proof of Theorem 1.2 turns out to be even
simpler than the appropriate part of the proof of Theorem 1.1.
So, it remains to consider the case when F = F2. Then PTn(F2) is a finite set and
therefore the injective map φ is automatically bijective. Thus, the desired conclusion
in this special case follows from Theorem 1.1. 
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