Abstract. The aim of this paper is to present a method for the automatic segmentation of face images captured in Long Wavelength Infrared (LWIR), allowing for a large range of face rotations and expressions. The motivation behind this effort is to enable better performance of face recognition methods in the thermal Infrared (IR) images. The proposed method consists on the modelling of background and face pixels by two normal distributions each, followed by a post-processing step of face dilation for closing holes and delimitation based on vertical and horizontal images signatures. Our experiments were performed on images of the University of Notre Dame (UND) and Florida State University (FSU) databases. The obtained results improve on previous existing methods from 2.8% to more than 25% depending on the method and database.
INTRODUCTION
A large amount of research has been conducted in the field of face recognition, mainly in the visible spectrum. These systems have problems dealing with light variations [6] . Some of the proposed solutions use 3D facial recognition [1] and combine face recognition in both visible and IR spectrum [7] .
The growing interest in robust methods (for example, for security applications) has driven the development of facial recognition exclusively in the infrared. Recognition in the LWIR is not affected by light variations.
A crucial step in the process of face recognition is the face segmentation. This is more demanding than simple face detection since it pinpoints not only the face's locations, but also must describe its shape. A robust segmentation system can improve recognition rates regardless of the recognition method.
In contrast with the visible wavelength, where numerous methods have been proposed to accomplish this task (based on color, geometry, etc.), in the LWIR there is a lack of proposals to improve the current status.
In the next sections we present a short description of two available face segmentation methods (section 2) and present our face segmentation method (section 3). In Section 4, we present the datasets used and experimental results, including a small discussion. We end the paper in section 5 with the conclusions.
OVERVIEW OF FACE SEGMENTATION IN THERMAL INFRARED IMAGES
Face segmentation, given that it is a preprocessing step for all recognition methods, will lead to their failure if it is not correctly performed. This is not a subject much discussed by the authors of recognition methods in the infrared. Some of the proposed approaches are based only on the creation of an elliptical mask that will be put over the image of the face [5] , but these approaches will work only on frontal and centered faces. Siu-Yeung Cho et al. in [3] present a method for face segmentation in IR images based on the Sobel Edge detector and morphological operations. After the Sobel Edge detector, the largest contour is considered to be the one best describing the face. They apply the morphological operations to the area contained in this outline to connect open contours and remove small areas. Figures 2(e) and 2(f) show the segmented images in figures 2(a) and 2(b) using this method.
I. Pavlidis et al. in [8] describe a method for face segmentation using a Bayesian Approach. This method is based on the combination of two Normal Distributions per class, which are estimated using the Expectation-Maximization (EM) algorithm. This algorithm uses pixels from the skin (s) and background (b) for training. These are obtained from the training set images by selecting subregions that contain only pixels from each of these types. With this, the EM returns 4 means (µ), 4 variances (σ 2 ) and 4 weights (ω). In the segmentation stage, for each pixel they have a prior distribution (π (t) (θ) where t is the iteration) to whether that pixel is skin (π (t) (s)) or background (π (t) (b) = 1−π (t) (s)). θ is the parameter of interest, which takes two possible values (s and b) with some initial (prior) probability (π (1) 
). The input pixel value x t has a conditional distribution f (x t |θ) and if the particular pixel is skin we have:
where N (µ si , σ 2 si ) is the Normal Distribution with mean µ si and variance σ 2 si . The prior distribution (π (t) (θ)) combined with the likelihood (f (x t |θ)) provides (via the Bayes theorem) the posterior distribution (p (t) (θ|x t )), where, for the skin pixels, according to the Bayes theorem, we have:
The posterior distribution is also used to obtain the prior distribution for the next iteration:
Figures 2(g) and 2(h) show the segmented images in figures 2(a) and 2(b) using this method.
PROPOSED METHOD
We evaluated the methods of [3] and [8] and realized that it was possible to improve their results. Our proposal is based on the method of [8] : after analyzing the results of this method (shown in figure 1(b)) we concluded that its main problem is the removal clothing because since the body warms it, clothes have temperatures similar to the skin.
To remove the effect of the clothing, we examined the vertical and horizontal pixel signatures (see figure 1(d) and 1(g)). The vertical and horizontal signatures are the sum of the pixels values along the columns, for the vertical signature, and columns, for the horizontal signature. After this we fill small areas (shown in figure 1(c)) using a dilation with a 4 × 4 filter. This enables the removal of incorrectly classified pixels using a proportion of the maximum values in the two signatures (see figure 1(e)). This proportion is 20%, i.e., all signatures that have values below 20% of the maximum value are considered as background. This value was obtained searching for the best performance in the training sets of the databases.
After this, we calculate the possible location of the center of the face with new signatures (horizontal in figure 1(f) and vertical in 1(h)) in figure 1(e). The center point is given by the maximum values of the signatures (when more than one maximum value exist in the horizontal or vertical signatures the average of these maximums is used). This possible center location of the face (marked with a cross in figure 1(e)) will be used for the search for the largest contour (see figure 1(j) ). Before we look for the largest contour, we apply an erosion followed by dilation with a filter of 3 × 3 and 2 × 2, respectively. This is used to remove some links between areas. For contour extraction we use the Canny edge detector. To enhance the contours extracted by the Canny method used a dilation with a 3 × 3 filter (see figure 1(i) ). Only boundaries that have the center point inside are accepted, producing the end result of figure 1(k).
A possible drawback of this method occurs when the calculated center position of the face is not correct. This may cause the largest contour to be only partially over the actual face.
Figures 2(i) and 2(j) show the segmented images in figures 2(a) and 2(b) using our method. 
EXPERIMENTAL RESULTS

Datasets
The UND database is presented in [4, 2] . The "Collection C" of the UND database contains 2293 LWIR frontal face IR images from 81 different subjects. The training set contains 159 images and the test set 163. The FSU database contains 234 frontal IR images of 10 different subjects, which were obtained at varying angles and facial expressions [9] . The train set contains 40 IR images (four per subject) and the test set 194. The images from this database have color representation. The color channels (Red (R), Green (G) and Blue (B)) and grayscale conversion were processed separately, ie., the algorithm process R, G, B and grayscale independently.
All test set images from both databases were segmented manually to create the ground truth for test sets. Method [3] does not need a training set and method [8] and ours use pixels from manually segmented regions of the training set images avoiding the need for accurate segmentation of the training set.
Experimental Results and Discussion
The requested task is quite simple: for each input image (see figure 2(a) and 2(b)) a corresponding binary output (shown in figure 2(c) and 2(d)) should be built, where the pixels that belong to the face and are noise-free should appear as white, while the remaining pixels are represented in black. The test set of the databases were used to measure pixel-by-pixel agreement between the binary maps produced by each of the algorithm O = O 1 , ..., O n (images in figures 2(e), 2(f), 2(g), 2(h), 2(i) and 2(j)) presented earlier and the ground-truth data C = C 1 , ..., C n , manually built apriori (shown in figure 2(c) and 2(d) ).
The classification error rate (E 1 ) of the algorithm is given by the proportion of correspondent disagreeing pixels (through the logical exclusive-or operator, see equation 4) over all the image, where O(c , r ) and C(c , r ) are, respectively, pixels of the output and true class images.
The second error measure aims to compensate the disproportion between the apriori probabilities of "face" and "non-face" pixels in the images. The type-I and type-II error rate (E 2 ) of the images is given by the average between the False Positive Rate (FPR) and False Negative Rate (FNR).
The results of segmentation for the described methods are presented in table 1. For the UND database, we can observe that error rates obtained with our method improved upon the results of the other two methods. The same was not the case for the FSU database. In this, the FPR increased, but the final (e) Images of figure (a) segmented by the method [3] .
(f) Images of figure (b) segmented by the method [3] .
(g) Images of figure (a) segmented by the method [8] .
(h) Images of figure (b) segmented by the method [8] .
(i) Images of figure (a) segmented by our method.
(j) Images of figure (b) segmented by our method. Fig. 2 . Input images for the two databases, manually segmented images and the segmented images by the three methods.
two errors (E 1 and E 2 ) decreased due to the FNR decrease significant. In this database the FPR's increased because when the subject wears glasses and we dilate the images from the method described in [8] we include part of the glasses as face pixels and they do not belong to the face. For the FSU images (shown in Siu-Yeung Cho et al. [3] I. Pavlidis et al. [8] Ours Table 1 . Segmentation methods results in the test sets from the UND and FSU databases. The FSU F usion 1 is the fusion between the results of segmentation for the R, G and B channels using the majority vote between them. The FSU F usion 2 is the fusion of the results of grayscale and the R, G and B channels using a weight of 0.3 for the grayscale channel and 0. 7 3 for the other. figure 2(b) ), most of the noise comes from the hair since that the face fills almost entirely the image unlike what happens in the UND database, where there is a large area not covered by the face (see figure 2(a) ).
The database FSU was analyzed for each channel independently and two fusions (F usion 1 and F usion 2 ) were made to verify what would be the best approach for the segmentation.
The FSU F usion 1 is the fusion between the results of segmentation for the R, G and B channels using the majority vote between them. The FSU F usion 2 is the fusion of the results of grayscale and the R, G and B channels using a weight of 0.3 for the grayscale channel and The improvements brought by our approach in relation to method [8] are the removal of clothing and the inclusion of larger number of pixels of the face. Removal of clothing is quite visible in the difference between the images resulting from [8] (figure 2(g)) and our method ( figure 2(i) ). In these examples it is possible to see that almost all the clothes were removed in the images of the UND database. The inclusion of the pixels of the face is most visible in the FSU database as can be seen in the images of figures 2(h) and 2(j), the first being the result of [8] and ours is the second. With this we minimize the FNRs, causing us to obtain more pixels for face recognition tasks.
CONCLUSION
In this paper we proposed a face segmentation method for LWIR images. The method creates two Gaussian distributions for each type of pixel (face and back-ground) and post-processes the obtained images by closing small holes using morphological operators (decreasing FNRs) and removing the effect of clothes through the analysis of vertical and horizontal image signatures.
The experimental results show that our proposal improves accuracy from 2.8% to over 25% depending on the dataset and the method against which we are comparing.
We are currently searching for new features that may improve segmentation performance.
