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ABSTRACT
This paper describes an approach to the facial action units detection. The involved action units (AU)
include AU1 (Inner Brow Raiser), AU2 (Outer Brow Raiser), AU4 (Brow Lowerer), AU6 (Cheek
Raiser), AU12 (Lip Corner Puller), AU15 (Lip Corner Depressor), AU20 (Lip Stretcher), and AU25
(Lip Part). Our work relies on the dataset released by the FG-2020 Competition: Affective Behavior
Analysis In-the-Wild (ABAW). The proposed method consists of the data preprocessing, the feature
extraction and the AU classification. The data preprocessing includes the detection of face texture and
landmarks. The texture static and landmark dynamic features are extracted through neural networks
and then fused as the feature latent representation. Finally, the fused feature is taken as the initial
hidden state of a recurrent neural network with a trainable lookup AU table. The output of the RNN
is the results of AU classification. The detected accuracy is evaluated with 0.5×accuracy + 0.5×F1.
Our method achieves 0.56 with the validation data that is specified by the organization committee.
1 Introduction
The task of Facial Action Units Detection (FAUD) aims at recognizing the subtle facial action units (AUs) defined in
Facial Action Coding System (FACS)[1]. It has been widely utilized in micro-expression recognition and expression
generation. Recently, FAUD has become a popular research field[2, 3, 4, 5, 6, 7].
This paper describes a novel approach to FAUD. The proposed method consists of the data preprocessing, the feature
extraction, the and AU classification. The data preprocessing relies on face segmentation and facial landmark detection.
The face segmentation is to crop face region, retaining face expression but leaving out the useless background region.
The facial landmark detection is to specify the predefined key facial points that are consistent with a specific facial
expression. Two types of facial features are employed in our work. The one is the static features that reflect the texture
information of a facial expression in a still image. The extraction of the static features is carried out from the segmented
face. The other one is the dynamic features that reflect the movement (e.g. cheek raising) during a few successive time
frames. The dynamic features are refined from the detected facial landmarks. In the AU classification, the static and
dynamic features are fused and then taken to judge whether the target AUs are observed.
The current work focuses on the detection of AU1 (Inner Brow Raiser), AU2 (Outer Brow Raiser), AU4 (Brow Lowerer),
AU6 (Cheek Raiser), AU12 (Lip Corner Puller), AU15 (Lip Corner Depressor), AU20 (Lip Stretcher), and AU25 (Lip
Part)[1]. AU1, AU2 and AU4 describe the eyebrow movements and AU15, AU20, and AU25 depict the mouth motions.
A facial expression is often described with the co-occurrence of several AUs. For example, happy and surprise may be
expressed with the co-occurrence of AU1 and AU2. In our work, the AU co-occurrence is modeled as a problem of
sequence processing in the AU classification.
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Figure 1: Pipeline of the proposed AU classification.
2 Proposed Method
Our task is to detect the mentioned-above AUs for each image in a face video. Our AU classifier performs through
the data processing, the static and dynamic features extraction and the AU classification. Particularly, an end-to-end
deep neural network is proposed to carry out the static and dynamic features extraction and the AU classification. Its
architecture is illustrated in Figure 1 and it will be detailed in this section.
2.1 Data processing
Given a still image, a pre-trained face semantic segmentation model1 is employed to pick up the face texture region and
mask the remaining background region with black. Then, the face texture is converted to a grayscale image and an
edge image. A facial landmark detector is utilized to detect 73 face landmarks in a facial expression. The grayscale
image and the edge image ignore part of face texture information but highlights a face texture structure of a still facial
expression. A sequence of landmarks is dedicated to reflecting a face motion.
2.2 Static Feature Extraction Network
A static network, denoted as NSta, is proposed to refine the static features from the grayscale image and the edge
image. NSta consists of a convolutional neural network (CNN) and a Gate Recurrent Unit (GRU). Particularly, CNN
adopts limited receptive fields to specifically capture the local correlation between AUs and the local face regions. The
grayscale image and the edge image are viewed as two input channels to CNN. Furthermore, to take into consideration
the global correlation between AUs and the full face texture, the GRU is used to sequentially model the flatten feature
map from the local correlation output of CNN[8]. The final hidden state, HStat , of the GRU is viewed as the output
static features. The static feature extraction is formatted as follows.
HStat = GRU(Covs(It, θc), θg) (1)
where Covs represents the operation of convolution in the CNN with the parameters θc, and It represent the input of
grayscale image and edge image in two channels. HStat is the output static features from the GRU with parameters θg .
1https://github.com/Rijul-Gupta/face-seg
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2.2.1 Dynamic Feature Extraction Network
A dynamic network, denoted as NDyn, is proposed to extract the dynamic features at time frame t from the difference
between the landmarks of two neighboring images at time frames t-1 and t+1.
A full connected neural network, f , takes the landmark difference as input and outputs the dynamic features. The last
layer of f is a non-linear activation of Tanh to make the dynamic features with the scale as same as the static features.
The dynamic features extraction is formatted as follows.
HDynt = f(diff t, θD) (2)
where θD refers to the parameters of NDyn and the difft stands for the landmark difference at the time frame t.
2.2.2 AU Classification Network
An AU classification network, denoted as NAUC , is designed to judge the occurrence of AUs. It is decomposed of three
sub-networks including the feature fusion network F , the query-based network Q and the classification network C.
The feature fusion network is to fuse the static features and the dynamic features. Its output, HFust , is a representation
of the fused static and dynamic features. The query-based network consists of a learnable AU embedding query table
and a GRU. The AU embedding table is 8×64 matrix. Each column refers to an AU embedding. The size of the matrix
refers to the number of the considered AUs and the dimension of an AU embedding. GRU takes HFust as its initial
hidden state in the AU classification, H0t . When queried by the embeddings of AUs in a fixed order, GRU outputs the
result to a binary classifier C and recurrently update Hit . The output of GRU based on each H
i
t is used to judge whether
an AU occurs. C is a fully-connected neural network and it is to judge the activation of the AUs rely on the current
query of a specific AU embedding. The AUs classification could be formatted as follow.
qit, H
i+1
t = Q(AU
emb
i , H
i
t , θq)
HFust = H
Dyn
t ∪HStat
pit = softmax(C(q
i
t, θp))
(3)
where i is the index of AUs. ∪ represents the fusion of the static and the dynamic features. AUembi is the embedding of
i-th AU. θq is the parameters of Q and θp is the parameters of C. they are learned jointly.
3 Results
According to the evaluation metrics of 0.5×accuracy + 0.5×F1, the performance on the validation dataset of the
dataset Aff-Wild2[9] is 0.56 with hyper-parameters tuning and post-processing of smoothing. More details about our
experiments will be reported in the near future version.
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