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2Presentacio´n
El estudio de los espacios finitos es muy apropiado como fuente de trabajos fin de
grado pues, aunque el lenguaje ba´sico es accesible a los alumnos de u´ltimo an˜o, lleva casi
inmediatamente a problemas abiertos de intere´s.
Este trabajo es una aproximacio´n elemental al uso de invariantes nume´ricos del tipo
Lusternik-Schnirelmann en la topolog´ıa de los espacios finitos (o, equivalentemente, en
teor´ıa de conjuntos , de acuerdo con la conocida identificacio´n debida a P.S. Alexandrov).
El desarrollo del mismo ha sido pra´cticamente simulta´neo con la aparicio´n de trabajos
de investigacio´n centrados en este tipo de invariantes u otros de tipo combinatorio muy
relacionados, como se puede comprobar en la bibliograf´ıa.
Los tutores
Los tutores y el alumno agradecen la ayuda de Ramo´n Flores y su intere´s en el trabajo.
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Resumen
El trabajo presenta el invariante homoto´pico conocido como categor´ıa de Lusternik-
Schnirelmann (categor´ıa LS, para simplificar) para espacios finitos. La topolog´ıa y homo-
top´ıa de estos espacios se resumen en un cap´ıtulo inicial y se continu´a con los elementos
de la categor´ıa LS cla´sica. El cap´ıtulo final esta´ abierto, ya que plantea problemas sobre la
categor´ıa LS de espacios finitos de los que desconocemos la solucio´n. Una serie de ejemplos,
comentarios y resultados conocidos sirven para presentar los problemas.
Abstract
This work focuses on the homotopical invariant termed Lusternik-Schnirelmann cate-
gory (LS category, for short) of finite spaces. A brief account of the topology and homotopy
of this class of spaces is followed by an introduction of the basics of classical LS category.
The last chapter contains several open questions together with a series of related examples,
observations and known results.
Introduccio´n
La observacio´n de que los conjuntos ordenados poseen una topolog´ıa intr´ınseca se
debe a P.S. Alexandrov (ver [1]) y A.W. Tucker (ver [14]), que de manera independiente
descubrieron que los conjuntos ordenados (llamados posets) pod´ıan ser identificados con
aquellos espacios topolo´gicos en los que las intersecciones arbitrarias de abiertos tambie´n
son conjuntos abiertos. Estos espacios son llamados espacios de Alexandrov o A-espacios.
Es claro que los A-espacios con la propiedad de separacio´n de Hausdorff son so´lo los
espacios discretos, esto es, desde el punto de vista de la topolog´ıa me´trica del ana´lisis y
la geometr´ıa, los A-espacios carecer´ıan de intere´s. No obstante, la topolog´ıa algebraica de
estos espacios no es trivial en absoluto.
De hecho, M.McCord ( [11]) probo´ que los invariantes algebraicos de cualquier poliedro
compacto (por ejemplo el grupo fundamental o la homolog´ıa) pueden ser realizados por
un espacio finito. Mas expl´ıcitamente, este autor probo´ que existe una correspondencia
natural que a cada espacio finito X le asigna un poliedro |O(X)| y una equivalencia de
homotop´ıa de´bil natural ψX : X → |O(X)|. De hecho, el proceso puede ser revertido salvo
equivalencia de homotop´ıa de´bil.
Una equivalencia de homotop´ıa de´bil f : X → Y induce isomorfismos entre los inva-
riantes algebraicos de X e Y que este´n construidos a partir de poliedros (como son el grupo
fundamental y la homolog´ıa). Para ilustrar con un ejemplo esta nocio´n, consideremos la
aplicacio´n f : X → Y que recoge la semirrecta X = R+ en el espacio compacto Y , que es
conocido como c´ırculo polaco, y que esta´ descrito en la siguiente figura.
Figura 1: C´ırculo polaco
Se puede comprobar que f es una equivalencia de homotop´ıa de´bil de acuerdo con la
definicio´n en Subseccio´n 2.5.4. Sin embargo, f no es una equivalencia de homotop´ıa, pues
para ello ha de existir una aplicacio´n f ′ : Y → X tal que f ◦ f ′ ' idY y f ′ ◦ f ' idX .
Ahora bien, el espacio Y es conexo y compacto, f ′(Y ) ser´ıa un arco y una homotop´ıa
H : f ′ ◦ f ' idY no podr´ıa ser continua en los puntos del segmento recto. En efecto, dados
un punto a de este segmento y una sucesio´n xn → a fuera del segmento, para cada n la
restriccio´n H|{xn}×I es un camino en Y que comienza en xn y termina en algu´n punto del
arco f ′(Y ). La u´nica forma de desplazarse de xn, para n suficientemente grande, debe ser
hacia la derecha. Igualmente, H|{a}×I es un camino con inicio en a y terminacio´n en f ′(Y ).
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Pero esto entra en contradiccio´n con la continuidad de H, ya que a so´lo puede moverse
usando el segmento y el arco inferior.
Adema´s de los invariantes algebraicos, hay otros invariantes que lo son del tipo de
homotop´ıa, pero no del tipo de homotop´ıa de´bil. Un ejemplo es la llamada categor´ıa de
Lusternik-Schnirelmann (o categor´ıa LS) que surgio´ como una cota inferior para funciones
diferenciables arbitrarias de una variedad. La categor´ıa LS (definida como el menor nu´mero
de abiertos de un espacio cuya inclusio´n es homoto´picamente trivial) encontro´ su lugar
dentro de la topolog´ıa tras los trabajos de R.H. Fox, y actualmente es el prototipo de los
llamados invariantes nume´ricos de la topolog´ıa algebraica. Ver [4] para una referencia muy
completa sobre estos invariantes.
A diferencia del grupo fundamental o la homolog´ıa, la categor´ıa LS no es invariante
del tipo de homotop´ıa de´bil. Por ejemplo, nuestro espacio Y tiene categor´ıa LS infinita
mientras X = R+ tiene categor´ıa 1 por ser contra´ctil.
Por tanto, el teorema de McCord pierde su papel esencial para la categor´ıa LS, y la
consideracio´n de la categor´ıa LS para espacios finitos ampl´ıa los temas de estudio de la
teor´ıa de homotop´ıa de estos espacios incluidos en [2] y [9].
Este es un trabajo abierto que presenta algunos ejemplos y plantea varios problemas
relativos a la categor´ıa LS de los espacios finitos: su relacio´n con la categor´ıa LS cla´sica
y con un nuevo invariante nume´rico de tipo simplicial dado en [7]. Las soluciones a estos
problemas no parecen inmediatas.
Pasamos a detallar el contenido de esta memoria: el cap´ıtulo 1 recoge los resultados
de topolog´ıa general necesarios en el resto del trabajo, mientras que el cap´ıtulo 2 es una
recopilacio´n de la topolog´ıa de los A-espacios. Ambos cap´ıtulos han sido resumidos de
[3] y ampliados con aquellos resultados puntuales necesarios para el u´ltimo cap´ıtulo. La
casi totalidad de los resultados recogidos en ellos so´lo necesitan el conocimiento de las
asignaturas del grado.
El cap´ıtulo 3 es una breve introduccio´n a la categor´ıa LS cla´sica. Aqu´ı nuestro trabajo
ha consistido en adaptar los resultados necesarios para que puedan ser enunciados con so´lo
los conocimientos del grado.
El cap´ıtulo 4 presenta de la categor´ıa LS de los espacios finitos, dando ejemplos y
algunos resultados contenidos en [7] y [8], y en particular su relacio´n con la llamada
categor´ıa LS simplicial. El trabajo queda abierto, pues la u´ltima seccio´n de este cap´ıtulo
plantea una serie de problemas sobre la categoria LS de espacios finitos.
Cap´ıtulo 1
Definiciones de topolog´ıa general
Este cap´ıtulo introductorio recoge los diferentes conceptos ba´sicos de topolog´ıa nece-
sarios en este trabajo. Los detalles se pueden encontrar en cualquier libro de de topolog´ıa
general (por ejemplo, [13]).
Recordemos que una topolog´ıa, T , sobre un conjunto X es una coleccio´n de subcon-
juntos de X con las siguientes propiedades:
1. ∅ y X esta´n en T .
2. La interseccio´n finita de conjuntos de T esta´ en T .
3. La unio´n arbitraria de conjuntos de T esta´ en T .
Al par (X, T ) se le llama espacio topolo´gico. Los conjuntos de T son llamados conjuntos
abiertos de (X, T ). Al complementario de un conjunto abierto se le llama conjunto cerrado.
Notacio´n 1.0.1. Cuando la topolog´ıa T se supone impl´ıcitamente, o no es relevante en el
contexto, denotamos simplemente por X al espacio topolo´gico, que tambie´n es abreviada-
mente referido como “espacio”.
Los dos ejemplos extremos de topolog´ıa son la topolog´ıa discreta en la que todos los
conjuntos son abiertos, (o equivalentemente todos los conjuntos unitarios son abiertos) y
la topolog´ıa indiscreta o trivial que es la topolog´ıa en la que u´nicamente ∅ y X son los
abiertos. Es obvio que la topolog´ıa discreta es la mayor topolog´ıa posible, y la indiscreta,
la menor. Recordemos que un espacio topolo´gico X se dice compacto si de todo recubri-
miento de X por abiertos se puede extraer un subrecubrimiento finito.
Si (X, T ) es un espacio topolo´gico, dados A ⊆ X y x ∈ X, se dice que x es interior a
A en (X, T ) (o que A es entorno de x) si existe un abierto G con x ∈ G ⊆ A. Se llama
interior de A en (X, T ) al conjunto int(A) = {x ∈ X;x es interior a A}. Una familia V
de entornos de x se dice base de entornos de x si para todo entorno N de x, existe V ∈ V
con V ⊆ N .
Igualmente, x ∈ X es llamado punto adherente a A si todo abierto G con x ∈ G
cumple G ∩A 6= ∅. Se llama clausura de A al conjunto A = {x ∈ X;x es adherente a A}.
Un subconjunto A de un espacio X se dice que es denso en X si A = X.
Se cumple que int(A) ⊆ A ⊆ A. Un conjunto A ⊆ X es cerrado en (X, T ) si y so´lo si
A = A y es abierto si y so´lo si int(A) = A.
La topolog´ıa relativa a un subconjunto A ⊆ X se define de la siguiente manera: sea
(X, T ) un espacio topolo´gico, y sea A ⊆ X. La topolog´ıa sobre A,
TA = {A ∩G;G ∈ T }
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se denomina topolog´ıa relativa a A. Al par (A, TA) se le llama subespacio topolo´gico de
(X, T ). Obse´rvese que si A es abierto en (X, T ), entonces todo abierto de (A, TA) lo es de
(X, T ).
Por medio de una topolog´ıa se da una estructura de proximidad entre los puntos
de un conjunto. La aplicaciones continuas entre espacios topolo´gicos son aquellas que
preservan dicha estructura de proximidad. Recordamos que una aplicacio´n f : X −→ Y
entre espacios topolo´gicos es continua si f−1(V ) es un abierto de X para cada abierto V
de Y . Una aplicacio´n continua es un homeomorfismo si f es biyectiva y su inversa f−1 es
tambie´n continua.
Los espacios topolo´gicos de mayor intere´s en la geometr´ıa y en el ana´lisis son los
espacios me´tricos. Una distancia en un conjunto X es una funcio´n
d : X ×X → R
que cumple las siguientes propiedades:
1. d(x, y) ≥ 0 para todos x, y ∈ X.
2. d(x, y) = 0 si y so´lo si x = y.
3. d(x, y) = d(y, x) para todos x, y ∈ X
4. (Desigualdad triangular) d(x, y) + d(y, z) ≥ d(x, z) para todos x, y, z ∈ X
Al par (X, d) se le llama espacio me´trico. En cualquier espacio me´trico se definen la
bola abierta de radio  > 0 y centro x como el conjunto Bd(x, ) = {y|d(x, y) < } y la
bola cerrada como Bd[x, ] = {y|d(x, y) ≤ }.
La topolog´ıa de un espacio me´trico (X, d) esta´ formada por el conjunto vac´ıo y todos
aquellos conjuntos A ⊆ X tales que para todo a ∈ A existe  > 0 con Bd(a, ) ⊆ A.
1.1. Base de y para una topolog´ıa
En la definicio´n de la topolog´ıa de un espacio me´trico los abiertos no esta´n dados
expl´ıcitamente, sino descritos a partir de ciertos abiertos generadores (las bolas abiertas),
ajusta´ndose este hecho a la siguiente definicio´n.
Dado un espacio topolo´gico (X, T ), una subfamilia B ⊆ T se dice que es una base de
la topolog´ıa T (o base de abiertos) si todo abierto no vac´ıo de T es unio´n de abiertos de
B. Equivalentemente, B es una base de T si y so´lo si para cada abierto U y para cada
x ∈ U , existe un B ∈ B tal que x ∈ B ⊆ U .
Si B es una base de (X, T ) y A ⊆ X, entonces BA = {B ∩A;B ∈ B} es una base de la
topolog´ıa relativa TA.
En un espacio me´trico (X, d) la familia de las bolas abiertas de centro x y radio r para
todo x ∈ X y r > 0 es una base de la topolog´ıa de (X, d).
Una base B de T se dice minimal si para cualquier B ∈ B la familia B\{B} deja de
ser base de T . Por ejemplo, una base de la topolog´ıa discreta es la formada por todos los
conjuntos unitarios {x}, x ∈ X. Adema´s, esta base es minimal.
La siguiente definicio´n nos da un me´todo para construir una topolog´ıa a partir de una
familia dada de conjuntos. Una base para una topolog´ıa sobre X es una coleccio´n B de
subconjuntos de X, llamados elementos ba´sicos, que cumplen las siguientes propiedades:
1. Para cada x ∈ X, hay al menos un elemento ba´sico B que contiene a x.
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2. Si x pertenece a la interseccio´n de dos elementos ba´sicos B1 y B2, entonces existe
un elemento ba´sico B3 que contiene a x, tal que B3 ⊆ B1 ∩B2.
Si B satisface estas dos condiciones, la familia T (B) formada por los conjuntos U ⊆ X
tales que para cada x ∈ U existe B ∈ B con x ∈ B ⊆ U , es la u´nica topolog´ıa sobre X que
tiene a B como base y se denomina topolog´ıa generada por B.
An˜adiendo una tercera condicio´n a la definicio´n de base se tiene la siguiente caracte-
rizacio´n de base minimal para una topolog´ıa. Un conjunto B de subconjuntos no vac´ıos
de X es una base minimal para una topolog´ıa si y so´lo si se cumplen las tres propiedades
siguientes:
1. Todo punto de X esta´ en algu´n conjunto B de B.
2. Si x pertenece a la interseccio´n de dos elementos B1, B2 ∈ B, entonces existe B3 ∈ B,
tal que x ∈ B3 ⊆ B1 ∩B2.
3. Si una unio´n de conjuntos Bi de B esta´ tambie´n en B, entonces la unio´n es igual a
uno de los Bi.
Todo homeomorfismo f : X → Y transforma una base B de abiertos de X en una
base de abiertos de Y , Bf = {f(B);B ∈ B}. Si B es una base minimal de X, entonces Bf
tambie´n es minimal.
1.2. Axiomas de separacio´n
Es bien sabido que la unicidad de puntos l´ımite, crucial en tantos resultados de ana´lisis,
es consecuencia de la famosa propiedad de separacio´n de Hausdorff, llamada T2 en la
siguiente jerarqu´ıa de propiedades de separacio´n:
1. X es un espacio T0 si para dos puntos distintos x, y ∈ X, existe un abierto G tal
que, o bien x ∈ G e y /∈ G, o bien y ∈ G y x /∈ G.
2. X es un espacio T1 si dados dos puntos distintos x, y ∈ X, existen abiertos G1, G2
tales que: x ∈ G1, y /∈ G1, y tambie´n y ∈ G2, x /∈ G2.
3. X es un espacio T2 (o espacio de Hausdorff ) si existe en X un par de abiertos
disjuntos de modo que uno contiene a x y el otro a y.
4. X es un espacio T3 (o espacio regular) si es un espacio T1 y para cada punto x ∈ X
y cualquier cerrado F ⊆ X tal que x /∈ F existen abiertos disjuntos U y V tales que
x ∈ U y F ⊆ V .
5. X es un espacio T4 (o espacio normal) si es un espacio T1 y para cada par de cerrados
disjuntos F1, F2 ⊆ X existen abiertos disjuntos U y V tales que F1 ⊆ U y F2 ⊆ V .
Obviamente, T4 ⇒ T3 ⇒ T2 ⇒ T1 ⇒ T0. Adema´s, (A, TA) es un espacio Ti si (X, T )
tambie´n es un espacio Ti, para i = 0, 1, 2. Se tienen las siguientes equivalencias:
1. X es T0 si y so´lo si para cualesquiera dos puntos x, y ∈ X o bien x /∈ {y}, o bien
y /∈ {x}.
2. X es T1 si y so´lo si para todo x ∈ X, entonces {x} es cerrado, es decir, {x} = {x},
lo que a su vez equivale a pedir que {x} = ∩x∈GxG, siendo Gx la familia de abiertos
que contiene a x.
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3. X es T2 si y so´lo si para todo x ∈ X, {x} = ∩G∈GxG.
Definicio´n 1.2.1. Sea X un espacio topolo´gico T1. Se dira´ que X es funcionalmente
normal si para todo par de cerrados disjuntos A,B existe una aplicacio´n continua f :
X → [0, 1] tal que f(A) = 0 y f(B) = 1.
El conocido como Lema de Urysohn ( [13]; Teorema 33.1) prueba que un espacio es
normal si y so´lo si es funcionalmente normal. En el siguiente lema se establece que los
espacios me´tricos son funcionalmente normales.
Lema 1.2.2. Todo espacio me´trico (X, d) es funcionalmente normal.
Demostracio´n. Recordemos que la distancia de un punto x ∈ X a un conjunto A ⊆ X
esta´ definida como d(x,A) = ı´nf{d(x, a); a ∈ A} y que la funcio´n x 7→ d(x,A) es continua
en x. Adema´s, si A es cerrado x ∈ A⇔ d(x,A) = 0. As´ı que dados dos cerrados disjuntos
A,B ⊆ X, se puede definir la siguiente funcio´n
f(x) =
d(x,A)
d(x,A) + d(x,B)
La buena definicio´n de f sigue de que d(x,A) = d(x,B) = 0 lleva a x ∈ A ∩ B = ∅.
Evidentemente, los valores de f esta´n en el intervalo [0, 1]. Ma´s au´n, dado x ∈ A, se tiene
f(x) = 0 pues d(x,A) = 0. Mientras que si x ∈ B, d(x,B) = 0 y f(x) = 1.
1.3. Construyendo nuevos espacios a partir de otros dados
1.3.1. Topolog´ıa unio´n
Sean X e Y espacios topolo´gicos disjuntos. La topolog´ıa de la unio´n disjunta sobre
X unionsqY tiene como base la familia formada por los conjuntos abiertos de X y los conjuntos
abiertos de Y .
En particular, si B1 es una base de la topolog´ıa de X y B2 una base de la topolog´ıa
de Y , entonces B1 unionsq B2 = {B unionsq B′;B ∈ B1, B′ ∈ B2} es base de la topolog´ıa de la unio´n
X unionsq Y . Se puede comprobar que si B1 y B2 son minimales, tambie´n lo es B1 unionsq B2.
1.3.2. Topolog´ıa producto
Sean X e Y espacios topolo´gicos. La topolog´ıa producto sobre X × Y es la topolog´ıa
que tiene como base los productos U ×V , siendo U un abierto de X y V un abierto de Y .
En particular, si B1 es una base de la topolog´ıa de X y B2 una base de la topolog´ıa de
Y , entonces B1 ?B2 = {B×B′;B ∈ B1, B′ ∈ B2} es base de la topolog´ıa producto X × Y .
Se puede comprobar que si B1 y B2 son minimales, tambie´n lo es B1 ? B2.
Para la topolog´ıa producto las proyecciones p1 : X × Y → X, p1(x, y) = x, y p2 :
X × Y → Y , p2(x, y) = y, son continuas. Por otro lado, si f : X → Z y g : Y → W son
aplicaciones continuas, entonces
(f, g) : X × Y −→ Z ×W
(x, y) 7−→ (f(x), g(y)),
es continua.
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1.3.3. Espacio cociente
Sean X e Y espacios topolo´gicos y sea p : X → Y una aplicacio´n sobreyectiva. La
aplicacio´n p se denomina aplicacio´n cociente (o de identificacio´n) si un subconjunto U ⊆ Y
es abierto en Y si y so´lo si p−1(U) es abierto en X.
As´ı pues, si X es un espacio topolo´gico e Y es un conjunto, cualquier aplicacio´n sobre-
yectiva p : X → Y induce una topolog´ıa T sobre Y respecto a la cual p es una aplicacio´n
cociente. Se la denomina topolog´ıa cociente inducida por p.
En particular, si “∼” es una relacio´n de equivalencia sobre un espacio topolo´gico X,
el conjunto cociente X/∼ con la topolog´ıa cociente inducida por la proyeccio´n natural
p : X −→ X/∼ se denomina espacio cociente de X.
Podemos describir la topolog´ıa cociente de otro modo: un subconjunto U de X/∼
es una coleccio´n de clases de equivalencia, y el conjunto p−1(U) es justo la unio´n de los
representantes de las clases en U . As´ı, un conjunto abierto de X/∼ es una coleccio´n de
clases de equivalencia cuya unio´n es un conjunto abierto de X.
No´tese que p : X −→ Y es una aplicacio´n de identificacio´n si y so´lo si Y es homeo-
morfo al espacio cociente X/∼ donde “∼” es la relacio´n de equivalencia definida por
x ∼ x′ si p(x) = p(x′).
La propiedad caracter´ıstica de los espacios cocientes es la siguiente: sea “∼” una re-
lacio´n de equivalencia sobre un espacio X y sea f : X → Z una aplicacio´n continua
compatible con “∼”, es decir, f(x) = f(x′) si x ∼ x′. Entonces la aplicacio´n inducida por
f , f˜ : X/∼ −→ Y , f˜([x]) = f(x), es continua para la topolog´ıa cociente.
Si A ⊆ X, se denota por X/A al espacio cociente definido por la relacio´n x ∼ y si o
bien x = y o bien x, y ∈ A .
1.3.4. Ejemplos
Dado un espacio topolo´gico X, se define al cilindro como el espacio producto X× [0, 1].
El cono CX se define a partir del cilindro como el espacio cociente CX = X×[0, 1]/X×{1}.
Ana´logamente se puede realizar la construccio´n con la otra base del cilindro : X×[0, 1]/X×
{0}.
Figura 1.1: Cilindro de un espacio topolo´gico X
La suspensio´n SX de un espacio X es el espacio cociente sobre el cilindro X × [0, 1]
por la relacio´n que identifica el subconjunto X×{0} a un punto y el subconjunto X×{1}
a otro punto. Esto puede visualizarse como la unio´n de dos copias de CX por su base
comu´n X.
Sean ahora dos espacios topolo´gicos disjuntos X e Y con puntos base fijados x0 ∈ X
e y0 ∈ Y . Se define la unio´n por un punto (o wedge) como el espacio cociente de la unio´n
de X e Y , X unionsq Y/{x0, y0}. Se denota por X ∨ Y .
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Figura 1.2: Cono y suspensio´n de X
Obse´rvese que X ∨ Y es homeomorfo al subespacio del producto X × Y de la forma
X×{x0}∪{y0}×Y . En particular las proyecciones del producto se restringen a aplicaciones
p1 : X ∨ Y → X y p2 : X ∨ Y → Y que llevan (x, y0) en x y (y0, x) en y respectivamente.
Tambie´n, si f : (X,x0) → (X ′, x′0) y g : (Y, y0) → (Y ′, y′0) son aplicaciones continuas
entre espacios punteados, la aplicacio´n producto f × g : X × Y → X ′ × Y ′ se restringe
a una aplicacio´n continua (f, g) : X ∨ Y → X ′ ∨ Y ′ dada por (f, g)(x, y0) = (f(x), y′0) y
(f, g)(x0, y) = (x
′
0, g(y)).
Fijado un punto base x0 ∈ X no podemos elegir un punto base cano´nico para el cono
CX o la suspensio´n SX ya que tenemos todo un intervalo {x0} × I de posibles puntos
bases. Por ello se construye el cono reducido cX y la suspensio´n reducida sX como los
siguientes espacios cocientes:
cX =
X × I
X × {1} ∪ {x0} × I y sX =
X × I
X × {0, 1} ∪ {x0} × I
De esta forma cX y sX quedan cano´nicamente punteados por la clase de x0.
1.4. Conexio´n y contractibilidad
Un camino en un espacio X con punto inicial x ∈ X y punto final x′ ∈ X es una
aplicacio´n continua σ : I −→ X, donde I = [0, 1] es el intervalo unidad eucl´ıdeo, tal que
σ(0) = x y σ(1) = x′. En tal situacio´n diremos que los puntos x y x′ se pueden unir por
un camino. Un espacio es conexo por caminos si dos puntos arbitrarios de e´l se pueden
unir por un camino. Un subconjunto A ⊆ X se llamara´ conexo por caminos si lo es con
respecto a su topolog´ıa relativa.
Un espacio X es localmente conexo por caminos si para todo x ∈ X y todo entorno N
de x existe otro entorno de N ′ de x tal que N ′ ⊆ N que es conexo por caminos.
Se llama componente conexa por caminos de x ∈ X al conjunto de puntos que pueden
ser conectados a x por un camino en X.
La conexio´n por caminos es una nocio´n mas fuerte que la conexio´n topolo´gica. Recor-
demos que un espacio X se dice disconexo si se puede descomponer como la unio´n disjunta
de dos conjuntos abiertos (o, equivalentemente, cerrados) disjuntos y no vac´ıos. En caso
contrario se dira´ que es conexo. Es claro que X es conexo si y so´lo si los u´nicos conjuntos
que son simulta´neamente abiertos y cerrados son X y ∅.
Puesto que todo intervalo eucl´ıdeo es conexo, se sigue inmediatamente que todo espacio
conexo por caminos es conexo. Para los espacios localmente conexos por caminos se tiene
la equivalencia de ambas nociones; esto es, un espacio localmente conexo por caminos es
conexo si y so´lo si es conexo por caminos.
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Una nocio´n mucho ma´s fuerte que la conexio´n por caminos es la contractibilidad. Para
ello recordemos que dos aplicaciones continuas f, g : X → Y se dicen homoto´picas si existe
una aplicacio´n continua
H : X × [0, 1]→ Y
tal que H(x, 0) = f(x) y H(x, 1) = g(x), para todo x ∈ X. La aplicacio´n H se llama
homotop´ıa entre f y g, y la relacio´n de ser homoto´picas se denotara´ por f ' g. Una
homotop´ıa se dice relativa a un conjunto A ⊆ X si H(a, t) = f(a) = g(a) para todo t y
a ∈ A. Una aplicacio´n se dice homoto´picamente trivial si es homoto´pica a una constante.
Es bien conocido que la relacio´n de homotop´ıa es una relacio´n de equivalencia compa-
tible con la composicio´n de funciones.
Si Y X denota el conjunto de las aplicaciones continuas de X en Y , toda homotop´ıa
h : X × I → Y induce una aplicacio´n ĥ : I → Y X definida por ĥ(t)(x) = h(x, t). De esta
manera, si se dota a Y X de una topolog´ıa apropiada para que la aplicacio´n ĥ sea continua,
se podra´n identificar las homotop´ıas entre f y g con caminos en Y X uniendo f y g.
Lo anterior se consigue con la llamada topolog´ıa compacto-abierta, que es la topolog´ıa
que tiene por base la familia de todas las intersecciones finitas de la forma ∩ni=1〈Ki, Ui〉
siendo, para cada i, Ki y Ui conjuntos compactos y abiertos de X e Y , respectivamente,
y 〈K,U〉 = {f ∈ Y X ; f(K) ⊆ U}. Para la topolog´ıa compacto-abierta se tiene el siguiente
resultado, conocido como ley exponencial ; ver ( [13]; Teorema 46.11). Recordemos que un
espacio X se dice localmente compacto si para todo punto x ∈ X y para todo entorno N
de x existe un entorno ma´s pequen˜o de x, K ⊆ N , que es compacto. El teorema dado en
( [13]) exige la propiedad de Hausdorff, pero esta propiedad no es necesaria; ver Teorema
1.5.10 en [3], donde se puede encontrar una demostracio´n del siguiente resultado.
Teorema 1.4.1. Sean Y y Z espacios topolo´gicos cualquiera y sea X localmente compacto
(no necesariamente de Hausdorff). Entonces si Y X esta´ dotado de la topolog´ıa compacto-
abierta, la continuidad de h : X × Z → Y es equivalente a la continuidad de la aplicacio´n
ĥ : Z → Y X . Es decir, la aplicacio´n h 7→ ĥ induce una biyeccio´n Y X×Z ∼= (Y X)Z .
Como consecuencia inmediata del teorema anterior, si tomamos Z = [0, 1], el intervalo
unidad eucl´ıdeo, se tiene la siguiente identificacio´n de las homotop´ıas como caminos entre
aplicaciones.
Corolario 1.4.2. Sea X un espacio localmente compacto. Entonces para todo espacio Y ,
dos aplicaciones continuas f, g : X → Y son homoto´picas si y so´lo si esta´n conectadas por
un camino en Y X con la topolog´ıa compacto-abierta.
La nocio´n de homotop´ıa permite debilitar las equivalencias topolo´gicas u homeomor-
fismos mediante la nocio´n de equivalencias de homotop´ıa. Recordemos que una aplicacio´n
continua f : X −→ Y se dice que es una equivalencia de homotop´ıa (o que X e Y son
homoto´picamente equivalentes) si existe g : Y −→ X continua tal que f ◦ g ' idY y
g ◦ f ' idX .
Un subespacio A ⊆ X se dice un retracto de X si existe una aplicacio´n continua
r : X → A (llamada retraccio´n) tal que r(a) = a para todo a ∈ A, esto es, r ◦ i = idA
para la inclusio´n i : A→ X. Se dice que A es un retracto de deformacio´n de X si adema´s
la composicio´n i ◦ r es homoto´pica a la identidad de X. Cuando la homotop´ıa es relativa
a A, se dice que es retracto de deformacio´n fuerte.
Un espacio X se dice que es contra´ctil si es homoto´picamente equivalente a un espacio
formado por un u´nico punto. Es inmediato que esta condicio´n es equivalente a afirmar
que la identidad idX es homoto´picamente trivial, o bien, que X admite un punto como
retracto de deformacio´n. Un espacio X se dice localmente contra´ctil si para todo x ∈ X y
todo N entorno de x existe un entorno ma´s pequen˜o N ′ ⊆ N que es contra´ctil.
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Lema 1.4.3. Si f, g : X → Y son aplicaciones homoto´picas y X0 ⊆ X es una componente
conexa por caminos de X, entonces f(X0) y g(X0) esta´n en la misma componente conexa
por caminos de Y . En particular, toda equivalencia de homotop´ıa induce una biyeccio´n
entre las familias de componentes conexas por caminos.
Demostracio´n. Sea H : X × I → Y una homotop´ıa entre f y g. Entonces X0 × I es una
componente conexa por caminos de X × I y f(X0) ∪ g(X0) ⊆ H(X0 × I). Por ello f(X0)
y g(X0) esta´n en la componente conexa por caminos que contiene a H(X0 × I).
Supongamos ahora que f : X → Y es equivalencia de homotop´ıa. Entonces existe
g : Y → X con f ◦ g y g ◦ f homoto´picas a las correspondientes identidades.
Sean C(X) y C(Y ) las familias de las componentes conexas por caminos de X e Y , res-
pectivamente. Si x ∈ X e y ∈ Y , sean Cx y Dy las componentes de x e y, respectivamente.
Entonces se define la aplicacio´n:
ϕ : C(x) −→ C(Y )
Cx 7−→ Df(x)
Igualmente se define ψ : C(Y )→ C(X) por ψ(Dy) = Cg(y). Ahora, se tiene ψ ◦ϕ = idC(X).
En efecto, ψ ◦ϕ(Cx) = Cg(f(x)). Por la primera parte del lema tenemos que Cg(f(x)) = Cx,
y ana´logamente ϕ ◦ ψ.
Cap´ıtulo 2
Espacios de Alexandrov
Este cap´ıtulo es una breve introduccio´n a la topolog´ıa de los espacios finitos, y se ha
extra´ıdo de [3].
2.1. Definicio´n de A-espacio. Abierto mı´nimo.
Un espacio topolo´gico es un espacio de Alexandrov, (o A-espacio) si la topolog´ıa T
es cerrada tambie´n bajo intersecciones arbitrarias. Es decir, la interseccio´n arbitraria de
abiertos es un conjunto abierto. Una consecuencia inmediata es que todo A-espacio T1 es
discreto.
Es obvio que todo espacio finito es un A-espacio, ya que toda interseccio´n de abiertos
se puede expresar como una interseccio´n finita. Por tanto, todo lo que se establezca para
A-espacios, seguira´ siendo va´lido para espacios finitos.
Un hecho crucial en el tratamiento de los A-espacios es la existencia de abiertos mı´ni-
mos. En efecto, si X es un A-espacio se define el abierto mı´nimo Ux de x ∈ X como la
interseccio´n de todos los conjuntos abiertos que contienen a x. De hecho se tiene que los
A-espacios son exactamente aquellos espacios topolo´gicos con abiertos mı´nimos.
Lema 2.1.1. Si X es un A-espacio, entonces Ux = Uy si y so´lo si {x} = {y}. En particular,
X es T0 si y so´lo si Ux = Uy es equivalente a x = y.
La familia de los conjuntos abiertos mı´nimos es una base del A-espacio X. De hecho,
es la u´nica base minimal (y por tanto mı´nima) de X.
Proposicio´n 2.1.2. Sea f : X −→ Y una aplicacio´n entre A-espacios. Entonces f es
continua si y so´lo si f(Ux) ⊆ Uf(x) para todo x ∈ X.
Proposicio´n 2.1.3. Sean X e Y dos A-espacios. Entonces X×Y es un A-espacio. Adema´s,
{Ux × Uy}(x,y)∈X×Y es base mı´nima de X × Y .
2.2. Conexio´n y homotop´ıa en A-espacios. Modelo T0 de un
A-espacio.
Sorprendentemente, las propiedades relacionadas con la conexio´n de los A-espacios son
muy similares a las de algunos espacios de intere´s en la topolog´ıa algebraica, como son los
poliedros y las variedades. As´ı, si X es un A-espacio e y ∈ Ux, entonces α : [0, 1] → X
dada por α(t) = y si t < 1 y α(1) = x es un camino en Ux entre y y x. En particular,
todos los abiertos mı´nimos de X son conexos por caminos y, por tanto, todo A-espacio X
es localmente conexo por caminos.
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Teorema 2.2.1. Sea X un A-espacio. Las siguientes condiciones son equivalentes.
1. X es conexo.
2. Dados x, y ∈ X, existe una secuencia x = z1, . . . , zs = y, tal que zi ∈ Uzi+1 o´
zi+1 ∈ Uzi para i < s.
3. X es conexo por caminos.
Lema 2.2.2. Sean f, g : X −→ Y dos aplicaciones continuas, siendo Y un A-espacio.
Supongamos que Uf(x) ⊆ Ug(x) (o, equivalentemente, f(x) ∈ Ug(x)), para todo x ∈ X.
Entonces f y g son homoto´picas por una homotop´ıa relativa al conjunto {x ∈ X; f(x) =
g(x)}.
Corolario 2.2.3. Si Y es un A-espacio tal que para algu´n y0 ∈ Y se tiene Uy0 = Y ,
entonces Y es contra´ctil.
Corolario 2.2.4. Todo A-espacio X es localmente contra´ctil.
Teorema 2.2.5. El espacio cocienteX0 de un A-espacioX por la relacio´n x ∼ y si Ux = Uy
es un A-espacio T0. Ma´s au´n, la aplicacio´n cociente p : X → X0 es una equivalencia de
homotop´ıa con inversa homoto´pica cualquier aplicacio´n f : X0 → X que elija para cada
clase de X0 un representante de la misma.
Al espacio X0 se le llama el modelo T0 de X.
2.3. Conjuntos parcialmente ordenados (posets) y A-espacios.
La teor´ıa de los conjuntos parcialmente ordenados se puede considerar parte de la
Topolog´ıa, ya que los posets son exactamente los A-espacios T0. A continuacio´n se describe
esta equivalencia con detalle.
Un preorden R en un conjunto X es una relacio´n reflexiva y transitiva. Si un preorden
R en X es adema´s antisime´trico, se llamara´ orden parcial (o simplemente orden en X) y
se dice que (X,R) es un conjunto parcialmente ordenado (o poset).
Dos elementos x e y del conjunto preordenado (X,≤) se dicen que esta´n relacionados
si x ≤ y o x ≥ y. Un elemento x es un elemento maximal (minimal) si para cada z en
X, x ≤ z (z ≤ x, respectivamente) implica x = z. Se denotara´ por Max(X) (Min(X),
respectivamente) el conjunto de los elementos maximales (minimales, respectivamente) de
X. En general, cualquier subconjunto totalmente ordenado se llamara´ cadena. Un subcon-
junto A ⊆ X se dice una anticadena si ningu´n par de su elementos esta´n relacionados.
No´tese que tanto Max(X) como Min(X) son anticadenas.
Una aplicacio´n entre conjuntos preordenados f : (X,≤)→ (Y,) se dice que preserva
el orden (o que es una aplicacio´n ordenada) si para x ≤ x′ se tiene f(x)  f(x′). Se dice
que invierte el orden (o es antiordenada) si para x ≤ x′ se tiene f(x′)  f(x). La aplicacio´n
anterior se dice que es un isomorfismo entre conjuntos preordenados si es una biyeccio´n tal
que f y f−1 son aplicaciones ordenadas. Si son antiordenadas se llama antiisomorfismo.
Un subconjunto S ⊆ X se llama conjunto decreciente si y ≤ x ∈ S implica y ∈ S. Dado
x ∈ X, ↓x = {y ∈ X; y ≤ x} es un conjunto decreciente, llamado el ideal principal generado
por x. Dualmente, un subconjunto S ⊆ X se llama conjunto creciente si y ≥ x ∈ S implica
y ∈ S para x, y ∈ X. Como caso particular, ↑x = {y ∈ X; y ≥ x} es un conjunto creciente
para todo x ∈ X, llamado filtro principal generado por x.
Si “≤” es un preorden en X, entonces no es dif´ıcil comprobar que la familia de los
ideales principales en X es base mı´nima para una A-topolog´ıa sobre X para la cual los
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abiertos son exactamente los conjuntos decrecientes (o, equivalentemente, los cerrados son
los conjuntos crecientes). Ma´s au´n, si “≤” es un orden parcial, entonces esta topolog´ıa es
T0. A esta topolog´ıa se le llama topolog´ıa del preorden de “≤” y se denota por T≤.
Tambie´n es base mı´nima para una topolog´ıa sobre X la familia de filtros principales
↑x, que ser´ıa la topolog´ıa del preorden opuesto definido por x ≤op y si y ≤ x.
Rec´ıprocamente, dado un A-espacio (X, T ) se puede definir un preorden ≤T (preorden
de especializacio´n de T ) estableciendo x ≤T y si se cumple una de las siguientes condiciones
equivalentes:
y ∈ {x} ⇔ x ∈ Uy ⇔ {y} ⊆ {x}
Ma´s au´n, si (X, T ) es T0, entonces el preorden ≤T es de hecho un orden parcial.
Se tiene el siguiente teorema que da la equivalencia entre preorden y A-espacio.
Teorema 2.3.1. Toda relacio´n de preorden “≤” sobre un conjunto X coincide con el
preorden de especializacio´n de su topolog´ıa. Ma´s au´n, toda A-topolog´ıa T sobre X es la
topolog´ıa de su preorden de especializacio´n. Adema´s, f : (X,≤) −→ (Y,) es ordenada si
y so´lo si f : (X, T≤) −→ (Y, T) es continua.
Esta equivalencia se restringe a una equivalencia entre los A-espacios T0 y los conjuntos
parcialmente ordenados.
A partir de esta equivalencia, los elementos minimales de un conjunto preordenado
(X,≤) son abiertos unitarios de la A-topolog´ıa asociada al preorden. Igualmente, los ele-
mentos maximales de X son conjuntos cerrados unitarios. En particular, Min(X) es un
subespacio abierto discreto y Max(X) es un subespacio cerrado discreto. Como todo poset
finito tiene algu´n elemento maximal y minimal, todo espacio finito T0 posee al menos un
punto que es subconjunto cerrado y otro punto que es abierto.
A partir del Teorema 2.3.1 se puede reescribir el Teorema 2.2.1 como sigue:
Teorema 2.3.2. Un A-espacio X es conexo (o, equivalentemente, conexo por caminos) si
y so´lo si existe una secuencia de elementos relacionados para el orden de especializacio´n
entre dos puntos cualesquiera de X.
La equivalencia entre conjuntos preordenados y A-espacios lleva a la siguiente carac-
terizacio´n de los abiertos de un espacio finito en te´rminos del preorden.
Proposicio´n 2.3.3. Los abiertos de un espacio finito (X, T ) esta´n en correspondencia
biun´ıvoca con las anticadenas de su preorden asociado. Ma´s precisamente, la anticadena
asociada a un abierto G es el conjunto Max(G).
Usando la proposicio´n anterior se pueden dar las siguientes condiciones suficientes para
obtener homeomorfismos entre espacios finitos:
Proposicio´n 2.3.4. Sean X un espacio finito y f : X → X continua e inyectiva, o bien
sobreyectiva, entonces f es un homeomorfismo.
Dado un poset (X,≤) , se llama diagrama de Hasse asociado a X al grafo dirigido
H(X), en el que los ve´rtices son los elementos de X y las aristas son los pares ordenados
(a, b) tales que a < b y no existe c ∈ X con a < c < b.
Como cada espacio topolo´gico finito (X, T ) puede ser identificado con un poset, se
llama diagrama de Hasse del espacio al diagrama del poset que determina.
Usualmente, H(X) se dibuja en el plano de tal manera que si a < b, el ve´rtice que
representa a b esta´ por encima del ve´rtice que represente a a, quedando la direccio´n de la
arista de a a b bien definida por el dibujo.
18 CAPI´TULO 2. ESPACIOS DE ALEXANDROV
f
b c
e
d
a
Figura 2.1:
Ejemplo 2.3.5. Para X = {a, b, c, d, e, f} con a < b, a < c, a < d, a < e, a < f , b < e,
b < f y c < e, el diagrama de Hasse de X esta´ descrito en la Figura 2.1. Obse´rvese que
en H(X) no se reflejan las relaciones a < e y a < f . Puesto que H(X) contiene a todas
las anticadenas del orden, la topolog´ıa del orden puede obtenerse a partir del diagrama
de Hasse por medio de la Proposicio´n 2.3.3, de forma que los abiertos mı´nimos son los
correspondientes a los anticadenas unitarias, esto es, Ua = {a}, Ub = {a, b}, Uc = {a, c},
Ud = {a, d}, Ue = {a, b, c, e} y Uf = {a, b, f}.
2.4. Homotop´ıa y orden
Ya comentamos en la Seccio´n 1.4 que si se denota por Y X al espacio de aplicaciones
continuas de X en Y con la topolog´ıa compacto-abierta, entonces las homotop´ıas entre
aplicaciones f, g ∈ Y X son exactamente los caminos entre f y g en Y X . Si X e Y son
ahora A-espacios (o, equivalentemente, conjuntos preordenados), tambie´n se puede dotar
a Y X con el orden:
f ≤ g si f(x) ≤ g(x) en el preorden de Y para todo x ∈ X. (2.1)
Para la topolog´ıa de Alexandrov asociada a este preorden, la conexio´n por caminos se
corresponde a la conexio´n por secuencias de aplicaciones relacionadas por ese orden (Teo-
rema 2.3.2). En general la ley exponencial no se cumple para esta topolog´ıa, por lo que a
una homotop´ıa no siempre se le podra´ asociar una secuencia de aplicaciones relacionadas.
Esto s´ı ocurre para los espacios finitos. Ma´s expl´ıcitamente,
Proposicio´n 2.4.1. Si X es un espacio finito e Y es cualquier A-espacio, la topolog´ıa
compacto-abierta sobre Y X coincide con la A-topolog´ıa del orden en (2.1).
Como consecuencia, si f, g : X → Y son aplicaciones continuas del espacio finito X
en el A-espacio Y , f es homoto´pica a g si y so´lo si existe una secuencia de aplicaciones
f1, f2, . . . , fn donde f1 = f , fn = g y fi y fi+1 esta´n relacionadas para el preorden en (2.1)
para 1 ≤ i ≤ n− 1.
Otra particularidad de los espacios finitos es que el tipo de homotop´ıa de cualquier
espacio finito tiene un representante minimal u´nico salvo homotop´ıa.
Sea X un A-espacio. Un punto x ∈ X se dice que es eliminable ascendentemente si
existe y ∈ X con y > x tal que z ≥ x implica z ≥ y. De forma similar, un punto x ∈ X se
dice que es eliminable descendentemente si existe y ∈ X con y < x tal que z ≤ y para todo
z ≤ x. Se dira´ que un punto x es eliminable si lo es ascendentemente o descendentemente.
Un A-espacio se dice minimal si es T0 y no tiene puntos eliminables. La siguiente
caracterizacio´n de los espacios minimales finitos es ( [2], Proposicio´n 1.3.9).
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Proposicio´n 2.4.2. Sea X un espacio finito T0. Entonces X es un espacio minimal si y
so´lo si para cualesquiera x, y ∈ X tales que cada z ∈ X relacionado con x esta´ relacionado
con y, se sigue x = y.
Demostracio´n. Si X no es minimal, existe un punto eliminable x. Sin pe´rdida de gene-
ralidad asumimos que x es un punto eliminable descendentemente. Esto quiere decir que
existe un y < x tal que para todo z ≤ x, z ≤ y. Esto contradice la condicio´n dada.
Rec´ıprocamente, supongamos que existen x 6= y tal que todo elemento relacionado con
x lo esta´ tambie´n con y. En particular x esta´ relacionado con y, y se puede asumir que
x > y. Si suponemos x > y, sea A el conjunto:
A = {z ∈ X; z > y y si w esta´ relacionado con z entonces w esta´ relacionado con y}
Este conjunto no es vac´ıo ya que x ∈ A. Sea z0 un elemento minimal de A, veamos que z0
es un punto eliminable descendentemente, lo que llevara´ a contradiccio´n.
De hecho afirmamos, que si p < z0 entonces p ≤ y. En efecto, como z0 ∈ A, la definicio´n
de A nos dice que p debe estar relacionado con y. En el caso que p ≤ y ya tendr´ıamos la
afirmacio´n.
En otro caso p > y y si w esta´ relacionado con p puede ocurrir w ≤ p < z0 y, como
z0 ∈ A, w estara´ relacionado con y, o bien w ≥ p > y. Por tanto p esta´ relacionado con y
en cualquier caso y as´ı p ∈ A, lo que contradice la minimalidad de z0, ya que p < z0. As´ı
pues siempre p ≤ y y z0 es efectivamente un punto eliminable descendentemente.
A todo subespacio minimal de un A-espacio que sea retracto de deformacio´n de X se
le llama un alma de X.
Teorema 2.4.3. Sea X un espacio finito. Entonces X admite un alma.
De hecho, las almas de un mismo espacio finito son todas homeomorfas como conse-
cuencia del siguiente teorema.
Teorema 2.4.4. Sea X un espacio minimal finito y sea f : X → X homoto´pica a la
identidad. Entonces f es la identidad. En particular, toda equivalencia de homotop´ıa
entre espacios minimales finitos es un homeomorfismo.
Tambie´n el teorema anterior implica que dos espacios finitos T0 son homoto´picamente
equivalentes si y so´lo si tienen almas homeomorfas.
2.5. A-espacios y poliedros
El estudio topolo´gico de los poliedros constituye una rama de la Topolog´ıa conocida co-
mo Topolog´ıa Simplicial o Poliedral. En esta seccio´n recordaremos las definiciones ba´sicas
de esta disciplina. Para los detalles se puede consultar [12].
Recordemos que una coleccio´n de puntos {a0, . . . , an} ⊆ Rm se dice af´ınmente indepen-
diente si los vectores {a1 − a0, . . . , an − a0} son linealmente independientes. El n-s´ımplice
generado por {a0, . . . , an} es el conjunto convexo:
σn = {x ∈ Rm;x =
n∑
i=0
λiai con
n∑
i=0
λi = 1 y λi ≥ 0}.
As´ı un 0-s´ımplice es un punto, un 1-s´ımplice es un segmento, un 2-s´ımplice es un
tria´ngulo y un 3-s´ımplice es un tetraedro.
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Los coeficientes λi son llamados coordenadas barice´ntricas. El punto de σ con todas
sus coordenadas iguales a 1n+1 se llama baricentro de σ y se denota b(σ). El interior (af´ın)
de σ es el conjunto
◦
σ = {x ∈ σ;λi > 0}. Los puntos ai (0 ≤ i ≤ n) se llaman ve´rtices de σ
y se escribira´ σ = (a0, a1, . . . , an) para dar expl´ıcitamente los ve´rtices de σ.
Sean σ y τ dos s´ımplices en Rm. Se dice que τ es cara de σ, y lo denotaremos por
τ ≤ σ, si los ve´rtices de τ son ve´rtices de σ. Si τ 6= σ y τ ≤ σ diremos que τ es una cara
propia de σ y escribiremos entonces τ < σ. Si τ ≤ σ, se dira´ que ◦τ es una cara abierta de
σ. La unio´n de las caras propias de un n-s´ımplice σ = (a0, . . . , an) se llama borde de σ, y
lo denotaremos por
•
σ. No´tese que
•
σ = {x ∈ σ; x = ∑ni=0 λiai tal que λj = 0 para algu´n
j} y por tanto ◦σ = σ − •σ. Se tienen las dos propiedades siguientes:
a) Todo s´ımplice es unio´n disjunta de sus caras abiertas.
b) Dos caras de un un mismo s´ımplice o son disjuntas o se encuentran en una cara.
Se llama complejo simplicial a una coleccio´n K finita de s´ımplices en algu´n espacio
eucl´ıdeo Rn verificando:
1. Si σ1, σ2 ∈ K entonces σ1 ∩ σ2 = ∅ o´ σ1 ∩ σ2 es una cara comu´n de σ1 y σ2.
2. Si σ ∈ K y τ ≤ σ entonces τ ∈ K.
La dimensio´n de K es el nu´mero ma´x{dimσ;σ ∈ K}.
No´tese que todo s´ımplice σ determina un complejo simplicial al considerar σ y todas
sus caras. En lo que sigue, σ denotara´ indistintamente un s´ımplice o el complejo simplicial
determinado por e´l.
Un subcomplejo L ⊆ K es un conjunto de s´ımplices de K que es a su vez un complejo
simplicial. Se llama m-esqueleto de K y se denota Km al subcomplejo
Km = {σ ∈ K; dimσ ≤ m}.
A K0 se le llama el conjunto de ve´rtices de K y los 1-s´ımplices sera´n llamados las aristas
de K. El conjunto de los puntos de los s´ımplices de K se le denomina poliedro subyacente
de K, denotado por |K|, es decir, |K| = ∪{σ; σ ∈ K}. Es una consecuencia inmediata de
la propiedad a) dada ma´s arriba que todo x ∈ |K| esta´ en el interior de un u´nico s´ımplice
de K, llamado s´ımplice soporte de x.
Se define el cono de un complejo simplicial K en Rn como el complejo simplicial
resultante del proceso de an˜adir un ve´rtice v ∈ Rn+1\Rn ×{0} y crear todos los s´ımplices
posibles entre K y v. Se le denotara´ vK.
Sean K1 y K2 complejos simpliciales y ϕ una aplicacio´n definida entre los ve´rtices de
K1 y K2. Se dice que ϕ es aplicacio´n simplicial si para todo s´ımplice de K1 σ = (v0, . . . , vn),
los ve´rtices ϕ(v0), . . . , ϕ(vn) esta´n en un mismo s´ımplice de K2.
Al referirnos a una aplicacio´n simplicial ϕ entre K y L, escribiremos ϕ : K → L.
Tambie´n denotaremos por ϕ a la aplicacio´n continua ϕ : |K| → |L| definida entre
los poliedros subyacentes al tomar sobre cada s´ımplice σ ∈ K la extensio´n lineal de ϕ
ϕ(
∑n
i=0 λivi) =
∑n
i=0 λiϕ(vi) si σ = (v0, . . . , vn). Obse´rvese que la composicio´n de aplica-
ciones simpliciales es siempre una aplicacio´n simplicial.
Un isomorfismo simplicial entre dos complejos simpliciales K1 y K2 es una biyeccio´n
ϕ entre los ve´rtices tal que (v0, . . . , vn) es un s´ımplice de K1 si y so´lo si (ϕ(v0), . . . , ϕ(vn))
es un s´ımplice de K2.
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Sea K un complejo simplicial y σ ∈ K un s´ımplice. Se llama estrella de σ en K al
subcomplejo:
st(σ;K) = {τ ∈ K; existe ρ ∈ K con τ, σ ≤ ρ}.
Obse´rvese que |st(σ;K)| = ⋃{µ ∈ K;σ ≤ µ}.
Si x ∈ |K| se define la estrella de x en K como el subcomplejo st(x;K) de K formado
por los s´ımplices que contienen a x y todas sus caras. Si σ ∈ K es el s´ımplice soporte de
x se tiene st(x;K) = st(σ;K). Asimismo, se define la estrella abierta de x ∈ |K| como el
conjunto
◦
st(x;K) =
⋃
{ ◦µ;µ ∈ K y x ∈ µ}. (2.2)
Se define el engarce (o link) de x ∈ |K| como el subcomplejo:
lk(x;K) = {σ ∈ st(x;K);x /∈ σ}.
Notese´ que |lk(x;K)| = |st(x;K)|\ ◦st(x;K).
La propiedad clave de la estrella abierta es que define un abierto de la topolog´ıa de |K|
a partir de la estructura simplicial. Esto se debe al hecho de que cuando la interseccio´n
◦
st(x;K) ∩ σ no es vac´ıa, entonces x ∈ σ y esa interseccio´n es justamente la diferencia
σ − σx, donde σx es el s´ımplice soporte de x, que es un abierto de σ.
Sean K y K ′ complejos simpliciales. Se dice que K ′ es una subdivisio´n de K si se
cumplen las siguientes condiciones:
1. |K| = |K ′|.
2. Todo s´ımplice de K es unio´n de s´ımplices de K ′. En particular los ve´rtices de K son
ve´rtices de K ′.
Sea K un complejo simplicial. Dada una secuencia de s´ımplices de K ordenada por la
relacio´n de cara σ0 < σ1 < . . . σn ∈ K, el conjunto de sus baricentros {b(σ0), . . . , b(σn)}
es af´ınmente independiente y determina as´ı un s´ımplice contenido en σn. La subdivisio´n
barice´ntrica de K, sdK, es el complejo simplicial formado por estos s´ımplices de ve´rtices
los baricentros b(σ) con σ ∈ K.
No´tese que si σ es de dimensio´n n, los n-s´ımplices de sdK contenidos en σ esta´n en
biyeccio´n con las permutaciones de los ve´rtices de σ.
Las subdivisiones barice´ntricas reiteradas se denotara´n por sdmK = sd(sdm−1K) (m ≥
1) con sd0K = K. Los dia´metros de los s´ımplices de subdivisiones barice´ntricas reiteradas
tienden a 0, y la familia V = { ◦st(x, sdnK)}n≥0 es una una base encajada de entornos, para
cada punto x ∈ |K|.
Dada una aplicacio´n continua entre poliedros f : |K1| → |K2|, se llama aproximacio´n
simplicial de f a una aplicacio´n simplicial ϕ : K1 → K2 tal para todo x ∈ |K1|, ϕ(x)
pertenece al s´ımplice soporte de f(x) ∈ K2. Equivalentemente si f(x) ∈ σ ∈ |K2| entonces
ϕ(x) ∈ σ.
Es sabido que f siempre es homoto´pica a cualquiera de sus aproximaciones simpliciales,
que existen por el siguiente teorema:
Teorema 2.5.1. (Teorema de aproximacio´n simplicial). Sean K1 y K2 complejos
simpliciales y f : |K1| → |K2| continua. Entonces existen un n suficientemente grande y
una aplicacio´n ϕ : sdnK1 → K2 que es aproximacio´n simplicial de f .
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Dado un conjunto V , un complejo abstracto A con ve´rtices en V consiste en una
coleccio´n no vac´ıa de partes finitas de V verificando las siguientes condiciones:
1. A contiene todos los subconjuntos unitarios de V .
2. Dado Σ ∈ A, todo subconjunto de Σ pertenece a A.
A los elementos de V se les llama ve´rtices de A, y a los subconjuntos de A, s´ımplices de
A. La dimensio´n de A es el nu´mero (posiblemente infinito):
dimA = sup{card (Σ); Σ ∈ A} − 1
Es claro que todo complejo simplicial K determina un complejo abstracto A(K) donde
los ve´rtices de A(K) son los ve´rtices de K y los s´ımplices de A(K) son los conjuntos de
ve´rtices de K situados en un mismo s´ımplice de K.
La definicio´n de aplicacio´n simplicial entre complejos abstractos es inmediata: dados
dos complejos abstractos A1 y A2 una aplicacio´n entre sus conjuntos de ve´rtices ϕ : V1 →
V2 se dice aplicacio´n simplicial si para todo s´ımplice s de A1 ϕ(s) es un s´ımplice de A2. De
esta manera, ϕ sera´ un isomorfismo simplicial si adema´s es una biyeccio´n entre V1 y V2.
Como es habitual, escribimos ϕ : A1 → A2 para indicar que ϕ es una aplicacio´n simplicial.
Una realizacio´n geome´trica de un complejo abstracto A es un complejo simplicial K
cuyo complejo abstracto A(K) es simplicialmente isomorfo a A.
Teorema 2.5.2. Todo complejo abstracto finito y de dimensio´n ≤ n admite una realiza-
cio´n geome´trica en R2n+1.
Notacio´n 2.5.3. A partir de ahora todo complejo abstracto se identificara´ con una reali-
zacio´n geome´trica suya.
2.5.4. Poliedros asociados a espacios finitos
Sea X un espacio finito T0, se llama complejo de orden de X al complejo abstracto
O(X) cuyos ve´rtices son los puntos de X y cuyos s´ımplices son las cadenas finitas del orden
de especializacio´n de X (ver Seccio´n 2.3). Ma´s aun, toda aplicacio´n continua f : X → Y
entre espacios finitos T0 define una aplicacio´n simplicial O(f) : O(X) → O(Y ) que env´ıa
la cadena x0 ≤ x1 ≤ . . . xn en la cadena f(x0) ≤ f(x1) ≤ · · · ≤ f(xn).
No´tese que la dimensio´n de O(X) coincide con la altura ma´xima del diagrama de Hasse
H(X). Siendo la altura del digrama de Hasse el nu´mero de niveles menos uno. Ma´s au´n,
si la altura de H(X) es 1, entonces O(X) coincide con el diagrama de Hasse de X.
Para el poliedro |O(X)| siempre es posible definir una aplicacio´n ψX : |O(X)| → X de
la siguiente manera: dado z ∈ |O(X)|, sea s = {x0 ≤ x1 ≤ · · · ≤ xn} el s´ımplice soporte
de z en |O(X)|. Entonces se toma ψX(z) = x0 = mı´n s. La continuidad de ψX se sigue de
que, para todo x ∈ X, ψ−1(Ux) = ∪y≤x
◦
st(y,O(X)). Ma´s au´n, ψX hace que el siguiente
diagrama sea conmutativo:
|O(X)| O(f) //
ψX

|O(Y )|
ψY

X
f
// Y
(2.3)
La conmutatividad sigue de la observacio´n de que si s = (x0 ≤ x1,≤ · · · ≤ xn) es el
s´ımplice soporte de z, entonces, por definicio´n, O(f)(z) tiene a O(f)(s) como s´ımplice
soporte; adema´s, por preservar f el orden, f(mı´n s) = mı´n f(s).
McCord demostro´ en [11] que para todo espacio finito X la aplicacio´n ψX tiene la
siguiente propiedad homoto´pica:
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Teorema 2.5.4.1. Para todo espacio X finito y T0, la aplicacio´n ψX es una equivalencia
de homotop´ıa de´bil.
Recordemos la nocio´n de equivalencia de homotop´ıa de´bil: i [X,Y ] denota el conjunto
cociente Y X/' por la relacio´n de homotop´ıa, toda aplicacio´n f : Y → Z induce una
aplicacio´n f∗ : [X,Y ] → [X,Z] dada por f∗([g]) = [f ◦ g]. Observe´se que si si g ' g′ y
f ' f ′ se tiene que f ◦ g ' f ′ ◦ g′ por la compatibilidad de la relacio´n de homotop´ıa con
la composicio´n de aplicaciones. En particular f∗ esta´ bien definida y f∗ = f ′∗.
Una aplicacio´n continua se llama una equivalencia de homotop´ıa de´bil si para todo
complejo simplicial finito K se tienen que f∗ : [|K|, X] → [|K|, Y ] es una biyeccio´n. Dos
espacios X e Y son del mismo tipo de homotop´ıa de´bil (o de´bilmente homoto´picamente
equivalentes) si existe una secuencia de espacios X = X0, X1, . . . , Xn = Y tal que para
cada 1 ≤ i ≤ n hay equivalencias de´biles Xi → Xi+1 o´ Xi+1 → Xi. Es claro que toda
equivalencia de homotop´ıa es una equivalencia de homotop´ıa de´bil. Ma´s au´n, el rec´ıproco
es cierto para los poliedros.
Es inmediato que comprobar que si el siguiente diagrama
X
f

g
  
Y
h // Z
es conmutativo salvo homotop´ıa (es decir, h ◦ f ' g) y si dos de las tres aplicaciones son
equivalencias de homotop´ıa de´biles, entonces tambie´n lo es la tercera. Como consecuencia
se obtiene si X e Y son espacios finitos T0 del mismo tipo de homotop´ıa de´bil, entonces
sus complejos de orden definen poliedros del mismo tipo de homotop´ıa.
Nota 2.5.4.2. Si bien ψX es siempre una equivalencia de homotop´ıa de´bil, so´lo puede
ser una equivalencia de homotop´ıa cuando |O(X)| es una unio´n disjunta de poliedros
contra´ctiles. En efecto, si X no es conexo y X1, . . . , Xm son sus componentes conexas, se
tiene por construccio´n que ψX es la unio´n de las aplicaciones ψXi : |O(Xi)| → Xi. As´ı
pues, sea X conexo y supongamos que existe g : X → |O(X)| tal que las composiciones
ψX ◦ g y g ◦ ψX son homoto´picas a las correspondientes identidades. En particular, la
imagen de g ◦ ψX : |O(X)| → |O(X)| debe ser un subconjunto conexo de un poliedro (y
por tanto Hausdorff) y contener so´lo una cantidad finita de puntos. Esto so´lo es posible
si es un u´nico punto, luego la identidad de |O(X)| es homoto´pica a una constante y por
tanto este poliedro debe ser contra´ctil.
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Figura 2.2: A la izquierda el espacio finito y a la derecha el poliedro asociado.
Au´n siendo el poliedro |O(X)| contra´ctil, es posible dar ejemplos para los que ψX no es
una equivalencia de homotop´ıa. El espacio finito X de la Figura 2.2(a) es minimal, ya que
no tiene puntos eliminables, mientras que su realizacio´n es contra´ctil por ser el cuadrado
de la Figura 2.2(b).
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2.5.5. Espacios finitos asociados a complejos. F-modelos de poliedros
La estructura combinatoria de un complejo simplicial K da lugar de manera natural
a un poset finito F (K) = (F (K),≤), al considerar como puntos de F (K) a los s´ımplices
de K y la relacio´n de orden ≤ como la inclusio´n de s´ımplices. De esta forma, en el espacio
finito asociado a este orden el abierto minimal Us de s ∈ F (X) coincide el subcomplejo de
K formado por s y todas sus caras. Dada una aplicacio´n simplicial f : K → L, se define
F (f) : F (K)→ F (L) por F (f)(s) = f(s). No´tese que F (f) preserva el orden y por tanto
es continua entre los espacios finitos. A F (K) se le llama F-modelo de K.
En cada nivel n ≥ 0 del diagrama de Hasse del F-modelo F (K) se colocan tantos
puntos como s´ımplices de dimensio´n n haya en K y se dibuja una arista de cada uno de
ellos a los puntos del nivel inmediatamente superior que lo contengan como cara.
Existe un isomorfismo simplicial tK : O(F (K)) → sd(K) que asocia a cada cadena
σ0 ≤, . . . ,≤ σn el s´ımplice (b(σ0), . . . , b(σn)). Mas au´n, si ϕ : K → L es una aplicacio´n
simplicial, el siguiente diagrama es conmutativo, donde sd(ϕ) : sd(K) → sd(L) es la
aplicacio´n simplicial inducida por ϕ que lleva el baricentro b(σ) en el baricentro b(ϕ(σ)):
O(F (K)) O(ϕ) //
∼=tK

O(F (L))
∼= tL

sdK
sd(ϕ)
// sdL
(2.4)
De acuerdo con el Teorema 2.5.4.1 tenemos una equivalencia de homotop´ıa de´bil ψF (K) :
|O(F (K))| → F (K). Usando el isomorfismo simplicial tK se obtiene una equivalencia de
homotop´ıa de´bil ΦK = t
−1
k ◦ ψF (K) : |K| = sdK → |O(F (K)| → F (K).
De hecho la aplicacio´n es natural en el sentido de que el siguiente diagrama es conmu-
tativo:
|sdK| sd(ϕ) //
∼=ΦK

|sdL|
∼= ΦL

F (K)
F (ϕ)
// F (L),
(2.5)
donde ϕ : K → L es aplicacio´n simplicial. Esto es consecuencia de la conmutatividad de
los diagramas 2.3 y 2.4 .
Aunque |K| = |sdK|, el diagrama anterior no es conmutativo si se sustituye sd(ϕ) por
ϕ, pues en general sd(ϕ) y ϕ no coinciden como aplicaciones entre poliedros. No obstante,
ϕ : K → L es aproximacio´n simplicial de sd(ϕ) : |K| = |sdK| → |sdL| = |L|, ya que el
s´ımplice soporte de sd(ϕ)(x) en L coincide con el de ϕ(x). As´ı, ambas aplicaciones son
homoto´picas y se tiene por tanto que ΦL ◦ ϕ ' F (ϕ) ◦ ΦK .
Mediante los operadores F y O se definen y desarrollan para espacios finitos T0 he-
rramientas ana´logas a las que la topolog´ıa simplicial basa en las ideas de subdivisio´n
barice´ntrica y aproximacio´n simplicial. As´ı, se define la F -subdivisio´n del espacio finito
T0 X como el espacio finito X
′ = F ◦ O(X). Esta construccio´n se puede iterar y se de-
fine la n-e´sima F -subdivisio´n de X como sdnF = (F ◦ O)n(X) Adema´s, toda aplicacio´n
h : X → Y entre espacios finitos T0 define una aplicacio´n sdnFh = (F ◦ O)n(h). Si el
isomorfismo simplicial tK del diagrama 2.3 se usa como identificacio´n, sd
n y sdnF esta´n
ligados por la igualdad O ◦ sdnF (X) = sdn ◦ O(X).
Cap´ıtulo 3
La categor´ıa de
Lusternik-Schnirelmann
Damos aqu´ı una breve introduccio´n al invariante nume´rico conocido como categor´ıa de
Lusternik-Schnirelmann (categor´ıa LS para abreviar). La referencia mas completa sobre
este invariante es [4], de donde hemos seleccionado el contenido del cap´ıtulo.
3.1. Definicio´n de la categor´ıa LS. Invariancia por homo-
top´ıa
Definicio´n 3.1.1. Sea X un espacio topolo´gico. Un recubrimiento U de un espacio X se
dice LS-recubrimiento si para todo U ∈ U la inclusio´n U ↪→ X es homoto´picamente trivial.
Definicio´n 3.1.2. Sea X un espacio topolo´gico. Se define la categor´ıa de Lusternik-
Schnirelmann (o categor´ıa LS ) cat(X) deX como el mı´nimo cardinal de los LS-recubrimientos
de X por abiertos. Si no existe el entero mı´nimo, se conviene cat(X) =∞.
Notacio´n 3.1.3. Otra forma de denotar la categor´ıa cuando se la compara con otros inva-
riantes nume´ricos es catLS(X).
Nota 3.1.4. De acuerdo con la definicio´n, cat(X) = 1 si y so´lo si X es contra´ctil. Por
ello muchos autores definen la categor´ıa una unidad menos para hacer que los espacios
contra´ctiles tengan categor´ıa nula.
El siguiente teorema muestra que la categor´ıa LS es un invariante del tipo de homotop´ıa
del espacio.
Teorema 3.1.5. Si X e Y son del mismo tipo de homotop´ıa, entonces cat(X) = cat(Y ).
Demostracio´n. Supongamos que f : X → Y es equivalencia de homotop´ıa con una in-
versa homoto´pica g : Y → X. Sean H : X × I → X una homotop´ıa entre idX y g ◦ f .
Ana´logamente, sea H ′ : Y × I → Y una homotop´ıa entre idY y f ◦ g.
Dado un LS-recubrimiento de Y por abiertos UY = {Ui}, es claro que UX = {f−1(Ui)}
es un recubrimiento por abiertos de X, ya que f es continua.
Veamos que UX es un LS-recubrimiento, con lo que se probara´ cat(X) ≤ cat(Y ).
Ana´logamente se prueba cat(Y ) ≤ cat(X), empezando con un LS-recubrimiento de X.
Sea Gi : Ui × I → Y una homotop´ıa entre la inclusio´n Ui ⊆ Y y una aplicacio´n
constante yi. Entonces se define Fi : f
−1(Ui)× I → X como la homotop´ıa:
Fi(x, t) =
{
H(x, 2t), si 0 ≤ t ≤ 1/2,
g ◦Gi(f(x), 2t− 1), si 1/2 ≤ t ≤ 1.
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La aplicacio´n Fi esta´ bien definida, pues H(x, 1) = g(f(x)) = g(Gi(f(x), 0)). Adema´s
Fi(x, 0) = H(x, 0) = x y Fi(x, 1) = g(Gi(f(x), 1)) = g(yi). Es decir, Fi es una homotop´ıa
entre la inclusio´n f−1(Ui) ⊆ X y la constante g(yi).
Nota 3.1.6. Es natural preguntarse si los LS-recubrimientos por abiertos pueden ser sus-
tituidos por LS-recubrimientos por cerrados para determinar la categor´ıa LS. Esto es as´ı
para cualquier poliedro, ver Proposicio´n 1.10 en [4]. En este trabajo so´lo usaremos LS-
recubrimientos por abiertos.
3.2. Ejemplos
1. El cono CX de cualquier espacio X es contra´ctil y por tanto cat(CX) = 1.
2. Sea X un espacio con X = A ∪ B donde A y B son conjuntos abiertos. Entonces
cat(X) ≤ cat(A) + cat(B). En efecto, si {Ui} y {Wj} son LS-recubrimientos por
abiertos de A y B, respectivamente, por ser A y B abiertos de X se sigue que Uj
y Wj son abiertos en X y por tanto {Ui} ∪ {Wj} es un LS-recubrimiento de X por
abiertos. Esto implica cat(X) ≤ cat(A) + cat(B).
3. Si X = S1, como la circunferencia no es contra´ctil se tiene que cat(S1) > 1. Por
otro lado, en la Figura 3.1 se da un LS-recubrimiento con dos abiertos, as´ı que
cat(S1) = 2. En general, cat(Sn) = 2. Es inmediato tambie´n que cat(Sn ∨ Sn) = 2.
Figura 3.1: Un LS-recubrimiento de S1
4. En general, para la suspensio´n SX de X se tiene cat(SX) ≤ 2. Basta tomar como
LS-recubrimiento los dos conos que se forman al realizar la suspensio´n.
5. Si T es la superficie to´rica, cat(T ) ≤ 3. En efecto, se toman dos conjuntos D1, D2
homeomorfos al disco abierto y tales que D1 ⊆ D2. Entonces T = (T\D1)∪D2, y de
acuerdo con (2) se sigue cat(T ) ≤ cat(T\D1) + cat(D2) = cat(T\D1) + 1 pues D2 es
contra´ctil. Adema´s, por el Teorema 3.1.5, al ser T\D1 del mismo tipo de homotop´ıa
que S1 ∨ S1, se sigue cat(T\D1) = 2 y, por tanto, cat(T ) ≤ 3.
3.3. LS-recubrimientos relativos a un punto
En el caso de espacios con buenas propiedades topolo´gicas, la categor´ıa LS puede
obtenerse por LS-recubrimientos cuyos abiertos tienen un punto en comu´n al cual se
deforman todos ellos por una deformacio´n que no altera el punto elegido. Comenzamos
con un lema de topolog´ıa que sera´ u´til en algunas demostraciones que siguen.
Lema 3.3.1. Sea (X, d) un espacio me´trico y {Ui}ni=1 un recubrimiento por abiertos de
X. Entonces existe un recubrimiento por abiertos {Wi}ni=1 de X tal que Wj ⊆ Wj ⊆ Uj ,
para todo j ∈ {1, 2, ..., n}.
3.3. LS-RECUBRIMIENTOS RELATIVOS A UN PUNTO 27
Demostracio´n. Para cada j ∈ {1, 2, ..., n}, sea la aplicacio´n fj : X → [0, 1] dada por
fj(x) =
d(x,X\Uj)∑n
i=1 d(x,X\Ui) . No´tese que X = ∪
n
i=1Ui implica que el denominador nunca se
anula. Por tanto, cada fj es continua. Adema´s fj(x) ≥ 0 para todo x ∈ X y fj(x) > 0 si
y so´lo si x ∈ Uj .
Si h(x) = ma´x1≤j≤n fj(x), sea f˜j(x) = ma´x{0, fj(x) − 23h(x)} y tomemos Wj =
f˜−1j ((0, 1]). La continuidad de f˜j nos dice que Wj es abierto. Si x ∈ X, sea j0 con
h(x) = fj0(x) > 0; entonces f˜j0(x) > 0 y por tanto x ∈Wj0 . Esto demuestra X = ∪nj=1Wj .
Finalmente se tiene Wj ⊆ f−1j ((0, 1]) ⊆ Uj . La segunda contencio´n es evidente por
la observacio´n sobre fj ma´s arriba. Sea xn ∈ Wj una sucesio´n que converge a x ∈ Wj .
Entonces, para todo n ≥ 1, f˜j(xn) > 0 y fj(xn) > 23h(xn). Por continuidad, fj(x) ≥
2
3h(x) > 0, luego x ∈ f−1j ((0, 1]).
Definicio´n 3.3.2. Se dice que un LS-recubrimiento {Uj}nj=1 de X es relativo a x0 ∈ X si
x0 ∈ Ui, para todo i ∈ 1, 2, ...n y la homotop´ıa Hj : Uj × I → X que hace la inclusio´n de
Uj ⊆ X homoto´picamente trivial es relativa a x0; esto es, Hj(x0, t) = x0, para todo t ∈ I.
Definicio´n 3.3.3. Un punto x0 ∈ X se dice no degenerado si para toda aplicacio´n f :
X → Y y todo camino γ : I → Y con γ(0) = f(x0) existe una homotop´ıa H : X × I → Y
tal que H(x, 0) = f(x) y H(x0, t) = γ(t)
Lema 3.3.4. Sea X un espacio topolo´gico y sea x0 ∈ X. Si x0 es no degenerado, entonces
existe un entorno abierto U de x0 en X tal que la aplicacio´n inclusio´n i : U ↪→ X es
homoto´picamente trivial relativamente a x0.
Demostracio´n. Sea Y = X × {0} ∪ {x0} × I ⊆ X × I. Se define la aplicacio´n f : X → Y
por f(x) = (x, 0) y γ : I → Y por γ(t) = (x0, t). Por hipo´tesis existe una homotop´ıa
H : X × I → Y tal que H(x, 0) = (x, 0) y H(x0, t) = γ(t) = (x0, t). Por continuidad
de H|X×{1} existe un abierto U ⊂ X tal que H(U × {1}) ⊆ {x0} × (2/3, 1]. Entonces la
composicio´n G = p ◦ H|U×I :, donde p : Y → X es la proyeccio´n p(x, t) = x, cumple
G(x, 0) = x, G(x, 1) = x0 y G(x0, t) = x0, para todo x ∈ U y t ∈ I.
Nota 3.3.5. Del lema anterior se deduce que todo espacio compacto cuyos puntos sean
todos no degenerados (como es el caso de los poliedros) tiene categor´ıa LS finita.
Lema 3.3.6. Sea X un espacio me´trico conexo por caminos y x0 ∈ X un punto no dege-
nerado. Si cat(X) ≤ n entonces existe un LS-recubrimiento de X por abiertos {Vi}1≤i≤n
relativo a x0.
Demostracio´n. Sea {Uj}1≤j≤n un LS-recubrimiento de X por abiertos. Sean Hj : Uj×I →
X homotop´ıas tales que Hj(x, 0) = 0 y Hj(x, 1) = xj , para todo x ∈ Uj . Sea γj : I → X
un camino con γj(0) = xj y γ(1) = x0.
Por el Lema 3.3.1 se puede encontrar un recubrimiento {Wj}1≤j≤n de X tal que Wj ⊆
Wj ⊆ Uj , para todo j. Adema´s, por ser x0 un punto no degenerado, podemos encontrar
un entorno abierto N0 de x0 tal que la inclusio´n N0 ⊆ X es homoto´picamente trivial por
una homotop´ıa G : N0 × I → X relativa a x0.
Podemos suponer que x0 ∈ Uj para j = 1, 2, ..., k y x0 /∈ Uj para j = k+ 1, k+ 2, ..., n.
En particular, x0 /∈ Wj si j ≥ k + 1 y podemos considerar el entorno abierto de x0 dado
por N = N0 ∩ (∩kj=1Uj) ∩ (X\ ∪nj=k+1 Wj).
Adema´s la restriccio´n de G a N × I nos da una homotop´ıa relativa a x0 entre la
inclusio´n N ⊆ X y la constante x0.
Por el Lema 3.3.1 existe un entorno abierto M de x0 tal que M ⊆ M ⊆ N ⊆ Uj
(1 ≤ j ≤ k). Definimos los conjuntos abiertos Vj = Uj ∩ (X\M) ∪M si 1 ≤ j ≤ k y
28 CAPI´TULO 3. LA CATEGORI´A DE LUSTERNIK-SCHNIRELMANN
Vj = Wj ∪N si k + 1 ≤ j ≤ n. No´tese que V = {Vj}1≤j≤n es un recubrimiento de X, ya
que M ⊆ N . Obse´rvese tambie´n que x0 ∈ ∩nj=1Vj .
Veamos finalmente que V es un LS-recubrimiento relativo a x0. Para ello, si j ≤ k
se observa que Vj es la unio´n disjunta de los abiertos Ωj = Uj ∩ (X\M) y M . Entonces
se define H ′j : Vj × I → X como H ′j = G sobre M y H ′j(x, t) = Hj(x, 2t) si x ∈ Ωj y
t ∈ [0, 1/2], mientras que H ′j = γj(2t− 1) si x ∈ Ωj y t ∈ [1/2, 1]. Es inmediato ver que H ′j
esta´ bien definida y es continua. Adema´s H ′j(z, 0) = z y H
′
j(z, 1) = x0 para todo z ∈ Vj y
H ′j(x0, t) = G(x0, t) = x0 para todo t.
Si ahora j ≥ k + 1, se tiene que Vj es la unio´n disjunta de Wj y N y se define
H ′j : Vj × I → X como Hj sobre Wj × I y G sobre M × I. Es inmediato comprobar que
H ′j define una homotop´ıa relativa a x0 entre la inclusio´n Vj ⊆ X y la constante x0.
Gracias a las mejoras introducidas en los lemas anteriores se prueba el siguiente resul-
tado.
Proposicio´n 3.3.7. Sean X e Y espacios me´tricos y p0 ∈ X y q0 ∈ Y puntos no
degenerados. Entonces si X ∨ Y es el wedge obtenido al identificar p0 y q0 se tiene
cat(X ∨ Y ) = max{cat(X), cat(Y )}.
Demostracio´n. Supongamos cat(X) = n y cat(Y ) = m con n ≤ m. Sean {Ui}1≤i≤n y
{Vj}1≤j≤m LS-recubrimientos por abiertos relativos a p0 y q0, respectivamente, dados por
el Lema 3.3.6.
Interpretamos X ∨Y como el subespacio X×{q0}∪{p0}×Y ⊆ X×Y , y tomamos los
abiertos de X ∨ Y dados por Wj = Uj ∨ Vj si 1 ≤ j ≤ n y Wj = Un ∨ Vj si n+ 1 ≤ j ≤ m.
Sean Hi y Gj homotop´ıas relativas a los puntos p0 y q0, respectivamente. Estas homotop´ıas,
a su vez, dan lugar a homotop´ıas Fj : Wj × I → X ∨ Y definidas por:
a) Si 1 ≤ j ≤ n, Fj((x, q0), t) = (Hj(x, t), q0) y Fj((p0, y), t) = (p0, Gj(y, t))
b) Si n+ 1 ≤ j ≤ m, Fj((x, q0), t) = (Hn(x, t), q0) y Fj((p0, y), t) = (p0, Gj(y, t))
Las aplicaciones Fj esta´n bien definidas pues, para todo t, Fi((p0, q0), t) = (p0, q0) =
(p0, Gj(q0, t), para 1 ≤ i ≤ n y n + 1 ≤ j ≤ m. Adema´s es inmediato de las definiciones
que Fj es una homotop´ıa relativa entre la inclusio´n Wj ⊆ X ∨ Y y la constante (p0, q0).
Por tanto cat(X ∨ Y ) ≤ max{cat(X), cat(Y )}.
Para comprobar la otra desigualdad, sean k : X → X ∨ Y y r : X ∨ Y → X las
aplicaciones k(x) = (x, q0), r(x, q0) = x y r(p0, y) = p0. Es claro que r ◦ k = idX . Si {Ui}
es un LS-recubrimiento de X ∨ Y por abiertos, se tiene que {Vi} con Vi = k−1(Ui) es un
LS-recubrimiento de X por abiertos. En efecto, si Hi : Ui × I → X ∨ Y es una homotop´ıa
entre la inclusio´n Ui ⊆ X ∨ Y y la constante zi, entonces Gi : Vi × I → X dada por
Gi(x, t) = rHi(k(x), t) es una homotop´ıa entre la inclusio´n Vi ⊆ X y la constante r(zi).
Por tanto cat(X) ≤ cat(X ∨Y ). Ana´logamente cat(Y ) ≤ cat(X ∨Y ) y se tiene la igualdad
cat(X ∨ Y ) = max{cat(X), cat(Y )}.
3.4. Versio´n de la categor´ıa LS en el sentido de Whitehead
Definicio´n 3.4.1. Sea X un espacio topolo´gico y e ∈ X. Se define la categor´ıa de
Whitehead catWh(X, e) de (X, e) como el menor entero n tal que existe una aplicacio´n
∆′ : X → Tn(X) que hace el siguiente diagrama conmutativo salvo homotop´ıa:
X
∆ ##
∆′ // Tn(X)
j

Xn
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Aqu´ı Tn(X) es el subespacio del espacio producto Xn = X × ... × X(n-veces) dado
por:
Tn(X) = {(x1, x2, ..., xn) ∈ Xn| existe al menos un i ∈ {1, 2, ..., n} tal que xi = e}.
Adema´s, j es la inclusio´n de Tn(X) en Xn y ∆ es la aplicacio´n diagonal x 7−→ (x, x, ..., x).
Obse´rvese que para n = 2, T 2(X) = X ∨X es el wedge habitual.
Ahora veamos que las categor´ıas de Whitehead (catWh) y de Lusternik-Schnirelman
(catLS) coinciden cuando e es no degenerado. Para ello se necesita el siguiente lema previo:
Lema 3.4.2. SeaX un espacio me´trico. Si catLS(X) ≤ n entonces existe un LS-recubrimiento
de X por abiertos V = {Vi}1≤i≤n tal que para cada i se encuentra una homotop´ıa
Hi : X × I → X con Hi(x, 0) = x para todo x ∈ X y tal que Hi(z, 1) es una aplica-
cio´n constante para todo z ∈ Ui.
Mas au´n, si e ∈ X es un punto no degenerado se puede conseguir que V sea relativo a
e.
Demostracio´n. Sea {Ui}1≤i≤n un LS-recubrimiento por abiertos. Sea Fi : Ui× I → X una
homotop´ıa entre la inclusio´n X ⊆ X y una constante xi.
Aplicando dos veces el Lema 3.3.1 encontramos recubrimientos por abiertos de X
{Vi}1≤i≤n y {Wi}1≤i≤n tales que Vi ⊆ Vi ⊆Wi ⊆Wi ⊆ Ui para todo i.
En particular, Vi ∩ (X\Wi) = ∅ y por el Lema 1.2.2 encontramos una funcio´n λi :
X → [0, 1] tal que λi(Vi) = 1 y λi(X\Wi) = 0. Se define entonces Hi : X × I → X por
Hi(x, t) = x si x ∈ X\Wi y Hi(x, t) = Fi(x, tλi(x)) si x ∈ Wi. Para ver que Hi esta´ bien
definida y es continua se observa que esta´ definida en dos subconjuntos cerrados de X
cuya interseccio´n es Wi\Wi ⊆ Wi ⊆ X\Wi. Por tanto λi se anula en dicha interseccio´n y
si x ∈Wi\Wi, Fi(x, tλi(x)) = Fi(x, 0) = x.
Adema´s, por definicio´n, Hi(x, 0) = x para todo x ∈ X, y para x ∈ Vi tenemos que
λi(x) = 1. Por tanto, Hi(x, t) = Fi(x, tλi(x)) = Fi(x, t) para todo t. En particular, Hi(x, 1)
es la constante xi para todo x ∈ Vi.
Si ahora e ∈ X es un punto no degenerado entonces el LS-recubrimiento {Ui}1≤i≤n
con el que se comenzo´ la demostracio´n pueda ser elegido relativo a e por el Lema 3.3.6.
La misma demostracio´n anterior nos da una extensio´n Hi de Fi, y por tanto Hi tambie´n
es relativa a e.
Teorema 3.4.3. Sea X un espacio me´trico conexo por caminos y e ∈ X un punto no
degenerado. Entonces catWh(X, e) = catLS(X).
Demostracio´n. Se supone catWh(X, e) = n. Por definicio´n, existe una aplicacio´n ∆
′ : X →
Tn(X) tal que ∆ ' ∆′ ◦ j v´ıa una homotop´ıa H : X × I → Xn. Sea pi : Xn → X la
i-e´sima proyeccio´n. Entonces la homotop´ıa pi ◦ H : X ◦ I → X hace homoto´picas a idX
con la composicio´n hi = pi ◦ j ◦∆′. Sea N un entorno abierto de e y Ui = h−1i (N) para
1 ≤ i ≤ n. Como Tn(X) = ∪ni=1p−1i (e), para todo x ∈ X se tiene ∆′(x) ∈ p−1i0 (e) para
algu´n i0 y por tanto x ∈ Ui0 . Esto prueba que U = {Ui}1≤i≤n es un recubrimiento de X
por abiertos.
Veamos que U es un LS-recubrimiento de X. Para ello se elige N de forma que exista
una homotop´ıa relativa a e, G : N × I → X, entre la inclusio´n N ⊆ X y la constante
e. Aqu´ı se usa el Lema 3.3.4. Ahora se define Li : Ui × I → X por Li(x, t) = pi ◦
H(x, 2t) si t ∈ [0, 1/2] y Li(x, t) = G(hi(x), 2t − 1) si t ∈ [1/2, 1]. La aplicacio´n esta´ bien
definida pues pi ◦ H(x, 1) = hi(x) = G(hi(x), 0). Adema´s, Li(x, 0) = pi ◦ H(x, 0) = x
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y Li(x, 1) = G(hi(x), 1) = e. Por tanto U es un LS-recubrimiento de X por abiertos y
catLS(X) ≤ catWh(X, e).
Para ver la otra desigualdad, se supone catLS(X) = n. Entonces por el Lema 3.3.6 se
puede encontrar un LS-recubrimiento por abiertos {Ui}1≤i≤n y homotop´ıas Hi : X×I → X
tales que Hi(x, 0) = x para todo x ∈ X y Hi(x, 1) = e, con Hi(e, t) = e para todo t ∈ I.
Sea H : X×I → Xn la homotop´ıa H(x, t) = (Hi(x, t))1≤i≤n. Entonces H(x, 0) = ∆(x)
para todo x ∈ X y H(x, 1) ∈ Tn(X) pues X = ∪ni=1Ui y por tanto dado x ∈ X existe
algu´n i con Hi(x, 1) = e. Sea h : X → Tn(X) la aplicacio´n h(x) = H(x, 1). Entonces H es
una homotop´ıa entre ∆ y j ◦ h. Por tanto h es la factorizacio´n requerida en la Definicio´n
3.4.1 y catWh(X, e) ≤ catLS(X).
Del Teorema 3.4.3 se desprende la siguiente caracterizacio´n de los espacios con categor´ıa
LS menor o igual que 2.
Corolario 3.4.4. Sea X un espacio me´trico con e ∈ X un punto no degenerado. Entonces
cat(X) ≤ 2 si y so´lo si (X, e) es co-H-espacio.
Recordemos la nocio´n de co-H-espacio.
Definicio´n 3.4.5. Sea X un espacio topolo´gico y e ∈ X. Se dice que (X, e) es co-H-espacio
si existe una aplicacio´n µ : X → X ∨X (llamada comultiplicacio´n) que hace conmutativo
salvo homotop´ıa el siguiente diagrama:
X
µ

id
{{
id
##
X X ∨Xp1oo p2 // X
donde id es la identidad y p1 y p2 son las correspondientes proyecciones.
Ejemplo 3.4.6. Ejemplos de co-H-espacios son las suspensiones reducidas. Si sX es la
suspensio´n reducida de X y e ∈ sX es el punto base, se define la comultiplicacio´n µ :
sX → sX ∨ sX por µ([x, t]) = ([x, 2t], e) si 0 ≤ t ≤ 1/2 y µ([x, t]) = (e, [x, 2t − 1]) si
1/2 ≤ t ≤ 1.
Demostracio´n del Corolario 3.4.4. Si cat(X) ≤ 2 entonces por el Teorema 3.4.3 la diagonal
∆ : X → X ×X factoriza salvo homotop´ıa en el siguiente diagrama:
X ∨X
j

X
∆
//
∆′
;;
X ×X
Tenemos que µ = ∆′ es una comultiplicacio´n pues si pi : X ×X → X es la proyeccio´n,
pi = pi◦j : X∨X → X es la proyeccio´n del wedge y entonces id = pi◦∆ ' pi◦j◦∆′ = pi◦µ.
Rec´ıprocamente, si (X, e) es un co-H-espacio con comultiplicacio´n µ : X → X ∨X y
id ' pi ◦ µ (por medio de la homotop´ıa Hi), la homotop´ıa H : X × I → X × X dada
por H(x, t) = (H1(x, t), H2(x, t)) verifica H(x, 0) = (H1(x, 0), H2(x, 0)) = (x, x) = ∆(x) y
H(x, 1) = (H1(x, 1), H2(x, 1)) = (p1 ◦ µ(x), p2 ◦ µ(x)) = j ◦ µ, donde j : X ∨X → X ×X
es la inclusio´n.
Se concluye la seccio´n con dos propiedades ba´sicas de los co-H-espacios que se usara´n
en el u´ltimo cap´ıtulo.
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Proposicio´n 3.4.7. Sea f : X → Y una equivalencia de homotop´ıa. Si (X, e) es un
co-H-espacio, entonces (Y, e′) es tambie´n co-H-espacio para e′ = f(e).
Demostracio´n. Sea g una inversa homoto´pica de f y sea µX la comultiplicacio´n de X. Se
considera el siguiente diagrama:
Y
g // X
µX //
idX ##
X ∨X
pX1

f∨f // Y ∨ Y
pY1

X
f
// Y
Del diagrama se extrae la composicio´n µY = (f ∨f)◦µX ◦g. Como pY1 ◦µY = f ◦ idX ◦g =
f ◦ g ' idY , µY es una comultiplicacio´n para Y . Ana´logamente se razona para pY2 .
Proposicio´n 3.4.8. Todo co-H-espacio es conexo por caminos.
Demostracio´n. Sea x ∈ X. Si µ(x) = (yx, e) entonces si H es una homotop´ıa entre p2 ◦ µ
e idX , la restriccio´n de H a {x} × I define un camino entre x = H(x, 0) y e = p2µ(x) =
H(x, 1). Ana´logamente se encuentra un camino entre x y e si µ(x) = (e, yx) usando
p1 ◦ µ ' id. Por tanto todo x ∈ X se puede unir siempre a e, y por ello X es conexo por
caminos.
Tambie´n es conocido el siguiente resultado (ver [4], Ejercicio 1.21).
Teorema 3.4.9. El grupo fundamental de todo co-H-espacio es un grupo libre.
Ejemplo 3.4.10. Como el grupo fundamental de la superficie to´rica T es el grupo abeliano
Z×Z se sigue que T no es co-H-espacio y por ello cat(T ) ≥ 3. Como ya vimos en la Seccio´n
3.2 que cat(T ) ≤ 3, se concluye que cat(T ) = 3.
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Cap´ıtulo 4
La categor´ıa LS de los espacios
finitos
4.1. Definicio´n, ejemplos y observaciones
Para un espacio finito X tiene sentido preguntarse por su categor´ıa LS. Como los espa-
cios finitos son equivalentes a los posets, se tiene la posibilidad as´ı de aplicar la categor´ıa
LS a la teor´ıa del orden.
Esta seccio´n es una recopilacio´n de ejemplos y observaciones sobre el comportamiento
de la categor´ıa LS en estos espacios, y se plantean varios problemas que que quedan
abiertos.
La categor´ıa LS es un invariante del tipo de homotop´ıa del espacio, por lo que se puede
asumir siempre que trabajamos con los modelos minimales y sus diagramas de Hasse. En
particular, si X es un espacio finito (minimal o no) la categor´ıa queda acotada por el
nu´mero de elementos maximales; esto es, se tiene cat(X) ≤ #(Max(X)). Esto se sigue de
que los abiertos de un punto son contra´ctiles y que los abiertos mı´nimos de los maximales
cubren todo el espacio.
Ejemplo 4.1.1. Se puede apreciar que el espacio X representado por la Figura 4.1(a)
tiene cuatro elementos maximales, pero es suficiente con tomar los abiertos Ux6 ∪ Ux2
y Ux9 ∪ Ux11 . El primer abierto es contra´ctil a un punto siguiendo la siguiente sucesio´n
de eliminacio´n de puntos x1, x3, x7, x5, y sobrevive u´nicamente x6. El segundo abierto
es contra´ctil a un punto siguiendo la misma sucesio´n de eliminacio´n de puntos, y queda
u´nicamente x9. As´ı que cat(X) ≤ 2 < 4 = #(Max(X)).
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Figura 4.1:
Se comprueba que no es contra´ctil viendo que no hay ningu´n punto eliminable. Por
tanto cat(X) = 2.
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Tambie´n este ejemplo nos muestra que, en general, cat(X) 6= cat(|O(X)|), ya que el
|O(X)| de la Figura 4.1(b) es un cuadrado y por tanto su categor´ıa LS es 1.
En el siguiente ejemplo se ve que, en general, cat(X) 6= cat(Xop), donde Xop indica el
espacio asociado al orden opuesto al de X. En particular, los maximales de Xop son los
minimales de X.
Ejemplo 4.1.2. El espacio finito X representado por la Figura 4.2(a) tiene tres ele-
mentos maximales y sus correspondientes abiertos son los que nos sirven para dar un
LS-recubrimiento minimal, ya que ninguna unio´n de dos abiertos mı´nimos de elementos
maximales contiene puntos eliminables. El espacio finito Xop representado por la figura
4.2(b) tiene dos maximales, y por lo tanto cat(Xop) ≤ 2.
(a) (b)
Figura 4.2:
Ejemplo 4.1.3. El espacio X representado por la Figura 4.3(a) se puede contraer al punto
a siguiendo la sucesio´n de puntos eliminables c, g, e, d.
La Figura 4.3(b) representa a la unio´n por el punto c, X ∨ X, lo que provoca que el
punto que se empezaba eliminando ahora no se pueda eliminar y no existe otro punto
posible para empezar; por tanto, cat(X ∨ X) ≥ 2. Por otro lado, si consideramos los
abiertos Ua ∪Ub y Ua′ ∪Ub′ , cada uno de ellas se puede llevar por eliminacio´n de h′ y g′ y
h y g, respectivamente, a X. Por tanto, son contra´ctiles en X ∨X.
a b
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Figura 4.3:
Si comparamos este ejemplo con la Proposicio´n 3.3.7, vemos que el hecho de que X∨X
no sea contra´ctil (lo que seguir´ıa de ser cierta dicha proposicio´n en este caso) se debe a
que el punto de unio´n es degenerado en el ejemplo. De hecho, la presencia de puntos
degenerados es un problema intr´ınseco de la teor´ıa de homotop´ıa de los espacios finitos
(ver [10]).
Se puede comprobar que la diferencia entre cat(X) y cat(|O(X)|) puede ser arbitraria-
mente grande (ver Ejemplo 4.1.12 ma´s adelante). Esto nos lleva a preguntarnos si existe
algu´n invariante nume´rico del tipo de la categor´ıa LS que interpole la categor´ıa LS de un
espacio finito y la de su realizacio´n como poliedro. Para ello se va a presentar el invariante
nume´rico denominado categor´ıa simplicial en [7].
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Definicio´n 4.1.4. SeaK un complejo simplicial. Se define la categor´ıa simplicial (scat(K))
de K como el menos nu´mero entero tal que existen K1,K2, ...,Kn subcomplejos que re-
cubren a K y cuya inclusiones Ki ↪→ K esta´n en la misma clase de contigu¨idad que una
constante.
Recordemos la nocio´n de contigu¨idad. Se dice que dos aplicaciones simpliciales ϕ,ψ :
K → L son contiguas si para cada s´ımplice σ ∈ K, sus ima´genes ϕ(σ) y ψ(σ) esta´n en
un mismo s´ımplice de L. Se dice que esta´n en la misma clase de contigu¨idad si existe una
secuencia ϕ = ϕ0, ϕ1, ..., ϕn = ψ tal que ϕi y ϕi+1 son contiguas para todo 0 ≤ i ≤ n− 1.
Teniendo en cuenta que dos aplicaciones simpliciales contiguas son homoto´picas (ver
[12]) y que se pueden usar recubrimientos por cerrados para determinar la categor´ıa LS
de un poliedro (Nota 3.1.6) entonces se sigue la desigualdad
scat(K) ≤ cat(|K|).
Dos complejos simpliciales K y L se dicen que esta´n en la misma clase de contigu¨idad
si existen aplicaciones simpliciales ϕ : K → L y ψ : K → L tales que ϕ ◦ ψ y ψ ◦ ϕ esta´n
en la misma clase de contigu¨idad que las correspondientes identidades.
Se demuestra en [7] que si K y L esta´n en la misma clase de contigu¨idad entonces
scat(K) = scat(L).
Pasamos a relacionar la categor´ıa LS de un espacio finito X con la categor´ıa simplicial
de su complejo asociado O(X). Para ello empezaremos comprobando que la relacio´n de
homotop´ıa de los espacios finitos pasa a ser la de contigu¨idad entre sus complejos asociados.
Esta parte esta´ tomada de la Seccio´n 2.1 de [2].
Lema 4.1.5. Sean f, g : X → Y dos aplicaciones homoto´p`ıcas entre espacios finitos
T0. Entonces se puede encontrar una secuencia f = f0, f1, ..., fn = g tal que para cada
0 ≤ i ≤ n existe un punto xi ∈ X con las siguientes propiedades:
1. fi y fi+1 coinciden en X\{xi}.
2. fi(xi) ≤ fi+1(xi) o´ fi+1(xi) ≤ fi(xi).
Demostracio´n. Por ser f y g homoto´picas existe una secuencia f = f0, f1, ..., fn = g de
aplicaciones tales que fi esta´ relacionada con fi+1 (1 ≤ n ≤ n − 1) para el orden entre
aplicaciones en la Seccio´n 2.4.
Sin pe´rdida de generalidad se puede tomar f ≤ g. Sea A(f, g) = {x ∈ X; f(x) 6= g(x)}.
Si este conjunto es vac´ıo no hay nada que decir. En otro caso, sea x0 un elemento maximal
de A(f, g), as´ı que f(x0) < g(x0). Se define ahora f1 : X → Y por f1 = f sobre X\{x0} y
f1(x0) = g(x0). Obviamente f y f1 cumplen las condiciones 1) y 2). Queda ver que f1 es
continua. En efecto, x ≤ z en X y tenemos los siguientes casos:
Si x = x0, por ser x0 maximal en A(f, g) se sigue que z /∈ A(f, g) y por tanto
f(x) = g(z). Tenemos por la continuidad de g que f1(x) = f1(x0) = g(x0) ≤ g(z) =
f(z) = f1(z). As´ı pues f1 preserva el orden en este caso.
Si z = x0, entonces por la continuidad de f se tiene que f1(x) = f(x) ≤ f(z) =
f(x0) < g(x0) = f1(x0) = f(x). Tambie´n f1 preserva el orden.
Si x, z 6= x0. De nuevo, f1 preserva el orden pues por la continuidad de f , ya que
f1(x) = f(x) ≤ f(z) = f1(z).
Obse´rvese que por definicio´n f1 ≤ g y A(f1, g) = A(f, g)\{x0}. Podemos entonces reiterar
el proceso hasta que, para algu´n n, A(fn, g) = ∅, esto es, fn = g. Aqu´ı usamos la finitud
de A(f, g).
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Proposicio´n 4.1.6. Sean f, g : X → Y dos aplicaciones homoto´picas entre espacios finitos
T0. Entonces las aplicaciones simpliciales O(f),O(g) : O(X) → O(Y ) esta´n en la misma
clase de contigu¨idad.
Demostracio´n. Por el Lema 4.1.5, se puede asumir que existe x ∈ X tal que f(z) = g(z)
para cada z 6= x y f(x) < g(x). Por lo tanto, para toda cadena en X C = {x1 ≤ x2 ≤
... ≤ xn} es claro que f(C) = g(C) es una cadena en Y si x /∈ C, y si x = xi en C,
entonces f(C) ∪ g(C) es la cadena y1 ≤ y2 ≤ ... ≤ yi−1 ≤ yi ≤ yi+1 ≤ ... ≤ yn+1 donde
yj = f(xj) = g(xj) si j ≤ i − 1; yi = f(xi); yi+1 = g(xi), y yj = g(xj−1) = f(xj−1) si
j ≥ i+ 2. Es decir, si σ ∈ O(X) es el s´ımplice representado por la cadena C, sus ima´genes
O(f)(σ) y O(g)(σ) esta´n en un mismo simplice de O(Y ).
Proposicio´n 4.1.7. Sean ϕ,ψ : K → L aplicaciones simpliciales de la misma clase de
contigu¨idad. Entonces F (ϕ) y F (ψ) son homoto´picas.
Demostracio´n. Supongamos que ϕ y ψ son contiguas. Entonces la aplicacio´n f : F (K)→
F (L) que lleva σ en el s´ımplice generado por los ve´rtices de ϕ(σ) y ψ(σ) esta´ bien definida
y es continua. Ma´s au´n, F (ϕ) ≤ f ≥ F (ψ) y entonces F (ϕ) y F (ψ) son homoto´picas.
Teorema 4.1.8. Sea X un espacio finito. Se tiene la cadena de desigualdades
cat(X) ≥ scat(O(X)) ≥ cat(sdFX) ≥ scat(O(sdFX)) ≥ ... ≥ cat(|O(X)|)
Recordemos que la subdivisio´n n-e´sima de un espacio finito X sdnFX esta´ definida
como la composicio´n reiterada n veces del operador F ◦ O, ver el final de la subseccio´n
2.5.5.
Demostracio´n. Por la definicio´n de sdnF basta con demostrar las dos desigualdades siguien-
tes:
cat(X) ≥ scat(O(X)). Sea cat(X) = n y {Ui}1≤i≤n LS-recubrimiento por abiertos de
X. Sea Hi una homotop´ıa que hace a la correspondiente inclusio´n homoto´picamente
trivial.
Por otra parte cada Ui debe contener elementos maximales de X, pues en caso
contrario podr´ıa ser eliminado del LS-recubrimiento. Entonces, paraMi = Max(X)∩
Ui se tiene Ui = ∪x∈MiUx; ver Proposicio´n 2.3.3.
Ahora bien, para cada x ∈ X O(Ux) es el subcomplejo de O(X) generado por los
ve´rtices menores o iguales a x. Adema´s si i : Ux → X es la inclusio´n, O(i) es la inclu-
sio´n del correspondiente subcomplejo. Entonces {O(Ui)}1≤i≤n es un recubrimiento
deO(X) por subcomplejos tales que cada inclusio´nO(i) : O(Ui)→ O(X) es contigua
a la constante. Aqu´ı usamos la Proposicio´n 4.1.6. Se concluye que n ≥ scat(O(X)).
scat(K) ≥ cat(F (K)). Se supone que scat(K) = n, entonces existen K1,K2, ...,Kn
subcomplejos simpliciales que recubren a O(X) tal que la inclusio´n de cada Ki esta´
en la misma clase de contigu¨idad que una constante.
Para cada i, F (Ki) es la unio´n de los abiertos mı´nimos de los s´ımplices maximales
de Ki. En efecto, si σ ∈ Ki y τ es un s´ımplice maximal de Ki con σ ≤ τ entonces
σ ∈ Uτ en la topolog´ıa de F (K). Rec´ıprocamente, si µ ∈ Uτ entonces µ ≤ τ y por
ser Ki complejo simplicial µ ∈ Ki, es decir µ ∈ F (Ki). Por tanto {F (Ki)}1≤i≤n
forma un recubrimiento por abiertos de F (K). Adema´s es LS-recubrimiento por la
Proposicio´n 4.1.7. Se concluye que n ≥ cat(F (K))
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Para el caso de categor´ıa LS uno las desigualdades del Teorema 4.1.8 son todas igualda-
des como consecuencia de los siguientes teoremas (ver Corolario 5.2.7 de [2]). Las demos-
traciones dadas en [2] son indirectas (ver Corolario 5.2.8 y 5.1.11 de [2]). Aqu´ı presentamos
una demostracio´n directa para el primero. No hemos encontrado una demostracio´n similar
para el segundo.
Teorema 4.1.9. Sea X un espacio topolo´gico finito T0. Entonces cat(X) = 1 si y so´lo si
scat(O(X)) = 1.
Teorema 4.1.10. Sea K un complejo simplicial. Entonces scat(K) = 1 si y so´lo si
cat(F (K)) = 1.
Demostracio´n del Teorema 4.1.9. Si cat(X) = 1, es inmediato que scat(O(X)) = 1 por el
Teorema 4.1.8.
Para el rec´ıproco podemos suponer que X es minimal. Sea ϕ : O(X)→ O(X) contigua
a la identidad. Entonces si v ∈ O(X) es cualquier ve´rtice y σ es un s´ımplice maximal
con v ∈ σ, tenemos por contigu¨idad que ϕ(σ) ∪ σ esta´ contenido en algu´n s´ımplice que
debe coincidir con σ. Por tanto ϕ(σ) ⊆ σ, as´ı que ϕ(v) ∈ σ. Deducimos que ϕ(v) esta´ en
todo s´ımplice maximal que contenga a v, o lo que es lo mismo, a todo simplice maximal
de lk(v;O(X)). as´ı que lk(v;O(X)) es un cono desde ϕ(v). De aqu´ı se sigue que todo
elemento de X relacionado con x esta´ relacionado con ϕ(x), ya que si z esta´ relacionado
con x entonces aparece como ve´rtice de lk(v;O(X)). Este engarce es un cono desde ϕ(v),
as´ı que se sigue que z tambie´n esta´ relacionado con ϕ(v). Por la Proposicio´n 2.4.2 se
concluye de ser X minimal que ϕ(v) = v. Luego ϕ = id.
Como scat(O(X)) = 1 existe una cadena id = ϕ0, ϕ1, ..., ϕn = cte con ϕi contigua a
ϕi+1. Por el resultado anterior, ϕi = id para todo i y por tanto ϕn = cte = id. Concluimos
que X es un punto.
Ejemplo 4.1.11. 1. SeaX el espacio finito de la Figura 4.2(a). Se sabe que cat(X) = 3,
pero la categor´ıa simplicial del poliedro asociado es dos, ya que |O(X)| es homoto´pi-
camente equivalente a S1 ∨ S1.
a
b
c
df
Figura 4.4: Poliedro asociado a X
Tambie´n scat(O(X)) = 2. Para ello basta tomar los dos subcomplejos de la Figura
4.4, uno en l´ınea continua y otro en l´ınea discontinua. Las correspondientes identida-
des de estos subcomplejos esta´n en la misma clase de contigu¨idad de una constante
y se tiene as´ı que la cadena de desigualdades del Teorema 4.1.8 tiene u´nicamente un
salto al principio y despue´s queda constante 3 = cat(X) ≥ 2 = scat(O(X)) = ... =
cat(|O(X)|).
2. Con el opuesto de X (ver Figura 4.2(b)), la cadena de desigualdades del Teorema
4.1.8 se convierte en una cadena de igualdades: 2 = cat(Xop) = scat(O(Xop)) = ... =
cat(|O(Xop)|) = 2. Obse´rvese que |O(Xop)| es tambie´n homoto´picamente equivalente
a S1 ∨ S1.
El siguiente ejemplo muestra que se pueden encontrar espacios finitos con categor´ıa LS
grande y tales que su complejo asociado tenga una categor´ıa simplicial pequen˜a.
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Ejemplo 4.1.12. Si consideramos el espacio X en la Figura 4.2(a) y un conjunto con
n ≥ 1 elementos Ln = {a1, a2, ..., an}, podemos definir el espacio finito Ln(X) al considerar
x ≥ ai para todo x ∈ X y todo 1 ≤ i ≤ n.
No es dif´ıcil comprobar que O(Ln(X)) es el cono simulta´neo desde los ve´rtices ai sobre
el complejo O(X) en la Figura 4.4.
Por otra parte, si U es la unio´n de dos o ma´s abiertos mı´nimos Uai , O(U) es el cono
simulta´neo desde los puntos en Max(U) sobre O(X). Por tanto, en homolog´ıa simplicial
con coeficientes en Z2 la inclusio´n i : O(U) ↪→ O(Ln(X)) es un homomorfismo inyectivo
i∗ :
⊕
2(#(Max(U)−1)
Z2 ∼= H2(O(U),Z2) −→ H2(O(Ln(X)),Z2) ∼=
⊕
2(n−1)
Z2
As´ı, i : U ↪→ Ln(X) no puede ser homoto´picamente trivial, pues por la Proposicio´n
4.1.6 i ser´ıa contigua (y por tanto homoto´pica) a una constante.
Como consecuencia el u´nico LS-recubrimiento de Ln(X) esta´ formado por los abiertos
mı´nimos Uai y tenemos que, necesariamente, cat(Ln(X)) = n.
En contraste, O(Ln(X)) se puede descomponer en dos subcomplejos J1 y J2 dados
por dos conos reiterados desde los ai sobre los subcomplejos indicados en trazos de l´ınea
discontinua y continua en la Figura 4.4. Las inclusiones de los Ji en O(Ln(X)) esta´n en la
misma clase de contigu¨idad que una constante siguiendo el empuje de un extremo hacia el
otro (dando igual desde cual de los dos se comience). Concluimos as´ı que scat(O(Ln(X))) =
2 para todo n ≥ 2. Si n = 1, scat(O(L1(X))) = 1, por ser O(Ln(X)) un cono.
(a) (b)
Figura 4.5: A la izquierda L4(X) y a la derecha uno de los dos subcomplejos de la des-
composicio´n de O(L4(X)).
Los ejemplos anteriores son so´lo una pequen˜a parte de la solucio´n a los siguientes
problemas sugeridos por la secuencia de desigualdades en el Teorema 4.1.8.
Problema 4.1.13. Dado n ≥ 1 y m ≤ n− 1, ¿existe algu´n espacio finito X para el cual
se puedan encontrar m saltos en la secuencia del Teorema 4.1.8?
Ma´s generalmente,
Problema 4.1.14. Dados n ≥ 1 y m ≤ n − 1 como antes y una secuencia de enteros
k1, k2, ..., km tal que
∑m
i=1 ki ≤ n−1, ¿existe algu´n espacio finito X para el cual se puedan
encontrar m saltos en la secuencia del Teorema 4.1.8 y la diferencia del i-e´simo salto sea
ki?
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4.2. Arboricidad y la categor´ıa simplicial en grafos
Esta seccio´n trata sobre la categor´ıa simplicial para complejos simpliciales de dimensio´n
1 (grafos) y su relacio´n con la nocio´n de arboricidad.
Sea G un grafo. Un ciclo es una secuencia alternada v0, e1, v1, ..., vn−1, en, vn de ve´rtices
y aristas, donde los ve´rtices de cada arista ei son vi−1 y vi, y tal que v0 = vn.
Un bosque es un grafo sin ciclos. Un a´rbol es un bosque conexo. Dado un grafo G, un
bosque F ⊆ G se dice maximal si contiene a todos los ve´rtices de G. La arboricidad de
un grafo G se denota Υ(G) y es el mı´nimo nu´mero de bosques maximales disjuntos por
aristas en que puede ser descompuesto G.
El siguiente teorema determina la arboricidad de un grafo cualquiera.
Teorema 4.2.1. (Teorema 8.1.4 de [8]) Sea G un grafo no trivial y sea qn el ma´ximo
nu´mero de aristas en cualquier subgrafo de G con n ve´rtices. Entonces
Υ(G) = d qn
n− 1e.
Notacio´n 4.2.2. Para un nu´mero real x, se define dxe como el primer entero mayor o igual
que x.
La relacio´n entre Υ y la categor´ıa simplicial de un grafo viene dada por el siguiente
teorema, que es el Corolario 8.3.2 en [8].
Teorema 4.2.3. Sea G un grafo, entonces scat(G) = Υ(G)
El siguiente resultado (Proposicio´n 8.4.1 y Corolario 8.4.3 de [8]) nos dice que despue´s
de una sola subdivisio´n la categor´ıa simplicial resulta ser la categor´ıa LS del grafo.
Proposicio´n 4.2.4. Sea G un grafo conexo. Si G es un a´rbol, entonces scat(G) =
cat(|G|) = 1. En otro caso, entonces scat(sdG) = cat(|G|) = 2.
El Teorema 2 de [5] y sus observaciones posteriores dan una estimacio´n de la arbori-
cidad (y por tanto la categor´ıa simplicial) de los grafos sin ciclos de longitud 3. Expl´ıcita-
mente,
Teorema 4.2.5. Si G es un grafo sin ciclos de longitud 3, se tiene que Υ(G) ≤ d
√
e
2 e, con
e el nu´mero de aristas de G. Ma´s au´n, la igualdad so´lo se alcanza si G es un grafo bipartito
con el mismo nu´mero de elementos en cada nivel.
4.3. El problema de la caracterizacio´n de la categor´ıa LS de
espacios finitos de altura uno
Se llama altura (denotada h(X)) de un espacio finito T0 al numero de niveles del
diagrama de Hasse asociado a X.
Como aplicacio´n de los resultados sobre arboricidad de la seccio´n anterior damos la
solucio´n al Problema 4.1.14 con n = 5, m = 2, k1 = 2 y k2 = 1. Para ello se considera el
grafo bipartito completo K5,5, que procede de un espacio finito X de altura uno y que tiene
categor´ıa LS cat(X) = 5, ya que la unio´n de dos abiertos mı´nimos de puntos de altura
uno contiene un ciclo. Adema´s sabemos que cat(sdK5,5) = 2 por la Proposicio´n 4.2.4.
A raiz del Teorema 4.2.5 se puede concluir que scat(K5,5) = d
√
25
2 e = 3. Resumiendo,
tenemos:
5 = catX ≥ 3 = scat(K5,5) ≥ cat(F (K5,5)) ≥ scat(sdK5,5) = ... = cat(|K5,5|) = 2
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Figura 4.6: Poliedro asociado a X
¿Que´ ocurre con cat(sdF (X)) = cat(F (K5,5))? ¿Se estabiliza en dos o au´n es tres? Por
la definicio´n de la subdivisio´n barice´ntrica, el espacio finito que genera tiene 25 ve´rtices
de altura uno (uno por cada arista del original) y 10 ve´rtices de altura cero (los originales
de K5,5). Por medio de la conocida caracter´ıstica de Euler-Poincare´ podemos concluir que
los arboles maximales de 10 ve´rtices tienen 9 aristas (elementos maximales de F (K)).
Esto nos obliga a necesitar al menos tres abiertos para recubrir F (K5,5), y por tanto
cat(F (K5,5)) = 3.
Como tenemos ejemplos de espacios finitos de altura uno con cat(X) > scat(O(X))
(Ejemplo 4.1.12), es claro que de poderse caracterizar los espacios finitos de altura uno
por medio de una arboricidad, esta debe ser relativa a la topolog´ıa de X. Es decir, que
si un a´rbol en O(X) contiene a un elemento maximal, entonces debe contener a todos los
inferiores. As´ı, en el Ejemplo 4.1.11 hay dos a´rboles que cubren al grafo O(X) (indicados
en los dos tipos de trazos en la Figura 4.4), pero no relativos en el sentido indicado, pues
el abierto mı´nimo del elemento maximal de la derecha esta´ repartido entre los dos a´rboles.
As´ı pues, el problema de determinar la categor´ıa LS de un espacio finito de altura uno
parece ser equivalente a considerar O(X) como grafo dirigido (digrafo) y encontrar una
estimacio´n de la siguiente arboricidad relativa definida para digrafos bipartitos:
Definicio´n 4.3.1. Sea G un digrafo y A ⊆ G un conjunto de ve´rtices. Un a´rbol T ⊆ G se
dice relativo a A si cuando a ∈ T el conjunto de ve´rtices que queda por debajo de a esta´
contenido en T . Un bosque se dice relativo a A si lo son todos sus a´rboles.
En estas condiciones se define la arboricidad relativa a A, ΥA(G) como el mı´nimo
nu´mero de bosques maximales relativos necesarios para cubrir a G.
Se plantean aqu´ı los siguientes problemas.
Problema 4.3.2. Si G es un digrafo estimar ΥA(G).
Problema 4.3.3. Si X es un espacio finito de altura uno, ¿es cierta la igualdad cat(X) =
ΥMax(O(X))?
Otro problema sugerido por el Corolario 3.4.4 es el siguiente:
Problema 4.3.4. ¿Que´ propiedades topolo´gicas de un espacio finito X caracterizan la
desigualdad cat(X) ≤ 2?
Intentar repetir el camino que lleva al Corolario 3.4.4, incluso para espacios finitos de
altura uno, queda descartado por el siguiente resultado probado en [6]:
Teorema 4.3.5. Sea X un espacio finito minimal. Entonces X admite una estructura de
co-H-espacio si y so´lo si es un punto.
Demostracio´n. Supongamos que X admite estructura de co-H-espacio respecto a un punto
e ∈ X, X es conexo por caminos (Proposicio´n 3.4.8). Adema´s por el Teorema 2.4.4 se tiene
que p1 ◦ µ = idX = p2 ◦ µ. As´ı pues, si µ(x) = (y, e) se sigue x = p2µ(x) = e. En el otro
caso, µ(x) = (e, y) y x = p1µ(x) = e. Se concluye entonces que x = e, para todo x ∈ X, y
por tanto X = {e}.
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Como consecuencia inmediata de los Teoremas 2.4.3 y 2.4.4, junto al Lema 3.4.2 se
tiene:
Corolario 4.3.6. Todo espacio finito X admite una estructura de co-H-espacio si y so´lo
si X es contra´ctil.
Demostracio´n. Si (X, e) es un co-H-espacio y X0 es su alma (Teorema 2.4.3), sea f : X →
X0 una equivalencia de homotop´ıa y e0 = f(e). Se tiene que (X0, e0) es un co-H-espacio
por la Proposicio´n 3.4.7, y por el Teorema 4.3.5 X0 es un punto, luego X es contra´ctil.
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