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Chapter 1. 
I n t r o d u c t i o n . 
1.1. I n t r o d u c t i o n to d i g i t a l f i l t e r i n g . 
I ' " 
A d i g i t a l f i l t e r i s defined ( l ) . as the computational process or 
alp-orithm by which a sampled s i g n a l or sequence o f number, a c t i n g as 
an i n p u t , i s transformed i n t o . a second sequence o f number, termed the 
output, using digital-components as the basic elements f o r 
implementation. The process may be t h a t of lowpass f i l t e r i n g , 
highpass f i l t e r i n g o r bandpass f i l t e r i n g ^ e t c . , and i f assumed to be 
l i n e a r may be designed by a d i f f e r e n c e equation. This equation 
defines the output s i g n a l as a f u n c t i o n o f the present i n p u t s i g n a l 
and any number o f past i n p u t and output signals. 
I f the output s i g n a l i s a f u n c t i o n o f only the present and past 
i n p u t s i g n a l s , the f i l t e r i s c a l l e d nonrecursive. 
I f the past output signals are Included as w e l l , the f i l t e r I s 
c a l l e d r e c u r s i v e . 
As d i g i t a l f i l t e r i n g i s a computational process, i t can also be 
performed by a software program on a d i g i t a l computer. Either, a 
general-purpose computer or special-purpose computer can be used 
w i t h a s p e c i a l I n t e r f a c e . To r e a l i z e a d i g i t a l f i l t e r i n r e a l time, 
the d i g i t a l technique must be f a s t enough to complete the 
computational process w i t h i n the a v a i l a b l e time. 
D i g i t a l f i l t e r s have wide a p p l i c a t i o n s and these have been 
discussed i n the l i t e r a t u r e . Kaiser ( 2 ) has c l a s s i f i e d the 
a p p l i c a t i o n s o f d i g i t a l f i l t e r s i n three liiajpr areas o f a c t i v i t y as 
9 0CH975 
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f o l l o w s t 
- Used as a s i g n a l or data processing element i n the reduction 
o f experimental t e s t data on the performance o f communication and 
speech processing system. 
- Used as an element i n the s i m u l a t i o n o f speech and i n s i g n a l 
processing systems, t o study new techniques by d e t a i l e d performance 
a n a l y s i s , and t o develop promising system c o n f i g u r a t i o n s by 
determining the best choice o f parameters. 
- Used as an I n t e g r a l p a r t o f a communication or sig n a l 
processing system which i s r e a l i z e d as a c t u a l hardware. 
-3-
1.2. H i s t o r y and developmisnt of d i g i t a l f i l t e r s . 
The study o f d i g i t a l f i l t e r i n g s t a r t e d i n the e a r l y 1600's from 
the work o f mathematicians i n the forms o f the processing of d i s c r e t e 
systems by c l a s s i c a l numerical a n a l y s i s techniques. U n t i l r e c e n t l y , 
the development o f d i g i t a l f i l t e r i n g was l i m i t e d to the mathematics 
o f d i s c r e t e systems. The advent o f d i g i t a l computers accelerated 
t h i s development making i t possible to perform r a p i d l y more extensive 
computation procedures on more complex problems. Kaiser has I n v e s t i g a t e d 
the e a r l y development o f d i g i t a l f i l t e r i n g and several references 
were given I n reference ( l ) . 
Various synthesis methods have been discussed and published i n 
the l i t e r a t u r e . I n general, d i g i t a l f i l t e r s can be synthesized from 
the time domain or the frequency domain. Bader and Gold (3) have 
i n v e s t i g a t e d and published various frequency-domain techniques. . Also 
R. M. Golden (4) (5) has synthesized d i g i t a l f i l t e r s by sampled-data 
t r a n s f o r m a t i o n , t a k i n g advantage o f the well-known design techniques 
developed f o r continuous f i l t e r s . I'&ny a r t i c l e s have also been 
published on synthesis i n the time domain. T. C. Hsia (6) has 
proposed a method f o r synthesizing d i g i t a l f i l t e r s by assuming t h a t 
the pulsed t r a n s f e r f u n c t i o n o f a d i g i t a l f i l t e r i s the r a t i o o f two 
r a t i o n a l polynomials. The c o e f f i c i e n t s can then be determined by 
, least-square f i t t i n g the d i g i t a l f i l t e r s t o the corresponding 
continuous f i l t e r ' s sampled i n p u t and output data, 
A recent trend i n the synthesis o f d i g i t a l f i l t e r s has been by 
the method o f frequency s e l e c t i v i t y , where the design i s not by 
reference t o continuous f i l t e r s , but by synthesis from the desired 
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frequency response. This method may be c a l l e d the frequency sampling 
technique. Sonderegger (7) has demonstrated t h i s technique, using a 
nonrecursive approach t o develop a l i n e a r phase high q u a l i t y 
bandpass f i l t e r . L. R. Rabiner has published the design techniques 
and r e a l i z a t i o n o f frequency sampling f i l t e r s . For examples see 
referencet- ( 8 ) . 
T'ost p r a c t i c a l d i g i t a l f i l t e r s have been r e a l i z e d by computer 
programs. These can be used.to work as o n - l i n e d i g i t a l f i l t e r s (9) 
f o r which a special i n t e r f a c e i s needed t r a n s f e r r i n g the data t o a 
remote general-purpose computer. White and Nagle (lO) have also 
proposed the r e a l i z a t i o n of d i g i t a l f i l t e r s by a special-purpose 
computer. 
TTowever, the r e a l i z a t i o n o f d i g i t a l f i l t e r s i n hardware has 
also developed r a p i d l y , the growth o f large scale i n t e g r a t e d c i r c u i t 
(LSI) cuts down the cost and Increases the speed of the components. 
The components and techniques required f o r the high speed 
implementation o f d i g i t a l f i l t e r s have been discussed i n the 
l i t e r a t u r e . ( l l ) (12). 
The cost o f a d i g i t a l f i l t e r depends on the word le n g t h o f the 
c o e f f i c i e n t s . But a s B o l l word le n g t h w i l l cause Inaccuracy I n the 
d i g i t a l f i l t e r i n g . A s u i t a b l e s t r u c t u r e to r e a l i z e a d i g i t a l f i l t e r 
w i t h a reduced word l e n g t h but wi t h o u t l o s i n g accuracy has been 
i n v e s t i g a t e d by Avenhaus. (I3). (14)« ^y studying the density o f 
allowable r o o t p o s i t i o n s of the polynomial i n the t r a n s f e r f u n c t i o n 
o f a d i g i t a l f i l t e r and p l o t t i n g them i n t o the Z-plane, he has been 
able t o r e a l i z e a d i g i t a l f i l t e r w i t h the optimal word length. 
D i g i t a l f i l t e r s have now become an accepted t o o l i n s i g n n l 
processing. Tables and graphs f o r designing d i g i t a l Chebyshcv 
f i l t e r s and d i g i t a l Butterworth f i l t e r s are now a v a i l a b l e (15) ( l 6 ) . 
7?ith the c o n t i n u i n g advance of d i g i t a l technology and 
a v a i l a b i l i t y o f l a r g e scale i n t e g r a t e d c i r c u i t s , one can p r e d i c t 
t h a t a d i g i t a l f i l t e r w i l l soon be a v a i l a b l e on only one chip. This 
w i l l reduce the cost o f d i g i t a l f i l t e r s u n t i l they can replace many 
of the continuous f i l t e r s used i n communication systems. 
1.3. D i g i t a l f i l t e r s and continuous f i l t e r s . 
The alms of d i g i t a l f i l t e r i n g are the same as continuous 
f i l t e r i n g , but the physi c a l r e a l i z a t i o n i s d i f f e r e n t . Linear-
continuous f i l t e r theory i s based on l i n e a r d i f f e r e n t i a l equations 
and the Laplace transform w h i l e l i n e a r d i g i t a l f i l t e r theory i s 
based on l i n e a r d i f f e r e n c e equations and the "-transform, however, 
d i g i t a l f i l t e r s are mathematical-y equivalent to continuous f i l t e r s 
w i t h sampled data Inputs and outputs. 
By. using d i g i t a l techniques i n ImplementRtion, d i g i t a l f i l t e r s 
have s e v e r r l advantages over continuous f i l t e r s . Some o f these 
advantages are as f o l l o w s » 
- the absence o f impedance-matching problems. 
- the frequency response can be changed e a s i l y by varying the 
proper stored c o e f f i c i e n t s . 
- any type o f f i l t e r can be performed w i t h the same hardware 
by using multlplexini??- and frequency transformation. 
- potenttaMly small-sized i n t e g r a t e d c i r c u i t implementation. . 
- there are no d r i f t problems which a r i s e i n the r e a l i z a t i o n 
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o f s t a b l e f i l t e r s w i t h very high Q's. 
- the d i g i t a l technology make i t possible to produce a f i l t e r 
meeting the exact design requirements. 
However, d l g i + a l f i l t e r s also have l i m i t a t i o n s . The l i m i t e d 
word l e n g t h leads t o a Quantization e r r o r . Round o f f p r r o r , overflow 
and underflow problems i n the computational process also have 
e f f e c t s on the system operation, ''uch work has been published on 
attempts t o overcome these problems, see f o r example, reference ( 3 ) . 
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D i g i t a l F i l t e r i n g . 
I n t h i s chapter, some fundamental p r i n c i p l e s o f d i g i t a l f i l t e r i n g 
w i l l be discussed t o provide a basis f o r the design of a d i g i t a l 
f i l t e r . T7e w i l l begin w i t h an i n t r o d u c t i o n o f the Z-domain or 
Z-trnnsform which i s the basic mathematical t o o l of d i g i t a l f i l t e r i n g . 
2 . 1 . The Z-transform. 
The Z-transform i s a transformation t h a t operates on a sequence 
o f numbers producing a f u n c t i o n o f the complex v a r i a b l e Z. I t i s 
used as a t o o l f o r the s o l u t i o n of l i n e a r constant c o e f f i c i e n t 
d i f f e r e n c e equations, j u s t as the Laplace transform i s appropriate 
f o r the s o l u t i o n o f l i n e a r constant c o e f f i c i e n t d i f f e r e n t i a l equations. 
I n otherwords, the Z-transform i s the Laplace transform o f a sampled 
f u n c t i on. 
Let n f u n c t i o n o f time x ( t ^ be sampled by the switch, represented 
schematically i n F i g . 2 o l . This switch can be r e a l i 7 e d as a Dirac 
d e l t a f u n c t i o n , ( or impulse ) , l ( t ) , de^'ined by 
60 t=nT 
S(t-nT) 
am 
t ^ T 
F i g . 2 . 1 . 
Where n and T are the n sampling time and the time i n t e r v a l ? ! 
r e s p e c t i v e l y , the area under fi(t-nT) l a u n i t y . 
I f x ( t ) i s sampled d u r i n g the interval[®,eoJ, the sampled f u n c t i o n 
x * ( t ) i s a time sequence o f approximately weighted impulses and can 
he w r i t t e n as 
a(t=.nT) 2olo2 
^ £KlnT)8(t=nT) 2.1.3 
Taking the Laplace transform o f equation 2.1.5, and r e c a l l i n g 
t h a t c ^ | S ( t = n T ) } i 8 s , we o b t a i n 
or ^ ^£){(S.5-jn6fe) 2.1.4 
where e^, i s a sampling frequency. 
I t i s seen t h a t the inverse Laplace o f t h i s equation can be 
found - n e i t h e r i n the a v a i l a b l e t a b l e o f Laplace transforms, nor 
can i t be expanded i n p a r t i a l f r a c t i o n s . Thus a new procedure har 
been developed f o r - s i m p l i f y i n g the Inverse transformation procedure. 
I f we d e f i n e , 
Z „ e^^ 2.1.5 
Therefore, equation 2,1.4 can be expressed as a f u n c t i o n o f z, and 
r e f e r r e d t o as the z-transform, 
l e X t Z ) =, E «.t"T)Z°" 2.1.6 
The operation o f t a k i n g the z-transform of a sequence may be 
denoted by 
J((Z) a Z j j { n | 2.1.7 
Because the f u n c t i o n i s being sampled during the i n t e r v a l [o,oo 
equation 2.1.6 can be c a l l e d the one sided z-transfonn. But i f the 
f u n c t i o n i s being sampled during the intervnlfj-so, e s ] , the two sided 
•9-
Z=trnnsform would r e s u l t , and the transformation becomes 
X(Z) „ £ aInTJZ 2.1.8/ 
Ho-O 
I t should be noted t h a t the one sided S=transform i s a power 
ser i e s i n the v a r i a b l e Z°^p so i t has a l l the p r o p e r t i e s associated 
w i t h power series. 
For example | To f i n d the Z-transform of the exponential 
f u n c t i o n , ff(t) ^ e"®^ 
»anT MnTJ 
Prom equation 2o 1.4., F(Z) e Z 
r =aTn 
s 
. 2 
The right-hand terra i s a geometric series having the f i r s t 
term 1 and geometric r a t i o o f ± . Therefore, 
z 
1=0 2 
The e s s e n t i a l p r o p e r t i e s of the Z=transform are given below 8. 
1. L i n e a r i t y , z|alf„<.bg,} . .z|{f„| . b z | g ^ | 
where a and h are constants. 
?. S h i f t i n g (delay) ! z|{?„^l^| „ ^ " " " ^ l ^ n } 
Z j a ( n = k)T[ ^ Z^'^JKZ) 
c o n v o l u t i o n , ^ {^^,,0 . z { < ? n } ° z | ® n } 
eg. Z | £ fUk-n)Tjo0tnT)[ ^ F(2)oG(Z) 
/I. Inverse Z-transform « ulnTj „ J _ 4 Ji<Z) 2"°'dlZ 
where c i s a closed curve i n the Z-plane which .-loses nll-'^hhe 
poles o f X(z) and the o r i g i n . 
F u r t h e r d e t a i l s o f the Z-transform can be found i n the l i t e r a t u r e 
(17). 
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R e l a t i o n s h i p between the Z-domain and the B-domain. 
Consider the complex v a r i a b l e g, from the d e f i n i t i o n 
sT 
Z m ® 
- (S 
where S = c-o-jw 
(7 and ca are the r e a l p a r t and imaginary p a r t o f i r e s p e c t i v e l y , 
t h e r e f o r e , z has magnitude, |Z|c e*^ ^ 
and phase angle ^ a «T 
I t can be seen t h a t t 
<y>0 s ^ | Z | > I ; the e n t i r e l e f t h a l f o f the S-plane can be mapped i n t o 
the i n t e r i o r o f the u n i t c i r c l e o f the Z-plane 
<r^0 |Z|al5 the imaginary axis o f the S-plane can be mapped on the 
circumference o f the u n i t c i r c l e o f t h r Z-plane. 
<^<0 IZlO 5 the e n t i r e r i g h t h a l f o** the S-mlane-can be napped i n t o 
the e x t e r i o r o f the u n i t c i r c l e o f the Z-plane. 
I t should be noted t h a t points on the 8-plane do not map i n t o 
the Z-plane I n a one-to-one manner, because the u n i t c i r c l e on the 
Z-plane repeats a t i n t e r v a l o f the sampling frequency tOg . For 
example, the po i n t s .3Wj„1.3c^ 2.3fc)jj, etc w i l l map to .3e^ as shown 
i n F i g . 2, 2 Imaginary 
Us T 
Wo T, -1 
h 
2 \ 
Z-plane 
FIC3.2.2 
-plane 
-11-
? ,2 . D i f f e r e n c e equations and d i g i t a l t m n s f e r fun c t i o n s . 
D i f f e r e n c e equations ( l ? ) are a mathematical language used to 
represent a l i n e a r d i s c r e t e system i n time domain, and are the 
counterpart o f the d i f f e r e n t i a l equations I n l i n e a r continuous 
systems. 
For a l i n e a r d i s c r e t e system having i n p u t >f(nT) and output yCnT) 
a N order d i f f e r e n c e equation can be w r i t t e n , w i t h constant 
c o e f f i c i e n t s , as 
y(nT)*b,yi(o-i)TU «fet3yUf^-M)Tl ^ Q ^ M n T h *a«x[(n-M)T] 
2.2.1 
Taking the g-transform, y i e l d s 
Yd) h 
or 
where 
Yd) 
mUQ,zmh *a«2X(Z) 
2.2.2 
a -I 
W ) ^ a.Z 
toO 
H(2)»(Z) 
H(Z) _ S Q i ^ Ja2_ 
2.2,? 
2.2.4 
2,2,5 
{.1 
HIZ) i s a proper r a t i o n a l f u n c t i o n o f 2-.°^  and may be c a l l e d the 
d i g i t a l t r s n s f e r f u n c t i o n o f the system. Therefore, i f the i n p u t 
s i g n a l X(Z) and the d i g i t a l t r a n s f e r f u n c t i o n H(Z) are known, the 
output s i g n s ! Y(Z) can b^ determined. So i t i s obvious t h a t the 
f i r s t stage i n the design o f a d i g i t a l f i l t e r i s t o f i n d the c o e f f i c i e n t s 
o f the t r a n s f e r f u n c t i o n 
Equation 2,2.1 can be rearranged as 
y{nl) „ a,x(nT)4a,a[(n-i)T)* *fl„x[(n-P3)rj 
- b, Viin-in] - b,yl(n-2)T]- -!bi,yUn-M)T] 2,2,6 
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and i t i s seen t h a t i f the in p u t s i g n a l x ( t ) i s sampled, then the . 
f i l t e r i n g reduces t o a computational process, which may be d6ne '-.ith 
a d i g i t a l computer. 
I n continuous f i l t e r i n g , the frequency response I s determined 
by the values o f the t r a n s f e r f u n c t i o n o f the f i l t e r s on the 
imaginary a x i s . S i m i l a r l y , the frequency response of a d i g i t a l 
f i l t e r can be obtained from values of H(z) on the u n i t c i r c l e 
i i 2 i \ . i ] 
To determine the amplitude and phase c h a r a c t e r i s t i c s , the poles 
and zeros o f the d i g i t a l t r a n s f e r f u n c t i o n are p l o t t e d i n the Z= 
plane, as shown i n F i g . 2.3. The magnitude response at a p a r t i c u l a r 
frequency Or can be determined from the product o f the magnitudes 
of the zero vectors, drawn to ^ on the u n i t c i r c l e , divided by the 
product of the rragnitudes of the pole vectors. 
Let 2,,Zj, la be the zero vectors, F.nc" 
P,^, ^ be the pole v e c t o r s . 
Therefore, the magnitude response 
I H ( Z ) I ^ 
Pi 
f o r any Oi? 
imaginary 
Real 
Z-plane 
Pig. 2.5. 
The phase response i r . obtained by combining the nngles which 
the pole and zero vectors make w i t h r e s p r c t to the p o s i t i v e r e a l 
a x i s , "^e t o t n l phase .'>n;^ le a t a frequency Car i s the summation of 
the zero angles minus the summation of the pole angles. 
Let Q^.G^" ®csi the zero angles, and 
0, . O j , 0 „ t h r pole angles. 
Thercforp, the t o t a l phase angle ^ = 
I t i s also possible t o obt a i n the magnitude and phase response 
d i r e c t l y from the t r a n s f e r f u n c t i o n w i t h the f o l l o w i n g s u b s t i t u t i o n o 
Z = 0"' ^ COSlUJT <=JSINtWT 
Note t h a t 
1, The? magnitude response c h o r a c t c r i s t l c i s seen t o repeat a f t e r 
reach!riT bio ,8bjQ i^nd so on, and i s symmetrical about ws. 
? 
2. The phase response character:! s t i n iray repeat a^"ter reaching 
cfiQ, Z«!3g,.. hnt t h i s i s o f t e n not the case, 
F u r t h e r d e t n i l s o f the amplitude and phase c h a r a c t e r i s t i c s 
can be found from Towak and Fchmid, ( 18 ) , 
-14-
2.A.I. Terminology. 
The terminology shovm i n Fi g . 2.4. i s recommended (I9) to be 
used i n the block diagrams o f r e a l i z a t i o n s o f d i g i t a l f i l t e r s . 
u n i t delay 
y(nT) ^ xUn-DTj 
Adder/subtractor 
T(nT) » )5(nT)±y(nT) 
constant m u l t i p l i e r 
VlnT) ^ k MnT) 
"Branching operation 
F i g . 2.4. THE RECOT"]".!ENDED TETOTNOLOGY USEB^'lTI DIGITAL FILTERING. 
2,4.2. R e a l i z a t i o n o f re c u r s i v e d i g i t a l f i l t e r s . 
Assume t h a t a d i g i t a l f i l t e r has been designed having the 
t r a n s f e r f u n c t i o n . 
o - I 
H(Z) = 1 ^ , 
Thus, i n the z-doraain, we have 
2.4.1. 
Y(Z) » J a ^ Z X I Z ) - £ b. Z Y(2) 
la' 
or i n the time domain 
tae lot 
A r e c u r s i v e d i g i t a l f i l t e r , (bi^o)jCan be r e a l i z e d i n the 
f o l l o w i n g forms. 
2.4.2. 
2.4.3. 
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1. D i r e c t form 1. 
Equation 2.4.3' can be r e a l i z e d d i r e c t l y as. i n F i g . 2.5. .. 
ymT) 
x(nT) - I F h r -
V V V V V ¥ V 
Ii)iy(rir-iT; 
£ajX(riT-iT) 
Pig.. 2.5 Block diagram r e p r e s e n t a t i o n of d i r e c t form 1 f o r an N 
order f i l t e r . 
I f we define the intermediate s t a t e WlZ) 
t h 
W(Z) = X(Z) 
u £ b , z ' ' 
l.f 
2.4.4. 
Therefore, equation 2.4.2. can be w r i t t e n as, 
Y{Z) = ^ Q l Z W U ) 2.4.5. 
or I n the time domain 
...;,-w(nT) = x C n T ) - ^ biW(nT-iT) 2.4.6. 
y(nT) = £ a i W ( n T - i T ) 2.4.7. 
l«o 
Therefore equation 2.4.3* pan also be r e a l i z e d as shown i n Pig. 
F i g . 2.6. 
ytnT) 
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2o D i r e c t form S. o f the canonic formo. 
From the F i g . 2.6, i t i s seen t h a t signals a t the points marked 
q are i d e n t i c a l . Therefore, F i g . 2,6 may be s i m p l i f i e d to F i g , 2.7. 
Fi g , 2.7 ^ l o c k diagram r e p r e s e n t a t i o n o f d i r e c t form n f o r an N*^ 
order f i l t e r o 
Since t h i s form has the minimum number o f m u l t i p l i e r s , adders 
and delay elements, i t i s c a l l e d canonic. 
3. P a r a l l e l form. 
A d i g i t a l t r a n s f e r f u n c t i o n H(2) can be w r i t t e n i n the form o f 
equation 2.4.1 , f o r example, 
H(Z) = C+H,(Z) + Hg(Z)+ •s-Ht.lZ) 
= C + ^ Ht(Z) 
where Hi(Z) i s r a t i o o f polynomials. 
I n t h i s form, the output y(nT) i s the summation of the outputs 
of several s u b f i l t e r s . Each o f these s u b f i l t e r s can be r e a l i z e d i n 
e i t h e r o f the d i r e c t forms and second-order f i l t e r s are recommended 
(2.1^ I f the canonic forms are used, i t w i l l be c a l l e d the p a r a l l e l 
canonic form. This form tends t o be less s e n s i t i v e to q u a n t i z a t i o n 
e f f e c t than the d i r e c t form (24), and can be r e a l i z e d as i n F i g . 2.3. 
-17-
ymT) 
F i g . 2.8 Block diagram re p r e s e n t a t i o n of the p a r a l l e l form. 
Ao Cascade form. 
Another form o f H(Z) can be w r i t t e n F S 
H(2) C (Z -Z . ) (Z -ZJ (Z-ZQ 
(Z-R)(Z-R,) ( Z - a ) 
= C I t He(Z) 
lot is 
V:here HfiZ) represents a s u b f l i t e r , and again',recomrended to 
be second-order. (2^). Because H(Z) i s the product o f the s u b f l l t e r 
f u n c t i o n s , t h i s i s c a l l e d the cascade form. Again, i f canonic 
forms are used as s u b f l l t e r s , t h i s i s r e f e r r e d t o as the cascade-
canonic form. This form can be depicted i n Fi g . 2.9. 
H,(Z) HH(Z) 
y(nT) 
F i g , 2,9 Block diagram re p r e s e n t a t i o n p f the cascade form. 
-13)-
2.4.3» R e a l i z a t i o n o f nonrecursive d i g i t a l f i l t e r s . 
For a nonrecursive f i l t e r , the t r a n s f e r f u n c t i o n H(Z) i s a 
- I 
poljTioraial I n Z r a t h e r than a r a t i o o f poljTiomials, ( all b j ' s in 
the equation 2.1.1. are zero ) . 'Therefore, the output i s a simple 
l i n e a r w e i g h t i n g o f the present and previous samplps of the i n p u t , 
and the f i l t e r can be r e a l i z e d as i n F i g . 2.10. 
xmT) 
z ' 
F i g . 2.10 Block diagram representation o f a nonrecursive f i l t e r . 
Each o f the forms discussed above has I t s own advantages and 
l i t r d t a t i o n s , and the choice depends on the requirement. But, the 
d i r e c t forms are not recoranended ^or a h i f h - o r d e r f i l t e r because o f 
t h e i r s e n s i t i v i t y t o q u a n t i z a t i o n e f f e c t ? . Instead tBe p a r a l l e l 
form or the cascade form i s p r e f e r a b l e . This t o p i c har. been 
discussed and i l l u s t r a t e d i n the l i t e r a t u r e s , see f o r examples ( l ) , 
( 7 \ (25). 
-1?,-
2.5o Frequency transformation f o r d i g i t a l f i l t e r s . 
Frequency tr a n s f o r m a t i o n i s a method o f synthesising a desired 
f i l t e r from a given normalized f i l t e r . The idea of the 
tra n s f o r m a t i o n i s to change the t r a n s f e r f u n c t i o n of a given f i l t e r 
to the desired f i l t e r . A, G, Constantlnides has developed a theory of 
these transformations f o r d i g i t a l f i l t e r s on the Z-plane, without 
reference to the frequency transformations f o r analogue f i l t e r s . 
The transformations from a normalized lowpass f i l t e r t o any other 
type o f f i l t e r (20) and a t any cut o f f frequency ( 2 l ) are given, 
and can be summerized as fol l o w s i 
Lowpri.ss-to- Lowpass-to- Lowpass-to-
highpass bandpass bandstop 
Transformation f l ^ -Z'' 2^-l{Z-(X.) z'L^ z"(z"-OC) 
1-OCZ"* i-ocz" 
cut o f f frequencies W^ ^^ Wa-W^ , W^_Wj-W, K^^WsA\H^-H) 
centre frequencies Wo 
2 
where OC = COS^iirW>j, and 
Wet i s the cut o f f frequency of loTvpass f i l t e r 
WcM i s the cut o f f frequency o f highpass f i l t e r 
Wg i s the centre frequency 
W, i s the lower cut o f f frequency 
i s the upper cut o f f frequency. 
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2,6 Quantization e f f e c t s . 
On programming a d i g i t a l f i l t e r w i t h a l i m i t e d word-length, 
a l l data and parameters are qus.ntized to a f i n i t e set of allowable 
values r e s u l t i n g I n the i n t r o d u c t i o n o f an e r r o r which i s r e f e r r e d 
to as the q u a n t i z a t i o n e f f e c t . Fere, the q u a n t i z a t i o n has been 
defined (3) as the replacement of the exact value of a q u a n t i t y 
by the value of the nearest o f a set of l e v e l s , ( the q u a n t i z a t i o n 
-(q-O 
l e v e l s ) , d i f f e r i n g by steps of the w i d t h I , whereq i s 
the v'ord-length. This w i d t h may be considered as the width o f 
qu a n t i z a t i o n . 
The r e s u l t s o f the q u a n t i z a t i o n e f f e c t are q u a n t i z a t i o n 
noises, - degeneration i n performance and perhaps I n s t a b l l i t i t y 
o f the f i l t e r . As an approximation, the noises may be assumed 
s t a t i s t i c a l l y independent w i t h zero rean, and w i l l be treated as 
random q u a n t i t i e s . 
Consider the d i f f e r e n c e equation of a d i f i t a l f i l t e r 
y(nT) = ^ Q4X (n-k)T_ ^ b^yin-k)T 2.6.1. 
I t i s seen t h a t the sources of e r r o r due to the l i m i t e d 
word-length can be 
1. the inaccuracy o f in p u t sig-nal x(nT) , r e f e r r e d to as 
i n p u t q u a n t i z a t i o n noise 5 
?. the e f f e c t o f rounding and t r u n c a t i o n i n arit;.,..etic 
o perptions, r e f e r r e d to as roundoff noise ; 
3. the inaccuracy o f the c o e f f i c l e r . t s , Q^'s and 's , 
r e f e r r e d to as c o e f f i c i e n t rounding e f f e c t . 
I n p u t q u a n t i z a t i o n noise. 
The i n p u t q u a n t i z a t i o n noise i s Introduced by the analogue-
t o - d i f i t a l converter. Tt i s regarded as T h i t e noise, ( having 
I n f i n i t e bandwidth and i t s amplitude can assume a completely 
d i f f e r e n t value i n an i n f i n i t e s l m a l l y short period of time ) , and 
being Independent on the i n p u t s i i n i a l s . The mean-square value 
used i n assessing t h i s noise i n the A / I converter i s r e a d i l y 
s. 
shown (22) as A. 9 where £^ i s the width of q u a n t i z a t i o n , and i t s 
\t 
mean-sqiiare value a t the output of the f i l t e r can be determined 
by using the d i s c r e t e form o f Parseval's theorem (I7) and the 
p r o p e r t i e s o f random s i g n a l . For example, i n the canonical formed 
f i l t e r , i t ca.n be deduced as ( see section 4.7 ) 
£ H(z)H(z"')A dz. 2.6.2. 
2ffj T 12 z 
V^here H(Z) i s the t r a n s f e r f u n c t i o n of the f i l t e r . 
Round o f f noise. 
The round o f f noise i s generated i n the arithrrietic u n i t when • 
m u l t i p l i c a t i o n i s performed, and the term "round o f f " has been used 
t o i n c l u d e the case o f t r u n c a t i o n as w e l l as rounding. I t i s 
assumed to be uncorrelated from sample to sample and from 
m u l t i y r l i e r to m u l t i p l i e r . From t h i s assumption, i t f o l l o w s t h a t 
the mean-square values o f t h i s noise produced a t each 
> A* 
m u l t i n l i c a t i o n are ^  and A. , f o r rounded operation and 
truncated operation r e s p e c t i v e l y . 
L i u (23) has analysed the round o f f noise f o r each form of 
-22-
r e a l i z a t i o n , and, f o r a f i x e d - p o i n t f i l t e r , a gennral expression 
of the mean-square value o f t h i s noise a t ths output of the f i l t e r 
has been given as 
where ©ggfZJis the power spectrum d e n s i t y o f the round o f f noise 
t e r n f o r each form o f r e a l i z a t i o n , ( see also section 4.7 )• 
I t has been shown t h a t the accuracy obtained by a d i r e c t 
form o f r e a l i z a t i o n o f a high-order f i l t e r i s ' considerably less 
than w i t h e i t h e r cascade or p a r a l l e l forms of the same f i l t e r . 
Therefore, the f i r s t o r second-order s u b f i l t e r s are recomr.ended 
to be used as basic b u i l d i n g blocks f o r higher-order f i l t e r s . 
C o e f f i c i e n t rounding e f f e c t . 
Because the c o e f f i c i e n t s determine the performance of a f i l t e r , 
inaccuracy o f the c o e f f i c i e n t s can cause degeneration i n the 
frequency response o f the f i l t e r . For example, the cut o f f 
frequency, a t t e n u a t i o n r a t e s and r i p p l e may a l l be a f f e c t e d . 
F o r t u n a t e l y , the s t a b i l i t y o f the f i l t e r i s h a r d l y a f f e c t e d by 
the c o e f f i c i e n t rounding. The loss o f s t a b i l i t y i n a r e a l i z a t i o n 
w i l l normnlly occur only a f t e r the d e v i a t i o n between the actual 
and i d e a l frequency responses has become i n t o l e r a b l e . 
Knowlea and Olcayto (25^ have given a measure of the 
degeneration i n f i l t e r performance due to t h i s e f f e c t by 
f o l l o w i n g s t a t i s t i c a l raean-sq"are convergence c r i t e r i o n j 
f * T ^ 
213-
2fl- , .2 
2.6.4. 
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where F*(j«!aJ represents the d i f f e r e n c e o f the frequency responses of 
the a c t u a l and i d e a l f i l t e r s and T i s the sampling period. 
I n the z-domain, eg. 2.6.4., can be r e w r i t t e n as 
To c a l c u l a t e the minimum word-length, the expression 
^ jAcceptable Cain F l u c t u a t i o n | 2.6. 
must be s a t i s f i e d j , provided t h a t the output noise due to the other 
e r r o r s i s also acceptable w i t h t h i s word-length, and the minimum • 
word-length can be found from graphs p l o t t e d between "JsL and word-
l e n g t h f o r each form o f r e a l i z a t i o n . (25) For example, a f i l t e r 
w i t h 1 r i p p l e i n the passband and -12dB a t t e n u a t i o n i n the 
r e j e c t i o n band i s t o be designed. For a worst case design, 2^8 
f l u c t u a t i o n i s allowable i n the r e j e c t i o n band. TTsing the Knowles 
and Olcayto's method, f o r a p a r a l l e l form o f r e a l i z a t i o n , t h i s 
s p e c i f i c a t i o n can be programmed w i t h a minimum 8 b i t word. 
Knowles and Olcayto have also i n d i c a t e d t h a t the actual 
degeneration i n performance o f a f i l t e r f o r the cascade form of 
r e a l i z a t i o n i s less than t h a t of the d i r e c t form but greater than 
t h a t o f the p a r a l l e l form. 
The other sources o f e r r o r t h a t may cause a serious degeneration 
i n performance and i n s t a b i l i t y o f the f i l t e r are overflow and 
underflow. Their e f f e c t s are obvious, and can be cu-^^d by using an 
ap p r o p r i a t e number re p r e s e n t a t i o n , ( the signed 2's complement 
r e p r e s e n t a t i o n i s recommended ) , the type o f a r i t h m e t i c used, and, 
i f necessary, appropriate s c a l i n g f a c t o r s . 
I t can be daid t h a t q u a n t i z a t i o n e f f e c t s are an important 
- 2 4 -
cons^deration i n desi/rnlng a f i l t e r . ?Aany workers using d i f f e r e n t 
approachefs, have analysed and discussed these effects i n the 
l i t e r a t u r e , see f o r example (2?) (2?) (29). 
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§hapter 3 . 
Basic Desifin of D i g i t a l F j i t c r s . 
3 . 1 . Approximation of D i g i t a l ^ ' i l t e r s . 
As i t i s a computational process defined by linear difference 
equptionp. with constant coefficients, the desi^ri of d i g i t a l f i l t e r s i s 
essentially; the process of determininc the value of •'"hese coefficients. 
'^he design of d i g i t a l f i l t e r s can he 'approached frorr two directions 
F i r s t , they can be referred to the well-known analopuefiIters and second, 
they cfin be designed d i r e c t l y from the specification without reference 
to analbcwfiIters by the method of frequency s e l e c t i v i t y , "^oth 
me+hods h-^ ve their om advar.tafes and both have neveral di f f e r e n t 
aprroaches. See for example, Hader p.nd fiold ( 3 ) . ^ he recent designs 
of d i r i t n l f i l t e r s have mostly used the second method to meet a high 
specification. However, i n th i s project, the f i r s t -ethod i s choren. 
The d i g i t a l f i l t e r i s referred to the well-known Hhebyshirv prototype. 
The sarapled-dnta tr;:nF.*'ornrition ir- lined to deeign d i g i t a l f i l t e r ? 
from analogwfilters. A d i g i t a l f i l t e r obtained from this transformation 
can be Cfil''ed a sarapled-data f i l t e r and can be defined ns a ' * i l t c r 
which accepts input and produces outputs only nt specific instants of 
time called sairple points. The saropled-data method i s widely ured i n 
lin e a r discrete systems and control systems. 
Tr t h i s ch?>pter, the satipled-data trans^ornati-^n w ' l l be 
introduced and b r i e f l y discussed. Further details of th i s transformation 
cm be found i n the l i t e r n t u r e . ( l ) (5). 
.3$ 
5 . 2 . Sampled-data transfonnation<, 
Sampled-data transformation i s an important tool i n the design 
of d i g i t a l f i l t e r s . I t changes the analo^iwfilter function, described 
i n t e r r s of the Laplace transform complex variable s, to a d i g i t a l 
f i l t e r function, described i n term of the unit delay variable z"''". 
This transformation i s usually used i n the case of recursive 
r e a l i z a t i o n and at least three d i f f e r e n t transformations are widely 
usedo They are ; the standard z-transforration, the b i l i n e a r 
2-transformation and the matched z-transformation. Each of these 
transformations has i t s own advantages and l i m i t a t i o n s and i t i s not 
immediately clear from the l i t e r a t u r e v^hich i s the best. The 
selection depends on the requirenents and the type of the delected 
prototype analoguefilter. However, f o r any particular design 
requirement, one of these transformations can be used successfully. 
See f o r example, H, Golden ( 4 ) ( 5 ) . 
I n t h i s section, the standard z-transformation and the matched 
z-transfasmiation w i l l be b r i e f l y introduced and discussed but the 
b i l i n e a r z-transformation w i l l be discussed i n d e t a i l i n the 
succeeding section. 
The standard z-transformation. 
The standard z-transformation, ( or impulse Invarient 
transformation ), i s based on the fact that the discrete responses 
of the derived d i g i t a l f i l t e r to an impulse function w i l l be the 
samples of the continuous impulse response of the corresponding 
= 2 7 = 
continuous ( analogue) f i l t e r . I n other words, a system with sampled 
inputs I s equivalent to a continuous system with sampled outputs.. 
Consider for example, a given continuous trpnsfer function, 
having a simple pole, 
H(S) = A 3 . 1 , 
§ +G 
This can be transformed to a d i g i t a l transfer function, by 
taking the inverse Laplace transform of H(S) to obtain the impulse 
response and then applying the Z-transforration, ( see chapter 2 ) , 
to both sides of the equation, gives 
H(Z) = A 5 . 2 . 
I t should be noted here that the gain A i n equation 3 . 2 , i s 
not compensated to account f o r the gain reduction, J_ , i n the 
T 
Fourier transform. 
A l i m i t a t i o n of the standard Z-transformation i s the aliasing-
e f f e c t , caused by a signal which i s not bandlimlted. This can be 
shown from the equation. 
» _snT 
F(Z) » ^ { (nT) e 
- ^ F ( S 4 . j u j 8 k ) 
F(Z) repeats i t s e l f every sampling frequency UUj , and the 
spectra of a band l i m i t e d signal and. a non-band limited signal 
-28= 
can be depicted i n Fig. 3olo 
(a) A bandliraited signal. 
(b) Spectrum of a 
bandlimited signal 
(c^ A non-bandlitnited signal. 
(d) Spectrum of a non 
bandlimited signal. 
F(S) 
Flgo 3 . I 0 
Thu8» the standard Z-transformation I s only satisfactory when P(z) 
1B bandliraited. However, t h i s problem can be avoided by passing the 
input signal through a band l i m i t i n g lowpass f i l t e r , ( sonetlmes 
called a guard f i l t e r ), 
An advantage of t h i s transformation i s that i t preserves the 
shape of the impulse-time response. The use of thi s transformation 
I s demonstrated f o r exampled by H. V. Oolden ( 5 ) . 
- 2 9 = 
The matched Z^transformatlona 
The matched Z=transformatlon i s a transformation generating 
a d i g i t a l transfer function with poles and zeros matched to those 
of the continuous transfer function. The mapping transformation 
fo r the poles and zeros of the continuous function i s given by 
sT 
S ^ e = z 
For example, a real pole or zero could be transfomed according to 
-i uT 
s-u ^ \ - z e 
Tt should be noted that the poles of H(Z) fire identical to 
those obtained by the standard Z-transformat!on, but the zeros do 
not correspond. This transformation preserves the shape of the 
frequency response characteristic and can be used for a l l types 
of f i l t e r s , but may require modification by insertion of 
additional zeros, ( J + Z ) 9 at the half-sampling frequency, 
where Nis the order of the half-sampling frequency zero desired 
( 5 ) . 
3 , 3 . The Bil.inear Z-transfornation. 
The disadvantage of the standard Z-transformation producing the 
alia s i n g effect led to the development of the b i l i n e a r Z-
transforraatlono As we are going to use t h i s transforration, i t 
i s worthwhile considering i t i n d e t a i l . 
I n deriving t h i s transformation, i t should be recalled that a 
d i g i t a l f i l t e r i s defined by a set of difference equations with 
- 3 0 -
constant coefficients and a recursive f i l t e r i s one whose output 
i s a function of the inputs and the previous outputs. 
Consider the trapesoidal rule integrator for example, which 
approximates the int e g r a l of the input signal by a summation of 
trapesoids whose width i s equal to the sampling i n t e r v a l T , as 
shown i n Fig. 3 . 2 o 
X(N) 
V 
jt(n=2) 
b 
n-2 n-i n N 
Figo 3 o 2 . 
area of trapesoid ahcd 
a K(n>.T * l . T.[K ( n - l ) = aw] 
^ T [»(ri)«.>t(n=1)] 
° 2 
I f yen) , the output, i s defined as an area pbcq , and 
y(n-l) , a previous output, i s defined as an area padq 
a difference equation can be 
Taking the Z-transform of both sides of the equation, yields 
Y(Z) , I[X(2)4.Z'X(Z)1^Z"'Y(2) 
3 . 3 . 1 . 
3 . 3 . 2 . 
or 
m 
X(Z) 
T I -t-Z 3 o 3 . 3 . 
Since t h i s equation i s a good approximation to an integrator, 1 
jo 
or 1 , i t follows that ( 3 0 ) 
s , 
- 3 1 -
or 
I 
H(Z) 
5 * 3 . 4 . 
i s a good approximation f o r S orJLU ... 
Thus, the bilinear..Z-transformation i s given by equation 
( :)t iTo. which S I n a continuous transfer function i s 
replaced b; y LILlL.' to obtain the d i g i t a l transfer function. 
row consider equation ( 3 « 3 . 4 . ) f i t can be written as 
UJ _ £ t a n r u i T ^ 5 . 5 . 5 . 
and being depicted i n Fig." 3.3.2. 
Fig. 3 . 5 . 2 . 
Since a transfer functioii H(Z) must also be periodic i n LU 
= 3 2 . -
period Ujg , t h i s transformation w i l l cause HCS) to be mapped 
i d e n t i c a l l y i n each of the other v e r t i c a l s t r i p s bounded by the 
l i n e UJi - . (n-lJWe BLTA ^1J^ a^n*.^jUJs i n U| plane, where n 
i s an Integer. I n other words, i n term of Z , t h i s transformation 
w i l l iiniquely map the l e f t half of the S-plane int o the exterior 
of the u n i t c i r c l e i n the Z plane, or into the i n t e r i o r of the 
unit c i r c l e I n Z-plane. Then aliasing effects are eliminated, 
since no folding occurs. 
This transformation i s an algebraic transformation which i s 
easy to use and can preserve a f l a t magnitude gain-frequency 
response characteristics. I t i s suitable f o r a l l f i l t e r types 
especially wide bandwidth f i l t e r and can be realized i n either 
p a r a l l e l or s e r i a l fornio 
However, th i s transformation has the dlsadvantafe that there 
i s d i s t o r t i o n on the frequency axis when the c r i t i c a l frequencies 
are near the half-sampling frequency. This can be seen from 
equation ( 3 . 3 » 5 . ) and i n Fig, 3 . 3 . 2 , 
However, t h i s problem can be eliminated by correcting the 
c r i t i c a l frequencies or prewarping the continuous f i l t e r design 
i n the opposite sense such that when we apply the Z-transformation 
the c r i t i c a l frequencies w i l l be shifted beck to the desired 
values. This prewarping process can be applied by the equation 
UJc SB J_ tan ^tUdTj 3 . 3 . ^ « 
where bJc I s a computed cut o f f frequency, and 
\iJd i s a desired cut o f f frequency 
or 
- 3 5 -
I t should be noted that R. T'. Golden has shown ( 5 ) that the 
d i g i t a l f i l t e r designed using the b i l i n e a r Z-transformation 
applied to a warped continuous bandstop f i l t e r yields a steeper 
attenuation slope on the high-frequency side of the bandstop 
and also changes the frequencies at which the minima and maxima 
of the In-band and out-of=band r i p p l e occur. 
3 . a. Determination of the coefficients. 
Consider a continuous f i l t e r of order N , having transfer 
function 
H(S) - . T T \ 3 o 4 . i . 
( S - ( a i ± j M ) 
to? 
where ( O i ^ j f o j ) are the \ complex and i t s conjugate pole 
positions, havingQj as the real part and b; 
as the imaginary part, and k i s the integer 
part of bL±l . 
2. 
I n p a r a l l e l form, equation ( 3 . 4 . 1 . ) • can be written as 
^ . 3 . 4 . 2 . 
H(S) 
(S-(ac±jbO) 
where ( ^ i ^ j d l ) are the residues evaluated at the C pole 
and i t s conjugate, having Cj as the real part and d( the 
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imaginary part. Alternatively, H(S) can be expressed as a 
pa r a l l e l combination of second order s u b f l l t e r s , as suggested 
by Cold and Rader ( 2 4 ) . 
H(S) = Co-}- ^ H i ( S ) 5 o 4 . 3 o 
where Hi(S) i s a second order s u b f i l t e r , and i s constant. 
Such a second order s u b f i l t e r , r e f e r r i n g to equation 
( 3 . 4 . 2 . ) , can be wr i t t e n as 
Hi(S) = I V J ^ + ( £ r J A ) _ 3 . 4 . 4 . 
(S-«3i*jb()) CS-(ai-jbi)) 
Tslng the b i l i n e a r Z-transformation, S w i l l be replaced 
by X. ^ ~ ^  arid t h i s gives the d i g i t a l f i l t e r transfer 
T l l + Z - J 
function, ( see Appendix A ) , 
HiCZ) » Co + J k ± ^ 4 ^ ! _ _ 
i + f^iZ'+^aZ"* 
where 
cr_acTLbdT-,Ti^('-f)-<^(^j)] 
D 2 D iD 
A, =-el.asllbdl' __T[c(i^f^*<'($)1 
D 2 D n 
- ? 5 -
D 
a .. ^  .2. 
D 
3 . 4 . 6 . 
TTote that t h i s has a normalized frequency uj of 1 , and S 
has to be replaced by S. , where UJe i s the desired cut o f f 
UJe 
frequency. Then equation 3 . / I , w i l l be 
HIZ) = U3c Co -^ OCe + OCZ 
and a l l a's and b's i n equation 3 o 4 . 6 . are replaced by a" s 
and k" S , where 
3 . 5 . ITumber representation. 
^n understanding of number representation i s necessary i n 
the design of d i g i t a l f i l t e r s , not only because i t enters into 
the implementation, but also because of quantization effects. 
Thus, i t i s worthwhile introducirig the basic ideas of number 
representation here. For more d e t a i l see, for example, Y. Chu 
( 3 1 ^ 
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A number N can be represented by an expression 
where dj i s the f d i p i t , 
f i s the radix or base, 
n i s the number of d i g i t s , and 
m i s the number of fractional d i g i t s . 
I n di,rita] computation, the radix i corresponds to the 
binary system i s used i n the implementation. TVhen the sifrn of 
a binary num.ber i s defined by one of i t s d i g i t s , ( usually the 
most signlfPicant d i g i t ) , i t i s called a signed binary number. 
Signed binary numbers can be represerted i n 3 forms as folloric t 
1. Signed magnitude representation. Here the number d i g i t s 
represent the magnitude or absolute value of the number. 
2. Signed 2's complement representation. Here the number d i g i t s 
are i n 2's complement form when the number i s negative. 
3. Signed I's complement representation. As above, except that 
the number d i g i t s are i n I's complerrent form. 
Tt should be noted that i f the number i s positive, the three 
representations are I d e n t i c a l . 
I n general, i f X I s the given binary nu'nber of m-t-n d i g i t s , 
the three representations can be w r i t t e n as below s 
Signed ragnitude representation 
n-1 
X = (-1) X 
where X^ i s a signed d i g i t , 0 for a positive number and J for a 
- 3 7 -
negative number. 
Signed - 2's - complement representation 
X ^ Oai + ^ X i i ^hen X i s positive 
X ^ ^ - U i + y ^ X i £ + £ when X i s negative. 
a nd Xi = <-X£ 
Signed - I's - complement representation 
X _ 0«1 + ^ X i l v;hen X i s positive 
L=-m 
n ^ - i 
X = —1x2 + 2^ X j l T/hen X i s negative 
U-m 
An example of three representations of signed binary number i s 
Peprosentation Number ( + 1 0 ) rumber ( - 6 ) 
Sirned magnitude 0 , 1 0 1 0 1 , 0 1 1 0 
Sigi.ed-2's- ^ ^ 
complement 
Signed-l's- ^ 
complerrent 
^ . 5 . 1 . Signed 2's complement representation. 
The ?'s complenent representation of a number i s preferable 
i n r>.iritp.l f i l t e r inplprrentation usinr serinl a r i t h r e t i c because i n 
addition and subtraction the signed b i t can be trefited as a number 
- 3 8 . 
b i t anri there i s no need f o r advance knowledge of the sifTis or 
re l a t i v e magnitudes of the numbers being operated. Using this 
representation, the overflow problems i n the addition of more than 
two numbers having the t o t a l sura i n the r a n g e - l 4 X < < can be 
ignored, ( 1 1 ) . Tn other words, no information i s l o s t i f overflow 
or underflow occur i n any of the p a r t i a l sums, and the correct 
t o t a l sum w i l l be obtained, 
^owever, although the signed b i t can be treated as a number b i t , 
the convention of signed b i t for t h i s representation should be noted. 
TTie negative and positive signed b i t s are I and 0 respectively, 
Tn s h i f t i n g processes, such as occur i n mu l t i p l i c a t i o n , the signed 
b i t must not be altered. This means that T-hen s h i f t i n g a positive 
number, a l l the added b i t s v d l l be o's . But, for a negative 
number, shifted to the l e f t , added b i t s are O 's ; and when shifted 
to the r i g h t , added b i t s must be 1 's , 
Example, f o r a given negative number 
X , 1,0011 
X2' _ 1,0110 shifted to the l e f t . 
X 2 ' ^ 1,1100 shifted to the l e f t . 
X 2' „ 1,1001 shifted to the r i g h t . 
X 2"^  ^ IJIOO shifted to the r i g h t . 
As the numbers used i n d i g i t a l filters? are fractional nunbers 
i n the ranre — l 4 X O » the smallest number we can represent 
using an 8 b i t word length i s 0 . 0 0 7 8 1 2 5 ( decimal \ and the 
lar^~est i s 0 , 9 9 2 1 8 7 5 0 ( decimal ). 
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Chapter 4 . 
Design of a programmable d i g i t a l f i l t e r . 
4 . 1 . Specification. 
A prototype programmable d i g i t a l f i l t e r i s to be designed and 
constructed with an 8 b i t word-length. Tt should perform as a 
lowpasR, highpasp or bandpass f i l t e r , and having cut o f f frequencies 
at any/where i n the TTyqulst i n t e r v a l . Here, the design of a bandpass 
f i l t e r F i l l be considered as our l i m i t i n g example with the following 
specification ; 
1 . the lower cut o f f frequency at 1 0 0 H 2 and the upp«3r cut o f f 
frequency at 1 0 KHz , 
2 . the nominal slopes above and below the cut o f f frequencies 
are to be 1 2 d B per octave, 
3 . maximum r i p p l e i n the passband of 1 dB . 
4 . >'i sampling frequency of 4C KHz . 
4 . 2 . D i g i t a l bandpass f i l t e r obtained by multiplexing. 
Tn continuous f i l t e r design, a bandpass f i l t e r can be achieved 
by cascnding a lowpnss f i l t e r and a highpass f i l t e r provided they are 
adequately isolated. Tn d i g i t a l f i l t e r i n g , the use of time sharing 
techniques or multiplexing makes i t possible to perform t h i s operation 
with the same hardware used as a lowpass f i l t e r or a highpass 
f i l t e r a l t e r n a t e l y provided that the available time i s long enough. 
-4u-
T'hen d i g i t a l bandpass f i l t e r i n g i s performed, the a r i t h m e t i c 
u n i t must represent bo th a lowpass and a highpass f i l t e r apparent ly 
a t the same t ime. For a f i l t e r having the lower cut o f f frequency 
a t f i and the upper cut o f f f requency a t f j , e. lov/pnss f i l t e r 
w i t h cu t o f f f requency and a highpass f i l t e r w i t h cut o f f 
f requency f i w i l l be r e q u i r e d . The output s i g n a l o f the lowpass 
f i l t e r i s s tored and f e d bacV to become the i n p u t o f the h igh pass 
f i l t e r by m u l t i p l e x i n g . I n o ther words, the data stream going to the 
a r i t h m e t i c u n i t must be a t a c lock frequency o f twice t ha t f o r the 
sampling f requency, o r a t l e a s t f o u r t imps t ha t f o r the s igna l 
f requency. This technique i s depdctec; i n P i g . 4.1. 
T/P 
" 'S CO?T. 
LEy^ ETITK?. 
1VIU7. 
2/ 
2^  
ARI'ITI'ETTC 
TITTT 2i 
2'S COIT-
LHEMTER 
0/P. 
? T C . 4 . 1 . "^lE DIAGRAM SHa^K TTTE TTLTTPLTTXirO TECnTTIfil'P:. 
Thus f a r , i t i s obvious t ha t a d i g i t a l bandpass f i l t e r i s 
obtained f rom lowpass and highpnss f i l t e r s o f the same order . "?ut 
us ing the frequency t r a n s f o r m a t i o n , a highj-ass f i l t e r can be 
designed f rom f? lowpass f i l t e r , 'T i e re fo re , the design o f n d i g i t a l 
bsndpnsp f i l t e r becomer; s imply the design o f two d i g i t a l lovjpass 
f l l t e r p . 
For t h i s example, the speci f i c a t i n r . con be net r i t h thf- type 
1 n-f^byshev f i l t e r s . 
-41 . 
4.% DesiCT o f a d - i r l t ra l lovvasr f i l t e r . 
f o n s i d e r a d i g i t a l lowpass f i l t e r ri th cut o f f frequency a t 
l e KHz , which v f i l l he the rpper cut o f f frequency o f the desdred 
d i g i t f i l bandpass f i l t e r . I t s s p e c i f i c a t i o n r.ust be as r i v e n i n 
s ec t ion .i.l. ?.nd can be depi'cted i n F i^ ; . 4.2. 
d3 g a i n o r a t t e n u a t i o n 
IS 
F i g . 4.2. 
Accord ing to the prewarping process, the c r i t i c a l f requencies 
are t ransformed to cor respondi r^ analogue f requencies by the 
r e l a t i o n 
lUjj = X tan 4 . 3 , 1 . 
T 2. 
?.o f o r the dopi red cut o f f f r equenc ies , have 
UJc _ 4 9421904 radinns/second 4o3.2. 
and 4.3.3. 
For a Chebyshev f i l t e r w i t h r i p p l e c o e f f i c i e n t . « , the ripple? 
i s g i v e n by 
or 
t i p p l e = Peak magnjtudc 
V a l l e j - magnitude 
4.5.4. 
4.3.5. 
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Thus, 1 db r i p p l e corresponds to € o ± 0 . 5 0 9 
To f i n d the r equ i r ed o rder , consider the Chebyshev f i l t e r 
t r a n s f e r f u n c t i o n 
l H ( S ) r = _ _ ! 4 . ; . 6 . 
0 
For h i g h f r equenc ie s , £ V„ ^W. j j , and then the ga in i n 
the s top band can be w r i t t e n as 
H(S) s L _ 4.3.7. 
For l a r g e value o f X , the Chebyshev polynomial 
n-1 n 
V„(X) s 2 X 4.3.8. 
Then H{S) s ^ ^ 4.3-9. 
"he g a i n i n the stopband i s approximate ly 
Ay s - « 0 l o q ^ [ € 2 fm^^ dB 4.3.10. 
T h e r e f o r e , - 2 0 loq . , [ 0 . 3 0 9 « 2 (Ws) 
n « 2 
So a second order f i l t e r w i l l s a t i s f y the s p e c i f i c a t i o n and 
the corresponding t ra .ns fe r f u n c t i o n i s 
H(S) „ i 4 .3 .11, 
L S - C a + j b ) ] [ S - ( a - j b ) ] 
where 
a - 0.5488672 
4.3.12. 
b „ 0.8951286 
-V. 
Fs ing the b i l i n e a r Z - t r a n s f o r m a t i o n , and r e f e r r i n g to procedure 
i n Appendix A. 
H(Z) - Q ^ eC-i-PC.Z 4.3.13. 
where Co s A _ 
L 2 J I I 
l^iJ 4.3^4. 
D 
Thus, f rom the equat ion ( .1.3.2. ) , ( 4.3.1?. ) and ( 4.3.1.1 ) , 
the c o e f f i c i e n t s are 
Co a 0 . 9 9 5 2 0 
OCo a = . 0 . 6 8 2 7 4 
eC| = 0 . 5 6 1 2 3 
4.3.15. 
_ 0 . 0 6 3 9 9 
Pa « 0 . 3 1 3 9 6 
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and the des i red lowpass f i l t e r t r a n s f e r f u n c t i o n i s 
H(Z) = 0.99520 <j. 
-1 
-0.68274 •fr0.56123Z 
. 1 * 0 .06399Z" '*0 .3 i ; 31396 
AoA. Design o f a d i g i t a l highpass f i l t e r . 
A d i g i t a l highpsss f i l t e r i s to be designed w i t h cut o f f 
f requency a t 100 Hz , which i s the lower cut o f f frequency o f the 
des i red bandpass f i l t e r , and having the same s p e c i f i c a t i o n as g iven 
i n s e c t i o n 4 . 1 . 
From the f requency t r a n s f o r m a t i o n , a d i g i t a l highpass f i l t e r 
t r a n s f e r f u n c t i o n can be obtained by changing Z t o -Z i n a lowpass 
f i l t e r t r a n s f e r f u n c t i o n , and the resul t ing cut o f f frequency i s g iven 
by 
According to the s p e c i f i c a t i o n , the o r i g i n a l d i g i t r l lowpass 
f i l t e r must have the cut o f f frequency st 
f f i = 4f l KH2 - 100 HZ „ 19. 9 KHZ 
2 
and the corresponding prewarping c r i t i c a l frequency 
Wc = 10124405 4.3.16. 
Tping the equations ( 4 . 3 . 1 6 . ( 4.?.13. ) snd ( 1.3.13. ) , 
the coe f f i c i en t s? can be w r i t t e n as 
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Co = 0.91416 
= = 0.01427 
= = 0.01406 
= 1 . 98416 
0.98438 
4.3.17. 
and the o r i g i n a l d i g i t a l lowpass f i l t e r t r a n s f e r f u n c t i o n i s 
H|Z) ^ 0,91416 4. ^ 
- 1 
=0.01427 -0.01406Z 
1 4- U98416Z""'* 0.98438Z"^ _ 
The re fo re , the des i red d i g i t a l highpass f i l t e r t r a n s f e r f u n c t i o n i s 
H(Z) = 0.91416 « =0.01427 - j . 0 .01406 Z 
""=T ^2 
Z +0.98438 Z 1 - 1.98416 
The f requency response o f these f i l t e r s can be depicted i n F i g . 
4.3. and F i g . 4.4. 
S=5) 
• 
Si 
1^  
5. 
* 
04 
O 
Fa 
0 
1 
0 
47 
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4oS Table o f the c o e f f i c i e n t s a t d i f f e r e n t cut o f f f requencies . 
For the Chebyshev d i g i t a l lowpass f i l t e r o f order ?, I d B r i p p l e 
and the sampling r a t e i s 40 KHz 
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4o 60 R e a l i z a t i o n o f a second order d i g i t a l f i l t e r . 
a 
From the designed example, the second^order f i l t e r h a s ' » t r a n s f e r 
f u n c t i o n 
HIZ) » Co + « f l ± £ i L ! ^ = Y i Z i 4 . 6 . 1 . 
^y i n t r o d u c i n g W(Z) X(Z) 
- I -2 
^ X(Z)-p^Z W(Z)-p4Z W(Z) 
4,6.2. 
then we have 
Y(Z) = CoXa)+(cCo4-cC,Z )W(Z) 4o6.3. 
and t h i s can be r e a l i z e d w i t h b lock diagrams as shown i n F i g . 4.5. 
X(Z) 
F i g . 
Th i s c i r c u i t needs f i v e m u l t i p l i c a t i o n s , f i v e c o e f f i c i e n t s and 
f o u r adders, however, f o r a s i n g l e second order f i l t s r , one 
m u l t i p l i c a t i o n can be reduced by a l g e b r a i c a l m o d i f i c a t i o n . Equat ion 
4 . ^ . 1 . can be r e w r i t t e n as 
-:>o-
H(z) = [ (Co -Kg . ) ^[C^^,^&,)i\ c^p,z) 
There fo re , Y(Z) = (Co*6Co) W(Z) ^(CoP»,4.eC,)Z W(Z)+Co^iZ W(Z) 
0^ l . Y ( Z ) - CC>(Z) 4-Cffz 'w(Z)+jajZ"w(Z) 4.6.5. 
Co 
where «£o - Cp -t-fiCo 
Co 
and ccj Co|5,-K}C. 
Ce 
The r e a l i z a t i o n o f the equat ion ( 4,6.*^. ) can be depicted i n 
F i g , 1.6. 
Tn p r a c t i c a l use, the designed value? o f oC^ and fb, may be more 
than 1 , bu t the number r ep re sen t a t i on used i s r e s t r i c t e d to the 
range - J 4; X < 1 , see chapter 3.5. However, t h i s problem can be 
solved by s c a l i n g the c o e f f i c i e n t s of,' and /b, by l , and then 
d o u b l i n g the r e s u l t s o f the m u l t i p l i e r . These m u l t i p l i c a t i o n s by 
2 can be done e a s i l y w i t h o u t u s ing e x t r a components, see chapter f.2o 
- 5 1 -
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4.7. Foise c o n s i d e r a t i o n . 
I n the f o l l o w i n g s e c t i o n , the noises o f our system due to the 
q u a n t i z a t i o n e f f e c t w i l l be considered. Here, we assume t h a t the 
degenerat ion o f the f i l t e r performance due to the c o e f f i c i e n t 
rounding e f f e c t i s t o l e r a b l e . There fo re , the o n l y noises to be 
considered are the i n p u t q u a n t i s a t i o n noise and the round o f f no ise . 
I n p u t q u a n t i z a t i o n no i se . 
Let E ( Z ) be the i n p u t q u a t t i z a t i o n noise due to the A-D 
conver te r I n j e c t e d t o the f i l t e r as shown i n F i g , .1.7. , and having 
.2. 
the s t eady-s t a t e mean squared value o f 
.H(Z) , Ol'o + Ot ' iZ"+(3tf^ 
P ( Z ) 
Q ( Z ) 
F i g . 4 . 7 . T I E S TOBEL SHOV.'ITTG T H E I l . T U T QTIAmZATIOTT T T Q I S E . 
I t i s seen t h a t , 
W ( Z ) „ X(Z)-p,z"w (Z ) -^ i f*W (Z) ^ . E ( Z ) 
X ( Z ) + E ( Z ) 
I * ^ , Z " V M " 
X ( Z ) + E ( Z ) 
Q ( Z ) 
and 
-53-
X Y d ) „ flc>(2) ^f^U mi)^p&i w(z) 
Co 
» P(Z)WU) 
P(Z) x u 
Q(Z) 
_ B l l X l Z ) ^ E(Z)P(Z) 
Q(Z) Q(Z) 
_ H(Z) X(Z) 4- E(Z)H(Z) 
Therefore, the noise term i s E ( Z ) H I Z ) » and the mean squared 
value of t h i s noise at the output of the f i l t e r i r i l l be (3) 
MSONI _ _L_ H(Z)HlZ")BiZ)E(f) d l 
Eirj J I 
I t hfls been shown (3^ that £(Z)i(Z ) i s equal to A. 
\g 
MSONI » <® H(Z)H(Z"')A dZ 
i i f j J 1ft Z 
» H(Z)H(Z"')dZ 
or. = J - z 
For the designed example, the transfer function i n the equation 
( 4.3.17. ) we have, (28) 
< 9 H(Z)H(Z"') dZ - 1118.5463 
£irj ^  z 
and then the root mean squared vrJue of t h i s noise I s plotted versus 
the number of b i t s as shown i n Fig, ^,8. 
I t should be noted that the value of the noise i n Fig, 4,8, 
i s a normalized value to a un i t output signal level. However, B, 
Cold and Rader (3) have given a useful r e l a t i o n , f o r canonic ^ orm, 
as 
- O M P y r ^ A N T i l A t t O N NOISE 
^mwm Of f (TRUNCATION) NOISi 
FOG.4.8 . 
5 3 7 8 « ) 11 12 13 14 15 16 H 18 19 \ 2 p 
NUtMBER OF BITS 
A G R A m S K O W O M G TME QyAWTOZATlON E F F E C T S . 
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Lfl = - 0 , t 6 6 F - US ^. 1.66 J _ S H(Z)H(Z") dZ 
where, B- i i s the number o f b i t s which must be r e t a i n e d below the 
u n i t s i g n a l l eve ] ; an a d d i t i o n a l 3 to 5 b i t s should be r e t a ined 
above the u n i t s i g n a l l e v e l t o p r o t e c t against o v e r f l o w , and 
F ( d b ) i s the mean-squared output noise below a u n i t output 
s i g n a l l e v e l . 
The re fo re , f o r the designed example, t h i s r e l a t i o n can be 
p l o t t e d as shown i n F i g . 4,9. 
Round o f f no ise . 
L e t V(2) be the round o f f noise generated a t each m u l t i p l i c a t i o n . 
For unrounded ope ra t ions , Knowles (26) has g iven t ha t the steady-
s t a t e mean squared value o f t h i s noise i s ^ per m u l t i p l i c a t i o n . 
'T i i s no i se i s i n j e c t e d i n t o the f i l t e r as the model shown i n F i g . 
4.10. 
V { Z ) ^ V ( Z ) 
ya) y 
Y(Z) 
F i g . 4.10. TJIE T'OTIEL SHOT-FT TIIT nOTTTTi OFF rOJ'-E. 
I t i s seen t h a t , 
W(Z) » X (Z) - ( (^z"w(Z)+V (Z))-(paf 'wZ )4.V (Z) ) 
56 
F(dB) 
=50 
=100 
2 4 6 8 10 12 14 16 18 ^3 22 24 
B - i 
FIG 4.9 A GRAPH SHOWING THE INPUT QUANTIZATION NOISE 
IN d B . 
-1 
W(2) ^ X (Z)-^,ZW(Z)_paZWZ)-£V(Z) 
X(Z)-£V(Z) 
and, ± YCZ) 
Co 
flC>(Z)+fi£,'z" W(Z) + (SiZ' W(Z) * V(Z)*V(Z)*V(2) 
^ p(Z)wa) + 3 v{z) 
= P(Z) [ x(z)-av(Z)] + 3V{Z) 
am 
= X(Z)H(Z)-[ZV(Z)H(Z)-3V(Z)] 
Therefore, the mean squared output found o f f noise i s f i v e n by 
MSORN - J _ ^ 2V(Z)V(Z ) H(Z)H(Z 3V( i )va ' )dz 
because V(Z)V(Z") o 4 » f-nf^  
Thus, 
MSORN « i A M _ i _ ^ H(Z)H(Z) 4l] - ^  
- i A M - U <§^ H(Z)H(Z•') dz - 3 
^ u t _L_ ^H(Z)H(Z' ' )dz » 3 
Therefore, MSORN » i A * [ _ L . AHCZ)W(Z')dZ 
"3" L i i r j J z 
For the designed example, equation ( 4 o l . l 7 o )» t h i s noise can 
be p l o t t e d against the number o f b i t s as shown, by^dottedline, i n Fi g . 
the 
4 , 8 . 
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Chapter 3» 
Implementation. 
^ . 1 . I n p u t and output u n i t s . 
I n s e c t i o n 3 . % 1 . , i t has been pointed out t h a t the f i l t e r w i l l 
operate on P binary number i n the.sifrned 2's complement representation. 
•?ut a b i n a r y number i n a d i ^ r i t a l system i s uisufilly i n the signed 
magnitude representation. Therefore, 2's complementers are required 
as i n p u t and output devices t o encode and decode the number 
r e s p e c t i v e l y . 
1 , 1 . 2 ' s comrlementers. 
A P's complementer can be im.plemented w i t h a sequential c i r c u i t 
f o l l o r i n g the al g o r i t h m as below j 
Starting? from the l e a s t s i g n i f i c a n t b i t of a number, 
1 . f o r a p o s i t i v e number, tra.nsmit unchan/red a l l b i t s , 
2 . f o r a negative number, transmit unchanp:ed a l l b i t r r p to and 
i n c l u d i n g the f i r s t " 1 " and then i n v e r t a l l subsequent number b i t s , . 
3 . t r a n s m i t the sign b i t unchanged. 
• 
The c i r c u i t s and time t a b l e of the i n p u t 2's complementer and 
the output 2 ' s complementer can be depicted i n Fig-. ^'.1. 
The J-k f l i p - f l o p f. and the cross-couplec ^jates 3 •'H't'i 4 are ' 
i n i t i a l l y re-rset closing': urates and 9 . I f a p o s i t i v e number i s 
loaded, thero i s no chanfre i n thepe gates, and the dr-tc: p.n.snen 
P I G . 5 . 1 . 
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unchanged through gates 7 and 9 to the output. When a negative 
number i s loaded, the least s i g n i f i c a n t b i t passes unohangiad to the 
output. I n the meantime, the sign b i t has opened gate 5 . I f the 
least s i g n i f i c a n t b i t i s "0" , the f l i p - f l o p 6 remains at the low 
level leading to the succeeding b i t passing unchanged to the output. 
But, i f the least s i g n i f i c a n t b i t i s " 1 " , the f l i p - f l o p 6 changes 
to the high level closing gate 7 and opening gate 8 . Then a l l the 
succeeding number b i t s are complemented and a number i n signed 
representation i s obtained at the output. ( or a number i n signed 
magnitude representation i s achieved i f the complementer operates 
on a number i n signed 2's complement representation. ) 
To keep a sign b i t unchanged, the J-K f l i p - f l o p 6 must be.reset 
at the l a s t number bit,'^.^^ . The J-K f l i p - f l o p 6 operates at the 
negative-going edge of clock pulses. Therefore, an inverter, gate 
1 0 , i s added. 
I t should be observed here that the control signals and clock 
frequencies f o r the input and output 2's complementers d i f f e r only 
when multiplexing I s performed. 
*^ ,2. Arithmetic u n i t . 
The Implementation of the arithmetic u n i t f o r a di;?ital f i l t e r 
consists of the interconnection of delays, adders, subtracters and 
m u l t i p l i e r s I n the way described i n chapter 4* Parallel arithmetic 
may be used f o r the fast operations but the price i s rather high. 
Considerable econorny can be achieved by u s i r ^ s e r i a l arithmetic 
with the appropriate techniques. But the operiations i n the 
-61-
arithmetlc u n i t have to be done wi t h i n a given sampling I n t e r v a l , 
and the use of s e r i a l arithmetic w i t h multiplexing rtesults i n a 
demand f o r high speed d i g i t a l components. 
I n the following sections, the individual components i n the 
arithmetic u n i t and t h e i r c i r c u i t s w i l l be discussed. 
5 . 2 . 1 . Unit sample delays. 
The use of ser i a l arithmetic allows the easy implementation of 
sample delays as s e r i a l - i n serial-out s h i f t registers. For example, 
a SN7491 can be used to implement a u n i t sample delay Z '» as 
shown i n Pig, 5 . 2 . (a). When multiplexing i s included, a unit 
sample delay can be implemented as a cascade of two s e r i a l - i n serial-
out s h i f t registers and a multiplexer, as shown i n Fig. 5 , 2 . (b). 
Alte r n a t i v e l y , a p a r a l l e l form could be used. 
x(t> 
SN 7491 
x(t-T) 
(a) 
SN7491 Li-Xl SN7491 
mux bo-
Fig-. 5 . 2 . Unit delay elements. 
e;.2.2. Serial adders and subtracters. 
A s e r i a l adder f o r a number i n signed 2's complement representatdon 
i s i d e n t i c a l to that f o r signed magnitude representation. I t 
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consists of a f u l l binary adder and a delay f l i p - f l o p , which i s 
i n i t i a l l y reset, to transfer the carry output back to the carry 
input. A c i r c u i t of a s e r i a l adder i s depicted i n Fig. 5 . 3 . (a). 
A 
B 
Q D 
LD 
t 
Co 
a b z 
X ^ A - B 
n g . f 5 . 3 / b ) A SERIAL SITBTRACTOR. 
X „ A - B 
Fig. 5.3/a)A SERIAL ADDER. 
.A s e r i a l subtracter f o r a number I n signed 2's complement 
representation can be Implemented basically as a se r i a l atjder. But 
the subtrahend must be inverted and the carry delay f l i p - f l o p i s 
i n i t i a l l y preset to the high l e v e l , according to the process of 
subtraction of a number i n t h i s representation. A c i r c u i t of a 
s\ibtractor i s depicted i n Fig. 5 . 3 , (b). 
I t should be noted that,, using s e r i a l arithmetic, the processing 
rate i s normally l i m i t e d only by the speed of the f u l l adders and 
not the carry delay f l i p - f l o p . Therefore, the high speed f u l l 
adders, SN74H183 with a propagation delay time of 18 ns , i s 
used f o r both adders and subtracters, and the D-type f l i p - f l o p , 
SN7474 , can be u t i l i s e d as the carry delay element. 
5 . 2 . 3 . Serial m u l t i p l i e r s . 
The "booth's method of mul t i p l i c a t i o n for number i n signed 2's 
complement representation i s chosen because i t gives the correct 
product, whatever the sign of the numbers, without any correction. 
- 5 3 -
This method was suggested by A. D. Booth and K. II . V. Booth ( 3 2 ) 
( 3 1 ) and has the scheme of operation as follows 1 
Let Qi and be the i b i t s of the number A .ind o , see 
section 3 . 5 . 1 . , respectively. Then the algorithm f o r the product 
A »B i s : 
Starting from the least s i g n i f i c a n t end, f o r a l l number b i t s , 
i ^ 0 . 
1 . Tf b(bj^, are 0 0 or 1 1 , s h i f t p a r t i a l product to the r i g h t 1 b i t . 
2 . I f btb(^^ are 1 0 , subtract A from the p a r t i a l product, and then 
s h i f t the l a t t e r to the r i g h t 1 b i t . 
3 . Tf b; bj^, are 0 1 , add A int o the p a r t i a l product, and then s h i f t 
the l a t t e r to the r i g h t 1 b i t . 
Repeat u n t i l 1 i s the sign b l t , ( i B , b ) . Here, the process i s 
exactly as above except that the s h i f t i s omitted. 
?Tote that for the least s i g n i f i c a n t m u l t i p l i e r b i t , we must 
take bi^< to be 0 . 
Booth has given the recursion f o r the above process as t 
j „ i,2 Ci-1) 
. "A 
where Q j . j ^ ^ I s the contents of the accumulator a f t e r the.J 
stage of the process, and m represents the multiplicand. 
From the recursion formula, i t i s seen that the factor 
has the values : 
0 i f are 0 0 ;iOt 1 1 
1 i f are 0 1 
- 1 i f are 1 0 
- 6 4 -
as required by the algorithm described previously. 
Further d e t a i l of t h i s method, including a proof of i t s 
v a l i d i t y and examples of i t s use can be found i n references ( 3 1 ) 
( 3 2 ) . 
The c i r c u i t of a s e r i a l m u l t i p l i e r being the Booth's method 
and the time diagram are shown i n Fig. 5 , 4 . I t consists of two 
registers, one f u l l adder, three D-type f l i p - f l o p s , two AND-OR- . 
TITOR" gates, two NAFD gates, two AKD gates and one multiplexer. 
A c o e f f i c i e n t i s treated as a multiplicand and a data word 
as a m u l t i p l i e r . The two least s i g n i f i c a n t b i t s , and bj,, , 
are shifted s e r i a l l y Into the blstables M and E . The outputs of 
'M flvA E control the operations through the AlID-OR-ITTTERT gates 
and AM) gates. I f an addition i s required, the contents of the 
multiplicand register are fed to the f u l l adder with the carry 
delay f l i p - f l o p I n i t i a l l y reset. I f a subtraction i s to be 
performed, the Inverted outputs of the multiplicand register are 
used, the carry delay f l i p - f l o p I s i n i t i a l l y presit to the high 
level by gates 5 and 4 , The contents of the c i r c u l a t i n g multiplicand 
regist e r i s shifted to the r i g h t by fi places, and the accumulator 
i s s hifted by 9 places, f o r every b i t time from vw, to W7 , but at 
b i t time , both s h i f t r i g h t 8 places. 
A multiplexer i s used at the most significant b i t of the 
accumulator for the purpose of s h i f t i n g the p a r t i a l product to the 
r i g h t 1 b i t . From the example i n chapter 3'5.2. , i t i s seen that, 
when s h i f t i n g to the r i g h t , the new most significant b i t i s the 
o r i g i n a l sign b i t , but the sign b i t i s retained unchanged. 
The use of the high speed components, SN74H183 , SN74H5i . 
- 6 . 5 -
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and SNTiHIl , makes I t possible to perform the mu l t i p l i c a t i o n of 
two 8 b i t words w i t h i n lyts. 
I t should be observed that. I n t h i s m u l t i p l i c a t i o n , truncation 
i s used to eliminate the lower 8 least s i g n i f i c a n t b i t of the 
product, retaining an 8 b i t word throughout the arithmetic u n i t , 
this 
Inllmpleraentatlon of the arithmetic u n i t , ^oauae the se r i a l 
the opem^ion on 
m u l t i p l i c a t i o n gives the answer after*, the most significant b i t has been 
performed. This means the result i s delayed by one word, which i s 
equivalent to a unit sample delay. Therefore, the realization 
shown i n Fig, 4 , 6 . must be rewritten as i n Pig, 5 . 5 . ( a ) . I t i s 
seen, from Fig. 5 . 5 . ( a ) , t h a i the output w i l l be delayed by one 
word. 
A c i r c u i t of the arithmetic u n i t can be depicted i n Fig. 5 . 5 . 
/ • -
(b). r o t e that two buffer registers, SN74165 and SN7491 , and 
a data selector are required I n each m u l t i p l i e r to buffer answer 
from the m u l t i p l i c a t i o n to the next stage. When multiplexing i s 
performed, the output of t h i s cascade i s u t i l i z e d , otherwise, the 
content of SN 74165 w i l l be required. A multiplexer and a 
demultiplexer are included a t the input and output of the arithmetic 
u n i t respectively, see Fig, 4 , 1 , Because ec', and have been 
scaled, the answer needs multiplying by 2 which can be done when 
the contents of the accumulators are loaded to the buffer registers. 
The f i r s t number b i t of the accumulator I s rejected and the second 
number b i t i s loaded to the f i r s t number b i t of the buffer register, 
and so on, see Fig, 5 . 5 . (b). Obviously, t h i s process I s equivalent 
ihe by 
tc shifting*contents i n the buffer register to the l e f t ' l b i t . 
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5,3. Coefficient storage. 
Coefficient storage can be Implemented by random access 
memories, ( R. Ao M.'s ) and/or read only memories, ( R. 0 , ?"s )o 
But s e r i a l arithmetic with multiplexing needs either a very high speed 
memory or a set of Ro Ao M's xjith buffer registers. Both solutions 
are expensive at the moments but they w i l l become possible in* future.* 
Howwer, at present storage can be economically realized from 
bistable latches and multiplexers, which viill be u t i l i z e d as scratch 
pad meraorieso This form of memory I s also easy to extend for a hlgh= 
order f i l t e r . 
For a second order d i g i t a l f i l t e r , having eight coefficients, 
the c o e f f i c i e n t storage consists of eight sets of bistable latches, 
2-lnput data selectorsj ( multiplexers ) , and WOR gates. I t s 
c i r c u i t i s shown i n Fig, 5o6, 
For test purpose^! anneight b i t word coefficient i s written into 
the appropriate address i n the storage from the data switches, Dj to 
DQ , as soon as the "wri t e " i s operated. I t i s read into the 
arithmetic u n i t from the data selector by the selecting signal S "0 
Thus, the delay time in-changing the coefficients i s only the 
propoga.tion delay time of the data selectors which i s t y p i c a l l y ISns, 
I n p r a c t i c a l use, a R. 0 , 1.1, and/or a calculator chip may be 
Incorporated to determine the values of the coefficients. Calculator 
chips are now available i n a cheap form. Although they are not fa s t , 
enough to be used i n the arithmetic u n i t they can be used here. 
- r 
FIG. 5 . 6 . THE COEFFICIENT STORAGE. 
J J 
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1. Control u n i t . 
The c o n t r o l u n i t o f the d i g i t a l f i l + e r nupnlics a l l the 
synchronization and c o n t r o l pulses to the complementers and a r i t h m e t i c 
u n i t . It consists o f a fundamental clock, sarple clock, b i n r r y 
counter, decade counter, D-type f l i p - f l o p , .T-K f l - l p - f l o p and 
t i m i n g l e v e l generator. A c i r c u H o f the c o n t r o l u n i t and a p a r t 
o f the t i m i n g diagram i s shown i n Pig. 5.6, , ( see also the t i n e 
diagrai? of th*:: m u l t i p l i e r and the 2's complementers ) . The 
o r g a n i z a t i o n and f u n c t i o n of each of these elements i s s e l f -
explfinr>t-ry. '7owev-'>r, t h e i r f u n c t i o r s c m 'le sumr.arir,ed as .^ollows : 
'^yrrbol P o l a r i t y Function. 
CK ^ Fundamental cloc!:. 
rjhift the accur.ulatorPo 
B* . S h i f t the c o e f f i c i e n t s . 
Bg _ Clear the carry-delay f l i p - f l o p s i n the 
m u l t i p l i c a t i o n s . 
W ^ '^h^ft the u n i t delay elenents ; 
s h i ^ t the b u f f e r r e g i r t e r s i n the m u l t i p l i c r t i a i . | 
s h i f t the b u f f e r r e g i s t e r s i n t h r ?'s 
complenenters | 
clock the m u l t i p l i e r b i t s ; 
clock the D - f l i p - f l o p ? i n acL-^ers rnd s u b t m c t o r s ; 
clock the J-IC f l i p - f l o p used ta produc- w' . 
W - Clocl' the ^ - f l i p - f l o p i n the i n p u t ?'s 
complementers. 
L — Load the b u f f e r r e g i s t e r i n the i n p u t P's 
complerenters. 
A — Olepr the crest?-coupled gates i n the i n p u t P'r 
compleirenters. 
Syr.bol P o l a r i t y F u n c t i o n . 
B . - C l f - E r thp J - K f l i p - f l o p i n the i n p u t ? ' s 
compler:Gt:t"r. 
W ^ r^hift the second b u f e r r e c i s t e r i n the output 
2 ' s corplcn .enter . 
— a C l o c k t h e J - K f l i p - f l o p i n thp output ? ' s 
coDiplempntrr. 
l T — l oad the seconr! b u f f r r r e g i r t e r i n the output 
2 ' s complericnter. 
a" — C l e a r the c r o s s - c o u p l e d frates i n the output 
? ' 8 complementer. 
B' - C l f :ar the Z-Y f l i p - f l o p i n the output ? ' s . 
coir.pl enonter . 
K — I'Oad thp c o e f f i c i e n t s . 
p _ Load the b u f f e r r e f i i s t e r R - i n ' r i u l t i p l i e r s . 
R _ C l e a r tl ic a c c u n u l a t o r s . 
S " u l t i p l c x i r ^ STTitch, 
r; = 0 5 f o r bandpasr f i l t r r 
S = 1 I f o r lowpnss o r h i c h . j a s s f i l t f ^ r . 
S ' S e l e c t the n f v s i g n b i t s o f the accumulatorsj. 
S . S e l e c t i n p u t d a t a f o i n c to the ari thr'='t ic Mnit * 
s e l e c t the c o e f f i c i e n t s . 
X , Y S e l e c t output data go in£: out fror . the a r i t h m e t i c 
un i t . the 
X = 1 , the ouptit datn r o e s t o ' f e e d back loop. 
Y = 1 , the outpr<t datf? f;oes to the output 
? ' s conplrr . enter . 
WR _ "7rite the c o e f f i c i e n t s . 
M " a n u a l c l e a r . 
- 7 2 -
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Chapter 6, 
rer forraance o f the F r o t o t y p e f i l t p r . 
F o r t e s t i r . g purpose , an A-D c o n v e r t e r and a D-A c o r v e r t p r , whose 
c i r c u i t s a r e shown i n Appendix 3 , have been b t i l t to a l low the f i l t e r 
to be t e s t e d w i t h analogue s i g n a l s . A Brookdeal 471 s i f n a l g e n e r a t o r 
was used to produce the i n p u t s i n e wave s i g n a l to the f i l t e r and the 
1600 
output was detected by a Marconi TP,*valve voltmetero A pu l se 
g e n e r a t o r , Advance FG ^8, was used as the fundanenta l c l o c k g e n e r a t o r . 
f o l . T.o^pass f i l t e r s . 
The f i l t e r has been s e t w i t h a ranfre o f cut o f f f r r q u e n c : PS,' FIP 
(riven i n " a b l e f.ol, , and the ' requency responfros rrp phown i n F i f . 
6 o l . to F i f . 6of^. The a t t e n u a t i o n r l o p e s obtainfid p-re a p p r o x i r i s t p l y 
-10 dB r e r oc tave w i t h 1 d'H r i p p l e i r , the pcspband i n s t e a d o f - 1 ? dB 
per o c t a v e and 1 dB r i p r l e a s i n tho desiCT-, see a l s o Chapter 4. 
T h i s 1!= probably the r e s u l t o f the q u a n t i z a t i o n e f f e c t s and i n s t a b i l i t y 
o f the fundanenta l clocft g e n e r a t o r used , ( a p p r o x i r a t e l y ± j f j ). 
l?ecause o f problemswith overf low a t the i n t e r m e d i a t e s tage w i Z ) 
r e s u l t i n g from the 8 b i t word l e n g t h , which w i l l be d i s c u s s e d i n s e c t i o n 
6o4. , th3 cut o f f f r e q u e n c i e s b e l o r 4 WHz could not be t e s t e d . 
- 1 ^ ~ 
(-.?. Virh pas s f i l t e r s . 
F o r hifrh pass f i l t e r i n g , the problem of overflov; becomes s e r i o u s , 
and, V7ith the Q b i t word l e n g t h , the f i l t e r could not be t e s t ed vdth 
the c a l c u l a t e d c o e f f i c i e n t s * however, by rnodify inf the c o e f f i c i e n t s , 
a s shov.'n i n '"able 6.P.-, and a l s o reducin<r the d.C t r a n s i e n t , to 
reduce th»?. over f low problem, see a l s o s e c t i o n 6.4., some r e s u l t s havie 
been o b t a i n e d and the f requency responses a r e dep ic ted i n P i g . 6.7,-
to F i r . ^ .^10. I t i s seen t h a t the cut o f f f r e q u e n c i e s a r e s h i f t e d , 
and thr.- r . t t enuat ion s l o p e s a r e rpdi;ced to approximate ly 6 dB per 
oc tave . The r i p p l e i n the pass band i s .?,bout 1 dB. '^hese 
d e f e r e r a t i ons 5H?e r e s u l t s from the m o d i f i c a t i o n of'^coef f i c i e n t s . . 
6.5. ^.and pass f i l t e r s . 
T ' s inr the c o e f f i c i e n t s f o r low pass and h i^h pass f i l t e r s , band . 
p?!PS f i l t e r s implemented v i a m u l t i p l e x i n f - were o b t a i n e d , and the 
f requency re sponses a r e shown i n Fi iT . 6.11. to F i g . C.IA. The 
c o e f f i c i e n t s used p.-^s C'iven i n T a b i c ' ' . ^ Tt i s seen thnt the lower 
attenu.fft ion s l o p e s and the upper a t t e n u a t i o n s lopes a r e those for--
the hi.~h pass and lov; pass f i l t e r s used r e s p e c t i v e l y as expected.. The 
r i p p l e i n the pass b.;md i s approx imate ly 1 dB. 
the 
because the d e l a y time i s i n c r e a s e d b y ' v ? i r i n c , the a r i t h m e t i c • 
u n i t could not be used a t t h e - d e s i , ^ e d sampling- frequency o f 8 0 K H z . 
I n s t e a d , n sampl inc frequency of 70.5KH2was v.sed recultiTi6.iTithe 
s h i f t i n p ; o f the cut o f f f r e q u e n c i e s a s seen i n f'i^r. f . l l . to F i r . 
C-.l.\, However, t h i s problem can be so lved by r t d i r c i n e the baseband 
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and inodlfylrig the c o e f f i c l e n t B . 
6.4. Discussion. 
Computer simulation of the d.c responses of the low pass arid . 
high pass f i l t e r s , ( the programme i s given I n Appendix C ), shows 
that overflow problems at the intermediate stapo w{2) become a . 
l i m i t i n g factor i n the operation of the f i l t e r s . These repponses, 
which have been plotted f o r 80 sample points, are shown i n Pig. 
6.15. and Pig. 6 . I 6 , The d.C transient response become larger.at 
the lower cut o f f frequencies. I n other words, a f i l t e r to be used 
at the low range cut o f f frequencies must have a long word length. 
However, f o r midrange cut o f f frequencies and above, i t i s seen that 
a f i l t e r w ith l i m i t e d w4rd length can be used and t h i s was confirmed 
by the results i n the previous sections. 
Some possible solutions may be suggested to solve the overflow 
problem. F i r s t l y , a non recursive r e a l i z a t i o n of'the f i l t e r , 
without the intermediate st.n;^ e wtz> , could be implemented. V.'ith 
the use of the signed 2's complement nurr.ber representation, overflow 
problem should only appear at the output, see ( l l ) , and would be 
eliminated by adding few extra b i t s . Secondly, because the overflow 
problem i s the res u l t of the d.C transient input, I t could be 
decrensed by reducing the d.C level. This C B U be dono by the 
bipolar adjustment i n the A-D converter. Limitation of the input 
signal would also assist. This was used fo r the high pass f i l t e r s , 
i n section 6.2. But, t h i ^ solution could be used only f o r s i r p l e 
signals, ^or practical audio Input signals. In trhich transients 
- 9 -
may occur, t h i s solution may not be v a l i d . Also a new A-D converter 
capable of eliminating thf- d.C transient input must be used. 
Thirdly, extra word length might be provided f o r W(Z), perhaps 
Incorporating scaling factors. But then a l l following arithmetic 
operations w i l l need t h i s extra word length too. F i n a l l y , f o r . 
recursive f i l t e r s , armew intermediate stage or a new.number 
representation might be defined to overcome t h i s problem. 
W ( Z ) 
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Appendix A. 
T)eterr-'nation of the coefficients f o r high-order d i r i t - a l f i l t e r s . • 
'^ he use of s u b f i l t e r s as basic building blocks for s high-order 
d i g i t a l f i l t e r has been introduced i n chapters 2 and 3. .The p a r a l l e l 
form i s preferable for extension of our f i l t e r to a high-order 
f i l t e r , so we shall consider the determination of the s u b f i l t e r s f o r 
the p a r a l l e l , form. 
th 
I t has bep-n shown i n chapter 3 that for an IT order 
con itinuous f i l t e r having the tranr.fer function 
k 
TI(S) = TT 1 . . A.I. 
1=1 [ s - (a. i j b . ) ] 
\ second order s u b f i l t e r can be written as 
+ th v.'hern (a^-jb^) are the i ' complex and i t s con^.ugate pole positions. 
( c j - j d . ) are the residues evaluated nt thp i^'^ pole and i t s 
conjugate, and 
k i s the integer part of ]' + 1 
2 
For convenience i n writinfv, we v.dll ignoro tho nsuhscript:' . i , 
and then rewrite equation ( A.2. as 
niS; = (c+.id) i (c-^d) AO. 
[ s - ( a + j b ) ] [ s - ( a - j b ) ] 
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TT(S) = 2 (r-R-ac-bd') 
[(s-a)^ H- b 2 ] 
A..4. 
T s i n g the b i l i n e a r Z-transfornation, we replace s by | » 
therefore, the numerator of equation ( A.4. ) becomes 
2 [ cs-ac-bd] c2 -ac-bd 
T 
2 fPc - 2c Z'^  -ac-acZ'^-bd-bdZ 
. L T T • 
1 + 
-1 
' j i c - 2ac - 2bdJ - ^ 4c - 2ac + 2bdj 7'^. 
~ ' ! „-l " 1 + Z A. 5. 
and the denominator becomes 
2 2 r r - n 
(s-a) + b = 2 1-Z - a 
- r 2-l' r l-Z''^ f - ^ f i l a [ 1-Z"^ 1 + a' + ' • b^ 
r i f (l-Z"M ' - 2a 2 (1 
,T ^ • 
- Z - ^ ) ( l + Z - ^ ) ^ a' (UZ-^)^ .b^d^Z-^)' 
( u z - ^ ) ^ 
. 8 Z - ^ i Z-^-ia./laZ-^a^ -H2a^  Z-Wz-2.b^2b^Z-^b Z"^  
_ iji2 fp2 rp2 rp 
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( i ^ z - ^ ) ^ 
"hereforr., K (I) 
A.(?. 
2 2 / 2 
= 2a + 2b - 8/?^ 
i . • 
j. + 4a + a" + b" 
• Pi = T 
D 
=;ubstitutin£: equ;.ition ( A. 5. ) an.-] ( A.6. ) into ( A.4. ),H(S) 
hecores ^Z) 
(l^Z"-"") "|ic-?ac-?bc^ 4c 2^nc-^ 2bd j "."-^  
K (1-HP^Z-^+P2^'^^ 
' (4c-2ac-?l)cl) 
T 
(4c+2ac+2bd):; ,-r 
l - / 5 , Z-^+/i , Z " ^ 
= (l-HZ ^1 
_9 [i c?-ac?^-bdr\ D 2r. 2D / 
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= ( 1 + z"^) (Aq + A^z'^) 
: 1 + /3^Z"^ + / 5 2 2 " ^ 
. - 1 , ._ . „-l 
1 ^ . / I j Z - l + P j Z ^ ^ 
,1 +/SjZ-i +PjZ-^ 
z-1 
i+AiZ'V^z'^ i. 7. 
I 
where G., j = *1 
I 
A 2 
- 1 0 0 -
A =• cT - acT^ - bdT^ - T f c / l -aT\- d/bT\" ° ; F " 2 D 2 D \ \ 2 } \2 Jl 
- cT - acT^- bdT^ - =T f c / 1+aT \ + d / bT\l • \ F iT 2r \ K 2 I \2 li 
D 
. J ["-(ff -iff] 
I t s^hould be stressed, here that the equation A. 8. i s v a l i d only 
f o r s u b f i l t e r s of a high-order f i l t e r , ( N>2 ). But, i f a second . 
order continuous f i l t e r function i s given, as i n section 4 » equation 
( A.8. ) can be derived d i r e c t l y from the pole positions without using 
the residues. 
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ArrEFT)IXJ3 t CIRCUITS OF A-D COITOTER AKD D-A CQ^^TER. 
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• Appendix C. 
A FORTRAIT pro/?ramne f o r determination of diicc responses of the f i l t e r s . 
I 
DIfI3TSI0r: WZ(150),A0(15Q),B1(150),B2(150),YZ(150) 
READ 100, ALFEAO, ALPHAl, BETAl, BETA? 
100 PORVAT ( 4P13.10) 
PRITJT 200, ALPHAO, ALPHAl, BETAl, BETA2 
200 FORLTAT (///5X,P13.10,5X,P13.10,5X,P13.10,5X,F13.10) 
C 
c 
c 
c 
c 
WZ(1)"0 
WZ(2)=0 
?.'Z(3)=0 
xz-0.5 
I 
XZ I S THE D.C. IKPTJT. 
v r z(l) .^RE THE I M W n^IATE STAGE. 
y z ( l ) ABE THE OUTPlffTS. 
i 
DO 1 1=4,104 
VZ(.l)=XZ-3FTAlo WZ(I-1)-BETA2» WZ(l-2) 
j|o(l)=\?Z(l) « ALPHAO 
A1(I)^VZ(I -1 ) « ALPHAl 
Bl(l)»WZ(l-l)» BETAl 
I . 
•32(l)-V,'Z(l-2)* 3ETA2 
YZ(I)=A0(I)+A1(I)+B2(I) 
-1.05-
1 COTTTITTPE 
FRIHT 'J 00 
300 PdHMAT (////) 
PRINT 400, (XZ'^WZ(I),A0(I)1A1(I),^1(I),T52(I),YZ(I),1=4,104) 
400 FOra/AT (2X,P10. 5,2X,P10.5,2X,F10.5,2X,no. 5,2X,F10.5t-^K 
1F10.5,2X,F10.5) 
STOP 
MB. 
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