Abstract-A class of Labeled Random Finite Set filters known as the delta-Generalized Labeled Multi-Bernoulli (dGLMB) filter represents the filtering density as a set of weighted hypotheses, with each hypothesis consisting of a set of labeled tracks, which are in turn pairs of a track label and a track density. Upon update with a batch of measurements, each hypothesis gives rise to many child hypotheses, and therefore for any practical application, truncation has to be performed and compute budget has to be utilized efficiently. We have adopted a factored filtering density through the use of a novel Merge/Split algorithm: When some factors become coupled through new measurements that gate with them, they are merged into one factor by forming "product hypotheses." The merged factor can subsequently be split into two factors, one gating with the measurements while the other not, if the "joint probability reconstruction error" is within a given tolerance and therefore independence between the two factors can be considered to hold true. A key to the algorithm is the exploitation of "diminishing influence" of old measurements on the current state, so that a kinematic density is indexed by a sequence of most recently incorporated measurement IDs. With such indexing, the problem is discretized, and factorization of the dGLMB density is carried out through marginalization that "combines terms" to have a reduction in the total number of hypotheses. Factors that have become "empty" are deleted. Thus, the Merge/Split algorithm adaptively creates and maintains significant factors within a compute budget.
I. INTRODUCTION
M ULTITARGET tracking is a challenging problem that can be solved in the framework of Joint Probabilistic Data Association Filter (JPDAF), Multiple Hypothesis Tracking (MHT), and Random Finite Set (RFS); see a recent survey paper [1] with a comprehensive list of references. A class of Labeled RFS filters known as the δ-Generalized Labeled Multi-Bernoulli (δ-GLMB) filter has been shown to provide a "closed form" solution to such tracking problems [2] , [3] , and many successful applications have been reported in the literature. As has been shown in [4] (and stated more explicitly in [5] ), a δ-GLMB filter represents the filtering density as a set of weighted hypotheses, with each hypothesis consisting of labeled tracks 1 , which are in turn pairs of a track label and a track (kinematic) density. Upon update with a batch of measurements, each hypothesis gives rise to many child hypotheses [4] , and therefore for any practical application, Lingji Chen is with Aptiv, Boston, MA 02210 USA (e-mail: chenlingji@ieee.org). 1 or more precisely, labeled track points at the current time, as opposed to a history over time truncation has to be performed in order to fit a given compute budget, expressed for example as the maximum number K of hypotheses held simultaneously in memory. However, in trying to apply δ-GLMB filtering to multitarget tracking, we have observed a degeneracy problem of sorts: As filtering proceeds, the budget will be consumed mostly by "incumbents," so much so that upon truncation, a nascent track is often excluded from the "top K" hypotheses because of its small weight, and never gets the opportunity to accumulate measurements over a few update steps to attain a large enough weight to be included. This phenomenon is reminiscent of the degeneracy problem encountered in particle filtering without resampling, when new likelihoods are "killed" by all but one weights that have become practically zero.
To seek a viable way to efficiently manage the hypotheses in δ-GLMB, we note the following: Suppose that a platform carries two sensors, one looking east and one looking west. If each runs a δ-GLMB tracker on its own data with say 10 hypotheses respectively, then the two sets of tracks are most likely independent of each other, and we need only 10 + 10 = 20 hypotheses and this knowledge of independence to characterize the whole scene. However, if we use only one, global δ-GLMB tracker that ingests measurements from both sensors without consideration of independence, then we would need 10 × 10 = 100 hypotheses. This motivates us to find independence wherever we can and exploit a factored representation whenever we can.
When we are given a probability distribution table P (A, B) for two discrete random variables A and B, we can first perform marginalization to obtain P (A) and P (B), and then examine the discrepancy between the original value P (A, B) and the "reconstructed" value P (A)P (B) to decide whether independence holds (numerically). When it does, we achieve a more parsimonious representation because the marginalized value, P (a 1 ) = P (a 1 , b 1 ) + P (a 1 , b 2 ) for example, combines two numbers into one. In the context of δ-GLMB marginalization, we would want αp 1 (x) + βp 2 (x) = (α + β)p(x) for example, where we have combined two terms into one. Formally we can certainly define the new densityp(·) as p(x) α α+β p 1 (x) + β α+β p 2 (x), but in general this would lead to a multimodal density that has the potential to generate ever increasing number of terms; we would have only traded the complexity of managing hypotheses for the complexity of managing modes. Our view is that multiple hypotheses with unimodal densities are more intuitive than a single hypothesis with a multimodal density. Thus we only exploit cases where the densities to be combined are more or less the same, i.e., have a track with a label (or, track ID) that appears both in Hypothesis 1 and in Hypothesis 2, with differing kinematic densities (as a result of having the same birth but having been updated with different sequences of measurements). We see no value in keeping "Track " formally as a single entity by giving it a multimodal density.
Rather than defining a metric to compute the distance between two kinematic densities (which are almost never numerically identical to each other), and subsequently defining a representative density for the purpose of combining a group of them into one, we take a much simpler approach. We exploit a usual property of kinematic measurements, which is that the effect of past measurements on the current filtering density diminishes as time progresses. This means that, if we identify a kinematic density with the (ever growing) sequence of measurement IDs that have been incorporated in its Bayesian update, then we can further restrict the sequence to be the most recent N , where N is a design parameter. Thus we can index a kinematic density with a finite-length tuple 2 , and trivially decide which one is identical to which, for the purpose of marginalization. This makes our Merge/Split algorithm simple to state and easy to execute.
Our algorithm is closely related to and inspired by recent results in the literature. The very popular Labeled MultiBernoulli (LMB) filter is used to approximate a δ-GLMB filter in [6] , [7] ; it is effectively factorization down to singletrack factors, and therefore can be considered as a special case in our framework. To perform measurement update, δ-GLMB is reconstructed (losslessly, before truncation) from LMB, but to condense δ-GLMB into LMB, a large approximation error may occur if independence is far from being valid. An adaptive scheme is proposed in [8] to judiciously switch between LMB and δ-GLMB, taking advantage of the parsimony of the former, and the "high resolution" of the latter. The switching criteria include the Kullback-Leibler Criterion and the Entropy Criterion. Our Merge/Split algorithm is also an adaptive scheme that can switch between the "singleton" LMB, the "full" δ-GLMB, and everything else in between, and the switching criterion is simply based on comparing the joint probability reconstruction error with a predefined tolerance.
Using factored representation and partitioning to have maximal independence are proposed in [9] . However, being only a preprint on arxiv.org, the paper does not seem to have provided enough algorithm details to show how the number of hypotheses in the marginalized densities are reduced 3 , or to show how exactly the partitioning is carried out. Nevertheless our algorithm is to a large extent inspired by this paper.
The Marginalized δ-GLMB proposed in [10] first performs marginalization over the entire association history, then further combines the hypotheses through the use of multimodal densities. The first step can be considered as a special case of N = 1 in our framework; we do not perform the second step.
Factorization and marginalization are also formally defined in [11] for a labeled RFS in general and for a δ-GLMB in particular, based on correlations between RFS variables. There are not enough algorihm details to evaluate the practical implications.
This letter is written in a style consciously chosen to present the algorithm in a rigorous and precise fashion, without resorting to many of the formal mathematical notations commonly seen in the literature. All the steps involved are fully specified in the text, in the Appendix, and in the cited papers, so that a practitioner can easily implement the algorithm in their RFS framework. The letter is organized as follows. In Section II we review the measurement update step in δ-GLMB, and describe a new way of selecting the best K hypotheses. In Section III we define indexing of the kinematic density. In Section IV we define marginalization and independence check. In Section V we present the Merge/Split algorithm. We illustrate the evolution of the number of factors and hypotheses, and draw conclusions in Section VI.
II. SELECTING THE BEST K HYPOTHESES For δ-GLMB filtering, measurement update is performed jointly with motion prediction as is described in [4] . For each hypothesis, there is an associated LMB birth model; by treating birth probability as survival probability "from nothing," we can treat both existing tracks and new born track candidates in the same way and refer to them simply as tracks. To determine most likely ways of associating tracks with measurements, we construct a likelihood matrix that has rows for tracks, and three column blocks for measurements, missed detections, and deaths respectively. An entry in the first column block is the likelihood of a track having survived and being observed by that measurement, normalized by the density of all measurements being clutter. The second column block is diagonal, and an entry is the probability of a track having survived but being misdetected. The third column block is also diagonal, and an entry is the probability of a track having died. We take the negative log of the likelihood matrix to get a cost matrix. A valid data association is defined by an assignment of the matrix such that each row has one entry selected and each column has at most one entry selected. The sum of the selected entries defines the cost of the association, the smaller the cost, the higher the likelihood.
The best assignment can be found by using the Munkres algorithm [12] , while the best K assignments can be enumerated by using the Murty's algorithm [13] . Both have modern, faster versions; see [14] and the references therein. Since all current hypotheses perform this operation, and the union of their children constitute the next generation of hypotheses, a suboptimal but parallelizable selection scheme is to allocate, a priori, fixed number of children for each hypothesis, e.g., in proportion to its prior weight. The scheme is suboptimal because it may turn out that some child of a high-weight parent has a smaller weight than some would-be child of a lower-weight parent if the latter were given a larger allocation.
If we implement the Murty's algorithm (or its variant) in the style of an iterator, i.e., with methods such as has_next() and get_next(), then the optimal selection scheme 4 can be defined as follows:
1) Let each hypothesis produce its best child, and put these in a selection buffer. 2) Take the best from the buffer, and replace the content with the next best child from the same parent. 3) Repeat until all top K hypotheses have been obtained, or until no more children are available. Our observation has been that, with the Merge/Split algorithm, we typically do not need a large value for K, and the Murty's algorithm is not a bottleneck for the tracker.
III. LOCALIZED TRACKS AND INDEXING OF DENSITY
For simplicity we consider only the kinematic state, and only sensing modalities that provide fast enough convergence for filtering, such as range/bearing/range-rate from a radar. As we noted earlier, when a track has a kinematic density that is multimodal, the complexity of inference is significantly higher than the case of unimodal, and is on par with having multiple hypotheses each with a unimodal density. Thus, at the end of a filtering step, for any hypothesis with a multimodal track density, we add a dimension to the hypothesis space that corresponds to the "mode number" and replace this hypothesis with new ones that differ only by the track density under consideration. The process may have to be repeated until no more multimodal track density is present in any hypothesis.
We identify a track density with the sequence of measurement IDs that have been assigned to the track for its update. A multimodal posterior is usually the result of a multimodal measurement likelihood, and in such a case, the measurement ID also includes the mode 5 . Such a sequence increases in length as filtering progresses. However, with modern, fast converging sensors, the effect of old measurements diminishes quickly. In other words, if two track densities have incorporated the same measurements for the last, say, 5 updates, then their difference is usually negligible. This motivates us to use a fix-length moving window to keep the most recent N measurement IDs as an identifier of the track density. Then we can index a track by the pair (track_id, density_id), and subsequently index a hypothesis by hypo_id, the sequence of such pairs sorted by track_id.
Before we do anything else, this already gives us a convenient way to carry out some hypotheses management: We perform marginalization over the "forgotten" history by keeping only one copy from the hypotheses with the same hypo_id, and replacing its weight with the sum of all their weights. When N = 1, this would correspond to the first step of Marginalized δ-GLMB in [10] .
IV. MARGINALIZATION AND INDEPENDENCE CHECK
In tracking, the operation of (coarse) gating is usually performed so as not to consider the association between a measurement and a track that has a likelihood of practically zero. In δ-GLMB, a track ID may appear in different hypotheses with different density IDs, and therefore we declare a track ID to gate with a measurement ID if and only if any track with this ID has a density that gates. Thus we can partition the track IDs into two sets, those that gate and those that do not. Following this, we split each hypothesis into two subhypotheses, with the track IDs in a subhypothesis coming entirely from one or the other set. Now we construct a joint probability table, with row index i for the gated subhypotheses, and column index j for the non-gated ones. At the table entry P (i, j), we put in the sum of the weights of all the original hypotheses 6 having their IDs defined by the union of the IDs indexed by i and j.
Marginal distributions P (i) and P (j) can be obtained in a straightforward manner. If independence is assumed, then the reconstruction error can be defined as max i,j |P (i, j) − P (i)P (j)|, which can be compared to a given tolerance to decide whether we want to replace the original hypotheses with the two sets of subhypotheses as two factors.
V. THE MERGE/SPLIT ALGORITHM Upon the arrival of a new batch of measurements, the first step is to obtain clusters of measurements and tracks, such that entities from different clusters do not gate. This is achieved by constructing a boolean matrix with rows indexing measurement IDs and columns indexing the union of track IDs and measurement IDs, and an entry denotes whether the two entities gate or not. Then the efficient algorithm presented in [15] can be used on this matrix to obtain the desired clusters.
The clusters fall into one of the following three categories: 1) The cluster has only one track but no gated measurements. It is ignored. 2) The cluster has a set of measurements (that gate among themselves) but no gated tracks. A new factor is created by performing an update (of an empty hypothesis) with this set of measurements. 3) The cluster has both measurements and gated tracks.
Because the track IDs can come from different factors as was discussed in the previous section, further partitioning is needed to determine how update should be carried out. For the third case, we perform the same clustering algorithm in [15] a second time, on another boolean matrix constructed with rows indexing factors, and columns indexing the above measurement clusters. For convenience we call the resulting clusters from this second stage clustering, "super groups," which fall into the following cases:
1) The super group contains factors but no gated measurement clusters. The factors may be updated with "negative information" (i.e., the tracks are in the field of view of the sensor but are nonetheless not observed). 2) Otherwise, we will consider whether merging and splitting should be performed, depending on the following sub-cases: a) The super group contains measurement clusters but no gated factors. A new factor is created by an update with the union of the measurements.
b) The super group contains both measurement clusters and factors. We consider merging and splitting: i) If there is only one factor, then no merging is needed. The factor is updated with the union of the measurements. ii) If there is more than one factor, then merge them using the algorithm presented in the Appendix, which is a faster alternative to using the K-shortest path algorithm as proposed in [3] . Now there is an opportunity for splitting: Although the measurements couple the factors that are then merged, they may still gate with only a subset of the tracks; see Fig. 1 . We try out marginalization and determine the reconstruction error as described in Section IV. A) If independence can be considered to hold, then retain the two split factors, update one with the measurements, and update the other with negative information. Delete the the original, before-merging factors. B) Otherwise, update the merged factor with the measurements, and replace the original factors with the merged one. 
VI. CONCLUSIONS
In this letter we have presented a Merge/Split algorithm to efficiently manage hypotheses in the framework of multitarget tracking using δ-GLMB filters. A factored representation of the posterior density is maintained, by merging factors that are coupled by new measurements, and by splitting the merged factor if independence condition is met. When targets are well separated, they give rise to single-track factors that contain hypotheses about this track being absent, observed, or missed. These factors are effectively LMB densities. When tracks get close to each other and confusion is possible, factors are merged and inference is conducted jointly with the tracks and their gating measurements, taking advantage of the resolution capability of δ-GLMB. This effectively exploits the local nature of tracking but provides a global track picture.
This algorithm has been successfully employed in challenging applications. Work is underway to present evaluation results in a future publication using published data, e.g., nuScenes [16] . Here we present one plot in Fig. 2 to give the reader an idea of the evolution of the number of factors and the total number of hypotheses. In this experiment, each hypothesis is allowed to have at most 10 child hypotheses, and merging is allowed to have 30 hypotheses. The brute force enumeration can be replaced by a more efficient procedure of "popping" two sorted queues, but the gain is not significant for small values of K. We prove the correctness of the algorithm by contradiction. For simplicity we assume that there is no tie in sum comparison. SupposeS N {s 1 , . . . ,s N } is one of the top K selections but is missed by our algorithm. Then we reason as follows.
• First, we conclude thatS N −1 {s 1 , . . . ,s N −1 } ∈ T K N −1 , because otherwise, by Step 3 of the algorithm, S N is one of the enumerated candidates and should not have been missed.
• Second, the existence ofS N −1 ∈ T K N −1 means that the cardinality of T K N −1 is no less than K.
• Third, let the smallest element in A N be a. Then every extension of T K N −1 with a is smaller thanS N . But there are K of the former, thus contradicting the assumption thatS N is in top K.
