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Abstract 
 
In this paper, a robust surveillance system to enable robots to detect humans in indoor 
environments is proposed. The proposed method is based on fusing information from 
thermal and depth images which allows the detection of human even under occlusion. 
The proposed method consists of three stages; pre-processing, ROI generation and object 
classification. A new dataset was developed to evaluate the performance of the 
proposed method. The experimental results show that the proposed method is able to 
detect multiple humans under occlusions and illumination variations.   
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1.0 INTRODUCTION 
 
The main function of a surveillance system is to monitor 
an area of interest from any incident. Basically, it 
involves guarding a property against invaders. 
Unfortunately existing surveillance systems rely too 
much on human operators and this is unacceptable if 
the area to be monitored is large. 
Previous surveillance systems are based on face 
recognition [1,2,3,4], motion [5], body detection 
[6,7,8] or a combination of all three [7,9]. Color-based 
segmentation methods have limited applications in 
changing illumination [10], thus some works have 
proposed the use of infrared spectrum [11,12,13,14].  
The work presented here is part of an automated 
surveillance system involving mobile robots, where 
one of the tasks of a mobile robot is to know the exact 
location of people in its surroundings. The platform 
used in this work is the UTMbot mobile robot. A Kinect 
sensor and a thermal camera are placed on top of 
the robot for sensing the environment (see Figure 1). 
This paper is organized as follows. Related works are 
described in Section II. In Section III, the proposed 
methodology is explained. Section IV describes the 
experimental setup and the results are in Section V, 
the paper is concluded. 
 
 
Figure 1 UTMbot-Mobile Robot used in this work 
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2.0  RELATED WORKS 
 
There are several different approaches to human 
detection such as using monocular vision [15][16], 
stereo vision [17][18], sonar + vision [2], thermal vision 
[19][20][21][22], vision + laser [23] and depth sensor 
such as Kinect [24]. Infrared camera has the 
advantage of simplifying the task of detection as it is 
an illumination invariant. Thermal vision simplifies the 
segmentation of human bodies or human body parts 
from the background.  Some works utilize more than 
one sensor [25], however the main issue is to 
determine optimal method on how to incorporate 
information from multiple sensors.  
Detection of multiple humans is one of the main 
element of a machine/robot especially for effective 
human-machine interaction. Most previous efforts on 
overcoming occlusion in detecting multiple objects 
are based on combining some camera inputs such as 
in [26][27][28]. One method is by using mask and 
appearance model to deal with shape changes and 
large occlusions [29]. Works in [30] developed 
Bayesian segmentation approach that combines the 
region-based background subtraction and human 
shape model for detecting humans under occlusion. 
In [31], the authors proposed a dynamic Bayesian 
network to overcome occlusion while in [32], an 
appearance model is used for detecting objects 
under occlusion. A template matching technique 
using appearance features was proposed by [33]. 
Works by [34][35][36] proposed techniques that 
combine the outputs of part detectors to compute 
the likelihood presence of multiple humans while 
considering possible occlusions.  
Recently, [13] proposed a method of human 
detection using 2D head contour model and a 3D 
head surface model to detect seed regions and then 
detect humans by using a region growing algorithm. 
Whereas, work by [37] presented a human detection 
method aimed at handling occlusions using depth 
data obtained from 3D imaging methods. The 
proposed method uses a split-merge approach, over-
segmentation and clustering on foreground regions 
followed by height validation. Consequently, 
evidence has shown that, if the occlusion is too 
severe, most of the current methods will fail [14],[38].  
 
 
3.0  SYSTEM OVERVIEW 
 
This paper presents an approach using thermal and 
depth images for human detection with occlusion 
handling. The overall block diagram is shown in Figure 
2. The proposed method is based on the algorithm 
proposed in [39].  
 
3.1  Pre-processing Module 
 
First, image registration is performed on both depth 
and thermal images. This process is carried out offline 
to obtain camera calibration parameters so that the 
two images (depth and thermal) are properly 
registered producing an output fused image. The 
process is performed only once, manually by an 
operator by selecting similar control points in both 
images. 
Next is the preprocessing stage whereby the depth 
information is normalized between 0 – 255. The input 
depth information, 𝐼𝐷 has a resolution of 13-bits, and is 
normalized using 𝐼𝐷
′ =
𝐼𝐷
213
∗ 255. Next is to register the 
thermal image, 𝐼𝑇 with the depth image, 𝐼𝐷
′   using the 
camera parameters obtained from the registration 
process. 
Viola-Jones cascade object detector is modified for 
the purpose of detecting upper human body 
structure. The cascade object detector is trained 
using a new set of samples gathered from thermal 
images of human upper body. This training consists of 
positive and negative images. The trained detector is 
then applied to the input thermal image, 𝐼𝑇  to obtain 
the bounding box coordinates of persons and these 
coordinates are stored in a matrix which is called BBC 
(bounding box coordinates) which is then passed to 
the ROI generation process.  
 
Figure 2 Overview of the human detection system with 
occlusion handling 
 
 
3.2  ROI Generation 
 
The purpose of ROI generation process is to extract 
regions of interest from the input images (depth and 
thermal) in the presence of background clutter. First, 
the depth image is processed to select ROI with the 
existence of people in the range of depth sensor. Due 
to sensor limitation, it is important to maintain the 
depth information in the range of 3 to 8 meters. Depth 
range below 3 meters and above 8 meters is 
inaccurate [40]. Thermal image is then filtered for 
temperature between 18-37°C for finding the 
existence of humans. 
 
3.3  Object Classification 
 
Object classification is conducted in two stages; 
person prediction and verification. In the first stage 
(person prediction), coordinates obtained from the 
pre-processing stage (BBC) is used to find a new 
person based on the distances in each x-axis and y-
axis of the bounding box. A new matrix is created 
called NPC to collect coordinates and distances of 
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these new persons. This procedure is presented in 
Algorithm 1. In the second stage (verification), NPC is 
compared against BBC to eliminate the coordinates 
of the same person. Finally, the final matrix (RBB) of the 
bounding box is produced. This procedure is 
presented in Algorithm 2. 
 
 
4.0   EVALUATION OF THE PROPOSED 
METHOD 
 
Experiments were conducted in bright illumination as 
well as under no illumination (total darkness). Ground 
truth is used to evaluate the performance of the 
proposed method. 
 
Algorithm 1: Person Prediction 
Initialize the total number of BBCs 
- BBCj = [xj, yj, hj, wj],  j=1,………, N is total number of  
bounding box 
For each BBC 
- j is no. of current BBC 
- Compute the height and width of the current 
bounding box based on min x and min y.  
- Initialize the reference distance (Zr ). 
- Compare distance in every pixel on bounding box 
against Zr :  
o if distance is 0 and same Zr, ignored and go to 
next pixel 
o if distance is not equal to Zr, go to storage array 
- Matrix of new person: NPC = [distance, x, y, j]. Store 
coordinates and distance of new person. 
 
Algorithm 2: Verification 
a. Initialize the total number of NPCs and BBCs 
b. Occlusion handling: Eliminate coordinates of same 
person 
For each NPC: 
- k is no. of current NPC and j is no. of BBC in NPC   
For each BBC:  
- d is no. of current BBC. 
- if j equal to d, ignore and go to next d. 
- if j not equal to d, compare the value of  x in 
current NPC to value  of x-min and x-max in current 
BBC. 
- XNPC ≥ XminBBC && XNPC ≤ XmaxBBC is true, then all 
values of current NPC are removed. 
- XNPC ≥ XminBBC && XNPC ≤ XmaxBBC is false, then all 
values of current NPC are retained. 
- go to next k 
Matrix of real person: update final matrix of bounding box, 
RBB = [BBC; NPC] 
 
4.1  Dataset Collection 
 
A new dataset was developed to assess the 
performance of the proposed method in handling 
occlusions for human detection. Existing human 
detection datasets are not specifically designed for 
evaluating occlusion handling. To specifically 
compare human detection algorithm under 
occlusions, occlusion dataset (MRUL) consisting of 
occluded persons was constructed. The dataset 
consists of thermal and depth images taken using a 
thermal camera (Raven 384) and Microsoft Kinect 
sensor mounted on a mobile platform in a laboratory 
environment [40]. The setup is to imitate the 
characteristics of human sight.  
The proposed algorithm was tested on the UTMBot-
mobile robot through experimental tests performed in 
indoor environment under two illumination conditions; 
bright illumination and no illumination (total darkness).  
Table 1 shows the detail specification of the 
collected dataset.  A total of 1,225 persons were 
labelled in the dataset manually as ground truth.  
 
Table 1 Specification of the developed dataset 
 
 MRUL-D1 
(Bright) 
MRUL-D2 
(Dark) 
Total Frame 320 270 
Selected Frame  122 53 
Max Person  10 10 
Ground Truth, GT  776 340 
GT Occlusion, OGT  78 31 
Total Ground Truth, 
TGT  
854 371 
 
4.2  Ground Truth 
 
To evaluate detection performance, the output of the 
proposed method is compared with the ground truth 
(GT). The performance is evaluated using the following 
metrics; 
a) Number of hits (true positive - TP) 
b) Number of wrong detection (false positive - 
FP) 
c) Number of missed detection(false negative 
- FN) 
Precision, recall and accuracy based on three 
parameters above are also computed.  
a) Precision (P) to indicate the level of false 
positives (FP): 
𝑃 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
 
(1) 
b) Recall (R) to indicate true positives (TP): 
𝑅 =  
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
(2) 
c) Accuracy (A): 
𝐴 =  
𝑇𝑃 + 𝑁𝐺𝑇
𝑇𝑃 +  𝑁𝐺𝑇 + 𝐹𝑃 + 𝐹𝑁
 
(3) 
 
5.0 RESULTS AND DISCUSSION 
 
Performance is evaluated on the dataset shown in 
Table 1. 100 images are selected 
 
Table 2 Results of occlusion handling for human detection 
 
Dataset & Parameter 
 
 
Item 
MRUL-D1 
(Bright) 
MRUL-D2 
(Dark) 
TP FP FN TP FP FN 
Pre-Detection, BBC 765 1 11 331 0 9 
Occlusion Detection, 
NPCR 
70 5 8 28 4 3 
Total Detection, RBB 835 6 19 359 4 12 
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Table 3 Accuracy of the proposed method 
 
 Percentage 
MRUL-D1 
(Bright) 
MRUL-D2 
(Dark) 
Precision  99.28% 98.9% 
Recall  97.78% 96.77% 
Accuracy  98.54% 97.86% 
 
 
Tables 2 and 3 show the results of human detection 
under two different illumination conditions (bright and 
total darkness). For the first dataset MRUL-D1, a total of 
835 true positives were obtained resulting in a 
precision of 99.28%.  
The second dataset MRUL-D2 is used to test the 
proposed method’s applicability in total darkness. The 
dataset contains 371 persons whereby 53 frames 
consist of occluded persons. 359 true positives were 
detected as achieving precision of 98.9%. The 
average processing time for both datasets was found 
to be at 9.52 seconds per frame. Figure 3 shows 
sample output images of the proposed method on 
the dataset. 
 
 
 
 
(a)                                             (b) 
 
 
 (b) 
Figure 3 Several test images used for performance 
evaluation. (a) Output of pre-detection process, (b) output 
after improved human detection and (c) several examples 
of successful multiple human detection. 
 
 
6.0 CONCLUSION 
 
In this paper, a human detection algorithm with 
occlusion handling for surveillance robots was 
proposed. The proposed method utilizes thermal and 
depth sensors to detect humans and resolve 
occlusions. The proposed algorithm was evaluated on 
a dataset developed specifically to evaluate 
occlusion detection. Some of the advantages of the 
proposed method are that it is computationally 
inexpensive and performs well even with occlusion or 
poor illumination. The current work is limited for indoor 
applications and future works should focus on 
addressing this limitation. 
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