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We discuss the coexistence of antiferromagnetism and d-wave superconductivity within the so-
called statistically-consistent Gutzwiller approximation (SGA) applied to the t–J–U model. In
this approach, the averages calculated in a self-consistent manner coincide with those determined
variationally. Such consistency is not guaranteed within the standard renormalized mean field
theory. With the help of SGA, we show that for the typical value J/∣t∣ = 1/3, coexistence of
antiferromagnetism (AF) and superconductivity (SC) appears only for U/∣t∣ > 10.6 and in a very
narrow range of doping (δ ≲ 0.006) in the vicinity of the Mott insulating state, in contrast to
some previous reports. In the coexistent AF+SC phase, a staggered spin-triplet component of the
superconducting gap appears also naturally; its value is very small.
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I. INTRODUCTION: RATIONALE FOR t–J–U
MODEL
High-temperature superconductivity in cuprates is of-
ten described within the effective t–J model1,2 (for a
preliminary treatment of the topic c.f. also Ref. 3).
The model justifies a number of experimental results,
such as superconductivity’s dome-like shape on doping-
temperature phase diagram,4 non-Fermi-liquid behavior
of the normal state for underdoped and optimally doped
systems,5–7 the disappearance of the pairing gap mag-
nitude in the antiferromagnetic state (albeit only at the
doping δ = 0),7,8 and the doping dependence of the pho-
toemission spectrum in the antinodal direction.9,10 All of
these features represent an attractive starting point for
further analysis (cf. Ref. 11).
In the effective t–J model, the value of the kinetic ex-
change integral Jij does not necessarily coincide with the
value Jij = 4t2ij/U obtained perturbationally from the
Hubbard model.2 Instead, it expresses an effective cou-
pling between the copper spins in mixed copper-oxygen
3d–2p holes.12 Therefore, one may say that the values
of the hopping integral tij and that of antiferromagnetic
exchange Jij in that model are practically independent.
Typically, the ratio ∣t∣/J ≈ 3 is taken and corresponds
to the value U/(8∣t∣) = 1.5 in the context of the two-
dimensional Hubbard model. However, after introduc-
ing the bare bandwidth W = 8∣t∣ in the tight-binding
approximation for a square lattice, we obtain the ratio
U/W = 1.5, which is not sufficiently large for the trans-
formation of the original Hubbard model into the t–J
model to be valid in the low order. In that situation, we
are, strictly speaking not within the strong correlation
limit U/W ≫ 1, in which the t–J model was originally
derived.1,2
In order to account properly for the strong electronic
correlations (the bare Hubbard parameter U for Cu2+ ion
is 8-10 eV≫W ≈ 2−3 eV), we can add the Hubbard term
U ∑i nˆi↑nˆi↓ to the t–J model. In this manner, we consider
the exchange integral Jij in this still-effective single-band
model as coming from the full superexchange involving
the oxygen ions rather than from the effective kinetic
exchange only (for critical overview c.f. Ref. 13). This
argument may be regarded as one of the justifications
for introducing the t–J–U model, first used by Daul,14
Basu,15 and Zhang16 (cf. Ref. 17, where comprehensive
justification of the t–J–U is provided).
There is an additional reason for the t–J–U model ap-
plicability to the cuprates. Namely, in the starting, bare
configuration of CuO2−2 structural unit, the hybridization
between the antibonding 2pσ states due to oxygen and
one-hole (3d9) states due to Cu is strong, with the hy-
bridization matrix element ∣V⟨im⟩∣ ∼ 1.5 eV. Therefore,
the hybridization contribution to the hole state itiner-
ancy, at least on the single-particle level, is essential and
hence the effective d–d (Hubbard) interaction is substan-
tially reduced. In effect, we may safely assume that
U ≳ W instead U ≫ W . In this manner, the basic sim-
plicity of the single-band model is preserved, as it pro-
vides not only the description of the strongly correlated
metallic state close to the Mott insulating limit, but also
reduces to the correct limit of the Heisenberg magnet of
spin 1/2 with strong antiferromagnetic exchange integral
J ≈ 0.1 eV in the absence of holes (the Mott-Hubbard
insulating state). Last but not least, within the present
model we can study the limit U → ∞ and compare ex-
plicitly the results with those of canonical t–J model.
Antiferromagnetism (AF) and superconductivity (SC)
ar
X
iv
:1
30
5.
27
27
v3
  [
co
nd
-m
at.
su
pr
-co
n]
  4
 Se
p 2
01
3
2can coexist in the electron doped cuprates,18,19 but
in the hole-doped cuprates the two phases are usu-
ally separated (cf. e.g. the review of Dagotto4).
However, in the late 1990s, reports of a possible co-
existence in the cuprates appeared, first vague (cf.
Ref. 20 (La2−xSrxCu1−yZnyO4)), then more convincing
(cf. e.g. Ref. 21 (La2CuO4+y), Ref. 22 (YBa2Cu3O6.5) or
Ref. 23 (YBa2(Cu0.987Co0.013)3Oy+δ)). Other systems,
where the coexistence has been reported, are organic
superconductors,24 heavy-fermions systems,25 iron-based
superconductors such as Ba(Fe1−xRux)2As2 (Ref. 26),
Ba0.77K0.23Fe2As2 (Ref. 27), Ba(Fe1−xCox)2As2 (Ref. 28
and 29), as well as graphene bilayer systems (cf. Ref. 30).
Our purpose is to undertake a detailed analysis of the
paired (SC) state within the t–J–U model and its coexis-
tence with the two-sublattice antiferromagnetism in two
dimensions. Detailed studies of the t–J–U model have
been carried out by Zhang,16 Gan,31,32 and Bernevig33
who described a transition from gossamer34 and d-
wave35,36 superconductivity to the Mott insulator. How-
ever, the existence of AF order was not considered in
those studies. Some attempts to include AF order were
made by Yuan37 and Heiselberg,38 and very recently by
Voo39 and Liu,40 but in all those works one can question
the authors’ approach. Specifically, the equations used do
not guarantee self-consistency, i.e. the mean-field aver-
ages introduced in a self-consistent manner do not match
those determined variationally.41 We show that the above
problem that appears in the Renormalized Mean Field
Theory (RMFT) formulation, can be overcome by intro-
ducing constraints that ensure the statistical consistency
between the two above ways of determining mean-field
values. This is the principal concept of our statistically
consistent Gutzwiller approach (SGA).42,43
Using SGA we obtain that AF phase is stable only
in the presence of SC in a very narrow region close to
the Mott-Hubbard insulating state, corresponding to the
half-filled (undoped) situation. Additionally, in this AF-
SC coexisting phase, a small staggered spin-triplet com-
ponent of the superconducting gap appears naturally, in
addition to the predominant spin-singlet component.
The structure of the paper is as follows. In Sec. II, we
define the model and provide definitions of the mean-field
parameters. In Sec. III, we introduce the constraints with
the corresponding Lagrange multipliers to guarantee the
consistency of the self-consistent and the variational pro-
cedures of determining the mean-field parameters. The
full minimization procedure is also outlined there. In
Sec. IV, we discuss the numerical results, as well as pro-
vide the values of the introduced Lagrange multipliers.
In Sec. V, we summarize our results and compare them
with those of other studies. In Appendix A, we discuss
the general form of the hopping amplitude and the su-
perconducting gap, as well as some details of the analytic
calculations required to determine the ground state en-
ergy. In Appendixes B and C, we show some details of
our calculations. In Appendix D, we present an alter-
native and equivalent procedure of introducing the La-
grange multipliers to that presented in the main text. In
Appendix E, we list representative values of the param-
eters calculated for different phases.
II. t–J–U MODEL AND EFFECTIVE
SINGLE-PARTICLE HAMILTONIAN
We start from the t–J–U model as represented by the
Hamiltonian16,31,32
Hˆ = t ∑⟨i j⟩, σ (cˆ†iσ cˆjσ +H.c.)+J ∑⟨i j⟩ Sˆi ⋅Sˆj+U∑i nˆi↑nˆi↓, (1)
where: ∑⟨i j⟩ denotes the summation over the nearest
neighboring sites, t is the nearest-neighbor hopping inte-
gral, J is the effective antiferromagnetic exchange inte-
gral, Sˆi is the spin operator in the fermion representation,
and U is the on-site Coulomb repulsion magnitude.
One methodological remark is in place here. Usu-
ally, when starting from the Hubbard or t–J models
and discussing subsequently the correlated states and
phases, one neglects the intersite repulsive Coulomb in-
teraction ∼ K∑⟨ij⟩ nˆinˆj , where nˆi = ∑σ nˆiσ is the num-
ber of particles on site i. In the strong-correlation limit
U ≫ W the corresponding transformation to the effec-
tive t-J model provides2 the effective exchange integral
Jij = 4t2ij/(U −K), and since K ∼ U/3, we have a strong
enhancement (∼ 30%) of the kinetic exchange integral.
Strictly speaking, the contribution ∼ K should be then
also added to the effective Hamiltonian (1). However,
this term has been neglected, as well as the similar con-
tribution ∼ (J/4)∑⟨ij⟩ nˆinˆj appearing in the full Dirac
exchange operator2, since we assume that the physically
meaningful regime is that with U ≳W ≫ K so that any
charge-density wave instability is irrelevant in this limit.
We study properties of the above Hamiltonian using
the Gutzwiller variational approach,44 in which the trial
wave function has the form34,37,38 ∣Ψ⟩ = PˆG∣Ψ0⟩, where
PˆG is an operator specifying explicitly the configurations
with double on-site occupancies, and ∣Ψ0⟩ is an eigenstate
of a single-particle Hamiltonian (to be defined later).
Since the correlated state ∣Ψ⟩ is related to ∣Ψ0⟩, the av-
erage value of the Hamiltonian Hˆ can be expressed as
⟨Ψ∣Hˆ∣Ψ⟩⟨Ψ∣Ψ⟩ = ⟨Ψ0∣PˆGHˆPˆG∣Ψ0⟩⟨Ψ0∣Pˆ 2G∣Ψ0⟩ ≈ ⟨Ψ0∣Hˆeff∣Ψ0⟩ ≡ ⟨Hˆeff⟩0,
(2)
where ⟨. . .⟩0 means the average evaluated with respect to∣Ψ0⟩, and16,31,32,37,38
Hˆeff = gtt ∑⟨i j⟩, σ (cˆ†iσ cˆjσ +H.c.)+gsJ ∑⟨i j⟩ Sˆi ⋅ Sˆj +Ud2 (3)
is the effective Hamiltonian resulting from the
Gutzwiller approximation44 (GA). In the above formula,
d2 ≡ ⟨nˆi↑nˆi↓⟩0 is the double-occupancy probability, gt and
gs are the so-called Gutzwiller renormalization factors
3determined by the statistical counting of configuration
with given Nd2, Nw and Nr. (cf. Refs. 45 and 46)
gt = n − 2d2
n − 2rw ⎛⎝
√(1 −w)(1 − n + d2)
1 − r +
√
wd2
r
⎞⎠
×⎛⎝
√(1 − r)(1 − n + d2)
1 −w +
√
rd2
w
⎞⎠ , (4a)
gs = ( n − 2d2
n − 2rw)2 , (4b)
where n is the average number of electrons (occupancy)
per site. To discuss AF order, the lattice is divided into
two interpenetrating sublattices: A, where the majority
of spins are oriented ↑, and B, where the majority of spins
are oriented ↓. For sublattice A, r ≡ ⟨nˆi↑⟩ = 12 (n +mAF )
and w ≡ ⟨nˆi↓⟩ = 12 (n −mAF ), where mAF is the anti-
ferromagnetic (staggered) spin polarization per site. For
sublattice B, the definitions of w and r are interchanged.
Note, that the Gutzwiller factor (4b) has the same form
for both 1
2
(Sˆxi Sˆyj + Sˆxi Sˆyj ) and Sˆzi Sˆzj parts of Sˆi ⋅ Sˆj . In
a refined approach, two distinct Gutzwiller factors gxys
and gzx may be considered (cf. Ref. 47). However, in
this paper it is assumed that gxys = gzx ≡ gs, which is
broadly accepted (see e.g. Refs. 16, 31, 32, 37, and 38).
The reason is that the spin-singlet paired state is spin-
rotationally invariant and in the case of coexistent anti-
ferromagnetic state we limit ourselves to the mean-field-
approach paradigm with the resulting Néel state.
In order to evaluate ⟨Hˆeff⟩0 we define the average num-
ber of electrons per site with spin σ as
niσ ≡ ⟨cˆ†iσ cˆiσ⟩0 = 12 (n + σ eiQ⋅RimAF ) , (5)
with Q ≡ (pi, pi), and with Ri denoting position vector
of site i and the following bare (nonrenormalized) quan-
tities: the hopping amplitude for the nearest neighbors⟨i, j⟩ as
χijσ ≡ ⟨cˆ†iσ cˆjσ⟩0 = χAB , (6)
and the pairing order parameter in real space in the form
∆ijσ ≡ ⟨cˆiσ cˆjσ¯⟩0 ≡ −τij (σ∆S + eiQ⋅Ri∆T ) , (7)
where τij ≡ 1 for j = i±xˆ and τij ≡ −1 for j = i±yˆ (in order
to ensure the d-wave symmetry). In consequence, the
spin-singlet (∆S) and the spin-triplet (∆T ) components
of the gap are defined as
τij∆S = 1
4
(⟨cˆj∈B ↓cˆi∈A↑⟩0 + ⟨cˆi∈A ↓cˆj∈B↑⟩0 +H.c.)
= 1
4
τij (∆A +∆B +H.c.) , (8a)
τij∆T = 1
4
(⟨cˆj∈B ↓cˆi∈A↑⟩0 − ⟨cˆi∈A ↓cˆj∈B↑⟩0 +H.c.)
= 1
4
τij (∆A −∆B +H.c.) . (8b)
Figure 1. (Color online) Schematic representation of the dif-
ference between the pairing parameters for the majority-spin
electrons (large arrows) and the minority-spin electrons (small
arrows) in the two-sublattice system with AF order. Since
for mAF ≠ 0 there may be that the real part of ∆A and ∆B
might be different, and a spin-triplet component of the super-
conducting order has to be considered [cf. Eq. (8b)].
In some works (e.g. in Refs. 37 and 38) the triplet com-
ponent is disregarded. However, since ∆A represents an
average pairing for majority spins on nearest neighboring
sites and ∆B an average pairing of minority spins (when
AF order is present, cf. Fig. 1), the real part of ∆A and
∆B might be different (cf. also the work of Tsonis48 and
Aperis49 regarding the inadequacy of a single-component
order parameter to describe the SC phase). Therefore,
in this paper, this more comprehensive structure is intro-
duced. Nonetheless, in order to evaluate the significance
of introducing the triplet term for the SC gap, the results
are compared also with those obtained for the case when
∆T is set to zero.
Applying the Wick’s theorem to the Eq. (2), the ex-
pectation value ⟨Hˆeff ⟩0 ≡W can be obtained in the form
(see Appendix A for details)
W
Λ
= 8gttχAB +Ud2 − gsJ (1
2
m2AF + 3χ2AB + 3∆2S −∆2T) ,
(9)
where Λ is the number of atomic sites in the system.
Note that the total energy of this correlated system is
composed of three interdependent parts: (i) the renor-
malized hopping energy ∼ tgtχAB < 0, (ii) the correla-
tion energy Ud2 > 0, and (iii) the exchange contribution∼ gsJ lowering both the energies of AF and SC states.
This balance of physical energies will be amended next
by the constraints introducing the statistical consistency
into this mean-field system to guarantee that the self-
consistent and the variational procedures will lead to the
same single-particle states (this is the so-called Bogoli-
ubov principle for the optimal single-particle states))
To summarize, the process of derivation of the effec-
tive single-particle Hamiltonian (3) is fully justified by
its definition (2) which involves an averaging procedure
over an uncorrelated state ∣Ψ0⟩. This state is selected
implicitly. In general, it is the state with broken symme-
try, i.e. with nonzero values of mAF , ∆S , and ∆T . In
other words, ∣Ψ0⟩ is defined through the values of order
4parameters to be determined either self-consistently or
variationally. This is the usual procedure proposed orig-
inally by Bogoliubov50 in his version of BCS theory and
by Slater51 in the theory of itinerant antiferromagnetism.
Here their simple version of mean theory becomes more
sophisticated, since the renormalization factors contain
also the order parameters and in a singular formal form.
This last feature leads to basic formal changes in formu-
lation of the renormalized mean-field theory, as discussed
next.
III. QUASIPARTICLE STATES AND
MINIMIZATION PROCEDURE FOR THE
GROUND STATE
Following Refs. 41–43, 52, and 53, we write the mean-
field grand Hamiltonian in the form
Kˆ ≡W − ∑⟨i j⟩, σ (λχijσ (cˆ†iσ cˆjσ − χijσ) +H.c.)− ∑⟨i j⟩, σ (λ∆ijσ (cˆiσ cˆjσ¯ −∆ijσ) +H.c.)−∑
iσ
(λniσ (nˆiσ − niσ)) − µ∑
iσ
nˆiσ, (10)
where µ is the chemical potential, and the Lagrange mul-
tipliers {λ} are introduced for each operator whose aver-
age appears in W [Eq. (9)]. The Lagrange multipliers
can be interpreted as the correlation-induced effective
fields. We should underline, that the additional terms
guarantee that the averages calculated in a self-consistent
manner coincide with those determined from variational
minimization principle of the appropriate free- or ground-
state energy functional. Due to the dependence of the
renormalization factors on the mean-field values, the two
ways of their calculation do differ, but the introduced
constraints ensure their equality. In this manner, as
said above, the approach is explicitly in agreement with
the Bogoliubov theorem that the single-particle approach
represents the optimal formulation from the principle of
maximal-entropy point of view42,43. Also, the fields {λ}
are assumed to have the same symmetry as the broken-
symmetry states, to which they are applied [cf. Eqs. (5),
(6), and (7)]. Namely,
λniσ = 12 (λn + σeiQ⋅riλm) , (11a)
λχijσ = λχ, (11b)
λ∆ijσ = −τij (σλ∆S + eiQ⋅riλ∆T ) . (11c)
To solve Hamiltonian (10), space Fourier transforma-
tion is performed first. Then, the Hamiltonian is diag-
onalized and yields four branches of eigenvalues (details
of the calculations are presented in Appendix B). Next,
we define the generalized grand potential functional at
temperature T > 0 as given by
F = − 1
β
lnZ, with Z = Tr(e−βKˆ) , (12)
with β ≡ 1/kBT . Explicitly, F then has the following
form [cf. Eq. (B7) in Appendix B]:
F/Λ = 8gttχAB − gsJ (1
2
m2AF + 3χ2AB + 3∆2S −∆2T)
+ 1
2
λn(n−1)+ 1
2
λmmAF +8 (λχχAB + λ∆S∆S + λ∆T ∆T )
− 1
Λβ
∑
l,k
ln(1 + e−βElk) +Ud2 − µ. (13)
The necessary conditions for the minimum of F subject
to all constraints are
∂F
∂A⃗
= 0, ∂F
∂λ⃗
= 0, and ∂F
∂d
= 0, (14)
where the five mean-field parameters are labeled collec-
tively as A⃗, and the Lagrange multipliers as λ⃗ [the full
form of Eqs. (14) is presented in Appendix C]. Note that
five above equations (∂F/∂A⃗ = 0) can be easily elimi-
nated, reducing the system of algebraic equations to be
solved (cf. Appendix C and discussion in Appendix D).
One should note one nontrivial methodological feature
of the approach contained in the grand Hamiltonian (10).
namely, the effective Hamiltonian (3) appears in it in
the form of expectation value W [cf. Eq. (9)], whereas
the constraints appear in Eq. (10) in the explicite oper-
ator form. This is a nonstandard mean-field version of
approach. The correspondence to and main difference
with the standard renormalized mean-field approach is
discussed in Appendix D.
As we are interested in the ground-state properties
(T = 0), we take the T → 0 limit. We have checked that
taking β−1 = kBT = 0.002 ∣t∣ is sufficient for practical
purposes.54
IV. RESULTS: PHASE DIAGRAM AND
MICROSCOPIC CHARACTERISTICS
The stable phase is determined by the solution which
has the lowest physical free energy defined as minimal
value of
F = F0 + µΛn, (15)
where F0 denotes the value of F obtained at the mini-
mum [cf. conditions (14)].
The minimum of F was obtained numerically using GNU
Scientific Library (GSL),55 and unless stated other-
wise, all calculations were made for t = −1, J = ∣t∣/3,
β∣t∣ = 500 on a two-dimensional square lattice of size
Λ = 512 × 512 with periodic boundary conditions.
A representative phase diagram on the Coulomb repul-
sion U – hole doping δ plane is exhibited in Fig. 2. We
find three stable phases: SC, AF and phase with coex-
isting SC and AF order (labeled collectively as AF+SC).
The pure AF stable phase is found only for δ ≡ 1 − n = 0
and U/∣t∣ > 10.6. The region where the AF+SC appears
5Figure 2. (Color online) Representative phase diagram for
the t–J–U model on the Coulomb repulsion – hole doping
plane. The phases are labeled as follows: SC – superconduct-
ing phase, AF+SC – phase with coexisting superconducting
and antiferromagnetic orders. The pure stable AF phase is
found only for δ = 0 and for U > 10.6∣t∣. The value U/∣t∣ = 12
marked by the dashed vertical line is taken in the subsequent
analysis. The solid line is a our result. The dashed line is the
result of previous studies (Refs. 37, 38, and 40).
is limited to a very close proximity to the Mott insu-
lating state (hole-doping range δ ∈ (0, 0.006)). Our re-
sults differ significantly from previous studies (cf., e.q.,
Refs. 37, 38, and 40), where a much wider coexistence re-
gion was reported (dashed line in Fig. 2). The previous
results were an effect of the non-statistically-consisted
RMFT approach used, as also is explained below. Us-
ing our method, such a consistency is achieved, and as
a result a much narrower coexistence regime appears.
It squares with recent experimental studies, where the
region of AF+SC was reported to be narrow {cf. e.g.
Bernhard29 [study of Ba(Fe1−xCox)2As2], where the co-
existence region is not wider than 0.02 (of the hole doping
range)}.
For further analysis we restrict ourselves to U/∣t∣ = 12,
as marked by the dashed vertical line in Fig. 2. In
Figs. 3 and 4, we plot the doping dependence of the mean-
fields and the correlation fields. The magnitude of ∆T
is non-zero only in the region with AF order (i.e. when
mAF ≠ 0).
The correlated spin-singlet gap parameter in real space
is defined as
τij∆
c
S = 14 (⟨cˆi∈A ↓cˆj∈B↑⟩ − ⟨cˆi∈A↑cˆj∈B ↓⟩ +H.c.) , (16)
where the average is calculated using the Gutzwiller wave
function ∣Ψ⟩, instead of ∣Ψ0⟩. Approximately (within
GA), the correlated (physical) SC order parameters can
be expressed as37,38
∆cS = g∆∆S , and ∆cT = g∆∆T , (17)
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where
g∆ = n − 2d2
2(n − 2rw)
⎡⎢⎢⎢⎢⎢⎣
⎛⎝
√(1 −w)(1 − n + d2)
1 − r +
√
wd2
r
⎞⎠
2 +
+ ⎛⎝
√(1 − r)(1 − n + d2)
1 −w +
√
rd2
w
⎞⎠
2⎤⎥⎥⎥⎥⎥⎦ . (18)
The AF order parameter, and the renormalized hopping
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transforms into an AF insulator. For δ ≳ 0.1, the hopping
amplitude χcAB increases substantially. Inset: dependence of
∆cT in the vicinity of the half-filling. Note, that the value of
∆cT is about 10
4 times smaller than the value of ∆cS .
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Figure 6. (Color online) Profile of the correlated singlet gap
∆cS for selected values of U/∣t∣ versus hole-doping (top). The
limiting values of ∆cS and d
2 for n ≈ 1 are presented in the
bottom panel.
parameter are defined in a similar manner, specifically
mcAF = gmmAF , (19)
χcAB = gt χAB , (20)
where gt is presented in Eq. (4a) and
gm = n − 2d2
n − 2wr . (21)
The magnitude of ∆cT is about 10
4 times smaller than
the magnitude of ∆cS , so most probably, it may not be
observable. For δ ≳ 1/3 the order parameter ∆cS decrease
exponentially. Note a spectacular increase of the hopping
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Figure 7. (Color online) The optimized component energies
composing the total energy (Eq. (9), which represent T → 0
limit of Eq. (13)). For discussion see main text.
probability χcAB with increased doping in Fig. 5, leading
to an effective Fermi liquid state for δ ≳ 1/3.
The non-zero correlated gap at n = 1 for low-U val-
ues provides an evidence for a gossamer superconduc-
tivity. The concept of gossamer superconductivity was
introduced by Laughlin34 and it describes the situation
when the pure SC phase is stable at the half-filling. For
U/∣t∣ ≈ 10.6 and n = 1, where AF+SC phase sets in, the
correlated gap ∆cS vanishes. Details of the transition are
presented in Fig. 6, cf. the bottom panel. The critical
U/∣t∣ value for the disappearance of ∆S is marked by the
dotted vertical line.
In the sake of completeness, we have drawn for U = 12∣t∣
in Fig. 7 the components of the total energy (Eq. (13)),
to show that in the underdoped regime the effective hop-
ping energy Eχ ≡ 8gt∣t∣χAB , the total exchange contri-
bution ES ≡ gsJ (m2AF /2 + 3χ2AB + 3∆2S −∆2T ), and the
Coulomb energy EU = Ud2, are all of comparable magni-
tude. This is the regime of strong correlations.
The overall behavior of the obtained characteristics can
be summarized as follows. First, the coexistent AF+SC
phase appears only for the doping δ < 0.006 and trans-
forms into the pure Mott insulating state (AF) only at
the half filling δ = 0 and large U . The spin-triplet gap
component is practically negligible in the AF+SC phase.
Introducing the molecular fields λχ, λ∆S , and λm (where
non-zero), and λn change the phase diagram in a signifi-
cant manner which means, that the influence of the con-
sistency constraints on the single-particle states is impor-
tant. The spin-singlet d-wave superconductivity vanishes
exponentially for large δ. The optimal doping appears in
the interval δ ∼ 0.1 – 0.15 and is weakly dependent on U
for U ≳ 12∣t∣.
V. CONCLUSIONS AND COMMENTS
Using the statistically-consistent Gutzwiller approxi-
mation (SGA), we have analyzed in detail the effective
Hamiltonian considered previously in Refs. 37, 38, and
40. However, in contrast to those papers, we have con-
7sidered a more complete structure of the SC gap (the
components ∆S and ∆T ). Also, a significantly narrower
region of the coexistence of AF and SC is obtained. Fur-
thermore, the critical value of U for AF+SC appearance
is higher, and for J/∣t∣ = 1/3 the value is about 10.6∣t∣.
We have checked that the bare amplitude ∆T is about
103 times smaller than that of ∆S (similarly, the order
parameters ratio ∆cT /∆cS ≈ 10−4). We have checked that
when the ∆T is omitted, the results do not change in
any significant manner. Therefore, the spin-triplet com-
ponent of the superconducting order is most probably
not detectable experimentally.
In previous studies (cf. Refs. 37, 38, and 40) a much
wider coexistence region was reported. In the present pa-
per, we correct those predictions (cf. Fig. 2). Namely, we
show, that the previous results were an effect of the non-
statistically consistent RMFT approach used. Illustra-
tively, in Ref. 37, a minimization procedure is formulated
by setting ∂Evar/∂m = 0, yielding Eq. (21) in Ref. 37 for
m which is different than that defining m [cf. Eq. (16)
in Ref. 37]. We claim that a more correct approach is
provided by SGA, where the Lagrange multipliers are
introduced for each operator for which the average ap-
pears in the effective mean-field Hamiltonian. In other
words, without incorporating the multipliers, the free en-
ergy functional F is minimized in an over-extended Fock
space containing, along with physical configurations, also
those that lead to the statistical inconsistency. Using the
constraints introduced by SGA, this space is limited to
a subspace, in which such an inconsistency does not ap-
pear. Hence, the energy obtained in SGA can either be
equal to or even higher than the energy obtained using
non-consistent approaches. Obviously, this circumstance
should not be used as an argument against SGA. Dif-
ferent formulations, where the model is solved in a self-
consistent manner are also presented in Refs. 56 and 57.
As said above, in the SGA method, an effective single-
particle approach with conditions (14) is developed. In
such an approach the question of a pseudogap is not ad-
dressed. This is because (i) the order parameter ∆S
is assumed as real (i.e., no phase fluctuation appears),
and (ii) the collective spin degrees of freedom are not
separated from single-particle fermionic correlations. In
order to address that issue, one would have to general-
ize the approach to include, e.g., the spin sector of the
excitations,58 even in the absence of AF order. As the
antiferromagnetism is built into the SGA approach auto-
matically, work on extension of this approach to include
magnetic fluctuations in the paramagnetic phase is in
progress.
One should note that the definition of the Mott (or
Mott-Hubbard) insulator here complements that for the
Hubbard model within the standard Gutzwiller approx-
imation (GA) which represents the infinite-dimension
variant of the approach.59 Namely, with an assumption
that J ≠ 0 we have a gradual evolution of the antiferro-
magnetic order parameter mAF → 1 with the increasing
U , i.e., the system evolves from the Slater to the Mott an-
tiferromagnet. This is what is also obtained in the saddle-
point approximation within the slave-boson approach,60
which differs from the standard GA by incorporating con-
straints, some of them of similar character as those in-
troduced here in SGA. In this respect both SGA and the
saddle-point approximation to slave-boson approach go
beyond GA, albeit not in an explicitly systematic formal
manner.
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Appendix A: Definitions of the mean-fields and
evaluation of ⟨Hˆeff ⟩0 ≡W
In the main text, the uniform bond order parameter
for i and j sites indicating the nearest neighboring sites is
defined as ⟨cˆ†iσ cˆjσ⟩0 ≡ χAB . It was assumed that ⟨cˆ†iσ cˆjσ⟩0
is real. Let us consider in this appendix a more general
form. Since the sublattice A contains the sites where the
majority spin is ↑ and the sublattice B the sites where
majority spin is ↓, the general form can be written as
⟨cˆ†i∈A↑cˆj∈B↑⟩0 = ⟨cˆ†j∈B↓cˆi∈A↓⟩0 = ⟨cˆ†i∈A↓cˆj∈B↓⟩∗0 = χo−c, (A1)
⟨cˆ†i∈A↓cˆj∈B↓⟩0 = ⟨cˆ†j∈B↑cˆi∈A↑⟩0 = ⟨cˆ†i∈A↑cˆj∈B↑⟩∗0 = χc−o, (A2)
for i and j being the nearest neighbors, where χo−c is an
average of the operator describing the hopping of an elec-
tron from a site, where the average spin is opposite to the
spin of the electron, to the site, where the average spin is
congruent to the spin of the electron. χo−c describes the
opposite situation. This results in the general expression
that
χijσ ≡ ⟨cˆ†iσ cˆjσ⟩0 = χAB + iσeiQ⋅RiδχAB , (A3)
where χAB ≡ 12 (χo−c + χc−o) and δχAB ≡
1
2i
(χo−c − χc−o).
The electron-pairing order parameter for the nearest
neighbors is defined as
∆ij↓ ≡ ⟨cˆj ↓cˆi↑⟩0 ≡ { τij∆˜A, for i ∈ A,τij∆˜B , for i ∈ B, (A4)
where τij ≡ 1 for j = i ± xˆ and τij ≡ −1 for j = i ± yˆ
(∆ij↑ is defined in simillar manner). For the staggered
magnetic moment mAF = 0 one can assume that ∆˜A =
∆˜B . However, when mAF ≠ 0, the order parameter ∆˜A
is a product of two operators, both of which annihilate
electrons whose spin is congruent to the average spin of
8individual sites. On the contrary, ∆˜B is a product of two
operators that annihilate electrons whose spin is opposite
to the average spin of individual sites. Hence, it may
be that ∆˜A ≠ ∆˜B . Also, similar as with the hopping
amplitude, ∆˜A and ∆˜B might be complex numbers. Let
us denote ∆˜A ≡ (∆A, δ∆A) and ∆˜B ≡ (∆B , δ∆B), where
the parameters in brackets are the real and imaginary
parts of the corresponding gaps, respectively.
The only nontrivial part of ⟨Hˆeff ⟩0 [cf. Eq. (3)] can be
evaluated in the form
4⟨Sˆi ⋅ Sˆj⟩0 ≈ − (⟨cˆ†i↓cˆi↓⟩0 − ⟨cˆ†i↑cˆi↑⟩0)2− (⟨cˆ†i↓cˆj↓⟩0 + 2 ⟨cˆ†i↑cˆj↑⟩0) ⟨cˆ†j↓cˆi↓⟩0− (2 ⟨cˆ†i↓cˆj↓⟩0 + ⟨cˆ†i↑cˆj↑⟩0) ⟨cˆ†j↑cˆi↑⟩0− (− ⟨cˆi↑cˆj↓⟩0 + 2 ⟨cˆi↓cˆj↑⟩0) ⟨cˆ†i↑cˆ†j↓⟩0− (2 ⟨cˆi↑cˆj↓⟩0 − ⟨cˆi↓cˆj↑⟩0) ⟨cˆ†i↓cˆ†j↑⟩0 , (A5)
where we have applied the Wick’s theorem and we have
assumed that ⟨cˆ†i↑cˆi↓⟩0 ≡ 0, ⟨cˆi↑cˆi↓⟩0 ≡ 0, and ⟨cˆi↓cˆj↓⟩0 =⟨cˆi↑cˆj↑⟩0 ≡ 0. Using the notation introduced above and
Eq. (5), we have
4⟨Sˆi ⋅ Sˆj⟩0 = −m2AF − 6χ2AB + 2(δχAB)2− ∣∆˜A∣2 − ∣∆˜B ∣2 − 4∆˜A∆˜B . (A6)
Since the above expression is invariant with respect to
the same rotations of both vectors ∆˜A and ∆˜B , one com-
ponent of the vectors can be assumed to be eliminated.
With the choice δ∆A = 0, we have
∆ijσ ≡ ⟨cˆiσ cˆjσ¯⟩0 ≡ −τij (σ∆S + eiQ⋅ri∆T )− τij 1
2
i (σ − eiQ⋅ri) δ∆B , (A7)
where ∆S ≡ ∆A +∆B and ∆T ≡ ∆A −∆B .
Therefore, the ⟨Hˆeff ⟩0 ≡W can be presented in the full
form
W
Λ
= 8gttχAB +Ud2 − gsJ (1
2
m2AF + 3χ2AB − (δχAB)2
+3∆2S −∆2T + 12(δ∆B)2) . (A8)
Introduction of δχAB and δ∆B affects the form of se-
lecting the correlated fields λχijσ and λ
∆
ijσ, and the final
set of necessary conditions for a local minimum of the
free energy (cf. Eqs. (11b), (11c) and (14)). However, it
was found that the state with the lowest energy (for the
considered model) has always been that with δχAB ≡ 0
and δ∆B ≡ 0. Hence, it is acceptable to neglect both
terms and clame that ∆ijσ and χijσ are both real. For
simplicity and clarity it is how the averages are presented
in the main text. Finally, Eq. (A8) is reduced to Eq. (9).
Appendix B: Determination of the grand potential
functional (Eq. (13))
To diagonalize Kˆ [Eq. (10)], we first perform the space
Fourier transform. The result can be rewritten in the
following 4 × 4 matrix form
Kˆ =W +∑
k
′
Ψˆ†kM˜kΨˆk + 12Λ (λn(n − 1) + λmmAF )−Λµ + 8ΛλχχAB + 8Λ (λ∆S∆S + λ∆T ∆T ) , (B1)
where Ψˆ†k = (cˆ†k↑, cˆ−k↓, cˆ†k+Q↑, cˆ−k+Q↓), the sum is
evaluated over the reduced (magnetic) Brillouin zone
(∣kx∣ + ∣ky ∣ ⩽ pi), and
M˜k = ⎛⎜⎜⎜⎝
−λχk − 12λn − µ −λ∆Sηk − 12λm λ∆T ηk−λ∆Sηk λχk + 12λn + µ −λ∆T ηk − 12λm− 1
2
λm −λ∆T ηk λχk − 12λn − µ λ∆Sηk
λ∆T ηk − 12λm λ∆Sηk −λχk + 12λn + µ
⎞⎟⎟⎟⎠ , (B2)
where for the square lattice
k ≡ 2 (coskx + cosky) , (B3a)
ηk ≡ 2 (coskx − cosky) . (B3b)
Diagonalization of M˜k yields four branches of eigenvalues
with their explicit form
Elk ≡ E±±k = ±1
2
√
K1k ± 2√K2k, (B4)
where l = 1, . . . ,4, and
K1k ≡ 42kλ2χ + (λn + 2µ)2
+4η2k (λ2∆S + λ2∆T ) + λ2m, (B5a)
K2k ≡ (4η2kλ∆Sλ∆T + λm (λn + 2µ))2+ 42kλ2χ (4η2kλ2∆T + (λn + 2µ)2) . (B5b)
The energies {Elk}l=1,...,4 represent quasiparticle bands
after all parameters (mean-fields parameters, the La-
grange multipliers, and d) are determined variationally.
9The generalized grand potential functional at temper-
ature T > 0 as given by
F = − 1
β
lnZ, with Z = Tr(e−βKˆ) , (B6)
and β ≡ 1/kBT , thus
F/Λ = 8gttχAB − gsJ (1
2
m2AF + 3χ2AB + 3∆2S −∆2T)
+ 1
2
λn(n−1)+ 1
2
λmmAF +8 (λχχAB + λ∆S∆S + λ∆T ∆T )
− 1
Λβ
∑
l,k
ln(1 + e−βElk) +Ud2 − µ. (B7)
Appendix C: Explicit form of the conditions for the
minimum of F
The necessary conditions for the minimum of F , sub-
ject to all constraints (introduced in Eq. (10)) are
∂F
∂A⃗
= 0, ∂F
∂λ⃗
= 0, and ∂F
∂d
= 0, (C1)
where the five mean-field parameters are labeled col-
lectively as A⃗, the five Lagrange multipliers as λ⃗, and
d2 is double occupancy probability. In explicit form
∂F/∂A⃗ = 0 stands for
λχ = −gtt + 3
4
gsJχAB , (C2a)
λ∆S = 34gsJ∆S , (C2b)
λ∆T = −14gsJ∆T , (C2c)
λn = −16tχAB ∂gt
∂n−2J (−1
2
m2AF − 3χ2AB − 3∆2S +∆2T) ∂gs∂n , (C2d)
λm = 2gsJmAF − 16tχAB ∂gt
∂mAF−2J (−1
2
m2AF − 3χ2AB − 3∆2S +∆2T) ∂gs∂mAF ,(C2e)
∂F/∂λ⃗ = 0 can be evaluated as
1
Λ
∑
k,l
f(Elk)∂λχElk + 8χAB = 0, (C3a)
1
Λ
∑
k,l
f(Elk)∂λ∆SElk + 8∆S = 0, (C3b)
1
Λ
∑
k,l
f(Elk)∂λ∆T Elk + 8∆T = 0, (C3c)
1
Λ
∑
k,l
f(Elk)∂λnElk − 12(1 − n) = 0, (C3d)
1
Λ
∑
k,l
f(Elk)∂λmElk + 12mAF = 0, (C3e)
Table I. Values of the parameters obtained for the SC phase
(U/∣t∣ = 5 and δ = 0.3) (example 1), for SC phase (U/∣t∣ = 12
and δ = 0.03) (example 2), and for the AF+SC phase (U/∣t∣ =
12 and δ = 0.001). The calculations were made for the lattice
with Λ = 1024 × 1024 sites. The numerical accuracy is at the
last digit specified.
Variable SC (1) SC (2) AF+SC
χAB 0.1907587 0.1887189 0.1693210
∆S 0.00027 0.138176 0.166906
∆T 0 0 3.92 ⋅ 10−5
µ 0.5664 3.5570 3.37154
mAF 0 0 0.13194
d2 5.22266 ⋅ 10−2 8.16196 ⋅ 10−3 2.2406 ⋅ 10−4
λχ 0.9661403 0.327769 0.168074
λ∆S 0 0.1258974 0.160777
λ∆T 0 0 1.2595 ⋅ 10−5
λn −2.526087 −7.176836 −6.744724
λm 0 0 0.100911
W −1.150925 −0.33669191 −0.233031
gt 0.884438 0.1558210 4.97139 ⋅ 10−3
gs 1.713202 3.644549 3.85310
g∆ 0.884438 0.1558210 4.99912 ⋅ 10−3
gm 1.3088937 1.9090702 1.96293
χcAB 0.1687143 2.94064 ⋅ 10−2 8.41761 ⋅ 10−4
∆cS 0.00024 2.15306 ⋅ 10−2 8.343884 ⋅ 10−4
∆cT 0 0 1.960 ⋅ 10−8
mcAF 0 0 0.25900
and ∂F/∂d = 0 denotes
2Ud + 8tχAB ∂gt
∂d+J (−1
2
m2AF − 3χ2AB − 3∆2S +∆2T) ∂gs∂d = 0,(C4a)
where f(Elk) ≡ 1/ (1 + eβElk). Eqs. (C2a)–(C2e) can be
used to eliminate the parameters {λ} from the numeri-
cal solution procedure, reducing the number of algebraic
equations to six. Consequently, we are left with Eqs.
(C3a)–(C3e) (the conditions ∂F/∂λ⃗ = 0) and Eq. (C4a)
(∂F/∂d = 0).
Appendix D: An alternative procedure of
introducing the constraints via Lagrange multipliers
In the main text we work with the mean-
field grand Hamiltonian Kˆ, defined as Kˆ ≡ W −∑ι (λι (Oˆι −Oι) +H.c.) − µNˆ , where W ≡ ⟨Hˆeff ⟩0
(cf. Eqs. (3) and (9)), and {Oˆι} are those operators,
whose averages are used to construct W . Lagrange mul-
tipliers λι are introduced to ensure self-consistency of the
solution, i.e., Oι ≡ ⟨Oˆι⟩0 (cf. Eq. (10)).
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Next, in order to find optimal (equilibrium) values of
mean fields, the grand potential functional F = −β−1 lnZ,
where Z = Tr (e−βKˆ) (cf. Eq. (12)) is subsequently min-
imized with respect to mean-fields subject to constraints
included in Kˆ.
An alternative procedure to the one sketched above
is to add the self-consistency preserving constraints di-
rectly to HˆMFeff , i.e., to the mean-field approximatedHˆeff . In this formulation, we have again a sepa-
rate Lagrange multiplier λ′ι for each mean-field aver-
age O′ι ≡ ⟨Oˆ′ι⟩0 present in HˆMFeff . In effect, we con-
struct the effective mean-field Hamiltonian of the formHˆλ ≡ HˆMFeff −∑ι (λ′ι (Oˆ′ι −O′ι) +H.c.) and the correspond-
ing mean-field grand Hamiltonian Kˆ ′ ≡ Hˆλ − µNˆ . As a
next step, the functional F ′ is constructed (exactly as
discussed above). It should be noted, that minimization
of F ′ subject to constraints included in Hˆλ, leads to a
set of equations different than Eqs. (C2a)–(C4a). How-
ever, those two procedures are equivalent, i.e., the optimal
(equilibrium) values of the mean-fields, corresponding to
the minimum of F and F ′ (subject to the same con-
straints), coincide. A difference in the results may occur
only for the values of the Lagrange multipliers, but this
does not affect the equilibrium values of the calculated
physical quantities. Hence, the two approaches are for-
mally equivalent, which can be shown analytically and
has also been verified numerically.
Those two approaches differ also with respect to nu-
merical execution. Namely, within the first procedure,
we can easily find the functional dependence of Lagrange
multipliers λ⃗ι on mean fields Oι (as shown in Appendix
C). As a result, the number of equations to be solved
numerically is reduced by a factor of 2. In the second ap-
proach discussed here, the corresponding equations for
λ⃗′ι are much more complicated and it is not possible to
solve them analytically. Therefore, one cannot reduce
the effort and numerical cost of solving the model at the
same time. So, even though the latter method appears
more intuitively appealing, as being more similar to the
standard mean-field approach, we have used the former
method in the discussion in the main text.
Appendix E: Supplementary informations
For the sake of completeness [cf. Table I] we provide
the representative values of the parameters calculated for
the following phases: SC for (U/∣t∣ = 5, δ = 0.1, and
U/∣t∣ = 12, δ = 0.03), and AF+SC (U/∣t∣ = 12, δ = 0.001).
The energies in the columns should not be compared di-
rectly, as they correspond to different sets of microscopic
parameters. Numerical accuracy is at the level of the last
digit specified.
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