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Wei discovered that the independence number of a graph G is at least 
x,.(1 + d(v))-‘. It is proved here that if G is a connected triangle-free graph on 
n > 3 vertices and if G is neither an odd cycle nor an odd path, then the bound 
above can be increased by n/A(A + I), where A is the maximum degree. This new 
bound is sharp for even cycles and for three other graphs. These results relate 
nicely to some algorithms for finding large independent sets. They also have a 
natural matrix theory interpretation. A survey of other known lower bounds on the 
independence number is presented. 
I. INTRODUCTION 
One of the fundamental problems in graph theory is to obtain bounds on 
the independence number of a graph given certain information about the 
graph. Recently Wei discovered a lower bound on the independence number 
in terms of the degree sequence of the graph, and he showed that a certain 
polynomial algorithm could be used to generate an independent set of this 
size or larger. In this paper we modify this algorithm to improve on Wei’s 
bound for graphs which are triangle-free and connected (excluding a few 
graphs). This new bound is sharp. Wei’s result is related here to another 
simple polynomial independent set algorithm. Wei’s bound also has a nice 
matrix theory interpretation. A survey of other known lower bounds on the 
independence number is presented. 
Throughout the paper graphs are assumed to be simple, n denotes the 
number of vertices, e the number of edges, and d(u) is the degree of vertex U. 
An independent (stable) set I is a collection of nonadjacent vertices, and 
a(G), the independence (stability) number, is the maximum size of an 
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independent set in G. In addition N(v) is the set of vertices next to v. A 
graph containing no three mutually adjacent vertices is said to be triangle- 
free. 
II. WEI'S THEOREM 
Wei [ 13, 141 discovered this nice lower bound on a(G) in terms of the 
degree sequence of G. The sum is over all vertices v in G. 
THEOREM 1. a(G) > C,U + d(v))-‘. 
Caro independently found this result [7]. As Wei observed, the bound above 
is best possible in that it is sharp if (and only if) G is a union of disjoint 
cliques (complete graphs). Wei showed that the sum above is always at least 
as large as n’(n + 2e)-‘, which equals n(1 + 2))‘, where d= 2e/n is the 
average degree in G. Thus, 
a(G) > &, 
l+d 
a bound implied by Turan’s theorem, as noted in [4, Corollary 2 to 
Theorem 13.51. 
In comparison, the naive bound on a(G) [4, Theorem 13.41 is just 
a(G) > n, l+A 
where A is the maximum degree. This weak bound is obtained by the 
following simple algorithm: Pick any vertex v in G and place it in a set 1. 
Delete v and N(v) (and all edges incident at these vertices). Continue placing 
such arbitrary vertices v into Z until all vertices are exhausted. Now Z is an 
independent set, and ]Z] > n(1 + A)-’ since each deletion removes at most 
1 + A vertices from G. 
To find a large independent set I, one might proceed by deleting at each 
stage as few vertices as possible. That is, select v from among the vertices 
present which have minimum degree. This is the algorithm MIN described in 
Fig. 1. Wei employs MIN in proving his theorem, for he observes that the 
deletion of v and N(v) reduces the sum x,(1 + d(v))-’ by at most one. 
Since there are 111 deletions, each reducing the sum by at most one, and the 
sum is 0 at the end, IZI > x,(1 + d(v))-‘. 
We observe now that another simple heuristic algorithm, MAX, can be 
used to prove Theorem 1. The idea is to always delete the vertex of highest 
degree, in hopes of eliminating the edges quickly, until no edges remain. (See 
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FIG. 1. Flowchart for MIN. 
Fig. 2.) It is easily checked that each deletion of a vertex preserves or 
increases the sum C,( 1 + d(v))-‘. So the sum for G is no larger than its 
final value, which is ]Z]. So again a(G) > lZl> x(1 + d(o))-‘. 
Thus the sum in Theorem 1 is not only a lower bound on a(G), but also 
on the size of the independent sets constructed by MAX and MIN. Johnson 
[ 12, Sect. 81 studied precisely these algorithms and observed that for no 
constant c > 0 does MAX or MIN always construct an independent set of 
size > W(G). For instance, let A and B be K,‘s and let C be an I, (graph on 
r vertices with no edges). Let each vertex in C be adjacent to each vertex in 
FIG. 2. Flowchart for MAX. 
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A and B. This graph H, on 3r vertices has a = r, yet MAX and MIN 
construct independent sets of size just two. The Theorem 1 sum for H, is 
even worse, being (3r + 1)/(2r + 1) < $. So there is no c > 0 such that Wei’s 
bound always exceeds ca(G). 
That such a bound does not do any better is not surprising because the 
problem of finding a(G) for graphs G on n vertices is ZVP-complete. In fact, 
no one has found, for any c > 0, any polynomial algorithm that constructs 
for all G an independent set of size 2 ca(G) [ 10, p. 1471. If such an 
algorithm could be found for some c, then for any E > 0, such an algorithm 
would be found for c = 1 - E, that is, arbitrarily close to 1. In fact, even 
restricting G to be triangle-free, we know of no such algorithm. Thus getting 
a bound which is within a constant factor of a appears to be very difficult. 
We also observe that Wei’s bound may even do far worse than the MAX 
or MIN algorithms. For G = K,,, both algorithms find r independent 
vertices, yet the sum bound is less than 2. 
I am grateful to Nathan Linial for pointing out that Theorem 1 follows 
from a well-known result due to Erdos [ 6, Theorem VI. 1.41. Now di denotes 
the ith largest degree in G. 
THEOREM 2. Let G be a graph on n vertices which contains no K,, , . 
Then there exists a complete r-partite graph H on n vertices such that for all 
i, dh<dk. 
To derive Theorem 1 from this let G be a graph on n vertices and let 
r = a(G). G, the complement graph on the same vertices which has edges if 
and only if G does not, contains no K,, , . Let H be a complete r-partite 
graph such that dh > d& for all i. Then 
c( 1 + d,(v))-” = c(n - d,(v))-’ < x(n - d,,(v))-‘. 
A vertex v in H belonging to a part of size s in H contributes 
(n - d*(v))-’ = SC’ to this last sum. Together the s vertices in v’s part 
contribute 1 to the sum. So the sum over all v in H is r = a(G). 
Two more results linking a(G) and the degrees in G must be included here. 
Brooks’ theorem [6, Theorem V.1.6; 4, Theorem 151.61 implies that if G is a 
connected graph of maximum degree d, G # K, + , , then 
a(G) > n/A. 
Albertson et al. [2], showed that if it is also true that such G contains no 
Kd, and G is not one of two exceptional graphs, then 
a(G) > n/A. 
This improves upon the Turan bound n/( 1 + 2) only if A - d< 1. 
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One more note about Theorem 1 is that it has a nice matrix theory inter- 
pretation, which I am indebted to H. J. Ryser for pointing out. Let A be a 
symmetric O-l matrix with l’s on the diagonal. A can be viewed as the 
adjacency matrix of a simple graph for which the degrees plus one are the 
row sums. Theorem 1 says that A contains some principal identity submatrix 
of order at least the sum of the reciprocals of the row sums of A. It is also 
possible to translate the other bounds on a(G), including Theorem 3, into 
matrix theory. 
III. TRIANGLE-FREE GRAPHS AND THE MAIN RESULT 
Bertram has found Theorem 1 useful in his work on covering finite groups 
with Abelian subgroups [S]. In connection with this work Bertram conjec- 
tured that the bound in Theorem 1 could be increased if G was known to be 
connected and triangle-free, excluding a few graphs. The amount of increase 
conjectured was n/d@ + l), where A is the maximum degree. That this is 
indeed true, and that this new bound is sharp, is the main new result of this 
paper. Now C, denotes a cycle on n vertices and P, denotes a path of length 
n (on n + 1 vertices). Graphs G, , G,, and G, are shown in Fig. 3. 
THEOREM 3. Let G be a connected triangle-free graph on n > 3 vertices 
with maximum degree A. Suppose G # C,, + I, P2,,,+, , m > 1. Then 
a(G)>, n +v 
1 
A(A + 1) 7 1 + d(v)’ 
61 62 
BOUNDS ON THE INDEPENDENCE NUMBER 27 
Equality holds if and only if G is isomorphic to C,, for some m > 2 or to G, , 
G,, or G,. 
The proof employs an algorithm MIN*, that is a refinement of MIN. It is 
contained in the remaining sections. We first compare Theorem 3 to other 
bounds on a(G) for triangle-free graphs. 
The additional term in the bound on a(G) is more natural than it might at 
first appear to be. Here d(u) <A for all u implies by Theorem 3 that a(G) is 
always at least n/A. This is just the bound implied by Brooks’ theorem for all 
connected graphs of maximum degree A, except K, + , . Whenever G satisfies 
the conditions of Theorem 3 and is not regular, the new bound is better than 
the Brooks’ theorem bound. 
A series of papers by several authors [2,8,9, 131 started with the 
conjecture that for some c > f and for all planar triangle-free regular graphs 
of degree 3, a(G) > cn. These efforst culminated in the far stronger result, 
due to Staton [ 131, that for any triangle-free graph of maximum degree 3, 
whether or not planar or regular, a(G) > 5n/14. This bound is best possible, 
being sharp for a certain graph which is triangle-free, regular of degree 3, 
n=14,a=5 ( see Fajtlowicz [S]). More generally, Staton showed that for 
triangle-free graphs of maximum degree A > 3, 
a(G) > n/(A - f). 
This improves on Brooks’ bound for triangle-free graphs. For A > 4 
Fajtlowicz [8,9] proved a better bound for triangle-free graphs, 
a(G) > 2n/(A + 3). 
More generally, Fajtlowicz showed that for any graph of maximum degree A 
which contains no K,, 
a(G) > W(A + 41, 
and further, the inequality is sharp if 3q - 24 > 5. For all A, q such that 
3q - 24 = 5, there are graphs known such that equality holds. 
Unlike Staton’s bound, Theorem 3 applies only to certain connected 
triangle-free graphs when A > 3. Of course, the bound in Theorem 3 remains 
valid for a graph such that each component satisfies the conditions of the 
theorem. However, Propositions 1 and 2 in the proof of Theorem 3 broaden 
the applicability of our bound: It is valid for any triangle-free graph with 
A > 3, so long as no component is K, or K, or, if A = 3, C, . Thus our bound 
is almost as widely applicable as Staton’s bound. Even the excluded graphs 
are easy to deal with. Although Staton’s bound is superior for graphs which 
are regular, or nearly so, our bound does better on most graphs. For 
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instance, if d - d > g, then Theorem 1 gives a better lower bound, and 
Theorem 3 is better still. 
A new bound has recently appeared, due to Ajtai er al. [ 11, which is much 
better for graphs with larger degrees. This result states that for any triangle- 
free G with average degree 2 > 0, 
n In d 
a(G) > -. 
1OOd 
The authors devised a “smarter” polynomial algorithm to find an 
independent set in G of this size. Their algorithm can be modified to improve 
the bound to 
n In d 
a(G) > -. 
2.4d 
The modification actually allows a slightly simpler proof, to be presented in 
a subsequent paper [ 161. The new bound is “nearly sharp.” For instance, the 
2.4 cannot be replaced by 1 as Fajtlowicz’ graph would violate the bound. 
The 2.4 bound is also nice because it is better than the Turin bound 
n/( 1 + (i> for, say, d > 9. The 100 bound requires d to be extremely large, 
say eloo, before the 100 bound exceeds the Turin bound. 
Albertson et al. [2] studied planar triangle-free graphs and have conjec- 
tured that for such graphs G with maximum degree A = 3, a(G) > 3n/8. 
What is already known is that a(G) > 5n/14, from Staton’s result, which 
does not even require planarity. For the graph G, in Fig. 3, a/n = 4, so the 
conjectured bound is sharp if correct. For planar triangle-free graphs with 
arbitrary A, Albertson et al. conjecture that a(G) > n/3. In this more general 
case, Staton’s bound is no help. One can see at least that a(G) > n/4 is true, 
via the four-color-theorem or more elementary methods. (For instance, by 
using Euler’s formula one can show that any planar triangle-free graph has a 
vertex of degree at most 3. Thus MIN finds in such a graph an independent 
set of size >n/4.) 
IV. MIN* 
For a graph G and positive integer k, define 
.fXG) = & 1) +x:(l +d@))-‘. 
c 
(1) 
To prove Theorem 3, we show that for eligible graphs G, an algorithm MIN* 
finds an independent set Z in G of size at least f*(G), where A is the 
maximum degree. 
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FIGURE 4 
MIN* is basically the same as MIN, except that if G satisfies certain 
conditions, care must be taken in the selection of the vertex u of minimum 
degree to be inserted into I. One situation in which this is necessary is if the 
graph G which the algorithm is currently working on has minimum degree 2, 
yet G is not a cycle. In this case, we now specify that MIN* select a vertex v 
of degree 2 such that not both neighbors of u have degree 2. Such a u clearly 
exists and is easy to find. Here is an example which shows the necessity of 
this procedure, graph G, as shown in Fig. 4. 
A = 3 for G,, and f3(G4) = 9 > 3. But if our algorithm first picks u as 
shown, the set Z constructed can be no larger than 3 elements, as u belongs 
to no independent set of size 4. 
Further modifications are necessary as well. The conditions on G under 
which such modifications are required and the actual modifications them- 
selves are rather complicated, so we refer the reader to the appropriate places 
in the proof for details: Subcases 5.4, 5.5, 5.5.1. Here is an example where 
such a change is needed. Consider G, in Fig. 4. u as shown has the minimum 
degree 2, and not both of its neighbors have degree 2. The largest 
independent set containing v has size 7, whereas f3(G& = q > 7. MIN* 
would delete first a vertex such as x, instead of u, and eventually find an Z 
with [Zl= 8 (which is a(G,)). 
One need only consider K,,, to see that for any c > 0 the bound fd. in 
Theorem 3 may be below ca. MIN*, which is still a polynomial algorithm 
after the above modifications are included, does well on K,,,. Here is a 
family of graphs on which even MIN* does poorly: Take r disjoint copies of 
a K,,, graph and take r more vertices which are each adjacent to each vertex 
in the large (r-element) part of each K,,,. On this graph a = r’ yet MIN* 
constructs Z of size only 2r. 
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V. PROOF OF THEOREM 3 FOR MAXIMUM DEGREE 2 
With&(G) as defined in (1) above, it is to be shown that for G satisfying 
certain conditions, a(G) >f,(G), where d is the maximum degree. 
To start the proof, observe that any G satisfying the hypothesis has 
maximum degree A > 2. The case A = 2 can be disposed of easily: A 
triangle-free connected graph with A = 2 is either a path or a cycle, and a 
and fi can be computed directly. 
a(C,) = fk, k even >‘4, 
= ;(k- l), kodd>3; 
fi(CJ = tk k> 3; 
a@‘,) = 1 + jk, k even > 0, 
=$(k+ I), kodd> 1; 
f#‘,J = 4 + t(k + 11, k> 2. 
Thus a(G) <f,(G) on odd paths and cycles, a(G) =f2(G) on even cycles, 
and 4-3 VW) on even paths. Thus the claims of the theorem are 
established for A = 2. Also observe that MIN* produces I of size a for these 
graphs. 
VI. PROOF OF THEOREM 3 FOR MAXIMUM DEGREE 24 
The maximum degree 3 case is similar to this one, but more difficult, so it 
is saved for last. To make our induction work in each case, we must actually 
prove a stronger proposition in which A stands for a fixed number (not 
necessarily the maximum degree) and in which the graph G might not be 
connected. The number (A(A + l))- ’ occurs frequently, so we abbreviate it 
by L. 
Here is the proposition which implies Theorem 3 for graphs G of 
maximum degree 24 which satisfy the hypotheses. The proposition actually 
shows that for nearly every graph of maximum degree A > 4, a(G) >&(G). 
However, components on one vertex (K,) or two vertices (K,) have to be 
excluded, because a < f4 on such components. 
PROPOSITION 1. Let G be a nonempty triangle-free graph such that each 
component has at least three vertices. Let 
Then a(G) >&(G). 
A > Max(4, M;x d(v)). 
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Proof of Proposition 1. We prove by induction on the number of vertices 
n, that if G is a graph on n > 0 vertices satisfying the hypothesis above and 
A satisfies the hypothesis, then MIN* constructs an Z with IZ( >f,(G). To 
start the induction, n = 3 forces G = P, and MIN* constructs Z with 
III = 2 >fA(PJ. 
To prove the proposition it would be nice if one could show that as MIN* 
goes through one loop (deleting a vertex u and its neighbors and inserting v 
in Z), fd. goes down by at most one. Then induction could be applied. 
However, after one loop there may be K,‘s and K2’s around, so that the 
hypotheses are no longer satisfied. It is necessary to follow the action of 
MIN* for several loops before induction applies. 
Let u,, be the vertex of minimum degree in G first deleted by MIN”. Let 6 
be its degree. If the component containing u0 is a cycle, we follow MIN* 
through the deletion of the entire cycle (start of Case 2). In all other 
situations we follow MIN* as it deletes any K,‘s or K2’s around after the 
deletion of u,, and its neighbors. We now expand on this. 
Let the neighbors of u0 in G be called w,, We,..., wg. They are deleted 
along with u,,. Suppose this leaves aK,‘s and bK,‘s. MIN* next deletes the 
K,‘s one-by-one, and then the K2’s, one-by-one. Call the remaining graph G’. 
Actually, if G’ contains vertices of degree 1, MIN* may delete some of these 
before deleting all bK,‘s. For the sake of analysis we assume MIN* deletes 
all bK,‘s first because this does not change the set Z constructed by MIN*. If 
it is nonempty, G’ satisfies our hypothesis, and A continues to satisfy it as 
well. If G’ is empty, we have a(G’) =fd(G’) = 0. So it suffices to apply 
induction to G’ provided that this total stage of 1 + a + b loops of MIN* 
reduces fd by less than I + a + b, that is, provided that 
fd(G) -fd(G’) < 1 + a + b. (2) 
Let e be the number of edges between {w, ,..., wa} and the vertices of G’. 
The proof is in cases according to the value of 6. 
Case 1: 6 = 1 
In G, u,, and the aK,‘s have degree 1; G is triangle-free, so each K, has 
one vertex of degree 2 (adjacent to w,) and one of degree 1; wI has degree 
a + b + e + 1. Hence the total deletion (u,,, w,, aK,‘s, bK,‘s) eliminates terms 
in the sum JJ,(l + d(u))-’ in f,(G) which add up to 
a+b+l 
2 
+b+ 
I 
3 a+b+e+2’ (34 
The total deletion removes a + 2b + 2 vertices from G, so the term n,l in 
,fd(G) goes down by 
(a + 2b + 2) 1. (3b) 
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Finally, the deletion removes e edges from wi to G’ and each such edge 
deletion reduces the degree for some vertex x in G’ by one, causing the term 
for x in x,(1 + d(v))-’ to increase. Since 
(1 + (d(x) - 1>>-’ - (1 + d(x))-’ = [d(x)(d(x) + l)] -1 
> (A@ + 1)))’ 
=A, 
the total deletion increases the sum C,(l + d(v))-’ over u in G’ by at least 
eL (3c) 
This covers all changes in fA under the total deletion, so 
fdW -fdW < (34 + W - (34 
1 
< 
a+b+l b 
2 +3+a+b+e+2 
+ (a + 2b + 2 - e) A 
=a(++,l)+b(++f+U) 
1 1 
+T+a+b+e+2 
+ (2 -e)A 
<a+b+l, 
which is (2). Here we used the facts that A Q -&, and a + b + e > 1 (since G 
contains no K, implies d(w,) > 2). 
Case 2. 6= 2 
If the component of G containing uO is a cycle C,, k > 4, MIN* will 
ultimately delete the entire cycle, putting \k/2j vertices from the C, into I. 
But fd(Ck) = k($ + A) < k(i + &) < \k/2]. Thus the deletion of the C, 
reduces fd by less than the number of vertices put into I. Induction applied to 
the rest of G proves that fd(G) < a(G). 
Among the vertices in G of degree 2, MIN* picks a uO such that at least 
one neighbor of u,, has degree 23, if possible. If this is not possible, all 
degree 2 vertices lie in components which are cycles, and the argument 
above applies. So suppose for the rest of this case that d(w,) > 3 and 
d(w,) > 2. As in Case 1, we need to show that (2) holds. Each K, must be 
adjacent to both wi and w2 because 6 = 2. Each K, must have one vertex 
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adjacent to w, and the other one adjacent to wz. Let ei = d(wi) - a - b - 1, 
i = 1,2, which is the number of edges from w1 to the graph G’ which remains 
after deleting uO, w, , w2, the &r’s, and the bK,‘s. Here are three terms 
analogous to (3a)-(3c) in Case 1. 
a+2b+l 1 1 
3 + a+b+e,+2 
+ 
a+b+e,+2’ 
(44 
(a+2b+3)1, (4b) 
(e, + 4 1. (4c) 
Hence, 
f&l -fdP) < (44 + (W - (4~) 
,u(++,)+b(++U)+++ 2+u:b+e, + 
1 
+ 
2+u+b+e, 
+ (3 - e, - ez> 1 
< a( 1 - 2n) + b( 1 - 21) + 4 + f + f + (3 - e, - e,) I, 
= a + b + # + (3 - 2a - 2b - e, - e,) A. 
We used h < $, d(w,) > 3, and d(w,) > 2 above. Finally, note that 3 - 2a - 
2b -e, - e, = 5 - d(w,) - d(w,) Q 0, so that 
fd(G) -f,(Q) < a + b + +$, 
which implies (2). 
Case 3: 623 
The only way for the UK,%, formed by deleting u,, and the wts, to have 
degree >6 in G is for each K, to be adjacent to each wi. Similarly, each 
vertex in each of the bK,‘s must be adjacent to at least 6 - 1 of the wi’s, 
which is impossible since G contains no triangles. Hence, b = 0. Let e be the 
number of edges between the wts and G’. Again compute the change in fA by 
the total deletion of u,,, the wts, and the K,‘s, 
at most a + ’ + ’ 
6+1 ’ 
(u+6+ l)& 
eA. 
(5b) 
(5c) 
34 
Hence, 
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fd(G) -fdW) G (54 + (W - (5~) 
<a(-&+l)+l+@+l-e)A: 
<a(1 - 141)+ 1+(6+ 1 -e)L 
=a+1+(6+1-e-14a);l. 
To again derive (2) we need only show that 140 + e > 6 + 1. The total 
number of edges from the wI)s to the K,‘s or G’ is 6a + e. This number is at 
least 6(6 - I), since each of the ?iwts has degree > 6. So if a = 0, 
14~ + e > 6(6 - 1) > 6 + 1, for 6 > 3. If u>O, 14u+e>u+2+e> 
2 + (6~ + e)/6 > 6 + 1. This completes the proof of Proposition 1. 
VII. PROOF OF THEOREM 3 FOR MAXIMUM DEGREE 3 
To complete the proof of Theorem 3, we now plunge into the hardest case, 
maximum degree 3, which requires proving the stronger 
PROPOSITION 2. Let G be a triangle-free graph such that no component 
is K,, K,, or C,, and such that max, d(v) < 3. Then a(G) >f,(G), and 
equality holds if and only if each component of G belongs to the set ( G, , G, , 
G,,P,l- 
As in Proposition 1, K, , and K, must be excluded as components. C, 
must also be excluded since a(C,) = 2 <f’(C5) = g. No other components 
have to be excluded. Equality is verified easily for the four graphs listed. 
Note that P, does not even qualify for Theorem 3. 
Proof of Proposition 2. We prove by induction on n that if G is a graph 
on n vertices satisfying the hypothesis of Proposition 2, then MIN* finds an 
independent set Z of size >f3(G). The idea is to follow MIN* from G through 
several loops to a graph G’ also eligible for induction, and show that the 
number of loops (equal to the number of elements placed in I) is at least 
f3(G) -f,(G’). Further, III =f3(G) only if the number of loops equals 
f3(G) -f3(G’) and MIN* finds precisely f3(G’) independent elements in G’. 
We use this fact to prove that the component containing vO, the first vertex 
picked by MIN*, is one of G,, G,, G,, or P, whenever a(G) =f,(G). The 
equality condition in Proposition 2 follows by induction. The most difficult 
argument occurs in Subcase 5.5 where we find that a(G) > (I( =f3(G) is 
possible. We omit the details on how to modify MIN* to ensure that 
IZ( > f,(G) whenever a(G) > f,(G). 
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If the component containing u,, is just a cycle, we follow MIN* through 
the deletion of the entire cycle at the start of Case 5. Otherwise, we operate 
similarly to the proof of Proposition 1: Suppose MIN * first deletes a vertex 
u,, and its neighbors w, ,..., w8, Suppose this leaves uK,‘s, bK,‘s, cC5’s, and a 
graph G’. MIN* deletes the Kl’s, then the KZ)s, and then the Cs’s. Actually, 
MIN* may work on G’ before it is done with the K2’s and Cs’s, but the final 
product, the set 1, is the same if for the sake of analysis we reorder the 
selections so that the KZ's and Cs’s are eliminated first. So we assume it does 
this. The deletion of all these vertices takes 1 + u + b + 2c loops. So what we 
need to show is that 
f3(G) -f,(G’) < 1 + a + b + 2c. (6) 
As before the proof is split into cases according to the minimum degree 6 
of ut,. Again e is the number of edges between the vertices in {w, ,..., ws} and 
G’. 
Case4: 6=1 
Here d(w,) = 2 or 3 since G contains no K, forces d(w,) > 2. If there are 
two edges between wi and a single C, , all edges containing wi are accounted 
for, and the component containing u0 must be the graph G, in Fig. 5. By 
direct computation, (6) holds, asfj(Gs) = T < 3. We may suppose then that 
w, is adjacent to precisely one vertex in each C,, if there are any. It is 
adjacent to each K,, and to one vertex in each K,. Here are the usual three 
terms as in Case 1. 
I+a+b b+4c c 1 
2 +3 +-i- + 1 + d(w,)’ 
+(2 + a + 2b + 5c), 
e/12. 
(74 
(7b) 
PC) 
FIGURE 5 
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Note that L = (d(d + I))-’ = h for A = 3. 
.MG) -.MG’) < W + (7b) - (7~) 
++b+2c+++ 
1 e -- 
1 +d(w,) 12 
<a+b+2c+l, 
which is (6). Equality holds in the last step only if d(w,) = 2, a = 0, and 
e=O. Now d(w,)=2 implies either b= 1 and c=O, or b=O and c= 1. 
This implies that the component containing u,, is either P, or G,. 
Case 5: 6=2 
As in Case 2, if the component containing v0 is a cycle C,, k > 4, k # 5, 
MIN* eventually deletes it, finding an independent set in the cycle of size 
[k/2]. This is strictly larger thanf,(C,) = 5k/12, for such k, and we are done 
by induction. 
If the component is not a cycle, MIN* selects a v0 next to a vertex of 
degree 3, and it may be assumed that d(w,) = 3, d(wJ = 2 or 3. Each K, 
must be adjacent to both w, and w2, each K, has one vertex adjacent to w, 
and the other to w2, and each C, has at least one vertex adjacent to w, or 
w2. 
We now derive an expression for x(1 + d(v))- ’ over the vertices v in 
G-G’. d(v,) = 2, d(w,) = 3, and each K, and K, vertex has degree 2. 
d(w2) = 2 or 3, and it is convenient to write (1 + d(w2))-’ = (6 - d(w,))/12. 
The number of vertices in the cCS’s degree 3 equals the number of edges 
from w, and w2 not going to vO, the K1’s, the K2’s, or G’. This number is 
1 + d(w2) - 2a - 2b - e. 5c minus this number is the number of vertices in 
the C,‘s of degree 2. Adding up all of these contributions gives 
&6a + lob + 20~ + e - 2d(w,) + 12). (84 
&(u + 26 + 5c + 3). (8b) 
Thus we have 
S,(G) -fdG’) < (8~) + (8b) - (8~) 
Q 1 + a + b + 2c - &(5a + 2d(w,) - c - 3). 
(6) now follows if we can establish 
5a + 2d(w,) - c - 3 > 0. 
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Subcczse 5.1 (a > 1). Since d(wJ > 2 and c < 4, (9) holds as a strict 
inequality. 
Subcase 5.2 (a = 0, b 2 2). There is only one component possible. This 
is G, in Fig. 5. (9) holds strictly for G,. 
Subcase 5.3 (a = 0, b = 1). Since two edges go from the wI)s to the K,, 
at most d(wJ - 1 edges go to the cC,‘s. Thus c < d(wJ - 1, which implies 
2d(w,) - c - 3 > d(w*) - 2 > 0, which implies (9). Equality is possible in 
(9), and hence, (6), only if d(w2) = 2 and c = 1. This forces the component 
containing u,, to be the graph G,. 
Subcase 5.4 (a = b = 0, d(+vJ = 3). Equation (9) holds strictly if c < 2. 
If c > 3, we shall not delete v0 at all but instead design MIN* to pick some 
other vertex to first delete. (This is to avoid problems similar to that with G, 
discussed earlier.) We will then be in Subcase 5.3. So if u, has minimum 
degree 2, if its neighbors have degree 3, and if the deletion of these three 
vertices leaves c > 3C,‘s, then do not start with u0 at all. Instead replace u, 
by another vertex x obtained as follows: 
c > 3 implies that some C, has only one vertex adjacent to w, or w2. This 
C, has a unique vertex y of degree 3. Let x be a vertex in the C, adjacent to 
y. Let MIN* use x in place of u,,. Like v,, before, x has degree 2 and is 
adjacent to a vertex of degree 3. But deleting x and its two neighbors 
produces a K,, and Subcase 5.3 applies. 
Subcase 5.5 (a = b = 0, d(w,) = 2). If c = 0, (9) holds strictly. If c = 1, 
(9) holds with equality. We deal with this case below to prove the equality 
portion of Proposition 2. The c > 2 case is avoided as in Subcase 5.4 by 
requiring MIN* to select instead of u0 another vertex x which belongs to one 
of the cC,‘s, where this C, has only one vertex y of degree 3 and x is next to 
it. Again this becomes Subcase 5.3. 
Assume for the rest of 5.5 that c = 1. By (9), MIN* finds I of size >fA(G). 
We now show (with some difficulty) that a(G) =f,(G) only. if the component 
containing u0 is isomorphic to G,. (111 =f3(G) is possible more often than 
this, unless MIN* is modified.) 
Subcase 5.5.1 (c= l,e= 2). Only one edge goes from w, or w2 to the 
C, , so once again we instruct MIN * to select a vertex x on the C, in place 
of u,,, as in Subcase 5.4, to put us in Subcase 5.3. 
Subcase 5.5.2 (c = 1, e = 1). This is the most involved case of all. As 
noted above, (9), and hence, (6), hold. Induction applied to G’ implies that 
a(G’) >f,(G’). If a(G’) >fJG’), then a(G) >f3(G). Therefore assume 
a(G’) =f3(G’). MIN* constructs an independent set consisting of u,,, two 
nonadjacent vertices on the C,, and some vertices in G’. So 
a(G’) + 3 >f,(G). But we shall show that a(G) = a(G’) + 4, so that 
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a(G) >f3(G) as desired. The C, has three vertices of degree 2, some two of 
which, X, and x2, are nonadjacent. The set (w,, w2, x1, x,} is independent. 
Let z be the vertex in G’ adjacent to w, or w2. It remains to show that G’ 
has a maximum independent set J not containing z, for then J and the four 
vertices above form an independent set of size a(G’) + 4. By induction, the 
component of G’ containing z is isomorphic to G,, G,, G,, or P,. z has 
degree <3 in G, so it has degree <2 in G’. It is straightforward to check that 
for each of these four graphs and for each vertex z of degree two in them, 
there is a maximum independent set avoiding z. 
Subcase 5.5.3 (c = 1, e = 0). The component containing u0 has only 8 
vertices. Two edges go from w, to nonadjacent vertices in the C,, and an 
edge joins w2 and a third vertex in the C,. f, is 3 for such a component. If 
the three vertices in the C, of degree 3 are consecutive, then the component 
is isomorphic to G,. If they are not consecutive, then the two vertices of 
degree 2 in the C, together with w, and w2 form an independent set of size 4, 
which is larger than f3. In this case, a(G) >f3(G). 
Case 6: 6=3 
All vertices in G have degree 3. Each K, is adjacent to each of w1 , w2, w,. 
There are no triangles, which implies b = 0. Each vertex of a C, is adjacent 
to precisely one of the wI)s, which implies c < 1. We easily form the usual 
expressions, 
f(4 + a + 5c) (104 
A(4 + a + 5c) (lob) 
1 
-i$* (1Oc) 
Hence, 
f3(G) -f,(Q) < (loa) + (lob) - (10~) 
< 1 + a + 2c - h(8a + 4c + e - 4). 
It suffices to show that 
8a + 4c + e - 4 > 0. (11) 
If a > 1, this is immediate. If a = 0, c = 1, then e = 1 and (11) follows. 
Finally (at last!), if a = c = 0, then e = 6, implying (11). This completes the 
proof of Proposition 2 and thus the proof of Theorem 3. 
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