Abstract. Deep learning techniques aim at obtaining high-quality distributed representations of words, i.e., word embeddings, to address text mining and natural language processing tasks. Recently, efficient methods have been proposed to learn word embeddings from context that captures both semantic and syntactic relationships between words. However, it is challenging to handle unseen words or rare words with insufficient context. In this paper, inspired by the study on word recognition process in cognitive psychology, we propose to take advantage of seemingly less obvious but essentially important morphological word similarity to address these challenges. In particular, we introduce a novel neural network architecture that leverages both contextual information and morphological word similarity to learn word embeddings. Meanwhile, the learning architecture is also able to refine the pre-defined morphological knowledge and obtain more accurate word similarity. Experiments on an analogical reasoning task and a word similarity task both demonstrate that the proposed method can greatly enhance the effectiveness of word embeddings.
Introduction
Deep learning techniques have been widely applied to solve text mining and natural language processing (NLP) tasks, the basis of which yields obtaining high-quality distributed representations of words, i.e., word embeddings. In recent years, efficient methods, such as the continuous bag-of-word (CBOW) model and the continuous Skipgram (Skip-gram) model, have been proposed to leverage the surrounding context of a word in documents to transform words into vectors (i.e., word embeddings) in a continuous space, which surprisingly captures both semantic and syntactic relationships between words. The underlying principle in these works lies in that words that are syntactically or semantically similar should have similar surrounding contexts.
While the aforementioned works have demonstrated their effectiveness in various tasks, they also suffer from a couple of limitations. (i) It is difficult to obtain word embeddings for new words since they are not included in the previous vocabulary. Some previous studies [18] used a default index to represent all unknown words, but such a solution will inevitably lose information for emerging words. (ii) The embeddings for rare words are unreliable due to the insufficient surrounding contexts.
Since the aforementioned works adopt statistical methods, when a word has only a few occurrences in the training data, they will fail in extracting statistical clues to correctly map the word into the embedding space.
In sharp contrast, according to the studies on word recognition in cognitive psychology [10, 9] , when human looks at a word, no matter new or rare, he/she can figure out effective ways to understand it. For instance, one sometimes conducts phonological recoding through blending graphemes into phonemes and blend syllabic units into recognizable words; one may also analyze the root/affix of the new word so as to build its connections with his/her known words. Suppose the new word is inconveniently. Given its root/affix, i.e., in-convenient-ly, it is natural to guess that it is the adverb form of inconvenient and the latter is probably the antonym of convenient. Henceforth, morphological word similarity can act as an effective bridge for understanding new or rare words based on known words in the vocabulary. Inspired by this word recognition process, we propose using morphological information to enhance the deep learning framework for word embedding. In particular, beyond the contextual information already used in CBOW and Skip-gram, we take advantage of morphological similarity between words in the learning process so as to handle new or rare words.
Although the morphological knowledge contains invaluable information, it might be risky to blindly rely on it. The reason is that the prediction based on morphological similarity is somehow only a kind of guess, and there exist many counter examples inconsistent with it. For example, if only looking at the morphological similarity, one may link convention to convenient since they share a long substring. However, it is clear that these two words are neither syntactically nor semantically similar. In this case, if we stick to the morphological knowledge, the effectiveness of the learned word embeddings could be even worse. To tackle this issue, we once again leverage the findings regarding word recognition in cognitive psychology [10, 9] . It has been revealed that human can take advantage of the contextual information (both the context at the reading time and the context in his/her memory) to correct the unreliable morphological word similarity. By comparing their respective contexts, one can distinguish between convenient and convention and weaken the morphological connection between these two words in his/her mind. Inspired by this, we also propose updating the morphological knowledge during our learning process. Specifically, we will not fully trust the morphological knowledge, and will change it so as to maximize the consistency between contextual information and morphological word similarity.
To sum up the discussions above, we actually develop a novel neural network architecture that can leverage morphological word similarity for word embedding. Our proposed model consists of a contextual information branch and a morphological knowledge branch. On one hand, we adopt the state-of-the-art Skip-gram model [20] as our contextual information branch for its efficiency and effectiveness. On the other hand, we explore edit distance, longest common substring similarity, morpheme similarity, and syllable similarity as morphological knowledge to build a relation matrix between words, and put the relation matrix into the morphological knowledge branch. These two branches share the same word embedding space, and they are combined together using tradeoff coefficients in order to feed forward to the output layer to predict the target word. The back propagation stage will modify the tradeoff coefficients, Learning Effective Word Embedding using Morphological Word Similarity 3 word embeddings, and the weights in the relation matrix layer by layer. We have conducted experiments on a publicly available dataset, and the results demonstrate that our proposed approach can help produce improved word representations as compared with the state-of-the-art methods on an analogical reasoning task and a word similarity task. The main contributions of the paper include: (i) We have proposed a novel neural network framework that can leverage both contextual information and morphological word similarity to learn word embeddings. (ii) We have designed a colearning algorithm to obtain word embeddings and refined morphological knowledge simultaneously, which is beneficial especially when the morphological knowledge is not very reliable.
Related Work
Word embedding as continuous vectors has been studied for a long time [15] . Recently, deep learning methods have been applied to obtain continuous word embeddings to solve a variety of text mining and natural language processing tasks [5, 12, 19, 20, 26, 28, 29, 8, 6, 21, 27] . For example, Collobert et al [5, 6] proposed a unified neural network architecture that learns word representations based on large amounts of unlabeled training data, to deal with several different natural language processing tasks. Mikolov et al [19, 20] proposed the continuous bag-of-words model (CBOW) and the continuous skip-gram model (Skip-gram) for learning distributed representations of words also from large amount of unlabeled text data; these models can map the semantically or syntactically similar words to close positions in the word embedding space, based on the intuition that the contexts of the similar words are similar. All the above work does not leverage rich extra knowledge when learning word embeddings.
There are some knowledge related word embedding works in the literature, but most of them were targeted at the problems of knowledge base completion and enhancement [3, 25, 30] rather than producing high-quality word embeddings, which is different with our work. Besides, Luong et al [17] proposed a morphological Recursive Neural Network (morphoRNN) that combines recursive neural networks and neural language models to learn better word representations, in which they regarded each morpheme as a basic unit and leveraged neural language models to consider contextual information in learning morphologically-aware word representations. We will compare our proposed model with morphoRNN in the Section 4.3.
Word Embedding Powered by Morphological Knowledge
We first introduce how people learn words and understand text by leveraging the morphological knowledge, and then mention four types of morphological knowledge that are often used by people. Afterwards, we describe the knowledge-powered neural network architecture for learning effective word embedding based on both contextual information and morphological knowledge.
Word Recognition Process
According to the study on word recognition in cognitive psychology [10, 9] , when human learns a new language, he/she usually starts from learning some basic words and gradually enlarges his/her vocabulary during the learning process. He/she also learns the language grammars and morphological knowledge so as to build cross links between words in his/her knowledge base, e.g., the adjective form of care is careful and the adverb form is carefully. When he/she encounters an unknown or unfamiliar word, he/she will try to explore several different channels to recognize it [10] :
Recoding (or decoding). One can either sound out and blend graphemes into phonemes, or work with larger chunks of letters to blend syllables into recognizable words. For example, psychology can be pronounced as psy-cho-lo-gy, in which psy means know or study, cho means mind or soul, and logy means academic discipline. Thus, he/she may guess psychology is an academic discipline that studies something in the mind or soul.
Analogizing [13] . One can use his/her known words to read the new word. If the new word is morphologically similar to several known words, he/she will guess the meaning of the new words based on the meanings of these known words. For example, admob appears in a news article as a new word to a reader. The reader may quickly understand that it is related the advertisements on mobile devices, simply because admob is composed by ad and mob, which are substrings of advertisement and mobile, respectively.
Prediction [4] . One can use context and letter clues to directly guess the meaning of the unknown word. Sometimes, one may even retrieve the context of the word in his/her memory and make associations to the current context to guess the meaning of the word. For example, inmate is an unknown word to a reader, but according to the context Inmates and police officers held a basketball game in the Fox River Prison last Tuesday evening, he/she can easily guess inmate means prisoner in the sentence.
In the above process, the different channels may reinforce each other. On one hand, sometimes contexts could be insufficient, e.g., there are simply not many contexts surrounding the unknown word, and there are no historical context in the memory either. In this case, it is extremely hard to directly predict the meaning of the word. In contrast, decoding and analogizing could do a good job since they can work in a context-free manner. On the other hand, sometimes decoding and analogizing can result in errors. For example, convention and convenient are morphologically very similar since they share a long substring conven, however, their meanings are quite different. In this case, blindly relying on morphological knowledge will bring in a lot of noises, but contextual information can help one to successfully distinguish these two words. By refining his/her morphological knowledge with the help of the contextual information, one can avoid the misrecognition.
Please note that all the above processes happen within just a second, which enables human to be super powerful in recognizing unknown or unfamiliar words. This phenomenon strongly inspires us to leverage both morphological knowledge and contextual information to learn word embeddings. Accordingly, we propose a novel neural network architecture that consists of a morphological knowledge branch and a contextual information branch. Details will be given in the next subsection.
New Neural Network Architecture
In this subsection, we describe our proposed new neural network architecture that leverages both contextual information and morphological knowledge to learn word Learning Effective Word Embedding using Morphological Word Similarity 5 embedding. We use Skip-gram [20] as a baseline model to illustrate how our framework works.
Skip-gram
The Skip-gram model aims to learn the latent word representations that are good at predicting the surrounding words in the training text stream. Given a sequence of training words w 1 , w 2 , . . . , w T , the objective of the Skip-gram model is to maximize the following average log probability,
where N is the size of context window. By using w O to denote the output word, i.e., w t+j , and using w I to denote the input word, i.e., w t , the conditional probability p(w t+j |w t ) is defined using the softmax function,
where v w and v w are the input and output representation vectors of w, and V is the vocabulary size. It is difficult and impractical to directly optimize this objective because computing the derivative is proportional to the vocabulary size V , which is often very large. Several approaches [24] [1] [2] have been employed to tackle this problem. The state-of-the-art method is noise-contrastive estimation (NCE) [14] , which aims at fitting unnormalized probabilistic models. NCE can approximate the log probability of softmax by performing logistic regression to discriminate between the observed data and some artificially generated noise. It was first adapted in the neural language model in [23] , and was then applied to the inverse vector log-bilinear model [22] . Another (simpler) method is negative sampling (NEG), which generates k noise samples for each input word to estimate the objective.
By using NEG, the softmax conditional probability p(w t+j |w t ) will be replaced by
where θ is the model parameter including the word embeddings; σ denotes the logistic function; and P n (w) represents the noise distribution which is set as the 3/4rd power of the unigram distribution U (w), i.e., P n (w) = U (w) 3/4 /Z. Then, we can estimate the gradient of J(θ) by computing
By summing over k noise samples instead of a sum over the entire vocabulary, the training time yields linear scale to the number of noise samples and becomes independent of the vocabulary size.
Our Model To incorporate morphological knowledge into the learning process, we propose a new neural network architecture. Beyond the basic Skip-gram model that predicts a target word based on its context, the proposed new method introduces a parallel branch that leverages morphological knowledge to assist predicting target word, as shown in Figure 1 . Intuitively, when a word w t is the center word in the context window, we predict the surrounding words by leveraging not only the representation of word w t as contextual information (referred as contextual information branch) but also the representations of the words that are morphologically similar to w t (referred as morphological knowledge branch). According to Figure 1 , to obtain the representation of a center word w t from the morphological knowledge branch, it is necessary to find the set of words morphologically similar to w t , which is denoted as R t . Then, we can extract the embedding of each word in R t from the embedding matrix M shared with the contextual information branch. After that, an corresponding knowledge representation of R t can be computed by feeding forward the relationship layer, which is written as
where s(w t , w) is the similarity score, the methods of computing which will be introduced in Section 3.2. Actually v w is the i-th row of matrix M where i is the index of the word w in the vocabulary, and s(w 1 , w 2 ) is the element of relation matrix R at (i, j) which are the indices of words w 1 , w 2 respectively. To ensure the quality of morphological knowledge and control the number of parameters, we only leverage the top words with highest morphological similarity scores as R t . In our model, an input word can only connect to at most five words in the relationship layer. This sparse structure will not change during training, and only the weights of these connections will be updated. Therefore, we will not suffer from a huge number of parameters even if R is learned.
Finally, an aggregated representation of the input word, denoted as v w I , can be calculated as the weighted sum of the representations from the contextual information branch and the morphological knowledge branch, i.e.,
where c 1 (·) and c 2 (·) are the functions of w t and yield much dependency on the word frequency. Intuitively, frequent words are associated with much more training Learning Effective Word Embedding using Morphological Word Similarity 7 samples than rare words, such that it is easy to collect rich contextual information for frequent words, while the contextual information for rare words might not insufficient. In contrast, the volume of morphological knowledge of a word usually have little correlation to the word frequency, thus, rare words can still rely more on the morphological knowledge even though the contextual information is not reliable. Therefore, the balancing function c 1 (·) and c 2 (·) should be related to word frequency. Specifically, we divide the words into a number of buckets according to their frequencies, and all the words in the same bucket will share the same values of c 1 (·) and c 2 (·).
A more explicitly intuitive way to interpret the above model is as follows. For each word w t , we use one row in the embedding matrix M to encode its contextual embedding. In addition, by using matrix R, we can identify a couple of morphologically similar words to w t . Then we can also extract the contextual embeddings of these similar words from M and take the weighted average of these embedding vectors as the morphological embedding for the original word w t . Then finally the overall embedding of w t is computed as the weighted combination of its contextual embedding and morphological embedding. Matrix M is used to predict the surrounding word w t+j based on the overall embedding of w t . In our model, the parameters to train include M , R, M , and multiple pairs of c 1 and c 2 (corresponding to different frequency buckets). In our implementation, we learn these parameters with negative sampling and standard back propagation.
Morphological Knowledge As compared to Skip-gram, the uniqueness of our model lies in the introduction of the morphological knowledge branch. In this subsection, we will make discussions on how to realize this new branch. In particular, we propose four types of naturally defined morphological knowledge. Note that this is not a complete study on morphological knowledge, but we can use these four specific types as examples to show the effectiveness of the proposed framework. Any other types of morphological knowledge can be used under our proposed framework.
Edit Distance Similarity (Edit). Edit distance is a way of quantifying how dissimilar two strings (e.g., words) are by counting the minimum number of operations required to transform one string into the other. The operations might be letter insertion, letter deletion, or letter substitution. We calculate the edit distance similarity score for two words w 1 and w 2 as s Edit (w 1 , w 2 ) = 1 − d(w1,w2) max(l(w1),l(w2)) , where d(w 1 , w 2 ) represents the edit distance of the two words and l(w 1 ), l(w 2 ) are the corresponding word lengths.
Longest Common Substring Similarity (LCS). Longest common substring similarity is defined as the ratio of the length of the longest shared substring of two words (denoted by g(w 1 , w 2 ) ) and the length of the longer word, i.e., s LCS (w 1 , w 2 ) = g(w1,w2) max(l(w1),l(w2)) .
Morpheme Similarity (Morpheme). Morpheme similarity is calculated based on the shared root (or stem) and affix (prefix and suffix) of two words. Suppose each word of w 1 and w 2 can be split into a set of morphemes (denoted by F (w 1 ) and F (w 2 )), then the morpheme similarity of the two words is calculated as s M orpheme = |F (w1) F (w2)| max(|F (w1)|,|F (w2)|) , where | · | outputs the size of the set.
Syllable Similarity (Syllable). Syllable similarity is calculated based on the shared syllables of two words. Suppose both w 1 and w 2 can be split into a set of syllables (denoted by G(w 1 ) and G(w 2 )) , then the syllable similarity of the two words is calculated as s Syllable = |G(w1) G(w2)| max(|G(w1)|,|G(w2)|) . In addition to using these four types of morphological word similarity separately, one can also combine them together. In the next section, we will conduct experimental study on all these different choices.
Experiments
In this section, we report the experimental results regarding the effectiveness of our proposed framework. Particularly, we first introduce the experimental settings; then we report the results on an analogical reasoning task and two word similarity tasks; finally, we conduct some case studies to gain deeper understanding of our proposed model.
Experimental Setup
Datasets The training set used in our experiments is the enwik9 data 4 , which is built from the first billion characters from Wikipedia. This corpus contains totally 123.4 million words. We used Matt Mahoney's text pre-processing script 5 to process the corpus. After pre-processing, all digits were replaced with English words (e.g., 3 was replaced with three), and the metadata and hyperlinks were removed. Furthermore, all words that occurred less than 5 times in the training data were discarded from the vocabulary, resulting in a vocabulary of 220 thousand words. The out-of-vocabulary words were ignored in training.
Compared Methods and Experimental Settings
In our experiments, we compare our proposed methods with two baselines:
• Skip-gram (baseline): is a popular model as introduced by [20] .
• Skip-gram + Edit/LCS/Morpheme/Combination Input Feature (baseline): Another baseline uses the morphological features as additional inputs during training of the Skip-gram model. Specifically, the input is no longer a 1-of-V representation but will append the morphological feature which is the corresponding row of the relation matrix R. Thus the input is a vector of length 2V and the projection matrix have the size of 2V × D where D is the dimension of word embeddings. In our experiments, we employed four types of morphological knowledge. Edit and LCS can be computed directly from the definitions. For Morpheme, we used a public tool called Morfessor [7] , which can split a word into morphological segments with prefix, stem, and suffix tags. For Syllable, we implemented the hyphenation tool proposed by Liang [16] , which has been used in many editing softwares like L A T E Xto break words by syllables. Moreover, we also test the performance by combining these three types of knowledge features into a union feature set.
• Skip-gram + Edit/LCS/Morpheme/Combination Relation Matrix: In our model, we employ the same types of morphological knowledge. For each of them, given a word w, we calculated its similarities to all the other words and selected the top 5 words with highest similarity to build the relation edges in the weight matrix R. We tested the R matrix built based on each single type of knowledge, and we also tested the R matrix built based on several types of knowledge through combination. Specifically, given the four ranked lists of words from the morphological knowledge, we combined them into a union set, and selected the top 5 words that got more votes by the four knowledge types. Note that, our model can be degraded to the second baseline by fixing c1, c2, M and not sharing M .
In all these three methods, we set the dimension of word embeddings to 100 and the context windows size to 5; we employed the negative sampling technique to train both models and the number of negative samples was set to 3.
As discussed in Section 3.2, the balancing parameters in our proposed model might be related to word frequency. For simplicity, we used a greedy algorithm to divide the words into a certain number of buckets. Specifically, suppose we want to have b buckets, then we rank the words in the vocabulary by their frequencies in the descending order, and put the words into the first bucket one by one until the summed frequency of the first bucket reaches the 1/b of the total frequency; then we feed the rest buckets in the similar way, and eventually the summed frequency of each of the b buckets is approximately equal to 1/b of the total frequency. We let all words in one bucket share the same balance coefficients. In our experiments, we set the bucket number to 1000. More discussion about the balancing between contextual information and morphological knowledge can be found in the supplementary material.
With the above settings, the training time of the proposed model was only about 1.5 times of the original Skip-gram model, showing that our neural network framework is very efficient.
Evaluation Tasks
Analogical Reasoning Task The analogical reasoning task was introduced by Mikolov et al [19] . The task consists of 19,544 questions of the form "a is to b is as c is to ", denoted as a : b → c : ?. Suppose − → w is the learned word representation vector of word w normalized to unit norm. Following [19] , we answer this question by finding the word d * whose representation vector is the closest to vector − → b − − → a + − → c according to cosine similarity excluding b and c, i.e., d * = arg max x∈V,x =b,x =c (
The question is regarded as answered correctly only when d * is exactly the answer word in the evaluation set. There are two categories in the task, with 8,869 semantic analogies (e.g., England : London → China : Beijing) and 10,675 syntactic analogies (e.g., amazing : amazingly → unfortunate : unfortunately).
Word Similarity Task WordSim-353 [11] is a standard dataset for evaluating vectorspace models on word similarity. It contains 353 pairs of nouns without context. Each pair is associated with 13 to 16 human judgments on similarity and relatedness on a scale from 0 to 10. For example, (cup, drink) received an average score of 7.25, while (cup, substance) received an average score of 1.92. To evaluate the quality of the learned word embeddings, we computed Spearman's ρ correlation between the similarity scores calculated by word embeddings and the human judgments.
In addition to WordSim-353, we also used the RareWord dataset [17] to test the performance of the proposed model, which contains 2,034 pairs of rare words. According to the frequency distribution in the training data enwik9, half of the words in the RareWord are tail words (word frequency < 100), while WordSim-353 is mainly composed of frequent words. Furthermore, the RareWord dataset contains more than 400 unknown words (which have not appeared in the training data and thus do not have word embeddings available by themselves). We make use of these unknown words to test the capability of our proposed model in dealing with new words. In particular, we used the following procedure to compute the embedding for an unknown word: we computed its similarity to all the known words using a certain type of morphological knowledge; then we selected the top 5 closest known words and calculated the linear combination of their embedding vectors as the representation for the unknown word (the normalized similarity scores were used as the combination weights). 
Experimental Results
Comparison between the Two Baselines Table 1 compares the performance of two baselines on two tasks, respectively. For the RareWord dataset, we represent all unknown words simply as a default zero vector in all the six models. From the table, we can observe that the Skip-gram model is the best of the six models in all three tasks which implies that simply adding morphological knowledge as additional input features doesn't work. The reason may be that the morphological knowledge is very noisy and we can barely benefit from it by blindly rely on it. This conclusion can be confirmed by the more careful comparison between different knowledge. While Edit and LCS are stricter than Morpheme and Syllable especially when we only pick the top 5 most similar words, the performance of Edit and LCS are always better than Morpheme and Syllable in all three tasks (except Edit on WordSim-353 which may due to the relatively small size of only 353 pairs of this dataset and thus has some uncertainty). In the following experiments, we only compare our proposed model with the Skip-gram model. Table 1 . Comparison between the baselines on analogical reasoning task and word similarity task. We report the semantic/syntactic/total accuracy in analogical reasoning task and Spearman's ρ correlation in word similarity task. Results on Analogical Reasoning Task Table 2 demonstrates the performance of Skip-gram + Edit/LCS/Morphene/Syllable/Combination Relation Matrix on the analogical reasoning task. From this table, we can observe that: (i) Adding morphological knowledge, either single type or combined knowledge, to the Skip-gram model can consistently increase all types of accuracies in the analogical reasoning task. This shows that morphological knowledge can improve the quality of the learned word embeddings.
(ii) Morpheme performs the best among the four types of knowledge in terms of total accuracy. We hypothesize the reason as that morphemes (like root and affix) are basic units in word composition, and it implies accurate syntactic and semantic correlation if two words share the same root. LCS achieves the second highest accuracy. The possible reason is that more than half of the test examples belong to syntactic word groups (like the pairs of adjective and adverb) where it is common to have long shared substrings between words. Edit performs a little worse, since letters themselves barely carry on syntactic and semantic information such that many words with different meanings can yield short edit distances. Syllables focus more on the pronunciation. While some syllables are overlapped with morphemes (like re, im), many others (like ti, ta) do not yield specific meanings and are likely to introduce much noise into the relation matrix so as to hurt the performance. (iii) The combination of the four types of morphological knowledge can further improve the total accuracy, which indicates that every single type of morphological knowledge Table 3 . Performance of leveraging morphological knowledge on the analogical reasoning task if we do not update the weights in the relation matrix in the learning process. has its own limitations, and combining them together will significantly increase the recall of truly similar words. (iv) The average gain on syntactic similarity (27.28%) is much higher than that on the semantic accuracy (10.08%), because morphological knowledge is more likely to capture syntactic information rather than semantic information between words, and many semantically similar words in this task (like England and London) might not appear similar in their morphological shapes.
Note that in our proposed model the morphological knowledge is just used to initialize the relationship matrix, and the non-zero values in the matrix will be updated during the learning process. This is coherent with the human cognitive psychology that blindly sticking to the morphological knowledge may even hurt in some cases. To verify this, we conducted some additional experiments where the relationship matrix is fixed during the learning process. The results are shown in Table 3 . From this table, we can see that without updating the relationship matrix, the average improvements against the baseline method for any of methods are much smaller than those reported in Table 2 . This clearly verifies our hypothesis and indicates the necessity to update the relation weights to maximize its consistency with the contextual information. Results on Word Similarity Task The experimental results on the word similarity task are shown in Table 4 , which shows the Spearman's ρ correlation for all the competing settings on both the WordSim-353 and RareWord datasets. From the table, we can observe that: (i) Leveraging morphological knowledge, either single type of a combination of multiple type, can increase the performance on the word similarity task.
(ii) The average gain on RareWord (10.08%) is much higher than that on WordSim-353 (4.38%), which illustrates that leveraging morphological knowledge will especially benefit rare words. Since there is no sufficient context information for the rare words in the training data, building connections between words using the morphological knowledge will provide additional evidence for us to generate effective embeddings for these rare words.
(iii) By using the embeddings of known words and relation matrix to predict those of the unknown words, we can achieve significant improvement on the RareWord set, with almost 100% increment compared with the baseline methods. This indicates that our proposed framework succeeds in dealing with new emerging words, which yields a great potential impact for natural language processing applications in real world.
(iv) The average gain on this task (4.38% on WordSim-353 and 10.08% on RareWord) is lower than that on the analogical reasoning task (21.35%), which is mainly due to that adding morphological knowledge tends to benefit the syntactic accuracy than the semantic accuracy, while WordSim-353 and RareWord pay more attention to the semantic meanings between words. Comparison with the morphoRNN model We will make comparison between our model and the morphoRNN model proposed by Luong et al [17] . To make the comparison fair, we use the same dataset with [17] which is the April 2010 snapshot of the Wikipedia corpus denoted as wiki2010. After pre-processing similar to enwiki9 and ignore the words that occurred less than 10 times, there are 487 millions tokens with a vocabulary of 466 thousand words. The experiment setting will keep the same with our previous experiment except we set the dimension of word embeddings to 50 to be consistent with [17] . The results of our model and the best models reported in Luong's paper are shown in Table 5 .
From the results we can observe that the best model on WordSim-353 is HSMN+csmRNN which is due to the robust performance of HSMN on frequent words and HSMN+csmRNN uses the word embedding trained by HSMN as the initial parameters. While HSMN can do a great job on frequent words, the performance of HSMN on RareWord is very poor. Even after improvement by csmRNN the correlation is still 0.2231 which is the lowest except HSMN. All the proposed models can beat the best model C&W + csmRNN in Luong's paper on RareWord with a significant improvement. Compared to the Skipgram, our proposed model can greatly improve the performance on RareWord but can barely improve the performance on WordSim-353. This is reasonable and consistent with our expectation because the morphological knowledge can greatly improve the quality of word embeddings of rare words while do little help to words with already plenty context information which is more evident in this larger corpus compared to enwiki9. Note that the performance of model trained on wiki2010 is worse than that trained on enwiki9 which is simply because the dimension of word embeddings is 50 here while it is 100 on enwiki9.
Besides the performance on rare words, our model have several other advantages over morphoRNN. (1) Our model is much more efficient. Our model does not need initialization while C&W+csmRNN initializes with C&W embeddings which are trained for about 2 months. Beside the initialization our neural network architecture is much more efficient than C&W+csmRNN in both language model and the recursive structure, Actually our model can be trained in only 20 minutes on a 4-core PC.
(2) Our model can benefit from noisy knowledge while morphoRNN have a strict requirement of the morpheme knowledge to build the RNN structure. (3) Our neural network architecture can not only leverage the morpheme knowledge but also other morphological knowledge such as Edit, LCS which is impossible for morphoRNN. Actually, our neural network architecture can leverage any kind of pairwise relationship which can cover most of knowledge in knowledge bases such as WordNet and Freebase. We leave this for future work. 
Case Study
To further understand our proposed framework, we sampled some rare words and checked the closest words to them in different word embedding spaces. Specifically, for a given word, we extracted its representation vector in the 100-dimension embedding space, and calculated its cosine similarity with the representation vectors of all the other words. Then we show the five most similar words generated by the methods under investigation in Table 6 . According to Table 2 , the combination of four types of knowledge achieved the best performance, therefore we only show the results for the baseline method (Skip-gram) and the combination method (Skip-gram + All 4 Combination). Beside, we also show the most similar words directly given by the four types of knowledge without going through the learning process (denoted as Combined Knowledge), which can give us an overview of how the original morphological knowledge looks like. Note that actually the baseline does a good job on frequent words and the results of our model on those words are similar to the baseline, so we only sampled some rare words to demonstrate the power of our model. From Table 6 , we have the following observations: (i) We can see that the Skip-gram method often fails in finding reasonable semantically or syntactically related words for rare words. For example, uninformative only appears 18 times in the training corpus, and thus its nearest neighbors are almost random. According to the morphological knowledge (see the column of Combined Knowledge), this word may have relation with informative and formative. By leveraging these relatively frequent words to enhance the embedding for uninformative, our model eventually generate very effective embedding for this rare word, and its similar words in the learned embedding space become much more reasonable. (ii) We can also see that the morphological knowledge could be noisy in some cases. For example, it suggests inchoative and interrogative to uninformative, because these words share a substring ative with uninformative. However, they are neither syntactically similar nor semantically similar. The power of our proposed framework lies in that it can distinguish useful knowledge and noise by seeking help from the contextual information, and refine the tradeoff coefficients and the relationship matrix to ensure the generation of a more reliable embedding. We can see that the most similar words to uninformative in the final embedding space, such as problematic and inaccurate are more semantically correlated to uninformative than inchoative and interrogative.
To sum up, the examples in Table 6 indicate that for rare words, (1) it is unreliable to learn their embeddings only from contexts; (2) morphological knowledge can do a great favor if we can successfully deal with the noise it brings in; (3) contextual information can help in distinguishing useful knowledge and noise. In this sense, our proposed framework achieves the goal of co-learning context and morphological knowledge to obtain high quality word embeddings.
Conclusions
We proposed a novel neural network framework to leverage morphological word similarity to learn high-quality word embeddings. The framework contains a contextual information branch to leverage word co-occurrence information and a morphological knowledge branch to leverage morphological relationship between words. We tested the framework on several tasks and the results show it can produce enhanced word representations compared with the state-of-the-art models.
Our work is also applicable to others morphologically complex languages such as Finnish or Turkish especially when the amount of text data is limited and the vocabularies are huge. For the future work, we plan to leverage other types of relationships (e.g., the relationships in the knowledge bases like WordNet and Freebase) in the proposed neural network framework to check whether we can obtain even better word representations.
