The purpose of this short note is to prove almost sure coalescence of two skew Brownian motions starting from different initial points, assuming that they are driven by the same Brownian motion. The result is very simple but we would like to record it in print as it has already become the foundation of a research project of Burdzy and Chen (1999) .
Our theorem is a by-product of an investigation of variably skewed Brownian motion, see Barlow et al. (1999) .
Suppose that B t is the standard Brownian motion with B 0 = 0 and consider the equation
where X 
We will first find the distributions of W k 's and V k 's using excursion theory. Recall the fundamentals of excursion theory for the standard Brownian motion from, e.g., Karatzas
and Shreve (1991). The Brownian excursions from 0 form a Poisson point process whose
clock can be identified with the local time of Brownian motion at 0. The intensity of excursions on the positive side of 0 whose height is greater than h is equal to 1/(2h).
The stopping time S 0 may be described as the first time when an excursion of −B t − L 
.
Recall that
By changing the variable we obtain for w ∈ (0, 1),
By the strong Markov property, P (W k < w) = w (1−β)/(2β) for w ∈ (0, 1) and every k ≥ 1.
A totally analogous argument shows that P (V k > v) = v −(1+β)/(2β) for v ≥ 1 and
Note that, by the strong Markov property, all random variables V k , W k , k ≥ 1, are jointly independent.
Next we will show that the process M k is a martingale and converges to 0. First,
and
. By the joint independence of W k 's and V k 's,
which shows that M k is a martingale. As a positive martingale, the process M k must converge with probability 1 to a random variable M ∞ . Since for every k, M k is the product of M k−1 and an independent random variable W k V k , the limit M ∞ can take only
t is non-increasing but it is non-decreasing on intervals of the form [S k , T k+1 ]. Thus
In view of convergence of M k to 0, we must have a.s. convergence of L 
We can write One can directly check that the distribution of − log W j is exponential with mean 2β/(1 − β), while the distribution of log V j is exponential with mean 2β/(1 + β). Thus, E(log W j + log V j+1 ) < 0. It follows that for some a > 0, we eventually have k j=1
[log W j + log V j ] ≤ −ak.
Hence, for some random c 1 and all k we have M k ≤ c 1 e −ak and so ∞ k=1 M k < ∞, a.s.
