Introduction.
Germain and Bader [3] were the first to find that a maximum principle could be stated for hyperbolic equations. They showed that such a maximum principle was valid for the Tricomi equation (1) yuxx + uyy = 0, y < 0 among the class of solutions which vanish on one characteristic. This property was extended by Agmon, Nirenberg and Protter [l] to equations of the form (2) K(x, y)uxx + Uyy + aux + 8uy + u = 0, K < 0 provided the coefficients satisfied certain basic inequalities.
The maximum principle concerned solutions of (2) bounded by two characteristic arcs, say AB and AC, and a noncharacteristic "space-like" curve joining B and C. If u(x, y) is a solution of (1) which vanishes along the characteristic AB and if the coefficients of (1) satisfy certain inequalities (valid for (1)) then the maximum of u in ABC occurs on the noncharacteristic BC. Recently Weinberger [4] obtained a maximum principle for a class of hyperbolic equations in which hypotheses on the solutions are imposed along non-characteristic curves rather than characteristic curves. We write the equation in the form (3) Lu = (aux)x -(buy)y + cux + duv + fu = 0, a > 0, b > 0 and consider a curvilinear triangle T bounded by a segment AB of the #-axis and the characteristics AC and BC extending into y>0. Weinberger showed that if the coefficients of (3) satisfied certain inequalities and if we consider the class of solutions \u) such that du/dy^0 on AB, then the maximum of u in T must occur on AB. The principal restriction on the coefficients in (3) required by Weinberger is the condition:
Vl2(-((abyi2) -c\ + al>2( -((ab)1'2) + dJ ^ 0 [January These conditions are shown to be "best possible" in the sense that examples are given where the maximum principle does not hold as soon as (4) is violated. It is the purpose of this paper to establish a maximum principle for hyperbolic equations which is independent of condition (4). In view of the examples of the "best possible" nature of condition (4), it is clear that the maximum principle will take a somewhat different form. It will be shown that there is a constant yo such that for certain classes of solutions of (3) the maximum of win the part of P such that 0 ^ y ^ y 0 occurs for y = 0. For the case where (4) holds the line y=yo passes through C and the maximum principle is valid in T, yielding Weinberger's result.
Bochner [2] has shown that the ultraspherical polynomials satisfy a certain maximum principle. Suppose 53™-o anPn(x) ^0, -l^x^l; then it follows that E»"-oa»P»(*)-P-(y)^0I -l^a^l, -lgygl. Since Pn(x)Pn(y) satisfies a certain (singular) hyperbolic equation Weinberger showed that his maximum principle can be adjusted to the singular case to yield Bochner's result. In §3 it is shown how the singular behavior affects the maximum theorem in the general case. In addition certain other applications to ordinary differential equations are established.
2. The main theorems. We consider not only the operator Lu defined by (3) but also the adjoint operator We select a and y so large that Mv^O. We note that for sufficiently large a we can make Mv^O lor any fixed y lor 0 5jy :£y0 if yo is sufficiently small and 8 is sufficiently close to unity. We now consider the inequalities
If necessary we further increase a, decrease y0 and make 8 closer to unity so that both inequalities in (9) as well as Mv^O hold in the common part of T and 0:gy^yo. We denote this region by D. Proof. We first consider the case u(x, 0) <0, (u/v)y^0. Suppose the maximum of u occurs at a point Q in the interior of D. If u(Q) 2:0 then there is a point Q' closest to AB where u(Q') =0. If the maximum of u (occurring at Q) is less than zero we add a constant N>0 to u so that the function Ui = u + N has zero as its maximum at Q. A simple computation shows that Lui^O and (ui/v)y^0 on AB, and of course Wi^O on AB if its maximum ( = 0) occurs at Q. Construct the characteristics 71 and 72 of (6) through Q or Q', which-[January ever is applicable, and denote the intersections with AB by Pi and P2. Applying (7) to the curvilinear triangle D' bounded by P1P2Q' (or P1P2Q) we find
All the terms on the right side of the above expression are nonpositive and hence each must vanish. This can only happen if w=0. Thus the maximum of u occurs on 4P.
For the general case we define w = l-eSy and consider the function Ui = u-\-w. Then Pto>0 in D for sufficiently large 3, Ui(x, 0)=u(x, 0) and (ui/v)y = (u/v)y -8/v<0 ior y = 0. Thus the function u2 = Ui -e with t a sufficiently small positive constant will satisfy the conditions under which the result has already been established. Hence the maximum of u2 occurs on 4P. Letting «->0 we see that the same must be true for u\. Since u(x, y) ^Ui(x, y) in D and u(x, 0) =U\(x, 0) the maximum of u occurs on AB.
In the applications it is often important to include the cases where the equation becomes singular on the initial line. If, for example a(x, 0)=0 for y = 0 the results of Theorem 1 remain valid. However if 6 = 0 for y = 0 it may or may not happen that a choice of a, ft and y can be made so that inequalities (9) as well as Mv^O hold. If these constants can be so chosen then we have the following theorem. Proof. The argument here is similar to that given in the proof of Theorem 1. We note that the second integral in (10) reduces to /> pi duvdx and thus the condition (u/v)y^0 which appears in Theorem 1 is eliminated.
In the special case c = d = 0 and b^y*, 0<£<2 as y->0 it can be shown that a selection of a, ft and y can always be made. We consider the operator If |8 =7 = 0 the function v(y) = l suffices; and if the additional conditions (4) of Weinberger are assumed the theorems become those given in [4] .
The result of Theorem 1 implies that the Riemann function of Lu is non-negative in D.
3. Ordinary differential equations. We consider the ordinary differential equations Then condition (9) is automatically satisfied, while (14) and (16) (12) with initial conditions iA(0)=0, ^'(0)=£<0 has no zero in the interval 0^y^y0-In Corollaries 2, 3 and 4 we see that X can always be selected large enough so that X2/22^g2. Corollaries 2 and 4 have the property that they yield a minimum distance between zeros regardless of the behavior of the derivative oi My). Corollary 3, however, is of a more special character and yields a result only if f2(y)fi' (y) =£ (fi (y))2 in some interval.
Further theorems on ordinary differential equations are obtained from the observation that the function u=<p(x)\p(y), with <p, \p solutions of (11) and (12) respectively, satisfies the equation If p and q are each of one sign in the domain under consideration, Equation (29) satisfies a maximum principle in a certain subdomain whenever q(x)r(y) -q(y)r(x)^0.
We note the important fact that the quantity X does not appear in (29). Thus while $"(x), iA"(y), n-l, 2, • ■ • , satisfy equations (27), (28) respectively which change with n, the product <pn(x)4/n(y) satisfies (29) for all n. If we select initial values of (27) to be t/'"(0) = l, then any linear 
