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Chapter 1
Automatic Text Summarization:
Past, Present and Future
Horacio Saggion and Thierry Poibeau
Abstract Automatic text summarization, the computer-based production of con-
densed versions of documents, is an important technology for the information soci-
ety. Without summaries it would be practically impossible for human beings to get
access to the ever growing mass of information available online. Although research
in text summarization is over fifty years old, some efforts are still needed given the
insufficient quality of automatic summaries and the number of interesting summa-
rization topics being proposed in different contexts by end users (“domain-specific
summaries”, “opinion-oriented summaries”, “update summaries”, etc.). This paper
gives a short overview of summarization methods and evaluation.
1.1 Introduction
Automatic Text Summarization, the reduction of a text to its essential content, is
a very complex problem which, in spite of the progress in the area thus far, poses
many challenges to the scientific community. It is also a relevant application in
todays information society given the exponential growth of textual information on-
line and the need to promptly assess the contents of text collections.
Research in automatic summarization started to attract the attention of the sci-
entific community in the late fifties [35], when there was a particular interest in the
automation of summarization for the production of abstracts of technical documen-
tation. The interest in the area declined for a few years until Artificial Intelligence
started to show interest in the topic [11].
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It has long been assumed that summarization presupposes to understand the in-
put text, which means that an explicit (semantic) representation of the text must be
calculated so as to be able to identify its essential content. Therefore, text summa-
rization became an interesting application to test the understanding capabilities of
artificial systems. However, the interest for this approach to text summarization de-
creased rapidly given the complexity of the task, and text understanding became an
open research area in itself.
There was a resurge of interest in summarization in the nineties with the orga-
nization of a number of relevant scientific events [72] and a peak of interest from
the year 2000 with the development of evaluation programs such as the Document
Understanding Conferences (DUC) [48] and the Text Analysis Conferences (TAC)
[50] in the United States. These frameworks will be further detailed in section 4
dedicated to evaluation.
Two fundamental questions in text summarization are; i) how to select the essen-
tial content of a document, and ii) how to express the selected content in a condensed
manner [70, 72]. Text summarization research has many times concentrated more
on the product: the summary, and less on the cognitive basis of text understanding
and production that underly human summarization. Some of the limitations of cur-
rent systems would benefit from a better understanding of the cognitive basis of the
task. However, formalizing the content of open domain documents is still a research
issue, so most systems are only based on a selection of sentences from the set of
original documents.
Where the transformation of the original text content into a summary is con-
cerned, there are two main types of summaries: an extractive summary, a set of
sentences from the input document and an abstractive summary (i.e., an abstract),
a summary in which some of its material is not present in the input document [36].
Summaries can also be classified into indicative or informative depending on their
intended purpose to alert or to inform respectively.
Early research in summarization concentrated on summarization of single doc-
uments (i.e., single document summarization), however in the current Web con-
text, many approaches focus on summarization of multiple, related documents (i.e.,
multi-document summarization). Most summarization algorithms today aim at the
generation of extracts given the difficulties associated to the automatic generation
of well formed texts in arbitrary domains. It is generally accepted that there are a
number of factors that determine the content to select from the source document and
the type of output to produce [71], for example factors such as the audience (e.g.,
expert vs non-expert reader) certainly influences the material to select.
This short introduction overviews some classic works on content selection and
realization, summarization tools and resources, and summarization evaluation. For
the interested reader, there are a number of papers and books that provide extensive
overviews of text summarization systems and methods [36, 23, 33].
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1.2 Overview of Summarization Methods
Most summarization today is based on a sentence-extraction paradigm where a list
of features believed to indicate the relevance of a sentence in a document or set of
documents [36] is used as text interpretation mechanism. The approaches to sen-
tence selection can be driven by statistical information or based on some informed
summarization theory, which takes into account linguistic and semantic information.
1.2.1 Superficial Techniques
Basic statistical approaches to content selection have relied on the use of frequency
computation to identify relevant document keywords [35]. The basic mechanism
used is to measure the frequency of each word in a document and to adjust the
frequency of words with additional corpus evidence such as the inverse document
frequency of the word in a general document collection. This helps boost the score
of words which are not too frequent in a general corpus and moderate the score
of otherwise too frequent general words. These methods assume that the relevance
of a given concept in a text is proportional to the number of times the concept is
“mentioned” in the document, assuming that each distinct word corresponds to a
different concept. However, counting concept occurrences in text is not a trivial task
given the presence of synonymy (e.g., “dog” and “puppy” could refer to the concept
dog) and coreferential expressions (e.g., “Obama” and “the President” could refer
to the same individual) which contribute to text cohesion. Once keywords are iden-
tified in the document, sentences containing those keywords could be selected using
various sentence scoring and ranking mechanisms (e.g., the relevance of a sentence
could be proportional to the number of keywords it contains). More sophisticated
techniques than using simple word counts also exists: for example topic signatures
were proposed in [32] as a way to model relevant keywords in particular domains
and as interpretation and sentence relevance determination mechanism.
The position of sentences in text [12, 30] is also deemed indicative of sentence
relevance. For example in news stories, the first or leading paragraph usually con-
tains the main information about the event reported in the news, while the rest of
the text gives details as well as background information about the event, therefore
selecting sentences from the beginning of the text could be a reasonable strategy.
However, in scientific texts the introduction usually gives background information,
while the main developments are reported in the conclusions, so the position strat-
egy needs to be adapted to the text type to be summarized.
Another superficial, easy-to-implement method consists in measuring the rele-
vance of sentences by comparing them with the title of the document to be summa-
rized, a sentence containing title words could be regarded as relevant and the more
title words a sentence has the more relevant the sentence would be [12]. Yet another
method looks at the presence of very specific cue-words or expressions in sentences
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[12, 51] such as ”in conclusion”, ”to summarize”, or ”the objective” which could be
regarded as pointing to relevant information out-of-context.
These now classical features are usually applied following an Edmundsonian
empirical approach [12] or a machine learning framework. In the Edmundsonian
approach a kind of linear combination of sentence features to score sentences is us-
ded. In a machine learning approach [26], sentence extraction is seen as sentence
classification where sentences in the document have to be classified as either “sum-
mary sentence” or “non summary sentence”. Superficial methods such as frequency,
position, title, and cue-words are incorporated in one way or another in text sum-
marization systems, even though the summaries they produce are far from those a
human would produce.
Superficial techniques are also those based on graph representations [43, 14]
which are so popular nowadays. These approaches compute sentence similarity val-
ues and use graph algorithms (e.g., random walks or PageRank) to weight word
or sentence relevance to make decisions about sentence centrality. Graph-based ap-
proaches were also explored earlier for single document summarization of ency-
clopædic articles [69].
1.2.2 Knowledge-based Approaches
Knowledge-rich approaches either extend basic methods by the incorporation of so-
phisticated, yet general lexical resources or apply discourse organization theories in
generic or specific contexts. Few approaches bring domain knowledge to the sum-
marization enterprise. One of the best known artificial intelligence approaches to
summarization was DeJong’s FRUMP system [11] which was based on text under-
standing and generation mechanisms. More specifically, the system was supposed to
map chunks of text to rich conceptual structures such as sketchy scripts, which con-
tained information about the key elements of specific story types (e.g., earthquakes,
demonstrations). A main drawback of early artificial intelligence approaches was
that they relied on manual, intensive coding of world knowledge which made such
approaches impractical.
The situation is nowadays being corrected to some extent with studies into
knowledge induction from text corpora. For example, in [28] clustering is applied
to generate templates for specific entity types (actors, companies, etc.) and patterns
are automatically produced that describe the information in the templates. In [8]
narrative schemas are induced from corpora using coreference relations between
participants in texts. Participants’ roles are identified and typical verb sequences in
stereotypical situations are extracted. Induction results of these approaches have still
to be incorporated and tested in summarization systems.
Lexical cohesion has long been considered a key component in assessing content
relevance in text summarization. In [5] cohesive links between sentences were iden-
tified, based on the use of a thesaurus, and the resulting linked structure was used to
select sentences. In [2], lexical chains that connect related words were created based
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on WordNet relations [15], then sentences were selected depending on which chains
sentences’ words belong to.
A text is a complex linguistic unit, therefore many works rely on discourse struc-
ture or text organization theories for text interpretation and “sound” sentence selec-
tion. For example, in scientific domains, it is well known that texts follow a more or
less predefined semantic or rhetorical organization [74]. Various works have iden-
tified categories of information such as “purpose”, “method”, “results”, “conclu-
sions” which make up the structure of scientific/technical documents and which are
also present in research abstracts. In [29], a full model of summaries of empirical re-
search was developed with 36 information types organized in a three-level hierarchy.
The top of the hierarchy contains types of information which are very frequent in
abstracts while the other two levels contain less frequent types of information. Auto-
matic identification of some information types in textual input is essential to produce
good quality abstracts. In [75], a Naı¨ve Bayes machine learning algorithm was used
to identify semantic information such as “Aim”, “Background”, “Contrast”, etc. The
method is similar to [26] although the problem is more challenging. In [64] a se-
mantic dictionary and manually developed syntactic/conceptual patterns were used
to identify sentences, instantiate templates, and generate indicative-informative ab-
stracts.
In restricted domains, Information Extraction [16], the mapping of textual input
into predefined template structures, can be used to extract information and then
generate a summary. The approach has been applied in [52] where the objective was
to produce short indicative informative abstracts (i.e., non-extractive summaries)
and in [56] that uses templates instantiated from different articles referring to the
same event to generate a coherent multi-document summary.
General discourse organization theories have also been used in summarization.
Rhetorical Structure Theory (RST) [39] establishes that a text can be represented as
a tree structure (i.e., rhetorical tree) linking text spans by using a set of predefined
discourse relations. Because the rhetorical relations link text spans with different
informational status (i.e., nucleus and satellite), text elements could be selected de-
pending on their role in a relation. In [47] the rhetorical tree has been used to select
sentences by pruning the tree while in [40] text units were promoted based on their
status. However, analyzing discourse organization is still an open research issue and
these kinds of techniques still need to be more robust in order to be more widely
used.
1.2.3 Non-extractive Methods
In text summarization research, most of the attention has been paid to the problem of
selecting information, whilst the problem of generating a new cohesive and coherent
text has somehow received less attention. Non-extractive summarization in the cur-
rent context refers to problems such as sentence compression, headline generation,
cut-and-paste summarization, and sentence regeneration.
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In headline generation [77] the objective is to produce a short title for a news
story, this problem has been addressed following the statistical machine translation
paradigm, where words have been selected from the document and then have been
combined using a language model. In [78], two ways of generating headlines have
been proposed, one based on the pruning of a syntactic tree which is supposed to
generate well-formed headlines, a second one based on a Hidden Markov Model
which is more robust.
Together with headline generation, sentence compression has received consider-
able attention, the objective here is for example to reduce sentence size by elimi-
nating components which might be unnecessary. In [22], compression was carried
out by removing sentence components using manually developed rules operating
on syntactic trees which consider syntactic restrictions (e.g., obligatory verb argu-
ments) and contextual information. In [25], a noisy-channel model which learns
based on an aligned corpus how to translate uncompressed to compressed sentences.
The method only dealt with removal of elements and used a very small corpus of
compressed sentences, it was therefore extended in [76]. In professional abstracting
settings [13], it was observed that in order to produce abstracts, textual fragments
are usually combined to create new sentences and sometimes new linguistic material
is included. Simulation of text abstracting operations have been implemented using
rule-based and machine learning approaches in [21, 61, 62].
1.2.4 Multi-document Summarization
A multi-document summary is a brief representation of the essential contents of a
set of related documents. The relation between the documents can be of various
types, for example documents can be related because they are about the same entity,
or because they discuss the same topic, or because they are about the same event or
the same event type.
Fundamental problems when dealing with multi-source input in summarization
are the detection and reduction of redundancy as well as the identification of con-
tradictory information. In [56], the multi-document summarization problem is stud-
ied in the context of multi-source information extraction in specific domains. Here
templates instantiated from various documents are merged using specific operators
aiming at detecting identical or contradictory information.
In an information retrieval context, where multi-document summaries are re-
quired for a set of documents retrieved from a search engine in response to the
query, the Maximal Marginal Relevance (MMR) method [7] can be applied. The
method scores text passages (e.g., paragraphs) iteratively taking into consideration
the relevance of each passage to a user query and the redundancy of the passage
with respect to summary content already selected. In the case of generic summa-
rization, computing similarity between sentences and the centroid of the documents
to summarize has resulted in competitive summarization solutions [55, 63]. Do-
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main specific multi-document summarization techniques are explored in a chapter
on summarizing images in this volume (cf. chapter ??).
Sentence ordering is also an issue for multi-document summarization. In single-
document summarization it is assumed that presenting the information in the order
this information appears in the input document would generally produce an accept-
able summary. By contrast, in multi-document summarization particular attention
has to be paid to how sentences extracted from multiple sources are going to be
presented. Various techniques exist for dealing with sentence ordering, for example
if sentences are timestamped by publication date, then they could be presented in
chronological order. However this is not always possible because recognizing the
date of a reported event is not trivial and not all documents contain a publication
date.
Sentence ordering can also be conceived as to represent the different topics to
be addressed in the summary. For example, a clustering algorithm can be used to
identify topics in the set of input documents and discover in what order the topics
are presented in the input documents [3], this in turn could be used to present sen-
tences in an order similar to that observed in the input set. A probabilistic approach
to sentence ordering seeks to estimate the likelihood of a sequence of sentences. It
tries to find a locally optimal order by learning ordering constraints for pairs of sen-
tences [27]. An entity-grid model [1] tries to represent coherent texts by modelling
entity roles (e.g., subject, object) in consecutive sentences, the model is able to dis-
criminate coherent and incoherent texts. Advanced techniques improving on these
methods are presented in this volume ??.
1.2.5 Multilingual Summarization
While most summarization research so far has been carried out for the English lan-
guage probably because of the availability of data and evaluation resources, sum-
marization in languages other than English is not rare.
Activities to promote summarization in Japanese have been undertaken in the
Text Summarization Challenges [46], a series of evaluations of text summarization
systems with tasks such as single document summarization and topic focused multi-
document summarization. Summarization in a cross-lingual environment was stud-
ied in the 2001 Johns Hopkins research workshop [65] where evaluation resources
and summarization algorithms for English and Chinese were developed [54]. The
2005 Multilingual Summarization Evaluation concentrated on summarization from
mixed input in Arabic and English, where the challenge was to generate output from
automatic translations [58].
Various research projects have produced multilingual summarization technology
based on features already used for the English language: the SUMMARIST research
project has produced a summarizer available for Korean and Spanish, the SweSum
summarizer works for Scandinavian languages and the MUSE system is a language
independent summarizer which has been tested for Arabic and Hebrew. The 2011
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Text Analysis Conference in its text summarization evaluation program has included
a pilot task on Multilingual Summarization which objective is to evaluate the appli-
cation of language independent summarization algorithms. In the multilingual task
ten clusters with ten documents (in Arabic, Czech, English, French, Greek, Hebrew,
and Hindi) were produced for evaluation, and each system had to produce sum-
maries in at least 4 different languages. Moreover, various researchers argue their
summarizers to be language independent [42, 59, 24].
1.3 Summarization Resources
1.3.1 Text Summarization Tools
From a commercial point of view, there are a number of software products offer-
ing summarization capabilities (e.g., Microsoft Autosummarize option) as well as a
number of companies offering standalone summarization applications (e.g., Coper-
nic, Pertinence). From the research point of view, a few tool-kits exist, probably the
best known text summarization software for research available today is MEAD [54]
a set of Perl components for summarization of English as well as other languages
such as Chinese. MEAD implements classical sentence relevance features such as
position and term frequency, but also implements multi-document summarization
features such as centroid. MEAD has been used many times for comparison pur-
poses in text summarization research. SUMMA [60] is another available tool which
relies on the GATE framework [41] for document processing and text representa-
tion. It is based mainly on statistical approaches such as frequency computation,
cue-word identification, position, title, centroid, etc. It also exploits the vector space
model to represent documents, sets of documents, sentences, and other textual units
to be able to compute text relevance based on similarity measures between text
units. SUMMA is implemented in Java and used within GATE as a plug-in or as a
Java library for standalone applications. Both MEAD and SUMMA systems need
to be adjusted for optimal performance therefore requiring training data to set up
parameters.
1.3.2 Text Summarization Datasets
Data is fundamental in any scientific activity, and it is of paramount relevance in text
summarization. Without data it will be impossible to formulate working hypotheses,
verify them, and adjust system parameters. Over the past few years, various datasets
have been produced for the study of text summarization, among them datasets per-
taining to the various evaluation frameworks we mention in Section 1.4 (mainly The
Document Understanding Conference and the Text Analysis Conference).
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SummBank is a dataset of parallel English and Chinese documents containing, in
addition to source documents, multi-document summaries for sets of related stories
(i.e., 40 clusters), relative utility judgements for sets of sentences (e.g., an indi-
cation of how valuable the sentence is for a summary), and automatic summaries
[66]; it has been used in large scale evaluation experiments [57]. The CAST corpus
[18] contains a set of documents where each sentence and sentence fragment has
been annotated as either essential or non essential; this kind of dataset could be of
help for developing sentence selection and sentence reduction algorithms. The Ziff-
Davis corpus [17] which has been partially used for experiments in cut-and-paste
summarization [20] and sentence reduction [25], contains newspaper articles and
their human written abstracts. The abstracts were automatically sentence aligned to
their source documents therefore being of value for studying non-extractive summa-
rization.
1.4 Evaluation
A good summary must be easy to read and give a good overview of the content of
the source text. Since summaries tend to be more and more oriented towards specific
needs, it is necessary to tune existing evaluation methods accordingly. Unfortunately
these needs do not give a clear basis for evaluation and the definition of what is a
good summary remains to a large extent an open question.
Therefore, the evaluation of human or automatic summaries is known to be a
difficult task. It is difficult for humans, which means the automation of the task
is even more challenging and hard to assess. However, because of the importance
of the research effort in automatic summarization, a series of proposals have been
made to partially or fully automate the evaluation [73, 38]. It is also useful to note
that in most cases automatic evaluations already correlate positively with human
evaluations.
1.4.1 Evaluating Automatically Produced Summaries
A series of evaluation campaigns have been organized since the late 1990 in the
US, which provided a forum for evaluation and discussion. These campaigns are
essentially SUMMAC (1996-1998) [37], DUC (the Document Understanding Con-
ference, 2000-2007) [49] and more recently TAC (the Text Analysis Conference,
2008-) [45]. Evaluation in these conferences is based on human as well as auto-
matic scoring of the summaries proposed by participants. Therefore, these confer-
ences have played a major role in the design of evaluation measures; they also play
a role in the meta-evaluation of scoring methods since it is possible to check to what
extend the scores obtained automatically correlate with human judgements.
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Broadly, one can say that there are three main difficulties in the automatic eval-
uation of summaries: i) it is necessary to determine what are the most important
pieces of information that should be kept from the initial text; ii) evaluators must be
able to automatically recognize these pieces of information in the candidate sum-
mary since this information can be expressed using various expressions; iii) lastly,
the readability (including grammaticality and coherence) of the summary should be
evaluated.
In this section we mainly refer to evaluation methods that can be applied to ex-
tractive summaries. These summaries are made of extracts from the original text,
which means it is possible to evaluate their quality by comparing their content (i.e.
sequences of words) to reference summaries. If this comparison is not possible (for
example in the case of abstractive summaries), then manual methods are the only
reliable solution within the current state of the art.
Even for extractive summaries, evaluation methods range from purely manual
approaches to purely automatic ones, and there are of course a lot of possibilities
in between. Manual approaches refer to methods where a human evaluates a candi-
date summary from different points of view, for example coverage, grammaticality
or style; this kind of evaluation is necessary but is known to be highly subjective.
Automatic approaches compare segments of texts from the candidate summary with
one or several reference abstracts; this approach is easy to reproduce but cannot
be applied when the system uses reformulation techniques. Mixed approaches al-
low one to manually analyse and score the most important pieces of information
and rank the candidate summaries according to these (the most important pieces
of information must be contained in the candidate summary, independently of their
linguistic formulation).
A lot of diverse approaches for summary evaluation have been proposed in the
last two decades. This prevents us from being comprehensive. We will instead focus
on three methods that have been widely used during recent evaluation campaigns
(esp. during the last Text Analysis Conferences organized by NIST [10]): ROUGE
(a fully automatic method), PYRAMID (a mixed method) and a series of indica-
tors resulting from a manual evaluation. Lastly, we will consider a recent body of
research aiming at evaluating summaries with no human reference.
1.4.2 Manual Methods
The most obvious and simple way to evaluate a summary is to have assessors eval-
uating its quality. For example for DUC, the judges had to evaluate the coverage of
the summary, which means they had to give a global score assessing to what extent
the candidate summary covers the text given as input. In more recent frameworks,
and especially in TAC, query-oriented summaries have to be produced: judges then
have to evaluate the responsiveness of the summary, that is to say to what extent a
given summary answers the query given in input.
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Manual evaluation can also provide some indicators to assess the quality and
readability of a text. A good summary is supposed to be:
• syntactically accurate;
• semantically coherent;
• logically organized
• without redundancy.
These different points are too complex to be fully automatically calculated, es-
pecially semantic coherence and logical organization. In order to get a reliable eval-
uation of these different aspects, it is necessary to get human judgements. For the
DUC [49] and TAC [10] campaigns, human experts had to give different scores to
each candidate summary, using the following indicators:
• grammaticality;
• non redundancy;
• focus (integration of the most important pieces of information of the original
text);
• structure and coherence.
Experts had to give a grade between 0 (void) and 10 (perfect) for each of these
indicators. For TAC 2009, reference summaries written by human experts got an
average grade of 8.8/10 (TAC did not provide the figure for each of the criteria
in isolation). Thus, this grade can be seen as the upper bound score reachable by
candidate summaries.
1.4.3 Automatic Methods Based on a Comparison with a Manual
Reference
Since the early 2000s, a series of measures have been proposed to automate the
evaluation of summaries. Most of these measures are based on a direct comparison
of the produced and the reference summaries [67, 57]. We detail here the two most
popular measures: Rouge and Pyramid.
1.4.3.1 ROUGE
The ROUGE measures (Recall-Oriented Understudy for Gisty Evaluation) have
been introduced by [31]. These measures are based on the comparison of n-grams
(i.e. a sequence of n elements) between the candidate summary (the summary to be
evaluated) and one or several reference summaries1. Most of the time, several refer-
ence summaries are used for comparison, which allows more flexibility and a fairer
1 Rouge was inspired by BLEU, a measure used in the evaluation of machine translation also based
on the comparison of n-grams [53].
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evaluation. There are several variants of ROUGE and we present the most widely
used of them below.
• ROUGE-n: This measure is based on a simple comparison of n-grams (most of
the time a sequence of 2 or 3 elements, more rarely 4). A series of n-grams (hence
series of sequences of n consecutive words) is extracted from the reference sum-
maries and the candidate summary. The score is the ratio between the number of
common n-grams (between the candidate summary and the reference summary)
and the number of n-grams extracted from the reference summary only.
• ROUGE-L: In order to overcome some of the shortcomings of ROUGE-n, more
precisely the fact that the measure may be based on too small sequences of text,
ROUGE-L takes into account the longest common sequence between two se-
quences of text divided by the the length of one of the text. Even if this method is
more flexible than the previous one, it still suffers from the fact that all n-grams
have to be continuous.
• ROUGE-SU: Skip-bi-gram and uni-gram ROUGE takes into account bigrams
as well as unigrams. However, the bi-grams, instead of being just continuous se-
quences of words, allows insertions of words between their first and last element.
The maximal distance between the two elements of the bi-gram corresponds to
a parameter (n) of the measure (often, the measure is instantiated with n = 4).
During TAC 2008, it has been shown that ROUGE-SUn was the most correlated
measure with human judgements.
ROUGE has been very useful for comparing different summaries based on extractive
methods, but the use of n-grams only is a strong limitation since it requires an exact
match of different units of text. More recently, other evaluation measures have been
developed to better capture the semantics of texts.
1.4.3.2 Pyramid
As we have seen, ROUGE measures are based on the discovery of perfect matches
between some sequences of the candidate summary and some of the reference sum-
maries. These methods are thus inefficient if the candidate summary has been pro-
duced using reformulation techniques. PYRAMID [44] is supposed to overcome
some of these issues.
First, the most important pieces of information to be included in reference sum-
maries are extracted2. This can be done by a group of experts or directly by analyz-
ing reference summaries. These pieces of information are called SCU (Summariza-
tion Content Units). They are then weighted: if a SCU only appears in one of the
reference summaries it will get a low score, but if it is included in all the reference
summaries, it will get a high score. The analogy with a pyramid comes here: the
result of this process is a lot of SCU with a low score as the basis of the pyramid,
and a few SCU with a high score at its top.
2 ([19] also proposed an approach of this kind with the notion of Basic Units
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A list of linguistic expressions is associated with each SCU. It is then possible
to map sequences of text with SCU. The last step is then obvious: the evaluation
identifies all the SCU contained in the candidate summary and calculates a score for
the candidate summary, based on the number and the weight of the SCU it contains.
This evaluation is more precise than ROUGE but requires some manual work to
identify the SCU, associate linguistic expressions to them and calculate the weights
necessary for the evaluation. However, according to TAC 2008, this method seems
to better correlate with human judgements than ROUGE probably because it takes
into account some of the semantics of the text.
1.4.4 Automatic Evaluation with no Manual Reference
Even if the previous automatic methods have proven useful for evaluation, they
require that reference summaries be available. Several authors have observed that
this is not always the case and reference summaries are costly to produce when they
are not directly available. Moreover, even when reference summaries are available,
the definition and weighting of SCU remains a difficult and time-consuming task.
On the other hand, the input text used to produce the summary is of course always
available and contains valuable information to evaluate the summaries derived from
it.
The fact that information from the original text can be used to directly evaluate
summaries with no manual reference was first explored in [34]. The authors pro-
posed to use four classes of easily computable features that are supposed to capture
aspects of the input text: input and output text size (coverage is generally propor-
tional to the length of the summary), information-theoretic properties of the distri-
bution of words in the input, presence of descriptive (topic) words and similarity
between the documents in multi-document inputs. Then they directly compared a
set of candidate summaries using these features and the Jensen-Shannon measure.
The authors showed on different tasks (query-focused and update summaries, using
different test sets from different evaluation campaigns) that their approach correlates
favourably with Pyramid.
Finally, [68] showed that this method is effective in most cases but not always:
they specifically pointed out that the method does not perform so well for biograph-
ical information or for the summarization of opinions. They propose a new method,
mainly based on n-grams, skip bi-grams and the Jensen-Shannon measure. Further,
their approach provides interesting results on different summarization tasks for dif-
ferent languages.
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1.5 Conclusion and Perspectives
This introductory chapter provided a quick insight into recent trends in automatic
summarization methods. However, despite more than 50 years of research, there is
still room for improvement.
The most effective and versatile methods used so far in automatic summarization
rely on extractive methods: they aim at selecting the most relevant sentences from
the collection of original documents in order to produce a condensed text render-
ing important pieces of information. As we have seen, these kinds of methods are
far from being ideal: in multi-document summarization, the selection of sentences
from different documents leads to redundancy, which in turn must be eliminated.
Moreover, most of the time only a part of a sentence is relevant, but extracting only
sub-sentences is still far from being operational. Lastly, extracting sentences from
different documents may produce an inconsistent and/or hard-to-read summary.
These limitations suggest a number of desirable improvements. We detail here
three very active research trends, some of them being illustrated in the papers in this
volume.
• In order to overcome the redundancy problem, researchers are actively working
on a better representation of the text content and, more interestingly, are now try-
ing to provide summaries tailored towards specific user needs. Evaluation tasks
proposed in TAC reflect this trend since recent evaluations concerned, among
other things, the production of opinion-based summaries and the production of
update summaries (where only new information should be selected), see for ex-
ample [10]. In this new context, even if the Edmundsonian approach (based on
the recognition of cues and key phrases from the set of original documents) is
still widely used, the integration of new methods and new modules has proven
necessary (e.g., the integration of an opinion mining module for opinion-based
summarization [6]), leading to a more fine grained representation of the original
set of documents.
• As explained above, sentence compression is another very active domain of re-
search. Rather than just selecting relevant sentences from original documents,
sentence compression aims at keeping only the part of the sentence that is re-
ally meaningful and of interest for the abstract. Most of the time, compression
rules are defined manually [22] even if recent experiments tried to automatically
learn these rules from a set of examples [9]. The improvement brought by this
method in readability and summarization quality still needs to be assessed: most
approaches in sentence compression require an accurate analysis of the input
sentence in order to provide reliable results, which is not always possible given
the state of the art in parsing. So, sentence compression is a promising source of
improvement but its application still needs to be validated
• One of the main drawback of extractive methods is often the lack of readability of
the text produced. In most systems, sentence ordering is based on simple heuris-
tics (e.g. location of the sentence in the original documents) that are not enough
to produce a coherent text. Recent research aims at finding new methods for pro-
1 Automatic Text Summarization: Past, Present and Future 15
ducing more coherent texts. For example [4] suggest that calculating the local
coherence between candidate sentences may lead to more readable summaries.
Developing a global document model may also help.
Finally, the evaluation of automatic summarization is still an open issue. Re-
cent automatic methods (like Pyramid, see above) have proven more consistent that
human-based evaluation. However, the lack of consensus between humans when
evaluating summaries is a real problem. The development of more focused sum-
maries may lead to a more consistent evaluation and to a better convergence between
human and automatic evaluation methods, which is highly desirable. However, au-
tomatic summarization evaluation is still a very promising research area with many
challenges ahead.
The tenet of this research goes a lot further than just evaluation, since evaluating
a summary involves having an accurate description of the content of the documents.
Hence, automatic summarization is not just another natural language application:
it raises important issues related to artificial intelligence and cognitive science. Be-
yond practical applications, research in the domain may lead to a better understand-
ing of human comprehension.
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