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Abstract
We translate the problem of calculating the entropy of
a set of binary configurations/signals into a sequence
of supervised classification tasks. Subsequently, one
can use virtually any machine learning classification
algorithm for computing entropy. This procedure can
be used to compute entropy, and consequently the
free energy directly from a set of Monte Carlo config-
urations at a given temperature. As a test of the pro-
posed method, using an off-the-shelf machine learn-
ing classifier we reproduce the entropy and free en-
ergy of the 2D Ising model from Monte Carlo configu-
rations at various temperatures throughout its phase
diagram. Other potential applications include com-
puting the entropy of spiking neurons or any other
multidimensional binary signals.
1 Introduction
The problem of estimating entropy of high dimen-
sional binary configurations or signals is ubiquitous
in many disciplines. In physics, we very often have
at our disposal a set of configurations of some phys-
ical system generated by a Monte Carlo simulation
at a given temperature T0. This data is very much
geared towards computing expectation values of var-
ious operators or their correlation functions, however
obtaining the entropy or free energy of the system is
far from trivial. Indeed, to the best of our knowledge,
there is no known way to compute the entropy di-
rectly from these configurations [1] even for a system
of a quite moderate size (e.g. for a 20 × 20 lattice).
The goal of the present paper is to propose machine
∗e-mail: romuald.janik@gmail.com
learning based methods which would allow to make
such a computation.
Due to the lack of a direct method to obtain en-
tropy, various indirect approaches have been pro-
posed.
One standard way requires to perform separate
Monte Carlo simulations at a series of temperatures
from close to T = 0 up to T0, evaluate the heat ca-
pacity C(T ) from the variance of the energy σ2E(T )
C(T ) =
∂〈E〉
∂T
=
σ2E(T )
T 2
(1)
and obtain the entropy by a numerical integration
over T :
S(T0) =
∫ T0
0
C(T )
dT
T
(2)
Clearly this process is time consuming and requires
performing multiple auxiliary Monte Carlo simula-
tions even if one is interested only in the entropy of
the system at a specific temperature T0.
Another approach is to use Wang-Landau sam-
pling [2] for the given hamiltonian to obtain the den-
sity of states g(E), and subsequently compute the en-
tropy. This way does not use the original Monte Carlo
configurations at all and requires to perform a quite
separate (and conceptually different) Monte Carlo en-
tropic sampling to evaluate the entropy. Needless to
say, Wang-Landau sampling requires for the system
to be described by an explicit hamiltonian, which is
of course clearly given in the physics context, but re-
quires separate modeling in other contexts (e.g. for
neuron spike recordings). In the latter case, in order
to use any of the above approaches, one would have
to assume a specific form of an effective hamiltonian
describing the system, which is in fact an additional
prior input. Determining its free coefficients is an
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involved problem by itself, even before trying to eval-
uate the entropy.
Indeed, within the field of neuroscience, one is of-
ten interested in the dynamics of spiking time series
of populations of neurons and in particular in assess-
ing their information content through an estimation
of entropy. For small populations, one can clearly
evaluate the entropy directly (see section 2 below),
however as the number of available neurons grows,
the space of allowed configurations increases expo-
nentially. A common approach, as indicated above,
is to model the system through an effective Ising
model [3] (equivalently a Hopfield network [4])
H =
∑
i<j
Jijsisj +
∑
i
hisi (3)
which provides a maximal entropy description sub-
ject to the constraint of reproducing all 1-point and
2-point correlation functions. Once one solves this
“inverse Ising” problem of fitting the parameters Jij
and hi [5], one can then use a physics based approach
(like mean field or one of the more precise meth-
ods like temperature integration or the Wang-Landau
sampling mentioned above) to evaluate the entropy.
As emphasized previously, this is however not a triv-
ial problem even if the exact coefficients Jij and hi
are known.
The aim of this work is to propose a viable method
which computes the entropy directly from the origi-
nal configurations (e.g. the Monte Carlo configura-
tions at a given temperature, or neuron spike trains,
or any other relatively high dimensional binary sig-
nal). In particular, we would like the method to be
applicable when the dimensionality of the system is
such that there are basically no repeated configura-
tions. This is in fact the generic situation in physics
simulations, where e.g. the Ising model on even a
small 20×20 lattice has of the order of 10120 possible
configurations1.
2 Entropy and its estimation
Suppose that an N -dimensional binary signal
{xi}i=1..N comes from a probability distribution
p(x1, x2, . . . , xN ) (4)
1For the 20000 Monte Carlo configurations at each tem-
perature for the 20 × 20 Ising model used in this paper, we
checked that indeed all configurations are distinct for temper-
atures T ≥ 2.7.
Then the (Shannon) entropy2 is given by
S = −
∑
{xi}i=1..N
p(x1, x2, . . . , xN ) log2 p(x1, x2, . . . , xN )
(5)
where the sum is over the 2N allowed configura-
tions. In the physics context, the Shannon entropy is
of course equivalent to the thermodynamic entropy,
when the probability distribution is given by a Bolt-
mann distribution associated to some hamiltonian:
pBoltzmann(x1, x2, . . . , xN ) =
1
Z
e−
1
T H(x1,x2,...,xN )
(6)
where T is the temperature.
The difficulty in evaluating the entropy directly
from the definition (5) has two sources. Firstly, even
if the explicit functional form (6) is known and the
hamiltonian H(x1, x2, . . . , xN ) is easy to evaluate as
is usually the case, the computation of the normaliz-
ing constant Z (i.e. the partition function in physics)
and the summation over configurations in (5) is in-
tractable by brute force. Hence the need for the the-
oretically much more involved approaches mentioned
in the introduction.
Secondly, especially outside the physics context, we
do not have at our disposal the functional form (6)
with a simple known hamiltonian, and the problem
lies in reliably estimating the probability distribution
p(x1, x2, . . . , xN ) given a set of n samples from the
distribution. For relatively small N and a sufficient
number of samples, one can directly count the num-
ber of times k a given configuration {xi}i=1..N oc-
curred and set
p(x1, x2, . . . , xN ) =
k
n
(7)
Substituting this back into (5) gives the plug-in (or
Maximal Likelihood) estimator. Taking into account
the bias for small sample sizes/occurrence counts
leads to a variety of improved estimators like the
Miller-Madow [6], Chao-Shen [7], Grassberger [8],
James-Stein [9] and others. Further refinements in-
volve Bayesian estimators based on Dirichlet priors
(see a summary and references in [9]), and the most
refined estimators obtained by fitting a mixture of
Dirichlet distributions: the Nemenman-Shafee-Bialek
(NSB) estimator [10] and the CDM estimator of [11].
Another quite different approach is based on an ex-
pansion of the Shannon entropy in terms of mutual
2In this paper we will always use base 2 logarithms, thus
the entropy is measured in bits.
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information. This comes from rewriting exactly the
entropy in terms of entropies of individual subsystems
and then adding corrections due to first pairwise mu-
tual information and subsequently their higher order
generalizations:
S =
N∑
i=1
S(i)−
∑
i<j
I2(i, j) +
∑
i<j<k
I3(i, j, k) + . . . (8)
where S(i) is the entropy of the subsystem made up
of neuron/spin xi, I2(i, j) is the mutual information
between the subsystems xi and xj :
I2(i, j) = S(i) + S(j)− S(i, j) (9)
etc. Unfortunately, truncation of the expansion (8) at
say 2nd order may yield huge errors – even leading to
a negative entropy estimate for the Ising model in the
intermediate temperature regime. In principle this
should be improved by higher order terms, however
evaluating them explicitly becomes combinatorially
intractable for larger N .
Another interesting proposed approach (with
somewhat wider goals) [12], aims at maximizing the
possible entropy satisfying a set of information the-
oretic constraints. Unfortunately this method also
seems to be limited to moderate dimensionalities N .
3 The proposed method
As indicated in the introduction, we would like our
method of estimating entropy to work also in the case
of dimensionalities N , where the given samples in-
volve basically only distinct configurations, thus in
formula (7), k = 0 or k = 1 and we cannot use any of
the subsequent refinements.
Before we present the details, let us comment on
the general philosophy of the proposed method.
The methods of entropy estimation based on oc-
currence counts like (7) and its variations treat each
distinct configuration as a structureless “atomic” ob-
ject. All details of its constituents are thrown away.
Our method, in contrast, strives to analyze the inter-
nal structure of the configurations and thus can work
in the regime where all occurring configurations are
distinct. In order to extract the possibly quite com-
plex internal relationships between the constituents,
we will use machine learning methods, which, as we
will show, appear here in a very natural way.
Our starting point is the exact rewriting of a mul-
tidimensional probability distribution in terms of a
product of conditional probabilities
p(x1, x2, . . . , xN ) = p(x1)p(x2|x1)p(x3|x1, x2) · . . .
(10)
Let us first evaluate Shannon’s entropy using the
above decomposition. We clearly get a sum of N
terms:
S = S1 + ∆S2 + ∆S3 + . . .∆SN (11)
The first term is just the entropy of the first neu-
ron/spin:
S1 = −p1 log2 p1 − (1− p1) log2(1− p1) (12)
where p1 ≡ p(x1 = 1).
The second term is more interesting. We need to
evaluate
∆S2 = −
∑
{x1,x2}
p(x1, x2) log2 p(x2|x1) (13)
Since x2 is a binary variable, the conditional proba-
bility is completely specified by the simple function
p2(x1) ≡ p(x2 = 1|x1) (14)
Then an estimate of ∆S2 based on the dataset
{x(k)1 , x(k)2 }k=1...n is
− 1
n
n∑
k=1
x
(k)
2 log2 p2(x
(k)
1 )+(1−x(k)2 ) log2(1−p2(x(k)1 ))
(15)
We observe, that this is exactly the cross-entropy loss
in a standard supervised classification problem where
we treat the value of the neuron/spin x2 as a class la-
bel y (which can be either 0 or 1), and we try to pre-
dict its probability based on the value of neuron/spin
x1. Similarly for ∆S3 we get
− 1
n
n∑
k=1
x
(k)
3 log2 p3(x
(k)
1 , x
(k)
2 ) +
+
(
1− x(k)3
)
log2
(
1− p3(x(k)1 , x(k)2 )
)
(16)
where now we need to predict the probability of x3 =
1 in terms of the values of x1 and x2.
Thus the decomposition (11) corresponds exactly
to a sum of cross-entropy losses of a sequence of it-
erative supervised classification problems where we
predict the probability of xj = 1 given the values of
the previous3 spins x1, x2, . . . , xj−1.
3According to the given fixed ordering x1, x2, . . . , xN .
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Note, however, that these auxiliary classification
problems have a somewhat different flavour from the
typical ones encountered in machine learning. There,
we expect usually the target class to be completely
determined by the features (predictors), like whether
a given image represents a cat or a dog. So the ideal
classifier should attain zero cross-entropy loss. In our
case, we expect generically for the best possible clas-
sifier to achieve only some positive cross-entropy loss.
It is exactly this nonzero cross-entropy which summa-
rizes the contribution of the j-th spin/neuron to the
total entropy.
Indeed, suppose that spin xj is completely indepen-
dent of x1, x2, . . . , xj−1. Then the conditional prob-
ability
pj(x1, x2, . . . , xj−1) ≡ p(xj = 1|x1, x2, . . . , xj−1)
(17)
will just be a constant equal to the marginal p(xj = 1)
and ∆Sj will be equal to the entropy of the neu-
ron/spin xj by itself.
If, on the other hand, xj would be completely de-
termined by x1, x2, . . . , xj−1, we would expect the
ideal classifier to give vanishing cross-entropy and
∆Sj = 0.
Let us emphasize that the above procedure of
computing the entropy depends explicitly on the
predefined ordering of the particular neurons/spins
x1, x2, . . . , xN , as the auxiliary classification prob-
lems for two orderings are completely different. On
the other hand, the final outcome, the entropy of the
system, is clearly independent of any ordering. This
property may be a nontrivial cross-check of the qual-
ity of the employed machine learning classifier, hence
it would be beneficial to evaluate the entropy for a
couple of permutations of the neurons/spins.
Let us note that in the limit of infinite data, the
entropy estimate (11) using some concrete classifi-
cation algorithm will approximate the true entropy
from above. This can be easily seen e.g. for the
difference ∆Strue2 −∆Sclassifier2 equal in the infinite
data limit
∑
{x1,x2}
p(x1, x2) log2
pclassifier(x2|x1)
p(x2|x1) (18)
Using Jensen’s inequality this is smaller or equal than
log2
∑
{x1,x2}
p(x1, x2)
pclassifier(x2|x1)
p(x2|x1) (19)
which in turn vanishes due to
log2
∑
{x1,x2}
p(x1)pclassifier(x2|x1) = log2 1 = 0 (20)
A similar argument holds for other terms. Hence if
various classifiers yield different answers, we should
chose the one which predicts the lowest entropy. Of
course, for a finite number of samples these theoreti-
cal conclusions are not guaranteed to hold.
Finally, as emphasized in more detail at the end
of the following section, we should take care how we
evaluate the predictions of the fitted classifiers and
never evaluate them on the data used for training.
4 Machine learning considera-
tions
In section 3, we reinterpreted the decomposition (11)
for the formula for the entropy (5) in terms of cross-
entropy losses of a sequence of supervised classifica-
tion problems. This is very general and comes from
the fact that a discriminative supervised classification
problem is just by definition a certain model of the
conditional probability distribution
p(y|x1, x2, . . . , xj) (21)
where y is a binary (target/class) variable and
x1, x2, . . . , xj are some predictors/features.
The reason, why this interpretation is fruitful is
that we would like to estimate (21) in a data driven
way based on the given set of binary signals (repre-
senting e.g. Monte-Carlo spin configurations, neuron
spiking time series etc.) and the field of Machine
Learning provides in fact a very wide variety of algo-
rithms which are specifically designed to model very
complex conditional probability distributions4, and
thus can be directly used now to estimate entropy.
The most notable examples are logistic regression,
k-nearest neighbours, deep neural networks, random
forests, gradient boosted trees, and others.
Note that the relevance of the machine learning
algorithm for computing entropy is indicated not by
classification accuracy, but rather by a good estimate
of probability. Thus e.g. Naive Bayes is not expected
to be a good choice, Support Vector Machines (SVM)
by default do not provide probabilities at all and deep
neural networks may require some caution (cf. [13]).
4A classical example would be the probability that an image
shows a cat conditioned on the set of pixels of the image.
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The freedom in the choice of classifier means that
we have at our disposal a whole range of methods for
computing entropy. This variety may be very useful
when we have some prior knowledge about the given
binary signals. In the case when the number of sam-
ples is not so large, Bayesian models/inference may
be very effective. One can also use any of the tech-
niques developed within machine learning for feature
selection as an ingredient for the procedure of entropy
estimation.
In this paper we will not attempt to investigate any
of such refinements, but rather, as a proof of concept
of the method, use a standard off-the-shelf classifier
and use it with basically default settings
A very versatile nonlinear classifier which will be
used in the numerical experiments in the present pa-
per is the so-called gradient boosted tree classifier.
Specifically, we chose xgboost – its very efficient5
variant and implementation [14]. In some cases, we
will also use logistic regression for comparison.
Before we close this section, we need to address a
remaining important issue concerning the evaluation
of the predictions pj(x1, x2, . . . , xj−1) used in formu-
las like (15) or (16). In Machine Learning one has to
avoid “overfitting”, where the classifier will fit ran-
dom noise in the data. This is especially dangerous
for the more complex nonlinear classifiers, which are
incidentally of the most interest in the present con-
text. Moreover, predicting directly on the training
data used to fit the classifier would strongly skew the
predicted probabilities and thus would tend to un-
derestimate the entropy if we have a finite amount of
data (as is always the case).
A standard way to mitigate this problem is to par-
tition the dataset into k (at least k = 2 but usually
k = 5) parts (folds), train the classifier on the sum
of k − 1 parts, but compute predicted probabilities
only on the remaining unseen k-th fold. Then repeat
the process k − 1 times, holding out another fold,
until one gets predictions for all datapoints. Then
the cross-entropy loss like (15) or (16) entering (11)
should be computed only using these held-out predic-
tions6.
5For computational speed, in this paper we always use the
settings tree method=’hist’ and n jobs=-1.
6In order not to be biased by a specific choice of the par-
tition of the dataset into k folds, we pick a different shuffled
partition for each auxiliary classification problem.
5 The importance of nonlinear-
ity
In this section, we will consider synthetic datasets
where some binary features are functionally depen-
dent on others.
Let X1 be given by 50 independent random binary
variables, each with probability 0.5, and X2 be de-
fined similarly. We will now form four variants of a
third set of binary variables X3 which are given re-
spectively by NOT X1, X1 OR X2, X1 AND X2 and
X1 XOR X2. The final datasets will be obtained by
sampling the concatenation of X1, X2 and one of the
variants of X3. Hence in total we have 150 binary
variables, whose entropy is clearly equal to 100.0 bits
irrespective of the choice of X3. We will now perform
a random reordering of the variables, take 10000 sam-
ples and apply our proposed method for computing
the entropy.
It is illuminating to look at the answers obtained
by using two standard classifiers: logistic regression7
and gradient boosted trees (xgboost). The former is
essentially a baseline linear classifier, while the latter
is, as mentioned earlier, a fully nonlinear one. The
results are shown in Table 1.
NOT OR AND XOR
lr 100.68 101.23 101.26 151.05
xgb(100) 100.74 100.74 100.71 122.27
xgb(200) · · · 112.60
xgb(400) · · · 105.79
Table 1: The results for estimating the entropy for
the four datasets, with logistic regression, xgboost
with the default number of trees (100), and with 200
and 400 trees respectively. The exact answer for all
datasets is 100.0 bits.
Unsurprisingly, the interdependence structure of
the XOR dataset cannot be captured by a linear
model, and logistic regression indeed very strongly
overestimates the entropy. The nonlinear xgboost
classifier is definitely better, but the structure of
the dataset requires increasing the complexity of the
model (by increasing the number of trees from the
default 100 to 400 and possibly more8) in order to
correctly estimate the entropy.
7We use the implementation from scikit-learn with de-
fault parameters.
8Note, however, that increasing the complexity of the model
is not always beneficial. See e.g. the case of the 2D Ising model
in the following section.
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This example serves to illustrate that the flexibil-
ity of our proposed method in the choice of the spe-
cific machine learning classifier can yield interesting
insights into the data. By comparing different clas-
sifiers we can e.g. assess the complexity of nonlinear
interdependence of our configurations or signals. Al-
ternatively, we can sometimes restrict ourselves to a
simpler and faster model if the more complex model
does not yield a significantly lower entropy estimate.
6 Ising model entropy and free
energy from Monte Carlo
configurations
As a nontrivial cross check of the proposed method
we will evaluate the entropy of the 2D Ising model on
a 20× 20 periodic lattice directly from sets of 20000
configurations obtained using Monte Carlo sampling
for temperatures ranging from T = 1.0 to T = 4.0,
thus spanning both the low and high temperature
phase of the infinite volume theory and the critical
phase transition in between.
The 2D Ising model is especially interesting as a
testing ground for the evaluation of entropy for a
number of reasons. Firstly, there are analytical exact
formulas for the entropy and free energy of the model
put on any L × L lattice (see the formulas in Ap-
pendix A). Secondly, it is not a trivial system but ex-
hibits a phase structure with two distinct phases sep-
arated by a second order phase transition. Thirdly,
it has a huge number of possible configurations 2L
2
,
thus making it a challenging testing ground for en-
tropy estimation. Fourthly, it is a quintessential ex-
ample for Monte Carlo simulations, thus the direct
computation of the entropy and free energy just from
the Monte Carlo configurations would be an interest-
ing proof of concept of the proposed method. Finally,
generalizations of the Ising model with arbitrary pair-
wise couplings and inhomogeneous magnetic field (3)
are commonly employed as maximal entropy models
of neuron spiking in neuroscience.
Since the 2D Ising model has a clear spatial struc-
ture, and we would like to test our method in a more
general context, we will randomly permute the 400
spins to set the ordering for (10).
Before we present the predictions for the whole
range of temperatures it is instructive to look at the
dependence of the outcome on various factors.
Firstly, two key hyperparameters of the gradi-
ent boosted trees algorithm are the number of
max depth n estimators S(T = Tc) time
3 25 0.44125 7.7
3 50 0.42815 12.1
3 75 0.42868 16.5
3 100 0.42960 21.0
3 200 0.43330 38.7
5 100 0.43885 37.2
5 200 0.45196 71.2
logistic regression 0.43518 7.9
exact 0.42468
Table 2: The estimated entropy per spin computed
from 20000 Monte Carlo samples at T = Tc for var-
ious choices of hyperparameters of xgboost as well
as logistic regression for completeness. The running
time is in minutes on a 6-core desktop. The exact an-
swer is given for a 20× 20 lattice (see Appendix A).
trees (n estimators) and their maximal depth
(max depth). In Table 2, we show the dependence
of the entropy estimate on these choices at the criti-
cal point T = Tc ∼ 2.2691853.
We see that for 25 trees, the model is too sim-
ple, while for increasing depth and number of trees it
starts overfitting. Thus, for all the remaining exper-
iments we choose the default max depth=3 and just
decrease the number of trees from the default 100
to 50. This is also clearly better than a logistic re-
gression baseline.
It is also interesting to analyze the dependence of
the entropy estimate on the number of Monte Carlo
samples. The results for n = 10000, n = 20000 and
n = 40000 are shown in Table 3. The results get
better as we gain access to more data. This motivated
us to compute a linear extrapolation in 1/n, although
there are no known theoretical grounds for a specific
functional dependence. This is, in fact, an interesting
problem for further study.
n S(T = Tc)
10000 0.42989
20000 0.42815
40000 0.42748
extrapolated 0.42661
exact 0.42468
Table 3: The estimated entropy per spin at T = Tc
as a function of the number of Monte Carlo samples,
together with a linear extrapolation in 1/n.
As emphasized in section 4, it is important to es-
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timate the probabilities by predicting on an unseen
test set, especially for more complex classifiers, so we
always use k-fold cross validation. Increasing k, in-
creases the amount of training data for the machine
learning algorithm on each fold, thus leading to better
results. The drawback, however, is that the running
time increases as one has to run each classifier k times
to obtain predictions for all samples. In Table 4 we
show this dependence on k. In all other simulations
we take k = 5.
k S(T = Tc) time
2 0.42935 2.7
3 0.42857 5.2
4 0.42829 7.4
5 0.42815 9.1
exact 0.42468
Table 4: The estimated entropy per spin computed
from 20000 Monte Carlo samples at T = Tc for var-
ious number of cross validation folds together with
the running time in minutes.
As emphasized in section 3, the procedure for esti-
mating the entropy depends explicitly on the ordering
of the variables (spins/neurons) as the auxiliary clas-
sification problems (i.e. which spin/neuron to predict
based on which subset of spins/neurons) are quite
different for different orderings. Yet the sum of the
cross entropy losses for all the classification problems
should not depend on the ordering. This is a nontriv-
ial consistency check of the method and may serve to
assess whether the chosen machine learning classifier
is adequate for the given dataset and to estimate the
lower bound on the error9.
In Table 5, we show the results obtained for a natu-
ral row-wise ordering, five different random orderings
as well as two orderings based on correlation. For
the max corr. one, we iteratively pick a spin which is
most correlated10 with the ones chosen earlier, while
for the min corr. ordering we pick the least correlated
spin. We see that the results for various orderings are
consistent between themselves.
With the above exploratory analysis done, we com-
pute the entropy for the range of temperatures T =
9Of course, the difference between the entropy estimate and
the true entropy may be much higher than that, as the classifier
may systematically fail to identify all predictive regularities in
the dataset, c.f. logistic regression for the XOR dataset in the
previous section.
10As measured by the sum of absolute values of correlation
coefficients
∑
j∈previous |Cij |.
ordering S(T = Tc)
row-wise 0.42821
max corr. 0.42818
min corr. 0.42820
random (seed 0) 0.42815
random (seed 137) 0.42816
random (seed 555) 0.42810
random (seed 1621) 0.42812
random (seed 4567) 0.42817
exact 0.42468
Table 5: Entropy estimates computed for various or-
derings of the spins.
Figure 1: Entropy per spin computed using xgboost
classifier compared with the exact answer. The ma-
genta data point at T = 1.0 uses data augmentation
(see text).
1.0 to T = 4.0 from 20000 Monte Carlo configura-
tions (at each temperature) and compare with the
exact answer for the Ising model on the 20 × 20
periodic lattice (see Appendix A for explicit formu-
las). We use 5-fold cross validation, max depth=3 and
n estimators=50. We use a random ordering with
seed 0. The results are shown in Fig. 1.
Once we have the entropy, we can immediately
compute the free energy from
F = 〈E〉 − TS (22)
where the expectation value of the energy is trivial to
compute from the Monte Carlo configurations. The
results are shown in Fig. 2.
Note that there is a significant deviation for the
lowest temperature T = 1.0. There, the system is in
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Figure 2: Free energy per spin computed using
xgboost classifier compared with the exact answer.
The magenta data point at T = 1.0 uses data aug-
mentation (see text).
the ordered phase where all spins are predominantly
oriented in the same direction. This means that the
classification problems are very strongly imbalanced.
In fact, it is quite surprising that the xgboost classi-
fier works so well for slightly higher temperatures in
the ordered phase.
One way to alleviate the problem is to use more
data. Instead of generating further Monte Carlo sam-
ples, one can instead use the very standard machine
learning procedure of data augmentation, namely
constructing additional samples based on the original
data (e.g. cropping and flipping images in image clas-
sification tasks). In the context of the Ising model,
we can rotate the spin configurations by multiples
of 90◦ or perform arbitrary (periodic) translations.
Note that from the point of view of the auxiliary clas-
sification problems, this yields completely novel addi-
tional data. For the magenta points in the figures, we
added multiples of 90◦ rotations of the original 20000
samples, giving all together 80000 data points. We
see that the entropy estimate is now much better.
Of course, data augmentation is only possible if the
relevant system has some known symmetries. This is
a very common situation for various physical systems
but does not occur e.g. for recordings of spiking neu-
rons. In the latter case data augmentation is impos-
sible and one would have to acquire more real data.
7 Discussion
In this paper we translated the problem of computing
the entropy of a set of binary configurations or sig-
nals into performing a sequence of supervised classi-
fication tasks, whose sum of cross-entropy losses pro-
vides an estimate of the entropy. We showed that the
method is powerful enough to reproduce quite well
the entropy and free energy of the 2D Ising model
directly from Monte Carlo configurations.
This framework is very general and allows to use
the whole machine learning toolbox with a wide range
of diverse machine learning classifier algorithms for
computing entropy. This flexibility may be used, on
the one hand, to chose a classifier most suited to the
general structure of the data of interest. And, on the
other hand, a comparison of the entropy estimates
due to different classifiers may lead to interesting in-
sights into the data, like being an indication of the
inherent complexity/nonlinearity of the signals.
We hope that these methods will be very useful in
physics, where they may be used to estimate the en-
tropy and free energy directly from a set of Monte
Carlo configurations. Within neuroscience, they may
be an aid in estimating the entropy of larger popu-
lations of spiking neurons as well as other brain sig-
nals. Comparing the entropy of a maxentropy model
like (3) with the entropy obtained from the original
signal may be an aid in estimating the applicability
of the specific model to the observed data.
There are numerous directions for further study. It
should be possible to extend this approach to other
information theoretic quantities. It would be inter-
esting as well to develop extensions for differential en-
tropy (of continuous probability distributions). An-
other direction would be to investigate the optimal
machine learning algorithms and/or feature selection
procedures in various specific contexts like the case
of very high dimensionality.
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A Exact solution of the 2D
Ising model on a L × L pe-
riodic lattice
Apart from Onsager’s exact solution of the 2D Ising
model in the thermodynamic limit [15], there exists
also an explicit solution on a finite size L × L lat-
tice with periodic boundary conditions due to Kauf-
man [16]. Here we give the formulas as in [17], where
the potential branch cut ambiguities in the original
formulas have been resolved.
The exact partition function is given by
Z(L, β) =
1
2
(2 sinh(2β))
L2
2 ·
4∑
i=1
Zi (23)
where β = 1/T and
Z1 = 2
L
L−1∏
r=0
TL
2
(c2r+1) (24)
Z2 = 2
L
L−1∏
r=0
UL
2 −1(c2r+1) ·
L
2 −1∏
r=0
(
c22r+1 − 1
)
(25)
Z3 = 2
L
L−1∏
r=0
TL
2
(c2r) (26)
Z4 = 2
L
L−1∏
r=0
UL
2 −1(c2r) ·
L
2 −1∏
r=1
(
c22r − 1
) · (27)
· (cosh2(2β)− coth2(2β)) (28)
and
cl = cosh(2β) coth(2β)− cos pil
L
(29)
In the above formulas Tn(.) and Un(.) are Chebyshev
polynomials. The total entropy is then given by
S = logZ − β ∂
∂β
logZ (30)
while the free energy is
F = − 1
β
logZ (31)
In the paper we present results per spin, hence these
quantities are divided by L2. Moreover, the entropy
is counted in bits, hence (30) is further divided by
log 2.
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