ABSTRACT This paper presents a sliding-mode observer-based model predictive control (SMO-MPC) strategy for image-based visual servoing (IBVS) of fully-actuated underwater vehicles subject to field of view and actuator constraints and model uncertainties. In the proposed SMO-MPC controller, the visual system model and the approximate underwater vehicle model are used to predict the future trajectories from the current states driven by input candidates over a certain horizon. With the consideration of system uncertainties, including external disturbances and unknown dynamic parameters, a sliding-mode observer is designed to estimate the modeling mismatch, which is feedforward to the dynamic model in MPC. The actual control signals are generated at each step by minimizing a cost function of predicted trajectories under system constraints. The effectiveness of the proposed SMO-MPC IBVS controller is verified by comparative simulations using a fully-actuated underwater vehicle with different control configurations.
I. INTRODUCTION
Underwater Vehicles play important roles in exploring the ocean, including geographical survey, object detection, environmental monitoring, interventional operation, and so on. Dynamic positioning (DP) is a critical technique to guarantee underwater vehicles execute underwater observing or manipulating tasks exactly and effectively [1] . To achieve DP, an underwater vehicle must obtain its spatial position and orientation with sufficient accuracy and high frequency. In the past, researchers have developed various feedback controllers for underwater vehicles based on the 3-dimensional (3D) pose information obtained by inertial navigation systems and acoustic positioning systems.
Visual servoing has been proved to be an effective method to control a robotic system, in which visual feedback signals
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are provided by a camera, by driving a set of visual features to reach their desired positions. Compared with conventional underwater acoustic positioning systems, visual systems have the advantage of using low cost cameras over acoustic transponders, and are suitable for underwater unstructured environments.
Visual servoing methods are classified into three categories according to the kind of feedback information [4] - [6] , namely position-based visual servoing (PBVS), image-based visual servoing (IBVS), and hybrid visual servoing (HVS). Various visual servoing techniques have been developed over the past decades with applications in mobile robots [7] , industrial manipulators [8] , and aerial vehicles [9] .
Especially in the past two decades, visual servoing has been applied to underwater vehicles. Recently, for examples, Bechlioulis et al. [2] presented a PBVS control system for an underwater vehicle, where the state vector was estimated by an extended Kalman filter (EKF). Hua et al. [3] proposed a homography-based visual servoing approach for a fullyactuated vehicle by exploiting the homography matrix that indicated the transformation information between the current and desired camera coordinates. Gao et al. [10] designed a neural network-based adaptive IBVS controller with two layers for positioning an underwater vehicle.
To solve the problem of actuation and visibility constraints for robotic IBVS systems, the visual path planning method [11] and the Lyapunov-based approach [12] - [14] have been presented, but both are complex to design and analyze. Model predictive control (MPC), also known as receding horizon control, makes use of system models to predict the future states in a finite horizon and find a set of optimal inputs by maximizing future performances of the system, and inherently supports constraint handling [15] . In recent years, MPC has been applied to trajectory tracking of underwater vehicles [16] , [17] . An IBVS scheme based on nonlinear MPC (NMPC) is proposed considering the constraints of joint, torque and the visibility in [18] . NMPC for constrained IBVS is investigated for a 6-DOF free-flying camera using an internal model control (IMC) structure in [19] , where the robot dynamics are omitted. Three different visual predictive control architectures based on image moments are proposed in [20] to solve the potential problems appearing in classical IBVS with different types of constraints.
In the practical applications of underwater vehicles [21] , dynamic uncertainties always exist due to ocean current disturbances and uncertain system parameters, which makes the control of underwater vehicles challenging [22] . Many adaptive and robust methods have been proposed to address this problem, e.g., neural network control [23] , sliding mode control [24] , [25] , and robust fuzzy logic control [26] - [28] . To solve this problem within the NMPC framework, the following three effective approaches can be employed.
(1) Robust model predictive control (RMPC), which ensures the system stability and performance within a specific uncertainty range, e.g., the min-max approach. In [29] , RMPC is used to design an online IBVS controller for a 6 DOF robotic system. However, the solution of RMPC is conservative and the performance is degraded significantly because it tries to hold the stability with all possible uncertainties.
(2) Hierarchical MPC IBVS control scheme, where MPC is integrated with an adaptive dynamic controller in a hierarchical structure, as presented by Gao et al. in [32] . The desired velocity is generated by NMPC based on the visual servoing model, and a neural network-based model reference adaptive controller (NN-MRAC) is designed to realize velocity tracking in the presence of uncertainties. But the vehicle actuator constraint was not satisfied in the MPC IBVS controller, instead, only the velocity constraint was handled.
(3) Disturbance observer-based MPC, in which the external disturbances and dynamic uncertainties are estimated by a nonlinear observer and feedforward to the MPC controller. This method has been effectively employed for marine vehicles, as in [33] and [34] .
In the past, a variety of nonlinear disturbance observers (NDO) have been proposed for complex robotic systems [35] - [39] . Among them, sliding mode observers (SMO) have been widely used to estimate the system uncertainties caused by unknown dynamics, external disturbances, and measurement errors [40] - [42] .
Motivated by the works mentioned above, this paper aims to investigate the IBVS problem of fully-actuated underwater vehicles considering system constraints and dynamic uncertainties using a sliding mode observer-based model predictive control (SMO-MPC) approach. The SMO is designed to estimate the dynamic uncertainties and feedforward it to the MPC controller. While the MPC controller is formulated as a nonlinear optimization problem in the image plane using a predictive control strategy, thus the system constraints can be easily and explicitly handled.
The remaining of the paper is organized as follows. Section II describes the mathematical formulation of the IBVS problem, including the model of underwater vehicles and the visual servoing model for a downward-looking camera. Section III details model predictive IBVS control strategy incorporated with SMO. In Section IV, comparative simulation studies with a 6-DOF underwater vehicle are presented to illustrate the performance of the proposed controller. Finally, some concluding remarks are provided in Section V.
II. PROBLEM DESCRIPTION
The models of underwater vehicles and visual systems are introduced in this section, and the control objective of IBVS is described.
A. MODEL OF UNDERWATER VEHICLES
The motion of underwater vehicles can be described by kinematic and dynamic models [43] .
First, the kinematic model of underwater vehicles is given asη
where 
is the hydrodynamic damping matrix including the linear and quadratic terms. g g g(η η η 2 ) represents the restoring forces and moments produced by the gravity and buoyancy. 
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T is the thrust forces driven by control signals δ δ δ. τ τ τ d is the slowly-varying external disturbances. B B B ∈ R 6×m denotes the constant control mapping matrix.
The dynamic model can be rewritten in a compact form aṡ
Considering the uncertain parameters and external disturbances, the approximate dynamic model can be defined aṡ
wheref f f v is the estimate of f f f v , and f f f = f f f v −f f f v is the modeling error. 
B. MODEL OF VISUAL SYSTEMS
The IBVS system of an underwater vehicle equipped with a downward-looking camera is depicted in Figure 2 [32] . F and F * denote the coordinate frames attached to the camera at the current and desired poses, respectively. To simplify the presentation, it is assumed that frame F coincides with the frame B for the camera attached to the vehicle, and the camera velocity in F equals to the vehicle velocity in B.
The Euclidean coordinates of the ith point feature O i in the frames F and F * are denoted by
respectively. The time derivative of P P P is calculated asṖ
Using the perspective projection of a pin-hole camera, the feature coordinates in the current and desired image planes are given below, respectively.
where f is the camera focal length, and (m i , n i ) and (m * i , n * i ) are the 2-D image coordinates of O i . Differentiating (6) and substitute (5), the following visual servoing model is obtained.ṡ
where
is the image Jacobian matrix describing the relationship between the image velocities and the camera velocities, given by
There are N features in the workspace, and the current and desired images are defined in a stack form as
Thus, the total visual servoing model can be formulated aṡ
The control objective of IBVS is to stabilize the following visual tracking error. 
Remark 1: Depth information is usually unavailable in 2D image data of IBVS. In this paper, the image depth is approximated using the height above the seabed which is obtained by a laser or acoustic ranging sensor. 
III. MODEL PREDICTIVE IBVS CONTROLLER DESIGN WITH A DISTURBANCE OBSERVER
This section presents the control design procedure for model predictive visual servoing of an underwater vehicle with model uncertainties. Subsection III-A describes the SMO-MPC control system architecture. The sliding mode observer is discussed in Subsection III-B. The disturbance observer-based NMPC control strategy is presented in Subsection III-C.
A. CONTROL SYSTEM ARCHITECTURE OF SMO-MPC
The overall SMO-MPC IBVS control scheme is depicted in Figure 3 . The underwater vehicle is described by the system model in (1) and (2) , where the input δ δ δ is a vector of thruster control signals, the outputs are the velocity, v v v, and the pose, η η η. An onboard camera, combined with a feature extraction module, provides the visual information of features, which is sampled at the time step k, denoted by s s s(k).
In the feedforward loop, a sliding mode observer is applied to estimate the modeling errors f f f , in the presence of model uncertainties. The vehicle's pose and velocities and these estimates are sampled by the MPC controller with a given sampling period. The NMPC IBVS controller generates optimal thruster signals by solving a constrained optimization problem to minimize a cost function of the predicted image errors and control candidates. The control signals are sent to the vehicle through a zero-order holder. The sliding mode disturbance observer and model predictive IBVS control design will be presented below in details.
B. SLIDING MODE OBSERVER
Generally, the modeling errors and the external disturbances can be considered as system uncertainties and estimated approximately by simple differential calculations. But the measurement noises restrict the feasible bandwidth of the feedback controller. Alternatively, a nonlinear disturbance observer can be used as in [33] and [40] . In this paper, a sliding mode observer is employed in the IBVS control to estimate the dynamic modeling error f f f in (4).
, the dynamic system to be observed is given as
where a a a =f f f v (η η η 2 , v v v, δ δ δ) is the acceleration calculated by the approximate model in (4) . Notice that in this paper, the disturbance, f f f , is assumed to be a constant, because of the slowmoving property of underwater vehicles.
Suppose that the system uncertainty f f f is bounded by a known constant¯ , as 
where α 1 , α 2 , and ρ are positive observer parameters. The estimates of the system states are defined as
with a positive gain α 3 .
The observing errors are defined as
Using (14), (16) , and (18), we have the observer error dynamic model as
Define the sliding surface by = 0 0 0 with
Let the Lyapunov functional candidate be
Substituting (19) into the derivative of (21) yieldṡ
It can be directly obtained that the sliding condition is satisfied if
with a positive gain η. When the system arrives the sliding surface defined bỹ x x x 1 = 0, the dynamics of observing errorsx x x 2 can be described asẋ
Thus,x x x 2 converges to zero exponentially in the sliding mode, namely,x x x 2 tracks x x x 2 accurately. Remark 2: Practically, an underwater vehicle moves slowly due to the large damping effects and limited thrust forces, and the linear and angular accelerations are within small ranges. Thus the system uncertainty f f f is assumed to be a constant in the SMO design. If high-speed maneuvering is considered for the operation of underwater vehicles, this assumption could be violated, and some high-order observers should be used to estimate the disturbance accurately, e.g., [40] .
C. MODEL PREDICTIVE CONTROL WITH ESTIMATED DISTURBANCES
Based on (1), (4) and (10), the discrete-time system model can be formulated as
where the unknown disturbance f f f can be estimated by SMO. The optimized thruster control inputs are calculated by solving the following constrained finite time optimization problem
with
wheres s s(j, k),v v v(j, k), andη η η 2 (j, k) denote the predicted image, velocity, and attitude vectors to be optimized at time j from the starting time k, ands s s(
c is a vector of input sequences. N p is the prediction horizon, N c ≤ N p is the control horizon. The predictive control will take a constant value equal to the last one beyond the control horizon.
The cost function (27) includes three parts, namely visual errors in the image plane, velocities of the vehicle, and control inputs, and Q Q Q s > 0, Q Q Q v ≥ 0 and R R R ≥ 0 denote the corresponding weighting matrices. S and U are the constraints sets of feasible inputs and features coordinates, respectively, described as
1) The visibility constraint that ensures the features stay in the camera's field-of-view during operation. (29) 2) The input constraints that ensure these control signals are available for thrusters.
the optimal solution of (26), (27) , and (28) at time k, the first sample is applied to the system as the desired velocity as δ δ δ(k) = δ δ δ * (0, k), and the optimization is solved over a shifted horizon at the next sample time.
Remark 3: One of the advantages of MPC is that the desired system performances and constraints can be easily defined in the cost function and constraint design. In this proposed MPC-based IBVS method, for example, the predictive Euclidean translational and rotational trajectories can be added in (27) and (28) to improve the 3D performances of IBVS.
Remark 4: The feasibility and stability are key properties of a nonlinear MPC controller, which can be guaranteed by properly designing terminal cost and terminal constraint, and constructing a local feedback controller under assumption of Lipchitz continuity of the nonlinear system, as proved in [30] and [31] . However, it is not a trivial task for an underwater vehicle. In addition, the region of attraction is usually made very small by this approach. For this reason, we just select an enough long prediction horizon in this work by simulation.
Remark 5: As mentioned in Section I Section I Section I, a hierarchical MPC IBVS controller is designed in our previous work [32] . In that work, different to SMO-MPC proposed in this paper, only a kinematic IBVS model and a reference dynamic model free of uncertainties are employed in MPC. Thus the actuator constraint is not well handled. The primary advantage of this proposed method is that the approximate dynamic model is used for prediction with a disturbance observer, thus the actuator constraint is satisfied explicitly.
IV. SIMULATION STUDIES
In this section, comparative simulations are performed with the Kambara underwater vehicle [44] , which has 6-DOF with six thrusters, and is equipped with a downward-looking camera. The simulation studies mainly verify the effectiveness of the sliding mode observer and the robustness of the model predictive IBVS controller subject to dynamic uncertainties and external disturbances.
The actual model parameters are given below. 
M M M RB
The parameters in SMO are chosen as ρ = 2, α 1 = α 2 = α 3 = 1.
Remark 6: Generally, one would like to use an infinite prediction and control horizons to minimize the performance objective determined by the cost. However, it is desirable from a computational point of view to implement MPC schemes using short horizons. In this simulation, N p and N c are properly chosen by trials of simulation. Q Q Q s , Q Q Q v , and R R R are the weights of image features, vehicle's velocities, and control signal, respectively. Here, velocities are not considered in this cost function because rapid movement under actuator constraint is preferred.
A. COMPARATIVE SIMULATIONS WITH MODEL UNCERTAINTIES
In order to verify the effectiveness of the SMO and the performance of the MPC, the following three IBVS controllers are investigated by comparative simulations. 1) Case 1: The approximate dynamic model of the underwater vehicle in (1) and (4) is used in the predictive system model.
2) Case 2: The actual dynamic model of the underwater vehicle in (1) and (3) is used in the predicted model.
3) Case 3: The approximate dynamic model of the underwater vehicle in (1) and (4), together with the estimated uncertainties by SMO in (16) and (17), is used in the predictive model.
In Case 1, the MPC IBVS controller is tested in the presence of parameter uncertainties. The vehicle trajectories in VOLUME 7, 2019 the 3D space and the features trajectories in the 2D image plane are plotted in Figure 4 and Figure 5 , respectively. In Figure 4 , the underwater vehicle moves towards the desired position in the initial phase, but finally moves away, which means the system is unstable. In Figure 5 , the image trajectories of the features cannot converge to the desired positions indicated by symbol ''+ . Therefore, the MPC controller with approximate dynamic model fails to drive the vehicle to the desired position.
To demonstrate the effectiveness of the proposed SMO-MPC approach, Figure 6 and Figure 7 show the comparisons of Case 2 and Case 3. In Case 2, the final image features reach the desired positions, as shown in Figure 7 , which illustrates the stability of the proposed MPC controller with accurate system models. Therefore, the visual servoing task is completed satisfactorily. In Case 3, the SMO is applied to estimate the uncertainties and the estimates are feedforward to the MPC controller of Case 1. Although the trajectories do not coincide with the ideal ones in Case 2 as shown in Figure 7 , they finally arrive at the desired position. It is shown more obviously in Figure 8 that the simulated trajectories asymptotically converge to the desired values. In conclusion, the SMO-MPC controller in Case 3 actually achieves a satisfactory performance in comparison with Case 2 that is based on the actual model. Figure 9 depicts the control inputs of the SMO-MPC in Case 3, in which the thrust forces converge to non-zero constant values. Figure 10 shows the coordinates and Euler angles of the vehicle in Case 3, in which the positions and the orientation angles finally converge to the desired values. In Figure 12 , the actual velocity is compared with the estimated velocity calculated by the SMO, and it shows that the estimated velocity tracks the actual velocity approximately. Figure 11 shows the comparison of the actual errors f f f and the estimated errors f f f . It can be observed that the estimation errors are very small, and the observer works with good performance.
B. SMO-MPC VISUAL SERVOING WITH TIME-VARYING EXTERNAL DISTURBANCES
In practice, underwater vehicles suffer from external disturbances caused by the water currents and waves, so here we will test the stability of SMO-MPC controller under timevarying disturbances. In this simulation, the external disturbance τ τ τ d = [15sin( As shown in Figure 13 , the image trajectories move to the desired position marked by the symbol ''+ , which indicates that SMO can compensate for the external disturbances. Figure 14 shows the image coordinates of the four features. As we can see, the image coordinates oscillate slightly around their desired values due to the time-varying disturbances. Figure 15 and Figure 16 depict the pose of the underwater vehicle, in which the coordinate y and the yaw angle are with periodical oscillations and the other states are all stable. The input forces have similar shapes with the disturbances to keep the system stable, as shown in Figure 17 .
According to the simulation results and discussions above, this proposed SMO-MPC is a satisfactory method to compensate for dynamic uncertainties and external disturbances, and the IBVS control objective is achieved. Though there are small errors in the estimated disturbances of SMO, the visual servo controller still have good performances due to the inherent robust property of IBVS approaches to system uncertainties.
V. CONCLUSION
To investigate the IBVS of underwater vehicles with FOV and actuator constraints, dynamic uncertainties and disturbances, a SMO-MPC method is developed in this paper. The SMO is used to estimate the dynamic uncertainties of underwater vehicles, and the estimated value is feedforward to MPC. MPC is designed to calculate the input torques via solving the constrained optimization problem.
The advantage of this SMO-MPC approach is that the actuator constraints are satisfied while the system uncertainties are compensated in MPC design. The simulation results demonstrate the effectiveness of the proposed SMO-MPC IBVS controller with model uncertainties and disturbances. This disturbance observer-based MPC approach can be extended to other nonlinear uncertain systems, such as robotic manipulators, unmanned aerial vehicles, and space robots.
In our future works, some rapid and effective estimation strategies, such as learning-based methods [45] , will be used to estimate system uncertainties, including visual systems and thrusters nonlinearties, and improve the performance of model predictive visual servoing, especially for moving visual targets. 
