ABSTRACT Semantic-based image retrieval plays an important role in many practical applications, which aims to look for images with similar contents. Extracting discriminative representations of images is the real crux of this task. Directly utilizing the results of fully connected layers of convolutional neural networks (CNNs) is one of the best feature extraction methods. However, the fully connected layer is only supervised by the softmax loss, which only aims to maximize the accuracy of object classification and hardly pays attention to the spatial distribution of features, especially the intra-class and inter-class feature distances which are of great importance in semantic-based image retrieval. To compensate the performance degradation due to this reason, we try to address the spatial distribution of the features by two different loss functions. The first loss function jointly combines the softmax loss and the center loss in the training of the CNNs, which simultaneously ensures that the features of images with different contents are separable and the features of images in the same class are close. The second loss function is defined as an improved center loss which not only penalizes the distance between the obtained deep feature and the feature center of its own class, but also encourages a far distance between the feature and the feature centers of any other classes. We have conducted experiments on both ILSVRC data set and Caltech256 data set, demonstrated that the deep features got by our approaches can achieve better performance than other methods in semantic-based image retrieval, and the improved center loss can further outperform the joint supervision of the softmax loss and the center loss.
I. INTRODUCTION
With the development of computer and multimedia technologies, a huge number of images are published on the Internet every day. For example, people may share beautiful scenes which they see in their trips, lovely animals in zoos, and so on. To find the expected images from such rich image resources, image retrieval is essential. Semantic-based retrieval is one of the most popular methods for image retrieval, and is widely used in many practical applications, such as online shopping, raw materials retrieval. Figure 1 shows a semantic-based image retrieval example. Apparently, the similar contents may have various appearances in different images. It is critical to extract discriminative features to ensure that the derived features of images with similar contents are close to each other while the features of images with different contents are far from each other.
For semantic-based image retrieval, it is well known that there is a huge ''semantic-gap'' between low-level image pixels and high-level semantic concepts. In the literature, there are several types of feature extraction methods to bridge that gap, including hand-crafted feature-based methods [1] - [4] and deep feature-based methods [5] - [8] . While impressive results have been reported by existing feature extraction methods, there are still some problems to be solved. Hand-crafted feature-based methods rely heavily on domain knowledge. However, the domain knowledge of the images to be retrieved may be hard to precisely know in advance so that it is hard to design appropriate features for the semantic-based image retrieval purpose. Deep feature-based methods extract features by CNNs which automatically learn features at multiple abstraction levels from data. Although they avoid the dependence on the domain knowledge in comparison with hand-crafted feature-based methods and achieve much better performance, there still leaves much to be desired.
Specifically, most of the existing CNNs supervised only by the softmax loss concentrate on classification tasks, instead of semantic-based image retrieval, so that the features produced by the fully-connected layers are only separable for different classes and ignore the importance of the spatial distribution of features, particularly the intra-class compactness and the inter-class dispersion. In other words, for the semantic-based image retrieval, the distance between the features represents their similarity, and the smaller the distance is, the more similar the images are. So a reasonable spatial distribution of features should have the following characteristic: the distance between the features from the same semantic class should be as close as possible while the distance between the features from different semantic classes should be as far as possible, which can make sure the images of the same semantic class are at the top of the retrieved candidate list.
To address the importance of the spatial distribution of features, we propose two novel discriminative feature learning methods, as illustrated in Figure 2 . Given an input image, both methods exploit CNNs to produce the feature vector. Their difference lies in the final loss function. One is the combination of the softmax loss and the center loss. The softmax loss ensures the extracted features being separable by maximizing the classification accuracy of images while the center loss can guarantee that the extracted features of images from the same class are close enough by learning a feature center for each class. The other one is an improved center loss, which simultaneously constrains both the intra-class and inter-class feature distance of images. Specifically, it not only penalizes the distance between the extracted deep feature and the feature center of its own class, but also encourages a far distance between it and the feature centers of any other classes at the same time.
Now we summarize our contribution. We propose two novel methods based on CNNs to extract more discriminative features for semantic-based image retrieval. These methods are different from traditional techniques in the choice of loss functions. One utilizes the traditional center loss and the other uses a newly designed center loss. Both of them can pay more attention to the spatial distribution of features by utilizing these loss functions. The proposed methods are easy to implement, and the whole architecture can be trained in an end-to-end manner by the standard Stochastic Gradient Descent(SGD).
The reminder of this paper is organized as follows. Section II reviews the related work regarding image retrieval and CNNs. Section III presents our methods in details. Section IV evaluates our methods on ILSVRC and Caltech256 datasets and makes performance comparison between our methods and others. Section V concludes this paper with some final remarks.
II. RELATED WORK
This paper mainly focuses on discriminative feature learning with CNNs for semantic-based image retrieval. It is closely related to two groups of research, image retrieval and CNNs.
A. IMAGE RETRIEVAL
Image retrieval has been studied for decades [9] - [15] . Previous work mainly proceeds along two different dimensions: VOLUME 6, 2018 feature representation for image retrieval and hashing for image retrieval.
1) FEATURE REPRESENTATION FOR IMAGE RETRIEVAL
Feature representation for image retrieval concentrates on seeking discriminative features to do image retrieval. It consists of hand-crafted feature-based methods, and deep feature-based methods.
Hand-crafted feature-based methods mainly try to bridge the ''semantic-gap'' between raw image pixels and semantic concepts by designing features based on domain knowledge. Over the past decades, a variety of global features and local features were proposed for image representation and widely used in various tasks, including image retrieval [16] - [22] . Jain and Vailaya [23] do image retrieval with color and edge features. Manjunath and Ma [24] try to make connections between texture features and image retrieval. Oliva and Torralba [1] , [2] represent images with GIST features for image retrieval in [1] , [2] . Later Wu and Rehg [25] , design CEN-TRIST features to do scene image retrieval. The aforementioned methods mainly take global features. Now we review some research results regarding local features. SIFT [16] and SURF [26] are the common local features which are widely used in image representation. Wu et al. [3] , Wu and Hoi [20] utilize the bag-ofwords (BoW) model based on these local features to do image retrieval, and Yu et al. [4] also do some similar work. The above work promotes the early image retrieval research.
Deep feature-based methods often utilize CNNs to extract discriminative features for image retrieval. Donahue et al. [5] validate the effectiveness of features extracted from the fully-connected layers in general visual recognition tasks. Wan et al. [6] demonstrate the outstanding performance of deep features in image retrieval. Babenko and Lempitsky [27] propose a new descriptor based on simple sum-pooling aggregation to do image retrieval. Besides, Gordo et al. [28] propose a novel approach for instance-level image retrieval which produced a global and compact fixed-length representation for each image by aggregating many region-wise descriptors.
2) HASHING FOR IMAGE RETRIEVAL
The basic idea of hashing for image retrieval is to construct a series of hash functions to map images into compact binary codes for nearest neighbor search in large-scale image retrieval tasks. It can be mainly classified into two categories: unsupervised and supervised methods.
Unsupervised hashing methods learn a set of hash functions from unlabeled data. Locality Sensitive Hashing [29] is one of the most representative unsupervised hashing methods and simply generates the binary codes by random linear projection. Iterative Quantization [30] is also a typical method and built upon better quantization rather than random projection. Besides, another effective method named Spectral Hashing [31] produces compact binary codes via thresholding with non-linear functions along the PCA direction of the given data.
Supervised hashing methods usually generate hash functions by pair-wised labels, i.e., they incorporate label information during learning. One typical method is Kernel-based Supervised Hashing [32] , which proposes a novel and elegant objective function for supervised hashing. Nowadays, more and more researchers implement CNNs to supervised hashing for image retrieval. Xia et al. [33] propose a supervised hashing method to learn binary hashing codes for fast image retrieval based on deep learning. It is also worth mentioning that Yao et al. [7] do this by ranking-based methods while Qiu et al. [8] combine semantic hashing with Generative Adversarial Networks, and both [7] and [8] achieve satisfactory image retrieval performance.
B. CONVOLUTIONAL NEURAL NETWORKS
Convolutional Neural Network is one of the most successful deep architectures, and firstly achieved great success in document recognition [34] . Typical CNNs include convolutional layers, fully-connected layers, pooling layers and activation layers. The convolutional layers consist of a series of convolution filters which are mainly used to extract different local features while fully-connected layers connect all the neurons to generate a global feature representation or the final classification results. Pooling layers are utilized to down-sample the outputs of convolutional layers, and can reduce the dimension of these outputs. Activation layers try to introduce non-linearity into CNNs to enhance the expression capability. It should be noted that the parameters of different layers of CNNs are learnt by supervised learning, instead of human crafting. Due to the limitation of datasets and computing power, CNNs have not been widely used until the big datasets and the great computing power of GPUs emerged. After the success of AlexNet [35] in ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [36] , a number of different CNNs architectures were designed, such as GoogLeNet [37] , VGGNet [38] , ResNet [39] . They achieved great successes in various visual tasks. Nowadays, with the CNNs going deeper and deeper, the power of CNNs becomes stronger and stronger.
Our work is also based on CNNs. Compared with previous image retrieval work, which mostly concentrates on showing the effectiveness of features from different layers of fine-tuned CNNs [6] or combining CNNs with supervised hashing to do good enough image retrieval [7] , [8] , [33] , we pay more attention to addressing the spatial distribution of features in semantic-based image retrieval.
III. THE PROPOSED METHODS
The overall architecture of our proposed methods is shown in Figure 2 . It is mainly comprised of two major parts. The first one is a CNN which is utilized to extract features at multiple levels and generates the final feature representation. The other one is a loss function, which guides the optimization of parameters of the CNN in the first part. In the following, we will first introduce the CNN used in our methods. Then two loss functions are presented in details.
A. CNN FOR IMAGE REPRESENTATION
It is well known that CNNs can automatically extract features at multiple levels and finally generate a global representation. There is no doubt that choosing a powerful architecture is of great importance. The current trend in CNNs is going deeper and deeper, and most of the CNNs can achieve good performance, e.g, GoogLeNet, VGGNet, and ResNet. Inception-ResNet-v2 is another typical CNN which obtains the state-of-the-art performance in object recognition tasks [40] . Figure 3 shows the core module of InceptionResNet-v2. The whole network consists of a number of the block architectures in Figure 3 . By utilizing 1×1 convolution kernels and kernels factorization in this architecture, the number of parameters and the computational cost of the whole network do not explode as it goes deeper. At the same time, the implemented residual network ensures the tractability of the training of such deeper architectures. In our approaches, we adopt the same architecture with Inception-ResNet-v2, except the last fully-connected layer which outputs the final class label. Specifically, as shown in Figure 2 , a fullyconnected layer with 1024 neurons is utilized to generate the final feature representation.
B. TWO LOSS FUNCTIONS
Loss functions determine the direction of parameter optimization of CNNs. Therefore, for the same CNN, different loss functions may result in quite different features with various discriminative power. We introduce two loss functions to take the spatial distribution of features into account and hopefully improve the semantic-based image retrieval performance.
1) JOINT SUPERVISION BY THE SOFTMAX LOSS AND THE CENTER LOSS (JSC)
This loss function is designed on the basis of the softmax loss. Equation (1) is the common softmax loss widely used in classification tasks,
where f i is the final feature representation of the i-th image in the training batch, θ j denotes the parameter matrix in a softmax layer and y i ∈ {1, ..., m} represents the class label of the i-th image, n denotes the batch size and m is the number of classes. The indicator function I condition = 1 if condition is true; otherwise, I condition = 0. Obviously, while training the traditional CNNs supervised by the softmax loss, the main focus is on the classification task. It maximizes the classification accuracy by optimizing all the parameters of the CNNs. Although the softmax loss can ensure the obtained features being spatially separable to some extent, it does not take the intra-class compactness into consideration, which is, however, of great importance for semantic-based image retrieval tasks. Ignoring the intra-class compactness may cause that the distance of the features from the same semantic class are larger than the distance of the features from different semantic classes, which makes the similar images do not appear at the top of the retrieved candidate list.
To address the importance of intra-class compactness, we introduces the center loss on the basis of the traditional softmax loss, which was first used in face verification [41] , into the loss function. We consider the following center loss.
where c y i is the feature center of the y i -th class. As shown in Equation (2), in the center loss, every class has a feature center. By minimizing L c , features in the same class attempt to cluster around their class center and are close to each other, which is of great significance for the final similarity measure. Based on the above analysis, we adopt the joint supervision of the softmax loss and the center loss to train the CNN in Figure 2 . The final loss function is given below.
where γ is utilized to balance the two parts of the final loss. Now we comment on how to train the loss function and how to update the feature centers. It is not difficult to calculate the gradients of the two parts in L jsc with respect to f i and θ j . The gradients are given below. Obviously, the total loss function is trainable and can be optimized by SGD.
Updating the feature center of every class is essential for the training of the parameters of the CNN in Figure 2 . It is natural to take the average of all the feature vectors in each class as its class feature center in every iteration. However, this is impractical due to the huge number of images in the entire training dataset, which necessitates prohibitively high computational complexity and makes it hard to train the parameters of the concerned architecture. Therefore, we update the feature centers based on mini-batch, instead of the entire dataset, in each iteration. The feature centers are updated as follows.
where α is a hyper-parameter that is utilized to control the learning rate of the feature centers.
2) SUPERVISION BY AN IMPROVED CENTER LOSS (IC)
The above joint supervision takes the spatial distribution of features into account, however, the inter-class distance of features is constrained by the softmax loss unlike intra-class distance directly constrained by the center loss. From Equation (1), we can see that the value of the softmax loss is determined by both the weights of the last fully-connected layer and the features. This means it only ensures the feature of different classes are separable and there is no direct constraint which guarantees the inter-class distance is far enough in the feature space, which may yield less desirable results for semantic-based image retrieval. Inspired by the previous ranking loss functions for metric learning, such as the contrastive loss [42] and the triplet loss [43] , we propose a new center loss L ic to further improve the semantic-based image retrieval performance, which is defined below.
where f i is the L 2 normalization of f i , and λ is a positive hyper parameter to balance the intra-class and inter-class distances. From Equations (7) and (8), we see that the loss function L ic not only requires that the distance between the extracted feature and the feature center of its own class is short, but also requires the distance between that feature and the feature centers of any other classes is long at the same time, which is a direct constraint for both the intra-class and inter-class feature distances. The hyper parameter λ balances the inter-class feature distance and the intra-class feature distance. Under a suitable λ, the extracted features from the same class would try to cluster together while the extracted features from different classes would try to aloof from each other. More discussions of the influence of λ will be shown in the next section. Now we compare our L ic with the contrastive loss and the triplet loss and analyze its advantages.
• Under the contrastive loss, all training images are grouped into image pairs. Each image pair consists of two images. When the two images are of the same class, they contribute one intra-class distance to the overall loss; when they belong to different classes, e.g., class y i and class j, they contribute one inter-class distance, particularly one distance between classes y i and j, to the overall loss. So each image pair can contribute either one intra-class distance or one inter-class distance, but not both.
• Under the triplet loss, all training images are organized into triplets. Each triplet is made up of an anchor image, a positive image and a negative image. The anchor image and the positive image belong to the same class and contribute one intra-class distance to the overall loss. The anchor image and the negative image belong to different classes, e.g., class y i and class j, and contribute one particular inter-class distance between classes y i and j.
• Under L ic , images are not required to be organized into either image pairs (as the contrastive loss) or triplets (as the triplet loss), which can save much computational complexity in the training stage. By (7) and (8), each image f i contributes not only one intra-distance between itself and its class center c y i , but also all inter-class distances between itself and all other class centers c j (j = y i ) to the overall loss. So each training image is utilized better under L ic than under the contrastive loss and the triplet loss and can ensure better performance, which is demonstrated by experimental results in Section IV. It is not difficult to show that this loss function L ic is also trainable and can be optimized by SGD. L i,j is greater than 0 only when
For positive L i,j , the error is back-propagated to train the parameters of the CNN in Figure 2 . More specifically, the gradient of f i is computed as follows.
For the feature center of each class, we adopt the same updating strategy based on mini-batch as that of the L jsc loss function.
As previously stated, both the two loss functions, L jsc and L ic , can be optimized by the standard SGD, which implies that the whole architecture in Figure 2 can be trained in an end-to-end manner. The training process is almost the same for the two loss functions and formally described in Algorithm 1.
IV. EXPERIMENTS
We evaluate and compare our proposed methods with some state-of-the-art methods through two image datasets, i.e., ILSVRC, one of the largest datasets for object classification and Caltech256, a smaller one for object recognition.
A. DATASETS
The two datasets used in our experiments are described in details as follows.
Algorithm 1 The Training Process of Our Approaches
1: Input: Given the training images {x i }, initialize the parameters θ and learning rate, and set the maximum number of training iterations, T . 2: for t = 1 to T do 3: Fetch the input batch with sampled images. 4: Compute the loss function according to Equation (3) or Equations (7) and (8).
5:
Compute the error of every layer on the basis of Equation (4) and Equation (5) or Equation (9). 6: Update the parameters θ in the CNN. 7: Update the feature centers by Equation (6). 8 : end for
1) ILSVRC
ILSVRC is a subset of ImageNet which is one of the largest datasets for computer vision tasks [44] . This subset consists of 1, 000 categories, and each category has about 1, 300 images. Generally, there are roughly 1.2 million images for training, 50, 000 images for validation, and 150, 000 images for testing. Figure 4 shows some images of this dataset.
2) Caltech256
Caltech256 is an object category dataset [45] . It was collected by choosing a set of object categories, downloading examples from Google Images and PicSearch.com, and then manually screening out all images that did not fit the concerned categories. The numbers of images in different categories are not balanced. The minimum number of images in one of these categories is 80, while the maximum number is several hundred. In all, there are 257 categories with 30, 607 images. Figure 4 also shows some images of this dataset.
B. EXPERIMENTAL SETTING
In our experiments, the CNNs are trained with the training images from ILSVRC, and evaluated with the validation images of ILSVRC. To further verify the effectiveness of our methods, the CNNs trained on ILSVRC are directly utilized to extract features, and do semantic-based image retrieval on the Caltech256 dataset, which is different from ILSVRC with different object category definition.
In the training stages, the three hyper-parameters in our methods are set as γ = 0.001, α = 0.05 and λ = 1.5, respectively. Besides, the parameters of the CNNs are initialized with the pre-trained Inception-ResNet-v2 for object recognition. The training images are first resized to 328 × 328 by standard center-crop, then randomly cropped into 299 × 299 patches which are input into the CNNs. Moreover, a random horizontal flipping is also implemented to augment data, which can avoid overfitting and make the CNNs work well for images other than the ones of ILSVRC.
In the testing stage, images are directly resized into 299 × 299 by center-crop, and then utilized to extract the final VOLUME 6, 2018 feature representation. While doing semantic-based image retrieval, L2 norm is applied to normalize the features in all the methods. The similarity of images is quantitatively measured by their Euclidean distances.
Our methods are implemented on the platform of Tensorflow [46] , which is one of the widely adopted deep learning frameworks. The learning rate is initially set as 0.001, and reduced 10 times every 40, 000 iterations. The maximum number of iterations is 80, 000. The mini-batch size of images is 32.
C. PROTOCOLS AND BASELINE METHODS
We follow four evaluation protocols, i.e., MAP, Recall, Inter-class distance and Intra-class distance. The first two are widely used in image retrieval while the last two are introduced by us to analyze the influence of our new loss functions. The types of distance are defined as
where N is the number of images in the dataset, (i) is the image set which the i-th image belongs to, and | (i)| is the number of images in the image set (i). We compare our proposed methods with the following methods, including hand-crafted feature-based methods and deep feature-based methods.
• Hand-crafted feature-based: The GIST descriptor [1] computes the output energy of a bank of 24 Gabor-like filters that are tuned to 8 orientations at 4 different scales. The square output of each filter is firstly averaged on a 4 × 4 grid and then taken as features.
Histogram of oriented edges (HOG) descriptors [47] are densely extracted on a regular grid at steps of 8 pixels. Like [48] , a 31-dimension descriptor for each node of the grid is given. Then, 2 × 2 neighboring HOG descriptors are stacked together to form a descriptor with 124 dimensions. Scale-invariant feature transform (SIFT) descriptors are densely extracted [49] utilizing a flat window at two scales (4 and 8 pixel radii) on a regular grid at steps of 5 pixels. The three descriptors are stacked together for each HSV color channels, and quantized into 300 visual words by k-means. Self-similarity (SSIM) descriptors [50] are computed on a regular grid at steps of 5 pixels. Each descriptor is obtained by computing the correlation map of a patch of 5 × 5 in a window with radius equal to 40 pixels, then quantizing it in 3 radial bins and 10 angular bins, obtaining 30 dimensional descriptor vectors. The descriptors are then also quantized into 300 visual words by k-means. Local Binary Patterns (LBP) [51] is a texture feature based on occurrence histogram of local binary patterns. For every pixel, LBP first compares it with other ones in a 3×3 neighborhood and gets a string of bits. All the binary strings thus produced are further quantized and pooled in local histograms to generate the final feature representation.
• Deep feature-based: Wan et al. [6] utilize the fully-connected layers as features. The CNN used in their method is AlexNet supervised only by the softmax loss (OS-A) in the training stage. Considering the influence of different CNNs, we also implement their method with Inception-ResNet-v2 (OS-R). Babenko et al. [27] propose a new method based on simple sum-pooling aggregation on the top of the last convolutional layer of VGGNet to do image retrieval (SPoC-V). For better comparison, sum-pooling aggregation on the top of the last convolutional layer of Inception-ResNet-v2 is also implemented (SPoC-R). Gordo et al. [28] propose a novel approach for instance-level image retrieval, which produces a global and compact fixed-length representation for each image by aggregating many region-wise descriptors (LRMAC). Besides, the results of the contrastive loss (CTT) and the triplet loss (TL) based on Inception-ResNet-v2 are also considered for performance comparison. It should be noted that all the deep feature-based methods use the public pre-trained parameters, such as AlexNet, VGGNet and InceptionResNet-v2, and then finetune the models as desired. The 
D. PERFORMANCE COMPARISON
The performance comparison on the two datasets with different methods are shown and analyzed as below.
1) RESULTS ON ILSVRC DATASET
In the experiments, for every image in the validation dataset, we retrieve the similar images from the entire validation dataset except itself. The top-k results are reported where k is set as 50, 100, 150, respectively, by considering the number of images in every class of validation dataset. Table 1 shows the performance of fourteen runs on ILSVRC dataset. Generally, the quantitative results across two metrics, i.e., MAP and Recall, prove that our proposed methods outperform those state-of-the-art baselines, and the proposed IC method achieves better performance than the JSC one. In particular, the MAP of IC on top-100 can reach 0.594, and leaves SSIM, which produces the best performance among hand-crafted feature-based methods, far behind. There is a significant performance gap between the hand-crafted feature-based methods and deep feature-based methods, which confirms the importance of utilizing deep learning in semantic-based image retrieval. Specifically, among the deep feature-based methods, OS-R and SPoC-R produce more powerful features by utilizing a deeper architecture, and exhibit significantly better performance than OS-A and SPoC-V, respectively. This demonstrates the importance of choosing an advanced CNN, while taking the same loss function in the training stage. Although LRMAC also utilizes the features from the last convolutional layer of CNNs with the same depth as SPoC-R, LRMAC performs a little better than SPoC-R because of its region proposal network which helps LRMAC in aggregating many region-wise descriptors to provide more information for image retrieval. Note that SPoC-R and LRMAC perform less desirable than OS-R, JSC and IC. Moreover, by considering the spatial distribution of features, JSC achieves the MAP of 0.584 for the top-100 search results, and makes a relative improvement over OS-R by 3.2% while IC improves OS-R by 5.0%. The Recalls of JSC and IC for the top-100 search results improve OS-R by 3.4% and 5.0%, respectively. These results basically indicate the advantages of exploring the spatial distribution of features in the training stage. Furthermore, it is worth mentioning that the MAP and Recall of IC reach 0.608 and 0.789, which improves the ones of JSC by 1.7% and 1.5%, respectively. This confirms the advantage of directly constraining both the intra-class distances and the inter-class distances in IC. The MAP of IC for the top-100 search results improves those of CTT and TL by 3.7% and 2.2% and confirms the advantages of our IC, which mainly result from simultaneously considering the intra-class distance and inter-class distance.
To further analyze the effects of different loss functions in Equations (3) and (7), we calculate the average intra-class and inter-class distance of features extracted from the same CNN which is supervised by different loss functions in the training stage. Figure 5 shows the details. It is not surprising that JSC and IC have smaller intra-class distance and larger inter-class distance than OS-R, which directly results from the fact that FIGURE 6. The top-10 semantic-based image retrieval results by four representative methods(i.e., SSIM, OS-A, SPoC-V and IC ) in response to two query images on ILSVRC dataset (better viewed in color). For each row, the first image with a red bounding box is the query image, and the retrieved images which are in the same class as the query one are enclosed by a blue bounding box.
the spatial distribution of features is taken into account in JSC and IC. Figure 5 also shows that IC outperforms JSC, which double confirms that the improved center loss of IC is more effective in balancing the intra-class and inter-class distances of features than the one of JSC.
Moreover, Figure 6 shows the top-10 semantic-based image retrieval results by four representative methods, SSIM, OS-A, SPoC-V and IC, in response to two query images on ILSVRC dataset. Take the first query ''Viaduct'' as an example. We see that there is no retrieved image which has the same semantic label as the query image under SSIM, which is the best-performing hand-crafted feature method. In the contrary, the three deep feature-based methods, OS-A, SPoC-V and IC, obtain several correct retrieval results. Note that all the images retrieved by IC are correct while only 8 and 4 retrieved images are satisfactory among the results of SPoC-V and OS-A, respectively. These results further verify the advantages of our method IC which benefits from utilizing deep learning, choosing an advanced CNN and addressing the spatial distribution in discriminative feature learning for semantic-based image retrieval.
2) RESULTS ON Caltech256 DATASET
Here we directly use the CNN models trained with the ILSVRC dataset to do semantic-based image retrieval on the Caltech256 dataset without any extra training. For every image, we retrieve its similar images and also choose the top-k retrieved images as the retrieval result. Due to the imbalance of this dataset, k is no longer fixed and set as the number of images in the class of the retrieved image. Figure 7 shows the experimental results. In particular, the MAPs of OS-R and SPoC-R reach 0.487 and 0.47, while OS-A and SPoC-V only achieve the MAPs of 0.217 and 0.278, respectively. This again confirms the importance of choosing an FIGURE 8. The top-10 semantic-based image retrieval results by deep feature-based methods, OS-A, OS-R, LRMAC, JSC and IC, in response to two query images on Caltech256 dataset (better viewed in color). For each row, the first image with a red bounding box is the query image, and the retrieved images which are in the same class as the query one are enclosed by a blue bounding box.
advanced CNN. The performance of SPoC-R and LRMAC is less desirable than those of JSC and IC. The MAPs of JSC and IC can reach 0.502 and 0.507, which improves that of OS-R by 3.1% and 4.1% separately. This not only shows the CNNs supervised by our loss functions still work well on the different Caltech256 dataset which may have different object categories from ImageNet dataset, but also confirms the importance of addressing the spatial distribution of features again. Like the observation on ImageNet dataset, IC leads to a performance boost of 1% against JSC, which further proves the advantage of IC. It should also be noted that our IC achieves better performance than CTT and TL, which is consistent with the observation on ImageNet dataset.
As Figure 6 , the top-10 semantic-based image retrieval results by five different deep feature-based methods in response to two query images on Caltech256 dataset are illustrated in Figure 8 . OS-R, LRMAC, JSC and IC based on a deeper CNN achieve better performance than OS-A. This further confirms the necessity to choose an advanced CNN in semantic-based image retrieval. Among the methods based on the same CNN, LRMAC, JSC and IC retrieve 10 correct images while OS-R only gets 9 correct ones for the query image ''Waterfall''. For the second query image ''Canoe'', LRMAC mistakes four images as ''Canoe'' while the other three methods, OS-R, JSC and IC, also mistake three ''Kayak'' images as ''Canoe''. All the results of JSC and IC have water, trees and boats and are similar to the query image while the tenth retrieved image of OS-R is on the land and quite different from the query image. This performance advantage of JSC and IC mainly comes from exploring the spatial distribution of features.
E. FURTHER ANALYSIS OF THE EFFECTS OF λ
As mentioned before, a hyper parameter λ in IC is employed to constrain both the intra-class feature distances VOLUME 6, 2018 (the distances between features and the feature center of their own class) and the inter-class feature distances (the distances between features and the feature centers of any other classes). Here we further analyze the influence of λ through experiments. Specifically, we train IC with different λ on ILSVRC dataset, and compare the semantic-based image retrieval performance. λ starts from 1.0, added 0.5 after each experiment, and finally reaches 2.5. Figure 9 shows the results with different λ. It is easy to see that the best performance is achieved at λ = 1.5 and either smaller or larger λ yields less desirable performance. This observation can be explained by the fact that too small λ may not make the distances between different classes far enough while too large λ may result in slow convergence, even non-convergence in the training stage of the CNN. In other words, an appropriate λ should not only ensure the convergence of the parameters in the training stage, but also well balance the intra-class distance and inter-class distance.
V. CONCLUSIONS
Discriminative deep feature learning plays an important role in semantic-based images retrieval. This paper propose two discriminative deep feature learning methods based on two loss functions which take the spatial distribution of features into account during learning discriminative features. Specifically, one loss function combines the softmax loss with the center loss, can not only ensure the features of different classes being far, but also guarantee the features of the same class being close. The other improved center loss function directly constrains the intra-class and inter-class distances of features. Performance improvements are observed on ImageNet dataset and Caltech256 dataset in comparison with some state-of-the-art methods. The improved center loss function can achieve a performance boost compared with the combined loss function of the softmax loss and the center loss.
Our future work is planed as follows. As hashing techniques started to be widely used in image retrieval tasks, we may combine the hashing techniques with our methods to produce fast and good semantic-based image retrieval results. Furthermore, combinations of features from different layers are continuously explored to make sure that the feature can work well in more different domains. 
