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Let QG(x) = det(xI − Q(G)) = ∑ni=0(−1)iζixn−i be the character-
istic polynomial of the signless Laplacianmatrix of a graph G. Due to
theniceproperties of the signless Laplacianmatrix,Q(G), in compar-
isonwith the othermatrices related to graphs, ζ -ordering, an order-
ing based on the coefficients of the signless Laplacian characteristic
polynomial, is of interest. In this paper, using graph transformations,
we establish some relations between the graph structure and its
coefficients of the signless Laplacian characteristic polynomial. So,
we express some results about ζ -ordering of graphs, focusing our
attention to the unicyclic graphs. Finally, as an application of these
results, we discuss the ordering of graphs based on their incidence
energy.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a simple undirected graph with n vertices and m edges. As usual, the vertex set and the
edge set are denoted by V(G) and E(G), respectively. Furthermore, let A(G) be the (0, 1)-adjacency
matrix of G. Since A(G) is a symmetric matrix with real entries, its eigenvalues are real. Without loss
of generality, we can write them in non-increasing order as λ1(G)  λ2(G)  · · ·  λn(G). The
adjacency characteristic polynomial of the graph G is denoted by AG(x) = det(xI − A(G)). Also, I(G)
denotes the (vertex-edge) incidence matrix of G.
Thepath, the cycle, and the star onnvertices aredenotedbyPn,Cn, and Sn, respectively. For e ∈ E(G),
the graph G − e denotes the spanning subgraph of G with edge set E(G)\{e}. Also if v ∈ V(G), then
the graph G − v is an induced subgraph of G, obtained from G by removing the vertex v and all edges
incident to it. In addition, a vertex of degree one is called a pendent vertex.
Let D(G) be the diagonal matrix of vertex degrees of G, and L(G) = D(G) − A(G) be the
LaplacianmatrixofG (seee.g. [18,19]). Related to theLaplacianmatrix is the so-called signless Laplacian
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matrix of a graph G, Q(G) = D(G)+ A(G), which has recently been studied (see e.g. [2,3,5–7]). As it is
well-known, L(G) and Q(G) are positive semi-definite, and they have the same characteristic polyno-
mial if and only if G is a bipartite graph. The eigenvalues of the matrices L(G) and Q(G) are denoted by
μ1(G)  μ2(G)  · · ·  μn(G) = 0 and ν1(G)  ν2(G)  · · ·  νn(G), respectively. The second
smallest eigenvalue of L(G), μn−1(G), is called the algebraic connectivity of G, and is positive if and
only if the graph is connected.
Furthermore, the Laplacian characteristic polynomial of G is denoted by LG(x) = det(xI − L(G)) =∑n
i=0(−1)iξixn−i. Onemaysee that the Laplacian coefficient, ξn−k , canbeexpressed in termsof subtree
structures of G, for each k = 0, 1, . . . , n (see e.g. [1,4]). Suppose that F is a spanning forest of G with
components Ti, i = 1, 2, . . . , k; having ni vertices each. Let γ (F) = ∏ki=1 ni. Then we have the
following result of Kelmans and Chelnokov.
Theorem 1.1 [16]. The Laplacian coefficient ξn−k of a graph G is given by
ξn−k =
∑
F∈Fk
γ (F),
where Fk is the set of all spanning forests of G with exactly k components.
In particular, we have ξ0 = 1, ξ1 = 2m, ξn = 0, and ξn−1 = nτ(G), in which τ(G) denotes
the number of spanning trees of G. If G is a tree, the coefficient ξn−2 is equal to its Wiener index,
which is the sum of distances between all pairs of vertices. In other words, we have ξn−2 = W(G) =∑
u,v∈V(G) dG(u, v).
Assume that the characteristic polynomial of the signless Laplacian matrix of G is denoted by
QG(x) = det(xI − Q(G)) = ∑ni=0(−1)iζixn−i. Using the terminology and notation from [2,3], a
spanning subgraph of G whose connected components are trees or odd unicyclic graphs is called a
TU-subgraph of G. Suppose that a TU-subgraph H of G contains c odd unicyclic graphs and s trees such
as T1, . . . , Ts. Then theweight ofH,W(H), is defined byW(H) = 4c ∏si=1 ni, in which ni is the number
of the vertices of Ti. Note that if H contains no tree, then W(H) = 4c . According to the following
theorem, ζi can be expressed in terms of the weight of TU-subgraphs of G.
Theorem 1.2 [2, Theorem 4.4]. Let G be a connected graph. For ζi as above, we have ζ0 = 1 and
ζi =
∑
Hi
W(Hi), i = 1, . . . , n;
where the summation runs over all TU-subgraphs Hi of G with i edges.
In particular, we have ζ0 = 1, ζ1 = 2m, and ζ2 = 2m2 − m − 12
∑n
i=1 d2i .
The following relations are well-known (see e.g. [2–4])
I(G)I(G)t = Q(G), I(G)t I(G) = A(L(G)) + 2Im, (1)
where L(G) is the line graph of G. Since non-zero eigenvalues of I(G)I(G)t and I(G)t I(G) are identical,
Eq. (1) implies that
AL(G)(x) = (x + 2)m−nQG(x + 2). (2)
The subdivision graph of G, S(G), is the graph obtained by inserting an additional vertex in each
edge of G. So that, its adjacency matrix is of the form⎡
⎣ 0 I(G)
I(G)t 0
⎤
⎦ ,
in which I(G) is the incidence matrix of G (see e.g. [1,4]). Hence, adjacency eigenvalues of S(G) are
±√νi(G), and so we have
AS(G)(x) = xm−nQG(x2). (3)
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In [12], Gutman and Pavlovic´ gave a conjecture for Laplacian coefficients, ξi, of trees.More precisely,
they conjectured that ξi(Sn)  ξi(T)  ξi(Pn) where T is a tree on n vertices, for each i (1  i  n).
Using connection between ξi and the number of i-matchings of the subdivision graph of trees, Zhou
and Gutman proved this conjecture [23]. After that, in [20], it was shown that all Laplacian coefficients
of trees are monotone under two transformations called π and σ . As a result, a different proof for the
above conjecture was presented. Stevanovic´ and Ilic´ in the article [22], generalizing the approach of
Mohar on graph transformations [20], showed that the extreme values of the Laplacian coefficients ξi
(1  i  n), among all connected unicyclic graphs of order n, are attained on one side by Cn and on
the other side by S+n , where S+n denotes the graph consisting of a star and an additional edge.
In this paper, using graph transformations, we state some results about coefficients of the signless
Laplacian characteristic polynomial of G. As a corollary, the above conjecture is proved for coefficients
of the signless Laplacian characteristic polynomial. Also, we order unicyclic graphs with fixed girth
based on their incidence energy.
2. Signless Laplacian coefficients and transformations
In this section, wewant to obtain some results on graph transformations, and bymeans of themwe
can order acyclic, and unicyclic graphs based on signless Laplacian coefficients. We first relate some
useful theorems, which are essential tools for the other part of the paper.
Let G be a graph. Applying Eq. (2) to the graph G, we can obtain A′L(G)(x) = (m − n)(x +
2)m−n−1QG(x + 2) + (x + 2)m−nQ ′G(x + 2). On the other hand, [1, Theorem 2.14] implies that the
first derivative of the adjacency characteristic polynomial of a graph is equal to the sum of adjacency
characteristic polynomials of its vertex deleted subgraphs, i. e. A′G(x) =
∑n
i=1 AG−vi(x), so
A′L(G)(x) =
∑
v∈V(L(G))
AL(G)−v(x) =
∑
e∈E(G)
AL(G−e)(x) =
∑
e∈E(G)
(x + 2)m−1−nQG−e(x + 2).
Then for any graph G of order n and sizem, we have
xQ ′G(x) + (m − n)QG(x) =
∑
e∈E(G)
QG−e(x). (4)
Also, the kth elementary symmetric function of the n real numbers x1, x2, . . . , xn, k  n, is defined
as
Sk(x1, . . . , xn) =
∑
S⊆{1,...,n},|S|=k
∏
i∈S
xi.
One may see that
QG(x) = xn − S1(ν1, . . . , νn)xn−1 + S2(ν1, . . . , νn)xn−2 − · · · ± Sn(ν1, . . . , νn).
So, we have Si(ν1, . . . , νn) = ζi. For other properties of elementary symmetric functions, the reader
is referred to [15].
Theorem 2.1. Let G be a graph and e ∈ E(G). Then ζi(G − e) < ζi(G), for 1  i  n.
Proof. By interlacing theorem [3, Theorem 2.1], we have
ν1(G)  ν1(G − e)  ν2(G)  ν2(G − e)  · · ·  νn(G)  νn(G − e)  0.
Moreover, we know that
∑n
i=1 νi(G) = 2 +
∑n
i=1 νi(G − e). So, at least one of the above inequalities
is strict. Using elementary symmetric functions, the result follows. 
Applying the above theorem, onemay see that subdividing an edge, which lies in the path added to
a connected graph, increases coefficients of the signless Laplacian characteristic polynomial. But this
proof does not work for the other cases.
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Remark 2.2. Let G be a graph of order n. It is easy to check that if n is an even (resp. odd) number then
all non-zero coefficients of the polynomial QG(−x) are positive (resp. negative). Hence, if we want to
show that one transformation does not decrease the amount of all coefficients, it is enough to prove
that for even (resp. odd) n, all non-zero coefficients of the polynomial QG′(−x) − QG(−x) are greater
(resp. less) than zero.
Theorem 2.3. Let H be a graph of order n and size m, ê = uv ∈ E(H), and let G be the graph obtained
from H by subdividing the edge ê. Then ζi(H)  ζi(G), for 0  i  n.
Proof. IfH is disconnected, thenH = H1∪H2∪· · ·∪Ht andwithout loss of generality,wemay suppose
that ê ∈ E(H1). If we prove that by subdividing the edge ê, all coefficients of the Q-characteristic
polynomialof the resultinggraph isgreater thanorequal to thecorrespondingcoefficients inQH1∪K1(x),
then we can conclude that all coefficients of QG(x) is greater than or equal to the corresponding
coefficients in QH∪K1(x). So, suppose that H is connected and G′ = H ∪ K1. Using Eq. (4), we obtain

G(x) = xQ ′G(x) + (m − n)QG(x)
= (−1)n+1(m − n)ζn+1(G) +
n∑
i=0
(−1)i(m − i + 1)ζi(G)xn+1−i =
∑
e∈E(G)
QG−e(x)
and

G′(x) = xQ ′G′(x) + (m − n)QG′(x) =
n∑
i=0
(−1)i(m − i)ζi(G′)xn+1−i =
∑
e′∈E(G′)
QG′−e′(x).
Let
f (x) = 
G(x) − 
G′(x) − QG′(x)
= (−1)n+1(m − n)ζn+1(G) +
n∑
i=0
(−1)i(m + 1 − i)(ζi(G) − ζi(G′))xn+1−i
= ∑
e∈E(G)
QG−e(x) −
∑
e′∈E(G′)
QG′−e′(x) − QG′(x).
We want to show that all non-zero coefficients of the polynomial f (−x), for even (resp. odd) n
are negative (resp. positive). Equivalently, we prove that all non-zero coefficients of the polynomial
QG−e(−x) − QG′−e′(−x) for even (resp. odd) n are negative (resp. positive), where e ∈ E(G) and e′ is
the corresponding edge in G′. By induction on n + m, we prove this claim.
Letw be a vertex inserted in ê = uv to obtainG and letw′ be the additional isolated vertex to obtain
G′. If e ∈ E(G)\{uw,wv}, then let e′ be the corresponding edge in G′. Hence, by induction hypothesis,
we have all non-zero coefficients of the polynomial QG−e(−x) − QG′−e′(−x), for even (resp. odd) n
are negative (resp. positive).
If e = uw. Then let e′ = ê ∈ E(G′), so by Theorem 2.1, we have all non-zero coefficients of the
polynomial QG−e(−x) − QG′−e′(−x), for even (resp. odd) n are negative (resp. positive).
If e = wv. In this case we want to show that ζi(G − e)  ζi(G′), 1  i  n. Consider TU-subgraph
H′ in G′ with i edges (1  i  n) and let H be the corresponding TU-subgraph in G − e. If ê /∈ E(H′),
thenW(H) = W(H′). So, suppose that ê ∈ E(H′), then the following cases occur:
Case i: Let U′ be the odd unicyclic component of H′ which contains the edge ê as a cycle edge.
Moreover, H′ contains an isolated vertex w′. So,W(H′) = 4N, for some constant value N. It is easy to
check that,W(H′)  W(H) = (|V(U′)| + 1)N and equality holds if and only if U′ ∼= C3.
Case ii: Let U′ be the odd unicyclic component of H′ which contains the edge ê and suppose that ê
is not a cycle edge. Moreover, H′ contains an isolated vertex w′. So, W(H′) = 4N, for some constant
value N. It is easy to check that,W(H′)  W(H) = 4(a + 1)N, where a  1.
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Fig. 1. The graph G(l, k).
Case iii: Let T ′ be the tree component of H′ which contains the edge ê. Moreover, H′ contains an
isolated vertexw′. Obviously, by removing the edge ê from T ′, two trees of order a and b are obtained.
So,W(H′) = (a+b)N, for some constant valueN. It is easy to check that,W(H′)  W(H) = (a+1)bN,
where a, b  1.
Hence, we show that all non-zero coefficients of the polynomial f (−x) for even (resp. odd) n are
negative (resp. positive), and this completes the proof. 
Let G(l, k) be the graph obtained from a non-trivial connected graph G by attaching two pendent
paths of lengths l and k at vertex w, where l, k  0 (see Fig. 1).
Theorem 2.4. Let G be a connected graph and 1  k  l then ζi(G(l, k))  ζi(G(l + 1, k − 1)), for
0  i  n.
In order to prove the Theorem 2.4, first we need to state the following Lemma. More precisely,
the following Lemma shows that all signless Laplacian coefficients, ζi (0  i  n), are monotone
under π-transformation. For the definition and other properties of the π-transformation, the reader
is referred to [20,22].
Lemma 2.5. If 1  k  l then ζi(G(l, k))  ζi(G(l + k, 0)), for 0  i  n. Moreover, equality holds if
and only if either i ∈ {0, 1, n} when G is non-bipartite, or i ∈ {0, 1, n − 1, n} otherwise.
Proof. One may see that G(l + k, 0) = G(l, k) − wv1 + ulv1. Because the number of edges and also
the structure of odd cycles do not change after this transformation, the signless Laplacian coefficients
ζ0 = 1, ζ1 = 2m, and ζn remain the same.
Now consider the coefficient ζi where 2  i  n − 1. Let H be an arbitrary TU-subgraph of G(l, k)
with i edges. If e = wv1 /∈ E(H), then H is also a TU-subgraph of G(l + k, 0). Therefore, suppose that
e ∈ E(H). Then the following cases occur:
Case i: Let U be the unicyclic component of H which contains the vertex w, the first a vertices on
the path Pk (1  a  k), and all l vertices on the path Pl . It is easy to check that W(H) = 4N, for
some constant value N. Also, the weight of the corresponding TU-subgraph in G(l + k, 0), H′, is equal
toW(H′) = 4N = W(H).
Case ii: Let U be the unicyclic component of H which contains the vertex w, the first a vertices on
the path Pk (1  a  l), and the first b vertices on the path Pl (0  b  l − 1). Also, suppose that H
contains the path Pc that is the last c vertices on Pl (1  c  l). In this case, we have W(H) = 4cN,
for some constant value N. The weight of the corresponding TU-subgraph in G(l + k, 0), H′, is equal
toW(H′) = 4(c + a)N > W(H), because of a  1.
Case iii: Let T be the tree component of H which contains the vertex w, and the first a vertices on
the path Pk (1  a  k), and all l vertices on the path Pl and d  1 vertices of G (counting w). One
may see thatW(H) = (a+ d+ l)N, for some constant value N. Also, the weight of the corresponding
TU-subgraph in G(l + k, 0), H′, is equal toW(H′) = (a + d + l)N = W(H).
Case iv: Let T be the tree component ofHwhich contains the vertexw, the first a vertices on the path
Pk (1  a  k), the first b vertices on the path Pl (0  b  l − 1), and d  1 vertices of G (counting
w). Also, suppose that H contains the path Pc that is the last c vertices on Pl (1  c  l). One may
check thatW(H) = (a + b + d)cN, for some constant value N. Also, the weight of the corresponding
TU-subgraph in G(l + k, 0), H′, is equal toW(H′) = (d + b)(c + a)N.
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Fig. 2. σ -Transformation applied to G at vertex w.
Now letH be the set of all TU-subgraphswith i edges inG(l, k) of the form of Case ivwhich coincide
onG and the first a vertices on the path Pk , and forwhich b+c = M is fixed. Thenϕ = ∑H∈H W(H) =
N
∑M−1
b=0 (a + b + d)c. On the other hand, the corresponding sum in the graph G(l + k, 0) is equal to
ϕ′ = ∑H′∈H′ W(H′) = N∑M−1b=0 (d + b)(c + a). Hence, ϕ′ − ϕ = NaM(d − 1)  0, but there exist
someH for which d > 1. So, that we are done. 
Theorem 2.6 [4, Theorem 2.2.1]. Let v ∈ V(G) be a pendent vertex which is adjacent with u ∈ V(G).
Then we have AG(x) = xAG−v(x) − AG−v−u(x).
Proof of Theorem 2.4. If k  2, applying Eq. (2) and Theorem 2.6, to the graphs G(l + 1, k − 1) and
G(l, k), we obtain the recurrence relation

(x + 2) = QG(l+1,k−1)(x + 2) − QG(l,k)(x + 2)
= (x + 2)n−m (AL(G(l+1,k−1))(x) − AL(G(l,k))(x))
= (x + 2)n−m[xAL(G(l,k−1))(x) − AL(G(l−1,k−1))(x)
− (xAL(G(l,k−1))(x) − AL(G(l,k−2))(x))]
= (x + 2)n−m (AL(G(l,k−2))(x) − AL(G(l−1,k−1))(x))
= QG(l,k−2)(x + 2) − QG(l−1,k−1)(x + 2).
By Remark 2.2, equivalently, wemust show that all non-zero coefficients of the polynomial
(−x) for
even (resp. odd) n are positive (resp. negative). By induction on k, we prove this claim. If k = 1, then
by Lemma 2.5, the assertion holds. Now suppose that k  2, so we have
(−x) = QG(l+1,k−1)(−x)−
QG(l,k)(−x) = QG(l,k−2)(−x)−QG(l−1,k−1)(−x). Hence, by inductionhypothesis, the result follows. 
Now let G be a graph which is not the star graph, and let w be a vertex of degree d + 1 in G,
such that it is adjacent with v1, v2, . . . , vd, v; where v1, . . . , vd are pendent vertices in G. The graph
G′ = σ(G,w) obtained from G by removing edges wv1, . . . ,wvd and adding edges vv1, . . . , vvd (see
Fig. 2).
Theorem 2.7 [22, Theorem 2.2]. Let G′ = σ(G,w) be a σ -transformation of a graph G. Then for every
0  i  n holds ξi(G)  ξi(G′), with equality if and only if i ∈ {0, 1, n − 1, n}.
Theorem 2.8. Let G′ = σ(G,w) be a σ -transformation of a graph G. Then for every 0  i  n holds
ζi(G)  ζi(G′). Moreover, equality holds if and only if either i ∈ {0, 1, n} when G is non-bipartite, or
i ∈ {0, 1, n − 1, n} otherwise.
Proof. One may see that signless Laplacian coefficients ζ0 = 1, ζ1 = 2m, and ζn remain the same
after σ -transformation. Now assume that 2  i  n − 1. Consider TU-subgraph H′ in G′ with i edges
and let H be the corresponding TU-subgraph in G. Then the following cases occur:
Case i: Let U′ be the unicyclic component of H′ which contains vertex v with a  0 vertices
among {w, v1, . . . , vd}. If vw ∈ E(U′) then W(H) = W(H′). Therefore, suppose vw /∈ E(U′). Clearly,
W(H) = (a + 1)W(H′)  W(H′).
M. Mirzakhah, D. Kiani / Linear Algebra and its Applications 437 (2012) 2243–2251 2249
Case ii: Let T ′ be the tree component ofH′ which contains vertex v, a  0 vertices inV(G)\{v,w, v1,
. . . , vd} and b  0 vertices in {w, v1, . . . , vd}. If b = 0 or vw ∈ E(T ′), then we haveW(H) = W(H′).
Suppose that b  1 and vw /∈ E(T ′). It is easy to check that in this case W(H′) = (1 + a + b)N and
W(H) = (a + 1)(b + 1)N, for some constant value N. SoW(H) − W(H′)  0 and this completes the
proof. 
Let G be a graph with n vertices and m edges. Suppose that the vertices of G are labeled in an
arbitrary way by v1, . . . , vn. The graph G(T1, . . . , Tn) obtained from G by adding the rooted tree Ti to
the vertex vi for i = 1, . . . , n; Let G(m1, . . . ,mn) be the set of all graphs of the form G(T1, . . . , Tn)
such that each Ti is of ordermi.
Corollary 2.9. Let H = G(T1, . . . , Tn). Then for each 1  k  n we have
ζi(G(T1, . . . , Tk−1, Smk , Tk+1, . . . , Tn))  ζi(H)  ζi(G(T1, . . . , Tk−1, Pmk , Tk+1, . . . , Tn)),
where 0  i  n; Moreover, both extremal graphs are unique.
Proof. Suppose that Tk = Pmk . Let u ∈ V(Tk) such that deg(u) > 2 and d(u, G) is the largest, where
d(u, G) = minv∈V(G)d(u, v). In order to obtain Pmk , we apply Theorem 2.5 to the vertex u, and so we
get the graph H′ ∈ G(m1, . . . ,mn), such that ζj(H′)  ζj(H) for 0  j  n; using this procedure
consecutively, the right inequality is proved.
For the left inequality, suppose that Tk = Smk . Letw ∈ V(Tk), such that all its neighbors except one
are pendent and d(w, G) is the largest. Applying the Theorem 2.8 to the vertex w, we get the graph
H′′ ∈ G(m1, . . . ,mn), such that ζj(H)  ζj(H′′) for 0  j  n; so, by repeating this procedure, the
left inequality is proved. 
Also, as an immediate result, we have the following corollaries.
Corollary 2.10. Let T be a tree on n vertices. Then for each i (0  i  n), we have
ζi(Sn)  ζi(T)  ζi(Pn).
Moreover, both extremal graphs are unique.
Corollary 2.11. Let H = G(T1, . . . , Tn). Then for each i (0  i  n), we have
ζi(G(Sm1 , . . . , Smn))  ζi(H)  ζi(G(Pm1 , . . . , Pmn)).
Moreover, both extremal graphs are unique.
3. Unicyclic graphs
Connected graphs in which the number of edges equals the number of vertices are called unicyclic
graphs. Therefore, a unicyclic graph is either a cycle or a cycle with trees attached. A unicyclic graph
containing an odd cycle (even cycle) is called odd unicyclic (even unicyclic). Let Un,g be the set of all
unicyclic graphs on n vertices with girth g. If U ∈ Un,g , then U consists of the cycle C of length g
(suppose that the vertices of the cycle C are labeled by v1, . . . , vg such that vi comes after vi−1) and
a certain number of trees attached at vertices of C having in total n − g edges. Assume that Ti is a
rooted tree of order ni attached at vi. Thenwe denoteU by C(T1, . . . , Tg). So, according to the previous
section, we have the following corollary.
Corollary 3.1. Let U ∈ Un,g . Then for each i (0  i  n), we have
ζi(C(Sn1 , . . . , Sng ))  ζi(U)  ζi(C(Pn1 , . . . , Png )).
Moreover, both extremal graphs are unique.
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Fig. 3. Graphs violating Theorem 3.2 for signless Laplacian coefficients.
Fig. 4. Graphs violating Theorem 3.3 for signless Laplacian coefficients.
Now let G = C(Sn1 , Sn2 , T3, . . . , Tg), we get the graph G′ = τ(G, 1, 2) by contracting edge v1v2
and adding a new pendent edge to the vertex v1.
Theorem 3.2 [22, Theorem 3.2]. Let G = C(Sn1 , Sn2 , T3, . . . , Tg) and G′ = τ(G, 1, 2) be a τ -
transformation of a connected unicyclic graph G. For every 0  k  n holds ξk(G)  ξk(G′), with
equality if and only if k ∈ {0, 1, n}.
One may show that the previous theorem does not hold for coefficients of the signless Laplacian
characteristic polynomial (see Fig. 3). It is easy to check that QG(x) = x6 − 10x5 + 34x4 − 46x3 + 20x,
and QG′(x) = x6 − 10x5 + 32x4 − 42x3 + 23x − 4, where G and G′ are shown in the above figure.
Now let G = C(Pn1 , T2, . . . , Tg). Suppose w ∈ V(Pn1), such that degGw = 1. Let G′ = γ (G, 1) be
graph obtained from G by removing edge v1v2 and adding edge wv2.
Theorem 3.3 [22, Theorem 3.1]. Let G = C(Pn1 , T2, . . . , Tg) and G′ = γ (G, 1) be a γ -transformation
of a connected unicyclic graph G. For every 0  k  n holds ξk(G)  ξk(G′), with equality if and only if
k ∈ {0, 1, n}.
Also, the previous theorem does not hold for coefficients of the signless Laplacian characteristic
polynomial. As you see in Fig. 4, onemay check thatQG(x) = x6−12x5+52x4−102x3+92x2−34x+4
and QG′(x) = x6 − 12x5 + 53x4 − 106x3 + 92x2 − 24x.
4. Incidence energy
The energy of a graph is defined as the sum of the absolute values of its eigenvalues. This concept
was proposed quite some time ago by Gutman [9], motivated by (much older) chemical applications
[10,11].
Let A be an n bymmatrix with real entries. The singular values of the matrix A are the square roots
of the eigenvalues of AAt , where At is the transpose of A. If A is a symmetric matrix, then its singular
values are the absolute values of its eigenvalues. So, the energy of a graph G is indeed the sum of the
singular values of its adjacency matrix [21]. Nikiforov [21] has extended the concept of graph energy
for arbitrary matrices. More precisely, for any n×mmatrix A, the energy of A is defined as the sum of
its singular values.
Let σ1(G), . . . , σn(G) be the singular values of the matrix I(G). By Eq. (1), it is easy to obtain that
σi(G) = √νi(G). Hence, the incidence energy is defined as IE(G) = ∑ni=1 σi(G) = ∑ni=1 √νi(G) (see
[13,14,17]).
Let Sk(x1, . . . , xn) be the kth elementary symmetric function of the n real numbers x1, x2, . . . , xn,
k  n, which is mentioned in Section 2. It is said that (x1, . . . , xn) 	 (y1, . . . , yn) if Sk(x1, . . . , xn)
 Sk(y1, . . . , yn), for 1  k  n, where x1, x2, . . . , xn, y1, y2, . . . , yn are real numbers. Efroymson,
Swartz, and Wendroff proved the following theorem.
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Theorem 4.1 [8]. If (x1, . . . , xn) 	 (y1, . . . , yn), then∑ni=1 xαi  ∑ni=1 yαi , for any 0 < α  1.
As a trivial consequence of the Theorem 4.1, we have the following theorem.
Theorem4.2. LetG andG′ be twographs of order n. If ζi(G)  ζi(G′) for1  i  n; thenIE(G)  IE(G′).
In particular, if at least one of inequalities is strict, then we have IE(G) < IE(G′).
Corollary 4.3. Let H = G(T1, . . . , Tn). Then for each i (1  i  n) we have
IE(G(T1, . . . , Ti−1, Smi , Ti+1, . . . , Tn))  IE(H)  IE(G(T1, . . . , Ti−1, Pmi , Ti+1, . . . , Tn)).
Moreover, both extremal graphs are unique.
Corollary 4.4. Let H = G(T1, . . . , Tn). Then
IE(G(Sm1 , . . . , Smn))  IE(H)  IE(G(Pm1 , . . . , Pmn)).
Moreover, both extremal graphs are unique.
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