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Cohesive Elements or Phase-Field
Fracture: Which Method Is Better
for Dynamic Fracture Analyses?
Tim Dally, Carola Bilgen, Marek Werner
and Kerstin Weinberg
Abstract
Numerical techniques to simulate crack propagation can roughly be divided into
sharp and diffuse interface methods. Two prominent approaches to quantitative
dynamic fracture analysis are compared here. Specifically, an adaptive cohesive
element technique and a phase-field fracture approach are applied to simulate
Hopkinson bar experiments on the fracture toughness of high-performance con-
crete. The experimental results are validated numerically in the sense of an inverse
analysis. Both methods allow predictive numerical simulations of crack growth with
an a priori unknown path and determine the related material parameter in a quan-
titative manner. Reliability, precision, and numerical costs differ however.
Keywords: Split-Hopkinson bar experiment, UHPC, cohesive elements, phase-field
fracture, inverse analysis, dynamic fracture, crack propagation, crack tracking
algorithms
1. Introduction
One of the main challenges in computational mechanics is the prediction of
cracks and fragmentation in dynamic fracture. There are high demands on the
modeling side, but mainly the complicated structure and the nonregular behavior of
the cracks turn numerical simulations into a difficult task. Every crack in a solid
forms a new surface of a priori unknown position, which needs to be identified.
Different discretization techniques have been developed to solve such problems, for
example the cohesive element technique [1–3], the extended finite element method
[4, 5], eroded finite elements or eigenfracture strategies [6, 7], and phase-field
approaches [8–13].
The numerical techniques to treat the moving boundary problem of crack prop-
agation can roughly be divided into two different strategies: sharp interface and
diffuse interface modeling. The sharp interface approach describes a crack as a new
boundary ΓC tð Þ⊂∂Ω in a solid of domain Ω undergoing a deformation χ x, tð Þ :
Ω� 0, ttotal½ � ! ℝ3 in a time ttotal. For a known crack path this is the natural way to
capture the mechanics of fracture. In dynamic fracture, however, with a priori
unknown ways of crack propagation, kinks, and branching, sophisticated tracking
methods need to be employed to localize the boundaries by the position and to
3
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enforce (free) boundary conditions along the moving crack. Unfortunately, such
surface tracking methods require a high numerical effort and tend to fail for great
changes in the topology of the solid, such as the fragmentation into small particles
and their further movement.
An alternative way to describe moving boundaries are diffuse interface models
where the cracks are smeared over a small but finite length ε. Here an additional
field s x, tð Þ : Ω� 0, ttotal½ � ! ℝ characterizes the state of the material and marks the
intact or broken state. The set of evolving crack surfaces is replaced by a crack-
surface density γ, which is typically a function of the marker field s and its gradient.
This crack-surface density function allows an approximation of the moving crack






γ tð Þ dΩ: (1)
By γ being not only a function of field s x, tð Þ but also its gradient ∇s, it
regularizes (or diffuses) the local jump of a crack. The net effect of this regulariza-
tion is to eliminate spurious mesh-dependencies that afflict naive damage schemes.
The potential energy of such a regularized cracking body corresponds to the well-
known Ambrosio-Tortorelli functional of continuum damage mechanics [14].
Therefore, the diffuse interface approach can be seen as a gradient damage model
with the major difference that the order parameter s indicates the material to be
either intact (s ¼ 1) or broken (s ¼ 0). Intermediate states are not physically mean-
ingful. However, it is still an open question how reliable such a diffuse approach can
quantify the mechanics of fracture.
Here we compare a sharp interface method with crack tracking algorithm and a
diffuse interface method for its usability in material identification. Background for
our comparison are our experimental investigations on the fracture toughness of
ultra-high performance concrete (UHPC). Specifically, we use the cohesive element
technique and the phase-field fracture approach to simulate spalling experiments
performed with concrete specimen in a Hopkinson-Bar (HB) setup.
UHPC is a class of advanced cementitious-based composites whose mechanical
strength and durability surpass classical concrete. Typically, UHPC composites are
fine grained, almost homogeneous mixtures of small aggregates of cement, a certain
amount of silica, other supplements, and a low water content—and so they are more
similar to brittle ceramics than to construction concrete. UHPCs are still under
development and in order to optimize their composition mechanical tests have to
provide material data. Hereby classical experiments determine the concrete’s elas-
ticity as well as its compressive and flexural strength under static loading condi-
tions. For the dynamic properties, however, such as dynamic tensile resistance and
fracture energy, it is more complicated to ensure reproducible test conditions. Here
numerical simulations in the sense of an inverse analysis are helpful to evaluate the
reliability of the obtained material data.
HB spalling experiments are test arrangements to determine the failure strength
of brittle materials, see [15–19]. In these tests the experimental setup of a classical
HB is modified in such a way, that the induced pressure impulse is transmitted via
an incident bar into the specimen, see Figure 1. Within the specimen a superposi-
tion of transmitted and reflected waves determines the stress state. For details of the
experimental work we refer to another work [20], here we just use the experimental
setup to compare two numerical techniques employed for quantitative analysis.
Specifically, for fracture parameter identification we need: (i) numerical methods
that are able to find the crack position dependent on the external load and the
material parameter of the specimen; (ii) the pressure wave and the stress
4
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distribution in the fast (cracking) specimen; and (iii) we need to quantify the
fracture energy and the critical energy release rate of the material.
The remaining paper is organized as follows. In the next section we provide
shortly the governing equations of elasto-dynamics and fracture mechanics. Then
we introduce the cohesive element technique in Section 3 and the phase-field
fracture method in Section 4. Both sections conclude with a short study on the
influence of the relevant model parameters. In Section 5 the simulations of the HB
spalling experiment are described in detail and a range of values for the fracture
parameters is derived. The inverse analysis is presented in Section 6. Here we
provide several numerical simulations and evaluate both methods. Such a quantita-
tive comparison is new and has not yet been presented before. In particular, pre-
dictive applications of the phase-field approach to fracture are not common by now.
A summary of the pros and cons of both methods in Section 7 concludes the paper.
2. Governing equations
We consider a body of domain Ω⊂ℝ3 with external boundary Γ � ∂Ω. The
body’s displacement field at point x and time t is denoted by u x, tð Þ; its velocity and
acceleration fields are v ¼ _u and a ¼ €u. A crack splits the body into subbodies
Ωþ ∪Ω� ¼ Ω and induces a displacement jump on ΓC as ½u½ �� ¼ uþ � u�. The
displacements satisfy the Dirichlet boundary conditions u ¼ u at Γ1. The body is
loaded with traction t at boundary Γ2; it holds Γ1 ∪Γ2 ⊂ΓnΓC.
2.1 Elasto-dynamics




λ trεð Þ2 þ με : ε ¼ 1
2
ε :  : ε (2)
where the Lamé material parameters λ ¼ Eν= 1þ νð Þ 1� 2νð Þð Þ and μ ¼
E= 2 1þ νð Þð Þ are formulated with Young’s modulus E and Poisson number ν. Equiv-
alently we use the Hookean material tensor  with components Cijkl ¼ λδijδkl þ
μ δikδjl þ δil δjk
 
. The strain tensor ε describes small deformations ε uð Þ ¼
1=2 ∇uþ ∇uT ; the mechanical stress tensor follows as σ ¼ ∂εΨe ¼ ε. It holds the
balance of linear momentum,
divσ þ b ¼ ρa in Ω (3)
where ρ is the mass density and b a prescribed body force density. Boundary
conditions are prescribed as
Figure 1.
Illustration of the HB-spallation test setup where the pressure tank accelerates the impactor and the impact-
induced wave propagates trough the specimen (left) and UHPC specimen cracked after wave reflection (right).
5
Cohesive Elements or Phase-Field Fracture: Which Method Is Better for Dynamic Fracture…
DOI: http://dx.doi.org/10.5772/intechopen.92180
enforce (free) boundary conditions along the moving crack. Unfortunately, such
surface tracking methods require a high numerical effort and tend to fail for great
changes in the topology of the solid, such as the fragmentation into small particles
and their further movement.
An alternative way to describe moving boundaries are diffuse interface models
where the cracks are smeared over a small but finite length ε. Here an additional
field s x, tð Þ : Ω� 0, ttotal½ � ! ℝ characterizes the state of the material and marks the
intact or broken state. The set of evolving crack surfaces is replaced by a crack-
surface density γ, which is typically a function of the marker field s and its gradient.
This crack-surface density function allows an approximation of the moving crack






γ tð Þ dΩ: (1)
By γ being not only a function of field s x, tð Þ but also its gradient ∇s, it
regularizes (or diffuses) the local jump of a crack. The net effect of this regulariza-
tion is to eliminate spurious mesh-dependencies that afflict naive damage schemes.
The potential energy of such a regularized cracking body corresponds to the well-
known Ambrosio-Tortorelli functional of continuum damage mechanics [14].
Therefore, the diffuse interface approach can be seen as a gradient damage model
with the major difference that the order parameter s indicates the material to be
either intact (s ¼ 1) or broken (s ¼ 0). Intermediate states are not physically mean-
ingful. However, it is still an open question how reliable such a diffuse approach can
quantify the mechanics of fracture.
Here we compare a sharp interface method with crack tracking algorithm and a
diffuse interface method for its usability in material identification. Background for
our comparison are our experimental investigations on the fracture toughness of
ultra-high performance concrete (UHPC). Specifically, we use the cohesive element
technique and the phase-field fracture approach to simulate spalling experiments
performed with concrete specimen in a Hopkinson-Bar (HB) setup.
UHPC is a class of advanced cementitious-based composites whose mechanical
strength and durability surpass classical concrete. Typically, UHPC composites are
fine grained, almost homogeneous mixtures of small aggregates of cement, a certain
amount of silica, other supplements, and a low water content—and so they are more
similar to brittle ceramics than to construction concrete. UHPCs are still under
development and in order to optimize their composition mechanical tests have to
provide material data. Hereby classical experiments determine the concrete’s elas-
ticity as well as its compressive and flexural strength under static loading condi-
tions. For the dynamic properties, however, such as dynamic tensile resistance and
fracture energy, it is more complicated to ensure reproducible test conditions. Here
numerical simulations in the sense of an inverse analysis are helpful to evaluate the
reliability of the obtained material data.
HB spalling experiments are test arrangements to determine the failure strength
of brittle materials, see [15–19]. In these tests the experimental setup of a classical
HB is modified in such a way, that the induced pressure impulse is transmitted via
an incident bar into the specimen, see Figure 1. Within the specimen a superposi-
tion of transmitted and reflected waves determines the stress state. For details of the
experimental work we refer to another work [20], here we just use the experimental
setup to compare two numerical techniques employed for quantitative analysis.
Specifically, for fracture parameter identification we need: (i) numerical methods
that are able to find the crack position dependent on the external load and the
material parameter of the specimen; (ii) the pressure wave and the stress
4
Modeling and Simulation in Engineering - Selected Problems
distribution in the fast (cracking) specimen; and (iii) we need to quantify the
fracture energy and the critical energy release rate of the material.
The remaining paper is organized as follows. In the next section we provide
shortly the governing equations of elasto-dynamics and fracture mechanics. Then
we introduce the cohesive element technique in Section 3 and the phase-field
fracture method in Section 4. Both sections conclude with a short study on the
influence of the relevant model parameters. In Section 5 the simulations of the HB
spalling experiment are described in detail and a range of values for the fracture
parameters is derived. The inverse analysis is presented in Section 6. Here we
provide several numerical simulations and evaluate both methods. Such a quantita-
tive comparison is new and has not yet been presented before. In particular, pre-
dictive applications of the phase-field approach to fracture are not common by now.
A summary of the pros and cons of both methods in Section 7 concludes the paper.
2. Governing equations
We consider a body of domain Ω⊂ℝ3 with external boundary Γ � ∂Ω. The
body’s displacement field at point x and time t is denoted by u x, tð Þ; its velocity and
acceleration fields are v ¼ _u and a ¼ €u. A crack splits the body into subbodies
Ωþ ∪Ω� ¼ Ω and induces a displacement jump on ΓC as ½u½ �� ¼ uþ � u�. The
displacements satisfy the Dirichlet boundary conditions u ¼ u at Γ1. The body is
loaded with traction t at boundary Γ2; it holds Γ1 ∪Γ2 ⊂ΓnΓC.
2.1 Elasto-dynamics




λ trεð Þ2 þ με : ε ¼ 1
2
ε :  : ε (2)
where the Lamé material parameters λ ¼ Eν= 1þ νð Þ 1� 2νð Þð Þ and μ ¼
E= 2 1þ νð Þð Þ are formulated with Young’s modulus E and Poisson number ν. Equiv-
alently we use the Hookean material tensor  with components Cijkl ¼ λδijδkl þ
μ δikδjl þ δil δjk
 
. The strain tensor ε describes small deformations ε uð Þ ¼
1=2 ∇uþ ∇uT ; the mechanical stress tensor follows as σ ¼ ∂εΨe ¼ ε. It holds the
balance of linear momentum,
divσ þ b ¼ ρa in Ω (3)
where ρ is the mass density and b a prescribed body force density. Boundary
conditions are prescribed as
Figure 1.
Illustration of the HB-spallation test setup where the pressure tank accelerates the impactor and the impact-
induced wave propagates trough the specimen (left) and UHPC specimen cracked after wave reflection (right).
5
Cohesive Elements or Phase-Field Fracture: Which Method Is Better for Dynamic Fracture…
DOI: http://dx.doi.org/10.5772/intechopen.92180
u ¼ uonΓ1, σn ¼ tonΓ2, ½σn½ �� ¼ ½t½ �� ¼ 0onΓC, (4)
with normal vector n and traction t; ½�½ �� denotes a jump. Eq. (4)3 corresponds to
traction-free crack boundaries. Additional initial conditions may apply.
2.2 Fracture mechanics
Let the evolving internal cracks be represented by a set of boundaries ΓC tð Þ.
According to the linear-elastic fracture theory of Griffith and Irwin [21, 22], a
material fails upon attainment of a critical surface-energy density. The crack growth
corresponds to the creation of new surfaces and hence the internal work of the body
is composed of







where Gc is commonly known as Griffith’s critical energy release rate (Griffith
energy). An optimum of Eq. (5) corresponds to crack growth.
The specific energy G corresponds to the energy W dissipated per unit newly
created surface area A, G ¼ dW=dA. The Griffith fracture criterion states that a
crack will grow when the available energy release rate is greater than or equal to a
critical value, G ≥Gc, which is related to the classical stress intensity factors of linear-
elastic fracture mechanics given by G ¼ K2I þ K2II
� �
=E0 þ K2III= 2μð Þ with E0 ¼ E
regarding the plane stress state and otherwise E0 ¼ E= 1� ν2ð Þ. Thus, Griffith’s crite-
rion can also be written with the critical stress intensity factor Kc as Gc ¼ K2c=E0. The
single summands of G may also be understood as mode-dependent Griffith energy
densities GI, GII, and GIII. The indices denote the fracture modes of crack opening,
in-plane and out-of-plane sliding. For a brittle elastic material the J -integral is equal
to the strain energy release rate, that is, it holds the identity J c ¼ Gc.
Another fracture criterion is the crack tip opening displacement with critical value
δc. The underlying theory of Dugdale [23] and Barenblatt [24] explains crack growth
as loss of cohesion in a cohesive zone. If the decohesion is modeled in a nonlinear
way, that is, for a given relation between the vector of cohesive traction t and crack
opening δ, a standard application of the J -integral will establish a link between the
critical energy release rate and the critical crack opening displacement. Starting with
the relation t δð Þ and choosing a contour Γ for the evaluation of the J -integral that








2.3 Weak form of the problem and finite element discretization
The motions of a solid can be characterized by recourse to Hamilton’s principle
of stationary action. The action of a motion within a closed time interval t0, t½ �
defines a functional I u½ � ¼ Ð tt0Ldt with the Lagrangian function as the difference of
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for all admissible test functions δu∈U with U ¼ fδu∈H1 Ωð Þ∣δu ¼ 0 on Γ1g; H1
denotes the Hilbert space of weak square-integrable functions and its first deriva-
tives. Eq. (8) must hold for all times t≥ t0, which leads to the weak momentum
balance. For a body with stationary crack it is equivalent to
ð
Ω
δu � ρaþ δε : σ � δu � b dΩ ¼
ð
Γ2
δu � t dΓ ∀δu∈U: (9)
For discretization the domain Ω is subdivided into a finite set of nonoverlapping
elements. We make use of a conforming ansatz and approximate the displacement




Niui ¼ Nû, δu≈
Xnk
i¼1
Niwi ¼ Nŵ, (10)
where Ni are the piecewise ansatz functions collected in a matrix N and the
vectors û, ŵ contain all unknown nodal displacements ui of the nk nodes and its
nodal variations wi, respectively. Plugging Eq. (10) into Eq. (8) and a straightfor-
ward calculation gives the global system of equations
M€̂uþKû ¼ f (11)
where M and K denote the mass and stiffness matrix of the finite element
discretization, and f is the vector of external forces. The Hookean tensor  is





















Discretization in time is performed by an implicit Euler method, that is, with
time step Δt ¼ tnþ1 � tn and, thus, velocity and acceleration are approximated by
_̂u
nþ1
≈ ûnþ1 � ûn� � Δtð Þ�1 and €̂unþ1 ≈ ûnþ1 � 2ûn þ ûn�1� � Δtð Þ�2: (12)
3. The cohesive element technique
The nucleation and the propagation of cracks are efficiently modeled through
the cohesive zone model where fracture is assumed to happen along an extended
crack tip triggered by tractions on the crack flanks, [23, 24]. A particularly appeal-
ing aspect of the cohesive zone model is that it fits naturally in the framework of
finite element analysis and leads directly to the cohesive element technique intro-
duced by Needleman, Ortiz, and co-workers [25–27]. The main idea of this
approach is to add cohesive interfaces between the continuum elements that are
able to model crack growth, see Figure 2. We employ this classical cohesive element
7
Cohesive Elements or Phase-Field Fracture: Which Method Is Better for Dynamic Fracture…
DOI: http://dx.doi.org/10.5772/intechopen.92180
u ¼ uonΓ1, σn ¼ tonΓ2, ½σn½ �� ¼ ½t½ �� ¼ 0onΓC, (4)
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approach combined with an automatic fragmentation and cohesive surface inser-
tion procedure. The method has proven to be reliable and efficient for numerous
applications, see among others [2, 28–30].
3.1 Fundamentals
In cohesive theories, the displacement jump across a cohesive surface ΓC
δ ¼ ½u½ �� ¼ uþ � u� (13)
plays the role of a deformation measure while the tractions t furnish the work-
conjugate stress measure. They follow a traction separation law—the cohesive
law—which models locally the loss of material resistance during cracking. If the
cohesive element has attained a critical opening displacement δc, no tractions can be
transfered and the adjacent continuum elements are de-facto disconnected.
Typically, isotropic and anisotropic materials behave differently in crack
opening (mode-I separation) and sliding (mode-II and mode-III separation) and,
therefore, normal and tangential components of the displacement jump across
the surface ΓC have to be treated differently. Given a vector field u over ΓC, its
normal and tangential components are un ¼ u � n, and ut ¼ ∣uΓ∣ ¼ ∣u� unn∣ ¼
∣ I � n⊗nð Þu∣, and, the corresponding jump components δn ¼ uþn � u�n and δt ¼
uþt � u�t follow from Eq. (13). To further simplify the formulation of mixed-mode
cohesive laws, we follow [25] and introduce an effective opening displacement
δ ¼ ∣δ∣ ¼ β2δt þ δn
 1=2
: (14)
Here the parameter β assigns different weights to the sliding and normal opening
components. This allows us to formulate the traction as a function of the effective
opening displacement δ only.
3.2 Cohesive laws
A cohesive law defines the relation between crack opening displacements d and
tractions on the crack flanks t. Generally, a cohesive law can be stated in the general
form t ¼ ∂δG, where G is the specific fracture energy describing the dissipation in
the cohesive zone. It is subject to the restrictions imposed by material frame indif-
ference, material symmetry, and the isotropy of sliding. The most general depen-
dence of G has the form G ¼ G δn, δ � uð Þ ¼ G δn, δtð Þ and with Eq. (14) follows G δð Þ.
Thus, a key benefit of the potential structure of the cohesive law is that it reduces
the identification of the cohesive law from the three components of t to a single
scalar function. Then an effective traction ∣t∣ ¼ t̂ ¼ t̂eff follows,
Figure 2.
Discretization of a solid with the cohesive element technique (left) and geometry of a 2D and 3D cohesive
element, respectively (right). The surfaces Γ�C and Γ
þ
C coincide if the element is closed.
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t̂eff ¼ t̂n þ β�2jttj
 1=2
: (15)
An appropriate choice of cohesive variable is the maximum attained (effective)
crack opening displacement δmax. Loading of the cohesive surface is then character-
ized by the conditions δ ¼ δmax and _δ≥0; all other states correspond to unloading.
Figure 3 shows different common loading envelopes, whereas unloading is com-
monly assumed to be linear in δ to the origin,
t̂ δð Þ ¼ t̂max
δmax
δ, if δ< δmax or _δ<0: (16)
The simplest cohesive law for brittle materials has a linear loading envelope




The two parameter cohesive strength σc and critical opening displacement δc
determine via Eq. (6) the specific fracture energy
Gc ¼ 1=2 σc δc: (18)
There are several modifications of Eq. (17), for example bilinear laws for con-
crete [31] or convex cohesive laws for ductile materials [32]. A cohesive law that can
be adapted to brittle and ductile behavior is the universal binding law of Smith and
Ferrante [33].






where δ0 is the position of the maximal traction. Note that here the cohesive
stress does not vanish at the critical separation δc. The corresponding fracture
energy is Gc ¼ σcδ0 exp 1ð Þ � 1þ δc=δ0ð Þ exp 1� δc=δ0ð Þð Þ. Unloading at t̂< t̂max
follows a linear relation of the form Eq. (16). Upon closure, the cohesive
surfaces are subject to unilateral contact constraints, including friction. Therefore,
suitable contact conditions have to be applied under compression. Friction in
the cohesive zone is regarded as an independent phenomena, which is not
modeled here.
Figure 3.
Typical cohesive laws: (left) linear cohesive envelope (blue) of Eq. (17); concave bilinear envelope (red) with
δ1 ¼ δc=4, σ1 ¼ σc=4; and (right) convex trilinear envelope (blue), modification with smooth transitions
(red), both with δ1 ¼ δc=4, δ2 ¼ δc=2, and exponential law (green) of Eq. (19) with δ0 ¼ 3δc=20.
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3.3 Finite element implementation
The class of cohesive elements considered here consists of two surface elements,
which coincide in the reference configuration of the solid. Each surface element has
ncoh nodes; the total number of nodes of the cohesive element is 2ncoh. The partic-
ular triangulation depicted in Figure 2 is compatible with edge or line elements of
four nodes.
Basis of the finite element implementation is Hamilton’s principle given in
Eq. (7). Inserting the balance of linear momentum and the static boundary
conditions gives the deformation power with variation
δW int uð Þ ¼
ð
Ω
δε :  : ε dΩþ δWcohint uð Þ with δWcohint uð Þ≔
ð
Γcoh
δ ½u½ �� � tdΓ (20)
where Γcoh are the total cohesive surfaces and δ ½u½ �� is the variation of the
separation vector given in Eq. (13). The first term of Eq. (20)1 as well as the
remaining energy contributions correspond to standard finite element forms and
will not be repeated here. The variation of the cohesive energy leads with ansatz
Eq. (10) in Eq. (20)2 for one cohesive element to
δWcohint,e uð Þ ¼
ð
Γcoh,e
δ N ½û½ ��e




The kinetic energy does not have any support in the cohesive element and only
the external virtual work has to be determined. For one cohesive element it is








NT∂t=∂ ½u½ ��N dΓ. To avoid singularities at δ ! 0 in the deriva-
tives of Eq. (17) some numerical modifications are required, cf. [34]. Finally, the
equations added by the cohesive elements to the system Eq. (11) can be formulated
as Kcoh � Δ ½û½ �� ¼ Δfcoh with Kcoh ¼ ⋃ncohe¼1Kcoh,e, fcoh ¼ ⋃ncohe¼1 fcoh,e, where Δ symbol-
izes the incremental solution procedure, which is required for the nonlinear crack-
opening problem.
3.4 Adaptive meshing
Since in most problems the expected crack path is not known the decision where
the cohesive elements should be inserted has to be made during the simulation. The
analysis proceeds incrementally in time. Our decision criterion is based on the
effective tensile stress given in Eq. (15), which has to exceed a threshold. This
means, in every time step of the calculations, this condition is checked for each
internal face. The faces that met the criterion are flagged for subsequent processing.
A cohesive element will be inserted at the flagged face and in this manner, the shape
and location of a successive crack front is itself an outcome of the calculations.
Within the finite element mesh the insertion of cohesive elements requires
topological changes. The local sequential numbering of the corner-nodes defines the
orientation; the mid-side node is subsequently duplicated. Owing to the variable
environment of the edges in the triangulation, the data structure has to be adapted
as illustrated in Figure 4 with case 1: the marked edge with nodes k1 and k2 is inside
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of the body, the edge with all nodes will be duplicated: k1k2∩ ∂Ω∪Γ tð Þð Þ ¼ ∅; case 2:
one of the marked nodes is on the boundary, one node will be duplicated:
k1 ∈∂Ω∪Γ tð Þ ⊻ k2 ∈∂Ω∪Γ tð Þ; and case 3: both nodes are on the boundary, two
nodes (all nodes) will be duplicated: k1 ∈∂Ω∪Γ tð Þ ∧ k2 ∈∂Ω∪Γ tð Þ, for the two-
dimensional situation. In three dimensions the situation consists of four cases but
the main idea is the same. However, loops over all facets, edges, and nodes of the
mesh are computationally expensive and require very efficient search and insertion
algorithms, cf. [35].
3.5 Effect of the crack initiation criteria in the cohesive model
Here we illustrate the influence of the cohesive strength σc and critical opening
displacement δc on the cohesive element simulations. Exemplarily we investigate a
plane mode-I tension test under quasistatic conditions; however, the observations
have been confirmed also in other models.
The test specimen with material data E ¼ 60 GPa, ν ¼ 0:2 has a unit domain
0, 1½ � � 0, 1½ �; all lengths are given in meter. On the vertical boundaries the dis-
placements in x-direction are constrained and on the lower and upper side y ¼ 0
and y ¼ 1, a traction boundary condition is prescribed, ty ¼ 15 MPa. A crack is
predefined in the area x∈ 0, 0:2½ �, y ¼ 0:5, by including cohesive elements that are
completely open. We employ a cohesive law with linear envelope given in Eq. (17),
set the cohesive strength σc ¼ 20 MPa and the critical crack opening displacement
δc ¼ 10�4. Following Eq. (18) this corresponds to a critical energy release rate of
Gc ¼ 1 N=mm.
During the simulation a cohesive element will be added if the effective traction
Eq. (15), here t̂ ¼ t̂eff β ! ∞ð Þ, exceeds a critical value, t̂≥ σi. We identify the
insertion criterium σi with the cohesive strength σc. Because the specimen is pulled
with constant load, the computation is stopped at a crack length of 0.7 m.
Figure 5 demonstrates the crack evolution in a mesh of 25 � 25 squares,
each divided into eight triangular finite elements with linear shape functions.
The computed stresses σy in Figure 5 correspond very well to the analytical solution.
Figure 4.
Classification according to whether the fractured segment has zero (case 1), one (case 2), or two (case 3) nodes
on the boundary.
Figure 5.
Crack propagation of the mode-I tension test with x, yð Þ∈ 0, 1½ � � 0, 1½ �m2 and an initial crack of length 0.2 m.
the meshes show the initial configuration and the crack in the final configuration magnified by a factor of 25.
On the right the corresponding stress component σy [MPa] is plotted.
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each divided into eight triangular finite elements with linear shape functions.
The computed stresses σy in Figure 5 correspond very well to the analytical solution.
Figure 4.
Classification according to whether the fractured segment has zero (case 1), one (case 2), or two (case 3) nodes
on the boundary.
Figure 5.
Crack propagation of the mode-I tension test with x, yð Þ∈ 0, 1½ � � 0, 1½ �m2 and an initial crack of length 0.2 m.
the meshes show the initial configuration and the crack in the final configuration magnified by a factor of 25.
On the right the corresponding stress component σy [MPa] is plotted.
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They disappear at the crack flanks and are maximal at the crack tip with the typical
butterfly shape.
At next we apply the traction ty ¼ 15MPa as a linearly increasing load within 200
load steps. A cohesive element will be added if the effective tensile stress exceeds
σi ¼ σc. The crack length is determined via a≔ max x∈ 0, 1½ � : δn xð Þ> δcf g � 0:2ð Þ.
Figure 6 shows the crack growth normalized to the crack growth at σc ¼ 5 MPa.
Obviously, the insertion criteria has an influence on the appearance of cohesive
elements and so—indirectly—on the crack propagation. In consequence, the inser-
tion stress σi should correspond to the cohesive strength σc to avoid artificial
numerical stiffness.
4. The phase-field fracture approach
The evolving crack in a solid with potential energy of Eq. (5) is represented in
the phase-field fracture approach by an additional continuous field s x, tð Þ∈ 0, 1½ �,
∀x∈Ω, t∈ℝ. It has a value of s ¼ 1 in the intact material and indicates for s ¼ 0 the
cracked zones. Continuity requires a transition zone between both phases. Such a
transition zone cannot reflect the sharp boundary of a crack but models a diffuse
interface instead. Thus, in a phase-field approach the crack set ΓC tð Þ is replaced by a
regularizing crack-surface density function γ tð Þ and the corresponding boundary
integral in Eq. (5) is approximated by Eq. (1).
The crack-surface density function can be chosen in different ways. If a second-
order phase-field approach is considered (like originally proposed in [36, 37]) it has
the form
γ s,∇sð Þ ¼ 1� sð Þ
2
4ε
þ ε ∇sj j2: (23)
The parameter ε has the unit of a length and is a measure for the width of the
diffuse interface zone, see Figure 7. Moreover, this parameter weights the influence
of the linear and the gradient term whereby the gradient enforces a regularization of
the sharp interface. Another ansatz for the crack-surface density function is the
fourth-order form
Figure 6.
Normalized crack growth versus the critical cohesive stress.
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which has been used, for example, in [38, 39]. However, in a finite element
discretization ansatz given in Eq. (24) requires C1-continuous basis functions. In
[40] we investigated this formulation in more detail, applied quadratic NURBS-
ansatz functions, and found that a smoother crack and a better convergence rate can
be achieved.
Here we use the ansatz of Eq. (23) and the corresponding total potential energy
reads
W u, sð Þ ¼
ð
Ω





ε :  ∗ : εþGc
1� sð Þ2
4ε




The tensor  ∗ in the elastic strain energy density is derived from Eq. (2) by
means of a substitute-material approach,  ∗ ¼ g sð Þ, where g sð Þ is a degradation
function, which is here of the form g sð Þ ¼ s2 þ s0, with s0 ≪ 1 being a small param-
eter introduced for numerical reasons only. With s ¼ 0 tensor  ∗ models the empty
crack.
At this point the evolution equation for the phase-field parameter s is stated in a
general Allen-Cahn form,
_s ¼ �MδsΨ: (26)
where the nonnegative function M is the mobility with unit [mm2=Ns]; δs
denotes the variational or total derivative of Ψ wrt. s. With Eq. (25) it follows
_s ¼ �MδsΨ ¼ �M ε :  : ε s�Gc2ε 1� sþ 4ε
2 ∇ � ∇s� �
� �
: (27)
This evolution equation can also be deduced in a fully variational manner from
energy dissipation, cf. [41]. For more theoretical details we also refer to our recent
works [42, 43].
4.1 Elastic strain energy split
The quadratic form of the elastic strain energy density does not distinguish
between tensile and pressure states in the material. A direct use of the formulations
Figure 7.
Analytic solution of a crack in a second- and a fourth-order phase-field.
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Eq. (25) or Eq. (27) would allow a crack to grow also in a compressive regime,
which clearly contradicts the physics of the underlying problem. For that reason a
split of the elastic strain energy into a tensile and a compressive part is necessary.
We use the degradation function g sð Þ and state Ψe ε, sð Þ ¼ g sð ÞΨeþ þΨe�. This split is
based on the spectral decomposition of the strain tensor ε ¼P3a¼1εana ⊗na, where
εa denote the principal strains and na the corresponding principal directions, a ¼
1, 2, 3. Based on this representations and using the Macaulay brackets
xh iþ ¼ 0, x<0
x, x≥0,
�
xh i� ¼ x, x<0
0, x≥0,
�
we define the positive and the negative parts of the strain tensor as ε� ¼P3
a¼1 εah i�na ⊗na. The positive parts contain contributions due to positive dilata-
tion and contributions due to positive principal strains. Only this part of the strain
energy is responsible for crack growth. A similar decomposition can be deduced for
the stress tensor σ. This finally leads to an elastic energy density function, which
only accounts for tension, Ψeþ ¼ 1=2 σh iþ : εh iþ ¼ 1=2 εh iþ :  ∗ : εh iþ.
Furthermore, the irreversibility of the crack growth has to be considered. This
can be done by Dirichlet constraints on the phase-field parameter, that is _s ¼ 0 if
s ¼ 0. The same effect has a product of s with the mobility parameter M ¼ MGc=2ε,
where we additionally formulate the evolution Eq. (26) in a dimensionless form,
_s ¼ �MδsΨ ¼ �M Ψeþ � 1� sð Þ � 4ε2 ∇ � ∇s½ �.
4.2 Discretization
The numerical solution of the phase-field fracture model within the finite ele-
ment framework leads to a coupled-field problem. The weak formulation of the
mechanical field is derived in the usual way with the result given in Eq. (9). The










dΩ ¼ 0 ∀δs∈V (28)
with test functions δs � v and V ¼ v∈H1 Ωð Þj∇v � n ¼ 0 on ∂Ω, v ¼ 0 on Γ1
� �
.
The shape and test functions given in Eq. (10) are inserted in Eq. (9) to obtain the




Nisi ¼ Nŝ, δs≈
Xnk
i¼1
Nivi ¼ Nv̂ (29)
with ansatz functions N1, … ,Nnk for nk nodes. Plugging this ansatz into Eq. (28)
leads after a straightforward calculation to a finite element system of equations.
Additionally we specify the phase-field driving force ∂sΨe ¼ 2sΨeþ ¼ s ε uð Þh iþ :  :
ε uð Þh iþ.
In short hand notation we get for the mechanical problem the matrix Eq. (11),
whereby now the Hookean matrix  ∗ u, sð Þ depends on the phase-field. For Eq. (28)


































Ψeþ u, sð ÞNNT dΩ:
Here we assumed the same ansatz functions for u and s for the ease of writing.
After the discretization in time by using Eq. (12) the following system of global
equations is obtained:
M Δtð Þ�1 þAþ CþD
h i
snþ1 ¼ f þ Δtð Þ�1Msn (30)
Note that the coupled problem of Eq. (11) and Eq. (30) is nonlinear. The solution
of the implicit problem is obtained with recourse to a Newton-Raphson method.
The necessary linearization (tangent stiffness matrix) can be calculated monolithi-
cally or by recourse to a staggered scheme. For the HB experiment we employ an
explicit time discretization, which simplifies the solution.
4.3 Effect of the coefficients M and ε
With the problem formulation at hand we now illustrate the influence of the
parameter mobility M and regularization length ε in the phase-field fracture model.
To this end we again investigate a plane mode-I tension test of unit length 0, 1½ � �
0, 1½ �, with a predefined crack at x∈ 0, 0:5½ �, y ¼ 0:5, and boundary conditions as
depicted in Figure 8. The finite element mesh of 100� 100� 4 triangular elements
has a uniform size of h ¼ 0:005. The simulation is quasistatic with a prescribed,
linearly increasing displacement up to u ¼ �1:2 � 10�3.
The kinematic mobility parameter M ¼ MGc= 2εð Þ is responsible for the rate of
phase-field evolution. For higher values of M the crack will show (and propagate)
faster. In Figure 8 the crack growth for different values of M normalized with the
crack length for M ¼ 1 is demonstrated. We see a steady state for M≥ 50 mm2sN.
In this case the crack length is defined as a≔ max x∈ 0, 1½ � : s x, 0:5ð Þ≤0:05f g � 0:5:
The mobility M [s] can be seen as the inverse of a kinematic viscosity η [s�1], M ¼
1=η, which illustrates its effect on the crack evolution within a phase-field fracture
computation. Large values ofM correspond to a small viscosity, that is, the material
will crack fast, whereas a highly viscous material retards crack growth. In this sense,
low values of M correspond a high dissipation. However, in the case of quasi-static
brittle fracture there exist no local material dissipation because energy is only stored
by elastic deformations and in the surface energy of the crack. Consequently, the
mobility parameter M has to be sufficiently large for meaningful computations, it is
only limited by the numerics.
Figure 8.
Mode-I tension-test with x, yð Þ∈ 0, 1½ � � 0, 1½ �, an initial crack of length 0.5, and a prescribed total
displacement of u ¼ �1:2 � 10�3. Plotted is the normalized crack length a versus the kinematic mobility M.
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mechanical field is derived in the usual way with the result given in Eq. (9). The
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The necessary linearization (tangent stiffness matrix) can be calculated monolithi-
cally or by recourse to a staggered scheme. For the HB experiment we employ an
explicit time discretization, which simplifies the solution.
4.3 Effect of the coefficients M and ε
With the problem formulation at hand we now illustrate the influence of the
parameter mobility M and regularization length ε in the phase-field fracture model.
To this end we again investigate a plane mode-I tension test of unit length 0, 1½ � �
0, 1½ �, with a predefined crack at x∈ 0, 0:5½ �, y ¼ 0:5, and boundary conditions as
depicted in Figure 8. The finite element mesh of 100� 100� 4 triangular elements
has a uniform size of h ¼ 0:005. The simulation is quasistatic with a prescribed,
linearly increasing displacement up to u ¼ �1:2 � 10�3.
The kinematic mobility parameter M ¼ MGc= 2εð Þ is responsible for the rate of
phase-field evolution. For higher values of M the crack will show (and propagate)
faster. In Figure 8 the crack growth for different values of M normalized with the
crack length for M ¼ 1 is demonstrated. We see a steady state for M≥ 50 mm2sN.
In this case the crack length is defined as a≔ max x∈ 0, 1½ � : s x, 0:5ð Þ≤0:05f g � 0:5:
The mobility M [s] can be seen as the inverse of a kinematic viscosity η [s�1], M ¼
1=η, which illustrates its effect on the crack evolution within a phase-field fracture
computation. Large values ofM correspond to a small viscosity, that is, the material
will crack fast, whereas a highly viscous material retards crack growth. In this sense,
low values of M correspond a high dissipation. However, in the case of quasi-static
brittle fracture there exist no local material dissipation because energy is only stored
by elastic deformations and in the surface energy of the crack. Consequently, the
mobility parameter M has to be sufficiently large for meaningful computations, it is
only limited by the numerics.
Figure 8.
Mode-I tension-test with x, yð Þ∈ 0, 1½ � � 0, 1½ �, an initial crack of length 0.5, and a prescribed total
displacement of u ¼ �1:2 � 10�3. Plotted is the normalized crack length a versus the kinematic mobility M.
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The influence of the length-scale parameter ε on the crack is now demonstrated.
For definiteness, the domain where the phase-field parameter s is larger than 0.95 is
called crack-free. Hence the width of the crack is defined as
b≔ fy∈ 0, 1½ � : s 0:9, yÞ≤0:95gð je,
 (31)
whereby the Lebesgue-measure of a set is denoted with �j je and the diffuse
interface zone is included in the relevant set.
Please note, that the effect of the length-scale parameter ε is two-fold. On one
hand, it enters the material because, in the sense of Griffith’s criteria for crack
growth, the fracture energy density Gc=ε competes with the elastic energy density
Ψeþ determined by E, ν or combinations thereof. Here ε has the effect of a material
parameter. On the other hand, ε is determined by the mesh size h because it has to
be large enough to enable the approximation of a diffuse interface. This clearly
requires an adaption on the mesh size, ε> h.
In Figure 9 the crack width b is plotted over different values of ε. The compu-
tation starts with ε ¼ 0:01, which is the smallest possible parameter for the chosen
mesh size, that is ε≈ h. A clear proportionality between the length-scale parameter ε
and the width of the crack can be seen, and we set b=2 ¼ cε with constant c> 1.
The exact value of c depends on the model via definition of Eq. (31). At any case it is
greater than one and so it is obvious that ε is smaller than the diffuse crack width,
see also Figure 7. Therefore, to approximate a sharp crack the length-scale param-
eter ε should be as small as possible. Based on some parameter studies we propose to
choose ε ¼ 1… 3h for linear shape functions, which is similar to other author’s
suggestion of lc ¼ 2ε> 2h, [12].
5. Simulation of the HB-spalling experiment
A classical Split-Hopkinson-Pressure Bar consists of a steel projectile (striker),
an incident bar and a transmission bar. The specimen is placed between the bars and
an analysis of the propagating waves allows to deduce its Young’s modulus. For our
UHPC mixture the result is E ¼ 59GPa; details of the experiments can be found in
[20, 44]. For the spalling experiment the HB setup is modified; we have a striker, an
incident bar and a cylindrical specimen but no transmission bar. The impact of the
striker generates a compressive stress pulse traveling through the incident bar.
When the pulse reaches the end of the incident bar, a part of the stress is
Figure 9.
Influence of the length-scale parameter ε on the crack width in the converged state of the mode-I-tension-test
of Figure 8. In the left panel the half crack width b=2 is plotted versus ε, the linear regression coefficient is
R2 ¼ 0:9986, and the right plot demonstrates the phase-field s in the diffuse interface zone to the crack in
corresponding colors.
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transmitted into the specimen. This stress pulse σT is of interest for us. At the free
end of the specimen it is reflected as a tensile pulse and spalling occurs if the
superposition of both pulses is beyond the cohesive strength, cf. Figure 10. Please
note that with the formation of a crack boundary the wave propagation and reflec-
tion continue, which may result in several further cracks; this can be seen in the
specimen of Figure 1.
The aim of spalling experiments is to determine a material’s resistance to
fracture, specifically its fracture energy Wc or specific energy Gc and/or its tensile
resistance Rtm. The spalling test presumes brittle materials which can sustain com-
pression but fails under tension. Plastic deformations do not matter, neither do
temperature effects; all tests are conducted under ambient conditions.
5.1 Finite element discretization
The UHPC specimen has a length of 200 mm and a diameter of 20 mm. Because
of the cylindrical symmetry of the problem we can use an axialsymmetric finite
element model. This model maps a fully three-dimensional material behavior with
the reduced effort of a plane mesh, which allows us to do extensive parametric
studies.
A first challenge was the correct reproduction of the incident and reflected stress
pulses in the specimen. From the strain pulse measured in the incident bar, the
difference in impedance, and a low-amplitude pulse measured in the specimen we
conclude on the shape of the transmitted wave. It is applied on the (left) boundary
as a pressure impulse of trapezoidal form q ¼ σmaxf tð Þ with f 0≤ t≤ t1ð Þ ¼ t=t1,
f t1 < t≤ t2ð Þ ¼ 1, and, f t2 < t≤ t3ð Þ ¼ t3 � t=t3 � t2, where t1 ¼ 12μs and t2 ¼ 47μs
and t3 ¼ 62μs and σmax ¼ �17MPa. Within the 80μs of simulation time the stress
wave travels through the specimen, is reflected and reaches the left end again.
Further propagation (and further cracks) are not considered. The average velocity
of the specimen before spallation is vspec ¼ 6:8m/s. For time discretization we use a
special central difference scheme with a weighted displacement field, which results
in stress pulses that largely correspond to the measured data, see Figure 10; for
numerical details we refer to [34, 45].
5.2 Fracture parameter
The dynamic tensile resistance of a brittle material Rtm is usually defined as the
maximum tension a material can sustain. A higher stress results in fracture—in our
experiments in spallation. There are several attempts but no established way to
deduce the tensile resistance directly from the data measured in the experiments,
see [46] for a discussion. One way is to measure the incident and reflected waves,
“shift” them to the position of fracture zc, and determine the superposed elastic
Figure 10.
Schematics of the HB-spalling experiment and typical incoming stress wave in the middle of the specimen with
t1 ¼ 0 and t2 ¼ t3 ¼ 30 μs.
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be large enough to enable the approximation of a diffuse interface. This clearly
requires an adaption on the mesh size, ε> h.
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[20, 44]. For the spalling experiment the HB setup is modified; we have a striker, an
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transmitted into the specimen. This stress pulse σT is of interest for us. At the free
end of the specimen it is reflected as a tensile pulse and spalling occurs if the
superposition of both pulses is beyond the cohesive strength, cf. Figure 10. Please
note that with the formation of a crack boundary the wave propagation and reflec-
tion continue, which may result in several further cracks; this can be seen in the
specimen of Figure 1.
The aim of spalling experiments is to determine a material’s resistance to
fracture, specifically its fracture energy Wc or specific energy Gc and/or its tensile
resistance Rtm. The spalling test presumes brittle materials which can sustain com-
pression but fails under tension. Plastic deformations do not matter, neither do
temperature effects; all tests are conducted under ambient conditions.
5.1 Finite element discretization
The UHPC specimen has a length of 200 mm and a diameter of 20 mm. Because
of the cylindrical symmetry of the problem we can use an axialsymmetric finite
element model. This model maps a fully three-dimensional material behavior with
the reduced effort of a plane mesh, which allows us to do extensive parametric
studies.
A first challenge was the correct reproduction of the incident and reflected stress
pulses in the specimen. From the strain pulse measured in the incident bar, the
difference in impedance, and a low-amplitude pulse measured in the specimen we
conclude on the shape of the transmitted wave. It is applied on the (left) boundary
as a pressure impulse of trapezoidal form q ¼ σmaxf tð Þ with f 0≤ t≤ t1ð Þ ¼ t=t1,
f t1 < t≤ t2ð Þ ¼ 1, and, f t2 < t≤ t3ð Þ ¼ t3 � t=t3 � t2, where t1 ¼ 12μs and t2 ¼ 47μs
and t3 ¼ 62μs and σmax ¼ �17MPa. Within the 80μs of simulation time the stress
wave travels through the specimen, is reflected and reaches the left end again.
Further propagation (and further cracks) are not considered. The average velocity
of the specimen before spallation is vspec ¼ 6:8m/s. For time discretization we use a
special central difference scheme with a weighted displacement field, which results
in stress pulses that largely correspond to the measured data, see Figure 10; for
numerical details we refer to [34, 45].
5.2 Fracture parameter
The dynamic tensile resistance of a brittle material Rtm is usually defined as the
maximum tension a material can sustain. A higher stress results in fracture—in our
experiments in spallation. There are several attempts but no established way to
deduce the tensile resistance directly from the data measured in the experiments,
see [46] for a discussion. One way is to measure the incident and reflected waves,
“shift” them to the position of fracture zc, and determine the superposed elastic
Figure 10.
Schematics of the HB-spalling experiment and typical incoming stress wave in the middle of the specimen with
t1 ¼ 0 and t2 ¼ t3 ¼ 30 μs.
17
Cohesive Elements or Phase-Field Fracture: Which Method Is Better for Dynamic Fracture…
DOI: http://dx.doi.org/10.5772/intechopen.92180
stress state there. The dynamic tensile strength is then defined as the level of the
tensile stress reached at the location of fracture. In this sense we identify Rtm with
the cohesive strength σc and try to capture it by adaptive insertion of cohesive
elements.
5.2.1 Cohesive element technique
Our specimen is meshed uniformly with triangular finite elements (2560 ele-
ments) and a mixed-mode cohesive law is employed. We start with the linear
envelope given in Eq. (17) and an effective opening displacement δc ¼ 10μm for
σc ¼ 15MPa, Gc ¼ 75N/m, β ¼ 1. As outlined in Section 3.5 a cohesive element will
be added if the effective tensile stress given in Eq. (15) exceeds the value of σc. In
tension, the elements can subsequently open, in compression contact conditions
apply. Once the opening has exceeded δc, a crack has formed. The simulation stops
after a spallation plane has built or after 120 μs.
Figure 11 shows one symmetry half of the specimen at the end of the simulation
for different values of σc. At first, with σc ¼ 20MPa, the cohesive stress is obviously
too high, no elements are inserted and no crack can grow. For σc ¼ 17MPa a small,
localized crack zone develops. Lowering σc ¼ 14… 8MPa gives a wider zone and,
moreover, the cracked zone moves toward the free end. This follows from the fact
that the superposed pulse σR þ σI reaches the value of σc earlier. However, this
position does not correspond to the measured crack position. In all our experiments
the crack appeared at zc ¼ 120… 130mm, with coordinate z starting at the free end.
Obviously, the cohesive stress σc plays a significant role in the simulation of
crack growth with cohesive elements. If it is too low, an unrealistic scattered crack
zone will be computed, which does not give fully opened cracks (assuming a fixed
fracture energy). However, some energy is dissipated here and the crack plane
cannot appear at the right position anymore.
We further studied the influence of the critical crack opening displacement δc.
Here we observe for higher values of δc a longer time of crack opening whereas δc
has no influence on the position of the crack. Studies with the exponential cohesive
law given in Eq. (19) show a very similar behavior in variations of σc and δ0, cf.
Figure 12.
5.2.2 Phase-field fracture
In phase-field simulations the fracture energy is the essential parameter for
crack growth. Other parameter, like the mobility, are of numerical nature and can
be calibrated. Further, the length-scale parameter ε is responsible for the width of
the diffuse interface. Because of the fact, that ε depends on the mesh size, the mesh
Figure 11.
Finite element mesh of the specimen with adaptively inserted cohesive elements. A variation of the critical
cohesive stress leads to different positions of the crack. Here the inserted but not yet fully open elements are
purple, the cracks (open elements) are black.
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has to be very fine in the domain of a potential crack. To avoid numerical artifacts we
chose here a uniform mesh of 5760 triangular elements; the mesh size is h ¼ 5=6mm.
We set ε ¼ 3h and ~M ¼ 200, 000 s�1 and define regions with phase-field parameter
s<0:2 as cracked.
For a large critical energy release rate, Gc > 150N=m, no crack is computed.
Obviously, here such values are too high. Reducing the value leads to the appear-
ance of a zone with s< 1; however, it depends on the defining threshold if this is
already considered to be a crack. For Gc ¼ 90N=m a sharp crack zone appears at the
expected position. Smaller values, for example Gc ¼ 30N=m in Figure 13(left),
show a wider cracked zone but the position of the crack is nearly the same, see
Figure 13(right). Specifically we define the diffuse zone as
btrans ≔ fz∈ 0, 200½ � : 0:2≤ s 0, zÞ≤0:8gð je
 (32)
and the cracked zone is given by s 0, zð Þ≤0:8.
Figure 14 shows the effect of the specific fracture energy on the time of crack
evolution. In opposite to the cohesive model the time difference between crack
formation and final state grows linearly with Gc. Similar is the situation for an
decrease of parameter ε. A value of ε< 6h increases the time of crack formation at
constant Gc.
Further studies have been performed to simulate the experiments, cf. [34], and
with the collected knowledge we conclude, that for UHPC the tensile strength Rtm,
Figure 12.
Influence of the critical crack opening displacement on the time of crack initiation t1 and of total crack opening
t2 for σc ¼ 15MPa with (left) δc in the linear cohesive law Eq. (17) and (right) δ0 in the exponential form
with δc ¼ 30μm Eq. (19).
Figure 13.
Influence of the specific fracture energy Gc on the width given in Eq. (32) of the crack; left plot shows the phase-
field parameter at crack position in longitudinal direction and right plot shows width b as function of Gc,
approximated with R-coefficient R2 ≈ 0:9894.
19
Cohesive Elements or Phase-Field Fracture: Which Method Is Better for Dynamic Fracture…
DOI: http://dx.doi.org/10.5772/intechopen.92180
stress state there. The dynamic tensile strength is then defined as the level of the
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the cohesive strength σc and try to capture it by adaptive insertion of cohesive
elements.
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Our specimen is meshed uniformly with triangular finite elements (2560 ele-
ments) and a mixed-mode cohesive law is employed. We start with the linear
envelope given in Eq. (17) and an effective opening displacement δc ¼ 10μm for
σc ¼ 15MPa, Gc ¼ 75N/m, β ¼ 1. As outlined in Section 3.5 a cohesive element will
be added if the effective tensile stress given in Eq. (15) exceeds the value of σc. In
tension, the elements can subsequently open, in compression contact conditions
apply. Once the opening has exceeded δc, a crack has formed. The simulation stops
after a spallation plane has built or after 120 μs.
Figure 11 shows one symmetry half of the specimen at the end of the simulation
for different values of σc. At first, with σc ¼ 20MPa, the cohesive stress is obviously
too high, no elements are inserted and no crack can grow. For σc ¼ 17MPa a small,
localized crack zone develops. Lowering σc ¼ 14… 8MPa gives a wider zone and,
moreover, the cracked zone moves toward the free end. This follows from the fact
that the superposed pulse σR þ σI reaches the value of σc earlier. However, this
position does not correspond to the measured crack position. In all our experiments
the crack appeared at zc ¼ 120… 130mm, with coordinate z starting at the free end.
Obviously, the cohesive stress σc plays a significant role in the simulation of
crack growth with cohesive elements. If it is too low, an unrealistic scattered crack
zone will be computed, which does not give fully opened cracks (assuming a fixed
fracture energy). However, some energy is dissipated here and the crack plane
cannot appear at the right position anymore.
We further studied the influence of the critical crack opening displacement δc.
Here we observe for higher values of δc a longer time of crack opening whereas δc
has no influence on the position of the crack. Studies with the exponential cohesive
law given in Eq. (19) show a very similar behavior in variations of σc and δ0, cf.
Figure 12.
5.2.2 Phase-field fracture
In phase-field simulations the fracture energy is the essential parameter for
crack growth. Other parameter, like the mobility, are of numerical nature and can
be calibrated. Further, the length-scale parameter ε is responsible for the width of
the diffuse interface. Because of the fact, that ε depends on the mesh size, the mesh
Figure 11.
Finite element mesh of the specimen with adaptively inserted cohesive elements. A variation of the critical
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has to be very fine in the domain of a potential crack. To avoid numerical artifacts we
chose here a uniform mesh of 5760 triangular elements; the mesh size is h ¼ 5=6mm.
We set ε ¼ 3h and ~M ¼ 200, 000 s�1 and define regions with phase-field parameter
s<0:2 as cracked.
For a large critical energy release rate, Gc > 150N=m, no crack is computed.
Obviously, here such values are too high. Reducing the value leads to the appear-
ance of a zone with s< 1; however, it depends on the defining threshold if this is
already considered to be a crack. For Gc ¼ 90N=m a sharp crack zone appears at the
expected position. Smaller values, for example Gc ¼ 30N=m in Figure 13(left),
show a wider cracked zone but the position of the crack is nearly the same, see
Figure 13(right). Specifically we define the diffuse zone as
btrans ≔ fz∈ 0, 200½ � : 0:2≤ s 0, zÞ≤0:8gð je
 (32)
and the cracked zone is given by s 0, zð Þ≤0:8.
Figure 14 shows the effect of the specific fracture energy on the time of crack
evolution. In opposite to the cohesive model the time difference between crack
formation and final state grows linearly with Gc. Similar is the situation for an
decrease of parameter ε. A value of ε< 6h increases the time of crack formation at
constant Gc.
Further studies have been performed to simulate the experiments, cf. [34], and
with the collected knowledge we conclude, that for UHPC the tensile strength Rtm,
Figure 12.
Influence of the critical crack opening displacement on the time of crack initiation t1 and of total crack opening
t2 for σc ¼ 15MPa with (left) δc in the linear cohesive law Eq. (17) and (right) δ0 in the exponential form
with δc ¼ 30μm Eq. (19).
Figure 13.
Influence of the specific fracture energy Gc on the width given in Eq. (32) of the crack; left plot shows the phase-
field parameter at crack position in longitudinal direction and right plot shows width b as function of Gc,
approximated with R-coefficient R2 ≈ 0:9894.
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the critical opening displacement δc, and the specific fracture energy Gc are in the
ranges 12<Rtm MPa½ �< 18, 5< δc μm½ �≤ 17:5, and 40≤Gc N=m½ �≤ 105.
6. Inverse analysis: determination of the Gc
The aim of our study was to evaluate the two fracture simulation methods for
the use in an inverse analysis where the measured data of the experiment are used
to deduce fracture parameters and the obtained results are used to simulate the
experiment. The deduced parameters are considered “correct” when the difference
between experiment and simulation is small.
6.1 Derivation of the specific fracture energy from spallation
After spallation two fragments result with the crack located at the position
where the stress exceeds the tensile resistance first. Depending on the energy of the
incoming wave the same process may continue in both fragments with the results of
additional cracks. The total fracture energy Wc corresponds to the amount of work
necessary to form such a new surface. In order to determine Wc we balance the
energy before and after crack initiation, that is, at time t1 right before cracking and
at time t2 immediately after the crack opened. In the simple case of two fragments,
cf. Figure 15, with masses mfra,1, mfra,2, and mspec ¼ mfra,1 þmfra,2 it follows for the
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mfra,1 vfra,1 t2
  2 � 1
2
mfra,2 vfra,2 t2
  2 (33)
where vfra,1, vfra,2 refer to the velocities of the fragments 1 and 2. Because we
presume the UHPC to behave linear elastically, the loss of kinetic energy between
initial and spalled state will completely be related to the fracturing process. Conse-
quently, we state ΔK ¼ Wc to be the fracture energy of the specimen.
In order to deduce Gc the fracture energy Eq. (33) needs to be referred to the
fractured surface Ac of the specimen. Ideally, the crack is smooth and perpendicular
to the specimen’s axis. Then the specific fracture energy simply follows as Gc ¼
Wc=Ac with Ac ¼ 2πr2spec. In practice, there may be spalled and rough crack surfaces
and so we replaced Ac by the measured surface size.
Figure 14.
Influence of the specific fracture energy Gc is shown in left plot and the length parameter ε on the time of crack
initiation t1 and of total crack opening t2 is shown in the right plot, computed with M ¼ 0:2μs�1 and ε ¼ 3h
(left), Gc ¼ 90N=m (right).
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For the inverse analysis we proceed as follows: we use the data obtained in our
previous simulations to define a range of input data Ginpc , simulate the spallation
experiment, and from the computed velocities and masses we deduce via Eq. (33) the













, with the kinetic energy of the finite elements, Ke ¼ 12me vej j2.
6.2 Cohesive element technique
Wemesh the specimen uniformly with 2560 elements and employ the linear
cohesive law from Eq. (17) with parameter β ¼ 1. The cohesive stress is σc ¼ 15MPa to
ensure crack formation at the expected position and we vary the critical opening
displacement δc to obtain values ofGc between 20 N/m and 150 N/m. All computations
result in similar fragments with masses mfra,1 ∈ 895, 905½ �g andmfra,2 ∈ 572, 582½ �g.
Also the fractured surfaces show little variations, Ac ∈ 9:5, 11:5½ �cm2.
In Figure 16 the computed specific fracture energy Gsimc is shown. In the optimal
case is Ginpc ¼ Gsimc , this is marked with a dotted line. The computed values show a
clear proportionality between Ginpc and its simulated counterpart G
sim
c . This generally
validates the chosen method of energy balance. However, the value of Gc deduced
from the simulation is higher than the real one. This corresponds to a higher difference
in the kinetic energy, that is, for the given initial velocity the velocity of the fragments
is underestimated, that is there is too much energy dissipated. This likely results from
the fact that some of the adaptively inserted cohesive elements are “useless,” they are
inserted in a wrong place and do not fully open. This partial opening costs energy,
which is dissipated but does not contribute to spallation. Therefore we observe
Ginpc <G
sim
c with discrepancies between 30 and 60%, see Figure 16.
6.3 Phase-field fracture
For phase-field simulations we use a finer mesh of 5760 elements, h ¼ 5=6 mm
and set ε ¼ 2:5 mm and M ¼ 0:6 μs�1. At first we accelerate the specimen to
vspec ¼ 6:8m=s, then the actual simulation starts. Again, during spallation the
velocity of the fragments develops differently, the first fragment moves faster then
the second one. The time of fracture depends on the input value Ginpc , the lower it is
the easier both fragments split, cf. Figure 14.
Figure 15.
Cracked specimen in a phase-field simulation and fragments after spallation.
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the use in an inverse analysis where the measured data of the experiment are used
to deduce fracture parameters and the obtained results are used to simulate the
experiment. The deduced parameters are considered “correct” when the difference
between experiment and simulation is small.
6.1 Derivation of the specific fracture energy from spallation
After spallation two fragments result with the crack located at the position
where the stress exceeds the tensile resistance first. Depending on the energy of the
incoming wave the same process may continue in both fragments with the results of
additional cracks. The total fracture energy Wc corresponds to the amount of work
necessary to form such a new surface. In order to determine Wc we balance the
energy before and after crack initiation, that is, at time t1 right before cracking and
at time t2 immediately after the crack opened. In the simple case of two fragments,
cf. Figure 15, with masses mfra,1, mfra,2, and mspec ¼ mfra,1 þmfra,2 it follows for the
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where vfra,1, vfra,2 refer to the velocities of the fragments 1 and 2. Because we
presume the UHPC to behave linear elastically, the loss of kinetic energy between
initial and spalled state will completely be related to the fracturing process. Conse-
quently, we state ΔK ¼ Wc to be the fracture energy of the specimen.
In order to deduce Gc the fracture energy Eq. (33) needs to be referred to the
fractured surface Ac of the specimen. Ideally, the crack is smooth and perpendicular
to the specimen’s axis. Then the specific fracture energy simply follows as Gc ¼
Wc=Ac with Ac ¼ 2πr2spec. In practice, there may be spalled and rough crack surfaces
and so we replaced Ac by the measured surface size.
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For the inverse analysis we proceed as follows: we use the data obtained in our
previous simulations to define a range of input data Ginpc , simulate the spallation
experiment, and from the computed velocities and masses we deduce via Eq. (33) the
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the second one. The time of fracture depends on the input value Ginpc , the lower it is
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Since the phase-field model is a diffuse interface approach, which does give a
discrete distinction between the both states, it is necessary to specify tolerances for
the states s t1ð Þ and s t2ð Þ. Here we consider s t1ð Þ and set for symmetry s t2ð Þ ¼ 1� s t1ð Þ.
A lower “crack initiation” point s t1ð Þ clearly needs less time and energy to open the
crack. On the one hand, if crack initiation equals crack opening, s t1ð Þ ¼ s t2ð Þ ¼ 0:5,
that is the crack appears immediately after initiation and the dissipated energy Gsimc
will be close to zero. The input value Ginpc would work only as a threshold for the
fragments to loose contact and (almost) no dissipation will take place. On the other
hand, if we raise s t1ð Þ>0:95, s t2ð Þ>0:05 the crack may not fully open, which gives
Figure 16.
Determination of the specific fracture energy with the cohesive element technique: displayed are the values Gsimc
derived from the velocity and mass data obtained in the simulation versus the input parameter Ginpc of the
experiment. The dotted line marks the identity Gsimc ¼ Ginpc ; the dashed line is approximated with R2 ≈0:9928
and corresponds roughly to Gsimc ¼ 1:5Ginpc .
Figure 17.
Determination of the specific fracture energy with the phase-field fracture approach: displayed are the values
Gsimc derived from the velocity and mass data obtained simulations with ε ¼ 5=2 mm, s t1ð Þ ¼ 0:8, s t2ð Þ ¼ 0:2
versus the input parameter Ginpc of the experiment. The dotted line marks the identity G
sim
c ¼ Ginpc ; the dashed
line is approximated with R2 ≈0:9969 and corresponds well to Gsimc ¼ 0:9Ginpc .
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inaccurate fragment velocities. A stable state we found for s t1ð Þ∈ 0:75, 0:9½ � and so we
set s t1ð Þ ¼ 0:8 and s t2ð Þ ¼ 0:2.
In Figure 17 the computed specific fracture energy Gsimc over the input value
Ginpc is shown. Again, the optimal case G
inp
c ¼ Gsimc is marked with a dotted line and
the computed values show a clear proportionality between Ginpc and G
sim
c . The value
of Gsimc is now lower than the input value G
inp
c with relative difference less than
10%. Reason for this is basically the definition of crack initiation with s< 1, which
attributes the beginning of the crack still to the full specimen. Please note that for
very small values of Ginpc < 20N/m the specimen cracks basically without dissipation
whereas too high values of Ginpc prevent any crack. In the range of interest, G
inp
c ¼
30… 100N/m both values Gsimc and G
inp
c correlate very well with an R-coefficient
of 0.9969. Specifically we have Gsimc ≈0:9G
inp
c . Therefore, it is possible and useful
to employ a phase-field fracture simulation for a quantitative analysis of the
experiments.
7. Conclusions
In the previous we compared the possibilities of a sharp interface method and a
diffuse interface method for crack nucleation and quantitative dynamic fracture
analysis. Exemplarily, we validated investigations on the fracture toughness of
high-performance concrete in a Hopkinson bar spallation experiment whereby, in
particular, the fracture energy values have been determined. Both methods, the
cohesive element technique and the phase-field fracture approach, allow numerical
simulations of crack growth with an a priori unknown path, and both methods
allow to determine the related material parameter in a quantitative manner. Reli-
ability, precision, and numerical costs differ however. Pros and cons of both
methods are summarized in the following.
7.1 Model parameters
The core of the cohesive zone model is a cohesive law, t δð Þ, which describes the
forces between the crack flanks as a function of separation. Such cohesive laws
allow for pure mode-I cracks in the sense of Griffith as well as for mixed-mode
cracks, for example by using the effective traction and separation. Essential cohe-
sive parameters are the critical cohesive stress σc, the critical separation δc, and the
weight β, which relates shear and tension. These parameters depend on the specific
material and can be determined experimentally whereby δc is implicitly given via
the specific crack energy Gc. Further specifications of the cohesive law may require
additional material parameters, for example, in the classical exponential Rose-
Ferrante law an additional parameter δ0 needs to be set. All these parameters have a
clear physical meaning.
Sensitive for the cohesive element technique is the critical traction for adaptive
insertion of the cohesive elements, which has no direct physical background but
strongly influences energy dissipation and numerical efficiency. Wrongly inserted
elements may dissipate energy but do not contribute to fracture and skew the
simulation results.
The phase-field approach to fracture is based on an evolution equation that
essentially refers to the elastic strain energy density Ψe u, sð Þ of the material. The
remaining relevant parameters are the mobilityM, the specific crack energy Gc, and
the length-scale parameter ε. The mobility has only numerical character and
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inaccurate fragment velocities. A stable state we found for s t1ð Þ∈ 0:75, 0:9½ � and so we
set s t1ð Þ ¼ 0:8 and s t2ð Þ ¼ 0:2.
In Figure 17 the computed specific fracture energy Gsimc over the input value
Ginpc is shown. Again, the optimal case G
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the computed values show a clear proportionality between Ginpc and G
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c with relative difference less than
10%. Reason for this is basically the definition of crack initiation with s< 1, which
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very small values of Ginpc < 20N/m the specimen cracks basically without dissipation
whereas too high values of Ginpc prevent any crack. In the range of interest, G
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high-performance concrete in a Hopkinson bar spallation experiment whereby, in
particular, the fracture energy values have been determined. Both methods, the
cohesive element technique and the phase-field fracture approach, allow numerical
simulations of crack growth with an a priori unknown path, and both methods
allow to determine the related material parameter in a quantitative manner. Reli-
ability, precision, and numerical costs differ however. Pros and cons of both
methods are summarized in the following.
7.1 Model parameters
The core of the cohesive zone model is a cohesive law, t δð Þ, which describes the
forces between the crack flanks as a function of separation. Such cohesive laws
allow for pure mode-I cracks in the sense of Griffith as well as for mixed-mode
cracks, for example by using the effective traction and separation. Essential cohe-
sive parameters are the critical cohesive stress σc, the critical separation δc, and the
weight β, which relates shear and tension. These parameters depend on the specific
material and can be determined experimentally whereby δc is implicitly given via
the specific crack energy Gc. Further specifications of the cohesive law may require
additional material parameters, for example, in the classical exponential Rose-
Ferrante law an additional parameter δ0 needs to be set. All these parameters have a
clear physical meaning.
Sensitive for the cohesive element technique is the critical traction for adaptive
insertion of the cohesive elements, which has no direct physical background but
strongly influences energy dissipation and numerical efficiency. Wrongly inserted
elements may dissipate energy but do not contribute to fracture and skew the
simulation results.
The phase-field approach to fracture is based on an evolution equation that
essentially refers to the elastic strain energy density Ψe u, sð Þ of the material. The
remaining relevant parameters are the mobilityM, the specific crack energy Gc, and
the length-scale parameter ε. The mobility has only numerical character and
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controls the rate of phase-field decrease during crack formation. The critical length-
scale parameter ε is a measure for the width of the diffuse interface, which relates to
both, the finite element mesh size and the material properties. The latter enters the
crack growth criteria via the term Gc=ε in the crack resistance and therefore ε needs
to be calibrated carefully. The only material parameter in the phase-field model
with a clear physical background is the Griffith energy Gc.
7.2 Numerical implementation and computation
In the cohesive zone model cohesive elements are adaptively inserted between
the continuum elements to describe the crack opening. The continuum elements
themselves are not directly affected and the crack can only propagate along the
element boundaries, which results in a certain mesh dependence. The adaptive
insertion of cohesive elements require a continuous update of the data structure,
which leads to a significant programming effort and also increases the costs of
computation. Additionally, the cohesive zone has to be equipped with contact
constraints in order to prevent penetration in case of unloading. In total, the
numerical implementation of an adaptive cohesive zone model becomes very
complex.
In contrast, the structure of the finite element mesh in the phase-field approach
remains constant during the simulation. The phase-field parameter can decrease to
zero at each node and the crack is able to propagate theoretically everywhere in the
whole domain. Essential requirement is a very fine mesh with ε> h.
For numerical computation of the coupled fields u, s there exist two different
types of solution. On the one hand it is possible to determine the displacements u
and the phase-field parameter s successive such that two system of equations have
to be built up—this method is called staggered scheme; on the other hand a fully
coupled system of equations can be constructed. In general the implementation
effort is much larger for the coupled approach and the staggered scheme converges
(when implemented correctly) to the same solution so that this method is usually
preferred. Much more relevant than the rise in the degrees of freedom by the
additional field is, however, the required fine mesh size. The resolution of the mesh
needs to be h< ε everywhere where the crack will be able to form. This can be
solved by adaptive mesh refinement—which results in a similar effort like the
insertion of cohesive elements—or by an a priori fine mesh in the relevant zones,
which, in turn, raises the numerical costs tremendously.
7.3 Constraints and driving forces
The major advantage of the cohesive zone model is that the crack properties can
be mapped exactly. The local opening is known, the crack width is the separation δ
of the crack flanks, and the corresponding normal and tangential forces follow from
the cohesive law. Since the loading and unloading processes are distinguished,
compressive forces do not contribute to crack growth. The irreversibility of crack
propagation is guaranteed and although the separation can decrease during the
simulation the crack will not “heal.” Regarding mixed-mode problems it is positive
that the normal and tangential traction components are weighted by a parameter so
that different crack opening modes can be realized for each specific material under
consideration.
In phase-field fracture by definition a continuous function s and a diffuse inter-
face with width ε ∝ δ models the crack. The values 0< s< 1 can not be interpreted
physically so that threshold values have to be chosen. Crack closure needs to be
prevented by explicit local constraints, for example _s<0, or by a modified mobility.
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In order to ensure that only tensile stresses contribute to crack growth the strain
energy function needs to be decomposed in tensile and compressive components,
which is by no means unique, cf. [47], and also influences the resulting crack.
Summarizing we state that both methods are mechanically consistent and have a
clear variational structure. The cohesive element technique is difficult to implement
but provides a strong physical background. For static computations with expected
way of crack propagation it is definitely preferred because it allows cohesive laws,
which may consider anisotropy, friction, and other material specific properties. In
general dynamic applications of unknown crack path, however, its numerical
drawbacks, together with the fact that a suboptimal insertion may lead to wrong
predictions, dominate. Here the phase-field approach to fracture is clearly the better
choice. Unknown crack paths can simply be followed—as long as the mesh resolu-
tion is fine enough. The major drawback of phase-field fracture is its parameter
sensitivity. Also, extensions to more complex fracture models, which account,
for example, for sliding, anisotropy, and interlocking, contradict the original
variational derivation and are still an open problem.
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controls the rate of phase-field decrease during crack formation. The critical length-
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crack growth criteria via the term Gc=ε in the crack resistance and therefore ε needs
to be calibrated carefully. The only material parameter in the phase-field model
with a clear physical background is the Griffith energy Gc.
7.2 Numerical implementation and computation
In the cohesive zone model cohesive elements are adaptively inserted between
the continuum elements to describe the crack opening. The continuum elements
themselves are not directly affected and the crack can only propagate along the
element boundaries, which results in a certain mesh dependence. The adaptive
insertion of cohesive elements require a continuous update of the data structure,
which leads to a significant programming effort and also increases the costs of
computation. Additionally, the cohesive zone has to be equipped with contact
constraints in order to prevent penetration in case of unloading. In total, the
numerical implementation of an adaptive cohesive zone model becomes very
complex.
In contrast, the structure of the finite element mesh in the phase-field approach
remains constant during the simulation. The phase-field parameter can decrease to
zero at each node and the crack is able to propagate theoretically everywhere in the
whole domain. Essential requirement is a very fine mesh with ε> h.
For numerical computation of the coupled fields u, s there exist two different
types of solution. On the one hand it is possible to determine the displacements u
and the phase-field parameter s successive such that two system of equations have
to be built up—this method is called staggered scheme; on the other hand a fully
coupled system of equations can be constructed. In general the implementation
effort is much larger for the coupled approach and the staggered scheme converges
(when implemented correctly) to the same solution so that this method is usually
preferred. Much more relevant than the rise in the degrees of freedom by the
additional field is, however, the required fine mesh size. The resolution of the mesh
needs to be h< ε everywhere where the crack will be able to form. This can be
solved by adaptive mesh refinement—which results in a similar effort like the
insertion of cohesive elements—or by an a priori fine mesh in the relevant zones,
which, in turn, raises the numerical costs tremendously.
7.3 Constraints and driving forces
The major advantage of the cohesive zone model is that the crack properties can
be mapped exactly. The local opening is known, the crack width is the separation δ
of the crack flanks, and the corresponding normal and tangential forces follow from
the cohesive law. Since the loading and unloading processes are distinguished,
compressive forces do not contribute to crack growth. The irreversibility of crack
propagation is guaranteed and although the separation can decrease during the
simulation the crack will not “heal.” Regarding mixed-mode problems it is positive
that the normal and tangential traction components are weighted by a parameter so
that different crack opening modes can be realized for each specific material under
consideration.
In phase-field fracture by definition a continuous function s and a diffuse inter-
face with width ε ∝ δ models the crack. The values 0< s< 1 can not be interpreted
physically so that threshold values have to be chosen. Crack closure needs to be
prevented by explicit local constraints, for example _s<0, or by a modified mobility.
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In order to ensure that only tensile stresses contribute to crack growth the strain
energy function needs to be decomposed in tensile and compressive components,
which is by no means unique, cf. [47], and also influences the resulting crack.
Summarizing we state that both methods are mechanically consistent and have a
clear variational structure. The cohesive element technique is difficult to implement
but provides a strong physical background. For static computations with expected
way of crack propagation it is definitely preferred because it allows cohesive laws,
which may consider anisotropy, friction, and other material specific properties. In
general dynamic applications of unknown crack path, however, its numerical
drawbacks, together with the fact that a suboptimal insertion may lead to wrong
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choice. Unknown crack paths can simply be followed—as long as the mesh resolu-
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Chapter 2
Methods of Nonequilibrium
Statistical Mechanics in Models for
Mixing Bulk Components
Anna Kapranova, Daria Bahaeva, Dmitry Stenko,
Ivan Verloka, Anton Lebedev and Mikhail Tarshis
Abstract
When describing the mechanics of the behavior of bulk materials during their
mixing, a theoretical basis for the design of the specified equipment is formed. In
recent years, the most well-known methods of modeling this process include the
stochastic approach, in the framework of which models of the following types are
actively developing: cell, managerial, with time series, energy, etc. Moreover, as a
rule, predicting the quality of the finished mixture according to the selected
criterion is achieved by using numerical calculation methods based on the generated
cyber system. Of particular interest is the use of the energy method from the
statistical mechanics of nonequilibrium processes due to the possibility of obtaining
analytical simulation results. The paper describes the motion models of bulk
components in rarefied flows, which are built on the basis of the energy method and
take into account the main characteristics of the studied mixing process.
Keywords: apparatus, process, mixing, bulk material, rarefied flow,
stochastic model
1. Introduction
Mixing of bulk materials belongs to the category of mechanical processes in the
field of chemical technology in a variety of manufacturing enterprises, including
paint and varnish, glass, construction, food, pharmaceutical, chemical, etc. The
result of this technological operation is a loose mixture with a regulated degree of
homogeneity, the quality of which is influenced by many factors. Moreover, factors
that have a decisive influence on the quality of the final product can be condition-
ally divided into several types:
• Properties of components—physical, mechanical (particle-size distribution,
tendency to adhesion, agglomeration, degree of moisture, etc.), and chemical.
• Features of the behavior of different-sized particles when moving in the
working chamber of the apparatus under the established modes of its operation
(segregation, classification).
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Abstract
When describing the mechanics of the behavior of bulk materials during their
mixing, a theoretical basis for the design of the specified equipment is formed. In
recent years, the most well-known methods of modeling this process include the
stochastic approach, in the framework of which models of the following types are
actively developing: cell, managerial, with time series, energy, etc. Moreover, as a
rule, predicting the quality of the finished mixture according to the selected
criterion is achieved by using numerical calculation methods based on the generated
cyber system. Of particular interest is the use of the energy method from the
statistical mechanics of nonequilibrium processes due to the possibility of obtaining
analytical simulation results. The paper describes the motion models of bulk
components in rarefied flows, which are built on the basis of the energy method and
take into account the main characteristics of the studied mixing process.
Keywords: apparatus, process, mixing, bulk material, rarefied flow,
stochastic model
1. Introduction
Mixing of bulk materials belongs to the category of mechanical processes in the
field of chemical technology in a variety of manufacturing enterprises, including
paint and varnish, glass, construction, food, pharmaceutical, chemical, etc. The
result of this technological operation is a loose mixture with a regulated degree of
homogeneity, the quality of which is influenced by many factors. Moreover, factors
that have a decisive influence on the quality of the final product can be condition-
ally divided into several types:
• Properties of components—physical, mechanical (particle-size distribution,
tendency to adhesion, agglomeration, degree of moisture, etc.), and chemical.
• Features of the behavior of different-sized particles when moving in the
working chamber of the apparatus under the established modes of its operation
(segregation, classification).
29
• The features of mixing equipment are structural (the presence or absence of
additional mixing elements, the nature of these elements, the dimensions of
the working chamber, etc.) and operational (rotation speed of the apparatus
elements, conveyor speed, consumable characteristics of materials).
• Features of the operating conditions of the mixer (dosing method, the presence
or absence of a combination of mechanical, vibrational, and pneumatic types
of mixing).
The multifactorial nature of the task of describing the behavior of particles of
mixed components [1], as the basis for the formation of a cyber-physical system [2],
requires, when choosing a method for modeling this mixing process, to take into
account the possibility of evaluating the quality of the mixture [3], for example,
from the standpoint of the average statistical deviation of the content of the key
component in her samples. Moreover, analytical dependences (in comparison with
numerical) between the heterogeneity coefficient of the resulting mixture and the
selected parameter of the studied mixing process are preferred [4]. The significance
of the formation of a theoretical platform for the design of mixing apparatuses
based on system-structural analysis [5, 6] increases with the combination (sequen-
tial implementation) of several technological operations within the same apparatus
[7]. The indeterminacy of the behavior of bulk components during their mixing
allows us to choose stochastic approaches as appropriate modeling methods [8]. The
aim of the work is to describe the main features of the application of the energy
method [9, 10] from the statistical mechanics of nonequilibrium processes in
modeling the motion of bulk components in rarefied flows during their mixing in
various working volumes of chemical technology apparatuses, for example,
constructions [11–13]
2. On modern methods of stochastic modeling of the process
of mixing bulk solids
In contrast to the deterministic approach [14], when there is ambiguity between
the given input parameters of the mathematical model of mixing bulk solids and the
desired indicator of this process, in stochastic models [15, 16] there is ambiguity of
correspondence between the initial and final states of the macrosystems of particles
of each component. Currently, there is an active development of indeterministic
methods built on various theoretical platforms, for example, statistical thermody-
namics and information theory [15, 17]; principles of cybernetics [18, 19]; descrip-
tion of time series [20–22]; the A.A. Markov circuit theory [15, 23–29], including on
the basis of the energy approach [9, 10] from the statistical mechanics of
nonequilibrium processes, etc. Briefly Section 2 describes the main features of these
methods of stochastic modeling.
2.1 General provisions of entropy-informational models of mixing bulk solids
The use of entropy-informational models is typical for the preparation of bulk
mixtures with a ratio of components of 1: 100 or more [15, 17]. From the standpoint
of information theory, the process of mixing granular media as a studied informa-
tion system is characterized by an indicator of its disorder (uncertainty)—
information entropy. At the same time, it is believed that obtaining all the useful
information means bringing this system to zero uncertainty. On the other hand, this
mixing operation can be considered as a thermodynamic system described by a
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change in the Boltzmann entropy. A decrease in the latter leads to the transition of
this system from a more probable state to a less probable one. Then, when applied to
the process of mixing bulk materials, the maximum value of information entropy is
determined by a logarithmic dependence on the number of components to be mixed
with equal mass fractions and associated with the mixing efficiency parameter
taking into account the specific fractions of each component in the selected sample
of their many samples [17]. However, taking into account the peculiarities of the
motion of the particles that make up the mixed components is difficult when using
the specified entropy-information approach.
2.2 The main difficulties of using cybernetic models of granular media
Another variety of methods for mathematical modeling of the process of mixing
bulk materials is the construction of models based on control theory [18, 19]. The
cybernetic model describes the operation of the “input disturbance-mixer-output
signal” system, in which the mixing apparatus plays the role of a “converter.” In this
case, the residence time distribution function (DFID) of the particles of bulk com-
ponents in the working volume of the apparatus is simulated depending on the
response curve. Usually, perfect mixing is characterized by an exponential decrease
of a given function from the specified argument with a mathematical expectation
inversely proportional to the normalization coefficient. At the same time, the diffi-
culties of using such a cybernetic model are associated with an experimental esti-
mation of the model constants, scaling of the results obtained when the values of the
structural and operating parameters of the process under study are changed, and
the behavior of particles of mixed components is taken into account.
2.3 To the statement of the problem of identifying a trend class for a random
mixing process
The next method for modeling the random process of mixing bulk solids relates
to models of the theory of time series [20–22], which involve the construction of a
set of correlation functions and other probabilistic characteristics. In this case,
mixed flows of granular media are modeled as classes of elementary components of
“trends” (components), depending on the time parameter and having a general
systematically linear or nonlinear character, in contrast to another class of time
series theory—the “seasonal component” with a periodically repeating component.
In particular, superpositions of polynomial or trigonometric dependencies are used
to ensure trend highlighting by fitting functions when modeling mixed flows with
an explicit monotonic nonlinear component. However, the application of the theory
of time series to the indicated technological operation of mixing bulk media
involves not only solving the problem of identifying the model, in particular by the
fitting method, but also forecasting with an appropriate estimate of the parameters
of the random process. Note that the latter is achieved quite laboriously and the
result is difficult to analyze for widespread use in the design of mixing equipment.
2.4 On the variety of descriptions of mixing using A.A. Markov chains
In the framework of the A.A. Markov circuit theory [23–27], there are many
models for mixing bulk components, which are the basis for the design of mixers of
various types and operating modes, with conditional classification in the form of the
following stochastic descriptions: diffusion [28], kinetic [23], birth-death [15], etc.
[29]. It is known that random processes are divided into two main classes from the
standpoint of causality of the relationship between the states of the probability
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of information theory, the process of mixing granular media as a studied informa-
tion system is characterized by an indicator of its disorder (uncertainty)—
information entropy. At the same time, it is believed that obtaining all the useful
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mixing operation can be considered as a thermodynamic system described by a
30
Modeling and Simulation in Engineering - Selected Problems
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case, the residence time distribution function (DFID) of the particles of bulk com-
ponents in the working volume of the apparatus is simulated depending on the
response curve. Usually, perfect mixing is characterized by an exponential decrease
of a given function from the specified argument with a mathematical expectation
inversely proportional to the normalization coefficient. At the same time, the diffi-
culties of using such a cybernetic model are associated with an experimental esti-
mation of the model constants, scaling of the results obtained when the values of the
structural and operating parameters of the process under study are changed, and
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2.3 To the statement of the problem of identifying a trend class for a random
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to models of the theory of time series [20–22], which involve the construction of a
set of correlation functions and other probabilistic characteristics. In this case,
mixed flows of granular media are modeled as classes of elementary components of
“trends” (components), depending on the time parameter and having a general
systematically linear or nonlinear character, in contrast to another class of time
series theory—the “seasonal component” with a periodically repeating component.
In particular, superpositions of polynomial or trigonometric dependencies are used
to ensure trend highlighting by fitting functions when modeling mixed flows with
an explicit monotonic nonlinear component. However, the application of the theory
of time series to the indicated technological operation of mixing bulk media
involves not only solving the problem of identifying the model, in particular by the
fitting method, but also forecasting with an appropriate estimate of the parameters
of the random process. Note that the latter is achieved quite laboriously and the
result is difficult to analyze for widespread use in the design of mixing equipment.
2.4 On the variety of descriptions of mixing using A.A. Markov chains
In the framework of the A.A. Markov circuit theory [23–27], there are many
models for mixing bulk components, which are the basis for the design of mixers of
various types and operating modes, with conditional classification in the form of the
following stochastic descriptions: diffusion [28], kinetic [23], birth-death [15], etc.
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standpoint of causality of the relationship between the states of the probability
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system (events): (a) without correlations between events, when there is complete
independence between the values, and (b) A.A. Markov processes, for which only the
instantaneous states of the system are significant. In the latter case, the weight
fraction of the key component of the granular mixture has the meaning of the
probability density of a continuous random mixing process depending on the state
and time parameter. For example, simulation of the share of a key component of a
jump-like nature is used when layer-by-layer material splitting into cells or by postu-
lating a matrix type of mass distribution of the mixed components with elements, as
the probabilities of moving particles of materials from one selected area to another. In
particular, in kinetic models [23], differential equations for the weight fractions of
bulk components with spatiotemporal coordinates take into account their dispersion
concentrations and mixing rate constants. In the birth-death models [15], these
equations additionally contain a power-law dependence on spatial coordinates, and in
diffusion models [28], there is a diffusion parameter along a given direction, and the
influence of the acting force fields is taken into account. An active application of the
A.A. Markov circuit method in his various interpretations with a cellular approach
allows us to solve practical problems both with continuous and periodic operations of
mixers. However, the difficulties that arise associated with the choice of the method
of separation into cells and the calculation of the duration of the transition of the
system to the boundary state are often solved by postulation. As a rule, two types of
equations are used to describe continuous random mixing processes [25]: the Kolmo-
gorov diffusion equation (e.g., for transverse and longitudinal displacements of com-
ponent particles) and the Fokker-Planck kinetic equation for the probability density
of the mixing process, as a consequence of the Chapman-Kolmogorov-Smoluchowski
equation with a macrodiffusion coefficient and in the absence of a drift. In addition,
cell models based on the Boltzmann equation [29] are known that allow the calcula-
tion of multidimensional combined processes of grinding, classification, and mixing
of bulk materials. However, this modeling method in the case of forming torches of
rarefied flows is difficult due to the complicated description of their behavior, for
example, in a cylindrical coordinate system. Another variation in the use of A.A.
Markov chains refers to the energy method [9, 10], which can be developed in two
directions: with a description of the equilibrium (Ornstein-Uhlenbeck process)
[4, 30, 31] and nonequilibrium [2, 32–34] distribution functions of the number of
particles of mixed components in selected phase volume. Let us dwell on this method
in more detail.
3. Features of the application of the energy method in stochastic
modeling of the process of mixing bulk solids in rarefied flows
3.1 On the conditions for the formation of rarefied flows of bulk components in
the working volumes of the apparatus
The principles of stochastic modeling of random processes are described in Yu.
L. Klimontovich [9, 10], initially proved their effectiveness for equilibrium cases
when studying shock processes in liquid-dispersed media [35], and then were suc-
cessfully adapted in the analysis of the technological operation of separation of
suspensions [36]. Studies of the random process of mixing bulk materials in differ-
ent working volumes [11–13] with a set of additional mixing elements in the form of
flexible bills [11], brushes [12], or elastic blades [13], as well as fenders [12, 13],
showed the possibility of applying the energy method [9, 10]. This method of Yu. L.
Klimontovich [9, 10] was used in two versions: for equilibrium [9] and
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nonequilibrium [10] random processes for obtaining a bulk mixture in rarefied
streams of constituent components.
The formation of these flows occurs when the bulk materials are scattered by
mixing elements of the above types, which are fixed on the cylindrical surfaces of
rotating drums, for example, along a helical line [11], on counter helical lines [12],
and in tangent planes to these surfaces [13]. It should be noted that the main
advantage of this mechanical method of mixing bulk solids is, first of all, the ability
to control the effect of segregation, virtually eliminating its manifestations in the
working volume of the apparatus by identifying and selecting rational ranges of
changes in the design and operating parameters of the process under study. In this
regard, the main task of modeling is to describe the mechanism of behavior of
particles of bulk components when they are mixed in rarefied streams, followed by
prediction of effective mixing conditions.
Consider the behavior of particles of mixed components i ¼ 1, nk
� �
in the work-
ing volume of the apparatus with the possibility of their scattering by mixing
elements j ¼ 1, nb
� �
(Figure 1).
Let the grading composition by particle size of these components be known. The
average values over fractions ν ¼ 1, n f
� �
for the diameter and mass of particles of










in Cartesian х, yð Þ and polar r, θð Þ coordinate
systems in the projection onto the plane of the cross section of a mixing drum
rotating at an angular speed ω. The choice of centers of coordinate systems depends
on the geometry of the working area of the mixing apparatus (Figure 1).
Let random scattering by mixing elements j ¼ 1, nb
� �
specified particles from
sets i ¼ 1, nk
� �
can occur according to two schemes: (A) in the absence of their
collisions, when particle motion is observed in practically combined flows i with
one direction of distribution, and (B) in the presence of collisions of particles from
intersecting flows i. Conditional images of the described circuits A and B are
presented at Figure 2 in the case of mixing two streams of bulk components
i ¼ 1, 2ð Þ from one (Figure 2A) and two (Figure 2B) point sources C0 for circuit A
and points С1,С2 for Scheme B.
Figure 1.
Conditional coordinate system selection scheme.
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regard, the main task of modeling is to describe the mechanism of behavior of
particles of bulk components when they are mixed in rarefied streams, followed by
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Each Scheme A and B needs its own stochastic description, taking into account
the presence or absence of large-scale fluctuations in the states of the macrosystem,
as a set of particles for a component i.
3.2 The case of combining rarefied flows of bulk materials
Scheme A (Figure 2A) implies the constancy of the average energy value over
the Gibbs ensemble for each macrosystem (bulk component i) in the approximation





component mass centers i after spreading with a mixing
element j in this case play the role of Hamilton parameters. Then, the state of the
macrosystem i obeys the principle of maximum entropy, i.e., an increase in entropy
characterizes the evolution of a macrosystem to an equilibrium state, and its con-
servation means the achievement of this equilibrium. Therefore, the random pro-
cess of mixing granular media according to Scheme A is characterized by
instantaneous states of macrosystems i and can be modeled as a homogeneous and
stationary process A.A. Markov [9, 10, 25]. In addition, taking into account the
approximations of the absence of large-scale particle collisions, a continuous,
homogeneous, stationary random Gaussian process is considered. This process
obeys the Ornstein-Uhlenbeck formalism [9, 35]; then when choosing an element of
the phase volume in the Cartesian and polar coordinate systems
dΩij ¼ dVxijdVyij ¼ ω2rijdrijdθij (1)
Fokker-Planck type kinetic equation for distribution functions UAij Vxij,Vyij, t
 
or uAij rij, θij, t
 
for the state of macrosystems of particles of mixed components, it
has diffusion and drift components. According to Eq. (1) and relations from [34] for
phase variables in various coordinate systems
∂θij=∂Vxij ¼ � ωrij
 �1 sin θij, ∂θij=∂Vyij ¼ ωrij
 �1 cos θij (2)
Figure 2.
Scattered images of loose components i ¼ 1, 2ð Þ sources of Сε, ε ¼ 0, 1, 2: (A) scheme A; (B) scheme B.
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we have the following forms of the Fokker-Planck equation for Scheme A of
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In Eq. (3), four designations are accepted: D1ij,D2ij, diffusion parameters in the
directions of the vectors of the Cartesian velocity components; q1ij, q2ij, drop rates
by the mixing element j component particles i; and t, time parameter.
Besides, in Eq. (4) it is advisable to lead to an energy representation regarding



















where Eij is the energy of the stochastic motion of the particles of the component
i after spreading with a mixing element j; t0 is the time moment, when there was
stochastization of the macrosystems of the particles of each component, i.e., particle
motion paths and solutions of dynamic equations acquire a probabilistic nature; and
EA0ij ¼ Eij t0ð Þ is the stationary value of energy Eij at the time of stochastization t0.
The semantic load of the parameter ΨA0ij � ðdEij=dtÞ
��
t0
in Eq. (5) corresponds to the
flow of energy at the time of stochastization of each of these macrosystems.
According to the data of [34], the species in Eqs. (4) and (5) allow us to take the
approximation ΨA0ij ¼ 4λ1ijD1ij ¼ 4λ2ijD2ij, if the energy of the stochastic motion of
the particles of the component i in accordance with Eq. (1) is defined by the
expression:
Eij ¼ λ1ijVxij2 þ λ2ijVyij2 (6)
where λ1ij, λ2ij are the coefficients depending on the structural and operational
parameters of the apparatus, as well as the physico-mechanical properties of the
mixed bulk materials. The stationary solution of the kinetic equation of the Fokker-
Planck type in Eq. (5) subject to Eq. (6) represented in the form of an exponential
dependence on energy Eij:
uAij Eij, t0
� � ¼ αAij exp �Eij=EA0ij
� �
(7)
where the normalization parameter αAij according to Eq. (1) depends on the
selected element of the phase volume and is calculated using the equation:Ð
ΩijuAijdΩij ¼ 1.
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3.2 The case of combining rarefied flows of bulk materials
Scheme A (Figure 2A) implies the constancy of the average energy value over
the Gibbs ensemble for each macrosystem (bulk component i) in the approximation
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element j in this case play the role of Hamilton parameters. Then, the state of the
macrosystem i obeys the principle of maximum entropy, i.e., an increase in entropy
characterizes the evolution of a macrosystem to an equilibrium state, and its con-
servation means the achievement of this equilibrium. Therefore, the random pro-
cess of mixing granular media according to Scheme A is characterized by
instantaneous states of macrosystems i and can be modeled as a homogeneous and
stationary process A.A. Markov [9, 10, 25]. In addition, taking into account the
approximations of the absence of large-scale particle collisions, a continuous,
homogeneous, stationary random Gaussian process is considered. This process
obeys the Ornstein-Uhlenbeck formalism [9, 35]; then when choosing an element of
the phase volume in the Cartesian and polar coordinate systems
dΩij ¼ dVxijdVyij ¼ ω2rijdrijdθij (1)
Fokker-Planck type kinetic equation for distribution functions UAij Vxij,Vyij, t
 
or uAij rij, θij, t
 
for the state of macrosystems of particles of mixed components, it
has diffusion and drift components. According to Eq. (1) and relations from [34] for
phase variables in various coordinate systems
∂θij=∂Vxij ¼ � ωrij
 �1 sin θij, ∂θij=∂Vyij ¼ ωrij
 �1 cos θij (2)
Figure 2.
Scattered images of loose components i ¼ 1, 2ð Þ sources of Сε, ε ¼ 0, 1, 2: (A) scheme A; (B) scheme B.
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we have the following forms of the Fokker-Planck equation for Scheme A of
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In Eq. (3), four designations are accepted: D1ij,D2ij, diffusion parameters in the
directions of the vectors of the Cartesian velocity components; q1ij, q2ij, drop rates
by the mixing element j component particles i; and t, time parameter.
Besides, in Eq. (4) it is advisable to lead to an energy representation regarding



















where Eij is the energy of the stochastic motion of the particles of the component
i after spreading with a mixing element j; t0 is the time moment, when there was
stochastization of the macrosystems of the particles of each component, i.e., particle
motion paths and solutions of dynamic equations acquire a probabilistic nature; and
EA0ij ¼ Eij t0ð Þ is the stationary value of energy Eij at the time of stochastization t0.
The semantic load of the parameter ΨA0ij � ðdEij=dtÞ
��
t0
in Eq. (5) corresponds to the
flow of energy at the time of stochastization of each of these macrosystems.
According to the data of [34], the species in Eqs. (4) and (5) allow us to take the
approximation ΨA0ij ¼ 4λ1ijD1ij ¼ 4λ2ijD2ij, if the energy of the stochastic motion of
the particles of the component i in accordance with Eq. (1) is defined by the
expression:
Eij ¼ λ1ijVxij2 þ λ2ijVyij2 (6)
where λ1ij, λ2ij are the coefficients depending on the structural and operational
parameters of the apparatus, as well as the physico-mechanical properties of the
mixed bulk materials. The stationary solution of the kinetic equation of the Fokker-
Planck type in Eq. (5) subject to Eq. (6) represented in the form of an exponential
dependence on energy Eij:
uAij Eij, t0
� � ¼ αAij exp �Eij=EA0ij
� �
(7)
where the normalization parameter αAij according to Eq. (1) depends on the
selected element of the phase volume and is calculated using the equation:Ð
ΩijuAijdΩij ¼ 1.
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Thus, the choice of Scheme A (Figure 2A) leads to the following form for
u1Aij φ j
� �
, differential particle number distribution function NAij each component i
after spreading with a mixing element j by the selected parameter, for example, the
spreading angle φ j (Figure 1), whose reference is determined by the coordinate






if the calculation of the number of particles in the phase volume element dΩij is
performed by the formula:
dNAij ¼ α1Aij exp �Eij=E1A0ij
� �
dΩij: (9)
In this form u1Aij φ j
� �
from Eq. (7) allows to describe w1Ai φ j
� �
—full functional
dependencies for the distribution of the number of particles of the component i
after scattering by all deformed mixing elements of the drum according to the








So, for use w1Ai φ j
� �
in Scheme A (Figure 2A), two sets of parameters need to be
calculated: normalization parameter α1Aij and stationary value of the energy of
stochastic particle motion of the component i after spreading with a mixing element
j at the time of stochastization E1A0ij.
3.3 The case of crossing rarefied flows of bulk components
Scheme B (Figure 2B) for the random process of mixing bulk solids has a
number of significant differences. Taking into account the principles of the energy
method of stochastic modeling [10], it is believed that in the case of crossing
rarefied flows of loose components, large-scale fluctuations of the states of the
corresponding macrosystems are observed, such as collisions of particles that are
scattered by two sources symmetrically located at points С1,С2. In this case, the
small-scale fluctuations of the states of these macrosystems of particles related to
their collisions during scattering from each source separately, i.e., in combined
rarefied streams. Then, the macrosystems of particles are not energetically closed,
and to describe the evolution of their states, it is proposed to apply the formalism of
random sources of Langevin in the Fokker-Planck kinetic equation according to the
energy approach from [10]. In this case, the ordering of the states of the
macrosystems of the components is characterized by the S-theorem for the
Lyapunov function, given by the change in the values of the Boltzmann-Gibbs-
Shannon entropy for different states of each macrosystem when the energy index is
averaged. The decisive role in finding the control parameters of the random mixing
process to achieve the state of ordering of the component macrosystems belongs to
the operation of renormalization of the Boltzmann-Gibbs-Shannon entropy.
Therefore, with the introduction g1ij, g2ij—collision coefficients as large-scale
fluctuations—the presence of Langevin sources leads to the following changes in the
notation of the Fokker-Planck kinetic equation with respect to the distribution
36
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function UBij Vxij,Vyij, t
� �
or uBij rij, θij, t
� �
in contrast to the species in Eq. (3)
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Similar to Eq. (5), it is convenient in the future to use the energy representation





























have the same physical meaning as in
Eq. (5); Efij � Eij Δtð Þ, particle energy loss of each component i after spreading with
a mixing element j in collisions, as macroscale fluctuations of the states of the




, changes in these energy
losses over Δt.
In particular, on the basis of the approach [10], the parameters were identified
in [34] μijk, k ¼ 0, 1, 2, 3 for the random process of mixing bulk materials: manager
μij0 ¼ ΨB0ijΨfij
� �1=2
=EB0ij and optimizing μij1 ¼ ΨB0ijΨfij
� �1=2; μij2 ¼
ΨB0ijΨfij
� �1=2
=EB0ij2; μij3 ¼ Ψfij=Efij. Note that, if necessary, estimates of diffusion
parameters in the directions of the vectors of the Cartesian velocity components
D1ij,D2ij can be used through the method proposed in the work [37].
In addition, the main stages of the formation of rarefied flows corresponding to
various states of component macrosystems were identified in [34]:
• Smoothing out small-scale fluctuations of the states of macrosystems during
the dropping of particles from deformed mixing elements in the region of
combining rarefied flows, when μij0 ¼ 0 and ΨB0ij < < 1 rightly for Eq. (7)
• Nucleation of large-scale fluctuations in the states of macrosystems of mixed
components at the boundary of the regions of overlapping and crossing of their
37
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rarefied flows, if the state of the regeneration threshold is realized μij0 ¼ μij3
with a solution of the form uABij ¼ αABij exp �Eij2 2EAB0ij
� ��1h i for Eq. (13)
• An increase in energy losses with an increasing intensity of large-scale
fluctuations in the states of macrosystems of mixed components i in the area of
crossing of their rarefied flows, when the regeneration mode can be
implemented, a transition to a new stationary state in a certain range of
variation of the control parameter μij0
In the latter case, the solution Eq. (13) corresponds to the regime of advanced
regeneration, when the relations μij0μij3�1 < < 1 and μij1μij2μij0�2 < < 1 are true
uBij ¼ αBij exp �Eij=EB0ij þ Eij2= 2Efij
� �� �
(14)
where αBij is the normalization parameter taking into account Eq. (1) deter-
mined from the equation
Ð
ΩijuBijdΩij ¼ 1.
Therefore, the choice of Scheme B (Figure 2B) allows according to Eq. (14) to
build dependencies u1Bij φ j
� �
for differential distribution functions of the number
of particles NBij of each component i after spreading by the mixing element j, for







dNBij ¼ α1Bij exp �Eij=E1B0ij
� �
dΩij: (16)
Then, when describing the complete differential distribution functions of the
number of particles of the components after scattering by all deformed mixing











2= 2Iið Þkuθij2=2: (17)
So for analysis u1Bij φ j
� �
in Scheme B (Figure 2B), it is necessary to carry out the
calculation of three sets of parameters: normalization parameter α1Bij; stationary
value of the energy of stochastic motion of the particles of the component i after
spreading with mixing element j at the time of stochastization E1B0ij; and particle
energy loss of each component after interacting with the mixing element j in
interparticle collisions Efij.
4. The results of stochastic modeling of the motion of bulk components
in rarefied flows during their mixing
We give some examples of the application of stochastic mixing models built on
the basis of the energy method [9, 10] according to the two motion schemes of
rarefied flows of bulk components considered in paragraph 3. Initially, we set the
type of energy of the stochastic motion of particles of mixed components i ¼ 1, 2
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after spreading with a mixing element j. As the working volumes of the mixing
apparatus, we will choose the elements of a number of designs, for example,
[11–13]. In all three cases, rarefied flows are ensured by the spreading of particles of
bulk materials i with the help of mixing elements fixed on rotating drums in the
form of flexible bills located along a helical line [11]; brushes installed with
multidirectional screw coils [12]; and elastic blades in tangent planes to the surface
of the drum [13]. In designs [11, 13], the mixing process is carried out on a movable
tape, in the apparatus [12]—on the tray of gravity equipment. The geometry fea-
tures of drum mixing devices [11, 13] allow the mixing process to be carried out
according to Scheme A when combining rarefied flows (Figure 2A) and for the
apparatus [12] according to Scheme B when they are crossed (Figure 2B). Let the
energy Eij consists of three components, taking into account the translational
movement of the particle of the component in the transverse plane of the cross
section of the mixing drum i together with its center of mass (MiV2rθij=2), rotational
motion relative to it (Lij2= 2Iið Þ), and elastic interaction with a deformed mixing
element (kuθij2=2). Here, in addition to the notation from paragraph 2, the following
are additionally introduced: Lij, random moments of impulses; Ii, axial moments of
inertia; and ku, angular stiffness of the mixing element. According to Eq. (1), (6)
dependence Eij rij, θij
� �
with averaged values θim ¼ 1=nbð Þ
Pnb
j¼1θij by the number of
deformed mixing elements has a general view Eij ¼ ε1ij θimð Þrij2 þ ε2θij2.
Without dwelling in detail on the analysis of the features of each model for the
indicated types of mixing apparatuses, we present some of their results to illustrate
the possibility of a preliminary assessment of the effectiveness of the process of
mixing bulk components. Note that the model parameters are the design and oper-
ating parameters of the mixer, as well as the physical and mechanical characteristics
of the working media and mixing elements (in particular, angular stiffness
ku ¼ 1:6� 10�4kg � m/rad). The working bulk materials include natural sand
GOST 8736-93 (Di ¼ 1:5� 10�4 m, ρi ¼ 1:525� 103 kg/m3) and soda ash GOST
5100-85 (Di ¼ 1:75� 10�4 m, ρi ¼ 1:08� 103 kg/m3). The calculations were
performed using the software xwMaxima18.02.0; for visualization, the gnuplot 5.2
environment was used.
An example of the results of stochastic modeling of obtaining a granular mixture
in the presence of natural sand GOST 8736-93 in combined rarefied flows (Scheme
A; Figure 2A) [4, 30, 31] when they are scattered from a movable belt by flexible
bills located along a helix on the surface of a rotating drum in a mixer [11] on
Figure 3 shows a family of surfaces for dependencies u1A2j φ j,Δ
� �
and w1A2 φ j,Δ
� �
according to Eq. (1) (7)-(10). An analysis of these functions shows a significant
effect of the complex parameter Δ ¼ h0=lb, characterizing the degree of deforma-
tion of flexible bill length lb after leaving the height gap h0 between the tape and the
drum on the distribution of the number of component particles i ¼ 2ð Þ after elastic
interaction with the bills j. Therefore, in addition to the operational parameter
(angular velocity of rotation of the drum), there are other significant factors
affecting the process under study. As was shown earlier [4, 30, 31], the design
parameters of the apparatus can be attributed to such factors: step of screw winding
hs for the flexible bill. Note that the radius also belongs to the set of design param-
eters rb and length Lb of drum. The classes of parameters of this mixing process are
discussed in more detail in [4, 30, 31].
An example of the implementation of the conditions for mixing bulk compo-
nents with crossed rarefied streams (Scheme B; Figure 2B) is the operation of the
gravitational apparatus when scattering mixed materials from its tray with brush
elements mounted with multidirectional screw windings on a rotating drum [12].
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According to the stochastic modeling performed by the authors [2, 32–34] in accor-
dance with Eq. (1), (14)-(17), we give the dependencies u1B2j φ j,Δ
 
for soda ash
GOST 5100-85 i ¼ 2ð Þ (Figure 4).
In this case, a detailed analysis of the simulation results given in [2, 34] revealed
the conditions for the effective mixing of bulk components, as a result of the
convergence of the spreading angles corresponding to the extrema for each working
solid-dispersed medium. The obtained dependencies for distribution functions
Figure 3.




for natural sand GOST 8736-93 i ¼ 2ð Þ when scattering from a
movable belt with flexible bills located along a helix on the surface of a rotating drum (Scheme A):
ω ¼ 52:36 c�1; hs ¼ 1:6� 10�2 m; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2,
j ¼ 2; 3, j ¼ 3 for u1A2j φ j,Δ
 




Dependencies u1B2j φ j,Δ
 
for soda ash GOST 5100-85 i ¼ 2ð Þ when scattering the gravitational apparatus
from the tray with brush elements installed with multidirectional screw windings on a rotating drum (scheme B):
ω ¼ 52:36 c�1; hs ¼ 1:6� 10�2 m; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2,
j ¼ 2; and 3, j ¼ 3.
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u1A2j φ j,Δ
 
and u1B2j φ j,Δ
 
shown on Figures 3 and 4 have a general character
with a pronounced maximum of the operating ranges of parameter changes and are
confirmed experimentally [2, 34] with a relative error not exceeding 18% for
scheme A and 12% for scheme B.
Let us show that in the case of scattering of loose components from the moving
tape by elastic blades fixed in tangent planes to the surface of the mixing drum [13],
the result of the implementation of scheme A (Figure 2A, Figure 5) may not be
inferior in its efficiency to the operation of scheme B (Figure 2B) for rational choice
of design and operational parameters of the device.
In particular, when modeling in the plane of the cross section of the drum the
equations of motion of the end points of the elastic blades using the Archimedes
spiral equation, the application in Eq. (1) (7)-(9) allows you to get dependencies
Figure 5.
Dependencies when scattering loose components from a movable belt with elastic blades in tangent planes to the
surface of the mixing drum (scheme A): A, soda ash GOST 5100-85 i ¼ 1ð Þ; B, natural sand GOST 8736-93
i ¼ 2ð Þ; ω ¼ 52:36 c�1; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2, j ¼ 2; 3,
j ¼ 3 for u1Aij φ j
 




Comparison of dependencies when scattering loose components from a moving tape with elastic blades in tangent
planes to the surface of the mixing drum (scheme A): 1, soda ash GOST 5100-85 i ¼ 1ð Þ; 2, natural sand
GOST 8736-93 i ¼ 2ð Þ; ω ¼ 52:36 c�1; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m.
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solid-dispersed medium. The obtained dependencies for distribution functions
Figure 3.




for natural sand GOST 8736-93 i ¼ 2ð Þ when scattering from a
movable belt with flexible bills located along a helix on the surface of a rotating drum (Scheme A):
ω ¼ 52:36 c�1; hs ¼ 1:6� 10�2 m; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2,
j ¼ 2; 3, j ¼ 3 for u1A2j φ j,Δ
 




Dependencies u1B2j φ j,Δ
 
for soda ash GOST 5100-85 i ¼ 2ð Þ when scattering the gravitational apparatus
from the tray with brush elements installed with multidirectional screw windings on a rotating drum (scheme B):
ω ¼ 52:36 c�1; hs ¼ 1:6� 10�2 m; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2,
j ¼ 2; and 3, j ¼ 3.
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u1A2j φ j,Δ
 
and u1B2j φ j,Δ
 
shown on Figures 3 and 4 have a general character
with a pronounced maximum of the operating ranges of parameter changes and are
confirmed experimentally [2, 34] with a relative error not exceeding 18% for
scheme A and 12% for scheme B.
Let us show that in the case of scattering of loose components from the moving
tape by elastic blades fixed in tangent planes to the surface of the mixing drum [13],
the result of the implementation of scheme A (Figure 2A, Figure 5) may not be
inferior in its efficiency to the operation of scheme B (Figure 2B) for rational choice
of design and operational parameters of the device.
In particular, when modeling in the plane of the cross section of the drum the
equations of motion of the end points of the elastic blades using the Archimedes
spiral equation, the application in Eq. (1) (7)-(9) allows you to get dependencies
Figure 5.
Dependencies when scattering loose components from a movable belt with elastic blades in tangent planes to the
surface of the mixing drum (scheme A): A, soda ash GOST 5100-85 i ¼ 1ð Þ; B, natural sand GOST 8736-93
i ¼ 2ð Þ; ω ¼ 52:36 c�1; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m; 1, j ¼ 1; 2, j ¼ 2; 3,
j ¼ 3 for u1Aij φ j
 




Comparison of dependencies when scattering loose components from a moving tape with elastic blades in tangent
planes to the surface of the mixing drum (scheme A): 1, soda ash GOST 5100-85 i ¼ 1ð Þ; 2, natural sand
GOST 8736-93 i ¼ 2ð Þ; ω ¼ 52:36 c�1; rb ¼ 3:0� 10�2 m; Lb ¼ 1:85� 10�1 m; lb ¼ 4:5� 10�2 m.
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or soda ash GOST 5100-85 (Figure 5A) and natural sand GOST 8736-93
(Figure 5B). The presented families of curves show that the bulk of each bulk
material when they are mixed is scattered with elastic blades at the initial angles of
rotation of the drum (see the first burst on the graphs 1–3; Figure 5A, Figure 5B).
Moreover, there is the possibility of subsequent self-cleaning of the deformed
mixing elements when the angular coordinate of the ends is less than 0.758 rad (see
the second surge in the charts 1–3; Figure 5A, Figure 5B). Benchmarking depen-
dencies w1Ai φ j
 
(Figure 6) showed preferably the cleaning of the blades at the
initial stage of restoration of their geometric shape.
In addition, according to Figure 6, the conditions for efficient mixing of bulk
components are observed. i ¼ 1, 2 due to the approach of not only extreme angular
values φex1j ≈φex2j for scattering angles of mixed materials but also the behavior of
functional dependencies w1A1 φ j
 
and w1A2 φ j
 
(see bends of curves 1 and 2;






The paper provides a brief analysis of the current state of the current direction of
mathematical modeling of the process of mixing bulk components—stochastic
methods for describing this technological operation. Moreover, for these purposes,
the feasibility of applying the energy method proposed by Klimontovich [9, 10],
due to the possibility of obtaining analytical dependences for the distribution func-
tions of bulk components according to the selected characteristic indicator of the
random process under study, takes into account the peculiarities of the state of
macrosystems of mixed particles. The energy approach has been adapted to
describe the mechanism of behavior of particles of loose components during their
mixing in rarefied flows according to the two schemes: in combination (scheme A,
neglecting collisions of different particles) and crossing (scheme B, taking into
account their collisions) of rarefaction areas of mixed solid-dispersed media.
As an illustration of the work of the energy method, a generalization of the
results of stochastic modeling of the formation of rarefied flows of bulk components
in various working volumes of mechanical type mixers obtained on the basis of
author’s models that have passed verification is given. In particular, cases are con-
sidered when scattering particles of bulk materials using mixing elements fixed on
rotating drums in the form of flexible bills located along a helix, according to the
results of models [4, 30, 31], and brushes installed with multidirectional screw
windings, according to models [2, 32–34].
Additionally, results of the stochastic model of the formation of rarefied flows of
granular media when they are scattered by elastic blades mounted in tangent planes
to the surface of the mixing drum are presented [13]. In particular, for this case, the
analysis of the application of the described modeling method for scheme A was
performed when smoothing small-scale fluctuations in the state of the
macrosystems of these components due to the approximation of the unidirectional
motion of different-sized particles in combined flows. It was found that at an
angular rotation speed of the mixing drum of 52.36 s�1, the range of variation of the
spread angle for mixed bulk materials (soda ash GOST 5100-85 and natural sand
GOST 8736-93) is limited by 0.758 rad excluding dispersion intervals. In particular,
a pronounced discharge of particles by deformable mixing elements is observed at
the initial rotation angles of the drum. Theoretical confirmation of the possible
42
Modeling and Simulation in Engineering - Selected Problems
implementation of the conditions for the effective mixing of bulk components
when scattering with elastic blades on the example of obtaining a mixture of soda
ash GOST 5100-85 and natural sand GOST 8736-93, reflecting the convergence of
the distribution curves for the number of particles of different grades according to





≈0:94; φex2j =φex1j ≈ 1.
The obtained analytical differential functions of the distribution of the number
of particles according to the characteristic indicator of the random process under
study according to the author’s models [4, 34] are used to preliminarily limit the
limits of variation of the design and operating parameters [31], evaluate the quality
of the mixture [4, 38] and the performance of the device [39], and predict effective
equipment operation modes [30]; the selection of rational ranges of parameter
changes [2, 33].
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Chapter 3
Mathematical Modelling and
Numerical Simulation of Diffusive
Processes in Slow Changing
Domains
Dmytro V. Yevdokymov and Yuri L. Menshikov
Abstract
Nowadays, diffusion and heat conduction processes in slow changing domains
attract great attention. Slow-phase transitions and growth of biological structures
can be considered as examples of such processes. The main difficulty in numerical
solutions of correspondent problems is connected with the presence of two time
scales. The first one is time scale describing diffusion or heat conduction. The
second time scale is connected with the mentioned slow domain evolution. If there
is sufficient difference in order of the listed time scale, strong computational diffi-
culties in application of time-stepping algorithms are observed. To overcome the
mentioned difficulties, it is proposed to apply a small parameter method for
obtaining a new mathematical model, in which the starting parabolic initial-
boundary-value problem is replaced by a sequence of elliptic boundary-value prob-
lems. Application of the boundary element method for numerical solution of the
obtained sequence of problems gives an opportunity to solve the whole considered
problem in slow time with high accuracy specific to the mentioned algorithm.
Besides that, questions about convergence of the obtained asymptotic expansion
and correspondence between initial and obtained formulations of the problem are
considered separately. The proposed numerical approach is illustrated by several
examples of numerical calculations for relevant problems.
Keywords: moving boundary problem, Stefan problem, biological tissue growth,
asymptotic method, heat conduction equation, diffusion equation,
Laplace equation, boundary element method
1. Introduction
Processes in moving boundary domains are commonly known starting from
antiquity. Freezing of water with ice creation and an inverse process, when ice
melts, evidently show how important this class of phenomena for environmental
sciences. Similar processes of solidification and melting create physical background
for most technologies of metal or other material productions. Even the mentioned
two examples are enough to understand an urgency of the considered problems.
However, beside of that, free surface fluid flows, shock wave propagations in gases,
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two examples are enough to understand an urgency of the considered problems.
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growing processes in biological tissues, virus dynamics can be classified as moving
boundary problems too. Thus, a number of relevant problems are so many, that
they require huge efforts for their mathematical modeling and numerical simulation
in different fields of sciences and industries. As a result, the specific direction in
numerical analysis was developed to satisfy to numerous demands of practical
applications. First of all, the mentioned demands concern accuracy and effective-
ness of the correspondent computational schemes.
Let us consider the specific computational difficulties arising in moving bound-
ary problems, in details. There exist, at least, one physical evolutionary field inside
the solution domain, which determines the considered process of boundary motion.
This field is described by some mathematical model with specific parameters, some
of which would be grouped into dimensionless complexes like Fourier number. At
least, one of such parameters must be connected with dimensionless time for evo-
lutionary problem. Motion of solution domain boundary is completely another
process, determined by different mathematical model. The mathematical model of
boundary motion includes time too and allows its conversion into dimensionless
time. Thus, the general problem includes, at least, two-time scales, connected with
the governing physical field and with the boundary motion. Since there are not any
restrictions on time scales or even connections between them, a relation of the
considered time scales can have any value, including extremely small or extremely
large. In last case, one of the considered processes can be defined as “slow” and
other as “fast”. As a rule, the boundary motion is “slow” and the field governing
equation time is “fast” in the practical applications, like phase transitions in indus-
trial technologies. To obtain an accurate solution using traditional step-by-step
approximation in time, it is necessary to use extremely small-time step (to avoid
sufficient approximation errors) during enough large time interval in “slow” time.
Since such computational procedure requires a huge number of time steps, it is
undesirable due to high-consumed computer resources and possible accumulation
of computational errors. To overcome the described difficulty, an asymptotic anal-
ysis can be applied to the considered problem. A relation of dimensionless “fast”
time to dimensionless “slow” time is dimensionless time-independent constant,
which is enough small. It is suitable to use this value as a small parameter in
correspondent asymptotic expansions. As a result, the obtained asymptotic
sequence of problems gives an opportunity to solve the general problem in “slow”
time instead “fast” time, what provides more effective tools of numerical or
approximate analytical analysis. For example, heat conduction equation in
well-known Stefan problem is replaced by sequence of Laplace equations in
two-dimensional and three-dimensional in space cases and by sequence of second
order ordinary differential equations in one-dimensional in space case. As a rule, the
last one-dimensional case allows analytical integration of the problem.
Generally speaking, arbitrary shapes of domains and their boundaries can arise
in the moving boundary problems, what is connected with rebuilding of computa-
tional grid at every time step. It means very serious computational difficulties for
applications of finite difference and finite element methods, because of their
computational opportunities are sufficiently determined by the grid parameters.
Beside of that, transfer process of the computed solutions from nodes of old grid
into the nodes of new built grid generates hard for checking errors. Boundary
element method is often used for such problem because the rebuilding of boundary
element grid is sufficiently simpler than similar procedure for finite element and
finite difference methods.
At last, moving boundary problems are connected with specific kind of
nonlinearity, which restricts a set of effective tools for the problem analysis. Beside
of that, the governing equations describing temperature fields inside the phases can
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be nonlinear too. Fortunately, asymptotic approach described above provides line-
arization of obtained boundary-value problems.
Taking into account all circumstances and requirements, the following conclu-
sion can be made: only the boundary element method would be effective approach
to numerical solution of the obtained asymptotic sequence of elliptic boundary-
value problems, constructed for moving boundary problems with the governing
parabolic equation.
Two practically important problems are used as examples in the present work.
The first one is well-known and mentioned above Stefan problem, in particular,
case of slow phase transition will be considered below, because the condition, that
Stefan number is less than 1, provides an effective applicability of asymptotic
approach. The second considered problem is biological tissue growth problem,
describing specific processes, which are investigated in biological, medical and
agricultural sciences.
Physical theory of phase transformations on microscopic and macroscopic levels
were good developed and, as a result, there are not sufficient unsolved questions,
what can arise during solution of most of applied heat and mass transfer problems
including phase transition [1]. However, there is not so good situation from the
point of view of computational mathematics, because phase transition problems
contain specific kind of nonlinearity connected with motion of phase transition
boundary. As a rule, time-stepping algorithms are used for numerical solution of
phase transition problems and the domain shape is fixed on the time step, that is,
there is an implicit splitting of the process by the field evolution and interphase
boundary motion. Thus such algorithms provide “jumping” domain shape and time
step must be enough small to guarantee small domain shape “jump” and high
accuracy of the field calculation. Beside of additional time step restriction, there is
an additional error source, concerning the domain boundary motion. Any full
review of numerical methods of Stefan problem solution requires a special investi-
gation and cannot be included in restricted amount of the present paper. However,
the following general conclusion can be made: all mentioned numerical algorithms
of Stefan problem solution, based on finite element or finite difference approaches,
are rather directed to fast phase transformations, because under restricted time step
they require a lot of time steps for slow phase transformations. Then they are found
noneffective in the case of slow phase transitions.
The quasi-stationary approximation (called Leybenzon approximation in
Russian literature) is used to apply for numerical calculations of such processes [1].
However, the number of similar works was very restricted, and they were devoted
to engineering design. This approach becomes popular in problems of freezing
(melting) of soil, for investigation of phase transitions in solid body, in some
evaporation (condensation) problems. The situation in numerical modeling of slow
phase transitions was sharply changed in connection with three new problems. The
first problem was simple attempt to build more accurate mathematical models for
environment processes, for example, in meteorology or soil investigations. The
second problem is phase transitions in microgravity conditions, which became
important with starting of intensive space explorations. And finally, the third prob-
lem was connected with attempts to obtain a material with minimal residual stresses
during material production or during phase transitions in solid body, what was
important in material sciences. An experience of application of traditional finite
difference and finite element approach to the mentioned problems was rather
unsuccessful, because their numerical solution required huge computer resources
and therefore their research opportunities were strongly restricted. Beside of that,
the traditional methods often could not provide necessary accuracy of the numeri-
cal solution. On the other hand, the quasi-stationary approximation had difficulties
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too, because it is related to asymptotically slow processes and doesn’t take into
account initial conditions. Beside of that, elliptical boundary-value problems, which
must be numerically solved at every time step of quasi-stationary problem solution,
are rather inconvenient for finite difference method. As a result, using of
quasi-stationary approximation was very restricted last decades.
Velocity of phase transition is described by dimensionless parameter called
Stefan number [2], which is relation of thermal energy, spent in heating (cooling)
of some phase, to energy spent in phase transformation process. The term “slow”
means that the Stefan number is small and therefore there are two different time
scales in the problem. Asymptotic approaches give an opportunity to build a math-
ematical model excluding “fast” time. The first work in this direction was paper [2],
where the small parameter method was applied to Stefan problem.
After the first original works of Chuang and Szekely [3, 4] a lot of papers were
devoted to boundary element method application to Stefan problem. However
general effectiveness of boundary element method for parabolic problems is less
than similar effectiveness of finite difference method, what was shown in many
papers, see, for example, [5]. Of course, using of some special boundary element
method algorithms can improve the situation, but any time-stepping numerical
method cannot enough effectively solve the problem of slow phase transition.
Boundary element method [6, 7] has become powerful tool for numerical solu-
tion of linear boundary-value problems. It is especially effective in comparison with
traditional finite difference method and finite element method for elliptical prob-
lems in domains of complex geometrical shape. The main idea of the present paper,
concerning the numerical approach, is using of boundary element method for
solution of elliptical boundary-value problems, which arise for every approximation
on every time step. As a result, an effective computational algorithm is developed,
because of well-known advantages of boundary element method such as analysis
boundary alone and high accuracy of computations. First time, the idea to use
asymptotic approach to a wide class of slow phase transition problems was formu-
lated in the paper [8], but the work [8] was mainly devoted to quasi-stationary
approximation and the following terms in asymptotic expansion were not consid-
ered there. The approach was developed in the article [9], where application of
boundary element method in order to solve the obtained elliptic boundary-value
problems was proposed. However, the paper [9] was restricted by quasi-stationary
approximation too. Full idea of boundary element application to the considered
problem was briefly described in the conference paper [10]. The authors of the
present work have to reproduce some results of articles [8, 9], including the initial
problem statement and asymptotic formulations, because they are practically
unknown for modern scientific community.
Problem of biological tissue growth [11] became very actual item at the present
stage of biological science development, because a lot of processes used in agricul-
ture and biotechnology are determined by growth of biological tissue. Beside of
that, problem of tumor growth is one of the most important in medicine [11, 12].
Two kinds of circumstances determine the growth process, the first one is genetic
properties of tissue and the second one is environmental conditions, for example,
nutrition, temperature and so on. Most of investigations concerning a biological
growth are based on phenomenological approach, considering biological tissues as a
“black box” with experimentally determined properties. The growth is one of such
properties of biological tissue. Full review of mathematical modeling in biological
sciences requires a separate investigation, which must be sufficiently more than the
present paper. Since the growth of biological tissue is the object of the present work,
let us consider specific features of the mathematical models of the given processes.
General simplifying assumptions must be made to formulate a mathematical model.
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It is commonly known that any biological tissue consists of cells. Process of cell
reproduction is caution of multicellular tissue growth. The growth process consists of
two parts: growth of individual cells and fission of cells, that is the growth process has
evidently discrete behavior. Since cells are very small and number of them is very
large, consideration of each individual cell is impossible and therefore some averaging
is necessary. As a rule, averaging process used in biology is similar to well-known
continuous approach in mechanics. According to this approach a multicellular
biological tissue is assumed as continues media with distributed sources and some
diffusive properties. In fact, cells create a porous media, but pressure difference
enough for filtration flow is very seldom presence in the biological tissues, therefore
transport phenomena due to filtration flow can be neglected and they are provided by
diffusive mechanisms. There is no single quantitative measure of biological tissue
metabolism, because a lot of chemical reactions mutually interact. However, the
simplest way to formulate a mathematical model for metabolism process is to
introduce some numerical value called metabolism intensity and to assume, that any
chemical reaction and consequently heat and mass transfer process rate is determined
by (in the simplest case it is proportional to) metabolism intensity. As a rule, metab-
olism intensity is connected by linear relation with velocity of tissue growth. This rule
is almost always right for simplest organisms, but metabolism of highest animals is
more complex. All mathematical models, which will be developed in the present
paper below, will be based on this assumption. Of course, it is phenomenological
approach and relation function connecting metabolism intensity and consuming of
nutrient substances (excrement production) must be determined experimentally.
An evident advantage of such mathematical models (so-called one-parametrical
models) is their flexibility and opportunity to take into account different number of
concentration fields on different levels of consideration.
There are two possible mechanisms of biological tissue growth. The first one is
the surface growth and the second one is the volume growth. The intensive cell
fission takes place in relatively thin layer near the tissue surface in the case of
surface growth. Cells situated inside the tissue have stable metabolism without
intensive fission in this case, then their total volume remains constant. Reproduc-
tion of all cells takes place in the case of volume growth, although the most intensive
fission, as a rule, takes place near the surface.
All considered above mathematical models are reduced to initial-boundary-
value problems for system of diffusion equations with nonlinear sources in moving
boundary domain. Motion of the domain boundary is caused by tissue growth, what
is described in the work [13], which immediately preceded to the present work;
however, the main attention in this paper was paid to the analytical solution of the
problem. Boundary element method application for numerical solution of the
obtained asymptotic problems, was, rather, pointed out briefly. Nevertheless, the
problem statement from the paper [13] is reproduced in the present work.
The main aim of the present paper is to develop a universal effective numerical
approach for solution of two physically different diffusive problems in slow moving
boundary domains and to show a mathematical and computational similarity of the
considered problems.
2. Mathematical model of slow-phase transition
2.1 Stefan problem formulation
Stefan problem is traditionally considered as a successful mathematical model of
phase transition process in immovable media. Usually, the Stefan problem does not
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The main aim of the present paper is to develop a universal effective numerical
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2. Mathematical model of slow-phase transition
2.1 Stefan problem formulation
Stefan problem is traditionally considered as a successful mathematical model of
phase transition process in immovable media. Usually, the Stefan problem does not
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take into account a change of the substance density under phase transition, what is
the main difference between Stefan problem and real phase transition processes. A
density change stimulates specific flows in liquid and gaseous phases and it causes
an appearing of specific additional stress fields under solid-state phase transitions.
However, influence of the mentioned phenomena often can be enough small in
comparison with heat conduction processes. Stefan problems can be classified by
number of phases (see Figures 1 and 2). In particular, one-phase and two-phase
Stefan problems are considered in the present work. The term “one-phase problem”
does not mean that the second phase is absent, it only points out, that the second
phase is kept under constant temperature of phase transition. Generally speaking,
one-phase Stefan problem is particular case of two-phase problem, therefore all
following formulations will be presented for two-phase problem.
Let consider a classical two-phase Stefan problem. Let the first phase occupies
the domain D1 and the second phase occupies the domain D2. The boundary Гp:t:
separates mentioned domains, it is a phase transition boundary and has a constant
temperature Tp:t:. Let domains D1 and D2 are bounded by finite or infinite curves Γ1
and Γ2, correspondingly. For the sake of simplicity, restrict the following consider-
ation by the cases of first and second kind boundary conditions on the outside parts
of curves Γ1 and Γ2. Thus, assuming thermophysical properties of materials as







Here Eqs. (1) and (2) describe the temperature fields inside the first phase and
the second phase correspondingly. Boundary conditions of the first or second kinds
must be prescribed on the outside parts of curves Γ1 and Γ2:
Figure 1.
Two-phase Stefan problem.The first phase occupies the domainD1with boundaryΓ1, and the secondphase is situated
in the domain D2 with boundary Γ2. The boundary part Γp:t: ¼ Γ1 ∩Γ2 is moving phase transition boundary.
Figure 2.
The most widespread one-phase Stefan problem. The first phase occupies the domain D1 with boundary Γ1, and
it surrounds the second phase, which is situated in the domain D2 with boundary Γ2 ¼ Γp:t: ⊂Γ1. The second
phase is kept under phase transition temperature T2 ¼ Tp:t:.
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In particular, first kind
T1jГ1 ¼ T1s, (3)














and boundary conditions on the phase transition boundary
T1jГp:t: ¼ Tp:t:, (7)










where a1, a2 are thermal diffusivity coefficients of phases, T1s, T2s, q1, q2 are
temperatures and thermal fluxes on the outside parts of curves Γ1 and Γ2, λ1, λ2 are
heat conduction coefficients, ρ is density of some phase (as a rule, incompressible
phase, if the both phases are incompressible, the density of initial phase is chosen),
Vp:t: is phase transition boundary propagation velocity. Condition (9) is called
Stefan condition, and it describes the motion of the phase transition boundary in
dependence on balance of thermal fluxes. Note, that the phase transformation
temperature Tp:t: is constant of the material. To complete the formulation, add the
initial conditions:
T1 0, xð Þ ¼ T10 xð Þ, (10)
T2 0, xð Þ ¼ T20 xð Þ: (11)




Tn � Tp:t: , (12)
where value Tn is chosen as one from following values max T1s, T2sf g or
min T1s, T2sf g (but sometimes it is possible to use max T10, T20f g or min T10, T20f g)
in dependence on the particular problem. The temperature field in the second phase
is transformed by similar way. Thus, Eqs. (1) and (2) have forms
∂θ1
∂Fo1
¼ Δ ∗ θ1, (13)
∂θ2
∂Fo2
¼ Δ ∗ θ2, (14)
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The asterisk “*” in Laplace operator means the differentiation with respect to
dimensionless coordinates
X ∗ ¼ x=L: (16)
It will be omitted in following. Dimensionless forms of the boundary and initial
conditions are
θ1jГ1 ¼ θ1s, (17)
θ2jГ2 ¼ θ2s, (18)
θ1jГp:t: ¼ 0, (19)
θ2jГp:t: ¼ 0, (20)
θ1 0, xð Þ ¼ θ10, (21)
θ2 0, xð Þ ¼ θ20: (22)
The dimensionless Stefan condition must be considered in details. Let
Vp:t: ¼ ∂n∂τ , (23)
where ∂n∂τ means the normal velocity of the phase transformation boundary
motion. If n ∗ ¼ n=L, we have following dimensionless relation
∂θ1
∂n





fλ ¼ λ2=λ1, (25)
and
τst ¼




τst is dimensionless time, connected with the phase transformation process.
Thus there three dimensionless time Fo1, Fo2 and τst in the problem, however it
is desirable to use only one time scale. Since the main interest on the problem is
phase transition process, choose the Stefan time τst as the main time scale. Beside of




St ¼ Δθ1, (27)
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¼ λ1 Tn � Tp:t:
 
a1σρ




Eq. (14) is transformed by following way:
∂θ2
∂τst
faSt ¼ Δθ2, (29)
where




Physical sense of the Stefan number is quite simple; it is equal to relation of heat,
spent to heating (cooling) of the phase, to heat spent to phase transition. But in the
same time, it can be considered as relation of two-time scales, concerning heating
(cooling) and phase transition boundary motion. Since, as a rule, the latent heat of
phase transformation σ is quite large value, St< 1.
Formulated above Stefan problem can be easy generalized for any number of
phases, but one-phase Stefan problem (see Figure 2) has special importance for the
theory. This particular case of general Stefan problem physically corresponds to
situation, when one phase has temperature equal to the phase transformation
temperature and it undergoes the phase transformation due to heat conduction of




St ¼ Δθ, (31)
θjГ1 ¼ θs, (32)
θjГp:t: ¼ 0, (33)






2.2 Asymptotic approach to Stefan problem
As it was noted earlier, the considered Stefan problem is nonlinear, because of
complicated dependence between the temperature field and shape (motion) of the
phase transition boundary. Although the question on existence and uniqueness of
Stefan problem solution is still far from a complete clearness [1], the continuous
dependency of Stefan problem solution on Stefan number is evident. It could be
clear shown, if an integral formulation for temperature field is considered (see
[6, 7]), besides of that, it is seen from the same integral formulation, that the
solution can be continuously differentiated with respect to Stefan number any
number of times. Then the temperature field can represented as a series of Stefan
number orders, which must converge for St< 1, and in the case of slow phase
transformation St< < 1 it must converge quickly.
On the base of above conclusions on the solution properties we shall search
solution in a form of series
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θ1 ¼ θ10 x, τð Þ þ
X∞
k¼1
Stkθ1k x, τð Þ, (36)
θ2 ¼ θ20 x, τð Þ þ
X∞
k¼1
Stkθ2k x, τð Þ: (37)
As a result of using of expansions (36) and (37), the initial problem is reduced to
determination of function series θ01 , … , θ
k
1 , … ; θ
0
2 , … , θ
k
2, … .




θ10 x, τð Þ þ St ∂∂τ
X∞
k¼1
Stkθ1k x, τð Þ ¼ Δθ10 x, τð Þ þ Δ
X∞
k¼1




θ20 x, τð Þ þ faSt ∂∂τ
X∞
k¼1
Stkθ2k x, τð Þ ¼ Δθ20 x, τð Þ þ Δ
X∞
k¼1
Stkθ2k x, τð Þ:
If the functions θk1 , θ
k
2 are bounded, the series (36) and (37) absolutely converge;



























Since the value of Stefan number is, generally speaking, arbitrary, equality (39)
takes place only in case of equality of factors at equal orders of Stefan number. Hence









Δθ20 ¼ 0, (43)











































Let consider the Stefan condition (24) separately. If the series of boundary-value
problems (40)–(45) are solved, the relation (24) can be considered as ordinary
differential equation, what describes motion of phase transformation boundary. If
Eq. (24) is integrated analytically (it is very seldom case, because the right hand part
of relation (24) depends on phase boundary position in a complicated way), the
general problem could be considered as completely solved. In general case Cauchy
problem for Eq. (24) can be solved numerically by some numerical method. How-
ever, the most successful approach is method proposed in the paper [2] and based on
expansion of left-hand side of Eq. (24) into a series with respect to Stefan number.






∂θ1k x, τð Þ
∂n
¼ fa ∂θ2










































where functions ηk are subjects to determination. The relationships (56) must be
complemented by some initial conditions and can be considered as series of Cauchy
problems for phase transition boundary position. The first equations and boundary
conditions in (40)–(53), which describes the temperature approximations indicated
by index “0”, coincide with well-known quasi-stationary approximation. Note that
for one-dimensional (in space) case for any Stefan problems the boundary-value
problems indicated by “0” and “1” can be integrated analytically but the following
approximations requires some numerical method for solution of mentioned Cauchy
problem. Such solutions were built for one-phase and two-phase one-dimensional
(in ordinary Cartesian, polar and spherical coordinate systems) Stefan problems
with different boundary conditions on the outer boundaries. There are particular
cases of one-dimensional Stefan problems, analytical solutions of which are known.
The mentioned analytical solutions were used to check the approach accuracy. As a
result, it is shown that accuracy of test problem solutions is enough high.
The presented series of problem (40)–(53), (55), and (56) is equivalent to the
initial Stefan problem (1)–(4), (7)–(11). Under restrictions imposed on functions,
included into the formulation, concerning their physical sense, (for example,
requirement of piecewise smooth boundary of the finite domain D, where the
problem is solved, and requirement of boundedness of temperatures and thermal
fluxes) the temperature functions inside domains D1 and D2 are differentiable
infinite number of times [2]. Moreover, temperature derivatives with respect to
time are finite too. Last assumption has physical sense, if the moment of phase
57
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creation is excluded from the consideration, because thermal fluxes can be enough
large (asymptotically infinite) in this case. Under mentioned restrictions the
following theorem takes place.
Theorem 1. If the boundary and initial conditions in the boundary-value prob-
lems (27), (17), (19), (21) and (29), (18), (20), (22) are such that their solutions are
differentiable infinite number of times and these derivatives are restricted, series
(36) and (37) converge under any Stefan number less than 1 (St< 1), and order of
the remainder term is O Stjþ1Mjþ1
 
, where Mjþ1 ¼ max jþ1≤m<∞θm (it is assumed
that the series is cut off after j-th term).
The proof of the Theorem 1 is evident and based onmajorizing sequence, built by
replacing of functions θi by Mi. This sequence is geometrical progression with factor St,
which is less than 1, according to the theorem conditions. Therefore, the series converge.
It is necessary to note, that the Theorem 1 proves convergence of asymptotic
expansions and thus it grounds an application of asymptotic approach to the con-
sidered class of Stefan problems. More than that, an error of such approach can be
estimated analytically, however such estimations, as a rule, are found useless for
determination of computation error in whole, because there are other error sources
in the general computational scheme.
Let consider one-phase Stefan problem, which is a particular case of above
formulated problem:







































3. Boundary element method application to slow phase transition
calculations
However, the temperature fields must be determined numerically in two-
dimensional and three-dimensional cases. Boundary element method [6, 7] is used
in the present work. It supposes transformation of Eqs. (40)–(45) into boundary
integral equations
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C x0ð Þθ01 x0ð Þ ¼
ð
Γ1 ∪Γp:t:












C x0ð Þθ02 x0ð Þ ¼
ð
Γ2 ∪Γp:t:












C x0ð Þθi1 x0ð Þ ¼
ð
Γ1 ∪Γp:t:


















C x0ð Þθi2 x0ð Þ ¼
ð
Γ2 ∪Γp:t:


















where ϕ0 is fundamental solution of Laplace equation, C x0ð Þ is special function
reflecting control point x0 position with respect to the boundary and shape of the
boundary. Eqs. (66)–(69) are solved numerically by well-known boundary element
algorithm [6, 7]. According to that algorithm, the boundaries of phases are
fragmented by boundary elements; the temperatures and thermal fluxes are
assumed constant on every boundary element. Thus, the system of linear algebraic
equations with respect to unknown values of temperature or thermal flux on
elements is formed.
Solving mentioned systems of linear algebraic equations, corresponding to every
boundary integral Eqs. (66)–(69) we can obtain the temperature distribution with
required accuracy at some instant of time, that is under specific shape of interphase
boundary. Then new position of interphase boundary must be determined using the
Stefan condition (55) and (56). To build new interphase boundary relations (55)
and (56) must be considered as an ordinary differential equation, and correspon-
dent Cauchy problems must be solved numerically. The Euler method is used for
this aim in the present work. If it is necessary, the problems (66)–(69) can be solved
by boundary element method for new shape of the interphase boundary. Such time-
stepping process can be continued during any time interval. The simplest algorithm
of the boundary element method with approximation of boundary elements by
straight lines segments and approximation of known and unknown function values
on boundary elements by constants [6, 7] is used in the present work. Of course,
using of improved boundary element method algorithm and methods of numerical
solution of Cauchy problem can make the solution procedure more effective;
however their applications require special investigation.
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The main advantage of proposed time-stepping approach in comparison with
time-stepping finite difference and finite element methods is time discretization
with respect to slow time scale determined by interphase boundary motion unlike
finite difference and finite element methods, which requires time discretization
with respect to fast time scale determined by heat conduction process.
4. Results of slow phase transition calculations
The restricted amount of the present paper doesn’t give an opportunity to
analyze a lot of calculation results, therefore the proposed approach is illustrated by
only several following examples of numerical calculations. Melting process of
cylinder, which had initial circular shape, is shown in Figures 3 and 4 under
different conditions of heating.
It is easy to see from comparison of Figures 3 and 4 that the way of heating
sufficiently affects shape of phase transition boundary, in particular, side heating
leads to oval shape of the second phase domain, but nearly circular second phase
domain takes place under multilateral heating. The times of calculations are relatively
small in comparison with known finite difference and finite element calculations.
Since there is not any known analytical solution of Stefan problem to check
accuracy of the obtained numerical solutions, the authors of the present work had to
change numbers of boundary elements and compare correspondent numerical
results. For example, the presented above numerical calculations were made under
following parameters: phase transition boundary is approximated by 40 boundary
elements at every time step of calculation and outer boundaries of the domain were
approximated by 4 � 40 boundary elements. Checking calculations with 80 and
4 � 80 and 160 and 4 � 160 boundary elements and dimensionless time step
varying from Δτ ¼ 0, 1 to Δτ ¼ 0, 001, correspondingly, shows change of the
obtained results no more than 1%. The authors made a conclusion about satisfactory
accuracy of the considered numerical approach.
Some conclusions can be made here. It is evident that the above proposed
approach is more general and has more opportunities than earlier existing compu-
tational methods for slow phase transitions. It gives an opportunity to effectively
calculate of the processes in broader interval of Stefan numbers. Enough high
accuracy of the proposed algorithms is confirmed by the above-mentioned series of
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test calculations. The results of calculations can be used in investigations of a
number of processes, first of all, in investigations of slow phase transformations in
microgravity and in environment. They also can be used in design of space-rocket
technique.
5. Mathematical model of biological tissue growth
Let consider D1 filled by some biological structures (in the simplest case by
homogeneous or nondifferentiated cellular mass). Let restrict the following consid-
eration by the case of homogeneous cellular structures. The tissue in the domain D1
is porous media where cells form a frame and intercellular space is porosity. Let
assume that pores are filled by same liquid, which is complex solution of nutrient
substances and excrements of cells. There is an intensive heat and mass transfer
between the frame and the liquid in pores, what is very important specific feature of
the described structure. Let the domain D1 is partially or completely surrounded by
the domain D2, filled by the same solution completely. In general case there may be
a convective transfer in the domain D2 and filtration flow in the domain D1. Thus, a




þ Vf � ∇ð Þ � T1 ¼ a1ΔT1 þ qT1, (70)
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þ VC � ∇ð ÞCi2 ¼ di2ΔCi2, i ¼ 1,N, (73)
where T1 is temperature in the domain D1 (the one-temperature model, assum-
ing the temperatures of frame and solution in pores are equal, is used here), Vf is
filtration velocity, a1 is thermal diffusivity of porous media, qT1 is heat source,
concerning the metabolism of cells, ci1 is concentration of the i-th component in
Figure 4.
Sequence of phase transformation boundary positions under multilateral heating.
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porous media, di1 is diffusion coefficient of i-th component in the porous media,
qi1 is source (sink) of the i-th component in porous media, concerning the
metabolism of cells, T2 is temperature in the domain D2, V2 is flow velocity in the
domain D2, a2 is thermal diffusivity of solution, ci2 is concentration of i-th compo-
nent in the domain D2, di2 is diffusion coefficient of i-th component in the domain
D2, Ni2number of components, participating of heat and mass transfer process, τ is
time, Δ is Laplace operator.
Restrict the following consideration by the case:
Vf ¼ 0, (74)
Vc ¼ 0, (75)
what corresponds to conventional multicellular structure, formed by




¼ a1ΔT1 þ qT1, (76)
∂Ci1
∂τ






¼ di2ΔCi2, i ¼ 1,N: (79)
If the condition (75) is not realized, it could be better to not consider the system
(72) and (73), but to take into account a convective transfer using boundary condi-
tions for Eqs. (76) and (77). This assumption is quite proved, since the system (76)
and (77) describes enough slow processes.
Let prescribe boundary conditions for the systems (76)–(79). Note the
common boundary of the domain D1 and D2 as Γ and reminder part as Γ1 and Γ2
correspondingly. The first kind boundary conditions can be prescribed on the
boundaries Γ1 and Γ2
T1jГ1 ¼ T1e, (80)
Ci1jГ1 ¼ Сi1e, (81)
T2jГ2 ¼ T2e, (82)
Ci2jГ2 ¼ Ci2e, (83)
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þ α1 T1jГ1 � T1e






þ αi1 Ci1jГ1 � Сi1e






þ α2 T2jГ2 � T2e






þ αi2 Ci2jГ2 � Сi2e
  ¼ 0, (91)
where T1e, Ci1e, T2e, Ci2e, q1e, qi1e, q2e, qi2e are known functions, all coefficients in
boundary conditions (80)–(91) are understood in conventional sense. Let consider
boundary conditions on the boundary Γ. It is evident that
T1jГ ¼ T2jГ, (92)
Сi1jГ ¼ Ci2jГ: (93)



















Conditions (94) and (95) correspond to the case of cell fission in whole domain
D1. However, it is possible the situation, when the fission of cells takes place only on














here ∂n∂τ is velocity of the boundary Γ propagation (velocity of biological structure
growth), χi is “expenditure” coefficient of the i-th component during growth of
biological structure. Note that condition (96) is not conventional Stefan condition
(nevertheless its form coincides with Stefan condition), because right hand part of
condition (96) is determined by fission process, that is by parameters determining
the fission process such as the temperature, concentrations and possibly the histo-
ries, therefore right hand part of the condition (96) is prescribed. It means that the
given problem is similar to phase transition problem under prescribed velocity of
phase boundary motion. The moving boundary velocity is determined in the
considered problem as a function of metabolism intensity.
The case, when cellular mass growth takes place in whole domain D1 is more
complex than previous one. Consider a function describing metabolism intensity.
As it is noted earlier, metabolism intensity is assumed proportional to a cellular
mass growth (nevertheless the cell fission is very complex process with possibly
enough large delay time that is with sufficient influence of previous history of
the process). Let metabolism intensity function ω T1, ci1ð Þ is defined, then
correspondent source terms are following
63
Mathematical Modelling and Numerical Simulation of Diffusive Processes in Slow…
DOI: http://dx.doi.org/10.5772/intechopen.93788
porous media, di1 is diffusion coefficient of i-th component in the porous media,
qi1 is source (sink) of the i-th component in porous media, concerning the
metabolism of cells, T2 is temperature in the domain D2, V2 is flow velocity in the
domain D2, a2 is thermal diffusivity of solution, ci2 is concentration of i-th compo-
nent in the domain D2, di2 is diffusion coefficient of i-th component in the domain
D2, Ni2number of components, participating of heat and mass transfer process, τ is
time, Δ is Laplace operator.
Restrict the following consideration by the case:
Vf ¼ 0, (74)
Vc ¼ 0, (75)
what corresponds to conventional multicellular structure, formed by




¼ a1ΔT1 þ qT1, (76)
∂Ci1
∂τ






¼ di2ΔCi2, i ¼ 1,N: (79)
If the condition (75) is not realized, it could be better to not consider the system
(72) and (73), but to take into account a convective transfer using boundary condi-
tions for Eqs. (76) and (77). This assumption is quite proved, since the system (76)
and (77) describes enough slow processes.
Let prescribe boundary conditions for the systems (76)–(79). Note the
common boundary of the domain D1 and D2 as Γ and reminder part as Γ1 and Γ2
correspondingly. The first kind boundary conditions can be prescribed on the
boundaries Γ1 and Γ2
T1jГ1 ¼ T1e, (80)
Ci1jГ1 ¼ Сi1e, (81)
T2jГ2 ¼ T2e, (82)
Ci2jГ2 ¼ Ci2e, (83)


























Modeling and Simulation in Engineering - Selected Problems






þ α1 T1jГ1 � T1e






þ αi1 Ci1jГ1 � Сi1e






þ α2 T2jГ2 � T2e






þ αi2 Ci2jГ2 � Сi2e
  ¼ 0, (91)
where T1e, Ci1e, T2e, Ci2e, q1e, qi1e, q2e, qi2e are known functions, all coefficients in
boundary conditions (80)–(91) are understood in conventional sense. Let consider
boundary conditions on the boundary Γ. It is evident that
T1jГ ¼ T2jГ, (92)
Сi1jГ ¼ Ci2jГ: (93)



















Conditions (94) and (95) correspond to the case of cell fission in whole domain
D1. However, it is possible the situation, when the fission of cells takes place only on














here ∂n∂τ is velocity of the boundary Γ propagation (velocity of biological structure
growth), χi is “expenditure” coefficient of the i-th component during growth of
biological structure. Note that condition (96) is not conventional Stefan condition
(nevertheless its form coincides with Stefan condition), because right hand part of
condition (96) is determined by fission process, that is by parameters determining
the fission process such as the temperature, concentrations and possibly the histo-
ries, therefore right hand part of the condition (96) is prescribed. It means that the
given problem is similar to phase transition problem under prescribed velocity of
phase boundary motion. The moving boundary velocity is determined in the
considered problem as a function of metabolism intensity.
The case, when cellular mass growth takes place in whole domain D1 is more
complex than previous one. Consider a function describing metabolism intensity.
As it is noted earlier, metabolism intensity is assumed proportional to a cellular
mass growth (nevertheless the cell fission is very complex process with possibly
enough large delay time that is with sufficient influence of previous history of
the process). Let metabolism intensity function ω T1, ci1ð Þ is defined, then
correspondent source terms are following
63
Mathematical Modelling and Numerical Simulation of Diffusive Processes in Slow…
DOI: http://dx.doi.org/10.5772/intechopen.93788
qi1 ¼ χiω, (97)
qГ1 ¼ χГω: (98)
The function ω is determined experimentally. Let ωi is function of influence of





As it is noted earlier the growth of cellular mass is proportional to metabolism
intensity
qs ¼ χsω� χ0ω0: (100)
Terms indicated by }0} in last relationship correspond to regular metabolism,
which is specific for tissues of highest animals.
Let consider a problem about motion of the boundary Γ again, in particular, let
consider the case, when local volume change is determined by relation (100). The
velocity (deformation) field depends on mechanical links between cells. If cells are
“free” in intercellular solution the model of distributed sources in incompressible
fluid can be applied, according to which the velocity of the boundary Γ is
determined as
Vn x∘ð Þ ¼ ∂∂n
ð
D1
qs xð Þϕ∘ x, x∘ð Þdx, (101)
where xi is arbitrary point of the curve-line Γ.
If the cells are linked mechanically between themselves, to determine the motion
of the boundary Γ it is necessary to solve an elastoplastic problem, as a rule, under
large strains. Consideration of such problems requires especial investigation and
will not be made in the present work.
However, the another case is possible in biological structures; a biological struc-
ture grows saving its shape in this case. Thus, change of the structure volume can be




qs xð Þdx: (102)




here S is square of surface Γ (length of curve line Γ in the plane case).
If for simplest organism’s linear dependence of growth velocity on
metabolism intensity defined by relationship (100) is intrinsic, a tissue
existence during an enough long time without growth, but under nonzero
metabolism intensity, restricted by some limits, is possible for more complex
multicellular organisms.
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6. Boundary element method application to biological tissue growth
The above-developed algorithm cannot be directly applied to the two-
dimensional and three-dimensional problems because boundary-value problems for
partial differential equations arise in the mentioned cases instead boundary-value
problems for ordinary differential equations as above. Thus two- and three-
dimensional cases require some numerical method for solution of elliptic boundary-
value problems in moving boundary domain. The most powerful tool for such
problems is boundary element method [6, 7], which requires a reformulation of the
considered problems as boundary integral equations.
Let consider the initial boundary value problem (76)–(96). Small parameter
method application to this problem is, generally speaking, similar to above one-
dimensional case application (see, for example, [8, 9]). Restrict the following con-
sideration by plane case and by zero approximation of small parameter method,








, i ¼ 1,N, (105)
ΔT02 ¼ 0, (106)
ΔC0i2 ¼ 0, i ¼ 1,N: (107)
Boundary conditions for the system (104)–(107) coincide with boundary condi-
tions for the initial system. Let apply methods of potential theory to the system
(104)–(107).
χ x0ð ÞT01 x0ð Þ ¼
ð
Γ1


















χ x0ð ÞC0i1 x0ð Þ ¼
ð
Γ1


















χ x0ð ÞT02 x0ð Þ ¼
ð
Γ2







∂ϕ0 x, x0ð Þ
∂n
ds, (110)
χ x0ð ÞC0i2 x0ð Þ ¼
ð
Γ2







∂ϕ0 x, x0ð Þ
∂n
ds: (111)
Here the function ϕ0 x, x0ð Þ is well-known fundamental solution of Laplace
equation, which is in plane case
65
Mathematical Modelling and Numerical Simulation of Diffusive Processes in Slow…
DOI: http://dx.doi.org/10.5772/intechopen.93788
qi1 ¼ χiω, (97)
qГ1 ¼ χГω: (98)
The function ω is determined experimentally. Let ωi is function of influence of





As it is noted earlier the growth of cellular mass is proportional to metabolism
intensity
qs ¼ χsω� χ0ω0: (100)
Terms indicated by }0} in last relationship correspond to regular metabolism,
which is specific for tissues of highest animals.
Let consider a problem about motion of the boundary Γ again, in particular, let
consider the case, when local volume change is determined by relation (100). The
velocity (deformation) field depends on mechanical links between cells. If cells are
“free” in intercellular solution the model of distributed sources in incompressible
fluid can be applied, according to which the velocity of the boundary Γ is
determined as
Vn x∘ð Þ ¼ ∂∂n
ð
D1
qs xð Þϕ∘ x, x∘ð Þdx, (101)
where xi is arbitrary point of the curve-line Γ.
If the cells are linked mechanically between themselves, to determine the motion
of the boundary Γ it is necessary to solve an elastoplastic problem, as a rule, under
large strains. Consideration of such problems requires especial investigation and
will not be made in the present work.
However, the another case is possible in biological structures; a biological struc-
ture grows saving its shape in this case. Thus, change of the structure volume can be




qs xð Þdx: (102)




here S is square of surface Γ (length of curve line Γ in the plane case).
If for simplest organism’s linear dependence of growth velocity on
metabolism intensity defined by relationship (100) is intrinsic, a tissue
existence during an enough long time without growth, but under nonzero
metabolism intensity, restricted by some limits, is possible for more complex
multicellular organisms.
64
Modeling and Simulation in Engineering - Selected Problems
6. Boundary element method application to biological tissue growth
The above-developed algorithm cannot be directly applied to the two-
dimensional and three-dimensional problems because boundary-value problems for
partial differential equations arise in the mentioned cases instead boundary-value
problems for ordinary differential equations as above. Thus two- and three-
dimensional cases require some numerical method for solution of elliptic boundary-
value problems in moving boundary domain. The most powerful tool for such
problems is boundary element method [6, 7], which requires a reformulation of the
considered problems as boundary integral equations.
Let consider the initial boundary value problem (76)–(96). Small parameter
method application to this problem is, generally speaking, similar to above one-
dimensional case application (see, for example, [8, 9]). Restrict the following con-
sideration by plane case and by zero approximation of small parameter method,








, i ¼ 1,N, (105)
ΔT02 ¼ 0, (106)
ΔC0i2 ¼ 0, i ¼ 1,N: (107)
Boundary conditions for the system (104)–(107) coincide with boundary condi-
tions for the initial system. Let apply methods of potential theory to the system
(104)–(107).
χ x0ð ÞT01 x0ð Þ ¼
ð
Γ1


















χ x0ð ÞC0i1 x0ð Þ ¼
ð
Γ1


















χ x0ð ÞT02 x0ð Þ ¼
ð
Γ2







∂ϕ0 x, x0ð Þ
∂n
ds, (110)
χ x0ð ÞC0i2 x0ð Þ ¼
ð
Γ2







∂ϕ0 x, x0ð Þ
∂n
ds: (111)
Here the function ϕ0 x, x0ð Þ is well-known fundamental solution of Laplace
equation, which is in plane case
65
Mathematical Modelling and Numerical Simulation of Diffusive Processes in Slow…
DOI: http://dx.doi.org/10.5772/intechopen.93788











and function χ is determined by the observation point position:
χ x0ð Þ ¼





The system (108)–(111) can be easy solved by conventional boundary element
method. A specific feature of the problem is boundary condition on the boundary
Γ ¼ Γ1 ∩Γ2, that is boundary of growth. If the forth kind boundary conditions are
prescribe on the Γ (volume growth), then correspondent integral equations are
simply coupled on the curve-line Γ. If correspondent fluxes on the curve-line Γ are
discontinuous, then the gap value on previous time step is used.
A quite natural problem of calculation of last domain integrals in Eqs. (108) and
(109) arise during the numerical solution. As a rule, it leads to serious computa-
tional difficulties, however since the time scale of growth process is enough large
and the source terms in the initial Eqs. (104) and (105) are understood as averaged
in time, the considered source terms are often constant with respect to space vari-
ables. The case of constant source is considered in the present work. The domain
integrals can be easy transformed in this case
ð
D1









where Δϕ1 ¼ ϕ0, that is ϕ1 ¼ � r28π ln r� 1ð Þ.
7. Results of biological tissue growth calculations
The results of numerical calculations of model problems of growth of one-cell
organism colony are shown in Figures 5 and 6 and in Tables 1 and 2.
Growth in direction of maximum concentration of nutrition is evident in both
cases. Note only that the structure shown in Figures 5 and 6 initially were the same
structure and only nutrition concentrations were different.
Figure 5.
Growth of biological structure, which was circular at the beginning; nutritions are going into the domain from
above and from below [13].
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As it can be seen from Table 2, the growth process is accelerated with time. A
caution of such acceleration is approaching of the boundary of growing biological
structure to the outer boundaries of the domain, where high nutrition concentra-
tions are prescribed according to boundary conditions (82) and (83); as a result,
correspondent diffusive fluxes are increasing, what is accelerating the growth
process. However, effect of nutrition consumption by more massive increased
biological structure decelerates the growth process.
Similarly to above considered case of Stefan problem, since there is not any
known analytical solution of biological growth problem to check accuracy of the
obtained numerical solutions, the authors of the present work had to change num-
bers of boundary elements and compare correspondent numerical results. For
example, the presented above numerical calculations were made under following
parameters: phase transition boundary is approximated by 40 boundary elements at
every time step of calculation and outer boundaries of the domain were approxi-
mated by 4x40 boundary elements. Checking calculations with 80 and 4x80 and
160 and 4x160 boundary elements and dimensionless time step varying from
Δτ ¼ 0, 1 to Δτ ¼ 0, 001, correspondingly, shows change of the obtained results no
more than 1%. The authors made a conclusion about satisfactory accuracy of the
considered numerical approach.
Figure 6.
Growth of biological structure, which was circular at the beginning; nutritions are going into the domain from
left and from below [13].










Mass of growing biological structure shown in Figure 5.
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8. Conclusions
Beside formulated above conclusions, some additional conclusions can be made
concerning the whole investigation. As it is mentioned above, the proposed
approach is more general and has more opportunities than earlier existing compu-
tational methods for slow-phase transitions. It gives an opportunity to effectively
calculate of the processes in more broad interval of Stefan numbers in domains of
complex geometrical shapes. Nevertheless, an accuracy of the proposed approach
has not been investigated theoretically by a proper way, and enough high accuracy
of the proposed algorithms is confirmed by the series of test calculations. The
proposed approach can be recommended for calculations of relevant phenomena of
slow phase transformations in microgravity and in environment. They also can be
used in design of space-rocket techniques. The proposed approach is the only way
of calculation for a lot of practically interesting cases. It is necessary to note that the
phase transition process is mainly determined by zeroth approximation; another
approximations starting from the first one have small influences on the process,
especially for small Stefan numbers.
The main idea of the second part of the present paper is to develop a computa-
tional method for the problem of biological structure growth, based on the fact that
biological growth is relatively very slow process. Considered circumstance leads to
asymptotic analysis based on smallness of relation of correspondent time scales.
Nevertheless the problem was formulated in quite general form, as a result of
asymptotic analysis by small parameter method it is managed to build an analytical
solution in one-dimensional case (what was made in previous publications, see, for
example [13]) and to propose effective boundary element algorithm for numerical
solution described above. Note that the above consideration is restricted only by
zero-th approximation in the asymptotic expansion of the solution.
Calculations of specific biological structures did not concern the aim of the
present work. However, the examples of calculations of special model problems
show workability and effectiveness of the proposed method.
There is a quite natural question about applicability of the algorithm to the very
important problem of tumor growth. The answer remains unclear at the moment,
because it is unclear whether the used metabolism model can describe a tumor
growth process or not. However there is no mathematical insuperable hindrance but
only biological.
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calculate of the processes in more broad interval of Stefan numbers in domains of
complex geometrical shapes. Nevertheless, an accuracy of the proposed approach
has not been investigated theoretically by a proper way, and enough high accuracy
of the proposed algorithms is confirmed by the series of test calculations. The
proposed approach can be recommended for calculations of relevant phenomena of
slow phase transformations in microgravity and in environment. They also can be
used in design of space-rocket techniques. The proposed approach is the only way
of calculation for a lot of practically interesting cases. It is necessary to note that the
phase transition process is mainly determined by zeroth approximation; another
approximations starting from the first one have small influences on the process,
especially for small Stefan numbers.
The main idea of the second part of the present paper is to develop a computa-
tional method for the problem of biological structure growth, based on the fact that
biological growth is relatively very slow process. Considered circumstance leads to
asymptotic analysis based on smallness of relation of correspondent time scales.
Nevertheless the problem was formulated in quite general form, as a result of
asymptotic analysis by small parameter method it is managed to build an analytical
solution in one-dimensional case (what was made in previous publications, see, for
example [13]) and to propose effective boundary element algorithm for numerical
solution described above. Note that the above consideration is restricted only by
zero-th approximation in the asymptotic expansion of the solution.
Calculations of specific biological structures did not concern the aim of the
present work. However, the examples of calculations of special model problems
show workability and effectiveness of the proposed method.
There is a quite natural question about applicability of the algorithm to the very
important problem of tumor growth. The answer remains unclear at the moment,
because it is unclear whether the used metabolism model can describe a tumor
growth process or not. However there is no mathematical insuperable hindrance but
only biological.









Mass of growing biological structure shown in Figure 6.
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Modeling of the Two-Dimensional
Thawing of Logs in an Air
Environment
Nencho Deliiski, Ladislav Dzurenda and Natalia Tumbarkova
Abstract
A two-dimensional mathematical model has been created, solved, and verified
for the transient nonlinear heat conduction in logs during their thawing in an air
environment. For the numerical solution of the model, an explicit form of the
finite-difference method in the computing medium of Visual FORTRAN Profes-
sional has been used. The chapter presents solutions of the model and its validation
towards own experimental studies. During the validation of the model, the inverse
task of the heat transfer has been solved for the determination of the logs’ heat
transfer coefficients in radial and longitudinal directions. This task has been solved
also in regard to the logs’ surface temperature, which depends on the mentioned
coefficients. The results from the experimental and simulative investigation of 2D
nonstationary temperature distribution in the longitudinal section of poplar logs
with a diameter of 0.24 m, length of 0.48 m, and an initial temperature of
approximately –30°C during their many hours thawing in an air environment at
room temperature are presented, visualized, and analyzed.
Keywords: heat conduction, modeling, logs, thawing, heat transfer coefficients,
surface temperature
1. Introduction
The duration and the energy consumption of the thermal treatment of frozen
logs aimed at their thawing and plasticizing for the production of veneer in winter
are very high [1–9]. For example, thawing and plasticizing of poplar and pine logs
with an initial temperature of –10°C and moisture content of 0.6 kgkg1 about 53
kWhm3 and 64 kWhm3 thermal energy, respectively, are needed [9].
In the specialized literature, there are few reports about the temperature fields
subjected to thawing in agitated water or steam frozen logs [7–21], and there is very
scarce information about research of the temperature distribution in frozen logs
during their thawing in an air environment given by the authors only [22].
The computation of the temperature field in logs during their thawing in water
or steam is carried out using mathematical models, which solve the so-called direct
task of the heat transfer. This is the task when all variables in the model are known,
and this allows computing the temperature field in the body [23, 24].
The computation of the temperature field in logs during their thawing in an air
environment requires solving of the so-called inverse task of the heat transfer. This
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1. Introduction
The duration and the energy consumption of the thermal treatment of frozen
logs aimed at their thawing and plasticizing for the production of veneer in winter
are very high [1–9]. For example, thawing and plasticizing of poplar and pine logs
with an initial temperature of –10°C and moisture content of 0.6 kgkg1 about 53
kWhm3 and 64 kWhm3 thermal energy, respectively, are needed [9].
In the specialized literature, there are few reports about the temperature fields
subjected to thawing in agitated water or steam frozen logs [7–21], and there is very
scarce information about research of the temperature distribution in frozen logs
during their thawing in an air environment given by the authors only [22].
The computation of the temperature field in logs during their thawing in water
or steam is carried out using mathematical models, which solve the so-called direct
task of the heat transfer. This is the task when all variables in the model are known,
and this allows computing the temperature field in the body [23, 24].
The computation of the temperature field in logs during their thawing in an air
environment requires solving of the so-called inverse task of the heat transfer. This
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is the task when the model of the studied object and the experimentally obtained
temperature field in it are known, but one or more variables in the model need to be
determined during the solving and validation of the model [24].
The results from investigations of the temperature change subjected to thawing
frozen logs only at conductive boundary conditions (i.e., at prescribed surface
temperature) have been reported [2, 7–21].
The modeling and the multiparameter study of the thawing process of logs in air
environment is of considerable scientific and practical interest. For example, as a
result of such a study, it is possible to determine the real initial temperature of logs
depending on their dimensions, wood species, moisture content, and the tempera-
ture of the air near the logs during their many days staying in an open warehouse
before the thermal treatment in the production of veneer. The information about
the real value of that immeasurable parameter can be used for scientifically based
computing of the optimal, energy saving regimes for thermal treatment of each
specific batch of logs.
This chapter presents the creation, numerical solving and validation of a
two-dimensional nonlinear mathematical model of the transient heat conduction in
frozen logs during their thawing at convective boundary conditions in an air envi-
ronment. A validation of the models towards own experimentally determined 2D
temperature distribution in poplar logs with a diameter of 0.24 m, length of 0.48 m,
initial temperature of approximately –30°C, and moisture content above the hygro-
scopic range during their 70 h thawing at room temperature has been carried out.
During the validation of the model, the inverse task has been solved for the
determination of the unknown logs’ heat transfer coefficients in radial and
longitudinal directions. This task has been solved also in regard to the logs’ surface
temperature, which depends on the mentioned coefficients.
2. Mechanism of 2D heat distribution in logs during thawing
2.1 Mathematical model of the 2D temperature distribution in frozen logs
during their thawing in an air environment
In [8] the following common form of a model, which describes the 2D
nonstationary temperature distribution subjected to thawing frozen logs in an air
environment, has been suggested:
cwe‐1,2,3 � ρw
∂T r, z, τð Þ
∂τ
¼ λwr ∂



















∂T r, z, τð Þ
∂z
 2 (1)
with an initial condition
T r, z, 0ð Þ ¼ Tw0�avg (2)
and boundary conditions for convective heat transfer:
• Along the radial coordinate r on the logs’ frontal surface during thawing
∂T r, 0, τð Þ
∂r
¼ � αwp r, 0, τð Þ
λwp r, 0, τð Þ T r, 0, τð Þ � Tm τð Þ½ � (3)
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• Along the longitudinal coordinate z on the logs’ cylindrical surface during
thawing
∂T 0, z, τð Þ
∂z
¼ � αwr 0, z, τð Þ
λwr 0, z, τð Þ T 0, z, τð Þ � Tm τð Þ½ � (4)
In [8] solutions of Eq. (1) only at conductive boundary conditions for the case of
autoclave steaming of logs aimed at their plasticizing in the production of veneer
have been realized and graphically presented.
An approach for solving Eq. (1) at much more complicated convective boundary
conditions and verification of model (1) to (4) is considered below.
2.2 Mathematical description of the thermophysical characteristics of logs
In Figure 1 the three temperature ranges are presented, at which the process of
the logs’ thawing above the hygroscopic range is carried out, i.e., when u >ufsp.
There thermophysical characteristics of the logs and of both the frozen and
nonfrozen free and bound water in them during the separate temperature ranges
are also shown. The information on these characteristics is very important for the
solving of the model given above.
The mathematical descriptions of the thermal conductivities of nonfrozen wood,
λw‐nfr, and frozen wood, λw‐fr, and also of the specific heat capacities of nonfrozen
wood, cw�nfr, frozen wood, cw�fr, and frozen free and bound water in the wood, cfw
and cbwm, have been suggested in [8, 9, 18] using the experimentally determined data
in the dissertations by Kanter [25] and Chudinov [2] for their change as a function of t
and u. According to the suggested in [8, 9, 18] approach, the wood thermal conduc-
tivity during thawing of logs with moisture content u above the hygroscopic range
can be calculated with the help of the following equations for λw T, u, ρb, ufsp
 
:
λw ¼ λw0 � γ � 1þ β � T � 273:15ð Þ½ �, (5)
λw0 ¼ Kad � v � 0:165þ 1:39þ 3:8uð Þ � 3:3 � 10�7ρ2b þ 1:015 � 10�3ρb
  
, (6)
v ¼ 0:1284� 0:013u: (7)
The coefficients γ and β in Eq. (5) are calculated using the next equations:
• For nonfrozen wood at u> u272:15fsp and 272:15K<T ≤ 423:15K
γ ¼ 1:0, (8)
Figure 1.
Temperature ranges of the logs’ thawing process at u > ufsp and thermophysical characteristics of the wood and
of the frozen and nonfrozen bound and free water in it.
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is the task when the model of the studied object and the experimentally obtained
temperature field in it are known, but one or more variables in the model need to be
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The results from investigations of the temperature change subjected to thawing
frozen logs only at conductive boundary conditions (i.e., at prescribed surface
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result of such a study, it is possible to determine the real initial temperature of logs
depending on their dimensions, wood species, moisture content, and the tempera-
ture of the air near the logs during their many days staying in an open warehouse
before the thermal treatment in the production of veneer. The information about
the real value of that immeasurable parameter can be used for scientifically based
computing of the optimal, energy saving regimes for thermal treatment of each
specific batch of logs.
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• For frozen wood at u> u272:15fsp and 213:15K≤T ≤ 272:15K
γ ¼ 1þ 0:34 1:15 u� ufsp
� �� �
, (10)
β ¼ 0:002 u� ufsp





The fiber saturation points of the wood species, ufsp and u272:15fsp , are calculated
according to following Eqs. [9]:
ufsp ¼ u293:15fsp � 0:001 T � 293:15ð Þ, (12)
and consequently
u272:15fsp ¼ u293:15fsp þ 0:021, (13)
where u293:15fsp is the standardized fiber saturation point of the wood at T = 293.15 K
(i.e., at t = 20°C), kg�kg�1, and u272:15fsp is the fiber saturation point at T = 272.15 K (i.e.,
at t = –1°C), kg�kg�1. At t = –1°C, the melting of the frozen bound water in the wood
is fully completed, and the melting of the free water in the wood starts [22, 26].
The effective specific heat capacities of the logs during the pointed three ranges of
the thawing process, cwe‐1,2,3, which participate in Eq. (1), are equal to the following:
First range : cwе‐1 ¼ cw�fr þ cbwm, (14)
Second range : cwe‐2 ¼ cw�nfr þ cfw, (15)
Third range : cwe‐3 ¼ cw�nfr: (16)
According to the suggested in [8, 9, 22] mathematical description, the effective
specific heat capacities of the logs during their thawing can be calculated with the
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The wood density, ρw, which participates in Eq. (1), is determined above the
hygroscopic range according to the following Equation [1–22, 27]:
ρw ¼ ρb � 1þ uð Þ: (18)
2.3 Mathematical description of the heat transfer coefficients of logs
For solving of the 2D mathematical model given above, it is needed to have
values for the heat transfer coefficients of the logs in radial and longitudinal direc-
tions, αwr and αwp, respectively, which participate in Eqs. (3) and (4).
As it was mentioned in the Introduction, the values of αwr and αwp can be
computed by solving the inverse task of the heat transfer between the logs and
surrounding air environment.
The calculation of αwr and αwp can be carried out with the help of the following
equations of the similarity theory, which are valid for the cases of heating of
horizontally situated cylindrical bodies in conditions of free air convection [28]:
αwr ¼ Nur � λaL , (19)
αwр ¼ Nuр � λaD , (20)
Nur ¼ f Grr � Prað Þ0:25 � PraPrs
� �0:25" #
, (21)
Nup ¼ f Grp � Pra




Grr ¼ g � βa � L
3
w2a
� Tm τð Þ � Ts τð Þ½ �, (23)
Grp ¼ g � βa �D
3
w2a
� Tm τð Þ � Ts τð Þ½ �, (24)
Pra ¼ wa Tað Þaa Tað Þ , (25)
Prs ¼ wa Tsð Þaa Tsð Þ , (26)
For the usage of Eqs. (19)–(26), it is needed to have a mathematical description
of the thermophysical characteristics of the air, λ, β, w, and а, depending on T and
φ. The temperature of the air near the logs subjected to thawing during our
experiments described below changes in the range from 243.15 to 303.15 K (i.е.,
from –30°С to 30°С), and φ changes from 40–100% (see Figures 2 and 3).
For the calculation of λa, βa, wa, and аa, the temperature of the air, Тa, must be
used, but for the calculation of ws and аs in Eq. (26), the temperature of the surface
of the logs,Ts, has to be used.
In the accessible specialized sources, we did not find suitable mathematical
descriptions of λ, β, w, and а of the air, depending on T and φ, which could be
applied for the precise determination of αwr and αwp according to Eqs. (19)–(26).
Our further study has shown that for solving the inverse task of the heat transfer
between the logs and surrounding air, i.e., for the calculation of the heat transfer
coefficients of the logs, which participate in the boundary conditions (3) and (4) of
the model, the following equations are suitable [29]:
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The wood density, ρw, which participates in Eq. (1), is determined above the
hygroscopic range according to the following Equation [1–22, 27]:
ρw ¼ ρb � 1þ uð Þ: (18)
2.3 Mathematical description of the heat transfer coefficients of logs
For solving of the 2D mathematical model given above, it is needed to have
values for the heat transfer coefficients of the logs in radial and longitudinal direc-
tions, αwr and αwp, respectively, which participate in Eqs. (3) and (4).
As it was mentioned in the Introduction, the values of αwr and αwp can be
computed by solving the inverse task of the heat transfer between the logs and
surrounding air environment.
The calculation of αwr and αwp can be carried out with the help of the following
equations of the similarity theory, which are valid for the cases of heating of
horizontally situated cylindrical bodies in conditions of free air convection [28]:
αwr ¼ Nur � λaL , (19)
αwр ¼ Nuр � λaD , (20)
Nur ¼ f Grr � Prað Þ0:25 � PraPrs
� �0:25" #
, (21)
Nup ¼ f Grp � Pra




Grr ¼ g � βa � L
3
w2a
� Tm τð Þ � Ts τð Þ½ �, (23)
Grp ¼ g � βa �D
3
w2a
� Tm τð Þ � Ts τð Þ½ �, (24)
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the model, the following equations are suitable [29]:
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• In the radial direction on the cylindrical surface of the logs
αwr ¼ 1:123 T 0, z, τð Þ � Tm τð Þ½ �x (27)
• In the longitudinal direction on the frontal surface of the logs
αwp ¼ 2:56 T r, 0, τð Þ � Tm τð Þ½ �x (28)
where x is an exponent, whose values are determined during the solving and
validation of the model through the minimization of the root-square-mean error
Figure 2.
Experimentally determined change in tm, φm, and t in four points of the studied poplar log P1 during its 70 h
thawing.
Figure 3.
Experimentally determined change in tm, φm, and t in four points of the studied poplar log P2 during its 70 h
thawing.
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(RSME) between the calculated model and experimentally obtained results about
the change of the temperature fields subjected to thawing logs.
3. Experimental research of the thawing process of logs
3.1 Experimental research of the 2D temperature distribution in poplar logs
during their thawing
For solving the inverse task of the heat transfer aimed at validation of the
suggested above mathematical model, it is necessary to have experimentally
obtained data about the 2D temperature distribution in logs during their thawing.
That is why we realized such experiments using poplar (Populus nigra L.) logs with
D = 0.24 m, L = 0.48 m, and u > ufsp [26].
In Figure 4 the coordinates of four representative points of the logs, in which
the 2D change in the temperature was measured and registered during the logs’
thawing, are shown.
For the freezing of the logs before their thawing, a horizontal freezer was
used with adjustable temperature range from –1 to –30°C. Sensors Pt100 with long
metal casings were positioned in the drilled four holes of the logs. After 50 h
separately freezing each logs, the freezer was switched off. Then its lid was opened,
and 70 h thawing of the log at room temperature was carried out.
The automatic measurement and record of tm, φm, and t in the representative
points of the logs during the experiments was accomplished by Data Logger type
HygroLog NT3 produced by the Swiss firm ROTRONIC AG.
In Figures 2 and 3, the change in the temperature of the processing air medium,
tm, and in its humidity, φm, and also in the temperature in four representative
points of two poplar logs, named below as P1 and P2, respectively, during their
separate 70 h thawing is presented.
All curves of the experimentally obtained data on these figures are
drawn using the licensed software HW4 of the Data Logger. The left
coordinate axis on the figures is graduated at % of φm, and the right one is
graduated at °C of t.
Figure 4.
Radial (left) and longitudinal (right) coordinates of four characteristic points for the measurement of the
temperature in logs subjected to thawing.
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3.2 Mathematical description of the air medium temperature during logs’
thawing
The change shown in Figures 2 and 3 air medium temperature Tm during the
logs’ thawing with correlation 0.98 and root-square-mean error, σ < 1.5°C, has
been approximated with the help of the software package Table Curve 2D by the
following equation:
Тm ¼ aþ c � τ
0:5
1þ b � τ0:5 , (29)
whose coefficients are equal to:
• For log P1: а = 293.3637194, b = �0.00236425, c = �0.69281743.
• For log P2: a = 299.2738855, b = �0.00245303, c = �0.73047119.
and τ is the sum of the time of logs’ freezing, equal to 50 h = 180,000 s, and the
current time of the subsequent thawing of the logs, s.
Eq. (29) was used for solving Eqs. (3) and (4) of the model.
4. Numerical solution of the mathematical model of the logs’ thawing
process
The mathematical descriptions of the thermophysical characteristics of the logs
and also of Tm considered above were introduced in the mathematical model
(1) to (4). An explicit form of the finite-difference method was used for solving of
the model without any simplifications [7, 8].
4.1 Presentation of the model in a form suitable for programming
4.1.1 Presentation of Eq. (1) of the model
The presentation of Eq. (1) of the model suitable for programming discrete
analogue has been carried out using the given in Figures 5 and 6 coordinate system.
Figure 5.
Positioning of the knots of 2D calculation mesh on ¼ of longitudinal section of a log subjected to thawing (left)
and calculation mesh for solving of the model (right).
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These figures show the positioning of the knots of the calculation mesh and four
representative points, in which the nonstationary 2D distribution of the tempera-
ture in the longitudinal section subjected to thawing log has been calculated. The
mesh has been built on ¼ of the longitudinal section of the log due to the fact that
this ¼ is mirrored symmetrical towards the remaining ¾ of the same section.
Taking into consideration Eqs. (5) and (6), it can be written that
λw ¼ λw0r,p � γ � 1þ β � T � 273:15ð Þ½ � (30)
λw0r ¼ Kwr � v � 0:165þ 1:39þ 3:8uð Þ � 3:3 � 10�7ρ2b þ 1:015 � 10�3ρb
  
(31)
λw0p ¼ Kwp � v � 0:165þ 1:39þ 3:8uð Þ � 3:3 � 10�7ρ2b þ 1:015 � 10�3ρb
  
(32)





The discrete finite-difference analogue of the left-hand part of Eq. (1), which is
suitable for programming in FORTRAN, has the following form [7, 30]:
cwe�1,2,3 � ρw
∂T r, z, τð Þ
∂τ




Taking into account Eqs. (30), (31), and (32), the discrete analogue of the right-
hand part of Eq. (1) has the following form:
λwr
∂
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Δr2
þ 1
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Calculation mesh and representative points T1,T2,T3, and T4 on ¼ of the longitudinal section subjected to
thawing log.
79
Modeling of the Two-Dimensional Thawing of Logs in an Air Environment
DOI: http://dx.doi.org/10.5772/intechopen.93177
3.2 Mathematical description of the air medium temperature during logs’
thawing
The change shown in Figures 2 and 3 air medium temperature Tm during the
logs’ thawing with correlation 0.98 and root-square-mean error, σ < 1.5°C, has
been approximated with the help of the software package Table Curve 2D by the
following equation:
Тm ¼ aþ c � τ
0:5
1þ b � τ0:5 , (29)
whose coefficients are equal to:
• For log P1: а = 293.3637194, b = �0.00236425, c = �0.69281743.
• For log P2: a = 299.2738855, b = �0.00245303, c = �0.73047119.
and τ is the sum of the time of logs’ freezing, equal to 50 h = 180,000 s, and the
current time of the subsequent thawing of the logs, s.
Eq. (29) was used for solving Eqs. (3) and (4) of the model.
4. Numerical solution of the mathematical model of the logs’ thawing
process
The mathematical descriptions of the thermophysical characteristics of the logs
and also of Tm considered above were introduced in the mathematical model
(1) to (4). An explicit form of the finite-difference method was used for solving of
the model without any simplifications [7, 8].
4.1 Presentation of the model in a form suitable for programming
4.1.1 Presentation of Eq. (1) of the model
The presentation of Eq. (1) of the model suitable for programming discrete
analogue has been carried out using the given in Figures 5 and 6 coordinate system.
Figure 5.
Positioning of the knots of 2D calculation mesh on ¼ of longitudinal section of a log subjected to thawing (left)
and calculation mesh for solving of the model (right).
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These figures show the positioning of the knots of the calculation mesh and four
representative points, in which the nonstationary 2D distribution of the tempera-
ture in the longitudinal section subjected to thawing log has been calculated. The
mesh has been built on ¼ of the longitudinal section of the log due to the fact that
this ¼ is mirrored symmetrical towards the remaining ¾ of the same section.
Taking into consideration Eqs. (5) and (6), it can be written that
λw ¼ λw0r,p � γ � 1þ β � T � 273:15ð Þ½ � (30)
λw0r ¼ Kwr � v � 0:165þ 1:39þ 3:8uð Þ � 3:3 � 10�7ρ2b þ 1:015 � 10�3ρb
  
(31)
λw0p ¼ Kwp � v � 0:165þ 1:39þ 3:8uð Þ � 3:3 � 10�7ρ2b þ 1:015 � 10�3ρb
  
(32)
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Calculation mesh and representative points T1,T2,T3, and T4 on ¼ of the longitudinal section subjected to
thawing log.
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After alignment of Eq. (34) with Eq. (35) and taking into account Eq. (33), at
Δz = Δr, it is obtained that Eq. (1) is transformed into the following system of
algebraic equations:
Tnþ1i,k ¼ Tni,k þ
λw0r � γ � Δτ
cnwe‐1,2,3 � ρw � Δr2
:
:
1þ β � Tni,k � 273:15
� �� �
:














þβ � Tni�1,k � Tni,k










The term 1r in the right-hand part of Eq. (1) is represented as
1
i�1ð Þ�Δr in Eq. (35).
According to the requirements of FORTRAN [7, 30], the knots of the calculation
mesh, which are situated on the log’s surfaces, are denoted by numbers i = 1 and
k = 1 along the coordinate axes r and z, respectively.
The temperature in these surface knots is calculated with the help of Eqs. (38)
and (42) given below. Since Eq. (36) calculates the temperature in the knots, which
are located inside the logs, i.e., in the knots with i ≥ 2 and k ≥ 2, the denominator of
the term 1i�1 in this equation is always greater than zero.
It can be noted that the effective specific heat capacities of the log during the
pointed above three ranges of its thawing process (see Figure 1), cwe‐1, cwe‐2, and
cwe‐3, which are unitedly represented as cwe‐1,2,3 in Eq. (36), are computed according
to Eq. (17) separately for each knot of the calculation mesh.
4.1.2 Presentation of the equation of the initial condition in the model
The initial condition (2) of the model of logs’ thawing process obtains the
following discrete finite-difference form:
Т0i,k ¼ Tw0‐avg (37)
where Tw0-avg is the experimentally determined average mass temperature of the
log at the beginning of the thawing process, K.
4.1.3 Presentation of the equation of boundary condition in the model along the radial
coordinate
The boundary condition (3) of the logs’ thawing process obtains the following
final form, suitable for programming in FORTRAN:
Тnþ1i,1 ¼
Tni,2 þGni,1 � Tnþ1m
1þ Gni,1
: (38)
The variable Gni,1 in Eq. (38) is equal to
Gni,1 ¼
Δr � αnwp
λw0p � γ � 1þ β � Tni,1 � 273:15
� �� � , (39)
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where according to Eqs. (28) and (29)




aþ c � n � Δτð Þ0:5
1þ b � n � Δτð Þ0:5 : (41)
4.1.4. Presentation of the equation of boundary condition in the model along the
longitudinal coordinate
Analogously, the boundary condition (4) of the logs’ thawing process obtains
the following final form, suitable for programming in FORTRAN:
Тnþ11,k ¼
Tn2,k þGn1,k � Tnþ1m
1þGn1,k
: (42)
The variable Gn1,k in Eq. (42) is equal to
Gn1,k ¼
Δr � αnwr
λw0r � γ � 1þ β � Tn1,k � 273:15
   , (43)
where according to Eq. (27)
αnwr ¼ 1:123 Tn1,k � Tnm
 х (44)
and Тnm is calculated according to Eq. (41).
4.2 Input data for solving of the model
The numerical solving and verification of the model (1) to (4) has been realized
in the calculation environment of Visual FORTRAN Professional.
Using own software package in that environment, computations were carried
out for the determination of the 2D nonstationary change of t in the representative
points of the logs P1 and P2, whose experimentally registered temperature fields are
presented in Figures 2 and 3, respectively.
The initial temperature, tw0-avg; basic density, ρb; and moisture content, u, of the
logs during the experiments were as follows:
• For log P1: tw0-avg = �29.7°C, ρb = 359 kg�kg�1, and u = 1.44 kg�kg�1.
• For log P2: tw0-avg = �28.0°C, ρb = 364 kg�kg�1, and u = 1.78 kg�kg�1.
As it was mentioned above, the duration of the freezing and duration of the
subsequent thawing of the logs were equal to 50 and 70 h, respectively.
The model was solved with step Δr = Δz = 0.006 m along the coordinates r and z,
with step Δτ = 6 s [8, 23], and with the same initial and boundary conditions, as
they were during the experimental research.
During the solving of the model, mathematical descriptions of the
thermophysical characteristics of poplar sapwood with u293:15fsp ¼ 0:35 kg�kg�1,
Kwr = 1.48, and Kwp = 2.88 [7, 9] have been used.
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where according to Eqs. (28) and (29)
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Using own software package in that environment, computations were carried
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subsequent thawing of the logs were equal to 50 and 70 h, respectively.
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4.3 Inverse determination of the heat transfer coefficients during solving
of the model
The model (1) to (4) was solved with various values of the exponent x in
Eqs. (27) and (28). The computed by the model change of t in the four representa-
tive points of the logs with each of the tested values of the exponent x during the
thawing was compared mathematically with the corresponding one experimentally
registered change of t in these points with an interval of 15 min.
The aim of this comparison was to determine the values of x, which ensure the
best compliance between the computed and experimentally registered temperature
fields in subjected to thawing logs.
As a criterion of the best compliance, the minimum average value of RSME, σavg,









P � N � 1ð Þ
vuut , (45)
where tcompp,n and t
exp
p,n are the computed and experimentally registered tempera-
tures in the representative points; p is the number of the representative points of
the logs, р = 1, 2, 3, 4, i.e., Р = 4 was inputted into Eq. (45); n is the number of the
moments of the thawing process, (n = 1, 2, 3, … , N = τthaw)/(150Δτ) = 252,000
s/900 s = 280, because of the circumstance that the comparison of the computed
values of t with experimentally registered values in the same points was made with
an interval of 15 min = 900 s = 150Δτ.
For the calculation of σavg, a software program in the calculation environment of
MS Excel was prepared. At τthaw = 70 h = 252,000 s, RSME has been calculated with
the help of the program simultaneously for a total of N�P = 1120 temperature–time
points during the thawing of each log.
It was determined that the minimum values of RSME overall for the studied four
representative points are equal to σavg = 1.37°C for log P1 and to σavg = 1.34°C for log
P2. These minimum values of σavg correspond to the following values of the
Figure 7.
Calculated change in αwr and αwp of the log P1 during its 70 h thawing.
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exponent x in Eqs. (27) and (28), which were obtained during the solving of the
inverse task, x = 0.22 for log P1 and x = 0.20 for log P2.
Figures 7 and 8 present the calculated change in αwr and αwp during the studied
thawing process of the logs P1 and P2, respectively.
Figures 9 and 10 present the calculated change in tm and also in the logs’ surface
temperature ts and t of 4 representative points of the studied logs.
It can be seen that with the decrease of the difference between tm and ts during
the logs’ thawing, the heat transfer coefficients on Figures 7 and 8 gradually
decrease, as follows:
• At αwr: from 2.3 to 1.0 W�m�2�K�1 for P1 and from 1.9 to 1.2 W�m�2�K�1 for P2.
• At αwp: from 5.1 to 2.2 W�m�2�K�1 for P1 and from 4.5 to 2.8 W�m�2�K�1 for P2.
Figure 8.
Calculated change in αwr and αwp of the log P2 during its 70 h thawing.
Figure 9.
Experimentally determined and calculated change in tm, ts, and t in four points of the log P1 during its 70 h
thawing.
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4.3 Inverse determination of the heat transfer coefficients during solving
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registered change of t in these points with an interval of 15 min.
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best compliance between the computed and experimentally registered temperature
fields in subjected to thawing logs.
As a criterion of the best compliance, the minimum average value of RSME, σavg,









P � N � 1ð Þ
vuut , (45)
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exp
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the logs, р = 1, 2, 3, 4, i.e., Р = 4 was inputted into Eq. (45); n is the number of the
moments of the thawing process, (n = 1, 2, 3, … , N = τthaw)/(150Δτ) = 252,000
s/900 s = 280, because of the circumstance that the comparison of the computed
values of t with experimentally registered values in the same points was made with
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For the calculation of σavg, a software program in the calculation environment of
MS Excel was prepared. At τthaw = 70 h = 252,000 s, RSME has been calculated with
the help of the program simultaneously for a total of N�P = 1120 temperature–time
points during the thawing of each log.
It was determined that the minimum values of RSME overall for the studied four
representative points are equal to σavg = 1.37°C for log P1 and to σavg = 1.34°C for log
P2. These minimum values of σavg correspond to the following values of the
Figure 7.
Calculated change in αwr and αwp of the log P1 during its 70 h thawing.
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exponent x in Eqs. (27) and (28), which were obtained during the solving of the
inverse task, x = 0.22 for log P1 and x = 0.20 for log P2.
Figures 7 and 8 present the calculated change in αwr and αwp during the studied
thawing process of the logs P1 and P2, respectively.
Figures 9 and 10 present the calculated change in tm and also in the logs’ surface
temperature ts and t of 4 representative points of the studied logs.
It can be seen that with the decrease of the difference between tm and ts during
the logs’ thawing, the heat transfer coefficients on Figures 7 and 8 gradually
decrease, as follows:
• At αwr: from 2.3 to 1.0 W�m�2�K�1 for P1 and from 1.9 to 1.2 W�m�2�K�1 for P2.
• At αwp: from 5.1 to 2.2 W�m�2�K�1 for P1 and from 4.5 to 2.8 W�m�2�K�1 for P2.
Figure 8.
Calculated change in αwr and αwp of the log P2 during its 70 h thawing.
Figure 9.
Experimentally determined and calculated change in tm, ts, and t in four points of the log P1 during its 70 h
thawing.
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Using the obtained change in the heat transfer coefficients, the change in the
logs’ surface temperature during the thawing, ts, has been calculated by the model
(refer to Figures 9 and 10).
The comparison to each other of the analogical curves in Figures 2 and 9, and
also in Figures 3 and 10, shows good conformity between the calculated and
experimentally determined changes in the very complicated temperature fields of
the studied logs during their thawing.
During our extensive simulations with the model (1) to (4), we established good
qualitative and quantitative compliance between computed and experimentally
determined temperature fields of logs from numerous wood species with different
moisture content above the hygroscopic range [31].
The overall RSME for the studied four representative points in the logs does not
exceed 5% of the temperature ranges between the minimal and maximal tempera-
tures of each log during its thawing.
5. Conclusions
This chapter describes the creation, solving, and validation of a 2D nonlinear
mathematical model for the transient heat conduction subjected to thawing frozen
logs in an air environment.
The mechanism of the heat distribution in logs during their thawing has been
described by a 2D equation of heat conduction at convective boundary conditions.
For the numerical solving of the model with the help of explicit form of the finite-
difference method, a software package has been prepared in the calculation
medium of Visual FORTRAN Professional developed by Microsoft.
A validation of the model towards our own experimentally determined 2D
temperature distribution in poplar logs with a diameter of 0.24 m, length of 0.48 m,
and initial temperature about –30°C during their 70 h separate thawing at room
temperature has been carried out.
During the validation of the model, the inverse problem has been solved for the
determination of the logs’ heat transfer coefficients in radial and longitudinal
Figure 10.
Experimentally determined and calculated change in tm, ts, and t in four points of the log P2 during its 70 h
thawing.
84
Modeling and Simulation in Engineering - Selected Problems
directions. This problem has been solved also in regard to the logs’ surface temper-
ature, which depends on the mentioned coefficients.
The following minimum values of the average RSME total for the temperature
change in four representative points in each of the studied logs have been obtained:
• σavg = 1.37°C for log P1 with ρb = 359 kg�m�3 and u = 1.44 kg�kg�1.
• σavg = 1.34°C for log P2 with ρb = 364 kg�m�3 and u = 1.78 kg�kg�1.
During the solving of the inverse task, it was determined that the heat transfer
coefficients subjected to thawing logs decrease gradually, as follows:
• At αwr: from 2.3 to 1.0 W�m�2�K�1 for P1 and from 1.9 to 1.2 W�m�2�K�1 for P2.
• At αwp: from 5.1 to 2.2 W�m�2�K�1 for P1 and from 4.5 to 2.8 W�m�2�K�1 for P2.
Good adequacy and precision of the model towards the results from extensive
own experimental studies allow for the carrying out of various calculations with it,
which are connected to the nonstationary temperature distribution in logs during
their thawing in an air environment. For example, as a result of such calculations, it
is possible to determine the real initial temperature of logs depending on their
dimensions, wood species, moisture content, and the temperature of the air near the
logs during their many days staying in an open warehouse before the thermal
treatment in the production of veneer.
The information about the real value of that immeasurable parameter is needed
for scientifically based computing of the optimal, energy saving regimes for thermal
treatment of each specific batch of logs.
The model of the logs’ thawing process can be applied also in the software for
controllers used for advanced model predictive automatic control [20, 21, 32] of this
treatment. The approach for solving of the inverse task of the heat transfer in this
chapter could be further applied in the development and solving of analogous
models, for example, for the calculation of the temperature fields during freezing or
thawing processes of different wooden and other capillary porous materials.
Acknowledgements
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a temperature conductivity, m2�s�1
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D diameter, m
g acceleration of gravity, g = 9.81 m�s�2
Gr Grashoff’s number of similarity
L length, m
Nu Nusselt’s number of similarity
Pr Prandtl’s number of similarity
R radius: R = D/2, m
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directions. This problem has been solved also in regard to the logs’ surface temper-
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r radial coordinate: 0 ≤ r ≤ R, m
T temperature, K
t temperature, oC
u moisture content, kg�kg�1 = %/100
w kinematic viscosity coefficient, m2�s�1
x exponent, �
z longitudinal coordinate: 0 ≤ z ≤ L/2, m
α heat transfer coefficients between log’s surfaces and the surrounding air
medium, W�m�2�K�1
β coefficient of the volume expansion of the air, K�1
λ thermal conductivity (for wood or air), W�m�1�K�1
ρ density, kg�m�3
σ root-square-mean error (RSME), °C
τ time, s
φ relative humidity, %
Δr step along the coordinates r and z for solving of the model, m
Δτ step along the time coordinate for solving of the model, s
Subscripts
a air
avg average (for mass temperature of logs or for root-square-mean error)
b basic (for wood density, based on dry mass divided to green volume)
bw bound water




fre end of freezing
fsp fiber saturation point
fw free water
i current number of the knot of the calculation mesh in the direction along
the log’s radius: i = 1, 2, 3,… , 21 = (R/Δr + 1)
k current number of the knot of the calculation mesh in longitudinal direc-
tion of the logs: k = 1, 2, 3, … , 41 = (L/2/Δr + 1)
m medium (for temperature of the air environment near the logs during
their thawing process)





we wood effective (for specific heat capacity)
w-fr wood with frozen water in it
w-nfr wood with fully liquid water in it
w0p parallel to the wood fibers at °C
w0r radial direction of wood at °C
0 initial or at 0°C
1,2,3 1st, 2nd, 3rd (for temperature ranges of the logs’ thawing process)
@ at
& and simultaneously with this
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Superscripts
n current number of the step Δτ along the time coordinate during solving
of the model: n = 1, 2, 3, … , N = τthaw/Δτ
272.15 at 272.15 K, i.e., at –1°C
293.15 at 293.15 K, i.e., at 20°C
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Innovations in Heat Pump Design 
Using Computational Fluid 




Mathematical modeling of the heat pump as a result of continuity, momentum, 
and energy equations is obtained. To solve these equations numerically, the 
problem is divided by a finite number of control volumes. Then the differential 
equations in these control volumes integrated and converted into algebraic equa-
tions. The importance of computational fluid dynamics in Industry 4.0 applica-
tions is to make current applications more efficient in heat pump applications. 
In this study, the book section is composed of the application of computational 
fluid dynamics by the control volume method using Ansys fluent program, 
which will benefit readers from industry 4.0 perspective, especially in energy 
efficiency issues according to the volume method of controlling correct heat 
pump designs.
Keywords: heat pump design, industry 4.0, computational fluid dynamics, energy 
equations, control volume method
1. Introduction
The ever increasing demand for energy and the depletion of energy resources 
accelerate the search for new energy resources. The effects of global warming based 
on excessive fossil fuel consumption and problems in meeting the energy demand 
enabled the energy to become the main agenda item of the world as a current 
problem. In developed countries where energy is the main agenda item, frequent 
sessions are held on the balance of energy supply and demand. In particular, the 
search for cheap electricity, which the increasing population and industry needed, 
has increased the requirement for renewable energy resources. Hydraulic, solar, 
wind, and geothermal energy are important renewable energy sources because of 
their importance, easy-to-find, and cheap production [1–3].
At the same time, geothermal energy, which is used in the technology of soil 
air source heat exchanger and which is mentioned in renewable energy sources, 
is extensively used in topics such as cooling as well as heating homes, electricity 
generation, tourism, and heating greenhouses [4].
91
Chapter 5
Innovations in Heat Pump Design 
Using Computational Fluid 




Mathematical modeling of the heat pump as a result of continuity, momentum, 
and energy equations is obtained. To solve these equations numerically, the 
problem is divided by a finite number of control volumes. Then the differential 
equations in these control volumes integrated and converted into algebraic equa-
tions. The importance of computational fluid dynamics in Industry 4.0 applica-
tions is to make current applications more efficient in heat pump applications. 
In this study, the book section is composed of the application of computational 
fluid dynamics by the control volume method using Ansys fluent program, 
which will benefit readers from industry 4.0 perspective, especially in energy 
efficiency issues according to the volume method of controlling correct heat 
pump designs.
Keywords: heat pump design, industry 4.0, computational fluid dynamics, energy 
equations, control volume method
1. Introduction
The ever increasing demand for energy and the depletion of energy resources 
accelerate the search for new energy resources. The effects of global warming based 
on excessive fossil fuel consumption and problems in meeting the energy demand 
enabled the energy to become the main agenda item of the world as a current 
problem. In developed countries where energy is the main agenda item, frequent 
sessions are held on the balance of energy supply and demand. In particular, the 
search for cheap electricity, which the increasing population and industry needed, 
has increased the requirement for renewable energy resources. Hydraulic, solar, 
wind, and geothermal energy are important renewable energy sources because of 
their importance, easy-to-find, and cheap production [1–3].
At the same time, geothermal energy, which is used in the technology of soil 
air source heat exchanger and which is mentioned in renewable energy sources, 
is extensively used in topics such as cooling as well as heating homes, electricity 
generation, tourism, and heating greenhouses [4].
Modeling and Simulation in Engineering - Selected Problems
92
2. Soil air heat exchangers in general
In general, soil air heat exchangers passively cool or heat their environment 
according to the seasons in which they are used. Thermal performances of soil air 
heat exchangers generally vary according to pipe lengths, pipe diameters used, air 
inlet speeds, and number of deflectors [5].
3. Passive cooling systems
The increase in energy costs caused by the economic crises also reveals the need 
to reduce environmental damage by the method of recovering the heat generated. 
Therefore, energy-saving measures that can be taken in the main residences can be 
taken. The system capacities of buildings could be reduced by mechanical cooling 
packages.
Passive cooling is an alternative way to mechanical cooling. Heat wells, natural 
cooling sources as well as COP include mechanical cooling systems greater than 4. 
Buildings can be cooled in low energy and passive systems provided by several natural 
heat wells such as soil under the soil surface, utilizing ambient air.
Passive cooling systems
• Radiant cooling at night, providing a direct cooling tank for daytime use
• Night ventilation that provides direct human comfort during the day
• Comfort ventilation that directly provides human comfort daytime use
• Night ventilation aimed at cooling the building body at night
• Radiant cooling at night that supplies the cold during the day
• Direct evaporative cooling that cools the ventilation air non-mechanically
• Pool on the roof, etc. indirect evaporative cooling that provides cooling by 
doing can be classified as [6–8].
3.1 Soil sourced passive cooling system
It acts as a heat well especially for cooling the circulation air due to the tempera-
ture differences for a soil building. This type of energy can be used in shapes if the 
soil temperature is low enough. Passive cooling is possible if the building can be 
surrounded by soil as much as possible, provided that the wall’s thermal conductiv-
ity is high, that is, uninsulated. This application is very suitable in mild winter and 
hot summer climates. In climates with cold winters, the method is not preferred 
as that will raise the heat losses. Next to the building, the soil mass beneath and 
sometimes above it can be considered like a natural cooling source for the building 
in many climatic zones. In most places with a depth of 2–3 m, soil cooler can be a 
source. This may not be the case for very hot regions. If the soil surface is germi-
nated or during the daytime, dilution of the soil can be effective in using the soil as 
a heat source in hot regions [9, 10].
There are two known methods for ground-source passive heat source. The two 
methods common feature is that the soil design is provided so that evaporation is 
not prevented by the shading method [9, 10].
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In the first method, at least 10 cm thick in summer, on the soil surface, it is 
covered with materials such as pebble, tree, and watered [9, 10].
In the second method, water evaporation is provided from the soil surface with 
irrigation and summer rains. Thus, the soil temperature below is lowered and the 
surface temperature decreases [9, 10].
Ground-based cooling takes place in two methods, indirect and direct. Indirect 
contact, the thermal mass of the soil provides a decrease in indoor temperature with 
the soil. The precooling aspect is indirect. The circulated air temperature or water 
decreases thanks to the cool soil layer, so that the coolness inside the building can be 
used in the pipes installed underground [9, 10].
PVC pipes can be placed in the ground if the building is insulated very well as a heat 
exchanger. The building circulation air could be circulated to cool these pipes. Air  
circulation, which could be considered as a closed circuit, can also be the outside air 
intake. The internal air through the pipes, by circulating, buried in the ground, the 
air temperature could reach 10 K lower than the outside air temperature. Efficiency 
increases even further in lands with very high outdoor temperatures [9, 10].
4. Computational methods
4.1 Navier Stokes equations and continuity
Continuity equation and Navier-Stokes equations that can be applied to all flows 
are important flow equations. A conservation equation expresses the mass conser-
vation law of fluid passing through a control volume of differential dimensions. If 
we apply Newton’s second law to a control volume, we encounter momentum and 
motion conservation equations and Navier-Stokes equations. In Cartesian coordi-
nates with isothermal constant physical properties, motion and continuity equa-
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Here, all of the equations determined with the notations u, v, and w appear as the 
executive equation. Here, u gives the flow components x, y gives the flow components 
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y, and z gives the flow components z. Fluid mechanics and dynamics problems are 
managed with this equation. For the soil air heat exchanger, this problem can be solved 
with various simulation software packages. Three-dimensional and two-dimensional 
solutions are possible. u, v, and w velocity components are variable. From other nota-
tions, P (pressure), ρ (density), and μ (dynamic viscosity) are taken constantly [11–17].
Continuity equation [11–17]






The energy equation to be used for incompressible flow in Cartesian coordinates 
is given below in turbulent flow [11–17].
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4.3 Models of turbulence
Turbulence is the irregularity of a liquid or gas in motion. Non-turbulent flow is 
called laminar flow. The Reynolds number determines if flow conditions are turbu-
lent or laminar. Turbulence is one of the problems that have been handled by many 
scientists but no analytical solutions have been found. The molecules of a fluid with 
a uniform flow tend to stay as close to each other as possible and behave similarly. At 
the beginning of the nineteenth century, basic problems of fluids with regular fluids 
were solved and the foundations of fluid dynamics were laid. However, science refused 
to work on turbulence for a long time, seeing turbulence as an engineering problem. 
Turbulence modeling has an important place in computational fluid dynamics, and 
different numerical approaches have been developed to analyze turbulent flow [11–17].
In the DNS method called direct numerical simulation, the digital network and 
time resolution are at a level that can resolve the vortexes of all scales, and simula-
tions are carried out using basic moving equations without any modeling. The fact 
that this method requires a lot of computational cells and time steps makes the use 
of DNS in academic studies limited and practically impossible [11–17].
In high Reynolds numbers, in turbulent flow, the inertial forces of the flow 
become more dominant than viscous forces. As a result, fluid motion becomes 
unstable. Velocity and all other flow properties begin to change randomly and 
chaotically, and the flow becomes three-dimensional. The solution of a turbulent 
problem is as complex as its nature, and therefore various turbulence models have 
been developed for use in solving turbulent problems. The developed turbulence 
models cannot fully define the flow. There is no single turbulence model for 
each flow simulation. Different turbulence models can be used for flow models 
with different properties. Different turbulence models have been developed for 
turbulent flow analysis. Some of these developed models are given below [11–17].
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• Turbulence models;
• Zero equation model
• k–ε (epsilon) model
• RNG k–ε model (Reynolds normalized group turbulence model)
• k–ω (omega) model
• SST (shear stress transport) model
• The Reynolds stress model
• Omega-based Reynolds stress model
• Ansys Cfx transition model
• The large eddy simulation (LES) model
• The detached eddy simulation (DES) model
• The scale adaptive simulation model (SAS) [11–17]
• Buoyancy turbulence model
For accuracy and computational convergence accuracy, k-ε models are a good 
choice. Generally, this model is suitable for industrial applications with and without 
heat transfer for complex flows. In the k-ε models, similar to the k-ω model, two 
transport equations are solved, but there is a difference in the selection of the sec-
ond turbulence transport variable and is frequently applied in the CFD simulations 
of the k-ε and k-ω models. In terms of convergence and accuracy, the calculation 
cost is a good choice for the k-ε model [11–17].
4.4 k-ε standard model
In the numerical solutions of the most commonly used turbulent fluids, the k-ɛ 
model is used. Diffusion ratio (ε) and turbulent kinetic energy (k) equations are 
given [11–17].
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and due to the distributions of ε ,
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The turbulence viscosity and turbulence conductivity of the k-ε standard model 
can be expressed as follows [11–17].
Modeling and Simulation in Engineering - Selected Problems
94
y, and z gives the flow components z. Fluid mechanics and dynamics problems are 
managed with this equation. For the soil air heat exchanger, this problem can be solved 
with various simulation software packages. Three-dimensional and two-dimensional 
solutions are possible. u, v, and w velocity components are variable. From other nota-
tions, P (pressure), ρ (density), and μ (dynamic viscosity) are taken constantly [11–17].
Continuity equation [11–17]






The energy equation to be used for incompressible flow in Cartesian coordinates 
is given below in turbulent flow [11–17].
 
   
+ + = + + +   
   
δ δ δ δ δ δα φ
δ δ δ δ δ δ
2 2 2
2 2 2
T T T w w wu v u u
x y z x y z
 (5)
            = + + + + + + + +          
            
δ δ δ δ δ δ δ δ δφ
δ δ δ δ δ δ δ δ δ
22 2
2 2 2 2T T T v u w v u w
x y z x y y z z x
(6)
4.3 Models of turbulence
Turbulence is the irregularity of a liquid or gas in motion. Non-turbulent flow is 
called laminar flow. The Reynolds number determines if flow conditions are turbu-
lent or laminar. Turbulence is one of the problems that have been handled by many 
scientists but no analytical solutions have been found. The molecules of a fluid with 
a uniform flow tend to stay as close to each other as possible and behave similarly. At 
the beginning of the nineteenth century, basic problems of fluids with regular fluids 
were solved and the foundations of fluid dynamics were laid. However, science refused 
to work on turbulence for a long time, seeing turbulence as an engineering problem. 
Turbulence modeling has an important place in computational fluid dynamics, and 
different numerical approaches have been developed to analyze turbulent flow [11–17].
In the DNS method called direct numerical simulation, the digital network and 
time resolution are at a level that can resolve the vortexes of all scales, and simula-
tions are carried out using basic moving equations without any modeling. The fact 
that this method requires a lot of computational cells and time steps makes the use 
of DNS in academic studies limited and practically impossible [11–17].
In high Reynolds numbers, in turbulent flow, the inertial forces of the flow 
become more dominant than viscous forces. As a result, fluid motion becomes 
unstable. Velocity and all other flow properties begin to change randomly and 
chaotically, and the flow becomes three-dimensional. The solution of a turbulent 
problem is as complex as its nature, and therefore various turbulence models have 
been developed for use in solving turbulent problems. The developed turbulence 
models cannot fully define the flow. There is no single turbulence model for 
each flow simulation. Different turbulence models can be used for flow models 
with different properties. Different turbulence models have been developed for 
turbulent flow analysis. Some of these developed models are given below [11–17].
95
Innovations in Heat Pump Design Using Computational Fluid Dynamics with Control Volume...
DOI: http://dx.doi.org/10.5772/intechopen.93191
• Turbulence models;
• Zero equation model
• k–ε (epsilon) model
• RNG k–ε model (Reynolds normalized group turbulence model)
• k–ω (omega) model
• SST (shear stress transport) model
• The Reynolds stress model
• Omega-based Reynolds stress model
• Ansys Cfx transition model
• The large eddy simulation (LES) model
• The detached eddy simulation (DES) model
• The scale adaptive simulation model (SAS) [11–17]
• Buoyancy turbulence model
For accuracy and computational convergence accuracy, k-ε models are a good 
choice. Generally, this model is suitable for industrial applications with and without 
heat transfer for complex flows. In the k-ε models, similar to the k-ω model, two 
transport equations are solved, but there is a difference in the selection of the sec-
ond turbulence transport variable and is frequently applied in the CFD simulations 
of the k-ε and k-ω models. In terms of convergence and accuracy, the calculation 
cost is a good choice for the k-ε model [11–17].
4.4 k-ε standard model
In the numerical solutions of the most commonly used turbulent fluids, the k-ɛ 
model is used. Diffusion ratio (ε) and turbulent kinetic energy (k) equations are 
given [11–17].
 ( ) ( )
  
+ = + + + − ε − +  
   
µδ δ δ δρ ρ µ ρ
δ δ δ σ δ
t
i k b M k
i j k j
kk ku G G Y S
t x x x
 (7)
and due to the distributions of ε ,
 ( ) ( ) ( )ε ε ε ε
ε
   ε ε ε
ε + ε = + + + − +  
   
δδ δ δ µρ ρ µ






u C G G G C S
t x x x k k  (8)
The turbulence viscosity and turbulence conductivity of the k-ε standard model 
can be expressed as follows [11–17].
















Model constants for turbulence models are
ε =1 1.44C , 1.92 0.09 1.3 1.0ε ε= = = =µ σ σ2 , , , .kC C
4.5 Dimensionless parameters and heat transfer coefficients
The dimensionless parameters and heat transfer coefficients are given below are 
defined for the heat transfer occurring in the soil air heat exchanger (Figures 1 and 2) 
[11–17].
4.6 Heat transfer coefficients for convection
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Laminar to turbulent flow transition, among other parameters, relys on surface 
roughness, geometry of surface, free flow speed, temperature of surface, and fluid 
type. In the 1880s, Osborne Reynolds showed that the flow regime was based on 
the ratio of inertial forces to viscous forces as a result of experimental studies. The 
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Reynolds number is a dimensionless group. The Reynolds number for the flow in 
the circular tube is expressed as follows [11–17].
 = =ρ
µ




Cross-sectional view of a sample domain with soil thickness [18].
Figure 2. 
A sample ground earth-air source geometry domain [19].
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4.8 Friction factor
The friction factor in turbulent flow is expressed as follows for smooth pipes.
f = (0.790 ln Re – 1.64)−2 3000 < Re < 5 × 106 (14)
can be found from the first Petukhov explicit equation [11–17].
4.9 Nusselt number
The Nusselt number on a fluid is the result of the heat transfer recovery in that 
fluid layer to the ratio of transport to conduction. How effective the transport 
depends on the large number of Nusselt. The Nusselt number is associated with 
the friction factor in turbulent flow, and the sensitivity of this correlation at lower 
Reynolds numbers is expressed as follows:
Nu= 
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5. Computational fluid dynamics
A numerical method based on the principle of solving basic momentum, mass, 
and energy equations by computer is called computational fluid dynamics (CFD) 
(Figure 3). CFD partial differential equations that can be solved in computers are 
converted into several algebraic equations and provide a practical and fast study on 
fluid dynamics. Partial differential equations can easily access many sub-data depend-
ing on the parameters of speed, pressure, and temperature distributions in the flow 
and these parameters by numerically solving the model expressing the flow. A model 
of the relevant physical problem is defined by this model, which creates basic chemical 
and physical principles related to flow by using CFD method, by defining this model 
by using fluid dynamics with various computer software, the physical and chemical 
principles related to fluid are defined in this model. Information about the real behavior 
of the problem can be obtained. This method allows the geometry of the problem to 
be easily created and analyzed. The emphasis on CFD is that it provides benefit from 
experimental studies relatively economically and from time. Computational fluid 
dynamics is widely used in product design and research and development today [11–17].
Many parameters related to temperature distribution of an underground 
reservoir, air velocity around a moving car, pressures on an airplane wing, and 
airflow distribution in an environment can be found using CFD. Developments 
99
Innovations in Heat Pump Design Using Computational Fluid Dynamics with Control Volume...
DOI: http://dx.doi.org/10.5772/intechopen.93191
in dynamical systems and computer software have been created in the virtual 
environment by analyzing high turbulent flows numerically with computational 
fluid dynamics theory in recent years. In addition, single-phase flows, as well as 
multi-phase flows, have been resolved with maximum similarity. For example, the 
structure of harmful factors such as cavitation in pumps is examined and precau-
tions are taken according to the results. CFD software developed to solve flux, heat, 
and chemical reaction problems takes place in three basic stages as solution, pre-
treatment, and post-treatment [11–17].
If heat transfer is discussed with numerical method, for example, in a 3-dimen-
sional geometry, the issues such as soil properties should be well understood due to 
the complexity of heat transfer. Many factors such as working fluid flow rate, soil 
air boundary conditions can affect the verification of the numerical method result. 
The following assumptions can be proposed for numerical modeling of an exem-
plary 3D soil air heat pump.
1. Since the model is designed in three dimensions, the average thermal proper-
ties of the ground are assumed to be constant throughout the geometry.
2. The first soil temperature defined in the model is a function of depth.
3. The effect of groundwater flow in the solid zone, which is considered as pure 
heat conduction, is neglected.
4. The velocity profiles of the U-shaped pipe of the ground air heat pump are 
equal.
Since the numerical method established is completely exposed to the external 
environment, the temperature is directly affected by solar radiation. When the 
ground surface is covered with a building, its protection from both other structures 
and direct sun radiation results in a low temperature fluctuation near the ground 
surface. For the reasons described above, the ambient temperature only represents 
Figure 3. 
Basic steps for CFD [20].
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the floor temperature. The energy equations of the outlet and inlet pipes are derived 
from parameters such as the inlet and outlet angle of the working fluid of the fluid 
regions according to the finite volume method [11–17].
5.1 Numerical model for solution
The finite volume method, which is a numerical method used in the solution 
of partial differential equations, is used to solve the integral states of fluid motion 
equations by separating them in physical space [11–17].
For the solution to be examined, the solution must be splitted into a finite 
number of control volumes that do not overlap. All finite number elements are 
called digital networks or solution networks. Variables are generally calculated 
at the center of control volumes. With the finite volume method applied to very 
flexible solution networks, calculations are not made at the node points unlike other 
methods. It gives successful results in non-structural solution networks as well as 
structural solution networks. To be more flexible and applicable to complex geom-
etries, mostly non-structural solution networks are preferred (Figure 4) [11–17].
6. Recent studies for earth-air heat pump
6.1 Earth-air heat pump study-1
In this study, the residential buildings in the Mediterranean climate describe 
the three parameters simulation effect on the thermal performance of the soil air 
source heat pump system. These three parameters are diameter of pipe, flowing 
air velocity, and gaps between pipes. ANSYS-CFX is used. In the simulation results 
confirmed by experimental data and analytical results, it was concluded that the 
increase of air velocity and the distance between adjacent pipes for a given pipe 
diameter is inversely proportional to the heat transfer for cooling. It is concluded 
that the soil air heat efficiency will continue even when the distance between the 
pipes falls from 1 to 0.5 m, with the result that it should be in the presence of 50% 
more soil area (Figure 5) [18].
Figure 4. 
A sample mesh geometry for the earth-air heat pump [21].
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6.2 Earth-air heat pump study-2
The need for prefabricated housing can be considered especially to compare the 
short-term housing needs of people who are victims of migration. In this work, a 
design proposal was made for a refugee house that fits the Swedish climate of the three 
main passive cooling and heating solutions, including the Trombe wall, the Ground 
air heat exchanger, and the green wall. The main purpose of combining these systems 
is to reduce the heating as well as cooling loads and thus reducing emissions, reducing 
the negative impact of the house on energy use in the environment. The prefabricated 
refugee house is designed to consume 180 kWh/m2/year of energy annually. ANSYS 
(simulation) and TRNSYS (dynamic system modeling) software are used. According 
to the simulation results, 2.8 kWh/m2/year cooling load and 7.9 kWh/m2/year heat-
ing load were obtained. Also it is seen that the total energy consumption reached 
18.4 kWh/m2/year. 7.4 years repayment period is the pre-feasibility cost during its 
25-year construction life. Main energy request is 0.032 GJ/m2/year and CO2 emis-
sion amount is 231.1 kg CO2e/year. In Lund, which has an urban living laboratory in 
Sweden, a proof of concept has been applied to validate the simulation results through 
a 12-month post couple assessment and monitoring study (Figure 6) [19].
Figure 5. 
Experimental scheme for the study [22].
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Figure 7. 
An experimental domain for the study [24].
Figure 6. 
A refugee building for CFD study [23].
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6.3 Earth-air heat pump study-3
The relationship between the cooling technology of the ground-air heat pump 
heat exchanger of an office building in Jinan city and the indoor heat exchange was 
investigated. The thermal distribution of the interior was analyzed with CFD. With 
the Airpak software, the distribution of the speed field, the internal temperature 
field, and the PMV index were obtained. In this study, energy use efficiency was 
also analyzed. Important conditions in the airflow design of office rooms have 
been determined in small temperature differences of the soil air heat exchanger. 
This study provides a basic reference for the soil-air heat exchanger cooling system 
design (Figure 7) [20].
6.4 Earth-air heat pump study-4
Natural and thermal ventilation behavior is evaluated as in an underground con-
struction and determines the behavior of building components such as chimneys, 
tunnels, and caves in different parts of the year. With the advanced CFD model, 
the temperature distribution when a more realistic simulation of underground 
constructions is exposed to natural ventilation is provided. In every period, the role 
of the building components mentioned above in the arrangement of the interior 
changes significantly. According to the results obtained from the study, thermal 
stability has been provided in the cave despite the extreme energy temperatures 
and zero energy consumption. Floor temperature plays an important role in the 
regulation of natural ventilation. This is the key element in the ventilation of the 
building construction. Due to the lower air velocities, the ventilation shaft has no 
significant effect on the above situation. Adjustments and boundary conditions 
of advanced CFD models can play an important role in deciding the design of the 
energy management system and ventilation and may even be a reference model in 
other underground projects [25].
7. Conclusions
Computational fluid dynamics is of vital importance, particularly in determin-
ing soil air heat pumps, which are difficult to build and implement in residential 
buildings, especially in building energy efficiency. CFD technique is important 
especially in the widespread application of soil air heat pumps, which will provide 
less energy usage and thus increase the environmental impact.
As emphasized in the studies, for example, the three-dimensional solution of the 
thermal properties of a three-dimensional structure is possible only with a tempo-
rary heat transfer model. By determining a circular cross section region, it can be 
estimated with a rectangular geometry close to the same area. Energy balances can 
be established separately in the fluid and solid regions. Experimental data about 
the section where the liquid comes out, soil temperatures, numerical model are 
verified. Thermal short circuit effects between the heat transfer rate between two U 
pipes and the outlet thermostat temperature can be investigated. The effects of flow 
rate are also important. As a result of the analyzes, it can be said that the distance 
between the two pipes per unit soil depth gradually increases or decreases the rate 
of heat transfer. Numerical approaches can create effective estimates, although the 
soil temperature and liquid output are not stable. These studies actually reveal the 
value of the numerical method in evaluating the energy performance of a building 
or industrial facility for 1 year of energy from ground or air source heat pumps.
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Abstract
An image watermarking method using Discrete Wavelet Transform (DWT) and
Genetic Algorithm (GA) is presented for applications like content authentication
and copyright protection. This method is robust to various image attacks. For
watermark detection/extraction, the cover image is not essential. Gray scale images
of size 512  512 as cover image and binary images of size 64  64 as watermark are
used in the simulation of the proposed method. Watermark embedding is done in
the DWT domain. 3rd and 2nd level detail sub-band coefficients are selected for
further processing. Selected coefficients are arranged in different blocks. The size of
the block and the number blocks depends on the size of the watermark. One
watermark bit is embedded in each block. Then, inverse DWT operation is
performed to get the required watermarked image. This watermarked image is used
for transmission and distribution purposes. In case of any dispute over the owner-
ship, the hidden watermark is decoded to solve the problem. Threshold-based
method is used for watermark extraction. Control parameters are identified and
optimized based on GA for targeted performance in terms of PSNR and NCC.
Performance comparison is done with the existing works and substantial improve-
ment is witnessed.
Keywords: image watermarking, discrete wavelet transform, genetic algorithm,
PSNR and NCC
1. Introduction
In today’s world, digital media storage and its security are of the highest impor-
tance for any multimedia application. Copyright protection, proof of ownership and
image authentication are some of the applications in the protection of the digital
data. Watermarking Technique is one of the methods used in these applications. In
the watermarking process, specific information called watermark is embedded
imperceptibly into the original media object. The Watermarking algorithm is
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referred to as an oblivious (also called as public/blind) if the extraction can be done,
just with the knowledge of watermarked image.
Quality, robustness and blindness are the three key aspects in a watermarking
system. The degradation in the quality of a watermarked image should be minimal
and invisible. The watermarking system should be robust enough to withstand
various image watermark attacks. In applications where the original image is not
available at the time of extraction, blindness is essential.
In this chapter, a robust and oblivious image watermarking scheme based on the
maximum wavelet coefficient modulation is proposed.
2. Review of the related works
Watermarking process can be implemented both in spatial and transform
domains. In Spatial domain, the process is simple but it is hard to achieve robust-
ness. In transform domain, the watermarking is very secure and robust but the
process is complex. Discrete Wavelet Transform (DWT), Fourier Transform (FT),
Singular Value Decomposition (SVD) and Discrete Cosine Transform (DCT) are
some of the popular Image transformation methods used in the watermarking
algorithms. DWT based image watermarking is easy and effective when compared
with the other approaches [1]. Transform coefficient selection is the most important
aspect in DWT based implementation. In [2], significant wavelet coefficients are
selected to embed the watermark. Wang et al. [3] proposed a watermarking method
where the significant coefficients are selected based on multi-threshold wavelet
coding (MTWC) and successive sub-band quantization (SSQ). Significant coeffi-
cients are selected and quantized to embed the watermark. In [4], two different
watermarking algorithms were proposed. In the first method, the triplets of signif-
icant coefficients are modified based on a sequence of bits to embed the watermark.
In the second method, the coefficients are divided into rectangular blocks. In each
block, one watermark bit is embedded.
In [2, 5, 6], the significant coefficients which are selected from global coeffi-
cients are used and showed robustness to many image attacks. The problem is that
the order of extracting the significant coefficients in the extraction process should
be exactly the same as those in the embedding process. Hence, they are not suitable
for blind watermarking.
W.H. Lin et al. [7] used DWT for watermarking a 512  512 grayscale image.
They quantized the maximum wavelet coefficient of a variable-sized block of a
selected sub-band. The watermark is a 32  16 binary image. Low embedding
capacity and adjustment of the scheme parameters to satisfy some specified
watermarking requirements (PSNR and NCC with attacks) are the limitations of
their method.
This chapter focuses on a robust and oblivious watermarking method. In this
method, local maximum coefficient in the wavelet transform domain is used for
embedding a binary watermark into a grayscale original image. Third level DWT
is applied to the original image and watermark is embedded in the LH sub-band.
Sub-band coefficients are grouped into equal sized blocks and a watermark bit is
embedded in every block. In each block, the coefficient with maximum value is
either increased or decreased based on the corresponding watermarking bit. The
coefficient value (maximum) is increased if the bit is 1 and it is reduced to a value
slightly higher than second maximum coefficient if the bit is 0. In the extraction
process, the energy of the coefficient with maximum value in every block is
decreased. After the decrement, if it is still the maximum coefficient in the block,
the watermark bit is 1, or else the bit is 0.
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The scheme is characterized by parameters to get control over the embedding
and extraction process. Then, the Genetic Algorithm (GA) is used for parameter
optimization. Optimization is required to satisfy the conflicting requirements of the
Peak Signal to Noise Ratio (PSNR) and the Normalized Cross-correlation (NCC).
Experimental results show that the proposed method is better than the existing
methods [8] in terms of both PSNR and NCC.
3. Genetic algorithm
Genetic Algorithms (GAs) [9, 10] are computer-based problem-solving systems
that use computational models of some of the known mechanisms in evolution as
key elements in their design and implementation. GA can be described as a search
heuristic that mimics the process of natural evolution. Heuristic means discovery.
Heuristic methods are based on experience, rational ideas, and rules of thumb.
Heuristics are based more on common sense than on mathematics. This heuristic is
habitually used to generate useful solutions to improvement and search problems.
Genetic algorithms belong to the larger class of organic process algorithms (EA),
which generate solutions to improvement problems using techniques inspired by
uncolored evolution, such as selection, crossover, acquisition, and mutation.
In a genetic algorithm, a accumulation of strings or chromosomes which encode
several solutions to an optimization problem develop towards better solutions. In
general, solutions are described in binary as strings of 0 s and 1 s, but other
encryptions are also possible. Evolution usually originates from a group of randomly
produced individuals and takes place in generations. In each generation, the suit-
ability of every individual in the population is evaluated, aggregate individuals are
randomly selected from the current grouping based on their suitableness, and
adapted (with recombination and possibly random mutation) to form a new
grouping. The new grouping is then used in the next process of the algorithm. The
algorithm modify according to the specified resultant criteria. If the algorithm has
concluded due to a extreme number of generations, an adequate solution may or
may not have been reached.
A typical genetic algorithmic program requires the following:
1.Genetic creation of the solution domain
2.A fitness function to measure the solution domain
A standard delegacy of the result is as an array of bits. Arrays of other types and
composition can also be used. The main attribute that makes these genetic mean
favorable is that their surroundings are easily allied due to their rigid size, which
serve simple crossover dealings. Variable-dimension representations may also be
utilized, but crossover execution is more involved in this case. Tree-like represen-
tations are explored in genetic planning and graph-form mean are explored in
organic process programming.
The fitness utility is defined over the heritable representation and explores the
choice of the represented result. The fitness usefulness is always job dependent. For
example, in the backpack problem, one wants to increase the total value of target
that can be put in a backpack of some fixed volume. A representation of a result
might be an array of fragment, where each bit represents a contrary object, and the
value of the bit (0 or 1) represents whether or not the aim is in the backpack. Not all
such representation is effectual, as the size of target may surpass the capacity of the
knapsack. The fitness of the result is the sum of belief of all objects in the knapsack
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if the content is valid or 0 otherwise. In some job, it is hard or even impracticable
to define the fittingness expression; in these causes, synergistic genetic algorithms
are used.
Once we have got the genetic representation and the suitability function
outlined, GA yield to initialize a grouping of solutions randomly, and then amend it
through insistent application of the causal agent; selection, crossover, organism,
and fitness evaluation. Although recollection methods that are based on the use of
two rear are more “biology-inspired”, some inquiry [11, 12] suggests more than two
“parents” are improved to be used to re-create a good quality chromosome. Cross-
over and Alteration are known as the main genetic operators. It is possible to use
other operators such as regrouping, colonization-extinction, or migration in genetic
algorithms [13].
4. Proposed watermarking scheme
In this section, the planned scheme is represented in three sub-sections. The
next piece of writing deals with the watermark embedding state, watermark dilata-
tion is explained in advance section and the utilization of GA for determining the
optimal parameters of the strategy is given in further section.
Watermark Embedding:
In the projected algorithm, a double star watermark image is integrated in a
grayscale covering image. The transform in use is DWT. The embedding scheme is
supported on the local maximal wavelet constant modulation.
The steps of the proposed embedding algorithm are as follows.
1.Decompose the cover image using third level DWT and obtain the sub-bands
(LL3, LH3, HL3, and HH3).
2.Represent the binary watermark as a vector. Let the number of watermark bits
is Nw.
3.Divide the LH3 sub-band into Nw number of blocks.
4.Compute mean value of the maximum wavelet coefficient (MWCmean) and
adaptive embedding parameter (a j) as follows:





Mj ¼ max j, if the watermark bit is ‘1’.
¼ max j � t1, otherwise
max j = maximum wavelet coefficient of the jth block.
t1 = scaling factor
bð Þ a j ¼ t2 �maximum javg jj, jMWCmean � t3j
n o
for all j ¼ 1 to Nw (2)
Where,
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avg j = average coefficient value of the j
th block
t2, t3 are the scaling parameters
5.Modulate max j according to the Watermark bit
for all j ¼ 1 to Nw as follows:
max newj ¼ max j þ a j, if the watermark bit is‘1’
¼ sec j þ a j otherwise (3)
Where,
sec j denotes the second maximum coefficient value of the jth block.
t3 is the scaling factor (less than 1)
6.Get the modified LH3 sub-band by combining the modulated blocks.
7. Obtain the three-level inverse DWT using a modified LH3 sub-band to get the
watermarked image.
The parameters/scaling factors; t1, t2, and t3; are used to control the value of the
PSNR.
Watermark extraction:
Possibly attacked watermarked image is the only input image required for the
extraction process as the scheme is an oblivious watermarking method. Parameter
t4 value is required. Even if the value of t4 is not available, GA may be used to find
its value.
Extraction of the watermark is as follows:
1.Decompose the possibly attacked watermarked image using third-level DWT
and obtain the sub-bands (LL3, LH3, HL3, and HH3).
2.Divide the LH3 sub-band into Nw a number of blocks.
3.Compute the following






Where max °j denotes the maximum coefficient of j
th the block.




Where, avg°j is the average coefficient value of the j
th block excluding max °j.
4.Detect the watermark bit using the following detection rule for all j ¼ 1 to Nw
Watermark bit ¼ 1, if max °j � t4 � a°j
� �
> ¼ sec °j
¼ 0, otherwise (6)
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Where,
t4 is the scaling factor,
a°j ¼ maximum javg°jj, jMeanblockj, k1, k2
� �
(7)
k1 ¼ max °j=MWC°mean (8)
k2 ¼ avg°j=Meanblock (9)
sec °j = secondary maximum value of the j
th block.
The parameter/scaling factor, t4, is used to control the value of the NCC.
5. Optimization of parameters using GA
As spoke to in area 2, GA can be used for watermarking concern [14] dependent
on the way that amazing watermarking has two opposing interest, PSNR and NCC.
These two hypothesize are identified with one another and consequently the
watermarking algorithmic standard spoke to above must be streamlined. Advance-
ment movement space and the appropriateness work are spoken to as follows.
Search space: The conviction of the four estimating factors (t1, t2, t3 and t4) are
the base that, if most loved appropriately, will bring about ideal unaware and
lashing watermarking. It is the job of the GA to knowledge such qualities, where the
GA’s research space must consider all conceivable conviction for the four evaluating
factors. The GA is an iterative method that accomplishes advancement in a given
pursuit space utilizing the hereditary administrators (choice, multiplication, hybrid
and transformation) and a wellness work as portrayed in segment 2.
The fitness function: Two common performance evaluation metrics are com-
bined to form the fitness function, PSNR and NCC. The fitness function is formed
by combining the two metrics as follows.





NCCk,l � αkð Þ (10)
Where l denotes GA generation number, p denotes the total number of attacks used
in the optimization process,NCCk,l representsNCC valuewith attack k and αk repre-
sents theweighting factor for NCC. PSNR andNCC are defined by Eqs. (12) and (13).
Figure 1 shows the flow chart for the performance optimization of the
watermarking scheme.
Optimization of parameters is described as follows: mutation.
Note: Steps 1 to 3 speaks to the introduction of the GA-preparing factors.
1.Define an underlying reach for all the variables (or scaling factors) utilized in
the plan.
2.Specify the assortment size, hybrid rate, change rate, and various cycles.
3.Specify the end standards.
4.Write a capacity to insert a twofold watermark into the dark level spread
picture following the means given in the above area. The capacity should
restore the PSNR estimation of the got watermarked picture.
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5.Write a capacity to extricate the watermark from the assaulted watermarked
picture (with at least one explicit assaults) according to the technique clarified
in the above segment. The capacity should restore the NCC esteem for the
removed watermark.
6.Write another capacity by utilizing the boundaries of the plan, install, and
separate capacities depicted in the past two stages for computing the wellness
esteem. The wellness work is characterized in Eq. (10).
7.Run GA to augment the wellness work. After the end of GA, we get the ideal
qualities for the boundaries.
8.Using the boundary esteems got from the past advance, ascertain the ideal
estimation of PSNR for an unattacked watermarked picture and NCC values
for the separated watermarks with different assaults.
9.Use the acquired ideal estimations of PSNR and NCCs with different assaults
to depict the presentation of the plan.
6. Experimental results
Three different cover images are used for experimentation. They are Lena,
Peppers, and Barbara (512  512 pixels, 8 bits/pixel) which are shown in Figure 2
(a), (b), and (c) respectively. MATLAB 7.0 and Checkmark 1.2 [15] are used for
testing the robustness of the proposed scheme. Two dimensional DWT with ‘Haar’
wavelet filters is used. Genetic Algorithm (GA) with a population size of 20 chro-
mosomes, a crossover rate of 0.8, and a Gaussian mutation function (with a scale
1.0 and shrink 1.0) are used.
Figure 1.
Flow chart for GA based watermark embedding.
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GA’s research space must consider all conceivable conviction for the four evaluating
factors. The GA is an iterative method that accomplishes advancement in a given
pursuit space utilizing the hereditary administrators (choice, multiplication, hybrid
and transformation) and a wellness work as portrayed in segment 2.
The fitness function: Two common performance evaluation metrics are com-
bined to form the fitness function, PSNR and NCC. The fitness function is formed
by combining the two metrics as follows.





NCCk,l � αkð Þ (10)
Where l denotes GA generation number, p denotes the total number of attacks used
in the optimization process,NCCk,l representsNCC valuewith attack k and αk repre-
sents theweighting factor for NCC. PSNR andNCC are defined by Eqs. (12) and (13).
Figure 1 shows the flow chart for the performance optimization of the
watermarking scheme.
Optimization of parameters is described as follows: mutation.
Note: Steps 1 to 3 speaks to the introduction of the GA-preparing factors.
1.Define an underlying reach for all the variables (or scaling factors) utilized in
the plan.
2.Specify the assortment size, hybrid rate, change rate, and various cycles.
3.Specify the end standards.
4.Write a capacity to insert a twofold watermark into the dark level spread
picture following the means given in the above area. The capacity should
restore the PSNR estimation of the got watermarked picture.
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5.Write a capacity to extricate the watermark from the assaulted watermarked
picture (with at least one explicit assaults) according to the technique clarified
in the above segment. The capacity should restore the NCC esteem for the
removed watermark.
6.Write another capacity by utilizing the boundaries of the plan, install, and
separate capacities depicted in the past two stages for computing the wellness
esteem. The wellness work is characterized in Eq. (10).
7.Run GA to augment the wellness work. After the end of GA, we get the ideal
qualities for the boundaries.
8.Using the boundary esteems got from the past advance, ascertain the ideal
estimation of PSNR for an unattacked watermarked picture and NCC values
for the separated watermarks with different assaults.
9.Use the acquired ideal estimations of PSNR and NCCs with different assaults
to depict the presentation of the plan.
6. Experimental results
Three different cover images are used for experimentation. They are Lena,
Peppers, and Barbara (512  512 pixels, 8 bits/pixel) which are shown in Figure 2
(a), (b), and (c) respectively. MATLAB 7.0 and Checkmark 1.2 [15] are used for
testing the robustness of the proposed scheme. Two dimensional DWT with ‘Haar’
wavelet filters is used. Genetic Algorithm (GA) with a population size of 20 chro-
mosomes, a crossover rate of 0.8, and a Gaussian mutation function (with a scale
1.0 and shrink 1.0) are used.
Figure 1.
Flow chart for GA based watermark embedding.
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The peak signal-to-noise ratio (PSNR) is used to evaluate the quality between an
attacked image and the original image. PSNR is defined as follows:







y¼1 f i, jð Þ � gði, jÞ½ �2
dB (11)
Where, M and N are the tallness and width of the picture, individually. f(i, j)
and g(i, j) are the pixel esteems situated at facilitates (I, j) of the first picture, and
the assaulted picture, separately. Subsequent to extricating the watermark, the
standardized connection coefficient (NCC) is registered utilizing the first water-
mark and the separated watermark to pass judgment on the presence of the water-
mark and to quantify the rightness of a removed watermark.














j¼1 w° i, jð Þ �w°mean
� �2� �r (12)
Where, m and n are the stature and width of the watermark, individually. The
images are the pieces situated at the directions of the first watermark and the
separated watermark individually. The images are the mean estimations of the first
watermark and the extricated watermark individually. Genetic Algorithm is exe-
cuted to find the optimum values for the scaling factors of the proposed scheme.
Scaling factors used in the proposed algorithm are t1, t2, t3 and t4. Scaling factors can
be adjusted according to PSNR and NCC requirements. The required values (target
values for GA process) must be included in the fitness function written for GA. Let
the required values for PSNR and NCC are 42 and 1 respectively. PSNR depends
upon the scheme parameters t1, t2, and t3. NCC depends on t4. But, PSNR and NCC
are not independent. Hence, it is not possible to fix the values for both PSNR and
NCC. In addition, one can specify the weights for requirements. As the required
value of NCC is very small in comparison with the required PSNR, a weight 20 is
used for NCC. Refer the expression shown for fitness function in the first row of
Table 1. GA will optimize the whole process according to the requirements speci-
fied in the fitness function and produces the optimum values for PSNR, NCC, and
scaling factors. We can also specify one or more image attacks against which
robustness is required for the watermark. In these experiments, a JPEG attack with
quality factor 40 is specified for GA.
Figure 2.
Cover images of size 512 � 512 (a) Lena, (b) Peppers, and (c) Barbara.
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Table 1 shows the results of GA with Lena as the cover (cover) image. Optimum
values for PSNR, NCC and scaling factors (scheme parameters) after each GA
generation are shown. Results are shown up to five GA generations. Hence, five sets
of optimum values are available for use. The set that is more close to the require-
ment for the specified application can be selected. In terms of both PSNR and NCC,
parameter values obtained after the fifth generation are good. Similarly, Tables 2
and 3 show the GA results with Peppers and Barbara cover images respectively. In
Tables 2 and 3, parameter values obtained after fourth-generation are optimum in
terms of both PSNR and NCC.
Original watermark image is shown in Figure 3(a) and (b) shows the
unattacked watermarked Lena. Figure 3(c) shows the attacked (JPEG, quality
factor 40) watermarked Lena. The extracted watermark is shown in Figure 3(d).
Scaling factors used for watermarking are t1 = 0.3140, t2 = 0.7962, t3 = 0.8903 and
t4 = 0.6206 (Refer the last row of Table 1).
JPEG is one of the most much of the time utilized configurations regarding the
Internet and advanced cameras. The JPEG quality factor is a number somewhere in
the range of 0 and 100 and partners a numerical incentive with a specific pressure
level. At the point when the quality factor is diminished from 100, the picture
pressure is improved, however the nature of the subsequent picture is fundamen-
tally decreased. Changed quality variables are applied in the analyses, and the
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors [t1, t2, t3, t4]
1 (20) 3.1412 41.8024 0.8528 [0.4017, 0.5404, 0.8020, 0.3730]
2 (40) 3.5756 42.2452 0.8371 [0.7123, 0.4546, 0.9787, 0.4052]
3 (60) 3.8528 42.1525 0.8258 [0.6213, 0.4676, 0.6829, 0.4343]
4 (80) 3.2263 41.7069 0.8493 [0.7654, 0.5576, 0.5172, 0.4459]
5 (100) 2.8405 40.8038 0.9178 [0.8038, 0.5743, 1.0763, 0.4824]
Table 2.
Results of GA based optimization against the JPEG attack with QF = 40 (cover image is Peppers).
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors [t1, t2, t3, t4]
1 (20) 1.7512 41.7425 0.9253 [0.8344, 0.8784, 0.7205, 0.6015]
2 (40) 1.6931 41.4934 0.9407 [0.3313, 0.9540, 0.8266, 0.7660]
3 (60) 1.9825 42.3381 0.9178 [0.3754, 0.6596, 1.0127, 0.5832]
4 (80) 1.756 41.7370 0.9253 [0.7596, 0.8797, 0.8687, 0.6403]
5 (100) 1.5023 41.9914 0.9253 [0.3140, 0.7962, 0.8903, 0.6206]
Table 1.
Results of GA based optimization against the JPEG attack with QF = 40 (the cover image is Lena).
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The peak signal-to-noise ratio (PSNR) is used to evaluate the quality between an
attacked image and the original image. PSNR is defined as follows:
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Where, M and N are the tallness and width of the picture, individually. f(i, j)
and g(i, j) are the pixel esteems situated at facilitates (I, j) of the first picture, and
the assaulted picture, separately. Subsequent to extricating the watermark, the
standardized connection coefficient (NCC) is registered utilizing the first water-
mark and the separated watermark to pass judgment on the presence of the water-
mark and to quantify the rightness of a removed watermark.
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Where, m and n are the stature and width of the watermark, individually. The
images are the pieces situated at the directions of the first watermark and the
separated watermark individually. The images are the mean estimations of the first
watermark and the extricated watermark individually. Genetic Algorithm is exe-
cuted to find the optimum values for the scaling factors of the proposed scheme.
Scaling factors used in the proposed algorithm are t1, t2, t3 and t4. Scaling factors can
be adjusted according to PSNR and NCC requirements. The required values (target
values for GA process) must be included in the fitness function written for GA. Let
the required values for PSNR and NCC are 42 and 1 respectively. PSNR depends
upon the scheme parameters t1, t2, and t3. NCC depends on t4. But, PSNR and NCC
are not independent. Hence, it is not possible to fix the values for both PSNR and
NCC. In addition, one can specify the weights for requirements. As the required
value of NCC is very small in comparison with the required PSNR, a weight 20 is
used for NCC. Refer the expression shown for fitness function in the first row of
Table 1. GA will optimize the whole process according to the requirements speci-
fied in the fitness function and produces the optimum values for PSNR, NCC, and
scaling factors. We can also specify one or more image attacks against which
robustness is required for the watermark. In these experiments, a JPEG attack with
quality factor 40 is specified for GA.
Figure 2.
Cover images of size 512 � 512 (a) Lena, (b) Peppers, and (c) Barbara.
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Table 1 shows the results of GA with Lena as the cover (cover) image. Optimum
values for PSNR, NCC and scaling factors (scheme parameters) after each GA
generation are shown. Results are shown up to five GA generations. Hence, five sets
of optimum values are available for use. The set that is more close to the require-
ment for the specified application can be selected. In terms of both PSNR and NCC,
parameter values obtained after the fifth generation are good. Similarly, Tables 2
and 3 show the GA results with Peppers and Barbara cover images respectively. In
Tables 2 and 3, parameter values obtained after fourth-generation are optimum in
terms of both PSNR and NCC.
Original watermark image is shown in Figure 3(a) and (b) shows the
unattacked watermarked Lena. Figure 3(c) shows the attacked (JPEG, quality
factor 40) watermarked Lena. The extracted watermark is shown in Figure 3(d).
Scaling factors used for watermarking are t1 = 0.3140, t2 = 0.7962, t3 = 0.8903 and
t4 = 0.6206 (Refer the last row of Table 1).
JPEG is one of the most much of the time utilized configurations regarding the
Internet and advanced cameras. The JPEG quality factor is a number somewhere in
the range of 0 and 100 and partners a numerical incentive with a specific pressure
level. At the point when the quality factor is diminished from 100, the picture
pressure is improved, however the nature of the subsequent picture is fundamen-
tally decreased. Changed quality variables are applied in the analyses, and the
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors [t1, t2, t3, t4]
1 (20) 3.1412 41.8024 0.8528 [0.4017, 0.5404, 0.8020, 0.3730]
2 (40) 3.5756 42.2452 0.8371 [0.7123, 0.4546, 0.9787, 0.4052]
3 (60) 3.8528 42.1525 0.8258 [0.6213, 0.4676, 0.6829, 0.4343]
4 (80) 3.2263 41.7069 0.8493 [0.7654, 0.5576, 0.5172, 0.4459]
5 (100) 2.8405 40.8038 0.9178 [0.8038, 0.5743, 1.0763, 0.4824]
Table 2.
Results of GA based optimization against the JPEG attack with QF = 40 (cover image is Peppers).
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors [t1, t2, t3, t4]
1 (20) 1.7512 41.7425 0.9253 [0.8344, 0.8784, 0.7205, 0.6015]
2 (40) 1.6931 41.4934 0.9407 [0.3313, 0.9540, 0.8266, 0.7660]
3 (60) 1.9825 42.3381 0.9178 [0.3754, 0.6596, 1.0127, 0.5832]
4 (80) 1.756 41.7370 0.9253 [0.7596, 0.8797, 0.8687, 0.6403]
5 (100) 1.5023 41.9914 0.9253 [0.3140, 0.7962, 0.8903, 0.6206]
Table 1.
Results of GA based optimization against the JPEG attack with QF = 40 (the cover image is Lena).
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outcomes are appeared in Table 4 for the three test pictures. Optimum parameter
values (Fifth generation parameters for Lena, fourth-generation parameters for
both Peppers and Barbara) are used for evaluation. The proposed method can detect
the existence of a watermark through quality factors greater than 15. The results
show that the value of NCC is greater than 0.50 for any of the three test images with
JPEG quality factor greater than or equal to 15.
Other attacks like a median filter, Gaussian filter, average filter (low pass filter),
sharpening filter, histogram equalization scaling, cropping, rotation, Gaussian
noise, row-column blanking, row-column copying, salt and pepper noise, bit plane
removal, and gamma correction etc. are also applied to the watermarked images
obtained with the optimum parameters and the corresponding results are shown in
Table 5. The proposed method can effectively resist all those attacks.
The watermarked image is rotated by some degrees to the right and then rotated
back to their original position using the bilinear transformation. This is a lossy
operation. In this experiment; 5, 10, 15, and 30 degrees rotations are used to test the
robustness of the watermark.
The resizing operation initially reduces or increases the size of the image and then
generates the image with the original size by using an interpolation technique. With
this operation, the watermarked image loses some watermark information. In this
experiment, initially, the watermarked image size is reduced from 512  512 to
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors[t1, t2, t3, t4]
1 (20) 2.7381 41.4453 0.8908 [0.1757, 0.5391, 0.9408, 0.4877]
2 (40) 2.9209 41.7110 0.8684 [0.8335, 0.6549, 0.4174, 0.4410]
3 (60) 2.5027 41.6835 0.8907 [0.4936, 0.4699, 0.9824, 0.4374]
4 (80) 2.4459 41.5814 0.8986 [0.7015, 0.4967, 0.8835, 0.4220]
5 (100) 2.6055 41.6519 0.8871 [1.0284, 0.4783, 0.9497, 0.3963]
Table 3.
Results of GA based optimization against the JPEG attack with QF = 40 (cover image is Barbara).
Figure 3.
(a) Original watermark image. (b) Watermarked Lena, PSNR = 41.9914 dB. (c) Attacked watermarked
Lena with JPEG-40 attack, PSNR = 34.9652 dB. (d) Extracted watermark, NCC = 0.9253.
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256  256. Later, its dimensions are increased to 512  512 by using bilinear interpo-
lation.
For a low pass separating assault, a 3  3 veil is utilized. The middle channel is a
nonlinear spatial channel which is generally used to expel commotion spikes from a
picture. The watermarked picture is assaulted by middle separating with a 3 3 veil.
The trimming activity erases some bit of the picture. The separated watermark is
as yet conspicuous significantly after 25% of trimming. In line section blanking
assault, a lot of lines and segments are erased. In this examination
10,30,40,70,100,120 and 140 of lines and sections are expelled. The removed
watermark indicated great comparability with the first watermark.
In succession section duplicate assault, a lot of lines and segments are replicated
to the nearby or irregular areas. In this test, tenth line is duplicated to 30th column,
40 to 70, 100 to 120 and 140th line is replicated to 160th line. The separated
watermark is unmistakably obvious. In bit plane evacuation assault, the least critical
pieces of the watermarked picture pixel power esteems are made ‘0’. In gamma
adjustment, the power of the watermarked picture is changed by a predefined force
change. The proposed calculation is tough to bit plane expulsion and gamma recti-
fication. The watermarked image is attacked by salt and pepper noise with a noise
density of 0.001. The extracted watermark is still recognizable.
The proposed method is compared with Wang and Lin’s [8], Li et al.’s [16], Lien
and Lin’s [17] and Lin et al. [7] methods in terms of PSNR and NCC (using the Lena
as the cover image). The results of those existing methods are found in [16]. Size of
the watermark image (Logo) is 32  16 in those methods. For comparison purposes,
a watermark with the same size is embedded using GA based proposed method and
obtained the results. Comparison results are shown in Table 6 and in Figure 4 in
the graphical form. The performance of the proposed method is better than the




PSNR = 41.9914 dB
t1 = 0.3140, t2 = 0.7962,
t3 = 0.8903, t4 = 0.6206
(b) Peppers
PSNR = 41.7069 dB
t1 = 0.7654, t2 = 0.5576,
t3 = 0.5172, t4 = 0.4459
(c) Barbara
PSNR = 41.5814 dB
t1 = 0.7015, t2 = 0.4967,
t3 = 0.8835, t4 = 0.4220
NCC NCC NCC
10 0.4405 0.3813 0.4767
15 0.7443 0.5087 0. 6414
20 0.8157 0. 6392 0. 7653
25 0.8781 0. 7413 0. 8441
30 0.8910 0. 8209 0. 8633
35 0.9256 0. 8363 0. 8594
40 0.9253 0. 8493 0.8986
50 0.9177 0. 9142 0. 9254
60 0.8870 0. 9219 0. 9293
70 0.9594 0. 9816 0. 9556
80 0.9890 1. 0000 0. 9853
90 1.0000 1.0000 1.0000
100 1.0000 1.0000 1.0000
Table 4.
NCC of the watermark images extracted from different watermarked images with JPEG attack [(a) Lena, (b)
Peppers and (c) Barbara].
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outcomes are appeared in Table 4 for the three test pictures. Optimum parameter
values (Fifth generation parameters for Lena, fourth-generation parameters for
both Peppers and Barbara) are used for evaluation. The proposed method can detect
the existence of a watermark through quality factors greater than 15. The results
show that the value of NCC is greater than 0.50 for any of the three test images with
JPEG quality factor greater than or equal to 15.
Other attacks like a median filter, Gaussian filter, average filter (low pass filter),
sharpening filter, histogram equalization scaling, cropping, rotation, Gaussian
noise, row-column blanking, row-column copying, salt and pepper noise, bit plane
removal, and gamma correction etc. are also applied to the watermarked images
obtained with the optimum parameters and the corresponding results are shown in
Table 5. The proposed method can effectively resist all those attacks.
The watermarked image is rotated by some degrees to the right and then rotated
back to their original position using the bilinear transformation. This is a lossy
operation. In this experiment; 5, 10, 15, and 30 degrees rotations are used to test the
robustness of the watermark.
The resizing operation initially reduces or increases the size of the image and then
generates the image with the original size by using an interpolation technique. With
this operation, the watermarked image loses some watermark information. In this
experiment, initially, the watermarked image size is reduced from 512  512 to
Attack: JPEG-40
Fitness function: (42-PSNR) + 20(1-NCC)




Fitness value PSNR in dB NCC Scaling factors[t1, t2, t3, t4]
1 (20) 2.7381 41.4453 0.8908 [0.1757, 0.5391, 0.9408, 0.4877]
2 (40) 2.9209 41.7110 0.8684 [0.8335, 0.6549, 0.4174, 0.4410]
3 (60) 2.5027 41.6835 0.8907 [0.4936, 0.4699, 0.9824, 0.4374]
4 (80) 2.4459 41.5814 0.8986 [0.7015, 0.4967, 0.8835, 0.4220]
5 (100) 2.6055 41.6519 0.8871 [1.0284, 0.4783, 0.9497, 0.3963]
Table 3.
Results of GA based optimization against the JPEG attack with QF = 40 (cover image is Barbara).
Figure 3.
(a) Original watermark image. (b) Watermarked Lena, PSNR = 41.9914 dB. (c) Attacked watermarked
Lena with JPEG-40 attack, PSNR = 34.9652 dB. (d) Extracted watermark, NCC = 0.9253.
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256  256. Later, its dimensions are increased to 512  512 by using bilinear interpo-
lation.
For a low pass separating assault, a 3  3 veil is utilized. The middle channel is a
nonlinear spatial channel which is generally used to expel commotion spikes from a
picture. The watermarked picture is assaulted by middle separating with a 3 3 veil.
The trimming activity erases some bit of the picture. The separated watermark is
as yet conspicuous significantly after 25% of trimming. In line section blanking
assault, a lot of lines and segments are erased. In this examination
10,30,40,70,100,120 and 140 of lines and sections are expelled. The removed
watermark indicated great comparability with the first watermark.
In succession section duplicate assault, a lot of lines and segments are replicated
to the nearby or irregular areas. In this test, tenth line is duplicated to 30th column,
40 to 70, 100 to 120 and 140th line is replicated to 160th line. The separated
watermark is unmistakably obvious. In bit plane evacuation assault, the least critical
pieces of the watermarked picture pixel power esteems are made ‘0’. In gamma
adjustment, the power of the watermarked picture is changed by a predefined force
change. The proposed calculation is tough to bit plane expulsion and gamma recti-
fication. The watermarked image is attacked by salt and pepper noise with a noise
density of 0.001. The extracted watermark is still recognizable.
The proposed method is compared with Wang and Lin’s [8], Li et al.’s [16], Lien
and Lin’s [17] and Lin et al. [7] methods in terms of PSNR and NCC (using the Lena
as the cover image). The results of those existing methods are found in [16]. Size of
the watermark image (Logo) is 32  16 in those methods. For comparison purposes,
a watermark with the same size is embedded using GA based proposed method and
obtained the results. Comparison results are shown in Table 6 and in Figure 4 in
the graphical form. The performance of the proposed method is better than the
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PSNR = 41.5814 dB
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10 0.4405 0.3813 0.4767
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20 0.8157 0. 6392 0. 7653
25 0.8781 0. 7413 0. 8441
30 0.8910 0. 8209 0. 8633
35 0.9256 0. 8363 0. 8594
40 0.9253 0. 8493 0.8986
50 0.9177 0. 9142 0. 9254
60 0.8870 0. 9219 0. 9293
70 0.9594 0. 9816 0. 9556
80 0.9890 1. 0000 0. 9853
90 1.0000 1.0000 1.0000
100 1.0000 1.0000 1.0000
Table 4.
NCC of the watermark images extracted from different watermarked images with JPEG attack [(a) Lena, (b)
Peppers and (c) Barbara].
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method is slightly inferior in comparison with the methods in [7, 17] against sharp-
ening and scaling attacks. The proposed method can detect the existence of a
watermark through JPEG quality factors greater than 10. NCC value obtained
against JPEG (Quality factor 10) attack with the proposed method is 0.78. But, the
NCC value against the same attack for the existing methods is less than or equal to
0.34. Similarly, the proposed method is better in terms of perceptual quality
(PSNR) of the watermarked image. The optimum value obtained for PSNR with the
proposed scheme is 42.92 dB when 32  16 size watermark is embedded. Optimi-
zation is performed against JPEG, average filter, and high pass filters. The obtained
parameter values are t1 = 1.1710, t2 = 1.1879, t3 = 0.6047 and t4 = 1.0058.
7. Conclusions
In this chapter, a novel and an oblivious watermarking method is proposed
based on GA and using maximum wavelet coefficient modulation. A binary water-
mark is embedded in the third level LH sub-band of the cover image. The percep-
tual quality of the watermarked image is good and the watermark can effectively
resist JPEG compression and various other attacks like Gaussian filter, median filter,
Type of attack (a) Lena


















Median filter (3  3) 0.8751 0. 7833 0.7059
Gaussian filter (3  3)
Variance = 0.5
0.9062 0. 9299 0.9296
Average filter (3  3) 0.7156 0. 7170 0.6830
Sharpening filter 0.8204 0. 7657 0.7018
Histogram Equalization 0.8432 0. 7702 0.9193
Scaling 50% 0.8299 0. 7300 0. 7475
Cropping 25% 0.5751 0. 5751 0. 5751
Gamma correction (gamma = 0.9) 1.0000 0. 8775 0. 9890
Bit plane removal (LSB) 1.0000 1.0000 1.0000
Row and column copying 0. 9443 0. 8861 0. 8900
Row column blanking 0. 6236 0. 6439 0. 6592
Gaussian noise (0.001 variance) 0.7242 0. 6124 0.7479
Salt and pepper noise (0.001) 0.9222 0. 8714 0.9130
Rotation 5 degrees 0.7074 0. 7732 0.7502
10 degrees 0.6505 0. 7073 0.6726
15 degrees 0.5940 0. 6591 0.6279
30 degrees 0.5413 0. 5959 0.5759
Table 5.
NCC of the watermark images extracted from different watermarked images with various other attacks
((a) Lena, (b) Peppers and (c) Barbara).
120






































































































































































































































































































































































A Robust and Oblivious Watermarking Method Using Maximum Wavelet Coefficient…
DOI: http://dx.doi.org/10.5772/intechopen.93832
method is slightly inferior in comparison with the methods in [7, 17] against sharp-
ening and scaling attacks. The proposed method can detect the existence of a
watermark through JPEG quality factors greater than 10. NCC value obtained
against JPEG (Quality factor 10) attack with the proposed method is 0.78. But, the
NCC value against the same attack for the existing methods is less than or equal to
0.34. Similarly, the proposed method is better in terms of perceptual quality
(PSNR) of the watermarked image. The optimum value obtained for PSNR with the
proposed scheme is 42.92 dB when 32  16 size watermark is embedded. Optimi-
zation is performed against JPEG, average filter, and high pass filters. The obtained
parameter values are t1 = 1.1710, t2 = 1.1879, t3 = 0.6047 and t4 = 1.0058.
7. Conclusions
In this chapter, a novel and an oblivious watermarking method is proposed
based on GA and using maximum wavelet coefficient modulation. A binary water-
mark is embedded in the third level LH sub-band of the cover image. The percep-
tual quality of the watermarked image is good and the watermark can effectively
resist JPEG compression and various other attacks like Gaussian filter, median filter,
Type of attack (a) Lena


















Median filter (3  3) 0.8751 0. 7833 0.7059
Gaussian filter (3  3)
Variance = 0.5
0.9062 0. 9299 0.9296
Average filter (3  3) 0.7156 0. 7170 0.6830
Sharpening filter 0.8204 0. 7657 0.7018
Histogram Equalization 0.8432 0. 7702 0.9193
Scaling 50% 0.8299 0. 7300 0. 7475
Cropping 25% 0.5751 0. 5751 0. 5751
Gamma correction (gamma = 0.9) 1.0000 0. 8775 0. 9890
Bit plane removal (LSB) 1.0000 1.0000 1.0000
Row and column copying 0. 9443 0. 8861 0. 8900
Row column blanking 0. 6236 0. 6439 0. 6592
Gaussian noise (0.001 variance) 0.7242 0. 6124 0.7479
Salt and pepper noise (0.001) 0.9222 0. 8714 0.9130
Rotation 5 degrees 0.7074 0. 7732 0.7502
10 degrees 0.6505 0. 7073 0.6726
15 degrees 0.5940 0. 6591 0.6279
30 degrees 0.5413 0. 5959 0.5759
Table 5.
NCC of the watermark images extracted from different watermarked images with various other attacks
((a) Lena, (b) Peppers and (c) Barbara).
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and average filter, etc. The advantage of the proposed scheme is the effective use of
GA to obtain the optimum response in terms of both PSNR and NCC. Experimental
results show that the performance of the scheme is better than the existing schemes
in terms of the embedding capacity, PSNR and NCC. In addition to copyright
protection, the proposed scheme can also be applied to data hiding and image
authentication. The flexibility of the proposed GA based scheme is also demon-
strated in fixing the parameters of the scheme. Here, flexibility refers to the fixation
of scheme parameters for satisfying the requirements in terms of PSNR and NCC
when the input images (cover and/or watermark images) are changed.
For the scheme proposed in this chapter, watermark embedding capacity is
medium. It can effectively embed 32  32 size watermark into 512  512 cover
image. Hence, embedding capacity improvement is considered in the next chapter.
Figure 4.
Performance comparison of the proposed method with the existing methods. (a)With Lin et al. [7]& Lien et al.
[17]. (b) With Li et al. [16] and Wang et al. [8].
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Chapter 7
A New BEM for Modeling and
Simulation of Laser Generated






In this chapter, we introduce a new theory called acoustic wave propagation of
three-temperature fractional nonlinear generalized micropolar poro-
thermoelasticity and we propose a new boundary element technique for modeling
and simulation of laser-generated ultrasonic wave propagation problems of func-
tionally graded anisotropic (FGA) structures which are linked with the proposed
theory. Since it is very difficult to solve general acoustic problems of this theory
analytically, we need to develop and use new computational modeling techniques.
So, we propose a new boundary element technique for solving such problems. The
numerical results are shown graphically to depict the effects of three temperatures
on the thermal stress waves propagation. The validity, accuracy, and efficiency of
our proposed theory and the technique are examined and demonstrated by com-
paring the obtained outcomes with those previously reported in the literature as
special cases of our general study.
Keywords: boundary element method, modeling and simulation, laser ultrasonics,
three-temperature, fractional-order, nonlinear generalized micropolar poro-
thermoelasticity, functionally graded anisotropic structures
1. Introduction
The fractional calculus has recently been widely used to describe anomalous
diffusion instead of classical diffusion, where the standard time derivative is
replaced by fractional time derivative. Indeed, fractional calculus has important
applications in electronics, wave propagation, nanotechnology, control theory,
electricity, heat conduction modeling and identification, signal and image
processing, biochemistry, biology, viscoelasticity, hereditary solid mechanics, and
fluid dynamics.
Physically, according to the medium where the waves are transmitted, there are
three wave types which are classified as mechanical waves, electromagnetic waves,
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and matter waves. Mechanical waves can travel through any medium with speed
depending on elasticity and inertia and cannot travel through a vacuum. Electro-
magnetic waves can travel through a vacuum and do not need a medium to travel
like X-ray, microwaves, ultraviolet waves, and radio waves. Matter waves are also
called De Broglie waves that have wave-particle duality property. There are two
mechanisms that have been proposed to explain wave generation, a first mechanism
at high energy density, which leads to forces that generate ultrasound, and a second
mechanism at low energy density, which generates elastic waves according to
irradiation of laser pulses onto a material. The interaction between laser light and a
metal surface led to great progress to develop theoretical models to describe the
experimental data [1]. Scruby et al. [2] proved that the thermoelastic area source
had been reduced to a surface point-source. This point-source ignores the optical
absorption, the heat source thermal diffusion, and the limited side dimensions of
the source. Based on point-source representation, Rose [3] introduced Surface Cen-
ter of Expansion (SCOE) models which predict the major features of ultrasound
waves generated by laser. Doyle [4] established that the existence of the metal
precursor is due to subsurface sources which arise from thermal diffusion.
According to McDonald [5], Spicer [6] used the generalized thermoelasticity theory
to introduce a real circular laser source model taking into consideration spatial-
temporal laser pulse design and thermal diffusion effect. The mathematical foun-
dations of three-temperature were laid for nonlinear generalized thermoelasticity
theory by Fahmy [7–12]. Fahmy [7] introduced a new boundary element strategy
for modeling and simulation of three-temperature nonlinear generalized
micropolar-magneto-thermoelastic wave propagation problems in FGA structures.
Fahmy [8] proposed a boundary element formulation for three-temperature ther-
mal stresses in anisotropic circular cylindrical plate structures. Fahmy [9] devel-
oped a boundary element model to describe the three-temperature fractional-order
heat transfer in magneto-thermoelastic functionally graded anisotropic structures.
Fahmy [10] introduced a boundary element formulation for modeling and optimi-
zation of micropolar thermoviscoelastic problems. Fahmy [11] discussed modeling
and optimization of photo-thermoelastic stresses in three-temperature anisotropic
semiconductor structures. Fahmy [12] proposed a new boundary element algorithm
for nonlinear modeling and simulation of three-temperature anisotropic generalized
micropolar piezothermoelasticity with memory-dependent derivative. This chapter
differs from the references mentioned above, because it constructs a new acoustic
wave propagation theory and allows the effective, efficient, and simple solution to
the considered complex problems related with the proposed theory.
Recently, research on nonlinear generalized micropolar thermoelastic wave
propagation problems has become very popular due to its practical applications in
various fields such as astronautics, oceanology, aeronautics, narrow-band and
broad-band systems, fiber-optic communication, fluid mechanics, automobile
industries, aircraft, space vehicles, materials science, geophysics, petroleum and
mineral prospecting, geomechanics, earthquake engineering, plasma physics,
nuclear reactors, high-energy particle accelerators, and other industrial applica-
tions. Due to computational difficulties in solving nonlinear generalized micropolar
poro-thermoelastic problems analytically, many numerical techniques have been
developed and implemented for solving such problems [13, 14]. The boundary
element method (BEM) [15–22] has been recognized as an attractive alternative
numerical method to domain methods [23–26] like finite difference method
(FDM), finite element method (FEM), and finite volume method (FVM) in engi-
neering applications. The superior feature of BEM over domain methods is that it
only needs to discretize the boundary, which often leads to fewer elements and
easier to use. In the boundary element method (BEM) formulation, boundary
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integral equations involving singular integrands, the proper treatment of the singu-
lar integration has become essential in terms of numerical accuracy and efficiency
of BEM. Also, some domain integrals may appear representing body forces,
nonlinear effects, etc. Through our BEM solution, several approaches have been
used to transform domain integrals into equivalent boundary integrals, so that the
final boundary element formulation solution involves only the boundary integrals.
The boundary element formulation of the current general study has been derived by
using the weighted residual method [27–51]. In engineering applications, both FEM
and BEM are based on the weighted residual methods with the same approximation
procedure based on interpolation functions over each element to approximate the
state variables distribution. Both methods differ in choosing the weighting func-
tions. FEM as a domain method needs discretization of the whole domain, which
usually leads to large systems of equations. This advantage of BEM over FEM has
significant importance for modeling and simulation of thermal stress wave propa-
gation problems which can be implemented using BEM with little cost and less
input data. The solutions by BEM, like boundary thermal stress wave problems, are
more accurate than by FEM, especially near the place of stress concentration. This
feature is very important for our proposed theory and the technique of solving its
related problems.
In this chapter, we introduce a novel theory called acoustic wave propagation of
three-temperature fractional nonlinear generalized micropolar poro-thermoelasticity
and we propose a new boundary element technique for modeling and simulation of
laser-generated ultrasonic wave propagation problems of functionally graded aniso-
tropic (FGA) structures which are linked with the proposed theory. Since it is very
difficult to solve general acoustic problems of this theory analytically and we need to
develop and use new computational modeling techniques. So, we propose a new
boundary element technique for solving such problems. The numerical results are
shown graphically to depict the effects of three temperatures on the propagation of
thermal stresses waves. Since there are no available data for comparison with our
proposed technique results, so, we replace the radiative heat conduction equations
with heat conduction as a special case from our present general study. In the special
case under consideration, the BEM results have been compared graphically with the
FDM and FEM in the heat conduction and radiative heat conductions cases; it can be
noticed that the BEM results are in a good agreement with the FDM and FEM results
and thus demonstrate the validity and accuracy of our proposed theory and the
technique used to solve its general problems.
A brief summary of the chapter is as follows: Section 1 introduces the back-
ground and provides the readers with the necessary information to books and
articles for a better understanding of wave propagation problems in three-
temperature nonlinear generalized micropolar poro-thermoelastic FGA structures
and their applications. Section 2 describes the BEM modeling of the new theory and
introduces the partial differential equations that govern its related problems. Sec-
tion 3 outlines BEM simulation of temperature field. Section 4 discusses BEM
simulation of micropolar porothermoelastic field to obtain the three temperatures
thermal stress wave propagation. Section 5 presents the new numerical results that
describe the thermal stress wave propagation under the effect of three-temperature
on the FGA structures.
2. BEM modeling of the problem
We consider an anisotropic micropolar porous smart structure in a rectangular
Cartesian system x1, x2, x3ð Þ shown in Figure 1, with a configuration R bounded by
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and matter waves. Mechanical waves can travel through any medium with speed
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a closed surface S, and Si i ¼ 1, 2, 3, 4, 5, 6ð Þ denotes subsets of S such that S1 þ S2 ¼
g3 þ S4 ¼ S5 þ S6. The governing equations for modeling of fractional three-
temperature nonlinear generalized micropolar poro-thermoelastic problems of
functionally graded anisotropic structures (FGA) can be expressed as [7].
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where
 r, τð Þ ¼
ρei Te � Tið Þ þ ρer Te � Tp
� �þ, α ¼ e, δ1 ¼ 1
�ρei Te � Tið Þ þ, α ¼ i, δ1 ¼ 1
�ρer Te � Tp




 r, τð Þ ¼ �δ2nα _Tα,ij þ βijTα0 Åδ1n _ui,j þ τ0 þ δ2nð Þ€ui,j
� �
þ ρcα τ0 þ δ1nT2 þ δ2nð Þ€Tα
� � (14)
and
ei ¼ ρeiT�2=3e , er ¼ ρerT�1=2e , α ¼ αT5=2α , α ¼ e, i, p ¼ pT3þp (15)
The total energy is
P ¼ Pe þ Pi þ Pp, Pe ¼ ceTe, Pi ¼ ciTi, Pp ¼ 14 cpT
4
p (16)
where we considered that θ ¼ Te þ Ti þ Tr, Te, Ti, and Tr are temperature
functions of electron, ion, and photon, respectively, e,i, and r are conductive
coefficients of electron, ion, and photon, respectively, and ρ is the material
density which is constant inside each subdomain.
3. BEM simulation for temperature field
In this section, we are interested in using a boundary element method for
modeling the nonlinear time-dependent two dimensions three temperature (2D-3T)
radiation heat equations coupled with electron, ion, and phonon temperatures.




α þDaτT fα ≈
Xk
j¼0




Wa,0 ¼ Δτð Þ
�a
Γ 2� að Þ , Wa,j ¼ Wa,0 jþ 1ð Þ
1�a � j� 1ð Þ1�a
� �
(18)
Based on Eq. (17), the fractional order heat Eq. (12) can be replaced by the
following system
Wa,0T fþ1α rð Þ �α xð ÞT fþ1α,II rð Þ �α,I , xð ÞT fþ1α,I rð Þ
¼ Wa,0T fα rð Þ �α xð ÞT fα,II rð Þ
�α,I , xð ÞT fα,J � rð Þ �
Xf
j¼1
Wa,j T fþ1�jα rð Þ � T f�jα rð Þ
� �þ fþ1m x, τð Þ
þ fm x, τð Þ
(19)
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where, j ¼ 1, 2, …,F, f ¼ 0, 1, 2,… , F.
Now, according to Fahmy [9] and using the fundamental solution that satisfies
the system (19), the boundary integral equations corresponding to (12) without














Now, to transform the domain integral in (20) into the boundary, we assume
that the time-temperature derivative can be approximated by using a series of






f j rð Þ ja j τð Þ (21)
We assume that T̂
j
α is a solution of
∇2T̂
j
α ¼ f j (22)





























∂T ri, τð Þ
∂τ
(25)
In which, the entries of f�1ji are the coefficients of F
�1 with matrix F defined as
Ff gji ¼ f j rið Þ (26)
Using the standard boundary element discretization scheme [28], for Eq. (23)
and using Eq. (25), we get
C _Tα þHTα ¼ GQ (27)
where the matrices H and G are depending on current time step, boundary
geometry, and material properties.
The diffusion matrix can be defined as














¼ q̂ j χið Þ (30)
In order to solve Eq. (27) numerically, the functions Tα and q are interpolated as
Tα ¼ 1� θð ÞTmα þ θTmþ1α (31)
q ¼ 1� θð Þqm þ θqmþ1 (32)







τmþ1 � τm ¼
Tmþ1α � Tmα
Δτm
, θ ¼ τ � τ
m
τmþ1 � τm , 0≤ θ≤ 1 (33)





Tmþ1α � θGQmþ1 ¼
c
Δτm
� 1� θð ÞH
� �
Tmα þ 1� θð ÞGQm (34)
which can be written as follows [10].
X ¼  (35)
where  is an unknown matrix, while X and  are known matrices.
The explicit staggered predictor-corrector procedure based on communication-
avoiding Arnoldi (CA-Arnoldi) method [53] due to its numerical stability, conver-
gence, and performance [7] has been implemented for obtaining the temperature field
in terms of predicted displacement field which will be explained in the next section.
4. BEM simulation for micropolar poro-thermoelastic fields






u ∗i dR ¼ 0 (36)
ð
R
mij,j þ εijkσjk þ Vi
� �
ω ∗i dR ¼ 0 (37)
ð
R
qi þ _ζi � i
� �
p ∗i dR ¼ 0 (38)
in which
Ui ¼ φijJ j þ ρFi � ρ€ui � ϕρF€vi (39)
Vi ¼ ρ Mi � J€ωið Þ (40)




i are weighting functions, ui,ωi, and pi are approximate
solutions as shown in Eqs. (4)–(11)
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The boundary conditions are
ui ¼ ui onS1 (41)
λi ¼ σiini ¼ λi on S2 (42)
ωi ¼ ωi onS3 (43)
μi ¼ mijn j ¼ μi onS4 (44)
p ¼ p onS5 (45)
L ¼ ∂p
∂n
¼ L onS6 (46)




σij u ∗i,j dRþ
ð
R
Ui u ∗i dR ¼ �
ð
S2































i p ∗i dR ¼ �
ð
S6
Lip ∗i dS (49)








































μi � μið Þω ∗i dSþ
ð
S3































































ωi � ωið Þμ ∗i dS�
ð
S6
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By using the following elastic stress and couple stress (see Eringen [55])
σij ¼ ijkl εkl, mij ¼ ijklωk,l where ijkl ¼ klij and ijkl ¼ klij (52)


















































ωi � ωið Þμ ∗i dS�
ð
S6























u ∗i λi dS�
ð
S
ω ∗i μi dS�
ð
S
p ∗i Li dSþ
ð
S




μ ∗i ωi dSþ
ð
S
L ∗i pi dS
(54)
The weighting functions for Ui ¼ Δn and Vi ¼ 0 along the unit vector direction
el are as follows:
σ ∗lj,j þ Δnel ¼ 0 (55)
m ∗ij,j þ εijkσ ∗jk ¼ 0 (56)
The analytical fundamental solution of Dragos [56] can be written as
u ∗i ¼ u ∗li el,ω ∗i ¼ ω ∗li el,p ∗i ¼ p ∗li el, λ ∗i ¼ λ ∗li el,
μ ∗i ¼ μ ∗li el, L ∗i ¼ L ∗li el
(57)
The obtained weighting functions for a point load Ui ¼ 0 and Vi ¼ Δn along the
unit vector direction e1 were next used as follows:
σ ∗∗ij,j ¼ 0 (58)
m ∗∗lj,j þ εljkσ ∗∗jk þ Δnel ¼ 0 (59)
According to Dragos [56], the fundamental solution can be expressed as
u ∗i ¼ u ∗∗ii el, ω ∗i ¼ ω ∗li el, p ∗i ¼ p ∗∗li el, λ ∗i ¼ λ ∗∗li el,
μ ∗i ¼ μ ∗li el, L ∗i ¼ L ∗∗li el
(60)
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ω ∗li μi dSþ
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ω ∗∗li μi dSþ
ð
S
p ∗∗li Li dS
(62)


























































































In order to obtain the numerical solution of (63), we define the following
functions










































� � j (66)






















By using the following representation
ij ¼ ̂
ij
if i 6¼ j
̂
ij þ Ci if i ¼ j
(
(68)
Thus, we can write (67) as follows
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The global matrix system equation for all i nodes can be written as follows
 ¼ þ þ  (70)
the vector  represents all the values of displacements and microrotations, the
vector  represents all the tractions and couple stress vector, the vector  represents
all the values of pore pressure, and the vector  represents all the values of pore
pressure gradients before applying boundary conditions.
Substituting the boundary conditions into (70), we obtain the following system
of equations
 ¼  (71)
where  is an unknown matrix, while  and  are known matrices.
Now, an explicit staggered predictor-corrector procedure based on
communication-avoiding Arnoldi (CA-Arnoldi) method has been implemented in
(71) for obtaining the corrected displacement. Then we can get the temperature
field from (35).
5. Numerical results and discussion
In order to show the numerical results of this study, we consider a monoclinic
graphite-epoxy as an anisotropic micropolar poro-thermoelastic material which has
the following physical constants.
The elasticity tensor is expressed as
Cpjkl ¼
430:1 130:4 18:2 0 0 201:3
130:4 116:7 21:0 0 0 70:1
18:2 21:0 73:6 0 0 2:4
0 0 0 19:8 �8:0 0
0 0 0 �8:0 29:1 0














75 � 106 N
km2
(73)









Mass density ρ ¼ 7820 kg=m3 and heat capacity c ¼ 461J=kgK.
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The proposed technique that has been utilized in the present chapter can be
applicable to a wide variety of wave propagation of fractional nonlinear generalized
micropolar poro-thermoelastic FGA structures problems related with the proposed
theory.
The influence of three-temperature on the propagation of thermal stress waves
plays a very important role during the simulation process. According to Fahmy [7],
who compared and implemented communication-avoiding GMRES (CA-GMRES)
of Saad and Schultz [57], communication-avoiding Arnoldi (CA-Arnoldi) of the
Arnoldi [58] and communication-avoiding Lanczos (CA-Lanczos) of Lanczos [59]
for solving the dense nonsymmetric algebraic system of linear equations arising
from the BEM. So, the efficiency of the proposed technique has been developed
using the communication-avoiding Arnoldi (CA-Arnoldi) solver to reduce the iter-
ations number and CPU time, where the BEM discretization is employed 1280
quadrilateral elements, with 3964° of freedom (DOF).
Now, in order to assess the impact of three temperatures on the thermal stress
waves, the numerical outcomes are completed and delineated graphically for
electron, ion, and phonon temperatures.
Figures 2–4 show the propagation of the thermal stress σ11, σ12, and σ22 waves
along x-axis for the three temperatures Te, Ti, and Tp and total temperature T. It
was noted from these figures that the three temperatures have significant effects on
the thermal stress waves along x-axis through the thickness of the FGA structure.
Since there are no available results for our considered problem. So, some litera-
tures may be considered as special cases from our considered complex problem.
For comparison purposes with the special cases of other methods treated by other
authors, we only considered one-dimensional numerical results of the considered
problem. In the special case under consideration, the BEM results have been plotted
in Figures 5 and 6 with the results of finite difference method (FDM) and finite
element method (FEM) in the two cases, namely, three-temperature (3T) theory
and one-temperature (1T) theory.
Figure 2.
Propagation of the thermal stress σ11 waves along x-axis for the three temperatures Te, Ti , Tp and total
temperature T.
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Figure 5 shows a comparison of the propagation of the thermal stress σ11 waves
for the BEM results of three-temperature (3T) radiative heat conduction theory for
the BEM results with those obtained using the FDM of Pazera and Jędrysiak [60]
and FEM of Xiong and Tian [61], where we replaced the 1T heat conduction theory
of their work by 3T radiative heat conduction theory of our work to obtain the
results. It can be noticed that the BEM results are found to agree very well with the
FDM and FEM results.
Figure 3.
Propagation of the thermal stress σ12 waves along x-axis for the three temperatures Te, Ti , Tp and total
temperature T.
Figure 4.
Propagation of the thermal stress σ22 waves along x-axis for the three temperatures Te, Ti , Tp and total
temperature T.
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results. It can be noticed that the BEM results are found to agree very well with the
FDM and FEM results.
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Propagation of the thermal stress σ12 waves along x-axis for the three temperatures Te, Ti , Tp and total
temperature T.
Figure 4.
Propagation of the thermal stress σ22 waves along x-axis for the three temperatures Te, Ti , Tp and total
temperature T.
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Figure 6 shows a comparison of the propagation of the thermal stress σ11 waves
for the BEM results of one-temperature (1T) heat conduction theory with those
obtained using FDM of Pazera and Jędrysiak [60], FEM1 of Xiong and Tian [61],
and FEM2 of COMSOL multiphysics software version 5.1, where we replaced 3T
radiative heat conduction theory of our work by the 1T heat conduction theory of
their work to obtain the results. It can be noticed that the BEM results are found to
agree very well with the FDM, FEM1, and FEM2 results and thus demonstrate the
validity and accuracy of our proposed theory and the technique used to solve its
general problems.
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6. Conclusion
The main purpose of this chapter is to introduce a novel theory called acoustic
wave propagation of three-temperature fractional nonlinear generalized micropolar
poro-thermoelasticity and we propose a new boundary element technique for
modeling and simulation of ultrafast laser-induced thermal stress waves propaga-
tion problems in 3T nonlinear generalized micropolar poro-thermoelastic FGA
structures which are linked with the proposed theory. By discretizing only, the
boundary of the domain using BEM, where the unknowns on the domain boundary
are expressed as functions depend only on the domain boundary values. Since it is
very difficult to solve general acoustic problems of this theory analytically and we
need to develop and use new computational modeling techniques. So, we propose a
new boundary element technique for solving such problems. The numerical results
are shown graphically to depict the effects of three temperatures on the thermal
stress waves. Because there are no available results for comparison with the results
of our proposed technique, we replace the three-temperature radiative heat con-
duction with one-temperature heat conduction as a special case from our present
general study of three-temperature nonlinear generalized micropolar poro-
thermoelasticity. In the special case under consideration, the BEM results have been
compared graphically with the FDM and FEM in the two cases, namely three-
temperature (3T) theory and one-temperature (1T) theory; it can be noticed that
the BEM results are in a good agreement with the FDM and FEM results and thus
demonstrate the validity and accuracy of our proposed theory and the technique
used to solve its general problems. The numerical simulations are often faster and
cheaper than experiments, and they are easily cross-platform, reproducible, relo-
catable, and customizable. So, the validation of the numerical simulation is of
paramount importance. In this work, we implemented the explicit staggered
predictor-corrector procedure based on communication-avoiding Arnoldi (CA-
Arnoldi) solver due to its numerical stability, convergence, and performance as in
Fahmy [10] to demonstrate the efficiency of the proposed technique. Thus, the
numerical results of our proposed technique demonstrate the validity, accuracy,
and efficiency of our proposed technique.
Nowadays, the knowledge of thermal stress wave propagation in three-
temperature nonlinear generalized micropolar poro-thermoelastic problems associ-
ated with the ultrafast laser pulse proposed theory can be utilized by mechanical
engineers in ceramic production applications and designing of boiler tubes and heat
exchangers. As well as for chemists to observe the chemical reaction phenomena
such as bond formation and bond breaking.
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This work explores by numerical simulation the impact of high-energy 
atmospheric neutrons and their interactions with III–V binary compound 
semiconductors. The efforts have focused on eight III–V semiconductors: GaAs, 
AlAs, InP, InAs, GaSb, InSb, GaN, and GaP. For each material, extensive Geant4 
numerical simulations have been performed considering a bulk target exposed to 
a neutron source emulating the atmospheric neutron spectrum at terrestrial level. 
Results emphasize in detail the reaction rates per type of reaction (elastic, inelas-
tic, nonelastic) and offer a classification of all the neutron-induced secondary 
products as a function of their atomic number, kinetic energy, initial stopping 
power, and range. Implications for single-event effects (SEEs) are analyzed and 
discussed, notably in terms of energy and charge deposited in the bulk material 
and in the first nanometers of particle range with respect to the critical charge for 
modern complementary metal oxide semiconductor (CMOS) technologies.
Keywords: radiation effects, III–V compound semiconductors, cosmic-rays, 
atmospheric neutrons, numerical simulation, neutron cross section, elastic scattering, 
inelastic scattering, nonelastic interactions, nuclear data library, Geant4
1. Introduction
The introduction of III–V high-mobility semiconductor materials into advanced 
CMOS manufacturing is currently envisaged as a possible “technological booster” 
for carrier mobility enhancement. Indeed, for nanometer-scale transistor, it will not 
be possible to maintain the power-performance tradeoff offered by conventional 
silicon-based technologies because of the transport properties of Si that are becoming 
a fundamental limitation for ultimate complementary metal oxide semiconductor 
(CMOS) [1, 2]. Several materials exhibiting higher carrier mobilities than Si are 
currently explored for both n-channel and p-channel transistors. Between all these 
materials, GaAs, InAs, InGaAs, and InP are suitable candidates for n-channel devices 
and GaSb and InGaSb for p-channel transistors [3–5].
In complement to their physical and electrical characterization, the explora-
tion of the radiation response of these III–V materials is also an important concern 
for predicting their reliability. Several studies investigating total ionizing dose 
(TID) and heavy ion and laser responses of III–V MOS transistors in modern 
architectures, as well as the creation mechanisms of single-event effects, have 
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been reported in literature, but relatively little work concerns their response to 
terrestrial neutrons [6–13]. In two recent papers [14, 15], we begun such a system-
atic investigation of the susceptibility to natural radiation of group IV and III–V 
materials exposed.
The aim of this chapter is to provide new data and metrics for this exploration 
via Geant4 [16, 17] numerical simulations of the radiation response of III–V binary 
compound semiconductors subjected to high-energy atmospheric neutrons. The 
study specifically focuses on eight III–V materials: GaAs, AlAs, InP, InAs, GaSb, 
InSb, GaN and GaP. For each material, the reaction rates for elastic, inelastic, and 
nonelastic events have been determined as well as the classification of all produced 
secondaries as a function of their atomic number, kinetic energy, initial stopping 
power, and range in the target bulk. Average energy and charge deposited in the 
bulk material and in the first nanometers of particle ranges have been also evalu-
ated. These later quantities are important statistical metrics in the occurrence of 
single-event effects (SEEs [18]); they have been compared with the critical charge 
for various CMOS technologies (180 nm to 14 nm nodes).
The chapter is organized as follows. Section 2 presents the different compound 
materials studied and summarizes their main physical and electronic properties. 
Section 3 details the Geant4 numerical simulations conducted in the framework 
of this study. Section 4 presents the complete analysis of interaction databases in 
which all neutron-induced secondaries have been recorded for each material sub-
jected to atmospheric neutrons. Finally, in Section 5, implications for single-event 
effects in CMOS based on these semiconductor materials are analyzed.
2. Semiconductor properties
III–V binary compound materials explored in this work are semiconductor 
alloys containing one element from group III (boron column: Al, Ga, In) and one 
from group V (nitrogen column: N, As, Sb) of the periodic table. Table 1 shows 
the natural isotopic abundance for these six chemical elements. For example, 
natural gallium (31Ga) consists of a mixture of two stable isotopes: 31-Ga-31 
at 60.10% and 31-Ga-71 at 39.90%. Numerical simulations presented in the 
Symbol Atomic number Nuclide Natural abundance
Al 13 13-Al-27 100.00%
Ga 31 31-Ga-69 60.10%
31-Ga-71 39.90%
In 49 49-In-115 95.70%
49-In-113 4.30%
N 7 7-N-14 99.60%
7-N-15 0.40%
P 15 15-P-31 100.00%
As 33 33-As-75 100.00%
Sb 51 51-Sb-121 57.40%
51-Sb-123 42.60%
Table 1. 
Natural abundance of nuclides related to the III–V alloys studied in this work.
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following take into account such isotopic compositions for each element present 
in the eight studied materials.
Table 2 summarizes the main experimental values for GaAs, AlAs, InP, InAs, 
GaSb, InSb, GaN, and GaP bulk materials in terms of energy bandgap Eg, number 
of atoms per volume unit, density [19], and electron-hole pair creation energy Eeh. 
All these crystalline solids are denser than Si (2.32 g/cm3). The following materials, 
GaAs, AlAs, InP, GaN, and GaP, are characterized by a bandgap larger than that of Si 
and, consequently, by a larger electron-hole pair creation energy (3.6 eV for Si). The 
other materials, i.e., InAs, GaSb, and InSb, have a bandgap clearly below 1 eV; Eeh 
values for these materials are also lower than that of Si. Finally, for GaSb and InSb, 
we did not find in literature an experimental value for Eeh; we used by default the 
values deduced from Klein’s model [20] establishing a linear relationship between Eg 
and Eeh in semiconductor materials.
3. Geant4 numerical simulations
Geant4 simulations were carried out following a methodology used in previous 
works [14, 21, 22]. We considered a target of bulk material (composed of a pure 
material chosen between the eight binary compounds studied) with a parallelepiped 
geometry (surface 1 cm2, thickness 20 μm). Each target was virtually irradiated with 
neutrons arriving perpendicularly to the surface and for which the energy distribu-
tion follows the terrestrial natural neutron background at sea level. This latter was 
chosen equal to the high-energy (above 1 MeV) neutron spectrum measured by 
Goldhagen et al. at sea level (New York City) [23, 24]. A total of 108 of incident neu-
trons were considered, representing the equivalent duration of 5 × 106 h of natural 
neutron irradiation at sea level.
Geant4 version 4.9.4 patch 01 was used for these simulations. The list of physi-
cal processes employed in these simulations is based on the standard package of 
physics lists QGSP_BIC_HP [25]. Other simulation details can be found in Ref. [21]. 
Outputs of each simulation consist in a series of files containing all the information 
related to the neutron interaction events in the target material. For each event, this 
information includes the nature and the coordinates of the vertex of the interac-
tion, the energy of the incident neutron, the exhaustive list of secondary particles 
produced during the interaction, and the energy and the emission direction vector 
III–V 
compound
Eg at 300K 
Eg (eV)




E-h pair creation 
energy Eeh (eV)
GaAs 1.42 4.42 5.32 4.8
AlAs 2.16 4.42 3.76 6.8
InP 1.34 3.96 4.81 4.5
InAs 0.36 3.59 5.67 1.8
GaSb 0.73 3.53 5.61 2.7
InSb 0.17 2.94 5.78 1.1
GaN 3.39 8.90 6.15 8.9
GaP 2.26 4.94 4.138 6.8
Partially from [19].
Table 2. 
The main properties of the III–V binary semiconductors considered in this study.
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for each of these emitted particles. All these records have been post-treated and 
formatted into the final interaction databases (text files) following two compilation 
rules: (i) we eliminated in the output file (raw data) all secondaries below 1 keV of 
energy; (ii) we also eliminated all γ photons, π0, e+, e−, and η particles, these par-
ticles being not able to deposit 1 keV of energy in the targets, which is a mandatory 
condition to observe single-event effects in electronics. The computational time 
was approximately of 3 weeks for eight parallel runs on multicore 3 GHz CPUs, the 
code being executed on separate cores for each material.
4. Simulation results
Table 3 gives the distributions of elastic, inelastic, and nonelastic events 
recorded in the different III–V compound material databases. Values for the data-
base related to silicon are also reported for comparison. For memory, the interac-
tions of neutrons with atomic nuclei can occur through two major mechanisms: 
scattering (which can be subdivided in elastic and inelastic processes) and capture 
(also called nonelastic) [26]. When a neutron is involved in an elastic scattering, the 
nature of the interacting particles is not modified; in particular the recoil nucleus 
is then the same as the target nucleus A or B in the case of a binary compound 
material AB. Similarly, during an inelastic scattering, the impacted target nucleus 
A or B undergoes an internal rearrangement into an excited state which eventually 
releases radiation. Instead of being scattered, an incident neutron may be absorbed 
or captured by a target material nucleus A or B. Many reactions are possible, and 
a large variety of particles can be emitted. This type of interaction is also called 
nonelastic interaction.
As evidenced by results of Table 3, the eight III–V materials show an interac-
tion rate superior to the value observed for the reference case with Si even if GaSb, 
AlAs, and InSb show a number of interaction events, the closest from the one of Si. 
A single material stands out clearly from the others in terms of very high number 
of interactions: GaN. This result is the direct consequence of GaN crystallographic 
structure that leads to a number of atoms per volume unit almost double with 
respect to all other materials (see Table 1).
Number of events (1 cm2 × 20 μm, 5 × 1O6 h at sea level)
Target Elastic Inelastic Nonelastic Total
Si (reference) 11,369 2048 3373 16,790
InSb 7868 6624 2574 17,066
AlAs 9246 4490 3508 17,244
GaSb 8210 6146 3298 17,654
InP 9636 5392 3218 18,246
InAs 8432 6642 3290 18,364
GaAs 8426 6374 4356 19,156
GaP 10,556 4524 4150 19,230
GaN 15,587 6349 6537 28,473
Table 3. 
Number of elastic, inelastic, and nonelastic interactions induced by atmospheric neutrons in the different III–V 
binary compound materials obtained from Geant4 simulations.
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Concerning elastic events, their proportion is clearly predominant for Si (68%), 
GaP, GaN (55%), AlAs (54%), and InP (53%). The sum of inelastic and nonelastic 
events is above 50% for GaAs (56%), InAs and InSb (54%), and GaSb (53%). For 
Si, this sum is only around 32%, which is lower than 40% found in previous studies 
[21]. The reason is that, in the present case, the minimum kinetic energy (energy 
cutoff) to take into account recoils and secondaries in the databases has been fixed 
to 1 keV, whereas this value was fixed to a higher value, i.e., 40 keV, in previous 
studies. According to [15], the number and, consequently, the proportion of elastic 
events with respect to inelastic and nonelastic events clearly depend on such energy 
cutoff; it is the reason why these percentages may vary.
Figure 1 shows the number n of secondary product(s) per interaction for the 
different materials. It is important to note that n has been evaluated after excluding 
γ photons, π, e+, e−, and η particles from the raw simulation data, as mentioned 
in Section 3. As a consequence, the first class of the distribution, i.e., n = 1, corre-
sponds to single product reactions that only result in a single recoil after interaction. 
These reactions correspond to all elastic and inelastic events, totalized in Table 1. 
For n>2, all secondaries are produced during nonelastic interactions, with an aver-
age number of secondary products per reaction between 2.5 and 2.7 for the different 
III–V materials (2.6 for silicon). Note that GaN and, in a lesser extent, GaAs and 
GaP show the most important number of reactions for n ranging from 2 to 5. To 
understand these results, a more detailed analysis in terms of secondary products 
must be conducted.
Precisely, Figure 2 shows the distribution of secondaries produced in the different 
targets of III–V binary compound materials subjected to atmospheric neutrons. Four 
groups of particles have been defined as a function of the atomic number Z: (i) pro-
tons, deuterons, and tritons (Z = 1), (ii) alpha particles and He-3 (Z = 2), (iii) nuclei 
corresponding to target atoms (named recoils #1 and #2 for binary compounds), and 
(iv) other nuclei (with Z different from the other three categories).
Figure 2 shows that similar distributions of these particle groups are found for 
all materials, GaN excepted, with approximately 20–25% of protons+alphas, 60% 
of recoil products constituted of target nuclei, and the remaining 15% of other 
nuclei. In the case of GaN, the proportion of protons and alpha particles is more 
important and corresponds to approximately two times the proportion observed 
in silicon; this result can be explained by the additional production channels of 
protons and alpha particles offered by the 14N(n,p)14C and 14N(n,α)11B reactions 
[27]. Always for GaN, the combination of a high number of atoms per volume unit 
Figure 1. 
Number of secondary products per interaction (after excluding γ photons, π, e+, e−, and η particles as explained 
in the text).
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targets of III–V binary compound materials subjected to atmospheric neutrons. Four 
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tons, deuterons, and tritons (Z = 1), (ii) alpha particles and He-3 (Z = 2), (iii) nuclei 
corresponding to target atoms (named recoils #1 and #2 for binary compounds), and 
(iv) other nuclei (with Z different from the other three categories).
Figure 2 shows that similar distributions of these particle groups are found for 
all materials, GaN excepted, with approximately 20–25% of protons+alphas, 60% 
of recoil products constituted of target nuclei, and the remaining 15% of other 
nuclei. In the case of GaN, the proportion of protons and alpha particles is more 
important and corresponds to approximately two times the proportion observed 
in silicon; this result can be explained by the additional production channels of 
protons and alpha particles offered by the 14N(n,p)14C and 14N(n,α)11B reactions 
[27]. Always for GaN, the combination of a high number of atoms per volume unit 
Figure 1. 
Number of secondary products per interaction (after excluding γ photons, π, e+, e−, and η particles as explained 
in the text).
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and the presence of nitrogen are at the origin of such a large difference with respect 
to other III–V materials in terms of a higher number of interactions, of secondaries 
produced, and of alphas and protons. In addition to Figure 2, Figure 3 shows the 
exhaustive distribution of all secondaries produced in all materials as a function of 
Z. The stacked declination of the histograms is only to produce a clearer comparison 
Figure 2. 
Number of secondaries in the events recorded in the eight III–V material databases for the four product classes 
defined in the text. The nature of recoils is indicated for each material. Results for silicon are also shown for 
reference.
Figure 3. 
Distribution in number (left) and in percent (right) of all secondaries produced in all materials as a function 
of their atomic number.
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figure; there is of course no physical sense to add secondaries of the same Z induced 
by neutrons in different targets other than specifying their distribution in Z.
Figure 4 shows the energy mappings for all secondaries produced by atmo-
spheric neutrons in the eight different targets. In these figures, each colored point 
corresponds to a single secondary product; the x-coordinate of the point corre-
sponds to the energy of the incident neutron which gave birth to it; the y-coordinate 
corresponds to the kinetic energy of the secondary after its release at the level of the 
reaction vertex. The same four groups of particles as previously defined (Figure 2) 
have been considered. Such product energy mappings allow us to visually compare 
the contain of the different databases and to highlight similarities and differences 
between the atmospheric neutron susceptibilities of the eight studied materials, 
notably in terms of protons, alphas (GaN and GaAs as compared to InSb and InP), 
and recoil distributions (differences between light and heavy recoils: N, Al, and P as 
compared to Ga, As, In, and Sb). In Figure 4, we can see that all points are logically 
below the straight-line y = x because the maximum energy of secondary products is, 
at most, equal to that of the incident primary neutron.
From the data in Figure 4, we deduced the energy histograms in Figure 5 for 
all the secondary products in the eight materials. To limit the number of curves, 
these histograms have been calculated for the four classes of secondaries previously 
defined, i.e., for protons, alpha particles, target nucleus recoils, and other ions. 
These energy histograms show the same information as in Figure 4 but in a more 
compact and quantitative form. These curves indicate the energy domain covered 
for each type of particle and also the energy position of the maximum of the dis-
tributions. For recoil products, the heavier the recoil nucleus, the lower the energy 
of the maximum of the distribution. For protons, alphas, and other nuclei, similar 
distributions and energy domains are obtained (from 10−1 to 103 MeV for protons, 
from 1 to 102 MeV for alphas, from 10−2 to a few tens of MeV for other nuclei) for 
the different targets, excepted for GaN, InAs, and InSb. For GaN, an excess of 
low-energy protons and alphas is clearly evidenced in the range of 0.1–1 MeV; for 
InAs and InSb, proton distributions are narrower and only cover an energy range 
between 1 and 103 MeV.
From the above data, we deduced the linear energy transfer (LET) and range 
distributions of all secondary products for the different target materials. For mem-
ory, the linear energy transfer or LET of a charged particle refers to the stopping 
power, i.e., the energy lost by unit of length, due only to electronic collisions and 
expressed in MeV/(mg/cm2) or in keV/μm. The range corresponds to the distance 
that a charged particle travels from its emission point through matter until it comes 
to rest. Both LET and range primarily depend on the type and initial energy of the 
particle and of the medium (i.e., the target material) in which the particle travels.
We used the popular and reference code Stopping and Range of Ions in Matter 
SRIM [28, 29] to perform (in batch mode controlled from a short C-code) the 
automatic calculation of the LET and range tables (in the range 1 keV to 10 GeV) 
for all possible nuclides from Z = 1 to Z = 92, which represents 2670 SRIM tables per 
material. A total of 2670 × 8 = 21,360 files were computed and indexed in different 
folders in order to be directly read from a Python code to automatically compute 
LET and range histograms. Figure 6 shows the plots of SRIM tables for LET and 
range related to protons, alphas, and recoil products in the eight III–V materials.
The cross-combination of these SRIM data with particle types and energies 
listed in the different interaction databases was performed using a dedicated 
python script to compute (by linear interpolation of the SRIM tables) the initial 
LET (at product release) and the range histograms of all products, shown in 
Figures 7 and 8, respectively.
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compared to Ga, As, In, and Sb). In Figure 4, we can see that all points are logically 
below the straight-line y = x because the maximum energy of secondary products is, 
at most, equal to that of the incident primary neutron.
From the data in Figure 4, we deduced the energy histograms in Figure 5 for 
all the secondary products in the eight materials. To limit the number of curves, 
these histograms have been calculated for the four classes of secondaries previously 
defined, i.e., for protons, alpha particles, target nucleus recoils, and other ions. 
These energy histograms show the same information as in Figure 4 but in a more 
compact and quantitative form. These curves indicate the energy domain covered 
for each type of particle and also the energy position of the maximum of the dis-
tributions. For recoil products, the heavier the recoil nucleus, the lower the energy 
of the maximum of the distribution. For protons, alphas, and other nuclei, similar 
distributions and energy domains are obtained (from 10−1 to 103 MeV for protons, 
from 1 to 102 MeV for alphas, from 10−2 to a few tens of MeV for other nuclei) for 
the different targets, excepted for GaN, InAs, and InSb. For GaN, an excess of 
low-energy protons and alphas is clearly evidenced in the range of 0.1–1 MeV; for 
InAs and InSb, proton distributions are narrower and only cover an energy range 
between 1 and 103 MeV.
From the above data, we deduced the linear energy transfer (LET) and range 
distributions of all secondary products for the different target materials. For mem-
ory, the linear energy transfer or LET of a charged particle refers to the stopping 
power, i.e., the energy lost by unit of length, due only to electronic collisions and 
expressed in MeV/(mg/cm2) or in keV/μm. The range corresponds to the distance 
that a charged particle travels from its emission point through matter until it comes 
to rest. Both LET and range primarily depend on the type and initial energy of the 
particle and of the medium (i.e., the target material) in which the particle travels.
We used the popular and reference code Stopping and Range of Ions in Matter 
SRIM [28, 29] to perform (in batch mode controlled from a short C-code) the 
automatic calculation of the LET and range tables (in the range 1 keV to 10 GeV) 
for all possible nuclides from Z = 1 to Z = 92, which represents 2670 SRIM tables per 
material. A total of 2670 × 8 = 21,360 files were computed and indexed in different 
folders in order to be directly read from a Python code to automatically compute 
LET and range histograms. Figure 6 shows the plots of SRIM tables for LET and 
range related to protons, alphas, and recoil products in the eight III–V materials.
The cross-combination of these SRIM data with particle types and energies 
listed in the different interaction databases was performed using a dedicated 
python script to compute (by linear interpolation of the SRIM tables) the initial 
LET (at product release) and the range histograms of all products, shown in 
Figures 7 and 8, respectively.
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Figure 4. 
Energy distributions as a function of the incident neutron energy for all secondaries produced in the events 
recorded in the eight III–V material databases.
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Figures 7 and 8 logically show that the smaller the particle, the lower the 
initial LET, and the higher the range of the particle. Thereby protons exhibit the 
lowest LET values, in the interval from 10−3 to a few 10−1 MeV/(mg/cm2) for all 
materials, and the highest ranges, typically from 10−6–10−5 m to a few tens of cm. 
Alpha particles are characterized by intermediate values, with typical initial LET 
values between 0.1 and 1 MeV/(mg/cm2) and ranges in the domain from micron 
to millimeter. Finally, recoil products and other nuclei exhibit the highest initial 
LET values, up to 10 MeV/(mg/cm2), and the lowest ranges, from nanometer to 
a maximum of few tens of microns. These results strongly suggest that product 
recoils will play an increasing role in submicron and nanowire devices, as explored 
in the following.
Figure 5. 
Energy histograms (100 bins) of protons, alphas, target nucleus recoils, and other ions produced by atmospheric 
neutron interactions in the eight III–V bulk material targets.
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Energy histograms (100 bins) of protons, alphas, target nucleus recoils, and other ions produced by atmospheric 
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Figure 6. 
Linear energy transfer (LET) and range related to protons, alphas, and recoil products in the eight III–V 
materials calculated with SRIM.
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5. Discussion
In complement to [15], we examine, in this last section, some consequences of 
the above results in terms of creation of single-event effects in electronics based 
on the studied III–V materials. Following neutron interactions with target nuclei 
and release of secondaries, the energy deposition of these secondary products in 
the bulk material and its conversion to free charge via the creation of electron-hole 
pairs are another fundamental step in the creation of SEEs.
First, we evaluated two global metrics to quantify such an energy deposition 
consecutive to neutron interactions in the bulk of the III–V materials: (i) the mean 
value of deposited energy per interaction (averaged over all events) and (ii) the 
corresponding amount of created electron-hole pairs. These two metrics have 
been evaluated, in Figure 9, for the different materials. The first metric, i.e., the 
mean energy deposited per interaction, is found to vary from around 9 MeV for Si 
to 14 MeV for GaAs. Atmospheric neutron interactions deposit, in average, more 
energy in III–V materials than in Si. This result is the consequence of a difference in 
the number of nonelastic interactions, which is higher in III–V materials than in Si, 
as shown in the following (Figure 10 and text).
Figure 9 compares the number of e-h pairs created per interaction in the different 
III–V materials with respect to the value obtained for silicon (relative factor). Three 
groups of materials can be considered: (1) GaAs, AlAs, InP, GaN, and GaP that are 
found very similar to Si (relative factor close to 1 with respect to Si); (2) InAs and GaSb 
Figure 7. 
Initial LET histograms (100 bins) of protons, alphas, target nucleus recoils, and other ions produced by 
atmospheric neutron interactions in the eight III–V bulk material targets.
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Figure 6. 
Linear energy transfer (LET) and range related to protons, alphas, and recoil products in the eight III–V 
materials calculated with SRIM.
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In complement to [15], we examine, in this last section, some consequences of 
the above results in terms of creation of single-event effects in electronics based 
on the studied III–V materials. Following neutron interactions with target nuclei 
and release of secondaries, the energy deposition of these secondary products in 
the bulk material and its conversion to free charge via the creation of electron-hole 
pairs are another fundamental step in the creation of SEEs.
First, we evaluated two global metrics to quantify such an energy deposition 
consecutive to neutron interactions in the bulk of the III–V materials: (i) the mean 
value of deposited energy per interaction (averaged over all events) and (ii) the 
corresponding amount of created electron-hole pairs. These two metrics have 
been evaluated, in Figure 9, for the different materials. The first metric, i.e., the 
mean energy deposited per interaction, is found to vary from around 9 MeV for Si 
to 14 MeV for GaAs. Atmospheric neutron interactions deposit, in average, more 
energy in III–V materials than in Si. This result is the consequence of a difference in 
the number of nonelastic interactions, which is higher in III–V materials than in Si, 
as shown in the following (Figure 10 and text).
Figure 9 compares the number of e-h pairs created per interaction in the different 
III–V materials with respect to the value obtained for silicon (relative factor). Three 
groups of materials can be considered: (1) GaAs, AlAs, InP, GaN, and GaP that are 
found very similar to Si (relative factor close to 1 with respect to Si); (2) InAs and GaSb 
Figure 7. 
Initial LET histograms (100 bins) of protons, alphas, target nucleus recoils, and other ions produced by 
atmospheric neutron interactions in the eight III–V bulk material targets.
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which exhibit a relative factor between 1.5 and 2.5; and, finally, (3) InSb characterized 
by the highest factor, close to 4. For the first group of materials, the higher atmospheric 
neutron sensitivity of these materials (which is indicated by the number of interac-
tions) is largely compensated by a higher energy of e-h pair creation at semiconductor 
level, due to their large bandgap. On the contrary, for the three last materials which 
are lower bandgap semiconductors (see Table 1), their vulnerability to atmospheric 
Figure 8. 
Range histograms (100 bins) of protons, alphas, target nucleus recoils, and other ions produced by atmospheric 
neutron interactions in the eight III–V bulk material targets.
Figure 9. 
Deposited energy per interaction (mean value estimated from all events) and corresponding amounts of e-h 
pairs created in the different III–V material targets. Values have been evaluated considering for each material 
the e-h pair creation energy given in Table 1. Typical values for silicon are also indicated for reference.
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neutrons is finally reinforced by their electrical response level due to the relatively low 
values of the energy of e-h pair creation.
Global results in Figure 9, however, do not show important quantitative differ-
ences that exist between the respective contributions of, on the one hand, elastic 
or inelastic interactions and, on the other hand, nonelastic reactions, to these 
global values. In order to examine this particular point, we recalculated the aver-
age energy deposited per interaction. Results are shown in Figure 10. Elastic or 
inelastic interactions deposit, in average, between 0.1 MeV (GaSb) and 0.25 MeV 
(GaN) with a value of 0.23 MeV for Si. On the contrary, nonelastic interactions 
deposit, in average, more than 50 MeV for GaN and up to 75 MeV for InSb, with 
a comparative value of 45 MeV for Si. In other words, nonelastic interactions 
deposit approximately between ×200 (GaN) and ×600 times (GaSb) more energy 
in average than elastic or inelastic events. Because these nonelastic events are less 
numerous than elastic+inelastic events (see Table 3), this explains why the global 
average energies per interaction (Figure 9) are relatively modest, distributed 
between 10 and 15 MeV. But these values hide very different situations, depending 
on the type of interactions. Converted into electron-hole pairs, nonelastic reac-
tions are able to deposit, in average value integrated over all the secondary tracks, 
charges up to a few pC, whereas elastic or inelastic reactions hardly reach values 
around a few fC.
In addition to the previous results, we evaluated the fraction of the total energy 
deposited per type of secondaries for all interaction events in the semiconductor 
bulks. Results are shown in Figure 11. Surprisingly enough, over 85% of the total 
energy deposited in the different III–V materials is deposited by protons, followed 
by alpha particles (around 10%). Other nuclei and recoil products represent less 
than 5%, whereas for silicon, they represent around 8% and alphas only 5%. 
Considering the range of protons and alphas, this result shows that the largest part 
of the energy is deposited far from the location of the reaction vertex.
Conversely, if we consider the fraction of the total initial LET deposited per type 
of secondaries for all interaction events in the different materials, we obtain results 
shown in Figure 12. For III–V material, 70% to 80% (minimum for GaP, maximum 
for InSb) of the total of the initial LET values corresponds to recoil products. The 
remaining 10% is related to other nuclei, the contributions of protons and alpha 
particles being negligible in this total initial LET. This signifies that recoil products 
Figure 10. 
Averaged values of the deposited energy per elastic or inelastic interaction and per nonelastic interaction for the 
different III–V material targets. For the case of elastic or inelastic interactions, values have been multiplied by 
a factor ×100 to be plotted on the same scale.
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a comparative value of 45 MeV for Si. In other words, nonelastic interactions 
deposit approximately between ×200 (GaN) and ×600 times (GaSb) more energy 
in average than elastic or inelastic events. Because these nonelastic events are less 
numerous than elastic+inelastic events (see Table 3), this explains why the global 
average energies per interaction (Figure 9) are relatively modest, distributed 
between 10 and 15 MeV. But these values hide very different situations, depending 
on the type of interactions. Converted into electron-hole pairs, nonelastic reac-
tions are able to deposit, in average value integrated over all the secondary tracks, 
charges up to a few pC, whereas elastic or inelastic reactions hardly reach values 
around a few fC.
In addition to the previous results, we evaluated the fraction of the total energy 
deposited per type of secondaries for all interaction events in the semiconductor 
bulks. Results are shown in Figure 11. Surprisingly enough, over 85% of the total 
energy deposited in the different III–V materials is deposited by protons, followed 
by alpha particles (around 10%). Other nuclei and recoil products represent less 
than 5%, whereas for silicon, they represent around 8% and alphas only 5%. 
Considering the range of protons and alphas, this result shows that the largest part 
of the energy is deposited far from the location of the reaction vertex.
Conversely, if we consider the fraction of the total initial LET deposited per type 
of secondaries for all interaction events in the different materials, we obtain results 
shown in Figure 12. For III–V material, 70% to 80% (minimum for GaP, maximum 
for InSb) of the total of the initial LET values corresponds to recoil products. The 
remaining 10% is related to other nuclei, the contributions of protons and alpha 
particles being negligible in this total initial LET. This signifies that recoil products 
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are essentially at the origin of the charge deposited in the first (tens of) nanometers 
around the incoming neutron interaction point (also called reaction vertex).
To evaluate the deposited charge in the first nanometers around reaction vertex 
points, we derived this quantity from the initial LET of particles just after their 
release. Introducing Eeh, the energy needed for creating an electron-hole pair given 
in Table 2, and tSi the thickness of the material thin layer in which the charge Qdep is 
deposited, we obtain [13]:
  Q dep [fC] = A × LET [MeV / (mg / cm 2 ) ] × tSi [μm] (1)
where A is a numerical factor that only depends on the semiconductor material 
density ρ and on the value of Eeh, given in Table 4 for all studied III–V materials and 
for silicon:
  A =  16, 02 × ρ [g / cm 
3 ]   _____________ E eh [eV] 
 (2)
From Equation (1), we derived an estimation of the charge deposited in the 
first nanometers from the reaction vertex, averaged over all secondaries for all 
Figure 11. 
Fraction of the total energy deposited per type of secondaries for all interaction events in the bulk of the studied 
III–V semiconductors.
Figure 12. 
Fraction of the total initial LET deposited per type of secondaries for all interaction events in the bulk of the 
studied III–V semiconductors.
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interaction events per material. These results are shown in Figure 13 for a distance 
of 10 nm. The comparison of values in Figure 13 with the current values of the 
minimum critical charge for standard SRAM memory cells as a function of the 
technological node, reported in Table 5, shows that three materials, InSb, InAs, and 
GaSb, exhibit a charge largely superior to 0.7 fC, the minimum critical charge for 
the 14 nm node. On the contrary, three other material show a charge inferior to the 
reference value for silicon (0.36 fC), i.e., GaN, GaP, and AlAs. Finally, GaAs and InP 
exhibit intermediate values around 0.5 fC, also compatible with integration down to 
14 nm. Finally, the comparison of these results with those of Figure 9 suggests that 
integrated electronics based on InSb, InAs, or GaSb semiconductor material should 
be potentially more affected by neutron-induced single-event effects than those 
based on the other studied materials and on silicon. Of course, such a prediction 
will have to be verified experimentally, when devices and circuits based on these 
new materials for CMOS electronics will be available to be tested for radiation.
Qdep[fC] = A × LET[MeV/(mg/cm2)] × tSi[μm]
Material Coefficient A









The numerical value of the coefficient A for this expression is indicated for the eight III–V materials (and for 
memory for silicon).
Table 4. 
Analytical expression of the charge deposited by a particle of a given initial LET (supposed constant) in a given 
thickness of a given material.
Figure 13. 
Charge deposited in the first 10 nm from the reaction vertex, averaged over all secondaries for all interaction 
events per material.
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studied III–V semiconductors.
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interaction events per material. These results are shown in Figure 13 for a distance 
of 10 nm. The comparison of values in Figure 13 with the current values of the 
minimum critical charge for standard SRAM memory cells as a function of the 
technological node, reported in Table 5, shows that three materials, InSb, InAs, and 
GaSb, exhibit a charge largely superior to 0.7 fC, the minimum critical charge for 
the 14 nm node. On the contrary, three other material show a charge inferior to the 
reference value for silicon (0.36 fC), i.e., GaN, GaP, and AlAs. Finally, GaAs and InP 
exhibit intermediate values around 0.5 fC, also compatible with integration down to 
14 nm. Finally, the comparison of these results with those of Figure 9 suggests that 
integrated electronics based on InSb, InAs, or GaSb semiconductor material should 
be potentially more affected by neutron-induced single-event effects than those 
based on the other studied materials and on silicon. Of course, such a prediction 
will have to be verified experimentally, when devices and circuits based on these 
new materials for CMOS electronics will be available to be tested for radiation.
Qdep[fC] = A × LET[MeV/(mg/cm2)] × tSi[μm]
Material Coefficient A









The numerical value of the coefficient A for this expression is indicated for the eight III–V materials (and for 
memory for silicon).
Table 4. 
Analytical expression of the charge deposited by a particle of a given initial LET (supposed constant) in a given 
thickness of a given material.
Figure 13. 
Charge deposited in the first 10 nm from the reaction vertex, averaged over all secondaries for all interaction 
events per material.
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6. Conclusion
In conclusion, Geant4 numerical simulation was intensively used in this work as 
an exploration tool to anticipate the radiation response of III–V binary compound 
semiconductors and future electronics based on these materials (not yet available) 
subjected to high-energy atmospheric neutrons. Eight III–V semiconductors have 
been considered: GaAs, AlAs, InP, InAs, GaSb, InSb, GaN, and GaP. Simulations 
of bulk targets (with natural isotope compositions) exposed to sea-level neutron 
spectrum showed that all III–V materials exhibit more interactions than in silicon, 
in particular for GaAs, GaP, and GaN, the latter being a somewhat special case due 
to the presence of nitrogen, whose reactions with neutrons lead to an increased 
production of protons and alpha particles. A detailed analysis based on histograms 
on secondary product energy, LET, and range has been conducted, providing syn-
thetic data about the atmospheric neutron radiation response of all these materials. 
We also have shown the importance of product recoils in the radiation response of 
ultimate CMOS electronics, due to their relative elevated masses that result in very 
short particle ranges and significant charge deposition within nanometer distances 
from the interaction points. We draw attention to the integrated electronics based 
on InSb, InAs, or GaSb semiconductor that should be potentially more affected by 
neutron-induced single-event effects than those based on the other studied materi-
als. The current lack of experimental data in the literature forces us to consider 
these projections with all the precautions that we must constantly have in mind 
when it comes to simulation results that have not been validated experimentally.
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CMOS node (nm) 180 130 90 65 45 32 22 14
Critical charge Qcrit (fC) 3.5 2.9 1.9 1.3 0.9 0.85 0.8 0.7
After Seifert et al. [30].
Table 5. 
Minimum critical charge versus CMOS technological nodes for standard SRAM memory cells.
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Abstract
In this chapter, with the goal to recover an optimal mean for computer-aided 
modeling and simulating a newer class of microwave-photonics-based radio 
electronic apparatuses, a number of comparative simulation experiments for the 
basic microwave band electronic devices and systems using well-known software 
tools referred to photonic design automation or upgraded electronic design automa-
tion platforms are carried out. As a result, it is shown that exploiting the software 
of upgraded electronic design automation platform provides significantly better 
accuracy of calculations for the devices and systems of this class.
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1. Introduction
Nowadays, microwave photonics (MWP) is a relatively mature scientific and 
technological direction arising among radio electronic R&D society at the second 
half of the twentieth century in result of combining the achievements of microwave 
electronics and photonics techniques [1]. Initially, MWP was an area of interest for 
a military platform [2, 3] such as radar and electronic warfare means, but recent 
years, it became an object of study and development for emerging areas in the 
telecommunication industry [4] such as fifth-generation (5G) cellular networks. 
For today, MWP technology might be considered as a perspective direction of 
modern radio electronics for signal generation, transmission, and processing in 
various radio frequency (RF) circuits and systems of microwave (MW) band. 
Implementation of this concept will enhance the key technical and economical 
features and such important characteristics as electromagnetic and environmental 
compatibilities, immunity to external interferences.
Following this tendency, we have contributed some works referred to computer-
aided design of MWP components and MWP-based devices [5–18] using two 
well-known software tools such as VPI Photonics Design Suite (VPI-PDS) [19] and 
Applied Wave Research Design Environment (AWRDE) [20]. Elaborating the direc-
tion, in this chapter, we review shortly the distinctive features of MWP technique, 
preselecting an optimal software to computer-aided design (CAD), a hybrid 
device combining microwave electronics and photonics components. After that, 
we highlight our last modeling and simulation results on design and optimization 
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half of the twentieth century in result of combining the achievements of microwave 
electronics and photonics techniques [1]. Initially, MWP was an area of interest for 
a military platform [2, 3] such as radar and electronic warfare means, but recent 
years, it became an object of study and development for emerging areas in the 
telecommunication industry [4] such as fifth-generation (5G) cellular networks. 
For today, MWP technology might be considered as a perspective direction of 
modern radio electronics for signal generation, transmission, and processing in 
various radio frequency (RF) circuits and systems of microwave (MW) band. 
Implementation of this concept will enhance the key technical and economical 
features and such important characteristics as electromagnetic and environmental 
compatibilities, immunity to external interferences.
Following this tendency, we have contributed some works referred to computer-
aided design of MWP components and MWP-based devices [5–18] using two 
well-known software tools such as VPI Photonics Design Suite (VPI-PDS) [19] and 
Applied Wave Research Design Environment (AWRDE) [20]. Elaborating the direc-
tion, in this chapter, we review shortly the distinctive features of MWP technique, 
preselecting an optimal software to computer-aided design (CAD), a hybrid 
device combining microwave electronics and photonics components. After that, 
we highlight our last modeling and simulation results on design and optimization 
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of advanced microwave and millimeter-wave band RF electronic facilities based 
on MWP technique, mainly for an access network of 5G mobile communication 
systems. In particular, Section 2 reviews the nature, features, and space of the MWP 
approach to develop advanced radio electronics apparatuses (REAs). In addition, 
Section 3 presents a short comparative analysis of modern computer platforms with 
the goal of selecting a feasible mean to design MWP-based REA. The examples 
for comparative computer-aided simulations of key optical and optoelectronics 
elements, such as laser, optical modulator, photodetector, and optical fiber, as well 
as based on them specific MWP devices and apparatuses for microwave-signal pro-
cessing in optical range such as a delay circuit, oscillator, frequency converter, and 
fiber-wireless fronthaul of 5G mobile communication system, are demonstrated in 
Section 4. All schemes are simulated in VPI-PDS and AWRDE CAD tools. Finally, 
Section 5 concludes the chapter.
2. The distinctive features of MWP technique
Microwave photonics is a rather fresh interdisciplinary scientific-technical 
and scientific-technological direction of radio electronics and photonics, which 
provides an increase in the efficiency of the formation and processing of analog 
and digital radio signals due to their transfer to the optical range. The use of MWP 
in promising radio facilities for various purposes has the potential, first, from the 
point of view of increasing operating frequencies up to tens of terahertz, ensuring 
their multirange, multifunctionality, reconfigurability, and increasing speed and 
throughput in accordance with modern requirements. Another purpose of MWP 
is to improve the performance characteristics of existing REAs such as instanta-
neous bandwidth, electromagnetic compatibility, power consumption, reliability, 
resistance to natural and intentional interference, footprint, and environmental 
friendliness.
Generally, MWP devices are the examples of an intimate integration of 
photonics, microwave electronics, and planar antenna technologies for produc-
ing a complicated functional module in a multichannel analog environment. In 
particular, MWP technology opens the way to superwide bandwidth transmitting 
characteristics at lower size, weight, and power as compared with traditional elec-
tronic information and communication systems [2, 3]. For example, it is expected 
that this direction will find wide application in the RF equipment for accessing 
networks of incoming mobile communication systems with distribution in the 
millimeter-wave range [4, 17]. Figure 1 demonstrates a typical MWP arrange-
ment, where for direct and inverse transferring of MW and optical signals, two 
interfacing units are allocated at their bounds: MW-to-optical (MW/O) and 
optical-to-MW (O/MW) converters. Between the interfaces, there are various 
photonics processing units for transmission, switching, distribution, filtration, 
time delaying, amplification, and frequency conversion of microwave signals in 
optical domain.
Figure 1. 
A typical arrangement of MWP circuit.
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3. Preselecting a feasible software to design MWP-based REAs
In the process of design, a developer of new MWP-based REA is facing a 
problem of choosing an appropriate software tool. As of today, the existing opti-
cal and optoelectronic CAD tools (OE-CAD) based on so-called Photonic Design 
Automation (PDA) platform are not developed like CAD tools intended for mod-
eling of RF and MW circuits (MW-CAD) based on so-called Electronic Design 
Automation (EDA) platform that have been underway for about 5 decades. So 
today, to solve the problems of successful introducing MWP technique to the next-
generation REAs, their individual units, and devices, there are various PDA-based 
CAD systems that allow creating complex models of varying difficulty. In general 
terms, all specialized CAD systems can be divided into a group for the structural 
design of optical linear and nonlinear media on various materials and a group for 
system modeling, in which individual devices are introduced as closed models with 
a set of specific characteristics.
Following it, currently, some commercial CAD systems have been developed 
for modeling optical and optoelectronic devices and systems based on PDA plat-
form. The most popular representatives are VPI Photonics Design Suite from VPI 
Photonics, OptiSystem from Optiwave Design Software, and so on. However, our 
design experience in such OE-CAD systems clearly showed that they are most appli-
cable for modeling complex apparatuses and systems, rather than individual device. 
In particular, the models of optical and optoelectronic components studied below 
are presented in the VPI-PDS tool in the form of ready-made library models with 
a very limited number of parameters necessary for their development. Therefore, 
based on this software, it is impossible to carry out detailed modeling of their 
functioning. For example, it is impossible to calculate a transfer characteristic in the 
large-signal mode taking into account introduced nonlinear distortions and also an 
influence of spurious elements of the input/output circuit and chip construction in 
the MW band.
To overcome this serious drawback, we almost 10 years ago proposed a differ-
ent approach using a device-oriented MW-CAD tool [5], which was subsequently 
expanded in Ref. [13]. Its essence is that the optimal solution to the problem of 
modeling MWP components and MWP-based devices according to the criteria 
of accuracy and time-of-decision should be based on a rational combination of 
structural [in the form of an physical equivalent circuit (FEC)] and structureless 
models (when the response of the device is described in frequency, temporal, and 
spatial areas based on external input and output characteristics) of circuit elements. 
The effectiveness of this approach, called end-to-end multiscale design, has been 
confirmed experimentally, for example, when modeling optoelectronic devices with 
a MW passband [21]. Below, we briefly characterize both classes of CAD tools using 
the example of AWRDE and VPI-PDS.
3.1 Available microwave-electronic software characterization
The AWRDE is a comprehensive EDA platform for developing RF/microwave 
products that provide radio engineers with integrated high frequency, system, and 
electromagnetic (EM) simulation technologies and design automation to develop 
physically realizable electronics ready for manufacturing. The tool helps design-
ers manage complex integrated circuit (IC), package, and printed-circuit board 
modeling, simulation, and verification, addressing all aspects of circuit behavior to 
achieve optimal performance and reliable results for first-pass success. The unique 
AWRDE tool features are the following:
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fiber-wireless fronthaul of 5G mobile communication system, are demonstrated in 
Section 4. All schemes are simulated in VPI-PDS and AWRDE CAD tools. Finally, 
Section 5 concludes the chapter.
2. The distinctive features of MWP technique
Microwave photonics is a rather fresh interdisciplinary scientific-technical 
and scientific-technological direction of radio electronics and photonics, which 
provides an increase in the efficiency of the formation and processing of analog 
and digital radio signals due to their transfer to the optical range. The use of MWP 
in promising radio facilities for various purposes has the potential, first, from the 
point of view of increasing operating frequencies up to tens of terahertz, ensuring 
their multirange, multifunctionality, reconfigurability, and increasing speed and 
throughput in accordance with modern requirements. Another purpose of MWP 
is to improve the performance characteristics of existing REAs such as instanta-
neous bandwidth, electromagnetic compatibility, power consumption, reliability, 
resistance to natural and intentional interference, footprint, and environmental 
friendliness.
Generally, MWP devices are the examples of an intimate integration of 
photonics, microwave electronics, and planar antenna technologies for produc-
ing a complicated functional module in a multichannel analog environment. In 
particular, MWP technology opens the way to superwide bandwidth transmitting 
characteristics at lower size, weight, and power as compared with traditional elec-
tronic information and communication systems [2, 3]. For example, it is expected 
that this direction will find wide application in the RF equipment for accessing 
networks of incoming mobile communication systems with distribution in the 
millimeter-wave range [4, 17]. Figure 1 demonstrates a typical MWP arrange-
ment, where for direct and inverse transferring of MW and optical signals, two 
interfacing units are allocated at their bounds: MW-to-optical (MW/O) and 
optical-to-MW (O/MW) converters. Between the interfaces, there are various 
photonics processing units for transmission, switching, distribution, filtration, 
time delaying, amplification, and frequency conversion of microwave signals in 
optical domain.
Figure 1. 
A typical arrangement of MWP circuit.
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3. Preselecting a feasible software to design MWP-based REAs
In the process of design, a developer of new MWP-based REA is facing a 
problem of choosing an appropriate software tool. As of today, the existing opti-
cal and optoelectronic CAD tools (OE-CAD) based on so-called Photonic Design 
Automation (PDA) platform are not developed like CAD tools intended for mod-
eling of RF and MW circuits (MW-CAD) based on so-called Electronic Design 
Automation (EDA) platform that have been underway for about 5 decades. So 
today, to solve the problems of successful introducing MWP technique to the next-
generation REAs, their individual units, and devices, there are various PDA-based 
CAD systems that allow creating complex models of varying difficulty. In general 
terms, all specialized CAD systems can be divided into a group for the structural 
design of optical linear and nonlinear media on various materials and a group for 
system modeling, in which individual devices are introduced as closed models with 
a set of specific characteristics.
Following it, currently, some commercial CAD systems have been developed 
for modeling optical and optoelectronic devices and systems based on PDA plat-
form. The most popular representatives are VPI Photonics Design Suite from VPI 
Photonics, OptiSystem from Optiwave Design Software, and so on. However, our 
design experience in such OE-CAD systems clearly showed that they are most appli-
cable for modeling complex apparatuses and systems, rather than individual device. 
In particular, the models of optical and optoelectronic components studied below 
are presented in the VPI-PDS tool in the form of ready-made library models with 
a very limited number of parameters necessary for their development. Therefore, 
based on this software, it is impossible to carry out detailed modeling of their 
functioning. For example, it is impossible to calculate a transfer characteristic in the 
large-signal mode taking into account introduced nonlinear distortions and also an 
influence of spurious elements of the input/output circuit and chip construction in 
the MW band.
To overcome this serious drawback, we almost 10 years ago proposed a differ-
ent approach using a device-oriented MW-CAD tool [5], which was subsequently 
expanded in Ref. [13]. Its essence is that the optimal solution to the problem of 
modeling MWP components and MWP-based devices according to the criteria 
of accuracy and time-of-decision should be based on a rational combination of 
structural [in the form of an physical equivalent circuit (FEC)] and structureless 
models (when the response of the device is described in frequency, temporal, and 
spatial areas based on external input and output characteristics) of circuit elements. 
The effectiveness of this approach, called end-to-end multiscale design, has been 
confirmed experimentally, for example, when modeling optoelectronic devices with 
a MW passband [21]. Below, we briefly characterize both classes of CAD tools using 
the example of AWRDE and VPI-PDS.
3.1 Available microwave-electronic software characterization
The AWRDE is a comprehensive EDA platform for developing RF/microwave 
products that provide radio engineers with integrated high frequency, system, and 
electromagnetic (EM) simulation technologies and design automation to develop 
physically realizable electronics ready for manufacturing. The tool helps design-
ers manage complex integrated circuit (IC), package, and printed-circuit board 
modeling, simulation, and verification, addressing all aspects of circuit behavior to 
achieve optimal performance and reliable results for first-pass success. The unique 
AWRDE tool features are the following:
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• Unified design capture provides front-to-back physical design flow with 
dynamically linked electrical and layout design entry. Components placed 
in an electrical schematic automatically generate a synchronized physical 
layout based on libraries of standard, customized, and/or vendor-provided 
components.
• Design flow supports complex hierarchical projects with parameterized 
subcircuits for easy optimization and tuning. Circuit, system, or EM-based 
subcircuits can be quickly developed and used to populate larger, more  
complex networks common in today’s RF front-end circuitry.
• Interoperability with industry-standard tools enables the exchange of design 
data for schematic or netlist import, bidirectional EM cosimulation, electrical 
or design rule check, and production-ready export. Additionally, powerful 
yield analysis and optimization address manufacturing tolerances for more 
robust designs and greater profitability.
• Customization due to the powerful application-programming interface 
extends the capabilities of the software using popular programming languages, 
providing user-defined scripts for automating common or complex tasks and 
custom design flows.
3.2 Available photonic software characterization
VPI-PDS sets the industry standard for end-to-end PDA comprising design, 
analysis, and optimization of components, systems, and networks that provide pro-
fessional simulation software supporting requirements of active/passive integrated 
photonics and fiber optics applications, optical transmission system and network 
applications, and cost-optimized equipment configuration. The unique VPI-PDS 
tool features are the following:
• Link engineering solutions provide simple means for the cost-effective  optical 
network configuration and offer a unified approach to control equipment 
libraries and engineering methodologies.
• Transmission design solutions provide professional means for investigating 
and optimizing system technologies and evaluating novel component and 
subsystem designs in a system context.
• Component design solutions provide professional means for the development 
and optimization of photonic ICs, optoelectronic components, and fiber-based 
amplifiers and lasers.
• Device simulation solution provides a versatile simulation framework for 
the analysis and optimization of integrated photonic waveguides and optical 
fibers.
3.3 Contention of the possibilities
In process of development of such MWP REAs combined microwave and 
photonic circuits, there was a problem to use an optimum computer product for 
their modeling and design. The essence is that for the accurate solution of an issue 
for modeling of such complicated systems containing radio engineering and optical 
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elements and devices, the specialties of their functioning in both ranges must be 
taken into consideration. In this regard, more than 20 years ago, the conclusion was 
drawn that the optimal way for increasing the accuracy of MWP circuits taking into 
account the influence of their parasitic elements in MW band requires use of the 
high-power MW-CAD tool working at the symbolical level [19]. Table 1 lists the 
detailed comparison of typical modern OE-CAD tool VPI Photonics Design Suite of 
VPI Photonics and well-known MW-CAD tool AWRDE of Cadence.
In result, the following outputs to optimally design the MWP-based REAs can be 
drawn out:
1. The available OE-CAD platform is most applicable for analyzing complex 
devices and systems, rather than their individual components, which are 
presented in the form of parameterized or formal library models with a very 
limited number of parameters necessary for accurate development of  
# Feature Realization
By MW-CAD (AWRDE) By OE-CAD (VPI-PDS)




• Linear circuits S- and Y-matrices, equivalent 
circuits
S-matrices
• Nonlinear circuits Harmonic balance engine 







• Active microwave elements Multirate harmonic balance, 
HSPICE, Volterra, based on 
measured characteristic models
Ideal or based on measured 
characteristic models
• Active MWP elements Absent Rate equation-based, 
transmission line models
• Passive elements Lumped and distribution, 
microwave band specialties
Lumped, ideal
4 Possibility for calculating 
the key parameters of MWP 
circuits and links
By one-click operation By user-created 
complicated schemes
5 IC layout design and analysis Yes No
6 Built-in design kits from the 
main foundries
Yes No
7 Parameter optimization Yes No
8 Sensitivity analysis Yes No
9 Design of tolerance Yes No
10 Statistical design Yes No
11 Yield optimization routine Yes No
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• Design flow supports complex hierarchical projects with parameterized 
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subcircuits can be quickly developed and used to populate larger, more  
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• Interoperability with industry-standard tools enables the exchange of design 
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or design rule check, and production-ready export. Additionally, powerful 
yield analysis and optimization address manufacturing tolerances for more 
robust designs and greater profitability.
• Customization due to the powerful application-programming interface 
extends the capabilities of the software using popular programming languages, 
providing user-defined scripts for automating common or complex tasks and 
custom design flows.
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VPI-PDS sets the industry standard for end-to-end PDA comprising design, 
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fessional simulation software supporting requirements of active/passive integrated 
photonics and fiber optics applications, optical transmission system and network 
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tool features are the following:
• Link engineering solutions provide simple means for the cost-effective  optical 
network configuration and offer a unified approach to control equipment 
libraries and engineering methodologies.
• Transmission design solutions provide professional means for investigating 
and optimizing system technologies and evaluating novel component and 
subsystem designs in a system context.
• Component design solutions provide professional means for the development 
and optimization of photonic ICs, optoelectronic components, and fiber-based 
amplifiers and lasers.
• Device simulation solution provides a versatile simulation framework for 
the analysis and optimization of integrated photonic waveguides and optical 
fibers.
3.3 Contention of the possibilities
In process of development of such MWP REAs combined microwave and 
photonic circuits, there was a problem to use an optimum computer product for 
their modeling and design. The essence is that for the accurate solution of an issue 
for modeling of such complicated systems containing radio engineering and optical 
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elements and devices, the specialties of their functioning in both ranges must be 
taken into consideration. In this regard, more than 20 years ago, the conclusion was 
drawn that the optimal way for increasing the accuracy of MWP circuits taking into 
account the influence of their parasitic elements in MW band requires use of the 
high-power MW-CAD tool working at the symbolical level [19]. Table 1 lists the 
detailed comparison of typical modern OE-CAD tool VPI Photonics Design Suite of 
VPI Photonics and well-known MW-CAD tool AWRDE of Cadence.
In result, the following outputs to optimally design the MWP-based REAs can be 
drawn out:
1. The available OE-CAD platform is most applicable for analyzing complex 
devices and systems, rather than their individual components, which are 
presented in the form of parameterized or formal library models with a very 
limited number of parameters necessary for accurate development of  
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• Nonlinear circuits Harmonic balance engine 







• Active microwave elements Multirate harmonic balance, 
HSPICE, Volterra, based on 
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Ideal or based on measured 
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• Active MWP elements Absent Rate equation-based, 
transmission line models
• Passive elements Lumped and distribution, 
microwave band specialties
Lumped, ideal
4 Possibility for calculating 
the key parameters of MWP 
circuits and links
By one-click operation By user-created 
complicated schemes
5 IC layout design and analysis Yes No
6 Built-in design kits from the 
main foundries
Yes No
7 Parameter optimization Yes No
8 Sensitivity analysis Yes No
9 Design of tolerance Yes No
10 Statistical design Yes No
11 Yield optimization routine Yes No
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MWP-based REAs. In particular, MW REA’s passive elements such as 
 waveguides, couplers, resonators, resistors, capacitor, and inductor represent 
only by ideal lumped models. In addition, calculating the key parameters of 
MWP circuits and links, such as large-signal transmission gain, noise figure, 
phase noise, intermodulation distortion, and intercept points is possible only 
by user-created complicated testbeds. While on MW-CAD platform, they are 
calculated using a ‘one-click’ operation.
2. From the developer's point of view, the OE-CAD platform lacks (or is just 
starting to appear) a large number of functions that are very useful for 
 investigating the device under design (see items 5–12 of Table 1).
3. The main disadvantage of the MW-CAD platform is the lack of models of 
 active optoelectronic components such as semiconductor lasers, photodiodes, 
and electro-optic modulators.
4. Our multiyear experience in CAD of MWP devices using AWRDE tool has 
shown that the most convenient way to introduce optoelectronic devices is 
to present them as a behavioral model in the form of a nonlinear physical 
equivalent circuit. In this circuit, the linear section is built on the basis of 
passive lumped or distributed components, and the nonlinear one uses sources 
(current, voltage, noise, etc.), the characteristics of which are based on 
experimental data.
4. Comparative computer-aided design
Having clarified the principal pros and cons of the two classes of software tools 
from the point of view of designing MWP-based REAs, in this section, we exem-
plify specifically the results of their comparative calculation for various devices and 
systems.
4.1 Calibration of optoelectronics and optical element models
To conduct accurately comparative modeling of MWP REAs, it is necessary 
to perform a reciprocal calibration for the models of optoelectronic and optical 
components. In this regard, the behavioral models in the AWRDE are initially 
more accurate, since they are based on experimental data. That is, the calibration 
consists in fitting the parameters of the VPI-PDS models so as to obtain close basic 
characteristics in small- and large-signal modes. Below, we present and discuss the 
results of model calibration for key optoelectronic and optical components, based 
on which a set of subsequent simulations for basic REAs will be carried out in the 
next subsection.
4.1.1 Semiconductor laser source
Variants of AWRDE-based semiconductor laser source (SLS) model in the form 
of FECs are proposed and described in detail in Refs. [5, 6, 13, 18]. On the other 
hand, there are more than 10 library models of SLS in VPI-PDS tool mainly based 
on linear or nonlinear rate equations differing in the way they are presented and 
in the set of input data. Figure 2 exemplifies the result of small-signal frequency 
response (mod. S21) simulations using AWRDE’s single-carrier model [18] and 
VPI-PDS’s “LaserRateEqSM.vtms” model. As follows from the figure, both graphs 
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for this reciprocally calibrated optoelectronic element have a similar appearance 
with typical conversion losses of about 30 dB, about 3-dB rise associated with the 
so-called electron-photon resonance, and −3-dB direct modulation bandwidth of 
slightly larger than 11 GHz.
4.1.2 Electro-optical modulator
The AWRDE-based electro-optical intensity modulator (EOM) model of 
so-called electroabsorption type in the form of FECs is proposed and described in 
detail in Ref. [13]. On the other hand, there are two library models of electroabsorp-
tion modulator (EAM) in VPI-PDS tool differing in the way they are presented and 
in the set of input data. Figure 3 exemplifies the result of large-signal optical spectra 
simulations using AWRDE model [13] and VPI-PDS’s “ModulatorEA_Polynomial.
vtms” model. As follows from the figure, both graphs for this reciprocally calibrated 
optoelectronic element have a similar appearance with approximately the same 
power levels of the fundamental signal and the first two harmonic distortions 
caused by the nonlinearity of the modulator’s transfer characteristic.
4.1.3 PIN-photodiode
Variants of AWRDE-based pin-photodiode (PD) model in the form of FECs are 
proposed and described in detail in Refs. [7, 8, 13, 18]. On the other hand, there 
are only one unified model of PD in VPI-PDS tool that is ideal and handles both 
single-mode and multimode optical signals. Figure 4 exemplifies the result of 
small-signal frequency response simulations using AWRDE model [13] and VPI-
PDS’s “Photodiode.vtms” model. As follows from the figure, both graphs for this 
reciprocally calibrated optoelectronic element have a similar appearance. However, 
Figure 2. 
Small-signal frequency response of the semiconductor laser source model by (a) AWRDE and (b) VPI-PDS.
Figure 3. 
Large-signal optical spectrum of the electro-optical modulator model by (a) AWRDE and (b) VPI-PDS.
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response (mod. S21) simulations using AWRDE’s single-carrier model [18] and 
VPI-PDS’s “LaserRateEqSM.vtms” model. As follows from the figure, both graphs 
173
Modeling and Simulation in Microwave-Photonics Applications
DOI: http://dx.doi.org/10.5772/intechopen.91940
for this reciprocally calibrated optoelectronic element have a similar appearance 
with typical conversion losses of about 30 dB, about 3-dB rise associated with the 
so-called electron-photon resonance, and −3-dB direct modulation bandwidth of 
slightly larger than 11 GHz.
4.1.2 Electro-optical modulator
The AWRDE-based electro-optical intensity modulator (EOM) model of 
so-called electroabsorption type in the form of FECs is proposed and described in 
detail in Ref. [13]. On the other hand, there are two library models of electroabsorp-
tion modulator (EAM) in VPI-PDS tool differing in the way they are presented and 
in the set of input data. Figure 3 exemplifies the result of large-signal optical spectra 
simulations using AWRDE model [13] and VPI-PDS’s “ModulatorEA_Polynomial.
vtms” model. As follows from the figure, both graphs for this reciprocally calibrated 
optoelectronic element have a similar appearance with approximately the same 
power levels of the fundamental signal and the first two harmonic distortions 
caused by the nonlinearity of the modulator’s transfer characteristic.
4.1.3 PIN-photodiode
Variants of AWRDE-based pin-photodiode (PD) model in the form of FECs are 
proposed and described in detail in Refs. [7, 8, 13, 18]. On the other hand, there 
are only one unified model of PD in VPI-PDS tool that is ideal and handles both 
single-mode and multimode optical signals. Figure 4 exemplifies the result of 
small-signal frequency response simulations using AWRDE model [13] and VPI-
PDS’s “Photodiode.vtms” model. As follows from the figure, both graphs for this 
reciprocally calibrated optoelectronic element have a similar appearance. However, 
Figure 2. 
Small-signal frequency response of the semiconductor laser source model by (a) AWRDE and (b) VPI-PDS.
Figure 3. 
Large-signal optical spectrum of the electro-optical modulator model by (a) AWRDE and (b) VPI-PDS.
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using the same reference data, a −3-dB bandwidth was obtained a little more than 
20 GHz for the AWRDE model and 27 GHz for the VPI-PDS model.
The most probable reason for this meaningful discrepancy is explained by the 
ideality of the VPI-PDS model, which does not take into account the influence 
in MW band of either the photodiode chip itself or the parasitic elements of its 
output circuit. Specifically, in order to obtain a reasonable decrease in the frequency 
response at higher frequencies, a library model of a low-pass filter had to be intro-
duced at the PD model output. Effect referred to parasitic circuit elements may be 
clearly explained by Figure 5. It follows from the AWRDE graphs that a designer 
can realized twofold expansion of the PD’s 3-dB passband (20–40 GHz) owing to 
the appropriate fitting of the connecting wire inductance Lw.
4.1.4 Optical fiber
In general, with the wave approach, where light is regarded as an EM wave, 
any optical passive element, including the optical fiber (OF), can be simulated in 
the same way in MW-CAD or in OE-CAD tool. Namely, in AWRDE, a segment of 
optical fiber of a certain length can be equivalently represented using, for example, 
the library model of physical transmission line with loss (TLINP). However, when 
constructing a realistic model of an OF, a whole set of additional effects should 
be taken into account, such as dispersion, reflection, scattering, nonlinearity, and 
ambient temperature, the influence of which can degrade the transmission charac-
teristic. The AWRDE-based OF model in the form of FECs taking into account the 
above limiting factors is proposed and described in detail in Ref. [15]. On the other 
hand, there are as many as nine library models of multimode or single-mode OF in 
VPI-PDS tool differing in the way they are presented, which deteriorating factors 
and what set of input data are taken into account. Figure 6 exemplifies the result of 
Figure 4. 
Small-signal relative frequency response of the PIN-photodiode model by (a) AWRDE and (b) VPI-PDS.
Figure 5. 
Effect of the connecting wire between photodiode chip and output pad.
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small-signal phase response (arg. S21) simulations using AWRDE’s simplified model 
[18] and VPI-PDS’s “UniversalFiberFwd.vtmg” model. As follows from the figure, 
both graphs for this reciprocally calibrated optical element have a similar appear-
ance and the same slope.
4.1.5 Reference data for the further simulation experiments
The purpose of this subsection is to generalize the results of the reciprocal 
calibration for optical and optoelectronic component models in such a way as to 
provide unified reference data on their parameters for further studies. Table 2 lists 
the common reference data for four above-considered models of SLS, EOM, PD, 
and OF as well as of electronic amplifier typically used after pin-PD.
4.2 Simulation examples
In this subsection, the subjects of the study are the specific microwave photon-
ics (MWP) devices and apparatuses such as a delay circuit, oscillator, frequency 
converter, and fiber-wireless fronthaul of 5G mobile communication system. The 
tools for the comparative computer simulation are well-known commercial software 
AWRDE and VPI-PDS. The research takes into account some key distortion sources 
of the MW signal under processing such as introduced noise and nonlinear distor-
tion of active optoelectronic elements as well as chromatic dispersion of the optical 
fiber. The parameters for the elements to be used are based on the data of Table 2.
4.2.1 MW-signal’s optical delay circuit
Fiber-optic delay circuit is one of the most feasible MWP units [22]. Figure 7 
shows the block diagram of the single-channel optical delay circuit (ODC) under 
test including semiconductor laser that directly modulated by input MW signal, 
optical fiber, the length of which corresponds to the required delay time, and a 
photodetector, at the output of which a delayed MW signal is formed. Following it, 
below we will describe two models and some comparative simulation results using 
AWRDE and VPI-PDS tools.
4.2.1.1 Modeling in VPI-PDS
Figure 8 demonstrates the model for the simulation experiment evaluating 
some key quality parameters for ODC under test when transmitting continuous 
wave MW signals. As one can see, it contains the same ODC layout as in Figure 7 
Figure 6. 
Relative phase-frequency response of the single-mode optical fiber model by (a) AWRDE and (b) VPI-PDS.
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and OF as well as of electronic amplifier typically used after pin-PD.
4.2 Simulation examples
In this subsection, the subjects of the study are the specific microwave photon-
ics (MWP) devices and apparatuses such as a delay circuit, oscillator, frequency 
converter, and fiber-wireless fronthaul of 5G mobile communication system. The 
tools for the comparative computer simulation are well-known commercial software 
AWRDE and VPI-PDS. The research takes into account some key distortion sources 
of the MW signal under processing such as introduced noise and nonlinear distor-
tion of active optoelectronic elements as well as chromatic dispersion of the optical 
fiber. The parameters for the elements to be used are based on the data of Table 2.
4.2.1 MW-signal’s optical delay circuit
Fiber-optic delay circuit is one of the most feasible MWP units [22]. Figure 7 
shows the block diagram of the single-channel optical delay circuit (ODC) under 
test including semiconductor laser that directly modulated by input MW signal, 
optical fiber, the length of which corresponds to the required delay time, and a 
photodetector, at the output of which a delayed MW signal is formed. Following it, 
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AWRDE and VPI-PDS tools.
4.2.1.1 Modeling in VPI-PDS
Figure 8 demonstrates the model for the simulation experiment evaluating 
some key quality parameters for ODC under test when transmitting continuous 
wave MW signals. As one can see, it contains the same ODC layout as in Figure 7 
Figure 6. 
Relative phase-frequency response of the single-mode optical fiber model by (a) AWRDE and (b) VPI-PDS.
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consisting of the calibrated in the previous subsection library model for single-
mode laser, so-called galactic model for optical fiber also including delay element, 
and library models for pin-photodiode and electrical post-amplifier.
4.2.1.2 Modeling in AWRDE
The layout of single-channel ODC [15] is very simple and contains (Figure 9) 
the subcircuit models of SLS, single-mode optical fiber of a corresponding length 
(delay ≈4.8 ns/m), and PD.
4.2.1.3 Simulation results
Figure 10 exemplifies the simulation results for ODC’s group time delay (GTD), 
where the MW signal frequency is swapped in the range of 1–7 GHz, and the OF 
length is 3 m. As follows from the figure, due to the broadband of the constituent 
elements, the delay does not change in such a wide frequency range of modulat-
ing frequencies (almost 3 octaves). Its value coincides with high accuracy for both 
Parameter Value
Semiconductor laser source Operating current 40 mA
Average power 8 mW
Optical carrier C-band (191 to 196.1 THz)
Linewidth 1.5 MHz
Relative intensity noise −150 dB/Hz
Threshold current 8.5 mA
Slope efficiency 0.14 W/A
Direct modulation 3-dB bandwidth Up to 11 GHz
Electro-optical modulator (EAM) Operating voltage −0.6 V
Extinction ratio 14 dB
Slope efficiency 0.14 W/V
Linewidth enhancement factor (α) 1.0
3-dB modulation bandwidth 30 GHz
PIN-photodiode Responsivity 0.7 A/W
Dark current 100 nA
Optical input power <3 mW
3-dB passband Up to 30 GHz
Post-amplifier (if needed) Gain 40 dB
Noise spectral density 20 × 10−12 A/Hz1/2
Optical fiber Type SMF-28e+
Length Up to 20 km
Attenuation 0.2 dB/km
Dispersion 17 e−6 s/m2
Dispersion slope 80 s/m3
Table 2. 
Reference data of elements for the further study.
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models and is close to the above delay in a standard single-mode fiber. In addition, 
Figure 11 demonstrates the large-signal amplitude characteristic of the ODC under 
test. As one can see from the figure, 1 dB input compression point is near −10 dBm 
for the both models.
The following outputs can be drawn from our study:
• The investigated optoelectronic delay circuit is a very simple device that, 
in contrast to the electronic analog, provides an extremely wide operating 
bandwidth and, thanks to the very short delay time in electro-optical and 
optical-electric converters and low losses in an optical fiber, an extremely wide 
delay range from units of nanoseconds to hundreds of microseconds.
Figure 7. 
Block diagram of the optical delay circuit under test.
Figure 8. 
VPI-PDS’s model of fiber-optic delay circuit of MW signals.
Figure 9. 
AWRDE model of fiber-optic delay circuit of MW signals.
Figure 10. 
Examples of the simulation results for FODC of MW signals: relative phase-frequency response by (a) 
AWRDE and (b) VPI-PDS.
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models and is close to the above delay in a standard single-mode fiber. In addition, 
Figure 11 demonstrates the large-signal amplitude characteristic of the ODC under 
test. As one can see from the figure, 1 dB input compression point is near −10 dBm 
for the both models.
The following outputs can be drawn from our study:
• The investigated optoelectronic delay circuit is a very simple device that, 
in contrast to the electronic analog, provides an extremely wide operating 
bandwidth and, thanks to the very short delay time in electro-optical and 
optical-electric converters and low losses in an optical fiber, an extremely wide 
delay range from units of nanoseconds to hundreds of microseconds.
Figure 7. 
Block diagram of the optical delay circuit under test.
Figure 8. 
VPI-PDS’s model of fiber-optic delay circuit of MW signals.
Figure 9. 
AWRDE model of fiber-optic delay circuit of MW signals.
Figure 10. 
Examples of the simulation results for FODC of MW signals: relative phase-frequency response by (a) 
AWRDE and (b) VPI-PDS.
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Figure 11. 
Simulated large-signal power characteristic for the FODC of MW signals under test by (a) AWRDE and (b) 
VPI-PDS.
Figure 12. 
Block diagram of the MW-OEO under test.
• Both computer tools under study provide approximately the same accuracy of 
calculations, which coincide with the actual value of the delay in the fiber [22]; 
however, the AWRDE model is simpler and more flexible.
4.2.2 Optoelectronic oscillator of MW signals
Figure 12 presents the block diagram of the MW signal’s optoelectronic 
 oscillator (MW-OEO) that is another worldwide example of MWP application [23]. 
Generally, it contains two requisite sections: optical one and electrical one. Here, 
the optical section includes SLS, EOM, OF, and PD. The electrical section includes 
low-noise MW amplifier (LNA), band-pass filter (BPF), power MW amplifier (PA), 
and electrical coupler (EC).
4.2.2.1 Modeling in VPI-PDS
Following a similar approach as in our previous computation modeling, 
Figure 13 shows a VPI-PDS model of MW-OEO [10]. An important specificity of 
this model is in taking a phase noise of SLS into consideration.
Note that due to the absence in this software the library model of optical fiber 
(OF) that takes into account the delay in it, the OF model in the diagram has been 
replaced by library models of the optical attenuator and the delay element with 
identical parameters.
179
Modeling and Simulation in Microwave-Photonics Applications
DOI: http://dx.doi.org/10.5772/intechopen.91940
4.2.2.2 Modeling in AWRDE
Figure 14 represents circuit-level nonlinear model of the MW-OEO under 
study realized by AWRDE software. The diagram includes a chain of subcircuits 
(SUBCKTs) representing (from left to right): small-signal (including noise) and 
large-signal features of SLS (see Section 4.1.1), delay and losses of OF, nonlinear 
optical-to-electrical conversion feature of PD (see Section 4.1.3), gain and band-
width of LNA, bandwidth and losses of BPF, frequency and amplitude features 
of PA, and couple of EC models realized by AWRDE tool. Besides, there are two 
service program elements mitigating self-sustained oscillation in the return path 
of the model: ideal DGDELAY that models an ideal, linear, frequency-dependent, 
digital time delay element and OSCAPROBE that initiates a large-signal oscillator 
simulation.
4.2.2.3 Simulation results
As an example, Figure 15 presents phase noise characteristics for MW-OEO of 
9 GHz simulated by the OE-CAD tool (black line) and by the MW-CAD tool (red 
curve). As one can see, there is a significant discrepancy in the simulation results at 
the offsets more than 100 kHz.
The following outputs can be drawn from our study:
• With small offsets from the MW carrier, the phase noise levels calculated using 
both software approximately coincide with each other and with experimental 
data [9].
• With large offsets, the discrepancy between the AWRDE-calculated and 
experimental data does not exceed 2 dB [9], which indicates the more validity 
of its model.
• To measure the phase noise of an oscillator, there is a built-in model of the 
noise analyzer (OSCNOISE) in the AWRDE tool, while to perform this 
 operation in the VPI-PDS tool, it is necessary to create a complex testbed.
4.2.3 Optoelectronic frequency converter of MW signals
About 10 years ago, we proposed a simple circuit for an optoelectronic fre-
quency converter (OEFC) of MW signals, in which the nonlinearity of a SLS’s 
Figure 13. 
VPI-PDS’s model of optoelectronic oscillator of MW signals.
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Figure 11. 
Simulated large-signal power characteristic for the FODC of MW signals under test by (a) AWRDE and (b) 
VPI-PDS.
Figure 12. 
Block diagram of the MW-OEO under test.
• Both computer tools under study provide approximately the same accuracy of 
calculations, which coincide with the actual value of the delay in the fiber [22]; 
however, the AWRDE model is simpler and more flexible.
4.2.2 Optoelectronic oscillator of MW signals
Figure 12 presents the block diagram of the MW signal’s optoelectronic 
 oscillator (MW-OEO) that is another worldwide example of MWP application [23]. 
Generally, it contains two requisite sections: optical one and electrical one. Here, 
the optical section includes SLS, EOM, OF, and PD. The electrical section includes 
low-noise MW amplifier (LNA), band-pass filter (BPF), power MW amplifier (PA), 
and electrical coupler (EC).
4.2.2.1 Modeling in VPI-PDS
Following a similar approach as in our previous computation modeling, 
Figure 13 shows a VPI-PDS model of MW-OEO [10]. An important specificity of 
this model is in taking a phase noise of SLS into consideration.
Note that due to the absence in this software the library model of optical fiber 
(OF) that takes into account the delay in it, the OF model in the diagram has been 
replaced by library models of the optical attenuator and the delay element with 
identical parameters.
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4.2.2.2 Modeling in AWRDE
Figure 14 represents circuit-level nonlinear model of the MW-OEO under 
study realized by AWRDE software. The diagram includes a chain of subcircuits 
(SUBCKTs) representing (from left to right): small-signal (including noise) and 
large-signal features of SLS (see Section 4.1.1), delay and losses of OF, nonlinear 
optical-to-electrical conversion feature of PD (see Section 4.1.3), gain and band-
width of LNA, bandwidth and losses of BPF, frequency and amplitude features 
of PA, and couple of EC models realized by AWRDE tool. Besides, there are two 
service program elements mitigating self-sustained oscillation in the return path 
of the model: ideal DGDELAY that models an ideal, linear, frequency-dependent, 
digital time delay element and OSCAPROBE that initiates a large-signal oscillator 
simulation.
4.2.2.3 Simulation results
As an example, Figure 15 presents phase noise characteristics for MW-OEO of 
9 GHz simulated by the OE-CAD tool (black line) and by the MW-CAD tool (red 
curve). As one can see, there is a significant discrepancy in the simulation results at 
the offsets more than 100 kHz.
The following outputs can be drawn from our study:
• With small offsets from the MW carrier, the phase noise levels calculated using 
both software approximately coincide with each other and with experimental 
data [9].
• With large offsets, the discrepancy between the AWRDE-calculated and 
experimental data does not exceed 2 dB [9], which indicates the more validity 
of its model.
• To measure the phase noise of an oscillator, there is a built-in model of the 
noise analyzer (OSCNOISE) in the AWRDE tool, while to perform this 
 operation in the VPI-PDS tool, it is necessary to create a complex testbed.
4.2.3 Optoelectronic frequency converter of MW signals
About 10 years ago, we proposed a simple circuit for an optoelectronic fre-
quency converter (OEFC) of MW signals, in which the nonlinearity of a SLS’s 
Figure 13. 
VPI-PDS’s model of optoelectronic oscillator of MW signals.
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Figure 15. 
Phase noise characteristics (RIN = −150 dBc/Hz).
light-current characteristic is leveraged [11]. The efficiency of this device was 
confirmed by modeling in VPI-PDS and experimental research at input frequencies 
of 1 and 1.5 GHz. Later, the operation of this device was modeled in AWRDE tool 
at other frequencies of the MW input signals [10]. The block diagram of the OEFC 
containing an electronic power combiner mixing the RF and LO MW-signals, a 
SLS, a pin-PD, and an electronic bandpass filter to isolate the mixing product is 
shown in Figure 16.
4.2.3.1 Modeling in VPI-PDS
Following a similar approach as in our previous computation modeling, 
Figure 17 depicts a VPI-PDS model of MW-OEFC [11]. Its appearance repeats the 
diagram of Figure 16 with the introduction of an electronic attenuator (El), which 
serves to adjust the level of MW signals at the input of the SLS.
4.2.3.2 Modeling in AWRDE
Following the above block diagram, Figure 18 demonstrates the OEFC model 
under investigation in AWRDE environment. This figure includes a chain of subcir-
cuits representing (from left to right) SLS (first three sections) and pin-PD (right 
sections) nonlinear models realized by AWRDE tool (see Sections 4.1.1 and 4.1.3). 
The laser model is presented by the FEC of the linear sections of the SLS model (S2) 
together with the test fixture model (S1) and nonlinear section (A1) representing 
Figure 14. 
AWRDE’s model of optoelectronic oscillator of MW signals.
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AWRDE’s library element LOOKUP that implements a lookup table including its 
measured light-current characteristic. The right section of the chain is nonlinear PD 
FEC model. Simulation details are reported in Ref. [10].
4.2.3.3 Simulation results
Figure 19 shows the results of simulation experiment referred to defining output 
spectra of the OEFC under investment by AWDE MW-CAD tool (a) and VPI-PDS 
OE-CAD tool (b). In both procedures, the input RF signal had a power of −20 dBm 
at a frequency of 1 GHz, and LO signal had a power of 6 dBm at a frequency of 
1.5 GHz.
The following outputs can be drawn from our study:
• As one can see from Figure 19(a), applying powerful harmonic balance 
method of AWRDE software resulted in output (IF) signal power near −55 
dBm at a frequency of 2.5 GHz, that is, conversion gain is −35 dB. The rest of 
the peaks in the figure represent clearly the full output spectrum of standard 
microwave mixer in agreement with well-known formula |mFRF ± nFLO|, where 
m and n are integers. On the other hand, Figure 19(b) shows a comparable 
result referred to conversion gain, however, a significant part of the mixing 
products either differs in level or is absent altogether.
• The results of simulation using the proposed AWRDE models should be closely 
matched to the experimental ones because their parameters are constructed on 
the measured characteristics of laser and photodiode.
4.2.4 Fiber-wireless fronthaul of 5G mobile communication system
In the framework of 5G’s Radio-over-Fiber (RoF) concept, fiber-wireless 
fronthaul network (FWFN) is one of the promising ways to deliver intensive 
digital traffic with seamless convergence between wired optical backhaul and 
fiber-wireless fronthaul, which is important to keep the remote cells flexible, cost 
effective, and power efficient [4, 17]. The block diagram of the FWFN containing 
Central station (CS) and a set of Remote stations (RS) interactively connected to CS 
via fiber-optics links (FOL) is shown in Figure 20. A typical position of RS is in the 
Figure 16. 
Block diagram of the MW-OEFC under test.
Figure 17. 
VPI-PDS’s model of optoelectronic frequency converter of MW signals.
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diagram of Figure 16 with the introduction of an electronic attenuator (El), which 
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Following the above block diagram, Figure 18 demonstrates the OEFC model 
under investigation in AWRDE environment. This figure includes a chain of subcir-
cuits representing (from left to right) SLS (first three sections) and pin-PD (right 
sections) nonlinear models realized by AWRDE tool (see Sections 4.1.1 and 4.1.3). 
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AWRDE’s model of optoelectronic oscillator of MW signals.
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AWRDE’s library element LOOKUP that implements a lookup table including its 
measured light-current characteristic. The right section of the chain is nonlinear PD 
FEC model. Simulation details are reported in Ref. [10].
4.2.3.3 Simulation results
Figure 19 shows the results of simulation experiment referred to defining output 
spectra of the OEFC under investment by AWDE MW-CAD tool (a) and VPI-PDS 
OE-CAD tool (b). In both procedures, the input RF signal had a power of −20 dBm 
at a frequency of 1 GHz, and LO signal had a power of 6 dBm at a frequency of 
1.5 GHz.
The following outputs can be drawn from our study:
• As one can see from Figure 19(a), applying powerful harmonic balance 
method of AWRDE software resulted in output (IF) signal power near −55 
dBm at a frequency of 2.5 GHz, that is, conversion gain is −35 dB. The rest of 
the peaks in the figure represent clearly the full output spectrum of standard 
microwave mixer in agreement with well-known formula |mFRF ± nFLO|, where 
m and n are integers. On the other hand, Figure 19(b) shows a comparable 
result referred to conversion gain, however, a significant part of the mixing 
products either differs in level or is absent altogether.
• The results of simulation using the proposed AWRDE models should be closely 
matched to the experimental ones because their parameters are constructed on 
the measured characteristics of laser and photodiode.
4.2.4 Fiber-wireless fronthaul of 5G mobile communication system
In the framework of 5G’s Radio-over-Fiber (RoF) concept, fiber-wireless 
fronthaul network (FWFN) is one of the promising ways to deliver intensive 
digital traffic with seamless convergence between wired optical backhaul and 
fiber-wireless fronthaul, which is important to keep the remote cells flexible, cost 
effective, and power efficient [4, 17]. The block diagram of the FWFN containing 
Central station (CS) and a set of Remote stations (RS) interactively connected to CS 
via fiber-optics links (FOL) is shown in Figure 20. A typical position of RS is in the 
Figure 16. 
Block diagram of the MW-OEFC under test.
Figure 17. 
VPI-PDS’s model of optoelectronic frequency converter of MW signals.
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Figure 19. 
Large-signal optoelectronic MW frequency converter output spectra by (a) AWRDE and (b) VPI-PDS.
Figure 20. 
Block diagram of the fiber-wireless fronthaul network under test.
center of the service area; that is, for omnidirectional covering, four phased array 
antennas with an azimuth of 90° would be an optimal decision [14, 16].
4.2.4.1 Modeling in VPI-PDS
Figure 21 depicts the VPI-PDS’s model of downlink channel for FWFN under 
study that has the same block diagram as in Figure 20.
As one can see from the figure, there are three parts such as CS, FOL, and 
RS. The first one includes the set of library models imitating quadrature amplitude 
modulated (QAM) MW transmitter as well as the models of SLS and EOM cali-
brated in Section 4.1. The second one consists of the library model of polarization 
controller and the model of OF calibrated in Section 4.1. Finally, the third one 
includes the model of pin-PD calibrated in Section 4.1 as well as the set of library 
models imitating QAM MW receiver. A detailed description of the QAM  transmitter 
and receiver models is given in Ref. [15].
4.2.4.2 Modeling in AWRDE
Figure 22 depicts AWRDE’s model of downlink channel for FWFN under study. 
The model has the same arrangement as in Figure 21 excluding the transmitting part 
Figure 18. 
Circuit-level AWRDE’s optoelectronic MW-frequency converter model.
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that contains the library model of quasi-optical tone generator imitating laser carrier, 
the library model of multiplexer that performs the operation of upconverting signal 
to the optical range, and a passive subcircuit representing frequency response of the 
EOM under test in S2P format. Note that earlier we proposed and described in detail 
[13] a nonstructural nonlinear model for the EOM of the EAM type suitable for 
developers of local telecommunication systems based on RoF technology. However, 
here, its simplified model with the parameters calibrated in Section 4.1 is used.
4.2.4.3 Simulation experiment
In this section, the subject of the study is a MWP-based FWFN; the devices of 
study are SLS, EOM, single-mode OF, and PD, which parameters have been calibrated 
in Section 4.1. The tools for the computer simulation are two well-known commercial 
program environments such as OE-CAD VPI-PDS and MW-CAD AWRDE. The study 
took into account the key distortion sources of the transmitted signal: noises of the 
laser, chirp of the modulator, and losses and chromatic dispersion of the fiber. To 
eliminate the influence of nonlinear effects during modulation and signal transmis-
sion through the fiber, MW and optical signal levels were selected, so that the modu-
lation index did not exceed 30%, and the optical power in the fiber was below 5 mW.
4.2.4.4 Reference data
Table 3 lists the common reference data for the simulation experiment.
Figure 21. 
VPI-PDS model of downlink channel for a fiber-wireless fronthaul network.
Figure 22. 
AWRDE model of fiber-wireless fronthaul network. 1, QAM generator; 2, MW tone generator; 3, multiplexer; 
4, quasi-optical signal generator; 5, behavioral mixer; 6, optical frequencies splitter; 7, MW noise generator; 
8, model of single-mode fiber as subcircuit; 9, model of photodiode as subcircuit; 10, post-amplifier; 11, signal 
delay compensator; 12, vector signal analyzer.
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Large-signal optoelectronic MW frequency converter output spectra by (a) AWRDE and (b) VPI-PDS.
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controller and the model of OF calibrated in Section 4.1. Finally, the third one 
includes the model of pin-PD calibrated in Section 4.1 as well as the set of library 
models imitating QAM MW receiver. A detailed description of the QAM  transmitter 
and receiver models is given in Ref. [15].
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Circuit-level AWRDE’s optoelectronic MW-frequency converter model.
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that contains the library model of quasi-optical tone generator imitating laser carrier, 
the library model of multiplexer that performs the operation of upconverting signal 
to the optical range, and a passive subcircuit representing frequency response of the 
EOM under test in S2P format. Note that earlier we proposed and described in detail 
[13] a nonstructural nonlinear model for the EOM of the EAM type suitable for 
developers of local telecommunication systems based on RoF technology. However, 
here, its simplified model with the parameters calibrated in Section 4.1 is used.
4.2.4.3 Simulation experiment
In this section, the subject of the study is a MWP-based FWFN; the devices of 
study are SLS, EOM, single-mode OF, and PD, which parameters have been calibrated 
in Section 4.1. The tools for the computer simulation are two well-known commercial 
program environments such as OE-CAD VPI-PDS and MW-CAD AWRDE. The study 
took into account the key distortion sources of the transmitted signal: noises of the 
laser, chirp of the modulator, and losses and chromatic dispersion of the fiber. To 
eliminate the influence of nonlinear effects during modulation and signal transmis-
sion through the fiber, MW and optical signal levels were selected, so that the modu-
lation index did not exceed 30%, and the optical power in the fiber was below 5 mW.
4.2.4.4 Reference data
Table 3 lists the common reference data for the simulation experiment.
Figure 21. 
VPI-PDS model of downlink channel for a fiber-wireless fronthaul network.
Figure 22. 
AWRDE model of fiber-wireless fronthaul network. 1, QAM generator; 2, MW tone generator; 3, multiplexer; 
4, quasi-optical signal generator; 5, behavioral mixer; 6, optical frequencies splitter; 7, MW noise generator; 
8, model of single-mode fiber as subcircuit; 9, model of photodiode as subcircuit; 10, post-amplifier; 11, signal 
delay compensator; 12, vector signal analyzer.
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4.2.5 Simulation results
In preparation for the simulation experiments, the modulation index of each 
device under study was optimized in such a way as to ensure the maximum output 
MW carrier-to-noise ratio while maintaining the low-signal mode at the modulat-
ing frequency. Figure 23 depicts an example of comparative simulation of Error 
Vector Magnitude (EVM) versus fiber length characteristics for the FWFN under 
study during transmission of 2.5 Gbit/s and 16-QAM MW signal at the frequency 
of 25 GHz using signal-to-noise ratio (SNR) of 50 and 25 dB. For the best vision, 
there is the inset in the figure showing constellation diagrams at the fiber length of 
10 km. In addition, the dotted line indicates the standard limit of the EVM during 
transmission of the 16-QAM signal, which is 12.5%.
The following outputs can be drawn from our study:
• the EVM versus fiber length characteristics simulated by both the software 
closely coincide with each other at the signal-to-noise ratio of 50 and 25 dB 
within the FOL distance of up to 10 km and
• for longer FOL lengths, all characteristics show a peak that exceeds the 
 standard limit, caused by the effect of chromatic dispersion [22].
Parameter Value
Length of pseudo-random bit sequence 215–1
Bitrate 2.5 Gbit/s
RF carrier frequency 25 GHz
Input RF power −11 to −26 dBm
Type of RF modulation 16-QAM
Type of optical modulation Intensity
Table 3. 
Common reference data for the FWFN under study.
Figure 23. 
EVM versus fiber length characteristics.
185
Modeling and Simulation in Microwave-Photonics Applications
DOI: http://dx.doi.org/10.5772/intechopen.91940
5. Conclusion
The chapter is devoted to recovering the optimal principle to computer-aided 
design a new class of microwave band radio electronic apparatuses using micro-
wave-photonics approach to effectively generate, transmit/receive, and process 
super wideband radio signals in near infrared optical range meeting minimum 
insertion loss of a quartz light guide. Preselecting a feasible software instrument to 
design MWP-based radio engineering apparatuses showed that up to date, exploit-
ing for some decades microwave band software tools based on electronic design 
automation platform are preferable than relatively rudimentary software tools 
based on photonic design automation platform due to much more possibilities to 
produce the state-of-art radio engineering devices, apparatuses, and systems. In 
addition, the problem referred to the reasonableness and accuracy of calculations 
comes to the fore because in the second tool all active and passive electronic and 
photonic circuit elements are presented as ideal models with lumped parameters 
that do not take into account frequency distortion due to spurious elements and 
transmission lines with distributed parameters. To clear the fact and estimate the 
impact, a comparative modeling for four basic radio electronic apparatus designed 
on the microwave-photonics approach, such as optical delay circuit, optoelectronic 
oscillator, optoelectronic frequency converter, and 5G's fiber-wireless fronthaul 
link, was carried out using two widespread off-the-shelf software: VPI Photonics 
Design Suite (VPI-PDS) and Applied Wave Research Design Environment 
(AWRDE). The following outputs can be derived, which a developer should take 
into consideration. The advantage of the simulation in VPI-PDS software is its 
greater convenience and speed with acceptable calculation accuracy since the built-
in library models of optoelectronic and optical components are mainly used. On the 
other hand, the gain of the simulation in AWRDE software is a more sophisticated 
and, at the same time, a more accurate characterization because their parameters 
are constructed on the measured characteristics of active optoelectronic compo-
nents, so the results should be closely matched to the experimental ones. Our future 
work will focus on the upgrading already proposed models and designing new 
AWRDE models of devices and units for microwave photonics applications.
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Chapter 10
Machine Health Monitoring and
Fault Diagnosis Techniques
Review in Industrial Power-Line
Network
Saud Altaf and Shafiq Ahmad
Abstract
The machinery arrangements in industrial environment normally consist of
motors of diverse sizes and specifications that are provided power and connected
with common power-bus. The power-line could be act as a good source for travel-
ling the signal through power-line network and this can be leave a faulty symptom
while inspection of motors. This influence on other neighbouring motors with noisy
signal that may present some type of fault condition in healthy motors. Further
intricacy arises when this type of signal is propagated on power-line network by
motors at different slip speeds, power rating and many faulty motors within the
network. This sort of convolution and diversification of signals from multiple
motors makes it challenging to measure and accurately relate to a certain motor or
specific fault. This chapter presents a critical literature review analysis on machine-
fault diagnosis and its related topics. The review covers a wide range of recent
literature in this problem domain. A significant related research development and
contribution of different areas regarding fault diagnosis and traceability within
power-line networks will be discussed in detail throughout this chapter.
Keywords: fault diagnosis, machine health monitoring, signal processing, industrial
power-line network, artificial intelligence, wireless sensor network
1. Introduction
This chapter presents a critical literature review analysis on machine-fault diag-
nosis and related topics. Most of the contents are extracted from doctoral thesis of
the first author of this chapter [1]. The review covers a wide range of recent
literature in the problem domain and is classified into the following groups:
• Existing signal processing techniques
• Feature extraction methods
• Existing fault diagnosis methods
• Propagation of fault signals in industrial power-line network
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• Fault type diagnosis using wireless sensor networks (WSNs) within industrial
machinery networks
• Identified shortcomings in electric current fault diagnosis research
A significant related contribution, and development of these areas, namely fault
diagnosis and traceability within power-line networks will be discussed in detail
throughout this chapter.
2. Signal processing techniques
In order to collect useful data from targeted physical assets, various fault
diagnosis techniques are used in real environments. Machine condition monitor-
ing data include vibration, electric current, temperature and pressure or
environmental data.
There are more studies on isolated machine fault diagnosis [1–5] than multiple
motors’ signal fault diagnosis [6, 7]. Raw data acquired from sensors were pre-
processed before being used for further analysis. Errors caused by background
noise, human factors and sensor faults need to be eliminated and appropriate
features need to be calculated, selected and/or extracted for further fault diagnosis.
Once a number of features are obtained, feature-selection methods need to be
employed to identify the most effective features to facilitate the fault diagnosis
process [7].
2.1 Feature extraction techniques
For accurate fault diagnosis, data must be turned into information before
knowledge can be acquired. To turn waveform data into information, fault condi-
tion indicators (features) are extracted and/or selected from the acquired signals.
Reliable features generally have the following characteristics [8, 9]:
• Inexpensive computational measurement
• Understandable in physical terms
• Mathematically properly definable
• Insensitive to unnecessary variables
• Uncorrelated with other domain features
After acquiring the spectrum data, different types of signal processing methods
have been utilised to extract useful feature information and interpret signal wave-
form data for further fault diagnosis purposes in motors. Most feature extraction
techniques can be divided into three groups, as shown in Figure 1:
2.1.1 Time-domain feature
Time-domain methods are based on the statistically characteristic behaviours of
the waveform signal in time. The most prominent and simplest features in time-
domain analysis are root mean square (RMS) and crest factor (CF) of the signal
[10]. Other most frequently used features are variance, kurtosis, standard deviation
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and skewness. These features are based on the distribution of signal samples with
time series random variables also called moments or cumulate. In most constituent
moments, the probability density function (PDF) can be broken down into parts,
because any change in the signal could alter the behaviour of the PDF and would
change the cumulate. Therefore, observing this circumstance can provide useful
diagnostic information.
Some other time-domain feature extraction techniques discussed in [10–13]
include demodulation and adaptive noise cancelling, filter-based and stochastic
techniques. One of the shortcomings of the time-domain feature extraction tech-
nique is a lack of visible symptoms of faults particularly when a fault is at an early
phase. The technique may be useful when short-duration features are extracted
from the signal [12].
RMS is one of the most significant time-domain features and is very efficient in
distinguishing any imbalance, related fault in industrial rotating equipment. How-
ever, it cannot normally identify explicit failing components. It is also not sensitive
enough to detect incipient machinery fault [12]. RMS is the measure of the power
content of a waveform and can be expressed as follows:







where, f=frequency value; and S nð Þ=spectrum for nthsample of waveform from
failing components, that is n ¼ 1, 2, 3, … , n:
Crest factor (CF) is expressed as a percentage of the peak level of an input signal
to RMS level. However, signal peaks in the time domain lead to change in the CF
value dynamically [14]. CF can be useful for the detection of impulse vibration
changes. CF is defined as:
CrestFactor ¼ CF ¼ Ampmax
Xrms
(2)
where, Ampmax is the maximum value of amplitude in signal.
Other significant time-domain features can be calculated by the following
equations:






Overview of common feature extraction techniques.
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machinery networks
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processed before being used for further analysis. Errors caused by background
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employed to identify the most effective features to facilitate the fault diagnosis
process [7].
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For accurate fault diagnosis, data must be turned into information before
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• Mathematically properly definable
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techniques can be divided into three groups, as shown in Figure 1:
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Time-domain methods are based on the statistically characteristic behaviours of
the waveform signal in time. The most prominent and simplest features in time-
domain analysis are root mean square (RMS) and crest factor (CF) of the signal
[10]. Other most frequently used features are variance, kurtosis, standard deviation
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and skewness. These features are based on the distribution of signal samples with
time series random variables also called moments or cumulate. In most constituent
moments, the probability density function (PDF) can be broken down into parts,
because any change in the signal could alter the behaviour of the PDF and would
change the cumulate. Therefore, observing this circumstance can provide useful
diagnostic information.
Some other time-domain feature extraction techniques discussed in [10–13]
include demodulation and adaptive noise cancelling, filter-based and stochastic
techniques. One of the shortcomings of the time-domain feature extraction tech-
nique is a lack of visible symptoms of faults particularly when a fault is at an early
phase. The technique may be useful when short-duration features are extracted
from the signal [12].
RMS is one of the most significant time-domain features and is very efficient in
distinguishing any imbalance, related fault in industrial rotating equipment. How-
ever, it cannot normally identify explicit failing components. It is also not sensitive
enough to detect incipient machinery fault [12]. RMS is the measure of the power
content of a waveform and can be expressed as follows:







where, f=frequency value; and S nð Þ=spectrum for nthsample of waveform from
failing components, that is n ¼ 1, 2, 3, … , n:
Crest factor (CF) is expressed as a percentage of the peak level of an input signal
to RMS level. However, signal peaks in the time domain lead to change in the CF
value dynamically [14]. CF can be useful for the detection of impulse vibration
changes. CF is defined as:
CrestFactor ¼ CF ¼ Ampmax
Xrms
(2)
where, Ampmax is the maximum value of amplitude in signal.
Other significant time-domain features can be calculated by the following
equations:
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Variance ¼ σ2 ¼ 1
2
P Xrmsð Þ2 (4)




where P indicates the expected value of the function.
An approach using NN has been developed and considers signal vibrations to be
input features [15]. They use genetic algorithm [15] to extract the most considerable
input features for fault diagnosis contexts. When doing this, six input features are
selected from a large set of possible available features. Pineda et al. [16] discussed the
major disadvantage of cost for vibrationmonitoring that require access to themachine.
2.1.2 Frequency-domain feature
Frequency-domain features are capable of overcoming the weaknesses of time-
domain analysis. Frequency-domain methods are based on the information that a
localised fault is produced by a periodic waveform signal, along with distinctive
frequency points and features.
When frequency-domain features are used for fault symptom detection, some
changes in frequency-domain parameters may indicate the existence of faults,
because diverse faults have different spectrums in the frequency domain.
Frequency-domain parameters can be also used for early detection of machine
faults and failures [17]. Therefore, such indices can be used to perform fault diag-
nostics processes.
Fast Fourier transform (FFT) is one of the most commonly used techniques in
the frequency domain [18]. The FFT, which is a fast algorithm for discrete Fourier
transform (DFT), can easily transform a signal into the frequency domain. If it is
difficult to analyse a signal in the time domain, it is easier to transform and analyse
it in the frequency domain [17].
To enhance the results of spectrum analysis, several types of frequency filter,
side-band structure analysis, demodulation and descriptive representation methods
are often used [19]. Different types of frequency spectra, such as power spectrum
and high-order spectrum, have been developed. The most traditional way of pro-
ducing a power spectrum is by using a DFT, but some additional methods can also
be used, such as the maximum entropy technique. The following parameters in the
frequency domain are commonly used as fault indicators for diagnostics [20].
Sideband_peakvalue ¼ Pv ¼ max i jð Þj j (6)
Frequency_Centre ¼ FC ¼
PN
n¼1f :S nð ÞPN
n¼1S nð Þ
(7)
Mean Square Frequency ¼ MSF ¼
Ðþ∞
0 f
2p fð Þ∂fÐþ∞p fð Þ (8)
Root Mean Square Frequency ¼ RMSF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐþ∞
0 f
2p fð Þ∂fÐþ∞p fð Þ
s
(9)
Standard deviation Frequency ¼ SDF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
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where, f represents frequency value in cycles per second (Hz); P = number of
poles; ns = synchronous speed in revolutions per minute (RPM); nr = motor speed in
RPM; n = total number of samples; Ampmax = maximum value of amplitude in
signal; i( j) = series of signals for j = 1,2,3,… ,N and N is the number of data points in
the signal; and S(n) = spectrum for nth sample value, i.e. n = 1,2,3,… ,n.
Camps et al. [20] present the measurement of the instantaneous supply fre-
quency for the diagnosis of two electric machines with rotor asymmetries [21]. The
technique of instantaneous frequency is used based on the extraction of fault com-
ponents (RMS, crest factor, etc.) associated with the frequency side bands and the
assessment of the instantaneous supply frequency. Furthermore, in case of failure
of this technique, the neural network is described in [22] to solve the rotor
asymmetries-related faults.
Furthermore, authors [22] suggest further improvements in their previously
introduced methodology for the detection of rotor asymmetries and eccentricities
for the detection of double-faults rotor asymmetry and eccentricity. They used slip
and speed as frequency-domain features on a single isolated motor for fault diag-
nosis. But in this research, other features are not considered that shows some side
bands related to other faults.
Moreover, another relevant study is introduced in [23] that is quite similar with
the work discussed in [22]. A critical analysis of temporal lateral side fault compo-
nent for physically pattern evaluation is presented, with amplitude and frequency
values to ends with the proposition method.
The technique proposed in [24] is structured on the extraction of the side-
band fault component, and its comparison with the simulated pattern computed
in the previous study. It also introduces a method for the quantification of the
fault, dividing the spectrum of the fault component of the start-up signal. Mróz
et al. [25] introduced a systematised methodology and extended it theoretically
to any type of induction machine fault, in which its fault components are a
function of the slip, providing a practical guide for the application of the
methodology.
2.1.3 Time-frequency domain
Time-frequency methods have the ability to describe machinery fault signatures
in both time and frequency domains when the signal is non-stationary [4]. The
traditional time-frequency technique uses the time and frequency distributions that
signify the energy of the signal in two dimensions.
Short-time Fourier transform (STFT) is the most commonly used distribution
technique when the signal is in a non-stationary state [5]. STFT is an enhanced
form of Fourier transform (FT). In this technique, the target signal is converted
into small windows. After choosing the width of the window function, this is
multiplied and shifted with the signal segment to produce concise non-stationary
signals. Based on the same procedure, FT is then applied at each segment to obtain
the STFT of the signal. This shows the changing behaviour of the frequency
spectrum with time value. STFT gives a constant resolution at all necessary fre-
quency points.
Another new time-frequency domain technique is wavelet transform, which
overcomes the shortcomings of STFT. This technique is also used to analyse the
signal in a non-stationary state with time values. Wavelet transform provides multi-
resolution at different frequency levels.
A comparison of FFT, STFT and continuous wavelet transform (CWT) methods
[9–11] is summarised in Table 1.
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where, f represents frequency value in cycles per second (Hz); P = number of
poles; ns = synchronous speed in revolutions per minute (RPM); nr = motor speed in
RPM; n = total number of samples; Ampmax = maximum value of amplitude in
signal; i( j) = series of signals for j = 1,2,3,… ,N and N is the number of data points in
the signal; and S(n) = spectrum for nth sample value, i.e. n = 1,2,3,… ,n.
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ponents (RMS, crest factor, etc.) associated with the frequency side bands and the
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of this technique, the neural network is described in [22] to solve the rotor
asymmetries-related faults.
Furthermore, authors [22] suggest further improvements in their previously
introduced methodology for the detection of rotor asymmetries and eccentricities
for the detection of double-faults rotor asymmetry and eccentricity. They used slip
and speed as frequency-domain features on a single isolated motor for fault diag-
nosis. But in this research, other features are not considered that shows some side
bands related to other faults.
Moreover, another relevant study is introduced in [23] that is quite similar with
the work discussed in [22]. A critical analysis of temporal lateral side fault compo-
nent for physically pattern evaluation is presented, with amplitude and frequency
values to ends with the proposition method.
The technique proposed in [24] is structured on the extraction of the side-
band fault component, and its comparison with the simulated pattern computed
in the previous study. It also introduces a method for the quantification of the
fault, dividing the spectrum of the fault component of the start-up signal. Mróz
et al. [25] introduced a systematised methodology and extended it theoretically
to any type of induction machine fault, in which its fault components are a
function of the slip, providing a practical guide for the application of the
methodology.
2.1.3 Time-frequency domain
Time-frequency methods have the ability to describe machinery fault signatures
in both time and frequency domains when the signal is non-stationary [4]. The
traditional time-frequency technique uses the time and frequency distributions that
signify the energy of the signal in two dimensions.
Short-time Fourier transform (STFT) is the most commonly used distribution
technique when the signal is in a non-stationary state [5]. STFT is an enhanced
form of Fourier transform (FT). In this technique, the target signal is converted
into small windows. After choosing the width of the window function, this is
multiplied and shifted with the signal segment to produce concise non-stationary
signals. Based on the same procedure, FT is then applied at each segment to obtain
the STFT of the signal. This shows the changing behaviour of the frequency
spectrum with time value. STFT gives a constant resolution at all necessary fre-
quency points.
Another new time-frequency domain technique is wavelet transform, which
overcomes the shortcomings of STFT. This technique is also used to analyse the
signal in a non-stationary state with time values. Wavelet transform provides multi-
resolution at different frequency levels.
A comparison of FFT, STFT and continuous wavelet transform (CWT) methods
[9–11] is summarised in Table 1.
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2.2 Fault diagnostic methods
Different fault diagnosis techniques have been applied for single and multiple
fault diagnosis in industrial machinery systems. The four main types are signal-
based, model-based, knowledge-based and hybrid methods [8]. Further classifica-
tions of these methods are presented in Figure 2.
2.2.1 Signal-based methods
Signal-based methods are largely dependent on signal processing methods for
fault diagnosis. Usually, these techniques require pre-identified circumferences.
Signals are dependent on features. Once the signal or features pass outside their
boundaries, an abnormal situation may be happening [23]. There are many methods
available that are based on signal analysis, such as vibration analysis, MCSA, axial
flow (AF), torque analysis, noise monitoring and impedance of inverse sequences.
Techniques Faults diagnosed Advantages Disadvantages
FFT [6] • Broken rotor bar
fault
• Short winding fault
• Air gap eccentricity
• Bearing faults
• Suitable for high load
conditions
• Easy to implement
• Good for visualisation
fault symptoms
• Lost time information
• Not effective in light load
condition




• Suitable for varying load
conditions
• Analyse signal with fixed
sized window




• Broken rotor bar
fault




• Suitable for varying load
and light load conditions




• Absence of phase information
for a complex-value signal
• Poor directionality
• Shift sensitive for input-
signal, causes an
unpredictable change in
transform coefficients in time.
Table 1.
Comparison between FFT, STFT and CWT.
Figure 2.
Classification of different fault diagnosis methods [1].
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Most mechanical faults in high-speed rotating machines lead to increase in
vibration levels. The largest sources of vibration and noise in electric machines are
the radial forces due to the air-gap field. Vibration monitoring is an effective and
efficient approach to providing condition indicators for machine health manage-
ment [24]. Vibration-based diagnostics is the best method for fault diagnosis, but
needs expensive accelerometers and associated wiring. This limits its use in several
applications, especially in small machines where cost plays a major factor in decid-
ing the condition monitoring method. And this limitation becomes more complex
when the diagnosis is based on multiple motors that are running in parallel with
much noise.
Some studies [22–25] discussed the multi-motor faults detection methods using
vibration analysis when motors are running in isolation from the system. Different
signal processing techniques were used for feature extraction. These studies com-
pared different features in time and frequency domain using ANN, but they never
observed the different behavioral conditions of multiple motors that simultaneously
running within same power-line.
In recent years, the stator current monitoring, well recognised as MCSA, has
become the focus for many researchers in both academia and the industry. It can
provide an indication of motor condition similar to the indication provided by other
monitoring methods (e.g., vibration), without any need to access the motor [14]. In
most electrical machine applications, the stator current is usually measured for
motor protection. When the motor is being controlled by drive, measuring the
current becomes integral to the drive apparatus, which makes it available at no cost.
There are three main methods through which captured current data can be analysed
for fault detection using current signature analysis. These are: frequency spectral
analysis; negative-positive and zero-sequence current components; and Park’s vec-
tor representation of the three-phase electric current [15].
Different authors [23–26] in recent years have discussed multiple-motor faults
detection using MCSA method, but they isolated motors from the system. Author
[26] introduced, in a concise manner, MCSA for the diagnosis of abnormal
mechanical and electrical conditions that specify, or may cause, a failure of multiple
induction motors, but analyse through separation of the system. The MCSA utilises
the results of signal analysis of the stator electric current for the detection of broken
rotor bars, air-gap eccentricity and other component damage. Another research [27]
discussed fault diagnosis using MCSA on multiple motors simultaneously, but they
diagnose a single fault and noise level in each motor. However, in this research, the
authors did not focus much on uncertainty management due to the complexity of
different faulty signals.
A comparison of MCSA, vibration and other methods [13–17] is summarised in
Table 2 as follows.
2.2.2 Model-based methods
Model-based fault diagnosis techniques are normally dependant on the dynamic
system model. The model-based methods of an industrial system benefit from the
actual system and model output. A comparison can be made between the simulation
and actual data outputs and, therefore, through visualisation, the condition of a
motor can be ascertained. Dynamic models can be developed using physical model-
ling, system identification and parameter estimation methods. The most significant
problem with the model-based methods is that the accuracy of the developed model
describes the behaviour of the diagnosis system [28]. Modelling uncertainty hap-
pens from the unfeasibility of obtaining knowledge from monitoring process when
the system is running in a noisy environment.
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signal processing techniques were used for feature extraction. These studies com-
pared different features in time and frequency domain using ANN, but they never
observed the different behavioral conditions of multiple motors that simultaneously
running within same power-line.
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provide an indication of motor condition similar to the indication provided by other
monitoring methods (e.g., vibration), without any need to access the motor [14]. In
most electrical machine applications, the stator current is usually measured for
motor protection. When the motor is being controlled by drive, measuring the
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tor representation of the three-phase electric current [15].
Different authors [23–26] in recent years have discussed multiple-motor faults
detection using MCSA method, but they isolated motors from the system. Author
[26] introduced, in a concise manner, MCSA for the diagnosis of abnormal
mechanical and electrical conditions that specify, or may cause, a failure of multiple
induction motors, but analyse through separation of the system. The MCSA utilises
the results of signal analysis of the stator electric current for the detection of broken
rotor bars, air-gap eccentricity and other component damage. Another research [27]
discussed fault diagnosis using MCSA on multiple motors simultaneously, but they
diagnose a single fault and noise level in each motor. However, in this research, the
authors did not focus much on uncertainty management due to the complexity of
different faulty signals.
A comparison of MCSA, vibration and other methods [13–17] is summarised in
Table 2 as follows.
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Model-based fault diagnosis techniques are normally dependant on the dynamic
system model. The model-based methods of an industrial system benefit from the
actual system and model output. A comparison can be made between the simulation
and actual data outputs and, therefore, through visualisation, the condition of a
motor can be ascertained. Dynamic models can be developed using physical model-
ling, system identification and parameter estimation methods. The most significant
problem with the model-based methods is that the accuracy of the developed model
describes the behaviour of the diagnosis system [28]. Modelling uncertainty hap-
pens from the unfeasibility of obtaining knowledge from monitoring process when
the system is running in a noisy environment.
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Normally, model-based methods have also been used to collect the dynamic
response of systems under normal and fault conditions, by different authors
[25–28], but on motors isolated from systems. A general architecture of the model-
based method is shown in Figure 3 as follows.
Typically, model-based methods can be divided into two parts: residual genera-
tion and decision-making. A fault diagnostics structure is presented in Figure 3. In
the first portion of the diagram, process models in healthy and faulty conditions are
compared with actual process measurements to produce continuation that describes
the present condition of the development. In the second portion, the decision-
making process is done based on the residual results. In both parts of fault diagnosis,
it applies separate models that can be based on data, knowledge-based or a combi-
nation of both analytical models. The residual generation in the fault diagnostics
system is normally based on model and pre-defined process outputs, but residuals
can be generated through different methods where model parameter features are
estimated from process measurements.
2.2.3 Knowledge-based methods
Knowledge-based model strategies usually implement human brain-like knowl-
edge of the process for machine fault diagnosis. In real-time fault diagnostic prac-
tices, the human professional expert could be an engineer who applies and operates
the diagnosis process, having good knowledge about the strategies and methods of
diagnosing multiple motor faults. The knowledge-based methods also work on
expertise, like engineers, to diagnose the fault in a motor system when the signal is
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circuit-related faults
diagnosis

























Summary comparison of MCSA, vibration and other methods.
196
Modeling and Simulation in Engineering - Selected Problems
in a dynamic condition. These methods can be very useful to reduce the percentage
of uncertainty when signals are in complex form.
Many studies have been presented in the research area of fault diagnosis using
isolated induction motors based on different techniques [28]. The artificial neural
network (ANN) has been perhaps the most commonly used artificial intelligence
technique in motor condition monitoring and fault diagnosis, due to its excellent
pattern recognition ability and ability to recognise fuzzy and indefinite signals.
ANN has the following special characteristics, enabling many applications in infor-
mation fusion and fault diagnosis [29]:
• The neural network has the ability to gain new knowledge, similar to the way
human beings acquire their knowledge. The learning process is implemented
by continuous adjusting of the weight values among the neurons
• A neural network can be a multi-input and multi-output system (MIMO). This
structure demonstrates that neural networks can handle complicated multiple
object problems, like multiple faults in a machine
• The neural network processes the information in a parallel way, similar to the
way humans process complicated information. This special feature indicates
that neural networks can fuse information from different sources
simultaneously and naturally
• The knowledge in a trained neural network is stored in a distributed way, by
means of a set of weights. This also resembles the way the knowledge is stored
in human memory
• A neural network has good fault tolerance performance. This property mainly
originates from its parallel structure and distributed information storage
system
ANN is reported in the literature as being a knowledge-based technique for
single/multiple motor fault diagnosis. These studies perform the diagnoses by map-
ping different fault symptoms in an isolated motor to produce a diagnosis decision.
Figure 3.
Architecture of model-based methods.
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Authors [30] presented a diagnosis system based on ANN on machines isolated
from system, which applies the RMS measurements of electric current, voltage and
speed to train the ANN in diagnosis of motor rotor faults. Voltage faults are only
identified in a steady-state condition, not in a dynamic-load condition.
Another study was presented by Shoba [30], based on the influence of the rotor
fault on electric current in the frequency domain, using ANN in a steady-motor
operating condition. This study demonstrated the possible symptoms of significant
frequency components on the frequency spectrum related to a broken rotor bar
fault. These symptoms are used as an input matrix using the supervised ANN
architecture. The proposed technique concluded that the process of rotor fault
diagnosis and discrimination between each fault occurred with reasonable accuracy.
Another author [31] presented a rotor fault model using fast Fourier transform
(FFT) and the supervised ANN learning method. Significant features (RMS, crest
factor, highest magnitude, etc.) were extracted from the electric current spectrum
and all possible high peak side-band values were observed using neural network
(NN). The back propagation neural network (BPNN) algorithm is applied for
training to detect a rotor fault on a single motor. To introduce complexity to the
model, they injected some noisy signals into the healthy spectrum to obtain a
reliable and intelligent NN.
Zhou et al. [32] carried out the work on fault diagnosis using four layers of feed
forward neural network (FFNN) for identification of broken rotor bar and eccentric-
ity faults. They noted that the accuracy in fault detection was 86–92 %, depending on
NN architecture, classification method and number of classified samples. The best
NN structure [11 13 11 2] was proposed from different architectures, using the
Levenberg Marquardt (LM) algorithm with 92.11 % accuracy in classification.
Most fault diagnosis studies based on ANN using isolated motors have been
successful. But in the case of a distributed network, this may create confusion
through multiple similar motor faults in a network, due to non-linear manipulation
of the signal. This sort of complexity and mixture of signals from multiple sources
make it difficult to measure and precisely correlate the fault to a given machine or
fault type. To overcome this confusion, a distributed ANN approach is used in this
research to identify the fault type and location within a motor network on the basis
of significant motor features.
2.2.4 Hybrid methods
As each method for fault diagnosis has its own limitations, a combination of
several approaches may become a good option. Several different authors have
proposed combined techniques such as neuro-fuzzy [27], neural network and
Bayesian interface [28] and DS theory with expert system [29]. A hybrid system
called generic integrated intelligent system architecture was proposed for equip-
ment monitoring, fault diagnosis and maintenance [30]. The system integrated
different AI techniques such as fuzzy logic and neural network.
A hybrid method [31] was developed that used neural networks to estimate an
engine’s internal health, and generic algorithms to detect and estimate sensor bias.
The method had the advantage of a non-linear approximation facility provided by
neural networks, and advances the system robustness in measuring uncertainty
through the combination of generic algorithms within the application.
2.3 Propagation of fault signal in industrial power-line network
In an industrial power-line network, when a faulty wave signal propagates
within the main power-line, it shows a strong relationship between the electric
198
Modeling and Simulation in Engineering - Selected Problems
current and voltage waves with certain impedance characteristics [32]. The given
input impedance of the multiple connected electric motors has been an interesting
parameter, mainly in the closeness of the grid frequency (50/60 Hz) [33]. The
importance of input impedance at a higher signal frequency level has gained atten-
tion due to the universal usage of available motor variable speed drives. The fast
switching between the different phases of power semiconductors of the inverter
injects different signals with high energy contents and a large frequency spectrum
into the motor feeder cable. Due to the injection of the spectrum into the power-line
network, it can generate electromagnetic emission, invertor problems and damage
the insulation winding of induction motors. The presence of these complications is
related to the impedance discrepancy between the motor and industrial feeder
cable. As discussed earlier, the induction motor acts as a termination impedance
when transmitting signals into an industrial low-voltage distribution network
between the power-line and motor network. The high-frequency signal character-
istics of the induction motor may affect the influence of the high-frequency
characteristics of the main power-line path.
Induction motors within power-line network depend on several factors based on
input impedance. In supplying the grid, different frequencies propagate close to the
supply frequency and change the behaviour of different motor characteristics due
to the injection of electric current signals into the induction motor terminals
through stator winding. In this case, the input impedance may rely on the leakage
induction, magnetisation inductance of the stator coils resistance and mechanical
torque load of the induction motor [33]. At high levels of frequency, the input
impedance of induction motors may be affected due to capacitance and leakage
inductance. Furthermore, due to the skin effect, all resistances of induction motors
increase, depending on frequency points.
There are a number of approaches that describe the propagation of fault signals
throughout the power-line network. But power-line communication (PLC) is a
widely used strategy in the industrial power system to transfer transmission control
messages through the power line network. PLC technology uses the power lines for
signal propagation. Frequencies in the range of 30–500 kHz have been utilised in
the industry for PLC communication [34]. These ranges of frequency are consid-
ered sufficient to be isolated from the normal operation of the power system. The
available impedance characteristics of a power transmission-line are presented as
the ratio between the electric current and voltage of the travelling waves with an
infinite spectrum length.
The fault signal may manifest within the electric current of different motors
through the main power-line. It can be suffered from attenuation factor due to
power-line characteristics and show faulty impedance pattern at the junction points
of motors connections. The propagation delay between the multiple paths of the
signal can result in disturbance of the signal. Therefore, attenuation is a very
significant factor because it decides the signal strength as a function of distance;
therefore, it plays an important role in validating the locations of faulty motors with
in the power-line network. Continuous propagation of signal impedance in power-
line becomes a combination of the inductance, resistance and parallel capacitance of
the transmission line [35].
Several studies have been presented [32–35] about implementation of the PLC
concept in power-lines for fault diagnosis. The propagating frequency of PLC
channels is higher than the fault signature frequency and is useful in estimating the
attenuation level over transmission lines. However, the calculation method com-
bines with some technical approaches to develop a fault and attenuation pattern.
For the authenticity of the fault signal within power-line network, different
measuring points would be a better approach to diagnosing the origin of a fault
generator.
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2.4 Industrial fault diagnosis using wireless sensor networks
Several WSN solutions for industrial machinery have been developed and
reported on from commercial organisations [32, 33] or individual researchers
[34, 35]. Most of these solutions only use the WSN for data acquisition and trans-
mitting signals. Feature extraction and data fusion tasks are then performed on a
central computer. Upon sensor data acquisition, feature extraction and fault diag-
nosis is another tactic capable of diffusing raw data that can scale down the number
of features and save node power. But most of these solutions are based on isolated
motors. Industrial wireless sensor network (IWSN) for motor fault diagnosis and
condition monitoring needs to consider the high-power system requirements of
industrial processes and the distinctive available characteristics of motors [34].
Some industrial processes are very important, such as high sampling rate, quick data
transmission rate and reliability of data. However, there are constraints in IWSN,
such as computational ability, limited radio bandwidth and battery energy. Thus,
limitations exist between the high system requirements of electrical machine fault
diagnosis and the resource constraints feature characteristics of IWSN.
Some recent literature focuses on the application of IWSN in machine condition
monitoring and fault diagnosis, pumping fault diagnosis, manufacturing machines,
smart grids, power plants and structural health monitoring. Ref. [34] presents
electric current and vibration-based data acquisition for monitoring rotating
machinery in power plants. They present a sensor-level data fusion algorithm to
diagnose the condition of isolated machines. A comparison result has been
performed between available fused and healthy data by using wireless nodes. A
time-series data judgement and task-level fusion algorithm was introduced to
reduce power and bandwidth needs.
The authors, in [35], introduced a diagnosis solution using electric current and
vibration signature data acquisition system for observing rotating machinery at
power plants. The diagnosis system monitors the motor vibration and stator electric
current signatures from two different motors. Node-level feature extraction tech-
niques were implemented and a neural network classification method used for
training and uncertainty management. Decision-level fusion was implemented at
the node coordinator. The training was executed in offline mode in an efficient
manner, and the BRB and eccentricity fault states have to be detected manually at
two experimental motors by applying different load levels.
2.5 Shortcomings in existing fault diagnosis research
The current harmonics present in the motor electric current are mainly created
by machine asymmetries and vibrations from machine faults. The reliability of
signal-processing techniques depends upon a good understanding of the electric and
mechanical characteristics of the machine in both a healthy and faulted state under
different loading conditions. The following shortcomings were identified on the
basis of information discussed in the literature review:
• Most of research has been effectively tested on isolate motors to diagnose its
current condition and performance by comparing healthy and faulty motors
characteristics. Limited research has been done on distributed multi-motor
signature analysis where all motors are part of the system and propagate a
faulty signal over the network.
• Some limitations have been perceived in implementing diagnosis in a
distributed motor network, with confusion between different similar machine
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fault symptoms in the power-line network, and lack of accuracy in the analysis
system due to the existence of non-linear interference from industrial noise
signals.
• There has been only limited research on the effect of load variations on the
amplitudes of fault frequency components under healthy and faulty conditions.
The majority of the studies only consider a full-load case, with limited research
considering partial-load cases. To detect faults and estimate fault severity in
machines, using characteristic fault frequencies, it is important to examine the
variability in their amplitudes with other effects than load and fault severity.
This area has had limited research on machine condition monitoring.
• Few studies have focused on the detection of multiple faults, that is, the
combination of broken rotor bars and eccentricity faults under varying loading
conditions.
• The majority of studies considered only the stator electric current as a
diagnostic medium to detect different faults in induction motors. Only a few
researchers have proposed using an instantaneous network power signal as a
diagnostic medium to detect rotor-related faults under different load
conditions. The use of instantaneous power to detect other major faults in the
machines (eccentricity, shorted turn and misalignment) and multiple faults
(combinations of different faults) under varying loading condition has not
been reported in previous research.
• Insensitivity to and independence of operating conditions in the power-line
network system.
• Utilisation of the neural network technique on distributed industrial motor
networks has not been reported in previous research where the signal
propagation process could change the pattern behaviour of each neighbouring
motor and create a confusion in identifying the actual source of fault indices.
• To date, distributed signature analysis using WSN with sensor-level data
fusion, based on multiple motors that are propagating signals into the power-
line network, is a relatively unexplored topic where all motors send their
respective features, data to central computer for fault diagnosis.
Based on the above-identified shortcomings, the focus of this research was to
diagnose multiple faults when all motors operating are part of system and propa-
gating a faulty signal over the network can create confusion between different
similar motor faults symptoms in the power-line network. To overcome this confu-
sion, ANN was utilised in identification of fault indices within a network when
faulty signals manifest into healthy signals from other motors. Finally, wireless
sensor-level data fusion was implemented using an Arduino development kit to
improve efficiency and accuracy in decision-making when all motors are operating
in parallel.
3. Conclusions
This chapter has covered a variety of different topics, as well as several particu-
lar techniques, algorithms, approaches and methods. The literature was mainly
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categorised into three major themes: fault propagation and diagnosis in power-line
network; data fusion and wireless sensor networks. The following conclusions were
drawn from the literature review:
• Machinery fault diagnosis has been too reliant on single information sources of
data, especially electric current or vibration data. The use of multiple
information sources for fault diagnosis from multiple connected motors within
the same power-line has not been well addressed and is an unexplored area.
• Correct feature extraction and selection increase the performance of a network
and reduce the network input dimensions and training time.
• Consideration of multi-parameter data-fusion techniques can play a vital role
in improving system performance, such as in accuracy, reliability and
robustness.
• Deployment of the WSN in industrial-machinery fault diagnosis can improve
its efficiency and reliability, and reduce the chances of uncertainty in
management of complex data.
Based on the above concluding points, the scope for this research was limited to
the significant utilisation of available advanced techniques and approaches for
feature extraction and motor fault diagnosis using WSN.
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Abstract
This chapter covers different methods of semiconductor device modeling for
electronic circuit simulation. It presents a discussion on physics-based analytical
modeling approach to predict device operation at specific conditions such as applied
bias (e.g., voltages and currents); environment (e.g., temperature, noise); and
physical characteristics (e.g., geometry, doping levels). However, formulation of
device model involves trade-off between accuracy and computational speed and for
most practical operation such as for SPICE-based circuit simulator, empirical
modeling approach is often preferred. Thus, this chapter also covers empirical
modeling approaches to predict device operation by implementing mathematically
fitted equations. In addition, it includes numerical device modeling approaches,
which involve numerical device simulation using different types of commercial
computer-based tools. Numerical models are used as virtual environment for device
optimization under different conditions and the results can be used to validate the
simulation models for other operating conditions.
Keywords: device modeling, physics-based model, empirical modeling, TCAD
device simulation, SPICE model
1. Introduction
Researchers are devoting their time and efforts on the development of efficient
and high-speed device models as the requirement for faster, smaller circuits and
systems are becoming more and more stringent. These models take into account
semiconductor devices such as MOSFETs and analyze the device features through
rigorous testing and optimization of the device characteristics. The device models
are developed employing various mathematical calculations and simulation pro-
cesses before being adopted into practical circuit and system-level simulation steps.
This book chapter takes a deeper dive into different types of semiconductor device
modeling and simulation techniques by leveraging their full potential.
To understand the characteristics of a device, analytical modeling is performed
under various environmental and operating conditions by varying the device
parameters. Physics-based analytical models are developed by analyzing the behav-
iors of a device based on the fundamental physics by solving rigorous mathematical
equations governing the underlying device physics. This enables selection of
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modeling approach to predict device operation at specific conditions such as applied
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device model involves trade-off between accuracy and computational speed and for
most practical operation such as for SPICE-based circuit simulator, empirical
modeling approach is often preferred. Thus, this chapter also covers empirical
modeling approaches to predict device operation by implementing mathematically
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1. Introduction
Researchers are devoting their time and efforts on the development of efficient
and high-speed device models as the requirement for faster, smaller circuits and
systems are becoming more and more stringent. These models take into account
semiconductor devices such as MOSFETs and analyze the device features through
rigorous testing and optimization of the device characteristics. The device models
are developed employing various mathematical calculations and simulation pro-
cesses before being adopted into practical circuit and system-level simulation steps.
This book chapter takes a deeper dive into different types of semiconductor device
modeling and simulation techniques by leveraging their full potential.
To understand the characteristics of a device, analytical modeling is performed
under various environmental and operating conditions by varying the device
parameters. Physics-based analytical models are developed by analyzing the behav-
iors of a device based on the fundamental physics by solving rigorous mathematical
equations governing the underlying device physics. This enables selection of
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optimal device features and predictability of the device operation under various
conditions to simulate its performance in electronic circuits and systems. Although
this type of modeling provides accurate results, the calculation scheme is not fast
enough for higher level analysis tools including circuit simulators such as SPICE.
For fast calculation of device characteristics, empirical models are commonly used.
Empirical modeling is a computer-based modeling scheme involving experimental
data. Unlike analytical modeling approach, this specific technique depends on sim-
ulation of device behavior by implementing mathematically fitted equations. This
results in a trade-off between the accuracy of device models and the computational
speed. Empirical modeling of a device plays a leading role in circuit simulation using
tools such as SPICE, which is a general-purpose analog electronic circuit simulator.
It has the capability to analyze and predict the device behavior in a circuit design by
solving a combination of theoretical and empirical models. However, to explore full
potential of a device in implementing efficient circuits, researchers are dedicating
much time in implementing numerical models using commercial device simulators
such as technology computer-aided design (TCAD) tools. Numerical modeling
optimizes the characteristics of a device by simulating the device in virtual envi-
ronment. This type of modeling of a device involves solutions to a set of coupled
partial differential equations. The core concept of this type of modeling involves
analyzing various mathematical techniques to provide a realistic solution for
predictability and operation of the device. Creating virtual environment under
different conditions to simulate various device features and characteristics enables
researchers to achieve a grasp on the functionality of a certain device and its
characteristics in circuit environment.
2. Physics-based and empirical compact modeling for circuit simulation
2.1 Physics-based models
Physics-based models are developed by simplifying coupled nonlinear partial
differential equations that describe the physics of the semiconductor devices. These
models need to be robust, accurate, and computationally efficient and are often
preferred in analog and RF circuit design. Although modern industry standard
models often have some empirical fitting parameters, their core is usually physics-
based and most parameters have some physical significance. Since these models try
to capture the essence of underlying physics, they usually have better scalability and
predictive power compared to their empirical counterparts.
2.1.1 Types of physics-based models
Physics-based compact models can be divided into several subcategories. The
most widely used models in industry are BSIM3 [1] and BSIM4 [2]. These models
are threshold-based, source-referenced, characterized by inversion charge propor-
tional to overdrive voltage, and use interpolation between strong and weak inver-
sion. In addition, some empirical fitting parameters are used in these models to
cover wide bias, geometry, and temperature ranges.
Surface potential-based models such as PSP [3] and HiSIM [4] have recently
emerged as other important physics-based compact modeling paradigms. PSP was
developed as a collaboration between Gildenblat et al. and Philips corporation and is
characterized by both inversion charge and drain current being computed from the
surface potential φs. This is a symmetric and body-referenced model whose core
208
Modeling and Simulation in Engineering - Selected Problems
idea rests upon the symmetric linearization of surface potential, which provides an
efficient solution for surface potential with 10 pV accuracy.
Another approach is known as inversion charge-based model such as EKV
named after its founders (Enz-Krmmencher-Vittoz) [5] and ACM (Advanced
Compact model) [6]. EKV was originally developed at CSEM and EPFL at Switzer-
land and has found use in low-power and RF integrated circuit (IC) design due to
some of the shortcomings of BSIM-based models in these applications. It is a body-
referenced and symmetric model based on channel charge linearization. There is
also a companion model for hand analysis.
In addition to these popular choices, there are other models such as, analytical
model for ballistic field-effect transistors [7], MIT Virtual Source model [8] etc.
Although these models are not used in industry, they involve a relatively small set of
parameters with strong physical significance and can provide useful insight into the
underlying physical phenomena of nanoscale transistors.
2.1.2 Brief overview of previous works
A number of works have been performed over the years on physics-based
modeling of transistors. Gummel in [9] developed a model based on finite differ-
ence method for solving model equations to provide information about internal
parameters such as potential and electric field distribution along with the terminal
characteristics. This approach was modified in [10] using a new discretization
technique for ensuring convergence. Building upon Scharfetter-Gummel algorithm,
Slotboom [11] proposed a new model using two new artificial variables for lineari-
zation of differential equations facilitating implementation in computer-aided
design (CAD) programs.
Early pioneers of device modeling include Pao and Sah who came up with the
classic double integral drain current expression and explored different characteris-
tics of transistor action [12, 13]. However, these formulas are computation intensive
and CAD implementation requires a simplified model. Brews in [14] proposed a
charge sheet model that assumes the inversion layer to be a conducting plane of zero
thickness.
As the transistors kept getting smaller, the significance of subthreshold leakage
conduction became apparent and the authors in [15] explored basic charge equation
to derive a model that covers conduction mechanism from subthreshold to strong
inversion. A one-dimensional model reported in [16] incorporates the dependence
of subthreshold conduction on drain voltage, substrate bias, and temperature. The
effect of terminal voltages on subthreshold conduction was captured in another
model proposed by Taylor [17], which also explored the potential adverse two-
dimensional effects on drain conductance. Later, Taylor unified the existing short-
and long-channel models into an analytical model in [18]. Moreover, with the
increasing use of MOSFETs in the domain of analog circuit design, there has been a
growing need for a better small signal CAD models. Liu et al. presented a first-order
and a second-order large-signal MOSFET models and derived corresponding small-
signal models where the parameters are associated with bias condition and process
technology [19].
Several researchers have explored the effect of electric field, doping density, and
temperature on carrier mobility. Arora et al. developed an analytical expression of
carrier mobilities in silicon as a function of doping concentration and temperature
based on experimental data and modified Brooks-Herring theory of mobility [20].
Masetti et al. explored the dependence of carrier mobility on dopant concentration
in silicon [21]. Later, Reggiani et al. proposed a unified model that combines mobil-
ity dependence on multiple factors such as doping, temperature, and electric field
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optimal device features and predictability of the device operation under various
conditions to simulate its performance in electronic circuits and systems. Although
this type of modeling provides accurate results, the calculation scheme is not fast
enough for higher level analysis tools including circuit simulators such as SPICE.
For fast calculation of device characteristics, empirical models are commonly used.
Empirical modeling is a computer-based modeling scheme involving experimental
data. Unlike analytical modeling approach, this specific technique depends on sim-
ulation of device behavior by implementing mathematically fitted equations. This
results in a trade-off between the accuracy of device models and the computational
speed. Empirical modeling of a device plays a leading role in circuit simulation using
tools such as SPICE, which is a general-purpose analog electronic circuit simulator.
It has the capability to analyze and predict the device behavior in a circuit design by
solving a combination of theoretical and empirical models. However, to explore full
potential of a device in implementing efficient circuits, researchers are dedicating
much time in implementing numerical models using commercial device simulators
such as technology computer-aided design (TCAD) tools. Numerical modeling
optimizes the characteristics of a device by simulating the device in virtual envi-
ronment. This type of modeling of a device involves solutions to a set of coupled
partial differential equations. The core concept of this type of modeling involves
analyzing various mathematical techniques to provide a realistic solution for
predictability and operation of the device. Creating virtual environment under
different conditions to simulate various device features and characteristics enables
researchers to achieve a grasp on the functionality of a certain device and its
characteristics in circuit environment.
2. Physics-based and empirical compact modeling for circuit simulation
2.1 Physics-based models
Physics-based models are developed by simplifying coupled nonlinear partial
differential equations that describe the physics of the semiconductor devices. These
models need to be robust, accurate, and computationally efficient and are often
preferred in analog and RF circuit design. Although modern industry standard
models often have some empirical fitting parameters, their core is usually physics-
based and most parameters have some physical significance. Since these models try
to capture the essence of underlying physics, they usually have better scalability and
predictive power compared to their empirical counterparts.
2.1.1 Types of physics-based models
Physics-based compact models can be divided into several subcategories. The
most widely used models in industry are BSIM3 [1] and BSIM4 [2]. These models
are threshold-based, source-referenced, characterized by inversion charge propor-
tional to overdrive voltage, and use interpolation between strong and weak inver-
sion. In addition, some empirical fitting parameters are used in these models to
cover wide bias, geometry, and temperature ranges.
Surface potential-based models such as PSP [3] and HiSIM [4] have recently
emerged as other important physics-based compact modeling paradigms. PSP was
developed as a collaboration between Gildenblat et al. and Philips corporation and is
characterized by both inversion charge and drain current being computed from the
surface potential φs. This is a symmetric and body-referenced model whose core
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idea rests upon the symmetric linearization of surface potential, which provides an
efficient solution for surface potential with 10 pV accuracy.
Another approach is known as inversion charge-based model such as EKV
named after its founders (Enz-Krmmencher-Vittoz) [5] and ACM (Advanced
Compact model) [6]. EKV was originally developed at CSEM and EPFL at Switzer-
land and has found use in low-power and RF integrated circuit (IC) design due to
some of the shortcomings of BSIM-based models in these applications. It is a body-
referenced and symmetric model based on channel charge linearization. There is
also a companion model for hand analysis.
In addition to these popular choices, there are other models such as, analytical
model for ballistic field-effect transistors [7], MIT Virtual Source model [8] etc.
Although these models are not used in industry, they involve a relatively small set of
parameters with strong physical significance and can provide useful insight into the
underlying physical phenomena of nanoscale transistors.
2.1.2 Brief overview of previous works
A number of works have been performed over the years on physics-based
modeling of transistors. Gummel in [9] developed a model based on finite differ-
ence method for solving model equations to provide information about internal
parameters such as potential and electric field distribution along with the terminal
characteristics. This approach was modified in [10] using a new discretization
technique for ensuring convergence. Building upon Scharfetter-Gummel algorithm,
Slotboom [11] proposed a new model using two new artificial variables for lineari-
zation of differential equations facilitating implementation in computer-aided
design (CAD) programs.
Early pioneers of device modeling include Pao and Sah who came up with the
classic double integral drain current expression and explored different characteris-
tics of transistor action [12, 13]. However, these formulas are computation intensive
and CAD implementation requires a simplified model. Brews in [14] proposed a
charge sheet model that assumes the inversion layer to be a conducting plane of zero
thickness.
As the transistors kept getting smaller, the significance of subthreshold leakage
conduction became apparent and the authors in [15] explored basic charge equation
to derive a model that covers conduction mechanism from subthreshold to strong
inversion. A one-dimensional model reported in [16] incorporates the dependence
of subthreshold conduction on drain voltage, substrate bias, and temperature. The
effect of terminal voltages on subthreshold conduction was captured in another
model proposed by Taylor [17], which also explored the potential adverse two-
dimensional effects on drain conductance. Later, Taylor unified the existing short-
and long-channel models into an analytical model in [18]. Moreover, with the
increasing use of MOSFETs in the domain of analog circuit design, there has been a
growing need for a better small signal CAD models. Liu et al. presented a first-order
and a second-order large-signal MOSFET models and derived corresponding small-
signal models where the parameters are associated with bias condition and process
technology [19].
Several researchers have explored the effect of electric field, doping density, and
temperature on carrier mobility. Arora et al. developed an analytical expression of
carrier mobilities in silicon as a function of doping concentration and temperature
based on experimental data and modified Brooks-Herring theory of mobility [20].
Masetti et al. explored the dependence of carrier mobility on dopant concentration
in silicon [21]. Later, Reggiani et al. proposed a unified model that combines mobil-
ity dependence on multiple factors such as doping, temperature, and electric field
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[22]. Another major contribution was the development of a universal expression for
carrier generation and recombination, which was independently reported by Hall
[23] and Shockley-Read [24] in 1952. Carrier lifetime is the most important param-
eter affecting the rate of generation-recombination and its dependence on temper-
ature and electric field was analyzed by Schenk in [25].
The first-generation CAD models refer to the three built-in models (Level 1, 2,
and 3) in the SPICE2 program [26]. Sheu et al. developed CSIM (Compact Short-
channel IGFET Model) [27] and later improved and converted it into its now-
famous successor called “Berkeley Short-channel IGFET Model” (BSIM) [28]. This
was the beginning of the second generation of SPICE models. Technical consider-
ations underlying the evolution of these models will be explored in greater detail in
Section 2.5.
2.2 Empirical model
Empirical modeling is an alternative to physics-based modeling, which is used
for rapid and accurate circuit simulation. The basic methodology is to take experi-
mental or simulated device data as input and then create a model capable of accu-
rately reproducing the complex nonlinear behavior of the semiconductor devices
under different operating conditions using some sort of special functions such as
Black-Box model or table look-up models. Usually, these methods are flexible and
can be applied to different types of transistors [29].
2.2.1 Types of empirical models
The most commonly used empirical models utilize look-up table and quadratic
or higher order polynomials for interpolation between data points. The data can be
obtained from TCAD simulations or experimental results. Some simulators inter-
nally use table look-up methods for faster simulation. Currently, there are some
mixed-device circuit simulators, which can generate table look-up models from
TCAD simulations for carrying out circuit simulation. These methods can have
some serious drawbacks such as wiggles in I-V characteristics, nonphysical negative
resistances, limited applicability in exponentially varying regions of operation
resulting from the use of low-order polynomial interpolation, inability to accom-
modate changes in temperature and geometry, limited capability for modeling
statistical variation and noise, and lack of predictive capabilities for future
technologies.
Another method involves using special functions such as hyperbolic tangent in
an ingenious way to match the shape of experimental data. Parameters tend to be
fitting coefficients but they may have some sort of first-order physical significance.
A different approach, known as Black-Box modeling, leverages sophisticated
numerical packages that take arbitrary sets of data and automatically generate some
form of mathematical model that best fits the supplied data. This approach has
mostly been confined to complex interconnect structures and system-level model-
ing. The boundary between physics-based and empirical models has gradually
become fuzzier in recent years since most modern industry standard physics-based
models now have some empirical content.
2.2.2 Brief overview of previous works
The table look-up method was implemented for digital circuit simulation in the
timing simulator MOTIS [30], which was used to obtain timing information on the
propagation of signals through circuits. Rofougaran et al. reported a FET model
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consisting of a main look-up table, along with a coarse 3-D sub-table for including
substrate effects and another table for interpolating between different channel
lengths [31]. This was used to resolve some of the limitations faced by analytical
models in capturing short-channel effects. Another table-based method was used in
[32] to address the requirements of analog circuit design, which demands greater
accuracy in reproducing small-signal parameters, large-signal nonlinearities, sub-
threshold conduction, body effects, and bias-dependent capacitances.
Meijer proposed an n-dimensional model with first-order continuity in [33]
where each table model could replicate the DC I-V characteristics of two basic
physical device models, namely, the Ebers-Moll model for bipolar transistor and the
GLASMOST model for MOSFET with higher accuracy and faster simulation time
compared to physics-based compact models. Bourenkov et al. implemented inge-
niously combined exponential and polynomial interpolation into a blending func-
tion to accurately evaluate drain current in the moderate inversion region [34].
The user can choose among several available interpolation schemes based on speed,
memory, and accuracy requirement and the scheme worked well for DC, transient,
and AC analyses. Root et al. used table data to develop non-quasi-static FET models
for RF simulation [35]. In these models, the characteristics of GaAs FET devices
were determined by state functions, which define nonlinear relationships for the
three-terminal lumped elements. An array of s-parameters, measured over a wide
range of terminal biases, is used to determine state functions, which dictate the
characteristics of GaAs devices.
Yanilmaz et al. extended Bernstein approximation technique to
multidimensional variation diminishing interpolation and modeled DC I-V and Q-V
characteristics of a MOSFET [36]. An important attribute of this model is the
preservation of continuity and monotonicity, which are important for convergence
in Newton-Raphson algorithm commonly used in most modern circuit simulators.
Similarly, the authors in [37] have used Lagrange interpolation and Bernstein
approximation techniques for modeling multi-gate SOI transistors. Shima et al.
employed monotonic piecewise cubic interpolation on stored table data obtained
from a 2-D TCAD simulator to evaluate operating points of MOS transistors [38].
Authors in [39] used a tableau-style quadratic spline formulation that ensured the
continuity of the model function and its derivative and proposed a new data-
compression method for efficient storage of coefficients. The authors in [40] have
used multidimensional linear and cubic spline interpolation methods for modeling
SOI four-gate transistor (G4FET).
2.3 CAD model for SPICE
2.3.1 Criteria for a good SPICE model
A comprehensive list of attributes of a good CAD model for circuit simulation
can be found in [41]. In this section, a brief discussion on the most salient features
of an excellent compact model is presented. To design analog and mixed analog/
digital circuits effectively, CAD models have to meet some basic requirements
based on I-V characteristics, charges, leakage currents etc.; should provide contin-
uous results that must have physical sense; should meet the requirement for intrin-
sic and extrinsic effects; and should provide accurate prediction for temperature
range of interests etc. In addition, the model must have criteria for any combination
of channel length and width values from the minimum specified upward bound and
should provide a flag when it is used outside the limit of validity. Finally, and
perhaps most importantly, a compact model must be computationally efficient,
sufficiently accurate, and numerically robust.
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for RF simulation [35]. In these models, the characteristics of GaAs FET devices
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Authors in [39] used a tableau-style quadratic spline formulation that ensured the
continuity of the model function and its derivative and proposed a new data-
compression method for efficient storage of coefficients. The authors in [40] have
used multidimensional linear and cubic spline interpolation methods for modeling
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2.3 CAD model for SPICE
2.3.1 Criteria for a good SPICE model
A comprehensive list of attributes of a good CAD model for circuit simulation
can be found in [41]. In this section, a brief discussion on the most salient features
of an excellent compact model is presented. To design analog and mixed analog/
digital circuits effectively, CAD models have to meet some basic requirements
based on I-V characteristics, charges, leakage currents etc.; should provide contin-
uous results that must have physical sense; should meet the requirement for intrin-
sic and extrinsic effects; and should provide accurate prediction for temperature
range of interests etc. In addition, the model must have criteria for any combination
of channel length and width values from the minimum specified upward bound and
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perhaps most importantly, a compact model must be computationally efficient,
sufficiently accurate, and numerically robust.
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2.3.2 Model formulation
The model developers need to satisfy certain criteria beyond model simulation.
The general considerations include choice of parameters [42], choice of references
[43], choice of modeling expressions [44], out of range behavior [42], charge versus
capacitance formulation [45], and non-quasi-static analysis [46]. Furthermore,
there are two important points, namely the choice of smoothing function and the
judicious use of conditionals, which are the topics of the following discussion.
Smoothing function is an important tool to build a single expression by combin-
ing several expressions. Sometimes it is hard to model a device with general
expressions for different regions of operation. The resultant single expression from
smoothing function can be used for all the regions. However, the smoothing func-
tions reveal particular expression in particular regions while maintaining continuity
at boundaries between regions.
For example, the traditional MOSFET drain current, IDS with an abrupt transi-
tion from non-saturation to saturation operation at a drain-source voltage, V0DS can
be written as shown in the following equation [42],
IDS ¼ WL μC
0












where μ is the mobility, W and L are the channel width and length respectively,
C’ox is the oxide capacitance, VTH is the threshold voltage, VGS is the gate-source
voltage, and α is a fitting parameter. Now, rather than using two conditional terms
for VDS,eff , the equation can be simplified and converted into a single expression
using smoothing function. The following equations are based on [47, 48],
VDS,eff ¼ V 0DS � 0:5 ∗ V 0DS � VDS � δþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 0DS � VDS � δ





1þ VDSj jV 0DS
h iA� �1=A (3)
Here δ and A are fitting parameters. Figure 1 shows how these functions make
the transition region smooth and conserve higher order continuity. Similarly, other
functions are used for smooth transition between weak- and strong-inversion [49].
Sometimes, it is hard to maintain perfectly smooth model without using any
conditionals. For efficiency, conditional models are used to include or exclude block
models that are turned on or off by using different model parameters [47]. For
example, let us consider the following common limiting function:
y ¼ 1
A
ln 1þ exp Axð Þ½ � (4)
This function asymptotically approaches zero for large negative x and
approaches x for large positive x. But it may cause a numeric overflow for
large positive x, which can be solved using the following equivalent conditional
equation:
212
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xþ 1
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2.3.3 Evolution of different generations of CAD models for SPICE
The “Simulation Program with Integrated Circuit Emphasis” (SPICE) was
developed in the Electronics Research Laboratory at the University of California,
Berkeley in 1973 [50]. However, the real popularity of SPICE comes after the release
of SPICE 2 in 1975, which included three first-generation MOSFET models for the
first time [51]. The first-generation compact models for MOSFET include Level 1,
Level 2, and Level 3 models. The second-generation models are BSIM, BSIM2, and
HSPICE Level 28. The third-generation models include Level 7, Level 48, BSIM3,
and other advanced models. The following section presents the chronological pro-
gression from the Level 1 model to Level 3 and finally to BSIM models.
Level 1 model: This first SPICE model for MOS transistor, published in 1968, is
often referred to as the Shichman-Hodges model [52]. It is the simplest compact
model that is only accurate for long-channel (more than �10 μm) MOSFETs with
uniform doping. This threshold voltage-based model assumes that, when the gate-
to-source voltage, VGS, is greater than or equal to the threshold voltage, VTH, then
the carrier concentration at the surface under the gate oxide gets inverted in polar-
ity with respect to the substrate. The threshold voltage, VTH as expressed in Eq. (6),
is a function of the body effect parameter, γ, the potential difference between the
source and the substrate, VBS, and the bulk potential, 2ϕp [53]. In Eq. (6), VT0
represents the threshold voltage when VBS = 0.









In this model, the MOSFET operation is divided into three regions. When VGS <
VTH, the drain-to-source current, IDS, is zero. This is called the cutoff region. When
VGS > VTH, the MOSFET is turned on. In this state, if the drain-to-source voltage,
Figure 1.
Illustration of two smoothing functions for ensuring higher order continuity of the model as shown in Eq. (1-3).
(Here, V 0DS =1V, δ =0.1 V, A=2).
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VDS < VGS � VTH, the device is said to be in the linear region and if VDS > VGS �
VTH, then the device is operating in the saturation region. The drain current, IDS in
linear and saturation regions is expressed in Eqs. (7) and (8), respectively [53],




VDS 1þ λVDSð Þ (7)
IDS ¼ KP2
W
L� 2Xjl VGS � VTHð Þ
2 1þ λVDSð Þ (8)
In Eqs. (7) and (8), the term, Xjl, refers to the lateral diffusion in source and
drain regions, W is the channel width, and KP is the conduction parameter. The
effective channel length is then given by (L�Xjl), where, L is the actual channel
length. The term (1+λVDS) introduces an empirical correction of the conductance in
the saturation region, where λ represents the channel length modulation parameter.
These five parameters, KP, VT0, γ, λ, and 2ϕp, characterize the model and can be
directly specified in SPICE simulation or can be calculated from physical device
parameters including substrate doping, substrate permittivity, gate oxide capaci-
tance, and thickness.
Level 2 model: The Level 1 model does not include the effect of channel dimen-
sions on the threshold voltage. However, the experimental data show that when the
channel length is small enough to be comparable with the source and the drain
depletion regions, then the relationship between the channel dimension and the
threshold voltage is no longer negligible. John E. Meyer addressed this effect along
with some other second-order effects to provide a more accurate model for smaller
sized devices, which is considered as the Level 2 model [54]. The threshold voltage
VTH is modified in this model, as shown in Eq. (9), by introducing a change in the
body effect parameter, γ, as shown in Eq. (10) [53],























where VFB represents the flat-band voltage (the amount of applied gate voltage
when the channel region and the substrate have the same amount of carrier concen-
tration of the same polarity), εs is the substrate permittivity, δ is the width-effect
parameter, C’ox is the oxide capacitance, Xj represents the doping depth in the source
and the drain regions,WS andWD are the depletion widths at the source and the drain
regions, respectively.WS andWD both are functions of the substrate bias and the bulk
potential. Level 1 model also assumes that the fixed charge in the depleted channel
region is independent of the channel-to-substrate voltage. This assumption becomes
erroneous for large VDS, as a result of the significant difference of the depletion
widths between the drain and the source regions. Taking this effect into account, the
drain current, IDS expression in the linear region is modified, as presented in Eq. (11),
which gives current values close to those of the Level 1 model for smaller VDS.
IDS ¼ KP1� λVDSð Þ
W
L� 2Xjl








γ VDS � VBS þ 2ϕp
� �1:5
� �VBS þ 2ϕp
� �1:5� �� (11)
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The drain voltage in the saturation region is expressed in Eq. (12). The drain
current in the saturation region is obtained from Eq. (11) at VDS = VD,sat. A signif-
icant modification from Level 1 is the variation of the drain current with γ even if
VBS = 0. The drain-to-source voltage at saturation can be expressed as,




VGS � VFBð Þ
s" #
(12)
The Level 2 model offers other modifications including nonzero drain current in
the weak-inversion region when VGS < VTH, and voltage-dependence of KP,
reflecting the change of the carrier mobility with the gate and the drain voltages.
Level 3 model: The basic equations of the Level 3 model were proposed by Dang
in 1979 [55]. This model can successfully predict the characteristic of a device with a
channel length down to 2 μm. In the linear region, the drain current expression of
Level 2 is simplified in this model by using the Taylor series expansion, as expressed
in Eq. (13),
IDS ¼ β VGS � VTH � 1þ FB2 VDS
� �
VDS; FB ¼ γFS2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi2ϕp � VBS
p þ Fn (13)
The short-channel effect influences the empirical parameters, FS and β, while the
narrow channel influences another fitting parameter Fn. Level 3 uses a hypothesis,
similar to Level 2, in formulating the threshold voltage. The threshold voltage
proposed in Level 3 is presented in Eq. (14). However, the influence of the differ-
ence in the depletion width between the source and the drain regions, at higher VDS,
is now empirically expressed with the parameter, σ.




þ Fn 2ϕp � VBS
� �
(14)
This model handles the gate voltage dependence of the surface mobility, μs, and
the drain-to-source electric field dependence of the effective mobility, μeff, in a
simpler way, as expressed in Eq. (15), by using the mobility modulation parameter, θ.
μs ¼
μ




In Eq. (15), the term vmax is the velocity limit reached by the carrier when VDS =
VD,sat. The Level 3 version of the saturation voltage VD,sat is presented in Eq. (16).












BSIM1 model: To bring higher accuracy in modeling shorter channel devices
(down to 1 μm), the Berkeley Short Channel IGFET Model 1 (BSIM1) was intro-
duced in 1987 [28]. Similar to Level 2 and Level 3 models, this model incorporates
both the strong- and weak-inversion components of the drain current. However,
unlike the previous models, BSIM1 used numerical approximation for modeling the
dependence of the drain current on the substrate bias to speed up the simulation
process. An automated parameter extraction program was designed to extract the
model parameters. BSIM1 incorporates an improved formulation of short-channel
effects to deal with short-channel devices. To enhance the scalability of the model,
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VDS < VGS � VTH, the device is said to be in the linear region and if VDS > VGS �
VTH, then the device is operating in the saturation region. The drain current, IDS in
linear and saturation regions is expressed in Eqs. (7) and (8), respectively [53],




VDS 1þ λVDSð Þ (7)
IDS ¼ KP2
W
L� 2Xjl VGS � VTHð Þ
2 1þ λVDSð Þ (8)
In Eqs. (7) and (8), the term, Xjl, refers to the lateral diffusion in source and
drain regions, W is the channel width, and KP is the conduction parameter. The
effective channel length is then given by (L�Xjl), where, L is the actual channel
length. The term (1+λVDS) introduces an empirical correction of the conductance in
the saturation region, where λ represents the channel length modulation parameter.
These five parameters, KP, VT0, γ, λ, and 2ϕp, characterize the model and can be
directly specified in SPICE simulation or can be calculated from physical device
parameters including substrate doping, substrate permittivity, gate oxide capaci-
tance, and thickness.
Level 2 model: The Level 1 model does not include the effect of channel dimen-
sions on the threshold voltage. However, the experimental data show that when the
channel length is small enough to be comparable with the source and the drain
depletion regions, then the relationship between the channel dimension and the
threshold voltage is no longer negligible. John E. Meyer addressed this effect along
with some other second-order effects to provide a more accurate model for smaller
sized devices, which is considered as the Level 2 model [54]. The threshold voltage
VTH is modified in this model, as shown in Eq. (9), by introducing a change in the
body effect parameter, γ, as shown in Eq. (10) [53],
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region is independent of the channel-to-substrate voltage. This assumption becomes
erroneous for large VDS, as a result of the significant difference of the depletion
widths between the drain and the source regions. Taking this effect into account, the
drain current, IDS expression in the linear region is modified, as presented in Eq. (11),
which gives current values close to those of the Level 1 model for smaller VDS.
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The drain voltage in the saturation region is expressed in Eq. (12). The drain
current in the saturation region is obtained from Eq. (11) at VDS = VD,sat. A signif-
icant modification from Level 1 is the variation of the drain current with γ even if
VBS = 0. The drain-to-source voltage at saturation can be expressed as,




VGS � VFBð Þ
s" #
(12)
The Level 2 model offers other modifications including nonzero drain current in
the weak-inversion region when VGS < VTH, and voltage-dependence of KP,
reflecting the change of the carrier mobility with the gate and the drain voltages.
Level 3 model: The basic equations of the Level 3 model were proposed by Dang
in 1979 [55]. This model can successfully predict the characteristic of a device with a
channel length down to 2 μm. In the linear region, the drain current expression of
Level 2 is simplified in this model by using the Taylor series expansion, as expressed
in Eq. (13),
IDS ¼ β VGS � VTH � 1þ FB2 VDS
� �
VDS; FB ¼ γFS2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi2ϕp � VBS
p þ Fn (13)
The short-channel effect influences the empirical parameters, FS and β, while the
narrow channel influences another fitting parameter Fn. Level 3 uses a hypothesis,
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proposed in Level 3 is presented in Eq. (14). However, the influence of the differ-
ence in the depletion width between the source and the drain regions, at higher VDS,
is now empirically expressed with the parameter, σ.
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� �
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This model handles the gate voltage dependence of the surface mobility, μs, and
the drain-to-source electric field dependence of the effective mobility, μeff, in a
simpler way, as expressed in Eq. (15), by using the mobility modulation parameter, θ.
μs ¼
μ




In Eq. (15), the term vmax is the velocity limit reached by the carrier when VDS =
VD,sat. The Level 3 version of the saturation voltage VD,sat is presented in Eq. (16).












BSIM1 model: To bring higher accuracy in modeling shorter channel devices
(down to 1 μm), the Berkeley Short Channel IGFET Model 1 (BSIM1) was intro-
duced in 1987 [28]. Similar to Level 2 and Level 3 models, this model incorporates
both the strong- and weak-inversion components of the drain current. However,
unlike the previous models, BSIM1 used numerical approximation for modeling the
dependence of the drain current on the substrate bias to speed up the simulation
process. An automated parameter extraction program was designed to extract the
model parameters. BSIM1 incorporates an improved formulation of short-channel
effects to deal with short-channel devices. To enhance the scalability of the model,
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several fitting parameters are introduced for each of the model parameters. How-
ever, this model offers no significant improvement in scalability and due to a large
number of fitting parameters, it has failed to gain popularity among circuit
designers.
BSIM2 model: BSIM2 was developed in 1990 for submicron devices by improv-
ing some aspects of BSIM1 including model continuity, output conductance, and
subthreshold current [56]. It employs cubic spline to achieve smoother transition
between weak- and strong-inversion and between linear and saturation regions.
BSIM2 uses more parameters for improved accuracy but the model has not solved
the issue regarding the difficult parameter extraction process. The user still cannot
get a set of parameters that are valid for a range of device sizes and has to deal with
many sets of model parameters, each covering a limited range of device geometries.
BSIM3 model: BSIM3 was developed in 1994 from a coherent quasi-two-
dimensional analysis of the MOSFET by addressing these issues of previous models
[49]. To ensure good scalability, this model explicitly considers the effect of device
size and process variation. The second version, BSIM3v2, was released with better
accuracy and scalability than the previous version. However, this second version
still suffers from the discontinuity, such as negative conductance and glitches in
transconductance over drain current versus gate voltage plot at the boundary of
weak- and strong-inversion regions. The third version, BSIM3v3.0, was introduced
to eliminate all the shortcomings of the previous versions [57]. The significant
distinction of BSIM3v3.0 is the introduction of the single-equation approach and
prediction-ability that enabled statistical analysis [58]. The improvement of this
third version of BSIM3 continued to three consecutive subversions, from
BSIM3v3.0 to BSIM3v3.2 to incorporate significant developments including the
introduction of a new charge-capacitance model considering the quantization
effect, improved threshold model, substrate current model, and non-quasi-static
model [59].
BSIM4 model: BSIM 4 was released in 2000 to support sub 130-nmm CMOS
technologies and the growth of high-speed analog, mixed-signal, and RF integrated
circuits [60]. A significant addition is a holistic noise model for the channel thermal
noise and induced gate noise [61]. An intrinsic input resistance model is used to
obtain accuracy at high-frequency operation. It also introduces a charge layer
thickness model incorporating novel quantum effects [62]. Moreover, it includes
the first model that takes into account the drain leakage current resulting from
direct-tunneling [63]. Other improvements include pocket implant effect, layout-
dependent factors including mechanical stress and well-proximity and enabled
modeling of high-k metal-gate stacks and non-silicon materials.
BSIM-bulk model: There have been recent efforts to combine the best features
of BSIM4 and EKV models. This has resulted in the newest addition to the Bulk
MOSFET model from BSIM group and is named BSIM-bulk (formerly known as
BSIM6). In contrast to its threshold voltage-based predecessors, BSIM-bulk is a
charge-based and body-referenced model, which passes the symmetry test for DC
and AC, correctly predicts harmonic slope, and exhibits accurate results for RF and
analog simulations [64]. In addition, bulk charge effect has been modeled analyti-
cally to improve the model accuracy for transconductance and output conductance
[65]. There is also a new NQS (non-quasi-static) model effective up to the millime-
ter wave regime.
2.4 Modeling of novel transistors and emerging devices
To continue the advancement of semiconductor industry beyond the imminent
demise of Moore’s Law, researchers all around the world have been exploring new
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technologies and consequently, a multitude of novel devices have emerged in recent
years. This book chapter has been focused mainly on the development of compact
models for bulk MOSFET. These models have been modified and extended for
several novel transistors. For example, for SOI (silicon-on-insulator) devices, PSP-
based model [66] and BSIM-based model [67, 68] have been reported. From the
BSIM group, BSIM-IMG model for independent multi-gate MOSFET operation [69]
and BSIM-CMG for common multi-gate transistor, that is, FinFET have been
developed [70].
In addition to different nanoscale transistors, the lessons learned during devel-
opment of different generations of compact models have also been successfully used
to model many emerging devices such as metal-oxide-based resistive random-
access memory (RRAM) devices [71, 72], insulator-metal-transition devices [73],
biomolecular memristors [74] and memcapacitors [75] etc.
3. Device simulation
For any newly developed semiconductor device, different parameters need to be
optimized before the device model can be adopted for practical circuit applications.
However, with rapid development of new device and process technologies, optimi-
zation of semiconductor manufacturing processes guided by experimental approach
becomes very time-consuming and expensive. As an alternative, device simulation
can allow optimization of the device parameters in a virtual environment in a fast
and cost-effective way to verify the device models for a newly developed semicon-
ductor technology. In general, the tools used for numerical device simulation
include three major components: (i) simulation of the fabrication process, (ii)
simulation of the device characteristics, and (iii) simulation of the device for circuit
applications. Figure 2 shows the basic hierarchy of process, device and circuit
Figure 2.
Hierarchy of process, device, and circuit simulation.
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BSIM-bulk model: There have been recent efforts to combine the best features
of BSIM4 and EKV models. This has resulted in the newest addition to the Bulk
MOSFET model from BSIM group and is named BSIM-bulk (formerly known as
BSIM6). In contrast to its threshold voltage-based predecessors, BSIM-bulk is a
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and AC, correctly predicts harmonic slope, and exhibits accurate results for RF and
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based model [66] and BSIM-based model [67, 68] have been reported. From the
BSIM group, BSIM-IMG model for independent multi-gate MOSFET operation [69]
and BSIM-CMG for common multi-gate transistor, that is, FinFET have been
developed [70].
In addition to different nanoscale transistors, the lessons learned during devel-
opment of different generations of compact models have also been successfully used
to model many emerging devices such as metal-oxide-based resistive random-
access memory (RRAM) devices [71, 72], insulator-metal-transition devices [73],
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zation of semiconductor manufacturing processes guided by experimental approach
becomes very time-consuming and expensive. As an alternative, device simulation
can allow optimization of the device parameters in a virtual environment in a fast
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simulation. Process simulation is closely coupled to the original device simulation
because the behavior of the fabricated device is significantly related to the overall
processing steps. Process simulation is implemented by mimicking the original
device fabrication steps that include several lithography steps as well as ion
implantation, diffusion, annealing, and oxidation steps. This simulation is based on
the measurement of doping profile using secondary ion mass spectroscopy (SIMS),
topography provided by transmission electron microscopy (TEM), the process rec-
ipe, and the lithography masks. Simulation of the device characteristics is based on
the overall geometry of the device coupled with the simulated profile from the
process simulation. This part of the simulation mainly focuses on the device output
and transfer current-voltage (I-V) characteristics, capacitance-voltage (C-V) char-
acteristics, or frequency response. The compact model intended to be used for the
circuit simulation can be developed based on the output of the process and device
simulation data optimized using different device parameters in TCAD tools.
3.1 Formulation of device simulation models
Semiconductor device simulation usually follows two different approaches such as
semiclassical approach and quantum mechanical formulations. In the semiclassical
approach, Boltzmann transport equation is used to model the carrier transport in the
semiconductor devices by developing the drift-diffusion model along with the energy
transport model. The solution of Boltzmann transport equation is usually obtained
from doping profile of the device structure. The electrostatic potential, which
depends on the dopant profile, is obtained from the Poisson’s equation. In order to
incorporate quantummechanical transport phenomena in the modern device models,
Boltzmann transport equation is coupled with Schrödinger equation and Wigner
function [76, 77]. Device simulation using the classical approach is discussed in next
section, which is then followed by a discussion of the quantum mechanical approach.
3.1.1 Device simulation using semiclassical approach
In the semiclassical approach, the Boltzmann transport equations to describe the
transport of electron and holes in a device can be written as,
∂f
∂t
þ v:∇rf � qEℏ ∙ ∇kf ¼ Q fð Þ (17)
where f(r,k,t) stands for carrier distribution, which is a function of space, r,
momentum, k, and time, t; v is the velocity; and E is the electric field. Q(f) denotes
the collision operator as a function of the carrier distribution that takes into account
different scattering phenomena of the particle in the presence of impurities, pho-
non, interfaces, and scattering from other sources. However, solving the equation in
this form can be computationally intense and thus usual practice is to solve it by
applying approximate methods. One such method is called method of moments,
which yields a set of differential equations as a function of time and space after
multiplying a weight function with each term [78, 79]. The definition of the
moments of the distribution function is written as,
Φh i ¼ 1
4π3
ð
Φf r, k, tð Þd3k (18)
The drift-diffusion model can be obtained, by applying the method of moment
in the Boltzmann transport equation. For the derivation of the drift-diffusion
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model, the first two moments such as Φ0 = 1 and Φ1 = ℏk of the distribution function
are multiplied and integrated over k space. The integral of the collision operator Q
can be approximated by applying macroscopic relaxation time (RTA) along with
further simplification using the relationship of parabolic dispersion. Using this
method, the following set of differential equations for the drift-diffusion model can
be obtained,








Jn ¼ qnμnEþ qDn∇n (21)
Jp ¼ qpμpE� qDp∇p (22)
where J is the current density, R is the net recombination rate, n and p are the
concentration of electron and hole, respectively, μ is the mobility, E is the electric
field, and D is the diffusion coefficient. These set of equations for the drift-diffusion
model combined with the Poisson’s equation build the basic platform for the semi-
conductor device simulation. The charge transport in the semiconductor device
with respect to the electrostatic potential is obtained by using the Poisson’s equation
as given by,
∇ ∙ εs∇φð Þ ¼ q n� p�ND �NAð Þ (23)
where φ is the electrostatic potential, εs is the dielectric permittivity, and ND and
NA are the doping concentration of donor and acceptor atoms, respectively.
3.1.2 Device simulation using quantum mechanical approach
The basic simulation model using the semiclassical approach does not consider
the quantum mechanical properties present in the semiconductor device. However,
with the continuous reduction of the device size and due to the dual wave-particle
nature of electron, quantum mechanical effects in the semiconductor devices have
become significant and thus need to be incorporated in the model. There have been
several procedures developed to formulate the quantum mechanical transport in
modern electronic devices. Figure 3 shows a flow chart representing the relation-
ships among the relevant formulation of quantum models including Schrödinger
equation, transfer-matrix, density matrix, Green’s functions, Wigner function, and
path integral approaches [80].
One of the most common ways to incorporate the quantum mechanical effect
with the already developed semiclassical model involves coupling of Boltzmann
transport equation with Schrödinger equation inside a self-consistent Schrödinger-
Poisson loop. In this approach, the carrier concentration and the electrostatic
potential are obtained by using Schrödinger equation and Poisson equation, respec-
tively, in several iterations until a self-consistent solution is obtained. Boltzmann
transport equations are then solved using the derived carrier concentration [81].
Another approach involves using the Wigner function along with Boltzmann
transport equation to derive Boltzmann-Wigner equation [82],
∂f
∂t
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device fabrication steps that include several lithography steps as well as ion
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transport model. The solution of Boltzmann transport equation is usually obtained
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depends on the dopant profile, is obtained from the Poisson’s equation. In order to
incorporate quantummechanical transport phenomena in the modern device models,
Boltzmann transport equation is coupled with Schrödinger equation and Wigner
function [76, 77]. Device simulation using the classical approach is discussed in next
section, which is then followed by a discussion of the quantum mechanical approach.
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where f(r,k,t) stands for carrier distribution, which is a function of space, r,
momentum, k, and time, t; v is the velocity; and E is the electric field. Q(f) denotes
the collision operator as a function of the carrier distribution that takes into account
different scattering phenomena of the particle in the presence of impurities, pho-
non, interfaces, and scattering from other sources. However, solving the equation in
this form can be computationally intense and thus usual practice is to solve it by
applying approximate methods. One such method is called method of moments,
which yields a set of differential equations as a function of time and space after
multiplying a weight function with each term [78, 79]. The definition of the
moments of the distribution function is written as,
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are multiplied and integrated over k space. The integral of the collision operator Q
can be approximated by applying macroscopic relaxation time (RTA) along with
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method, the following set of differential equations for the drift-diffusion model can
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model combined with the Poisson’s equation build the basic platform for the semi-
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with respect to the electrostatic potential is obtained by using the Poisson’s equation
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where φ is the electrostatic potential, εs is the dielectric permittivity, and ND and
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3.1.2 Device simulation using quantum mechanical approach
The basic simulation model using the semiclassical approach does not consider
the quantum mechanical properties present in the semiconductor device. However,
with the continuous reduction of the device size and due to the dual wave-particle
nature of electron, quantum mechanical effects in the semiconductor devices have
become significant and thus need to be incorporated in the model. There have been
several procedures developed to formulate the quantum mechanical transport in
modern electronic devices. Figure 3 shows a flow chart representing the relation-
ships among the relevant formulation of quantum models including Schrödinger
equation, transfer-matrix, density matrix, Green’s functions, Wigner function, and
path integral approaches [80].
One of the most common ways to incorporate the quantum mechanical effect
with the already developed semiclassical model involves coupling of Boltzmann
transport equation with Schrödinger equation inside a self-consistent Schrödinger-
Poisson loop. In this approach, the carrier concentration and the electrostatic
potential are obtained by using Schrödinger equation and Poisson equation, respec-
tively, in several iterations until a self-consistent solution is obtained. Boltzmann
transport equations are then solved using the derived carrier concentration [81].
Another approach involves using the Wigner function along with Boltzmann
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where V denotes an external potential. This equation can be reduced to the
classical Boltzmann equation by considering the term α = 0. On the other hand,
considering α = 1 results in the density-gradient model as given by [83, 84]
∂f
∂t
þ ℏ ∙ k
m ∗
∇rf � 1ℏ∇r V rð Þ �
ℏ2
12m ∗







wherem* is the effective mass of the carrier. By using this equation, the quantum
drift-diffusion model can be obtained in a similar way by applying the method of
moments described in the previous section [85].
n ¼ Nc exp




Jn ¼ �μnkBT∇n� μnn∇ Ec � kBT lnNc þ Λð Þ (27)
Λ ¼ � γℏ
2
12m ∗
∇2 ln nþ 1
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where γ and Λ are used as correction factors, Ef and Ec are the Fermi level and the
conduction energy band respectively, kB is the Boltzmann constant, and T is the
temperature. The implementation of the density-gradient model represents local
quantum effect, which is in many cases more convenient to implement in a numer-
ical device simulator than Schrödinger-Poisson equation that depends on nonlocal
quantities [86–90]. This is due to the fact that for most numerical simulations, the
overall device structure is divided into infinitesimal meshes and the electrical prop-
erties are then numerically calculated considering propagation along the meshes.
However, there have been some studies that show that although this approach is
suitable to model the carrier concentration of the inversion layer of the MOSFET,
it fails to model the tunneling currents, which represent other important quantum
mechanical effects present in modern devices [85]. Application of nonequilibrium
Green’s function is another approach to formulate quantum system that has non-
vanishing boundary conditions for Schrödinger equations. However, the solution of
the Green’s function quantum transport equation is very complex and several
assumptions and approximations are applied to simplify the derivation [91, 92] and
the carrier concentration can be calculated as,
Figure 3.
Flow chart illustrating the formulation of the quantum mechanical transport.
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3.2 TCAD device simulation
The numerical models described in the previous section are very computation-
ally intensive and iterative in nature. For this reason, device simulation is usually
performed using technology computer-aided design (TCAD) tools, which can pro-
vide excellent predicting capability of the device properties allowing virtual
prototyping and optimization [93–95]. Most of the modern TCAD packages consist
of several tools to implement device processing, device design, parameter extrac-
tion, device and circuit simulation, and data visualization as shown in Figure 4.
Several of these tools can be combined together based on designer preference in
order to study the impact of any single step on the overall system performance.
Among these, the process simulation tool creates a virtual environment to emulate
the original fabrication and processing recipes that allow the process engineer to
study each processing step on the device characteristics and thus facilitate fine
tuning of their recipe to optimize the device performance. Electrical, thermal, and
optical properties of semiconductor devices are analyzed using another dedicated
tool for device simulation. Most TCAD device simulation tools implement finite
element methods and some of them have the capability to extract SPICE model
parameters for implementation in circuit applications. Physical equations and
material properties are incorporated for better prediction while considering the
convergence speed. The simulated data are stored in a standard format, which can
be represented by the visualization tools for further analysis.
4. Conclusion
In the era of rapid development of device technology and electronic circuit
design, semiconductor device modeling plays a vital role. To build sophisticated
electronic circuits, one needs to take a deeper dive into understanding the features
and the characteristics of the device through various modeling techniques. In this
chapter, different approaches of device modeling for electronic circuit design have
been discussed. To understand the behavior of any type of device, the first and
Figure 4.
Principle tools inside TCAD device simulation suites with input and output files.
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foremost approach is to understand the underlying physics for the device operation.
Physics-based analytical models provide accurate description of a device formula-
tion using mathematical equations with different operating parameters. However,
with the development of more complicated device structure, this type of technique
is becoming more complex and computationally inefficient. To achieve a computa-
tionally efficient process, empirically fitted parameters are introduced in the origi-
nal physics-based equations. In order to predict the device behavior in a circuit
application, SPICE simulation with efficient, accurate, and robust device model
becomes essential. With continuous research breakthroughs and introduction of
new physical phenomena, compact device models have evolved from the first-
generation Level 1 model to more sophisticated BSIM models. The newly developed
device models include a number of device parameters not only to describe the
fundamental device characteristics but to include other secondary phenomena that
have become significant with continuous device scaling and modification. In addi-
tion to the development of efficient device models for wide range of circuit appli-
cations, it is also important for device simulation to optimize the fabrication
parameters, prior to actual processing. This is to keep pace with the rapid develop-
ment of newly emerging devices. This book chapter attempts to provide a brief
overview of different aspects and methods for device modeling and simulation for
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