Abstract-In this paper, we consider the problem of minimizing the maximum broadcast decoding delay experienced by all the receivers of generalized instantly decodable network coding (IDNC). Unlike the sum decoding delay, the maximum decoding delay as a definition of delay for IDNC allows a more equitable distribution of the delays between the different receivers and thus a better Quality of Service (QoS). In order to solve this problem, we first derive the expressions for the probability distributions of maximum decoding delay increments. Given these expressions, we formulate the problem as a maximum weight clique problem in the IDNC graph. Although this problem is known to be NPhard, we design a greedy algorithm to perform effective packet selection. Through extensive simulations, we compare the sum decoding delay and the max decoding delay experienced when applying the policies to minimize the sum decoding delay and our policy to reduce the max decoding delay. Simulations results show that our policy gives a good agreement among all the delay aspects in all situations and outperforms the sum decoding delay policy to effectively minimize the sum decoding delay when the channel conditions become harsher. They also show that our definition of delay significantly improve the number of served receivers when they are subject to strict delay constraints.
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I. INTRODUCTION
Network Coding (NC) gained much attention in the past decade. NC is a young field of study which birth is generally attributed to the seminal paper [2] . It was shown to be a promising solution to substantially improve the network capacity or the throughput and the delay over broadcast erasure channels. These merits are of great interest for the spread and proliferation of real-time applications and streaming requiring quick and reliable packet transmission over lossy channels with low delay tolerance such as roadside to vehicle safety, cellular, satellite networks and internet television (TV). In wireless networks, packet loss due to many phenomena related to the propagation environment and mobility are seen as packet erasure at higher communication layers and thus can be used by network coding to expedite the recovery process [3] . In this paper, we are interested in a class of applications where all the receivers should receive all the needed packets with a predefined delay tolerance regardless of the packet order. Exceeded that delay, the frame is no longer needed.
An important NC subclass for the aforementioned application is the Instantly Decodable Network Coding (IDNC) [1] , [3] - [13] . This subclass can be implemented by using simple binary XOR to encode and decode packets and thus allows a fast encoding and decoding, eliminating the need for computationally expensive matrix inversions. Moreover, no buffer is needed at the receivers to store non-instantly decodable packets. These proprieties allow the design of cost efficient receivers and thus the proliferation of wireless networks.
Due to the erasure nature of the links in a wireless network configuration that affects the delivery of meaningful data, the receivers are no longer able to synchronously decode the frame. Therefore a better use of the channel and network does not mean an effective better throughput at higher communication layers [14] . Fundamental research has been conducted to better understand the delay aspects in IDNC and more generally in NC. These studies can mainly be divided into two groups where the delay is considered as the:
• Completion time: which is the overall transmission time.
• Decoding delay: which is the individual delay when delivered an useless packet at its reception moment. The completion time experienced when delivered a frame is composed of a fixed delay (the initial transmission phase of the frame) and a variable delay (the recovery phase). This definition of delay depends on the channel condition. If the channel condition is harsh (i.e. high erasure probability), the completion time will increase regardless if the receivers effectively received the packet or if it was erased. The completion time performance of IDNC was studied in [4] in a case of perfect feedback and in [9] , [10] for limited feedback. The decoding delay offers a definition more independent of the channel conditions since no delay is taken into account if the intended packet is erased and only delays due to the chosen encoded packet are taken into account. The decoding delay performance of IDNC was studied for perfect feedback and memory-less channels (MEC) in [1] , [8] then extended to persistent erasure channels (PEC) in [15] . In [11] the authors studied this performance in a lossy intermittent feedback for MECs and in [16] extended it to PECs. In all the aforementioned works which considered the delay in IDNC as the decoding delay, the authors considered the decoding delay as the sum of all the individual decoding delays experienced by all the receivers. This definition of delay do not permit to have equitable distribution of the delays between the different receivers since only the sum of all the individual delays counts. For application of our interest in this paper, the receivers have strict delay tolerance after which the frame is no longer needed such as streaming TV and cellular. Consequently, we introduce the following definition of delay in IDNC:
Definition 1. The delay experienced when sending a frame is the maximum decoding delay experienced by all the receivers.
In this paper, we address the following question: What is the best policy to minimize the maximum decoding delay and how to extend IDNC algorithm to operate under these circumstances? In order to answer the former question, we first identify the maximum decoding delay increment probabilities. We then employ these expressions to formulate the minimize decoding delay as a maximum weight clique problem in the IDNC graph. We subsequently design a greedy algorithm to perform packet selection since the problem is known to be NP hard. Finally, we compare through extensive simulations the different delay aspects when using the different policies.
The rest of this paper is organized as follows. Section II introduces the system model and parameters. In Section III, we compute the maximum decoding delay increment and introduce our problem formulation. Our proposed greedy algorithm is illustrated in Section IV before presenting the simulation results in Section V. Finally, we conclude this paper in Section VI.
II. SYSTEM MODEL AND PARAMETERS
Let a wireless sender that wishes to deliver a frame N of N source packets to a set M of M receivers. The receivers are interested in getting all packets of N within a fixed decoding delay T . After this delay the frame is no longer needed as in the multimedia streaming. The sender begins by transmitting the N packets of the frame uncoded in an initial phase. In [10] , it was shown that sending packets uncoded achieves a lower delay in the initial phase than combination some of them. Each receiver and for each successfully received packet listens, an acknowledgment is transmitted to the sender. Whereas the packet transmissions are subject to loss, the feedback transmissions are assumed to be perfect. Let p i , i ∈ M, be the probability to loss a packet at receiver i (i.e. packet erasure probability), assumed to be constant during the transmission.
At the end of the initial phase, the packets of each receiver i can be in one of the following sets:
• The Has set H i : the set of packets correctly transmitted to receiver i. • The Wants set W i : the set of packets erased at receiver i and need to be resend. We have N = W i ∪ H i . These information are stored at the sender in a feedback matrix
To complete the transmission of the erased packets in the initial phase, the sender applies binary XOR-network coded combinations of the source packets using the feedback matrix. In this phase, each receiver that received and decoded a packet sends an acknowledgement which is used by the sender to update the feedback matrix and the Has/Wants sets of that receiver. This process is repeated until all receivers feedback that they obtained all packets of the frame. In this recovery phase, the packet combination for each receiver i can be either:
• Non-innovative if all the packets encoded in it were successfully received previously.
• Instantly Decodable if it contains a single source packet from W i .
• Non-Instantly Decodable if it contains several source packets from W i . Therefore the decoding delay of receiver i, with non empty Wants set, increases if he successfully receives an noninnovative of non-instantly decodable packet.
III. MINIMUM DECODING DELAY FORMULATION

A. Maximum Decoding Delay Increment
Let d i (κ, t) be the decoding delay increase for receiver i, at time t, after the transmission κ. Define the targeted receivers by a transmission as the receivers that can instantly decode a packet from that transmission. According to the analysis done in [1] , the probability of the decoding delay increase for receiver i with non-empty Wants set is
Define D i (n) as the total decoding delay experienced by receiver i until the transmission at time n (i.e.
X(t) be the event that the maximum decoding delay increases at time t. The mathematical definition of the probability that this event occurs can be expressed as
Define L(t) as the set of receivers having the maximal decoding delay at time
From the previous definitions, we have:
Let τ (κ) be the set of targeted receivers in the transmission κ and M w the set of receivers having non-empty Wants set. The probability of event X(t) to occur can be expressed as follows:
B. Problem Formulation
To represent all the possible combinations of source packets, we use the IDNC graph G(V, E) introduced in [1] . This graph is constructed by generating a vertex v ij ∈ V for each packet j ∈ W i , ∀ i ∈ M and then connecting two vertices if the packet combination is instantly decodable for both receivers represented by these vertices. According to the analysis done in [1] , the set of all packet combinations in IDNC is represented by all maximal cliques in G. The sender applies binary XOR to all the packets identified by the vertices of a selected maximal clique in G to generate the coded packet to be send. The targeted receivers by this transmission are those identified by the vertices of the selected maximal clique.
Given this IDNC graph formulation and from the previous expressions, we can express the minimum decoding delay problem as a maximum weight clique problem in the IDNC graph, such that κ
In other words, the minimum decoding delay problem can be formulated as a maximum weight clique problem where the weight of each vertex v ij can be expressed as:
IV. PROPOSED HEURISTIC ALGORITHM Finding the maximum weight clique in the IDNC graph is known to be NP-hard. In order to overcome this complexity, we introduce a simple greedy algorithm to perform the packet selection over the IDNC graph. This algorithm is an extended multilayer version of the algorithm proposed in [1] , [10] , [11] .
Let w ij be the modified weights. These weights reflect a high original weight of the vertex and a high connection to vertices having high original weight. The mathematical formulation of these weights is given by:
where V ij is the set of vertices connected to v ij . Let
..L h (t) be the sets of vertices with h ≤ M such that:
as the graph associated to the set of receivers in L i (t), ∀ i ≤ h and let G (V, E) be the global graph.
In order to minimize the maximum decoding delay experienced by the receivers, we apply the maximum weight vertex search algorithm on the sub-graph
Compute w * ij and w ij using (7) and (8).
. end while end for the vertices having the maximum decoding delay so far, to obtain the maximal weight clique κ * in that graph. We, then,
is the subgraph in G containing only the vertices connected to v ij . This subgraph represents the vertices that can eventually increase the maximum decoding delay after 2 transmissions (in general after Di(t)−Dk(t)+1 where i ∈ G 1 and i ∈ G 2 ). The maximal weight clique in that graph is selected using the algorithm then added to the first one since they are combinable. This process is repeated for each layer G i , i ≤ h of the graph to find the selected maximal weight clique κ * to be served over the whole graph that guarantee the minimum expected increase in the maximum decoding delay. The complexity of the heuristic growth linearly with the size of the graph. The entire algorithm structure is illustrated in Algorithm 1.
V. SIMULATION RESULTS
In this section, we first present the simulation results comparing the different delays aspects achieved by the different policies to optimize each. We then present the performance of our policy to reduce the maximum decoding delay, against the sum decoding delay policy [1] , to serve receivers having strict delay constraints.
In the first part, we compare, through extensive simulations the sum decoding delay (SDD) and the maximum decoding delay (MDD) experienced by the receivers while using the policy to reduce the SDD (denoted by SDD-P) and our policy to reduce the MDD (denoted by MDD-P) with the assumption that the receivers do not have delay constraints (i.e. T = ∞).
In the second part, we compare the number of receivers successfully served using the different policies while increasing the delay constraints of the different receivers. In all the simulations, the different delays are computed by frame then averaged over a large number of iterations. We assume that the packet erasure probability of all the receivers change from frame to frame while the average packet erasure probability P remain constant. Figure 1 .a depicts the comparison of the mean sum decoding delay achieved by the policy to reduce the sum decoding delay (SDD-P) and the one to reduce the maximum decoding delay (MDD-P) against M for N = 60 and P = 0.25. Figure 1 .b illustrates the comparison of the max decoding delay for the same inputs. Figure 2 shows the same comparison than Figure 1 but for high erasure channel (P = 0.5). Figure 3 and Figure 4 depicts the comparison of the aforementioned delay aspects against N for M = 60 and P = 0.25 and P = 0.5 receptively and Figure 5 illustrates this comparison against the erasure probability P for M = 60 and N = 30. Figure 6 shows the number of successfully served receivers achieved by the SDD and the MDD policies against the delay constraint T for M = 60, N = 30 and P = 0.5.
From all the figures, we can clearly see that our proposed definition of delay gives the best agreement among the decoding delay definitions in IDNC. The maximum decoding delay policy offers, in average, the minimum sum of all the delay aspects in all situations. Figure 1 .a and Figure 3 .a depicts the sum decoding delay when applying the maximum decoding delay policy and the sum decoding delay policy against M and N for a low packet erasure probability. We see that the performance of MDD- P and SDD-P are very close. Whereas in Figure 1 .b and Figure 3 .b where the maximum decoding delay is computed for the same inputs, the performance of MDD-P is much better than SDD-P one.
As the channel conditions become harsher (high packet erasure probability), our policy to reduce the maximum decoding delay minimize the sum decoding delay better than the SDD-P. We can see from Figure 2 .a, Figure 2 .b, Figure 4 .a and Figure 4 .b that MDD-P outperforms SDD-P in minimizing both the sum decoding delay and the maximum decoding delay. Figure 5 .a shows that for P > 0.35, MDD-P becomes the best policy to effectively reduce all the decoding delay aspects in IDNC. This can be explained by the light of the SDD policy characteristics. In the SDD policy, the heuristic algorithm to perform the maximum weight clique problem selects the vertices with the highest reception probability. For a low erasure probability, the difference between the packet erasure probabilities of the different receivers is low and the maximum weight clique can be approximated by this heuristic. However, for a higher erasure probability, the maximum weight clique can be different since the difference between the erasure of receivers is significant. As a consequence the selection is no longer effective. In contrast, our policy always performs an effective packet selection since it relies not only on the reception probability but also on the decoding delay experienced so far by each receiver which is different in all situations. Figure 6 illustrates the performance of our policy to serve receivers with strict delay constraint against the SDD policy. We clearly see that MDD-P does not experience degradation until a certain delay constraint unlike SDD-P. For example MDD-P serves all the receivers (100%) until the delay constraint T = 40 whereas SDD-P serves only 90% with this delay constraint.
VI. CONCLUSION
In this paper, we first introduced the maximum decoding delay as an alternative definition of delay for generalized instantly decodable network coding. We studied the problem of minimizing the maximum broadcast decoding delay experienced by all the receivers of IDNC. The MDD policy offers a better dividing of the delay experienced by the different receivers, unlike the sum decoding delay. We derived the expressions for the probability distributions of the maximum decoding delay increments and used them to formulate the problem as a maximum weight clique problem in the IDNC graph. In order to solve the problem in linear time with the size of the graph, we designed a greedy multilayer algorithm to perform effective packet selection. Simulations results showed that the MDD policy not only offers a good compromise among all the aforementioned decoding delay aspects in all situations and outperforms the sum decoding delay policy to effectively minimize the sum decoding delay when the channel conditions become harsher but also improves significantly the number of served receivers when they are subjected to strict delay constraints.
