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Abstract
Trial wave function based quantum Monte Carlo is a promising family of methods for the solution of quantum
mechanical Hamiltonians. These fundamentally non-perturbative methods can be used to treat bosons or
fermions in weakly or strong interacting systems and in any phase. Properties computed for particles with
bosonic statistics can be converged to their exact value at relatively moderate computational cost using
diffusion quantum Monte Carlo. For fermions the problem is slightly more complicated. Exact methods,
such as released-node diffusion quantum Monte Carlo, exist for computing unbiased fermion properties,
however their computational expense increases rapidly with the bose-fermi energy gap and system size. It
is possible to use a fixed-node version of diffusion quantum Monte Carlo, but it introduces a bias due to
the nodes of the trial wave function. In this thesis we work towards reducing trial wave function bias in
fixed-node calculations and then perform several benchmark studies.
We begin with a pedagogical overview of the three methods used throughout the thesis, variational,
diffusion, and reptation quantum Monte Carlo. Then we discuss the problem, trial wave function bias in the
energy and other observables. Next we outline the Hamiltonians we are typically interested in for electronic
systems and trial wave function forms used to solve them. The algorithm used to optimize the trial wave
functions is presented along with special considerations for some particular cases. Next we present three
studies of the pressure of the electron gas using improved estimators in variational, diffusion, and reptation
quantum Monte Carlo. Benchmark results for a set of molecules are then presented for the massive multi-
determinant expansion and optimization algorithm tailored to suit it. We conclude with two studies of the
interacting fermi liquid, one on the momentum properties of the electron gas in three dimensions and another
on the entanglement properties of interacting fermi liquids in two dimensions.
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Chapter 1
Introduction
By 1929 the equations governing non-relativistic quantum mechanics had been published by Schro¨dinger and
work had begun applying them to a wide range of systems. It was quickly realized that very few systems
could be solved exactly. In general, inter-particle interactions made these equations too difficult to solve for
all but the smallest and simplest of systems. This led Dirac to make a famous statement often referred to
as Dirac’s challenge [37],
“The underlying physical laws necessary for the mathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated to be soluble. It therefore
becomes desirable that approximate practical methods of applying quantum mechanics should be
developed, which can lead to an explanation of the main features of complex atomic systems
without too much computation.”
- Paul Dirac, 1929
Since that time, much work has been devoted to developing algorithms to solve the interacting many body
problem. Since the invention of digital computers, this work has become particularly fruitful.
We will briefly discuss a few of the most often used methods. We begin with the venerable Hartree-Fock
method and some of its descendants. Then we discuss density functional theory, the workhorse method for
much of materials science and engineering. After that we briefly discuss the GW method, and conclude with
the method used throughout this thesis, quantum Monte Carlo.
1.1 Hartree-Fock and Some Related Methods
The Hartree-Fock method is the basis for most quantum chemistry algorithms [143]. This method finds the
best approximate solution to the interacting many particle problem that can be written as a single Slater
determinant. The equations used to solve it are written in terms of single particle orbital operators and can
be interpreted as a set of mean field equations. Particle-particle correlations are not taken into account in
1
this method, only the average coulomb repulsion and exchange.
The lack of particle-particle correlations is the main deficiency of the Hartree-Fock method. For systems
that are only weakly correlated the method works well. In cases where the correlations between particles are
strong the solutions the method finds can be qualitative wrong. Because of this, more advanced quantum
chemistry methods have been developed which go beyond the single Slater determinant ansatz. We will briefly
discuss two methods which go beyond Hartree-Fock to take into account particle interactions, configuration
interaction and Møller-Plesset perturbation theory.
Møller-Plesset perturbation theory includes particle-particle correlations by treating the inter-particle
potential as a small perturbation to the Hartree-Fock Hamiltonian [143, 107]. The first order terms in this
perturbation theory are zero, so that the lowest order corrections in Møller-Plesset theory are second order,
MP2. However, as a perturbative expansion, convergence is not guaranteed and successively higher order
terms become more expensive to compute. For weakly correlated systems MP2 through MP4 are often used
with good success.
Configuration interaction techniques go beyond the Hartree-Fock method by including many Slater de-
terminants in their ansatz [136]. These methods are among the most powerful for solving correlated particle
problems. The full configuration interaction method, FCI, solves the Schro¨dinger’s equation exactly within
the variational subspace spanned by the wave function ansatz. Unfortunately this method is prohibitively
expensive for all but the smallest of systems. Other methods, such as configuration interaction with single
and double excitations, CISD, are available for larger systems where a FCI can not be used. These methods
diagonalize the Hamiltonian exactly in a restricted subspace of the variational degrees of freedom.
1.2 Density Functional Theory
The Kohn-Sham formulation of density functional theory is a reformulation of the interacting many body
problem in terms of a mean field non-interacting problem with an effective potential determined by the
probability distribution of the particles [101, 88, 118]. In principle this method is exact, there exists an exact
density functional which takes the probability density of the particles and produces an effective potential.
This exact density functional can be used in the non-interacting problem and will produce exact solutions
for the interacting problem. Unfortunately, this density functional is unknown. Many good approximations
to it exist including the local density approximation, generalized gradient approximation, and newer ones
which take into account exact exchange and van der Waals interactions. These functionals takes into account
the exchange and correlation of interacting particles and provides improved accuracy over Hartree-Fock for
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many systems. They also scale well with system size and are useful for applications in engineering, chemistry,
physics, materials science, and other fields.
The failures of density functional theory stem from the approximate way inter-particle correlations are
taken into account [34]. As was the case for Hartree-Fock, solutions for systems which are strongly correlated
can be qualitatively inaccurate. It is also difficult to assess the accuracy of any given result. There is
no systematic method for converging a result to the correct solution. It is only possible to use different
functionals and consider the solution they predict along with their known deficiencies.
1.3 Density Functional Theory Plus the Hubbard U
For strongly correlated materials we can sometimes improve upon the density functional theory results by
including an additional term in the Hamiltonian inspired by the Hubbard model [75]. This is known as
DFT+U [7]. The “+U” methods include an on-site repulsion for the two different spin densities to penalize
double occupancy. They do so by including an energy cost in the Hamiltonian proportional to “U” and the
overlap between the spin density from one species, up or down, and a localized orbital,
Vˆ DFT+U = Vˆ DFT + U(
1
2
− ni)Pˆ . (1.1)
where Pˆ is the projector of the spin density onto the localized orbital and ni is the spin density, and Vˆ
DFT
is the rest of the potential due coulomb repulsion and the exchange correlation potential (LDA, GGA, etc).
If the spin density occupation is less than one half it is a repulsive potential, if it is greater than one half it
is attractive. This allows the correct description of systems which undergo a Mott insulator transition.
The choice of the U parameter is somewhat arbitrary. In some cases, by changing the value of U it is
possible to tune between metallic and insulating behavior. These results are sometimes tested by whether
they are strongly or weakly dependent on the value of U. For an ab-initio method this dependence is
unsatisfying.
1.4 Hedins GW Approximation
The GW approximation is a set of self-consistent equations whose solution is the one particle Green’s function
[64]. The energy associated with the particle interacting with its environment, the self-energy, can be written
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as,
Σ = G−10 −G−1 (1.2)
= iGW + (iGW )2 + (iGW )3 + · · · (1.3)
where G is the single particle Green’s function and W is the screened coulomb interaction. This method
solves for the self energy of the particles using a screened inter-particle interaction and does not require a
wave function. In its most basic form it is a set of five coupled equations connecting the interacting Green’s
function to the non-interacting Greens function, the screened Coulomb potential, the polarization operator,
two kinds of vertex operators, and the Heisenberg equation of motion for the self energy. From it the total
energy and elementary excitation spectra of a system can be computed.
Using any of the previously defined methods, or any other method which produces a set of single particle
orbitals, the one body Greens function and screened Coulomb potential can be computed. These quantities
are the starting point for the GW method. The GW approximation by Hedin is made by simplifying the
above equations to,
Σ ≈ iGW. (1.4)
Several different levels of self consistency can be achieved using this method [66]. The lowest order of self
consistency is sometimes referred to as the “one-shot” G0W0. One can iteratively improve the self energy
until the Green’s function is self consistent,
G = G0 +G0ΣG. (1.5)
However, more self-consistent does not necessarily mean more accurate. The terms that are ignored in
the GW approximation approximately cancel the additional contribution from higher order self-consistent
contributions. As a result, in many cases the G0W0 results are more accurate. This is fortunate from
the computational cost perspective but not theoretically. The solutions to the G0W0 equations depend on
the initial guess for the one particle Green’s functions. Despite this limitation these results are typically
quite accurate for weak to intermediate inter-particle correlations as long as the initial guess, usually from
a density functional theory, is close to the final solution.
4
1.5 Quantum Monte Carlo
Quantum Monte Carlo methods are one of the most accurate for computing the properties of liquids and
solids for interacting Hamiltonians [48, 113]. These methods do not require approximation, and can be
used to solve Hamiltonians exactly. For systems with Fermi statistics, these exact solutions come at a great
computational expense. The cost of these calculations typically scale exponentially with the system size and
the energy difference between the bosonic and fermionic solutions to the Hamiltonian. Regardless of this
cost, benchmark studies of fundamental systems such as the electron gas have been performed and are used
in physics and other fields as a reference as well as an input to other more approximate methods.
Most studies using wave function based quantum Monte Carlo methods for fermions rely on a trial wave
function to maintain particle symmetry [133]. This family of methods are known as fixed-node methods,
and are capable of treating arbitrarily strong inter-particle interactions accurately. The approximation
made in this method is that the exact ground state wave function has the same nodal surface as the trial
wave function. Using these methods, the systematic bias and statistical error of total energies decreases
quadratically as the trial wave function error decreases.
1.6 Overview
This thesis aims to achieve three broad goals. First, it is meant to serve as a pedagogical tool for learning
quantum Monte Carlo. We begin by discussing three methods: variational, diffusion, and reptation quan-
tum Monte Carlo. Pedagogical information and derivations are provided to explain and clarify sometimes
complicated equations or methodologies. We also include in the appendices a detailed derivation of diffu-
sion quantum Monte Carlo, and practical considerations for performing calculations. Also provided in the
appendices are procedures for performing quantum Monte Carlo calculations on molecules and solids.
The second goal of this thesis is to improve the accuracy of the methods. While unbiased methods exist,
they are prohibitively expensive. We develop a systematically improvable trial wave function and tailor the
current state of the art optimization algorithm for its use. We then benchmark the accuracy of the optimized
trial wave functions for a set of molecules and find exceptionally accurate results. Next we derive and discuss
a class of estimators using the Hellman-Feynman theorem which can be used to compute properties other
than energy with minimal bias and statistical error. We test these estimators by computing the pressure of
the paramagnetic electron gas at a metallic density using all three methods.
Finally, we conclude with some benchmark calculations for interacting fermion systems. We present
results for the momentum distribution of the three dimensional electron gas and metallic sodium and compare
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to experiment and other theoretical methods. We then compute the Renyi entropies of several different
interacting fermi liquids in two dimensions and compare to previous theoretical results. Finally we investigate
the metal-insulator transition in low density body centered cubic hydrogen. In these cases we find some
disagreement with previous theory or experiment and propose further calculations to resolve the source of
these disagreements.
6
Chapter 2
QMC Algorithms
In this work we will consider three types of quantum Monte Carlo: variational, diffusion, and reptation. All
three of these Monte Carlo methods use guided random walks to perform high dimensional integrals of the
form,
〈O〉 =
∫
d ~XP ( ~X)O( ~X) (2.1)
where P is a probability distribution and O is some observable or quantity defined over degrees of freedom
~X = {x1, . . . , xn}. For the types of systems we consider here ~X will consist of spatial degrees of freedom and
will be referred to as a “configuration”. The quantities we compute, O, will be physical properties of some
zero temperature quantum state. In the sections that follow we will show what probability distributions we
sample in variational, diffusion, and reptation quantum Monte Carlo and how a guided random walk can be
used to generate them.
2.1 Monte Carlo and The Metropolis Algorithm
The Metropolis algorithm is a form of Markov chain Monte Carlo and provides an efficient method for
computing integrals in high dimensional spaces [104, 81]. In Markov chain methods a series of coordinates,
~Xi, are generated at each step without “memory” of previous steps. New coordinates, ~Xi+1,are generated
using a two step procedure, proposal and accept/reject, that depends only on the current coordinates of the
system and a desired probability distribution. As the random walk proceeds the distribution of configurations
match that of the desired probability distribution. This allows the integral to be recast into an average over
N steps,
〈O〉 ≈ 1
N
N∑
i=1
O( ~Xi), (2.2)
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with variance,
σ2O ≈
〈
(O − 〈O〉)2〉 (2.3)
=
〈
1
N
N∑
i=1
O2( ~Xi)
〉2
−
〈
1
N
N∑
i=1
O( ~Xi)
〉2
, (2.4)
and error
∆O ≈
√
κσ2O
N
(2.5)
where κ is the autocorrelation time. All of these expressions are approximate because they are sampled
stochastically and are subject to random error. As we increase the number of samples, N , the error in the
averages we estimate differ from their true mean value as N−1/2. This convergence is determined by the
central limit theorem and relies on the variance, σ2O existing. Computing the autocorrelation time can be
done using a blocking procedure, in the spirit of the renormalization group, or by computing the correlation
function and determining when it goes to zero.
For the Metropolis algorithm, and Markov chain methods in general, to be unbiased, it is crucial that the
method for generating new configurations is ergodic. All regions in configuration space must be reachable
after a finite number of steps. Special care must always be taken when designing new ways of generating
configurations such that ergodicity is maintained. If ergodicity is broken then there are regions of phase
space which might be important, but are not sampled. The result is bias in observables.
One method for sampling a probability distribution is using detailed balance. When the random walk
has reached equilibrium,
P (x)T (x→ y) = P (y)T (y → x) (2.6)
for transition probabilities, T , between all x and y. As we will see, this detailed balance equation is at the
heart of the Metropolis algorithm.
The Metropolis algorithm samples the desired probability distribution by breaking the transition prob-
ability into two parts, proposing a move then accepting or rejecting it. The a-priori transition probability,
T0, is arbitrary and can be chosen for numerical convenience and efficiency. New configurations, ~Xi+1, are
generated from the current one, ~Xi using any move for which,
∣∣∣∣T0(x→ y)T0(y → x)
∣∣∣∣ <∞ (2.7)
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for all x and y. Gaussian diffusion is one such transition probability ubiquitous in quantum Monte Carlo
methods,
TDiff( ~X → ~X ′) ∝ exp
(
−|
~X − ~X ′|2
2τ
)
(2.8)
where τ is a step size and the normalization condition has been ignored. Thus moves are generated as,
~X ′ = ~X +
√
τ ~χ (2.9)
with ~χ a Gaussian random vector with unit variance and the same dimension as ~X. This method for proposing
moves is appealing because of the efficiency with which Gaussian random numbers can be generated, using
the Box-Muller method, because there is a finite probability that moves can be made anywhere in the system,
and because it is identical to the kinetic energy operator acting on a free particle.
Once the move is proposed we accept or reject according to,
A( ~X → ~X ′) = min
(
1,
P ( ~X)
P ( ~X ′)
T0( ~X → ~X ′)
T0( ~X ′ → ~X)
)
. (2.10)
We can see that right hand term is derived from the detailed balance equation. If the move is accepted
then we update ~X and recompute observables. If the move is rejected then no update occurs. Regardless of
whether a configuration is old or new, averages are performed over all configurations.
2.2 Variational Quantum Monte Carlo
Variational quantum Monte Carlo is one of the simplest forms of quantum Monte Carlo. It uses as its
input a trial wave function that can taken from any analytic theory or computational method such as
density functional theory, Hartree-Fock, or another quantum chemistry method [102, 27, 49]. The properties
computed using variational quantum Monte Carlo are directly determined by this trial wave function. These
calculations are variational in nature and provide a rigorous upper bound on the energy of the system.
Typically, variational quantum Monte Carlo results are not sufficiently accurate to serve as benchmarks,
but are useful because of their relatively modest cost, and qualitative physical accuracy for a wide range of
ab-initio Hamiltonians.
The probability distribution we sample in variational quantum Monte Carlo is,
PVMC( ~X) = Ψ
†
T (
~X)ΨT ( ~X). (2.11)
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The trial wave function, ΨT depends only on the coordinates of ~X. The square of the magnitude of the trial
wave function is positive semi-definite and can be used to sample states of any symmetry including fermionic
and bosonic states, and ground and excited states.
We compute observables over this probability distribution as,
〈O〉Ψ2T =
〈ΨT |Oˆ|ΨT 〉
〈ΨT |ΨT 〉 (2.12)
=
∫
d ~X Ψ2T (
~X)OL( ~X)∫
d ~X Ψ2T (
~X)
(2.13)
=
1
N
N∑
i=1
OL( ~Xi) (2.14)
OL( ~X) =
Oˆ
(
ΨT ( ~X)
)
ΨT ( ~X)
. (2.15)
The observables we compute, OL, can be diagonal or off-diagonal in configuration space. For diagonal
OL, which are solely a function of particle position and/or spin, OL = O( ~X) and the trial wave function
dependence vanishes. However, for off-diagonal operators, functions which depend on multiple ~X or the trial
wave function itself, this dependence is important and results in operators of the form, OL =
OˆΨT ( ~X)
ΨT ( ~X)
or
OL = O( ~X, ~X
′, . . .).
For these integrals to converge the variance of OL must exist [81, 145]. For most observables we are
interested in, such as the total energy and it’s components, this is true. Any bias in these observables is due
to the inaccuracy of the trial wave function relative to the one we are attempting to represent. However,
for some important observables, such as forces, this is not true. If the variance does not exist then there is
no statistical support that the long time average must converge to the true mean value. In these cases it is
important to devise different sampling strategies, or different estimators.
The most common form of transition probability in variational quantum Monte Carlo is drift diffusion,
otherwise known as Langevin dynamics. While this is not essential, the metropolis algorithm can use any
ergodic transition probability, it is desirable for at least two reasons: the connection to diffusion quantum
Monte Carlo and efficient sampling of configuration space. Choosing this transition amplitude allows us to
use the same move generation procedures for variational and fixed node diffusion quantum Monte Carlo.
It is also sensible because the drift we use, 2FQ( ~X) = ∇ log
(
P ( ~X)
)
, pushes the random walk towards
regions of configuration space with large P ( ~X). The drift diffusion step generates new configurations with
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the probability,
TDD( ~X → ~X ′, τ) ∝ exp
(
−|
~X − ~X ′ − 2Dτ ~FQ( ~X)|2
4Dτ
)
(2.16)
~FQ =
~∇ΨT ( ~X)
ΨT ( ~X)
(2.17)
where ~FQ is the quantum drift term, τ is the time step in units of energy
−1, and D = ~2/2m = 1/2 is the
diffusion constant in atomic units. The accept/reject step is the same as outlined in the previous section
but with this new transition amplitude,
AVMC( ~X → ~X ′) = min
(
1,
Ψ2T (
~X)
Ψ2T (
~X ′)
TDD( ~X → ~X ′, τ)
TDD( ~X ′ → ~X, τ)
)
. (2.18)
2.3 Diffusion Quantum Monte Carlo
Diffusion quantum Monte Carlo improves on the accuracy of variational quantum Monte Carlo by projecting
out the lowest energy state with the same nodes as the trial wave function [133, 49]. It has been used as a
benchmark for many model and realistic ab-initio Hamiltonians and is capable of sufficient accuracy to make
quantitatively correct predictions for chemical systems [49, 28, 108]. Our discussion will focus on fixed-node
branching diffusion quantum Monte Carlo which is the most popular form of diffusion quantum Monte Carlo.
It is also a flexible formalism that has many different variants, two of which we will discuss: fixed-phase
diffusion quantum Monte Carlo for complex wave functions, and “pure” diffusion quantum Monte Carlo
which uses weights instead of branching.
Diffusion quantum Monte Carlo asymptotically generates a set of configurations which are distributed
according to,
PDMC( ~X) = Ψ
†
T (
~X)Φ0( ~X). (2.19)
As we will discuss below, for fermions Φ0 = ΨFN , the “fixed-node” wave function, and for bosons Φ0 = Ψ0,
the ground state wave function. The Hamiltonian is used to stochastically project Φ0 out of the trial wave
function. For a single time step, τ , the distribution of configurations, f( ~X, τ), is propagated as,
f
(
~X, t+ τ
)
=
∫
d ~X ′ 〈 ~X| exp
(
−τHˆ
)
| ~X ′〉f
(
~X ′, t
)
. (2.20)
This distribution is referred to as “the mixed distribution” because it is mixed between Φ0 and the trial
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wave functions. We can easily see that the excited state components of the trial wave function are reduced
by this projection procedure using an eigenfunction expansion,
lim
n→∞ f
(
~X, nτ
)
= 〈ΨT |
[∏
n
∞∑
i=0
|Ψi〉 exp (−τ(Ei − E0))〈Ψi|
]
|ΨT 〉 (2.21)
= ΨT ( ~X)Ψ0( ~X) (2.22)
where ET is a normalization factor set to E0. For ground state bosonic systems, properly extrapolated
observables are exact. Observables for fermionic systems are computable with minimal bias using boundary
conditions on the random walk, determined by the trial wave function, to maintain fermionic symmetry.
Some additional details of the method, a derivation, and an outline of the algorithm can be found in the
Appendix A. In this section, we will focus discussion on real-valued fermionic trial wave functions but much
of the analysis holds for bosonic states except for replacing ΨFN with Ψ0, and having no fixed node error.
2.3.1 Branching Fixed-Node Diffusion Quantum Monte Carlo
We can obtain the fixed-node diffusion quantum Monte Carlo algorithm by first performing an importance
sampling transformation on the Hamiltonian and then inserting a delta function potential at the location of
the nodes of the ground state wave function.
We transform the bare Hamiltonian into the importance sampled Hamiltonian using our trial wave
function, ΨT .
Hˆ = − ~
2
2m
∇2 + V ( ~X) (2.23)
=
(−~2
2m
∇2 −K( ~X)
)
+
(
K( ~X) + V ( ~X)
)
(2.24)
= TˆDD + EL( ~X) (2.25)
where the trial wave function is used to compute K,
K( ~X) =
−~2
2m
∇2ΨT ( ~X)
ΨT ( ~X)
. (2.26)
This new Hamiltonian contains two parts, one of which can be sampled using a drift-diffusion algorithm and
another which is used as a weight, the local energy.
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The Green’s function in diffusion quantum Monte Carlo is the solution to the differential equation,
d
dτ
G( ~X ′ → ~X, τ) = HˆG( ~X ′ → ~X, τ) (2.27)
G( ~X ′ → ~X, 0) = δ( ~X ′ → ~X). (2.28)
This Green’s function can be physically interpreted as a propagator or filter and can be written in the short
time approximation as,
G( ~X ′ → ~X, τ) = exp
(
−τHˆ
)
(2.29)
≈ exp
(
−τ Tˆ
)
exp
(
−τ Vˆ
)
(2.30)
After performing the importance sampling transformation on the short time Green’s function, G, to generate
a transition amplitude for proposing moves,
G˜( ~X ′ → ~X, τ) = ψ( ~X)G( ~X ′ → ~X) 1
ψ( ~X ′)
(2.31)
G( ~X ′ → ~X, τ) = TDD( ~X → ~X ′, τ)WDMC( ~X → ~X ′, τ) (2.32)
WDMC( ~X → ~X ′, τ) = exp
(
−τ
2
(EL( ~X) + EL( ~X
′)− 2ET )
)
(2.33)
with TDD the same as equation 2.17. This short time Green’s function can be physically interpreted as a
drift-diffusion-branching propagator. For a single time step configurations are propagated as,
f
(
~X ′, τ
)
=
∫
d ~X G˜( ~X0 → ~X ′, τ) f
(
~X, 0
)
(2.34)
which, when repeated, asymptotes to
lim
n→∞ f
(
~X, nτ
)
= ΨT ( ~X)ΨFN ( ~X). (2.35)
We symmetrize the weight with respect to ~X and ~X ′ to minimize time step error.
〈 ~X| exp
(
−τHˆ
)
| ~X ′〉 ≈ exp
(
−τ
2
EL( ~X)
)
exp
(
−TˆDD( ~X ′ → ~X, τ)
)
exp
(
−τ
2
EL( ~X
′)
)
+O(τ3). (2.36)
The naive Trotter break-up leads to error of order τ , this form is order τ2 [149]. For a more detailed
description of this transformation see Appendix A.
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The importance sampling transformation does not change the spectrum of the Hamiltonian: the lowest
energy state is still bosonic. By enforcing new boundary conditions on the random walk, we can sample a
probability distribution consistent with fermi statistics. A delta function potential is inserted at the nodes
of the ground state wave function. This prevents random walks from crossing the nodal surface. This delta
function potential is invisible to the ground state wave function, as the time step goes to zero, the probability
of sampling a node is zero and the delta function potential does not contribute to the energy. Because we
do not know the exact nodes of the ground state wave function, we approximate them using the nodes of
a trial fermionic wave function. This “fixed-node approximation” is that the nodes of the exact fermionic
ground state wave function are coincident with the nodes of our trial wave function.
Using this technique, the probability distribution we sample is the mixed distribution, ΨTΨFN . This
fixed node wave function is the lowest energy bosonic solution with the same nodes as the trial wave function.
In the limit that we have the exact ground state nodes, it becomes equal to the ground state wave function.
This is the lowest energy bosonic state in a single nodal pocket. It has been shown that for the lowest energy
states of a given irreducible symmetry group all nodal pockets are equivalent, so it does not matter which
nodal pocket the configurations start in [30].
As a configuration approaches a node in the trial wave function, the fixed node wave function becomes
identical to the trial wave function,
lim
ΨT→0
f = ΨFNΨT = Ψ
2
T (2.37)
lim
ΨT→0
ΨFN = ΨT . (2.38)
As we move away from the nodes the probability distribution is “healed.” The probability distribution goes
as
f( ~X) = ΨFN ( ~X)ΨT ( ~X) ≈ Ψ2T ( ~X)× exp
〈
−
∫ β
0
dt(EL(t)− 〈EL〉)
〉
DRW
(2.39)
ΨFN ( ~X)
ΨT ( ~X)
≈ exp
〈
−
∫ β
0
dt(EL(t)− 〈EL〉)
〉
DRW
(2.40)
where 〈EL − 〈EL〉〉DRW is the average excess local energy of all drifted random walks beginning at ~X. The
approximation we are making here is in averaging inside the exponent instead of averaging the exponentiated
values which amounts to a small time step error. This reduces large fluctuations in the weight due to noisy
EL estimates. This integrated weight is used to branch which pushes configurations towards regions of phase
space with lower energy and produces the asymptotic weight, Ψ0/ΨT .
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For complex wave functions we can fix the phase of the trial wave function and treat it as a potential
energy contribution to the Hamiltonian [116]. Writing the wave function as,
ΨT ( ~X) = |ΨT ( ~X)| exp
(
iφ( ~X)
)
(2.41)
We add an additional term to the Hamiltonian due to the phase,
Vc( ~X) =
1
2
|
∑
i
∇iφ( ~X)|2. (2.42)
As wave function approaches a real-valued wave function, the imaginary component changes very rapidly
near where the node sits. The gradient of this phase change is very rapid and its square recovers the
delta-function limit of fixed node diffusion quantum Monte Carlo.
Because we are using the weight to branch, the number of configurations, the population, varies as config-
urations diffuse through phase space [90]. The multiplicity of each configuration is given by WDMC . Because
this quantity can vary through configuration space and is unbounded from below, population fluctuations
occur. These population fluctuations are controlled by adjusting ET , the normalization constant. ET also
provides another estimate of the ground state energy of the Hamiltonian, sometimes known as the “growth
estimator.”
Instead of branching on these weights it is possible to accumulate them for some finite number of steps
and use them as weights when performing averages [21, 12]. This procedure is often referred to as “pure”
diffusion quantum Monte Carlo. Using this method the probability distribution the walkers sample is
the same as variational quantum Monte Carlo but the weighted estimates of observables are the same as
those in branching diffusion quantum Monte Carlo. As with most things in life, this has advantages and
disadvantages. It is computationally efficient to maintain the same number of configurations at all times. It
minimizes the communication necessary on nodes of a computer. It also reduces autocorrelation time because
it takes some time for configurations do diffuse away from each other after a branching event. However,
it introduces additional variance due to the fluctuations in weights as important and unimportant regions
of configuration space are visited. Some hybrid approaches such as the “comb method,” where weights are
carried for some number of steps then configurations are filtered based on the accumulated weights, are
possible and may most efficient for some systems.
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2.3.2 Extrapolations
The diffusion quantum Monte Carlo method is formally exact in the limit that the time step τ → 0, the
number of configurations nc →∞, and the nodes of the trial wave function exactly match those of the ground
state wave function [133, 49]. Currently we are unable to extrapolate the trial wave function nodes to the
exact ones, but we are able to perform the other two extrapolations. In practice, these two parameters, τ and
nc, are oftentimes fixed to some value and the bias introduced into the calculation is considered negligible.
For extended, periodic, systems finite size corrections are also important, but are not fundamental to the
method and so will be discussed later.
For benchmark calculations where an absolute, not relative, number is required careful extrapolations
for these parameters are necessary. When relative values are required, for instance energy difference such
as band gaps, we can perform an extrapolation on the difference between the two values. The errors for
differences usually converge much faster than each individual value because they tend to cancel each other.
The time step error comes from two place, one is the Trotter break up, the other is the fixed node
constraint. When we perform the Trotter break up an error is introduced due to the commutator between
the potential and kinetic energy. We reduce, but do not eliminate, it by symmetrizing it as we do in equation
2.36. The time step error due to the fixed node constraint is due to walkers crossing the nodes of the trial
wave function. Because the random walk is constrained to be performed in a single nodal pocket any walks
that cross the node must be rejected. There is some probability, for any finite time step τ that in between t
and t+ τ , two steps in the random walk, that the configuration crossed a node and returned to the original
pocket. Even for the exact wave function node crossings occur. This is illustrated in Figure 2.1.
Fortunately, the time step extrapolation is essentially free. When performing a diffusion quantum Monte
Carlo calculation it is necessary to start with a population of configurations which are usually generated
using variational quantum Monte Carlo. Unfortunately, this means that they are distributed according to
the wrong probability distribution. As we advance the configurations in imaginary time the population
probability distribution changes from the variational quantum Monte Carlo to the diffusion quantum Monte
Carlo one. The transient between the two methods decays exponentially fast as the difference between the
ground and 1st excited state with the same nodes as the trial wave function. This is easily seen from the
eigenfunction expansion in equation 2.22. For gapped systems this can occur very rapidly. For gapless
systems this may take some time. Because this transient is not distributed correctly we must throw it
away. Because we require several time steps to perform the time step extrapolation we can accelerate the
convergence to the correct distribution, in terms of the number of steps performed, by starting with a too
large value of τ and then shrinking it until the accept rate is something around 99%. Figure 2.2 illustrates
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Figure 2.1: Particle moves that are proposed near the nodes have a finite probability of crossing and crossing
back for finite τ . We illustrate this by considering the probability a particle, the red dots, might visit a
region of configuration space as it is moved from time t to time t + τ . The more blue the region the more
unlikely the region is visited. Note that there is some finite probability that the particle visits a location on
the wrong side of the node, illustrated here as the dotted line.
these time step extrapolations.
The population bias comes from how we control the population [90]. To maintain a target number of
walkers, nt, ET is adjusted at each step as,
ET (t+ τ) = ET (t) + f log (nt/nc(t)) /τ (2.43)
where 0 < f ≤ 1, usually 0.5. The parameter, f , adjusts how fast the trial energy responds to the population
fluctuations. If the number of walkers dips below the number of target walkers, ET gets larger and more
configurations are branched. For the exact wave function there is no branching, the energy is constant. This
error is typically very small for reasonably sized populations, but varies based on the trial wave function
quality. It is possible to remove the bias from the fluctuation in ET by post-processing observables by
reweighting configurations by exp(−ET ). This correction is also usually very small. Note that using more
configurations than the minimum is often done as a method for decreasing the statistical error of a calculation.
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Figure 2.2: (Left) Time step extrapolation and (Right) population size extrapolation for metallic BCC
Hydrogen at rs = 2.1. For the time step extrapolation, were we perform 3 diffusion quantum Monte Carlo
calculations at different time steps with a fixed number of walkers, 1200 and extrapolate to zero time step
using a quadratic function. For the finite population size extrapolation we fix the time step τ = 0.21, and
vary the number of configurations. We identify when the energy is constant within our statistical error, the
dashed vertical line, and use at least that number of configurations for the remaining calculations. Note the
y range on the right is half that of the left. In all plots, the lines are a guide to the eye.
2.4 Reptation Quantum Monte Carlo
Reptation quantum Monte Carlo is method for computing unbiased observables as well as energies [15, 14].
Using it we can average observables over the mixed or pure distribution, Ψ2FN . This method is sometimes
referred to as a ground state path integral method because the probability distribution it samples resembles
a partition function,
ZRMC = 〈ΨT | exp
(
−βHˆ
)
|ΨT 〉 (2.44)
with Nc the number of configurations and β = (Nc − 1)τ . If we write the Hamiltonian in the short time
approximation,
exp
(
−βHˆ
)
=
NC−1∏
i=1
exp
(
−τHˆ
)
(2.45)
≈
NC−1∏
i=1
exp
(
−τ Tˆ
)
exp
(
−τ Vˆ
)
(2.46)
and insert a complete set of states in between each,
∫
d ~X| ~X〉〈 ~X| (2.47)
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then we can transform from the abstract vector space picture to a path integral picture with the link action,
S, defined as,
exp(−S( ~X ′ ← ~X, τ)) = 〈 ~X ′| exp
(
−τHˆ
)
| ~X〉. (2.48)
in the limit that τ → 0. After applying the same importance sampling transformation as in the fixed-node
diffusion quantum Monte Carlo case,
exp
(
−S( ~XNc ← ~X1, β)
)
=
Nc−1∏
i=1
G˜( ~Xi+1 ← ~Xi, τ) (2.49)
G˜( ~X ′ ← ~X, τ) = ψ( ~X ′)G( ~X ′ ← ~X, τ) 1
ψ( ~X)
(2.50)
G( ~X ′ ← ~X, τ) = TDD( ~X ′ ← ~X, τ) exp
(
−τ
2
(
EL( ~X) + EL( ~X
′)
))
, (2.51)
we obtain the integral equation sampled in reptation quantum Monte Carlo ,
ZRMC =
〈
W (~C)
〉
DRW
(2.52)
where
W (~C) = exp
(
−τ
2
Nc−1∑
i=1
(
EL( ~Xi) + EL( ~Xi+1)
))
(2.53)
which is averaged over drifted random walks using the importance sampled propagator TDD.
We define a metropolis Monte Carlo procedure using a configuration vector of lengthNc, ~C = { ~X1, . . . , ~XNc},
over the weighted drifted random walk. Once a move has been proposed, it is accepted or rejected based on
the ratio,
A(~C → ~C ′) = min
1, exp
(
−S(~C ′, β)
)
exp
(
−S(~C, β)
)
 (2.54)
A(~C → ~C ′) = min
1, Ψ2T ( ~X ′Nc)
Ψ2T (
~XNc)
TDD( ~X
′
Nc
← ~XNc , τ)
TDD( ~XNc ← ~X ′Nc , τ)
×
exp
(
− τ2
(
EL( ~X
′
Nc
) + EL( ~XNc)
))
exp
(
− τ2
(
EL( ~X2) + EL( ~X1)
))
 .(2.55)
which allows us to compute observables as,
〈Oi〉 =
〈〈
OL( ~Xi)
〉〉
WDRW
(2.56)
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where the observable is computed at location i in the configuration vector and the expectation value is
averaged over all weighted drifted random walks.
New configurations are generated using moves resembling that of a snake. Moves are proposed from a
randomly chosen end configuration to a new configuration, ~XNc → ~X ′Nc . If the move is accepted then the
configuration indices are re-labeled, i → i − 1, and ~X0 is dropped. We are able to speed up the diffusion
through configuration space using the “bounce” algorithm [124]. When a move is rejected we re-label the
indices, i→ NC − i+ 1, equivalent to reversing the configuration vector, and proceed to the next step. This
increases the efficiency of the method by speeding diffusion through ~C-space by a factor of 1/(1− p) with p
the acceptance probability. Other methods can be used to generate moves including bisection or any other
method that obeys detailed balance. When reptation moves are not used this method is usually referred to
as the ground state path integral method.
The probability distribution sampled by a configuration depends on it’s location in ~C. The important
locations are the front, middle, and back of the configuration vector. For large β,
f
(
~X1
)
= ΨT ( ~X1)ΨFN ( ~X1) (2.57)
f
(
~XNC/2
)
= Ψ2FN ( ~XNC/2) (2.58)
f
(
~XNC
)
= ΨT ( ~XNC )ΨFN (
~XNC ). (2.59)
where we have indexed the probability distribution by its location in the configuration chain. This allows us
to compute observables over any of these probability distributions by simply inserting the operator at the
appropriate location in ~C. Observables are computed over the pure distribution as,
〈O〉Ψ2FN =
〈〈
Oβ/2
〉〉
WDRW
(2.60)
=
1
Z 〈ΨT | exp
(
−β/2Hˆ
)
Oˆ exp
(
−β/2Hˆ
)
|ΨT 〉 (2.61)
and over the mixed distribution as,
〈O〉ΨFNΨT = 〈〈O1〉〉WDRW (2.62)
=
1
Z 〈ΨT |Oˆ exp
(
−βHˆ
)
|ΨT 〉. (2.63)
It must be noted that off-diagonal operators can not be computed at the center of the configuration
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vector if they involve the trial wave function. This is due to the form of the local operator we use,
〈O〉Ψ2FN 6=
〈ΨFN | OˆΨTΨT |ΨFN 〉
〈ΨFN |ΨFN 〉 . (2.64)
Unbiased estimates of these observables are available, however we must resort to more elaborate schemes to
access them. One such scheme will be discussed in the following chapters.
2.4.1 Extrapolations
Reptation quantum Monte Carlo requires a time step extrapolation similar to diffusion quantum Monte
Carlo . Because it too is subject to the fixed node constraint and the Trotter break up, we must converge
the calculation, and extrapolate to τ → 0. The procedure is essentially the same as in diffusion quantum
Monte Carlo , except we must fix the length in imaginary time we project, β, by changing the number of
configurations in the chain as we change τ .
The method also requires an extrapolation in β. If we fix the time step and increase nc, the probability
distribution sampled by the end configurations, ~X0 and ~Xnc approach the mixed distribution. For this value
of nc,
ΨFN
ΨT
= exp
(
−τ
nc∑
i=1
EL( ~Xi)
)
. (2.65)
If we also want the center bead to sample the pure distribution we must double the number of configurations
in ~C so that,
〈Oˆ〉ψ2FN = 〈ΨT | exp
(
−τ
nc∑
i=1
EL( ~Xi)
)
Oˆ exp
(
−τ
2nc∑
i=nc
EL( ~Xi)
)
|ΨT 〉 (2.66)
= 〈ΨFN |Oˆ|ΨFN 〉. (2.67)
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Figure 2.3: nc extrapolation for metallic BCC Hydrogen at rs = 2.1. The upper dotted lines are the
variational quantum Monte Carlo energies± the statistical error, lower are the same for diffusion quantum
Monte Carlo extrapolated to zero time step. The time step τ = 0.10 was used, which results in a time step
bias and energy lower than the extrapolated value. The reptation quantum Monte Carlo value is only lower
than the diffusion quantum Monte Carlo result because of time step error. The energy converges to it’s
asymptotic value exponentially fast, in this case it converges around nc = 150.
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Chapter 3
Accuracy of Quantum Monte Carlo
Methods
In this chapter we review the accuracy of the energy and observables computed using the trial wave function
methods presented in the preceding section. We find that the energies are minimally biased, quadratic in the
trial wave function error or better, while other observables are only linear in the trial wave function error.
3.1 Energy and Observable Bias From the Trial Wave Function
In variational quantum Monte Carlo we compute observables over the square of the trial wave function,
〈O〉Ψ2T =
〈ΨT |Oˆ|ΨT 〉
〈ΨT |ΨT 〉 . (3.1)
If we expand the trial wave function into the exact ground state wave function, Ψ0, and some residual, δΨ,
we can determine the bias contributed to the energy and other observables from the trial wave function.
Assuming a normalized wave function, for the energy we have,
〈Hˆ − E0〉Ψ2T = 〈Ψ0 + δΨ|Hˆ − E0|Ψ0 + δΨ〉 (3.2)
= 〈Ψ0|Hˆ − E0|Ψ0〉+ 2〈δΨ|Hˆ − E0|Ψ0〉+ 〈δΨ|Hˆ − E0|δΨ〉 (3.3)
= O[δΨ2]. (3.4)
The linear term vanishes, 〈δΨ|Hˆ − E0|Ψ0〉 = 0, when the Hamiltonian is operated to the right. For other
observables, which the ground state wave function is not an eigenfunction,
〈Oˆ −O0〉Ψ2T = 〈Ψ0 + δΨ|Oˆ −O0|Ψ0 + δΨ〉 (3.5)
= 〈Ψ0|Oˆ −O0|Ψ0〉+ 2〈δΨ|Oˆ −O0|Ψ0〉+ 〈δΨ|Oˆ −O0|δΨ〉 (3.6)
= O[δΨ]. (3.7)
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Here the linear term does not vanish, 〈δΨ|Oˆ −O0|Ψ0〉 6= 0, the ground state wave function, when operated
on by the observable, is no longer orthogonal to the trial wave function error.
This is one reason why variational quantum Monte Carlo results for the energy are quite accurate. The
error in the energy from the trial wave function vanishes quadratically as the trial wave function quality
improves. However, the error in other observables is linear in the trial wave function error. As we will show
later, we can reduce the error in observables to that of the energy using the Hellman-Feynman theorem.
For reptation quantum Monte Carlo at the first and last configuration or diffusion quantum Monte Carlo
, we compute the energy and observables over the mixed distribution, ΨTΨFN . Here we can expand the
fixed node wave function in terms of the exact ground state wave function and some residual error as well,
ΨFN = Ψ0 + δΨFN . Performing the same analysis as the previous case gives us,
〈Hˆ − E0〉ΨTΨFN = 〈Ψ0 + δΨ|Hˆ − E0|Ψ0 + δΨFN 〉 (3.8)
= 〈Ψ0|Hˆ − E0|Ψ0〉+ 〈δΨFN |Hˆ − E0|Ψ0〉+ 〈δΨ|Hˆ − E0|Ψ0〉
+〈δΨ|Hˆ − E0|δΨFN 〉 (3.9)
= O[δΨδΨFN ]. (3.10)
where δΨFN  δΨ. At the nodes the trial and fixed node wave functions are identical. As particles are
moved away from the node, the probability distribution decays exponentially fast from Ψ2T to ΨFNΨT , as
seen in equation 2.40. This suggests writing the trial wave function as ΨT = Ψ0 + δΨFN + δ˜Ψ for the
analysis,
〈δΨFN |δΨ〉 ≈ 〈δΨFN |δΨFN 〉 (3.11)
O[δΨδΨFN ] ≈ O[δΨ2FN ] (3.12)
The error in the energy and observables is smaller in diffusion quantum Monte Carlo than in variational
quantum Monte Carlo due to this reduction in trial wave function bias.
For other observables,
〈Oˆ −O0〉ΨTΨFN = 〈Ψ0 + δΨ|Oˆ −O0|Ψ0 + δΨFN 〉 (3.13)
= 〈Ψ0|Oˆ −O0|Ψ0〉+ 〈δΨ|Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|δΨ〉(3.14)
= O[δΨ]. (3.15)
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The leading order error is still linear in the trial wave function error, however it has been reduced in
magnitude by a factor of two.
For observables which are diagonal in configuration space, just functions of ~X, reptation quantum Monte
Carlo provides access to the pure distribution, Ψ2FN . The error in these observables goes as,
〈Oˆ −O0〉Ψ2FN = 〈Ψ0 + δΨFN |Oˆ −O0|Ψ0 + δΨFN 〉 (3.16)
= 〈Ψ0|Oˆ −O0|Ψ0〉+ 2〈δΨFN |Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|δΨFN 〉 (3.17)
= O[δΨFN ]. (3.18)
3.2 Energy Variance From the Trial Wave Function
In addition to biasing results for observables, the wave function error increases the variance of the energy
estimate. For the exact ground state wave function, both energy and variance are minimized, however as the
trial wave function quality decreases the variance of the energy in variational quantum Monte Carlo goes as,
〈(EL − Ev)2〉Ψ2T = 〈Ψ0 + δΨ|Hˆ
2|Ψ0 + δΨ〉 − E2v (3.19)
= 〈Ψ0|Hˆ2|Ψ0〉+ 2〈δΨ|Hˆ2|Ψ0〉+ 〈δΨ|Hˆ2|δΨ〉 − (E0 + 〈δΨ|Hˆ|δΨ〉)2 (3.20)
= 〈δΨ|Hˆ2|δΨ〉 − 2E0〈δΨ|Hˆ|δΨ〉 − (〈δΨ|Hˆ|δΨ〉)2 (3.21)
= O[δΨ2]. (3.22)
where Ev = 〈EL〉Ψ2T . This error is of the same order as the energy bias.
3.3 VMC Energy Extrapolation
In variational quantum Monte Carlo the energy bias and variance are both proportional to δΨ2. In the
limit that the trial wave function is exact, the variance of the energy is zero, it is an eigenfunction. This
relationship provides a simple linear extrapolation for the energy at the variational quantum Monte Carlo
level. If we plot the energy vs. variance for increasingly accurate wave functions and extrapolate to zero
variance, we should have a better, but non-variational, estimate of the true ground state energy.
In practice this technique is not often used [93]. This is due to several complicating factors. First, wave
function optimization can be done many ways, including minimizing the variance, or the energy of the trial
wave function. For an infinite basis set these two result in identical wave functions, the exact ground state
25
Figure 3.1: Energy extrapolation for all electron H2O molecule. The trial wave function is a multi-Slater
Jastrow with natural orbitals from a second order configuration interaction quantum chemistry calculation,
which will be discussed in following sections. As the quality of the trial wave function improves, by including
more determinants in the expansion, the energy and variance are both reduced. The energy as a function
of variance is fit to a second order polynomial and extrapolated to zero variance. Because the variance is
large, we are outside of the linear regime, and must use a higher order polynomial. The extrapolation is also
quite sensitive to the error bars from the VMC calculation and has a large uncertainty. The best diffusion
quantum Monte Carlo energy, computed from the same trial wave function as the lowest variance variational
quantum Monte Carlo calculation, is only slightly higher than the exact result, and is plotted at zero .
one. However, for finite basis sets, as we will show when discussing optimization, the resulting parameters
can differ. Another problem is that this kind of extrapolation relies on the systematic improvement of
the trial wave function. Only recently have we developed practical forms of the wave function which can
be systematically improved to a complete basis set limit. Finally, this technique is rarely used because
the diffusion quantum Monte Carlo method recovers most of the energy difference, is less noisy than an
extrapolation, and still provides a variational upper bound. As shown in figure 3.1, the uncertainty in the
extrapolated variational quantum Monte Carlo estimate can be large and is not variational.
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Chapter 4
Details For Electronic Structure
Calculations
In this chapter we detail some specifics for typical electronic structure calculations. We define a general
Hamiltonian and some important forms of trial wave function. These details are specific to electronic
structure calculations though most aspects require minimal modification to apply to other systems.
4.1 Degrees of Freedom
Although it is not essential, most calculations to date treat the electronic degrees of freedom quantum me-
chanically and the nuclei, even the light ones such as hydrogen, classically. Following in this tradition, we will
work in the zero temperature Born-Oppenheimer approximation. In the Born-Oppenheimer approximation
the wave function is taken to be a product of an ionic wave function and an electronic wave function which
is parameterized by the ionic coordinates, ΨBO = ΨI(~I)ΨT ( ~X, ~I) where the configuration vectors are split
into two parts, electronic, ~X, and nuclear, ~I. The nuclear degrees of freedom will be treated classically, a
point like probability distribution, and the electronic degrees of freedom quantum mechanically.
The electronic degrees of freedom will also be split into up and down spin electrons, ~X↑ and ~X↓. This
factorization of the electronic degrees of freedom does not bias the energy or any other observable which is not
an explicit function of the electron spin [48, 62]. This is because operators with no explicit spin dependence
are symmetric under exchange of up and down spin electrons, allowing the electrons to change their spin
state will not change the expectation value of these observables. This factorization is not necessary but is
computationally advantageous. When using trial wave functions with a Slater determinant in it a significant
speed up is obtained. For our following generic Hamiltonian there is no explicit dependence of spin on the
observables. However, if spin-orbit coupling were introduced then the electronic degrees of freedom would
then need to be treated using spinors or by sampling spin configuration space [3].
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4.2 The Electronic Structure Hamiltonian
Because most of our following discussion will be specific to the Hamiltonians we usually encounter in elec-
tronic structure, we will define a generic Hamiltonian with all the main ingredients of a typical solid state
electronic structure Hamiltonian, and discuss their importance. We write the Hamiltonian as a sum of terms,
Hˆ = Tˆe + Vˆee + VˆeI + VˆII (4.1)
where the kinetic energy, Te is entirely electronic, and the potential energy is split into three terms, electron-
electron, Vˆee, electron-ion, VˆeI , and ion-ion VˆII . Two of these terms have a standard form,
Tˆe =
−1
2
Ne∑
i=1
∇2i (4.2)
Vˆee =
Ne∑
i=1
Ne∑
j=i+1
1
rij
(4.3)
where atomic units are used, m = e = ~2 = 1.
4.2.1 All Electron Hamiltonian
The final two terms in the Hamiltonian are modified by how we treat the ions. In the case of an all electron
calculation they are, as you would expect,
VˆeI =
Ne∑
i=1
NI∑
j=1
−Zj
rij
(4.4)
VˆII =
NI∑
i=1
NI∑
j=i+1
ZiZj
rij
(4.5)
with Z the nuclear charge on the ion. This Hamiltonian includes no approximations other than the Born-
Oppenheimer one.
4.2.2 Pseudopotential Hamiltonians
In the case of heavy ions, we are often able to include some of the core electrons in the ionic potential,
effectively screening it.
VˆII =
NI∑
i=1
NI∑
j=i+1
Z˜iZ˜j
rij
(4.6)
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with Z˜ the effective nuclear charge of the ion. This effective charge is determined by the number of electrons
we pseudize, Z˜ = Z −Npp when Npp electrons are pseudized. However this increases the complexity of the
electron-ion interaction. In order to account for the Pauli exclusion principle, we must include higher order
angular momentum channels in this interaction to keep the valence electrons orthogonal to the core ones we
have removed. This results in a non-local potential near the core region,
VˆeI =

∑Ne
i=1
∑NI
j=1
∑
l |l〉Vl(rij)〈l| rij < rc∑Ne
i=1
∑NI
j=i
−Z˜j
rij
, rij > rc.
(4.7)
where the core radius is rc, and Vl(rij) is the angular momentum channel l specific radial potential [152,
61, 162, 106]. This electron-ion potential is approximate but often very good. If the core electrons are
well localized, and exchange between the core and valence is negligible, then the approximation is usually
satisfactory. This Hamiltonian is still ab − initio but the electronic degrees of freedom are being treated
with two different levels of theory.
We choose to pseudize some core electrons in the case of large-Z ions because of the costs associated with
keeping them and because of their relative unimportance for the physics. The cost enters in two places, one is
the statistical variance, the other is the time to advance a configuration in imaginary time. The core electrons
typically experience large fluctuations in energy because they are close to the ion and close to other electrons
in the core. It takes an extraordinarily accurate electronic wave function to reduce these fluctuations to those
of the valence electrons. We also require the smaller time step near the core to maintain a high accept rate.
This helps avoid crossing nodes due to the sharp features in the core region of the atomic wave function.
Additionally, most calculations require at least O[N3e ] work to advance a configuration one step. This comes
from the slater determinant in the trial wave function used to maintain fermionic symmetry. Besides these
statistical points, most physics in the system happens in the valence bands. Bond formation and breaking,
metal-insulator transitions, and other chemical reactions are mediated primarily by the valence electrons.
In cases when this is not true, the core electrons must be kept and the statistical noise must be dealt with.
When calculations using pseudopotentials disagree with experiment, one of the first suspicions is the
pseudopotential [42]. As such, these potentials should be checked very carefully against all-electron results,
when available. When all-electron results are unavailable, other reasonable checks must be made to determine
whether the source of disagreement is the pseudopotential, or a problem with the experiment.
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T-Moves and the Locality Approximation
The pseudopotential is nonlocal. It requires knowledge of the wave function value on a sphere around the
ion. When using a projector method such as diffusion or reptation quantum Monte Carlo , this nonlocality
is a problem. We do not have access to the fixed node trial wave function only the trial wave function. We
can treat nonlocality two ways, one is the locality approximation, and the other is T-moves [106, 23, 24].
In the locality approximation we assume that the fixed node and trial wave functions are the same,
and use the trial wave function in the nonlocal pseudopotential component evaluation [106]. The nonlocal
Hamiltonian element in the core region becomes,
VeI(~x) =
∑
l Vl(~x)
∫
d~x′l(~x′)l(~x)ΨT ( ~X ′)
ΨT ( ~X)
. (4.8)
We perform this integral over ~x′ on a grid over a sphere of radius reI centered at the ion. This sum can we
written as,
VeI(~x) =
∑
~x′
V~x′,~x. (4.9)
where ~x is the original position. Unfortunately, this is not variational unless the trial wave function is exactly
the ground state wave function. The effective Hamiltonian, which contains this nonlocal piece, is different
from the Hamiltonian we are attempting to solve. The energy we find may be higher or lower than the
original Hamiltonian.
We are able to restore the variational principle by treating the positive and negative contributions from
the non-local pseudopotential differently [23, 24]. We group the matrix elements of Vnl into positive and
negative contributions. We interpret the negative ones as transmission matrix elements for moves from ~x to
~x′, and include the positive in the local energy. This is done by performing the standard diffusion or reptation
quantum Monte Carlo step, and then using a heat bath algorithm to propose an additional nonlocal move.
Formally, this is equivalent to augmenting the drift diffusion propagator with the nonlocal component,
T˜DD( ~X → ~X ′, τ) = TNL( ~X ′′ → ~X ′, τ)TDD( ~X → ~X ′′, τ) (4.10)
TNL( ~X
′′ → ~X ′, τ) = δ ~X′′, ~X′ −NRτV −~X′′, ~X′ (4.11)
V ±~X′′, ~X′ =
1
2
(
V ~X′′, ~X′ ± |V ~X′′, ~X′ |
)
(4.12)
where ~X ′′ and ~X ′ differing by the single coordinate difference, ~x′′ → ~x′ and the normalization constant NR =
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SR/Nnl, the ratio of the surface area to the number of evaluations on the sphere. Because V
− < 0, TNL > 0
which prevents nonlocal moves from changing the sign of the configuration. The transition probability to
some point, ~x′, is then given by,
PNL(~x
′′, ~x′) =
NRTNL( ~X ′′ → ~X ′, τ)∑
~X′ NRTNL( ~X ′′ → ~X ′, τ)
(4.13)
After the regular move has been made, these nonlocal moves are then attempted. V + is included in the
local energy as it was for the locality approximation, and is positive semi-definite. Care must be made to
ensure that these moves are performed in a size-consistent manner.
4.3 Trial Wave Functions
Until now, relatively little has been discussed about trial wave functions. This is due to the generality of the
proceeding sections and the vast number of forms available for use as trial wave functions. In this section
we will restrict our discussion to two “families” of trial wave functions: Slater-Jastrow and Slater-Jastrow-
Backflow. These two forms are by no means exhaustive, though they are some of the most frequently used
forms for electronic structure calculations.
The considerations for choosing a trial wave function are the same as that of the algorithm: accuracy
and efficiency. We seek a balance between systematic bias and the computational efficiency with which we
can compute it. When we choose a form of the trial wave function we have implicitly made that decision.
We desire a trial wave function form that is flexible, accurate, and quick to evaluate. It is often the case
that highly accurate trial wave functions are more expensive to evaluate. They include more correlations to
compute. It is also usually the case that efficient wave functions to evaluate are of relatively lower accuracy.
4.3.1 The Slater Determinant
The determinant is a convenient choice of trial wave function for electronic structure calculations. It was first
used by Slater in the 1930’s and is the solution to the non-interacting problem [139]. It is an anti-symmetric
function that can be evaluated in O[N3e ] time or better. In second quantized notation it is written as,
|D〉 =
∏
i
a†i |0〉 (4.14)
where a†i are creation operators for state i and |0〉 is the vacuum state. These states are written in first
quantized notation as, {φ1, φ2, . . . , φNe}, and are called the single particle orbital set. In first quantized
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notation the determinant matrix becomes,
D( ~X) =

φ1(~x1) · · · φNe(~x1)
...
. . .
...
φ1(~xNe) · · · φNe(~xNe)
 (4.15)
As mentioned in the Hamiltonian section, we usually partition the electrons into up and down spin
groups. This grouping allows us to reduce the size of the determinant from N↑ + N↓ spin orbitals, to two
determinants of N↑ and N↓ orbitals, with up electron coordinates in one, and down electron coordinates in
the other.
ΨS( ~X) = D( ~X
↑)D( ~X↓) (4.16)
This reduces the work required to move all the electrons one step from N3e to O[(N↑)3 + (N↓)3].
A crucial ingredient in using a single Slater determinant as a trial wave function is the choice of single
particle orbitals. For the single Slater determinant in variational quantum Monte Carlo , the Hartree-Fock
orbitals are the best choice of orbitals. In this case, the orbitals completely determine the trial wave functions
accuracy, and are constructed to minimize the energy of the determinant state. When a projector method
or a Jastrow are used, this is no longer the case.
Single Particle Moves
We are able to speed up the diffusion of electrons through configuration space by moving a single electron
at a time [133, 49]. For the fast electron update method, Sherman-Morrison-Woodbury updates, we can
propose moves in O[Ne] time and accept them in order O[N2e ] time [129]. This results in the same overall
scaling O[N3e ] to move all electrons, but it allows us to diffuse faster because the step sizes we are able to take
are much larger. The method is implemented by retaining the inverse matrix, M = D−1, and computing
determinant ratios as,
D( ~X ′)
D( ~X)
=
∑
j
Mijφj(~x
′
i) (4.17)
where ~X and ~X ′ differ by a single particle coordinate with index i moved, ~xi → ~x′i. Computationally this
is performed simply by evaluating all the orbitals at the location of the proposed move and then taking the
dot product with the cofactors for particle i. We can also find the gradient of the determinant at the new
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location
~∇iD( ~X ′)
D( ~X ′)
=
~∇iD( ~X ′)
D( ~X)
×
(
D( ~X ′)
D( ~X)
)−1
(4.18)
=
∑
jMij
~∇φj(~x′i)∑
jMijφj(~x
′
i)
. (4.19)
This is useful because it is used in the Metropolis accept/reject step.
Updates are of order O[N2e ] work and are performed as,
(D + uvT )−1 = M − Muv
TM
1 + vTMu
(4.20)
where u is a column vector, v is a row vector, and Dij = ψj(~xi) is the determinant matrix. For a single
particle move, the row vector consists of the new orbital values, vk = ψk(~x1) and the column vector is zero
for all rows which are not changed, and one for the changed row, uk = δi,k.
4.3.2 The Jastrow
The Jastrow is a symmetric function which includes bosonic types of correlation. It is symmetric under
exchange of particle positions, positive definite, and can account for many different forms of correlations
including one, two, and more many-body correlations, in real or reciprocal space, and for like and unlike
spin electrons [102, 133, 49]. Many good analytic forms, such as the random phase approximation (RPA),
have been developed for the these functions, f1 and f2 [25]. For model systems such as the electron gas, it is
difficult to improve on them. However, for systems with ions, while it is still possible to use the RPA form,
a flexible form which is optimizable can do better.
A typical form for the Jastrow includes one and two body terms,
J1( ~X, ~I) = exp
(
Ne∑
i=1
NI∑
I=1
f1(xiI)
)
(4.21)
J2( ~X) = exp
 Ne∑
i=1
Ne∑
j=i+1
f2(xij)
 (4.22)
where xij = |~xi − ~xj |, the distance between two electrons or an electron and ion. This form is physically
well motivated, it can recover the correct short and long range limits and provide variational freedom to
interpolate between them. The short range limit for diverging potential is called the cusp condition and is
covered briefly in section 4.3.2. The long range limit is determined by the plasmon dispersion relations, is
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determined by the charge and mass of the particles, and it usually not as important because it does not
diverge.
The Cusp Condition
When charged particles coalesce the potential energy diverges as ZiZj/r. We cancel this by enforcing the
trial wave function to have a cusp as the electron-electron distances go to zero,
lim
xij→0
∇ΨT ( ~X)
ΨT ( ~X)
=
1
D ± 1 (4.23)
where D is the dimension of space and D+ 1 is for like spin electrons and D− 1 for unlike electrons [49, 62].
The difference for like and unlike spins is due to the determinant canceling some of the divergence for like-spin
particles. For the electron-ion cusp,
lim
xiI→0
∇ΨT ( ~X)
ΨT ( ~X)
= −ZI . (4.24)
These conditions are included in the Jastrow. When backflow is included in the determinant all the backflow
functions all go to zero as inter-particle distances go to zero to maintain this property [93]. The difference
for like and unlike spins is due to the determinant canceling some of the divergence for like-spin particles.
Enforcing the cusp condition on the trial wave function function cancels this divergence. This is an exact
condition of the true wave function.
Enforcing the cusp condition can introduce “spin contamination” into the trial wave function [73]. The
true wave function is an eigenstate of S2. Introducing Jastrow terms for like and unlike spins destroys this
property. It is possible to patch the trial wave function to avoid this issue, but typically this is not done
because the error made has been shown to be small, and only exists in variational quantum Monte Carlo
. Because the Jastrow does not alter the nodes of the trial wave function it is irrelevant when a projector
method is used. If spin contamination is a concern it is always possible to use a trial wave function with
only one electron-electron cusp, usually that of unlike electrons.
B-Spline Functions
In the applications to follow the form of these functions f1 and f2 are most often cubic B-splines [43]. B-
splines are functions which interpolate between values on a grid. They can be defined in arbitrary dimension,
and spacing in between the values. The function which interpolates between these values can be any order
polynomial. It is a convenient basis because it is flexible and efficient to evaluate. We choose to use cubic B-
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splines because it allows us to evaluate derivatives up to order 3. These derivatives are needed for gradients,
Laplacians, and Jacobians. The function consists of equally spaced knots, ki, a cut-off at rc, and a formula
on how to interpolate between them.
The B-spline blending matrix is given by,
fB3S(x/rc) =
1
6
[
x3 x2 x 1
]

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0


ki−1
ki
ki+1
ki+2

(4.25)
The location of the particle determines which knots are used in the formula, knots ki and ki+1 bracket
the position x. Boundary conditions are easily enforced by fixing the spline parameters near the cusp and
cut-off. Derivatives are takes with respect to x is the obvious way.
4.3.3 The Slater-Jastrow Trial Wave Function
The Slater-Jastrow trial wave function is one of the most often used for variational, reptation, and diffusion
quantum Monte Carlo electronic structure calculations [48]. This trial wave function form represents one of
the most compact and efficient representations of the ground state wave function but is an approximation.
Important few-body correlations are included in the Jastrow, while the anti-symmetry constraint and many
body correlations are taken care of by the Slater determinant.
ΨSJ( ~X) = J1( ~X, ~I)J2( ~X)D( ~X
↑)D( ~X↓) (4.26)
For the Slater-Jastrow wave function, or for a single Slater determinant in diffusion or reptation quantum
Monte Carlo , the lowest energy orbitals are no longer the Hartree-Fock ones. Heuristically, this can be ex-
plained by considering the magnitude of different potential or kinetic energy components in the Hamiltonian
and their contribution to the electronic energy of the state. Typically, the largest contribution is the one
body energy, that between ion and electrons. The next most important term in the energy is the electron-
electron energy, and after that exchange and correlation. When performing Hartree-Fock the one and two
body energy but not the correlation energy of the single Slater determinant is minimized. Because the
electrons in the single Slater determinant see each other in an average way, the repulsion is over estimated,
and the particle orbitals are overly localized. The only way to reduce the electron energy is to spatially
separate them, no dynamic electron-electron correlations are taken into account. When a Jastrow is added
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to the trial wave function this dynamic correlation is taken into account. The Slater determinant is free to
describe the electron-ion and static correlation more effectively because the Jastrow provides the repulsion
between electrons that was implicit in the overly localized orbitals.
Although we know that the Hartree-Fock orbitals are not optimal, we are left with no general best
choice for the single particle orbitals. Often they can are obtained from high level density functional theory
calculations which include exact-exchange or from a quantum chemistry calculation such as configuration
interaction with single and double excitations. These tend to work very well. Without an a-priori best
choice, or an efficient method for optimizing the orbitals, we are left to test several orbitals and determine
which gives the best energies.
4.3.4 The Slater-Jastrow-Backflow Trial Wave Function
The Slater-Jastrow-backflow wave function is identical to the Slater-Jastrow wave function except for the use
of quasi-particle coordinates in the determinant [92, 93, 67, 68]. The use of modified particle coordinates can
change the location of the nodes of the trial wave function. The backflow functional form is motivated by a
cumulant expansion of a Feynman-Kaks formula for the ground state wave function. For the free electron gas
the orbitals are plane waves to first order and to second order are plane waves of quasiparticle coordinates.
A complete derivation and justification of this form is provided in reference [67] and goes beyond the scope
of this section. These higher order corrections for the trial wave function provide a flexible and relatively
straight forward method for improving its quality.
We transform into quasi-particle positions from the bare particle positions,
~ri = ~xi +
Ne∑
j 6=i
fB2(xij)~xij +
NI∑
I=1
Ne∑
i
fB1(xiI)~xiI , (4.27)
using the backflow functions fB2 for electron-electron and fB1 for electron-ion correlations. Higher order
backflow correlation can be included in the obvious way.
For model systems, such as the electron gas, the quasi-particle coordinate transformation functions can
be obtained several different ways [67]. These derivations produce functions which are correct asymptotically,
and not in the interpolating region. We use B-spline representations with the correct boundary conditions
enforced and optimize the knots in the intermediate regime.
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4.3.5 The Multi-Slater-Jastrow Trial Wave Function
We are able to generalize the single Slater-Jastrow wave function to one with a sum over multiple determi-
nants,
ΨMSJ( ~X) =
∏
i
Ji( ~X, ~I)
∑
j,k
cjkDj( ~X
↑)Dk( ~X↓) (4.28)
where the orbitals and coefficients, cjk are usually obtained from a quantum chemistry calculation for atomic
or molecular systems, or built by hand for solids [33, 108]. The coefficients are usually grouped into sets
which are related by symmetry to minimize the number of linearly dependent coefficients in the expansion.
This ensures that the symmetry of the wave function belongs to the desired symmetry group and makes
them easier to optimize.
The set of all Slater determinants built from a single particle orbital set is a complete basis. Any
antisymmetric function can be expanded in this basis. Because this basis is complete, the exact ground state
wave function has an exact representation in this basis. By adding more determinants to our trial wave
function we can recover the complete basis set limit, and the exact ground state wave function.
Fast Multi-Determinant Evaluation Algorithm
The naive implementation of a multi-determinant expansion is quite expensive. If each determinant is
computed separately and then summed it requires O[NDN3e ] time and, if inverse tables are stored, the same
amount of memory. It is possible to speed up the evaluation of determinants to that of ≈ O[NM+X3o ], where
N occupied orbitals are excited into M unoccupied orbitals, and the highest order excitation considered is
Xe [33].
Consider a reference determinant, often the most highly occupied determinant,
|D〉 =
∏
i
a†i |0〉 (4.29)
We can write single excitations from this determinant as,
|Di→α〉 = a†αai|D〉. (4.30)
Here we use greek subscripts for the particle states and roman for the hole states. This is computationally
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equivalent to a single particle move! Instead of moving a particle, an orbital is being moved,
Di→α( ~X)
D( ~X)
=
∑
s
Msiφα(~xs). (4.31)
The dot product here is over a column, the orbital that is removed. This is quite useful as it allows the
calculation of single excitations for the same amount of work as a single particle move.
We can consider double excitations next,
|Dij→αβ〉 = a†αa†βaiaj |D〉 (4.32)
This is an anti-symmetrized product of excitations that can be written as a determinant. We’ll illustrate this
by creating a R matrix, a ratio matrix, consisting of all excitations from N occupied states to M unoccupied
states,
Ri,α( ~X) =
Di→α( ~X)
D( ~X)
. (4.33)
Now the double excitation, Dij→αβ , becomes,
Dij→αβ( ~X) =
∣∣∣∣∣∣∣
Ri,α( ~X) Ri,β( ~X)
Rj,α( ~X) Rj,β( ~X)
∣∣∣∣∣∣∣ (4.34)
When computing gradients and Laplacians, similar formula apply. Similarly, higher order excitations are
computed with larger determinants of R matrix elements.
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Chapter 5
Reducing Trial Wave Function Bias
The optimization of the trial wave function is one of the most crucial ingredients in performing accurate and
efficient quantum Monte Carlo calculations. Both the bias and statistical error of observables is determined
by the quality of the trial wave function. As such, extensive research has been performed on the subject.
In this section we explore two of the most important algorithms: variance minimization algorithm and the
the linear method [151, 150]. We also discuss specific optimizations of the linear method which allow us to
compute more accurately the best parameters for use in multi-Slater-Jastrow wave functions.
5.1 Wave Function Optimization: Variance Minimization
The wave function optimization algorithm usually referred to as variance minimization is in fact a non-
linear minimization algorithm defined solely by its cost function [46, 84, 151]. This cost function consists
primarily of the variance of the variational quantum Monte Carlo energy. This cost function is minimized
with respect to variations of the trial wave function parameters, ~P . Any method, including Levenberg-
Marquardt, Broyden-Fletcher-Goldfarb-Shanno, steepest descent, simulated annealing, etc., can be used to
minimize this cost function [129]. The cost function and its derivatives can be evaluated using correlated
sampling over a fixed set of configurations, {~Ci}, or generated on the fly [45].
5.1.1 The Cost Function
The cost function is a linear combination of energy and variance each of which can be reweighted or un-
reweighted,
C(~P ) =
Energy︷ ︸︸ ︷
ce〈EL(~P )〉Ψ2T (~P ) +
Variance︷ ︸︸ ︷
cv〈(EL(~P )− 〈EL(~P )〉)2〉Ψ2T (~P )
Unreweighted Energy︷ ︸︸ ︷
cue〈EL(~P )〉Ψ2T (~P0) +
Unreweighted Variance︷ ︸︸ ︷
cuv〈(EL(~P )− 〈EL(~P )〉)2〉Ψ2T (~P0) . (5.1)
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where ~P are the parameters in the trial wave function, and ce, cv, cue, and cuv determine the relative
importance of each cost. In this case weighting refers to changing the relative weight of each configuration
based on the changes of the trial wave function. To be concrete,
〈EL(~P )〉Ψ2T (~P ) =
∑
i
Ψ2T (
~P , ~Xi)
Ψ2T (
~P0, ~Xi)
HˆΨT (~P , ~Xi)
ΨT (~P , ~Xi)
reweighted energy
〈EL(~P )〉Ψ2T (~P0) =
∑
i
HˆΨT (~P , ~Xi)
ΨT (~P , ~Xi)
unreweighted energy
(5.2)
where all configurations, ~X have been generated using P( ~Xi) ∝ Ψ2T (~P0, ~Xi). The unreweighted versions of
the energy and variance do not account for changes in the probability distribution, Ψ2T .
The Cost Function and Trial Wave Function Error
For a complete variational subspace, basis, the choice of cost function parameters, ci, will result in the
same final set of parameters. For a finite set of configurations and incomplete basis, the cost function can
determine both the quality and efficiency of the optimization procedure. The variance is bound from below
at zero for any basis and number of configurations. For a finite number of configurations, the energy is not
bound from below.
The Laplacian of a trial wave function and potential energy operator of the Hamiltonian are not required
to lie in the variational subspace of the trial wave function. When we operate the Hamiltonian on the trial
wave function, we obtain terms which might be orthogonal to the trial wave function,
EˆL|ΨT 〉 = E¯|ΨT 〉+ E′|δΨT 〉 (5.3)
〈δΨT |ΨT 〉 = 0 (5.4)
Here we’ve written the orthogonal piece as δΨT and provided the scale factors, E¯ and E
′, which are correct
in the average sense, 〈Hˆ〉Ψ2T = E¯ and 〈Hˆ〉δΨ2T = E′. For a finite basis and infinite sample set, the expectation
value of the energy is given by,
〈ΨT |EˆL|ΨT 〉 = 〈ΨT |E¯|ΨT 〉+ 〈ΨT |E′|δΨT 〉 (5.5)
= E¯〈ΨT |ΨT 〉. (5.6)
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However, the expectation value of the variance is given by,
〈ΨT |EˆLEˆL|ΨT 〉 = 〈ΨT |E¯E¯|ΨT 〉+ 2〈ΨT |E′E¯|δΨT 〉+ 〈δΨT |E′E′|δΨT 〉 (5.7)
= E¯2〈ΨT |ΨT 〉+ (E′)2〈δΨT |δΨT 〉. (5.8)
Using variance minimization we have an additional cost which we are minimizing due to the Hamiltonian
operating on the trial wave function and producing weight outside our variational subspace.
Choice of Weighted and Unreweighted Costs
We choose to use unreweighted cost functions when the parameter set is poor and the nodes of the trial wave
function are fixed [84]. This is often the case when we start optimizing a single determinant Slater-Jastrow
wave function. Large parameter changes can result in very few configurations dominating an optimization.
Near the minimum of the cost function, parameter changes are small and both unreweighted and reweighted
cost functions provide similar numerical stability. In this case it is often desirable to use the reweighted
values to speed convergence to the cost function minimum.
If the nodes of the trial wave function are able to change, the unreweighted versions of these cost functions
can diverge. Using unreweighted variance minimization for multi-determinant expansions prevents the nodes
of the trial wave function from moving. Unreweighted energy minimization is very unstable because some
configurations are very likely to have large and negative energies when nodes are moved near them. For
multi-determinant expansions we can fix the determinant expansion coefficients, minimize the energy with
the Jastrow, then use the weighted version of the cost function to relax further.
5.1.2 Minimizing the Cost Function
It is possible to define a minimization procedure with only the cost function. Numerical derivatives of the cost
function, computed using a finite difference formula, can be taken to determine the direction in parameter
space the minimum lie in, and a bracketing procedure can be used to find the minimum [129, 45]. This is
inefficient for two reasons, the noise from numerical derivatives and the cost of their evaluation. Because of
these problems, we choose to compute the derivatives of this cost function analytically.
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Analytic Gradients of the Cost Function
The gradient of the cost function with respect to a parameter, pi, is given by,
d
dpi
C(~P )|~P=~P0 = ce
d
dpi
〈EL(~P )〉Ψ2T (~P )|~P=~P0 + cv
d
dpi
〈(EL(~P )− 〈EL(~P )〉)2〉Ψ2T (~P )|~P=~P0 . (5.9)
They are evaluated at the current set of parameters, ~P0. The best estimators for these terms can be computed
using the Hellman-Feynman theorem, covered in section 7.1. The gradient of the energy is computed as,
d
dpi
〈EL(~P )〉Ψ2T (~P )|~P=~P0 =
d
dpi
〈ΨT (~P )|EL(~P )|ΨT (~P )〉
〈ΨT (~P )|ΨT (~P )〉
∣∣∣∣
~P=~P0
(5.10)
=
〈Ψ0|
(
HˆΨi
Ψi
− EL
)
Ψi
Ψ0
+ 2(EL − EV ) ΨiΨ0 |Ψ0〉
〈Ψ0|Ψ0〉 (5.11)
Ψ0 = ΨT (~P )|~P=~P0 (5.12)
Ψi =
d
dpi
ΨT (~P )|~P=~P0 (5.13)
The variance derivative is computed as,
d
dpi
〈(EL(~P )− 〈EL(~P )〉)2〉Ψ2T (~P ) =
d
dpi
〈E2L(~P )〉Ψ2T (~P ) − 2〈EL(~P )〉Ψ2T (~P )
d
dpi
〈EL(~P )〉Ψ2T (~P ) (5.14)
d
dpi
〈E2L(~P )〉Ψ2T (~P ) =
〈Ψ0|2EL
(
HˆΨi
Ψi
− EL
)
Ψi
Ψ0
+ 2(E2L − E2V ) ΨiΨ0 |Ψ0〉
〈Ψ0|Ψ0〉 (5.15)
where E2V = 〈E2L〉. For all electron Hamiltonians, Hˆ does not depend on the trial wave function, and so
makes no contribution to this expectation value. For calculations which include pseudopotentials, this is not
true, derivative with respect to the non-local component of the pseudopotential should be included. These
terms are often left out because they are very expensive to compute. For most pseudopotentials these terms
are expected to be small.
The zero-variance and zero-bias terms can be thought of as generalized forces which are minimized during
the optimization procedure. The zero variance term provides information about the changes in the local
energy due to changes in the trial wave function, which, in the case where we evaluate the parameters at ~P0,
is zero. The zero-bias term gives the change in the energy due to changes in the probability distribution.
5.1.3 Finding the Minimum of the Cost Function
Once we have defined the cost function and evaluated it and its gradient, we are free to choose any minimum
finding algorithm to locate the optimal parameters. In practice, we find that a robust and efficient algorithm
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involves attempting cheap methods to find the minimum then switching to more expensive but robust ones
if they fail.
We begin by performing a cheap line minimization in the direction opposite the gradient using a polyno-
mial fit. We use a fourth order polynomial, for which we can explicitly compute the extrema and determine
their stability. The fourth-order polynomial parameters are fit using a linear least squares method after eval-
uating several, ≈ 7, points along the direction of the gradient [39]. The step size we choose that separates
these evaluations of the cost function is taken as an initial guess then refined as the optimization progresses.
If the minimum we find is not lower than all of the points we have explicitly computed or requires
parameter changes larger than some tolerance, we perform a line minimization using a bracketing procedure.
The bracketing procedure is a standard minimum finding routine and can be found in Numerical Recipes
[129]. To evaluate differences in the cost function we use a correlated sampling approach. This improves the
accuracy of the minimum we find.
Correlated Sampling
When computing differences using a stochastic method the error bars of the final result are larger than the
error bars of each individual measurement. This is unfortunate for optimization because it requires very
good statistical accuracy to determine small differences in the cost function. Correlated sampling techniques
are constructed to alleviate this problem [45].
Correlated sampling is used to find the difference between two functions more accurately than computing
each function individually and taking their difference. One way to perform a correlated sampling calculation
is though Umbrella sampling. To find the difference between the cost function for two different sets of
parameters, we can compute
〈EL(~P1)− EL(~P2)〉PU ( ~X) =
∫
d ~X PU ( ~X)
(
W ( ~X,~P1)
〈W ( ~X,~P1)〉EL(
~X, ~P1)− W ( ~X,~P2)〈W ( ~X,~P2)〉EL( ~X, ~P2)
)
∫
d ~X PU ( ~X)
(5.16)
PU ( ~X) =
∑
i
Ψ2T ( ~X, ~Pi) (5.17)
W ( ~X, ~Pi) =
Ψ2T (
~X, ~Pi)
PU ( ~X)
. (5.18)
For equally normalized trial wave functions the expectation value of the weight is 1/2. This allows some of
the statistical noise in EL to cancel as long as there is a good overlap between the two trial wave functions. As
the overlap decreases, the variance in the weights becomes larger, and the efficiency gain disappears. This
correlated energy difference can be computed by a drifted random walk over the probability distribution
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defined by PU , the umbrella weight.
An alternate method for computing this correlated cost function difference is through the use of a pre-
generated set of configurations. By saving decorrelated configurations from a variational quantum Monte
Carlo calculation we can compute new weights as we change the parameters in the trial wave function and
perform the same integral. In this case the energy and variance are given by,
〈EL(~P )〉Ψ2T (~P ) =
∑Nw
i=1W (
~P , ~Xi)EL(~P , ~Xi)∑Nw
i=1W (
~P , ~Xi)
(5.19)
〈(EL(~P )− 〈EL(~P )〉)2〉Ψ2T (~P ) =
∑Nw
i=1W (
~P , ~Xi)E
2
L(
~P , ~Xi)∑Nw
i=1W (
~P , ~Xi)
− 〈EL(~P )〉2Ψ2T (~P ) (5.20)
W (~P , ~Xi) =
Ψ2T (
~P , ~Xi)
Ψ2T (
~P0, ~Xi)
(5.21)
where ~P0 are the parameters in the trial wave function used during the variational quantum Monte Carlo
run to generate the configurations. Just as the random walk method loses efficiency as the parameters
become different, so does this method. In this case the integral may be dominated by a few heavily weighted
configurations. To prevent this from occurring a restriction can be placed on the weights where they have
some maximum value. Also, when the effective number of configurations,
N˜W =
(∑
iW (
~P , ~Xi)
)2
∑
iW
2(~P , ~Xi)
(5.22)
is reduced below some value new ones can be generated.
The advantage of using a fixed configuration population is efficiency. A fixed population of configurations
can be generated when the gradients of the cost function are being computed. This avoids the cost of gen-
erating another set of decorrelated configurations. The computational efficiency of using a fixed population
of configuration increases as autocorrelation time increases.
5.2 Linear Optimization Method
The current state-of-the-art in wave function optimization technology is the linear method [150, 144, 122].
Using a linear expansion of the trial wave function in its variational parameters, we define a generalized
eigenvalue equation and solve it to obtain the lowest energy eigenvector which gives us is the optimal
parameter changes. Because this linear expansion is not exact for Jastrow-correlated wave functions, we
are allowed to rescale this eigenvector. As a result, this algorithm is very similar to the proceeding one, we
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generate a direction to line minimize a cost function then search for the improved wave function parameters.
The linear optimization method derives its name from a Taylor expansion of the trial wave function in
its variational parameters. The first order expansion is,
Ψlin(~P ) = Ψ0 +
Nopt∑
i=1
∆piΨ¯i, (5.23)
where ~∆pi is the variational subspace spanned by the Nopt trial wave function parameters. The orthogonal-
ized derivatives defined as,
Ψ¯i =
∂Ψ¯(~P )
∂pi
∣∣∣∣
~P=~P0
= |Ψi〉 − 〈Ψ0|Ψi〉〈Ψ0|Ψ0〉 |Ψ0〉. (5.24)
using the same notation previously introduced. This linearized wave function is then used to compute the
generalized eigenvalue equation,
〈Ψlin|Hˆ|Ψlin〉 = Elin〈Ψlin|Ψlin〉 (5.25)
which, in matrix form, is written as,
H¯ ~∆p = ElinS¯ ~∆p (5.26)
These matrices are defined as,
Hi,j =
〈
Ψ¯i
Ψ0
HˆΨ¯j
Ψ0
〉
Ψ20
(5.27)
Si,j =
〈
Ψ¯i
Ψ0
Ψ¯j
Ψ0
〉
Ψ20
. (5.28)
where we refer to S¯ as the overlap matrix and H¯ as the Hamiltonian matrix.
Once we solve this eigenvalue equation we obtain a solution set of eigenvalues, {E1lin, . . . , ENoptlin }, and
eigenvectors {∆~P 1, . . . ,∆~PNopt}. The eigenvalues represent energy differences and the eigenvectors represent
parameter differences between the current wave function and the spectrum of solutions for this Hamiltonian.
The lowest eigenvalue is the energy difference between the ground state of the Hamiltonian and the current
trial wave function. The corresponding eigenvector is the difference between the current trial wave function
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parameters and the ground state wave functions parameters,
Ψ0lin = ΨT (
~P0 + ∆~P
1) (5.29)
For wave functions which are linear in their derivatives, such as a multi-Slater determinant wave function,
this solution, Ψ0lin, is exact. Performing one iteration should produce the lowest energy wave function
parameters. For wave functions that include non-linear parameters, such as those in a Jastrow or backflow
function, there is an overall normalization factor which is not included in the linear expansion. This allows
rescaling the solution to the eigenvalue equation, so that ∆~P 1, is used to determine the search direction for
the optimal parameter changes.
5.2.1 Computing Matrix Elements
The matrix elements needed for the generalized eigenvalue problem are computed while sampling Ψ20 using
variational Monte Carlo. We should note that the H matrix is symmetric if there is no statistical error in
the matrix elements. For a finite number of configurations, the H¯ matrix will be not be symmetric. We
operate the Hamiltonian to the right:
H0,j =
〈(
HˆΨ¯j
Ψ¯j
− EL
)
Ψ¯j
Ψ0
+ EL
Ψ¯j
Ψ0
〉
Ψ20
(5.30)
Hi,0 =
〈
EL
Ψ¯i
Ψ0
〉
Ψ20
. (5.31)
In fact, the non-symmetric estimator for ~H increases the efficiency of the algorithm! The error in the
matrix elements averages to zero because is not correlated. If we were to symmetrize the matrix by hand,
Hi,j = Hj,i = (1/2)(Hi,j + Hj,i), then the statistical error would be slightly reduced, but the solutions to
the eigenvalue equation would be biased. For further explanation see Appendix B.
5.2.2 Rescaling Optimal Parameter Changes
If we are to expand the trial wave function to linear order and keep the normalization factor, then it becomes,
ΨNLlin (~P , ~X) =
(
N (~P ) + ∆piNi(~P )
)(
Ψ0( ~X) + ∆piΨi( ~X)
)
(5.32)
= NΨ0 + ∆pi (NiΨ0 +NΨi) (5.33)
46
which contains the additional term ddpiN (~P )|~P=~P0 = Ni. When we linearize this non-linear trial wave
function we get,
Ψ¯NLi = |NiΨ0 +NΨi〉 −
〈NΨ0|NiΨ0 +NΨi〉
〈NΨ0|NΨ0〉 |NΨ0〉 (5.34)
= |NΨi〉 − 〈NΨ0|NΨi〉〈NΨ0|NΨ0〉 |NΨ0〉+ |NiΨ0〉 −
〈NΨ0|NiΨ0〉
〈NΨ0|NΨ0〉 |NΨ0〉 (5.35)
= N Ψ¯i. (5.36)
This is the same as the previous expression with the addition of the normalization factor. We are not
required to change the matrix elements we compute when constructing the generalized eigenvalue problem.
However, when we update ~P0 with the eigenvector of changes it alters the normalization of the trial wave
function such that ∆~P 1 may no longer be the optimal parameter changes.
Ψlin(~P + ∆~P
1) = N (~P )Ψ0 +N (~P + ∆~P 1)
Nopt∑
i=1
∆p1i Ψ¯i (5.37)
If the normalization were known exactly, then we could choose,
Ψlin(~P + ∆~P
1) = N (~P )Ψ0 + αN (~P + ∆~P 1)
Nopt∑
i=1
∆p1i Ψ¯i (5.38)
where α = N (~P )/N (~P + ∆~P 1), which would remove the non-linearity from the normalization constant.
This is equivalent to minimizing the change in the normalization factor, N , when we update the parameter
set. This suggest simply rescaling the optimal parameter changes by,
α =
N (~P )
N (~P + ∆~P 1) (5.39)
≈ 1√
1 + 2
∑
i ∆p
1
iSi0 +
∑
i,j ∆p
1
i∆p
1
jSij
(5.40)
≈ 1√
1 +
∑nonlinear
i,j ∆pi∆pjSij
(5.41)
(5.42)
This works well if the linear approximation is within its radius of convergence, but often results in too small
changes being made. However other rescaling conditions are possible and possibly more efficient, especially
for large parameter changes. One successful alternative is rescaling these parameters so that they satisfy as
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closely as possible,
〈
Ψ¯i
∣∣∣∣ξΨ0 + (1− ξ) Ψ¯lin||Ψ¯lin||
〉
= 0 (5.43)
which yields the rescaling equation,
α =
(1− ξ)∑nonlineari,j ∆pi∆pjSij
(1− ξ) + ξ
√
1 +
∑nonlinear
i,j ∆pi∆pjSij
(5.44)
for S0,i = 0, and 0 < ξ < 1. Usually ξ = 1/2 is used which results in reasonable parameter changes [150].
5.2.3 Stability of the Eigenvalue Problem
We include a few additional steps when performing the optimization to stabilize the algorithm. The two
most important are adding a stabilization factor to the Hamiltonian matrix and restricting the magnitude
of parameter changes allowed at each iteration. Restricting the parameter changes is performed during the
eigenvalue problem and during the line minimization procedure. If the parameter changes are too large
during the line minimization, we restrict the changes so that the overlap of the old and new wave function
does not fall below some threshold around 0.25.
When parameter changes generated during the eigenvalue equation are too large we modify the Hamil-
tonian matrix by adding a small parameter to the diagonal elements of H¯,
H ′ij = Hij + (1− δi0) exp (−Xs) (5.45)
where Xs is an adjustable parameter, and is equivalent to an energy shift. Because we are performing an
eigenvalue problem on a Hermitian matrix, with non-Hermitian noise, sometimes complex eigenvalues or very
large parameter changes can be found. This is an artifact of finite sampling and is reduced as the error in
the matrix elements decreases. Adding weight to the diagonal elements, except for H00, has an effect similar
to the Levenberg-Marquardt optimization algorithm, it reduces the magnitude of the parameter changes and
rotates them towards the steepest descent direction.
5.2.4 Implementation Details
An efficient implementation of this optimization method combines the linear and conjugate gradient methods.
First a variational quantum Monte Carlo calculation is used to generate a set of configurations with unit
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weight using the initial set of parameters. The matrices, H¯, and S¯, are computed over this set of samples
and the eigenvalue eqn. 5.26 is solved to determine a candidate direction, ∆~P 1.
We then define a cost function using a linear combination of energy and variance averaged over this set
of samples. This cost function is minimized along the direction, ∆~P 1, to determine the optimal parameter
variations, α∆~P 1. This line minimization is performed identically to that of the variance minimization
section. Finally, the parameters in the wave function are updated, ~P1 = ~P0 + α∆~P
1.
This process can repeated with the reweighted ensemble of walkers using a conjugate gradient or steepest
descent algorithm for the line minimization directions. The weights are computed as Wi(~P
′, ~X) = Ψ
2(~P ′, ~X)
Ψ2(~P , ~X)
.
For the conjugate gradient method the subsequent directions are chosen to be orthogonal to all Nits − 1
previous line minimization directions. The reweighting, eigenvector, and line minimization procedures are
repeated as desired or until the number of effective walkers becomes too small. Then a new set of samples
is generated and the procedure is iterated to convergence.
5.3 Linear Method for Massive Multi-determinant Expansions
Oftentimes, the information we know about a specific problem allows us to devise better strategies for solving
them. In the case of massive multi-Slater-Jastrow determinant expansions, with hundreds or thousands of
determinants, we do have some additional information which can be used to improve the optimization
[33, 108].
We perform each iteration in two steps each which contribute to the error of the optimization in a
different way. It can be shown that the error in the eigenvalue problem scales as the sum of the error of the
matrix elements, Nopt/
√
Ne with Ne the number of evaluations of the Hamiltonian matrix elements. This
is also shown in Appendix B. The error in the line minimization also scales as 1/
√
Nw, where Nw is the
number of configurations used to perform the line minimization, but with a much smaller prefactor. The
reduction of noise in line minimization is due to the correlated sampling routine though an a-priori estimate
of the reduction is difficult. However, we are able to use relatively fewer configurations to perform the line
minimization than the eigenvalue equation.
5.3.1 Notes on Further Improvements
It is possible to improve on this algorithm further by taking parallelization into account. For large parameter
sets the dominant cost of the algorithm comes from solving the generalized eigenvalue problem. We can
reduce the cost of this part by performing the diagonalization in parallel. Because we expect the parameter
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changes to be relatively small at each iteration, we have a good guess for ∆~P 1, zero! This suggests using an
iterative subspace procedure such as the Arnoldi method to solve for only the eigenvector we are interested
in, the ground state one.
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Chapter 6
Quantum Monte Carlo Calculations
for Molecules
In this chapter we assess the accuracy of the trial wave function and optimization technology introduced
in previous sections1. We investigate the reduction of trial wave function bias by optimizing increasingly
large determinant expansions, computing the total energy for a single molecule, the water monomer, and
comparing to exact results. We then compute total energies for a range of molecules and compare to other
quantum chemistry methods. In Appendix C.1 notes for performing for these kinds of calculations can be
found. These calculations originally appeared in references [33] and [108].
6.1 The Water Monomer
Because of the importance of water in biological and industrial processes, it has been well studied using
quantum Monte Carlo and many other chemistry methods. Its ground state properties are well known
and provide a convenient reference to assess the accuracy of our trial wave function. Using the equilibrium
geometry, ROH = 0.9572 A˚ and ]HOH = 104.52◦, we compute the energy for the all electron water monomer
and compare to exact results.
6.1.1 Choice of Single Particle Orbitals and Determinants
Single particle orbital sets for molecules are usually obtained from a quantum chemistry calculation. There
are a myriad of quantum chemistry methods to choose from which vary in accuracy and expense. Typical
choices listed in order of increasing accuracy and cost are Hartree-Fock, second order MøllerPlesset per-
turbation theory (MP2, MP4, etc...), configuration interaction with singles and double excitations (CISD),
coupled cluster, and full configuration interaction (FCI). In addition to the method, we are also free to
choose either the natural or molecular orbitals and to work in a basis of determinants or configuration state
1Figure 6.3 reprinted with permission from Miguel A. Morales, Jeremy McMinis, Bryan K. Clark, Jeongnim Kim, and
Gustavo E. Scuseria. Journal of Chemical Theory and Computation 2012 8 (7), 2181-2188. Copyright 2012 American Chemical
Society. Figure 6.1 reprinted with permission from Bryan K. Clark, Miguel A. Morales, Jeremy McMinis, Jeongnim Kim, and
Gustavo E. Scuseria, J. Chem. Phys. 135, 244105 (2011), DOI:10.1063/1.3665391. Copyright 2011, American Institute of
Physics.
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functions (CSFs). The number of permutations of these and other choices leads to an overwhelming number
of options for producing a trial wave function for use in our quantum Monte Carlo. Here we will describe and
justify the method for generating orbitals and choosing determinants for this systems trial wave function.
For all electron calculations we choose to use the Roos augmented triple-ζ atomic Gaussian natural
orbital basis set [157, 125]. These basis states have three variational degrees of freedom which are optimized
to describe the natural orbitals of the isolated atom as well as its positive and negative ions and the electric
field polarized neutral atom. These degrees of freedom are a linear coefficients of basis states of contracted
Gaussian functions. They also include diffuse functions which more accurately describe the tail of the all
electron wave function.
We perform a second order configuration interaction calculation (SOCI) using GAMESS, to obtain the
natural orbitals which will be used in the expansion [134]. Because we do not perform orbital optimization,
we rely on the quantum chemistry algorithm to produce good orbitals. This method provides a nice balance
between accuracy and cost. We obtain a set of orbitals from a complete active space self consistent field
calculation for all 10 electrons in 8 orbitals. Then all single and double excitations from this wave function
are used in a configuration interaction calculation to obtain natural orbitals and the initial coefficients for
the CSF expansion.
We choose to work with CSFs instead of determinants for numerical convenience. For states with good
symmetry, many determinants are related to each other by symmetry operations. By grouping the de-
terminants into CSF we eliminate extraneous degrees of freedom. Each determinant in a CSF has the
same quantum numbers as the trial wave function and are good eigenstates of L2, Lz, S
2, and Sz. The
main advantage in using CSFs instead of determinants is the reduction in the number of parameters in the
optimization.
We choose the initial set of coefficients for the determinant expansion to be the same as those from the
SOCI calculation. This ensures that the symmetry of the state is the same as the quantum chemistry ground
state. The number of CSFs included in the expansion is determined by a coefficient cutoff: for a cutoff, cc,
we include all CSFs whose magnitude |cCSF | > cc. We then perform several calculations while decreasing
the magnitude of the cutoff. An extrapolation to zero cutoff can then be performed. This extrapolation is
not to a complete basis set limit, but to including all the CSF from the SOCI calculation in the determinant
expansion we use in the quantum Monte Carlo.
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6.1.2 Quantum Monte Carlo Details
The Jastrow in our multi-Slater-Jastrow trial wave function includes one, two, and three body terms. The
three body terms add electron-electron-ion correlations and is written in a polynomial basis. All of the
parameters in the Jastrow and in the CSF expansion are optimized using the linear optimization algorithm.
We perform diffusion quantum Monte Carlo on this trial wave function using ≈ 2500 configurations, and a
time step of 0.001H−1. We use T-moves, as described in section 4.2.2, to maintain a rigorous upper bound
on the energy of the trial wave function.
6.1.3 Results
As shown in Figure 6.1, increasing the size of the multi-determinant expansion decreases the error in the
trial wave function. The error in the variational quantum Monte Carlo energy is reduced by more than 35
mHa, while the diffusion quantum Monte Carlo energy error is reduced by approximately 13 mHa. As the
quality of the trial wave function increases, the gap between the variational and diffusion quantum Monte
Carlo energy estimates decreases. The most accurate trial wave functions have a lower variational energy
than the diffusion quantum Monte Carlo energy for the single Slater determinant trial wave function.
Table 6.1 provides context for the accuracy of these results. The energy of the largest multi-determinant
expansion is competitive with the coupled cluster method using single double and perturbative triple ex-
citations with pair natural orbital correlation energy correction, CCSD(T)-R12, and within 1 − 2 mHa of
the exact ground state energy as computed from experiment. Previous results using Slater-Jastrow-backflow
wave functions are of intermediate quality between our single and multi-Slater-Jastrow results. It is likely
that including backflow in our multi-determinant expansion could increase its accuracy even further. It is
interesting to note that our best energy is much lower than that produced by the quantum chemistry method
used to produce it, ESOCI = −76.36194 Ha.
6.2 G1 Test Set
The “Gaussian-1” test set, referred to as G1, was originally introduced by Pople et. al [128] as a set
of molecules for benchmarking the quality of quantum chemistry calculations. The set consists of small
molecules for which good experimental data existed at the time. Ionization energies, harmonic frequencies,
and total energies were computed using a multiple step procedure starting from a Hartree-Fock calculation
and going on to more expensive methods, MP2-MP4 and CISDTQ. This set of molecules or a later version,
the G2 set, has subsequently been used by the quantum Monte Carlo community as a reference. When an
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Figure 6.1: As the number of CSF increase the variational and diffusion quantum Monte Carlo estimates of
the energy approach the exact result. The line is a guide to the eye. The sum of the squares of the initial
coefficients is equal to 1 when we use the entire SOCI wave function in the diffusion quantum Monte Carlo
calculation. Figure from ref. [33].
Method Total Energy (Ha) Ref.
VMC-SingleDet -76.3938(4) [33]
VMC-SJB -76.4034(2) [60]
VMC-MSDJ -76.4306(9) [33]
DMC-SingleDet -76.4236(2) [33]
DMC-SJB -76.42830(5) [60]
DMC-MSDJ -76.4368(4) [33]
CCSD(T)-R12 -76.4373 [111]
Exact -76.4389 [18]
Table 6.1: Comparison of results on the water molecule. Bold text indicates calculations using the technology
described in this thesis. SingleDet refers to calculations employing only a single determinant, SJB refers
to the Slater-Jastrow-backflow wave function, and MSDJ refers to our multi-Slater-Jastrow wave function.
Table adapted from Ref. [33].
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advance in trial wave function or optimization technology is made this benchmark suite is recomputed to
assess the improvement in the quantum Monte Carlo’s accuracy [35, 59, 122, 114]. In this section, we use a
massive multi-determinant expansion optimized using our tailored routine to compute the total energies for
this reference set and compare to previous calculations.
6.2.1 Choice of Pseudopotential and Basis
We choose to use pseudopotentials for all ions except for hydrogen. We use the Burke-Filippi-Dolg (BFD)
pseudopotentials [16, 17]. They are scalar-relativistic energy-consistent Hartree-Fock pseudopotentials and
are constructed with quantum Monte Carlo in mind. They are well suited for use in molecular calculations,
but are slightly on the “hard” side. Because they are optimized for use with Gaussian basis sets, some
of these pseudopotentials require a large energy cut-off to converge the single particle orbital set using a
plane wave basis in a density functional theory calculation. The BFD hydrogen pseudopotential is not as
accurate as the others and so we choose to use the Coulomb potential in its place. We use the Gaussian
basis optimized for the BFD pseudopotentials and the Roos augmented triple-ζ atomic Gaussian natural
orbital basis set for hydrogen.
6.2.2 Choice of Orbitals and Excitations to include in the Trial Wave Function
The ground state wave functions for these molecules are strongly single reference in character. This allows us
to begin calculations with relatively inexpensive methods requiring only a single reference determinant. For
this study we choose to work with the MP2 natural orbitals. MP2 is a perturbative method for computing
the correlation energy from the Hartree-Fock manifold of occupied and virtual orbitals. The method is
inexpensive and produces good orbitals for molecules like those of this set, without a strong multi-reference
character. We group these orbitals in CSFs and solve for the coefficients using CISDTQ, configuration
interaction with single, double, triple, and quadruple excitations. As was the case for the water monomer,
we select the CSFs to include in our expansion by the magnitude of the CISDTQ coefficient. All quantum
chemistry calculations in this section were performed using Molpro [155].
6.2.3 Quantum Monte Carlo Details
These calculations are performed an an almost identical manner as the previous one. The Jastrow in our
multi-Slater-Jastrow trial wave function includes one, two, and three body terms. All of the parameters in
the Jastrow and in the CSF expansion are optimized using the linear optimization algorithm. We perform
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Figure 6.2: Error in total energies for the G1 set as a function of coefficient cutoff. ROHF-SD is the single
Slater-Jastrow wave function with orbitals from a restricted open shell Hartree Fock (ROHF) single Slater
determinant (SD) calculation. Using the natural orbitals from MP2 we reduce the error in the energies to
the best Slater-Jastrow wave function with a single determinant (SD). We then present energies at three
different cut-offs, cc = 0.0075, 0.005, and 0.001, and extrapolate cc to 0 using a first or second order
polynomial depending on the degree of nonlinearity in the energy. The exact reference is an extrapolated
coupled cluster calculation with pair correlation corrections, CC-SD(T)-F12. The dotted line is chemical
accuracy, 1 kcal/mol (1.6 mHa). Molecules with strong single reference character and light molecules tend
to be more accurate.
diffusion quantum Monte Carlo on this trial wave function using T-moves, ≈ 2500 configurations, and a time
step τ = 0.0025H−1.
6.2.4 Results
As found with the water monomer, for these molecules we are able to obtain good accuracy by increasing
the size of our multi-determinant expansion. In Figure 6.2 we present the results for several size determinant
expansion and their extrapolation to zero cutoff. For the smallest cutoffs between 3 and 30 thousand CSFs
were included. Although we do not obtain chemical accuracy in all cases, we do obtain it on average and in
most cases. Our largest errors are in the cases where the molecules have a multi-reference character or many
electrons: CH3Cl, N2H4, and SO2. For these cases it may be necessary to obtain better single particle
orbitals and select determinants using an algorithm that captures multi-reference effects. The mean average
error for diffusion quantum Monte Carlo total energies compares favorably to all but the most expensive
quantum chemistry calculations, CCSD(T)-F12 V5Z.
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Figure 6.3: Error in total energies for the G1 set for variational and diffusion quantum Monte Carlo as well
as coupled cluster and MP2. The exact reference is an extrapolated coupled cluster calculation with pair
correlation corrections, CC-SD(T)-F12. Using the natural orbitals from MP2 decreases the error slightly.
Increasing the size of the determinant expansion from the single determinant to a cut-off of 0.001 reduces
the error from 18 mHa to less than 1.6 mHa, obtaining chemical accuracy on average. The best diffusion
quantum Monte Carlo results are surpassed only by the rather expensive CCSD(T)-F12 V5Z ones. Figure
from ref. [108].
6.3 Conclusions
The use of large determinant expansions is facilitated by an efficient and accurate optimization algorithm.
Here we have shown that we are able to generate high quality trial wave functions whose diffusion quantum
Monte Carlo energies are lower than all but the most expensive quantum chemistry methods. We are able to
improve on relatively inexpensive quantum chemistry calculations by using their orbitals and determinant
expansions in diffusion quantum Monte Carlo . This recovers a significant amount of correlation energy. This
procedure is promising for computing the properties of molecules which are too large for current benchmark
methods in quantum chemistry: coupled cluster and configuration interaction.
6.4 Future Work: Choosing Orbitals and Determinants
Ideally, we would be able to choose any quantum chemistry method to generate the single particle orbitals
and optimize them. If the fully optimized orbitals don’t depend on the starting orbitals, then we can be
confidant that they are the best ones. However, this level of orbital optimization goes beyond the state of
the art. We resort to spending a moderate amount of computer time on the quantum chemistry to generate
acceptable orbitals.
Developing an efficient and robust orbital optimization algorithm is very important. Doing so will likely
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require an intelligent choice of basis functions to optimize into as well as additional stabilization in the
optimization algorithm. The choice of basis must be compact and easy to evaluate, and describe the degrees
of freedom most likely missing from the starting orbital set. It may be the case that this basis is not
the manifold of excited states, and is some set of low lying scattering states. Additionally, the orbital
coefficients enter into the variational energy and variance in a highly non-linear way. It is possible that the
linear optimization algorithm has difficulty finding good parameter change directions.
The determinant selection algorithm used now is unsatisfactory. It relies on the quantum chemistry
algorithm to choose the most important determinants to describe the static component of the correlation.
However, the largest energy component is the dynamic correlation and so most determinants will not con-
tribute greatly once a Jastrow is included. Other methods exist for choosing determinants at the quantum
Monte Carlo level. Determinants can be chosen by maximizing the overlap of the trial wave function and
the projected one, usually the fixed-node wave function. This procedure is sometimes referred to as “self
healing,” in reference to the healing of the nodes of the trial wave function [131]. There are some difficulties
with this procedure though, as it is expensive to do and relatively undeveloped as a method. It may also be
possible to use the density matrix to determine which excitations are important.
Although it may be difficult to devise strategies to deal with these problems, the pay off is large. We want
to find the lowest energy state of the Hamiltonian within the variational subspace of the parameters. Doing
so for the orbitals should reduce the size of the multi-determinant expansion necessary to reach chemical
accuracy. Calculations would become more accurate and efficient. It would also allow better extrapolations
to the complete basis set limit by reducing the error for each determinant expansion.
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Chapter 7
Improved Observable Estimators in
Variational Quantum Monte Carlo
In this chapter we investigate the application of the Hellman-Feynman theorem to variational quantum
Monte Carlo . We derive an estimator form which has a reduced variance and bias as compared to the bare
estimator. We apply the method to the virial estimator, used to compute the pressure, for the paramagnetic
electron gas at rs = 5.
7.1 Hellman-Feynman Theorem
Using the Hellman-Feynman theorem we are able to derive efficient estimators for observables which can be
written as perturbations to the Hamiltonian, Hˆ(λ) = Hˆ+λOˆ [44, 65, 10]. This is done by taking derivatives
of the energy with respect to a conjugate parameter,
dE(λ)
dλ
∣∣∣∣
λ=0
=
d
dλ
〈ΨT (λ)|EL(λ)|ΨT (λ)〉
〈ΨT (λ)|ΨT (λ)〉 (7.1)
= 〈Oλ〉. (7.2)
These estimators have different forms based on the method they are derived for, but all follow from this
same formalism. For instance, we can compute the pressure using λ = volume, or the force on an ion using
λ = ~Ri and treating each x, y, z component separately.
7.1.1 Zero-Variance Zero-Bias Estimators
For variational quantum Monte Carlo the observable estimators we obtain from the Hellman-Feynman
theorem are called zero-variance zero-bias estimators [10, 11]. These estimators are termed zero-variance
zero-bias because they contain two terms which reduce the statistical variance, the noise in the estimator,
and bias of the observable, difference between the estimated value and the actual value, to the same as that
of the energy. As the trial wave function approaches an eigenstate of the Hamiltonian, the variance and bias
in these estimators go to zero.
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We derive the estimator while suppressing the implicit λ dependence, ΨT = ΨT (λ),
〈O〉Ψ2T =
d
dλ
〈ΨT |EL|ΨT 〉
〈ΨT |ΨT 〉 (7.3)
=
〈ΨT |Oˆ + ( HˆΨλΨλ − EL) ΨλΨT + 2(EL − EV ) ΨλΨT |ΨT 〉
〈ΨT |ΨT 〉 (7.4)
with EV = 〈EL〉 and Ψλ = dΨTdλ . This generates the bare estimator and additional Pulay-like terms,
OˆZV ZB =
Bare Estimator︷︸︸︷
Oˆ +
Zero-Variance︷ ︸︸ ︷(
HˆΨλ
Ψλ
− EL
)
Ψλ
ΨT
−
Zero-Bias︷ ︸︸ ︷
2 (EL − EV ) Ψλ
ΨT
. (7.5)
The bias and variance of these estimators are of order O[δΨT δΨλ], as can be seen by differentiating the
variational quantum Monte Carlo energy error, or a tedious calculation from the above formulas. The
zero-variance term is easily shown to have a mean value of zero,
〈PˆZV − Pˆ 〉Ψ2T =
∫
Ψ2T
(
HˆΨλ
Ψλ
− HˆΨT
ΨT
)
Ψλ
ΨT
(7.6)
=
∫
ΨT (HˆΨλ)−Ψλ(HˆΨT ) (7.7)
which cancels due to the Hermitian property of the Hamiltonian. This term serves to reduce the fluctuations
of the local observable. The Zero-bias term appears is a Pulay term and is strictly equal to zero if the ground
state wave function derivative is exact. For non-exact wave functions,
〈PˆZB − Pˆ 〉Ψ2T =
∫
Ψ2T 2
(
HˆΨT
ΨT
− EV
)
Ψλ
ΨT
(7.8)
= 2
∫
ΨT HˆΨλ − EV ΨTΨλ (7.9)
which corrects for changes in the probability distribution from the trial wave function due to the perturbation
λ.
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7.2 The Pressure Estimator
Written in atomic units, the Hamiltonian for the homogeneous electron gas is,
Hˆ =
−1
2
∑
i
~∇2i +
∑
i<j
1
rij
(7.10)
= Tˆ + Vˆ . (7.11)
We can take derivatives of this Hamiltonian with respect to volume to obtain the pressure estimator. We
factor the Wigner-Seitz radius,
rs = (3Ne/4piΩ)
1/3 (7.12)
where Ω is the volume and Ne is the number of electrons in the unit cell, out of the Hamiltonian
Hˆ =
−1
2r2s
∑
i
~˜∇2i +
1
rs
∑
i<j
1
rij/rs
. (7.13)
then take the derivative of the Hamiltonian with respect to the Wigner-Seitz radius and apply the chain
rule,
Pˆ = −dHˆ
dΩ
(7.14)
= −dHˆ
drs
(
dΩ
drs
)−1
(7.15)
= −
−2
r3s
1
2
∑
i
~˜∇2i +
−1
r2s
∑
i<j
1
rij/rs
( rs
3Ω
)
(7.16)
=
2Tˆ + Vˆ
3Ω
. (7.17)
We use
Pˆ =
2EˆL − Vˆ
3Ω
. (7.18)
to facilitate reduced biased estimates of the potential energy. Because the statistical noise in T and V are
anti-correlated, EL has smaller variance than its components. The variance and bias from the trial wave
function for this estimator is first order due to the potential energy term, but can be reduced because the
potential energy can be computed with reduced bias.
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7.2.1 Variational Quantum Monte Carlo Zero-Variance Zero-Bias Pressure
The local energy is accurate to second order in the trial wave function error. We can reduce the potential
energy bias to second order in the trial wave function error as well by using a zero-variance zero-bias estimator
from equation 7.5,
PˆZV ZB =
2EˆL − Vˆ
3Ω
−
( Zero-Variance︷ ︸︸ ︷(
HˆΨΩ
ΨΩ
− EL
)
ΨΩ
ΨT
−
Zero-Bias︷ ︸︸ ︷
2 (EL − 〈EL〉) ΨΩ
ΨT
)
(7.19)
PˆZV =
2EˆL − Vˆ
3Ω
−
((
HˆΨΩ
ΨΩ
− EL
)
ΨΩ
ΨT
)
(7.20)
ΨΩ =
dΨ
drs
rs
3Ω
. (7.21)
The Trial Wave Function and Derivatives
To implement this estimator we need to take derivatives of the trial wave function with respect to volume. We
approximate the homogeneous electron gas trial wave function as the RPA Jastrow and a Slater Determinant
of plane waves [52, 53, 25, 26],
ΨT ( ~X) = JRPA( ~X)D↓( ~X)D↑( ~X) (7.22)
D( ~X) = 〈 ~X|
∏
|~k|<kf
c†~k |0〉 (7.23)
The single particle orbitals in the determinant, exp(i~k · ~r), have no dependence on the Wigner-Seitz radius,
r ∝ rs and k ∝ 1/rs, ~k · ~r ∝ r0s is unitless. We only need to compute the derivatives of the Jastrow.
The RPA form was first derived by Gaskell [52, 53]. Since then it has been used extensively in studies of
the electron gas [25, 26]. It reproduces the cusp and plasmon limits and minimizes the energy of the electron
gas in the random phase approximation. Using ρ = Ne/Ω and S0 is the static structure of the free Fermi
gas,
S0(k) =

1 k > 2kf
1
2
(
3k
2kf
−
(
k
2kf
)3)
k < 2kf
(7.24)
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the RPA electron-electron Jastrow is written in reciprocal space as,
JRPA( ~K) = exp
 ∑
|~k|<kf
uRPA
(
|~k|
) (7.25)
uRPA(k) =
1
2Ne
(
−1
S0(k)
+
(
1
S20(k)
+
4ρvk
k2
)1/2)
(7.26)
=
1
2Ne
(
−1
S0(k)
+
(
1
S20(k)
+
12
k4r3s
)1/2)
(7.27)
with the final form is in atomic units. The logarithmic derivative of the Jastrow with respect to the Wigner-
Seitz radius gives,
d log
(
JRPA( ~K)
)
drs
=
d
drs
∑
|~k|<kf
uRPA
(
|~k|
)
(7.28)
duRPA(k)
drs
=
3
Nek4r4s
(
1
S20(k)
+
12
k4r3s
)−1/2
(7.29)
To transform the RPA Jastrow and its derivative from reciprocal space to real space we must perform an
inverse Fourier transform. We do this using the optimized break up method [112]. This method minimizes
the error for a given real space and momentum space cutoff.
The zero-variance component of the estimator,
Pˆ − PˆZV =
((
HˆΨΩ
ΨΩ
− EL
)
ΨΩ
ΨT
)
(7.30)
=
HˆΨΩ
ΨT
− HˆΨT
ΨT
ΨΩ
ΨT
(7.31)
=
~ˆ∇2ΨΩ
2ΨT
−
~ˆ∇2ΨT
2ΨT
ΨΩ
ΨT
(7.32)
can be computed using,
d log ΨT
dΩ
=
ΨΩ
ΨT
(7.33)
~∇d log ΨT
dΩ
=
~∇ΨΩ
ΨT
−
~∇ΨT
ΨT
ΨΩ
ΨT
(7.34)
~∇2 d log ΨT
dΩ
=
~∇2ΨΩ
ΨT
−
~∇2ΨT
ΨT
ΨΩ
ΨT
− 2
(
~∇ΨT
ΨT
·
~∇ΨΩ
ΨT
)
+ 2
(
~∇ΨT
ΨT
·
~∇ΨT
ΨT
)
ΨΩ
ΨT
(7.35)
= 2(PˆZV − Pˆ )− 2
(
~∇ log ΨT
)
·
(
~∇d log ΨT
dΩ
)
. (7.36)
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method Pressure (error)
fit -1.4827(261)
virial -1.4034(12)
ZV -1.4024(3)
ZVZB -1.5111(9)
Table 7.1: Pressure in units of
(
Ha
a30
)
×10−5 for the rs = 5 paramagnetic homogeneous electron gas computed
using variational quantum Monte Carlo . We compute the equation of state for the electron gas around
rs = 5, fit to a functional form of ∆Energy= E(rs)− E(rs = 5) = A(rs − 5) and differentiate to determine
the fit value. Including the zero-variance (ZV) term decreases the error by a factor of 4, which is an increase
in efficiency by a factor of 16. Including the zero-variance and zero-bias (ZVZB) corrections moves the virial
estimation closer to the variational quantum Monte Carlo energy fit.
The difference between the bare estimator and zero-variance estimator is
(Pˆ − PˆZV ) = 1
2
~∇2 d log ΨT
dΩ
+
(
~∇ log ΨT
)
·
(
~∇d log ΨT
dΩ
)
. (7.37)
7.2.2 Variational Quantum Monte Carlo Zero-Variance Zero-Bias Pressure
Results
We compute the pressure of the electron gas at rs = 5 using the virial pressure estimator and our improved
versions. The trial wave function is the RPA Jastrow and determinant of plane waves and we use Ne = 54
unpolarized electrons. The RPA Jastrow has no adjustable parameters, so no optimization is necessary.
We compare these results to a differentiated fit of the equation of state. We compute the variational
energy for 5 points, rs = {4.9, 4.95, 5.0, 5.05, 5.1} and fit to E(rs) − E(rs = 5) = Ars. We compute the
energy to a statistical accuracy of order 10−6 Ha/N . Unfortunately, the differentiated equation of state
has large error bars compared to the estimators due to the extremely small statistical error bars needed to
perform a good fit on the data and the need to choose small spacings for our functional form.
In figure 7.1, we plot the trace of the energy for the virial and zero-variance zero-bias pressure estimators.
The zero-variance estimator has a greatly reduced variance as compared to the virial estimator. The reduc-
tion in error for this estimator is roughly a factor of 4, which represents a 16 fold increase in the efficiency
of the estimator. The full zero-variance zero-bias estimator reduces the statistical error and systematic bias
due to the the trial wave function error. Although the zero-bias component of the estimator increases the
statistical error slightly, the bias is greatly reduced. These results are also summarized in table 7.1.
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Figure 7.1: The trace of the pressure as computed using the virial estimator, zero-variance, zero-variance
zero-bias, and finite energy differences. The zero-variance estimator is the virial estimator plus the variance
reduction part of the zero-variance zero-bias estimator. It is included to show that is does not change the
expectation value of the estimator, and significantly reduces the variance. When the zero-bias correction is
used in conjunction with the zero-variance correction, the estimated pressure is closer to the value computed
from fitting the energy and differentiating. Each point is an average of 4.8× 105 configurations.
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7.3 Conclusions and Comments
Using these estimators requires computing the value, gradient, and Laplacian of the derivative of the trial
wave function with respect to the conjugate parameter to the observable. In this case, pressure and the RPA
Jastrow, this procedure is straightforward. The resulting zero-variance zero-bias estimator is superior to the
bare estimator in terms of both accuracy and efficiency. We are able to recover an estimate more precise
than fitting the equation of state using a fraction of the computational time.
For other observables and trial wave function form this procedure may be more difficult. Most of the
time the wave function is not explicitly parameterized by the conjugate variables we want to compute.
For instance, if we chose instead to use a B-Spline Jastrow, an interpolating form whose parameters have
no obvious volume dependence, then analytic derivatives with respect to volume do not exist. To compute
these derivatives it would be necessary to either use finite differences on wave functions optimized at different
volumes, or optimize the derivative such that it minimizes the variance of the pressure.
In the case where the trial wave function parameterization is explicit, it is sometimes computationally
expensive to evaluate the derivatives. In the case of pressure, we are fortunate that the single particle orbital
set of plane waves has no volume dependence. If it were then the work necessary to compute the derivative
would be equivalent to the work required to compute the entire wave function. When many derivatives
are needed, for instance forces on ions, this results in a work load increase proportional to the number of
observables we want to compute. In addition to the increased work load, the memory requirements are also
great in this case. For a poor choice of basis, each observable that is computed will also require an amount
of memory equivalent to the full wave function.
The variance reduction achieved by using the zero-variance term is clear. It is less clear how well the
zero bias-term corrects for the trial wave functions bias. It is desirable to improve the equation of state
calculation to get a better reference value for the fit. We can compute the energy at larger and smaller rs to
include in the fit. This will reduce the uncertainty in parameters we find in the fit. Although we hope that
the energy around rs = 5 is linear, we may be able to improve the quality of the fit by using a better fitting
function. We know the leading behavior comes from the kinetic and potential energy which scale as r−2s and
r−1s , and we can include additional terms to attempt to also fit the exchange and correlation energy.
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Chapter 8
Improved Observable Estimators in
Diffusion Quantum Monte Carlo
In this chapter we investigate improved estimators for diffusion quantum Monte Carlo . We begin by dis-
cussing the extrapolated estimator and forward walking, two of the most widely used reduced bias estimators.
We then apply the Hellman-Feynman theorem to diffusion quantum Monte Carlo to define new estimators
which are analogous to the zero-variance zero-bias estimators used in variational quantum Monte Carlo .
We conclude with diffusion quantum Monte Carlo results for these estimators using the same test system as
the last chapter, the paramagnetic electron gas at rs = 5, and some discussion.
8.1 Diffusion Quantum Monte Carlo Estimators
8.1.1 The Extrapolated Estimator
As we noted in chapter 3, the bias in observables for diffusion quantum Monte Carlo is first order in the trial
wave function error, O[δΨ]. We can reduce this bias to O[δΨ2 + δΨFN ], by using the extrapolates estimator
[48, 113]. We perform a linear extrapolation using the diffusion quantum Monte Carlo and variational
quantum Monte Carlo observable expectation values as,
Oext = 2〈O〉ΨFNΨT − 〈O〉Ψ2T . (8.1)
This eliminates the 〈δΨ|Oˆ−O0|Ψ0〉 terms from the bias at the price of including twice as much bias due to
〈δΨFN |Oˆ −O0|Ψ0〉,
Oext −O0 = 2〈O −O0〉ΨFNΨT − 〈O −O0〉Ψ2T (8.2)
= 2
(
〈δΨ|Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|δΨ〉
)
− (2〈δΨ|O −O0|Ψ0〉+ 〈δΨ|O −O0|δΨ〉) (8.3)
= 2〈δΨFN |Oˆ −O0|Ψ0〉+ 〈δΨFN |Oˆ −O0|δΨ〉+ 〈δΨ|O −O0|δΨ〉 (8.4)
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This is the cheapest form of extrapolation and is simple to do, however it is not particularly accurate, and
results in a statistical error estimate of,
δOext =
√
4δ2ODMC + δ
2
OVMC
(8.5)
where δODMC is the diffusion quantum Monte Carlo error and δOVMC is the variational quantum Monte
Carlo error.
8.1.2 Forward Walking
Forward walking is an algorithmic extension to diffusion quantum Monte Carlo [48, 113, 99, 13]. It is simple
to implement and reduces the bias of observables to O[δΨFN ]. Once an observable is evaluated over the
mixed distribution, the random walk is continued to estimate ΨFN/ΨT ,
∫
d ~X Ψ2FN (
~X)O( ~X) =
∫
d ~X ΨFN ( ~X)O( ~X)ΨT ( ~X)× ΨFN (
~X)
ΨT ( ~X)
(8.6)
ΨFN ( ~X)
ΨT ( ~X)
≈ exp
〈
−
∫ β
0
dt (EL( ~Xt)− 〈EL〉) δ( ~Xt − ~X)
〉
DRW
(8.7)
The drifted random walk in this case is for a single configuration starting at ~X, and continuing for some
time, β. This weight is the same as that used in the branching procedure, so recording the number of
configurations descended from the original one at ~X is sufficient to estimate this ratio.
In practice it is simple to implement this estimator. A configuration records observables as the random
walk proceeds and averages are performed over the observables from several steps in the past. When
configurations are branched, the histories are branched with them, so that the weights are taken care of
automatically, without book keeping.
In order to project to the pure distribution it is also necessary to have a large number of configurations.
During the branching procedure the number of statistically independent configurations are reduced. It is
possible that after some number of steps, all configurations in a population are descended from a single
configuration. This decrease in the number of independent data points occurs exponentially fast and results
in a larger statistical error.
8.1.3 Zero-Variance Zero-Bias Estimators for Diffusion Quantum Monte Carlo
We are unable to apply the estimators we derived in the previous chapter for variational quantum Monte
Carlo to methods which sample the mixed distribution. Both the zero-variance and zero-bias corrections are
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incorrect. The zero-variance component,
〈OˆZV − Oˆ〉ΨFNΨT =
∫
ΨFNΨT
(
HˆΨλ
Ψλ
− HˆΨT
ΨT
)
Ψλ
ΨT
(8.8)
=
∫
ΨFN (HˆΨλ)− ΨλΨFN
ΨT
(HˆΨT ) (8.9)
is correct when ΨFN = ΨT . The correct estimator should use ΨFN instead of ΨT as the local energy,
〈OˆZV − Oˆ〉ΨFNΨT =
∫
ΨFNΨT
(
HˆΨλ
Ψλ
− HˆΨFN
ΨFN
)
Ψλ
ΨT
. (8.10)
unfortunately, we do not have direct access to HˆΨFNΨFN . We will show shortly, how we can compute this term
stochastically.
The zero-bias term is also not correct. It should be,
〈OˆZV ZB − Oˆ〉ΨFNΨT =
∫
(EL − 〈EL〉)
(
Ψλ
ΨT
+
ΨFNλ
ΨFN
)
. (8.11)
where ΨFNλ =
dΨFN
dλ . The variational quantum Monte Carlo estimator is only correct in diffusion quantum
Monte Carlo when ΨFNλ /ΨFN = Ψλ/ΨT . Fortunately, we are able to go back to the Hellman-Feynman
theorem and derive the correct form for these estimators, and how to compute them.
For diffusion quantum Monte Carlo the Hellman-Feynman theorem, outlined in chapter 7, applied to the
mixed distribution [11, 54] yields,
〈O〉ΨTΨFN =
d
dλ
〈ΨT |EL|ΨFN 〉
〈ΨT |ΨFN 〉 (8.12)
=
〈ΨT |Oˆ + ( HˆΨλΨλ − EFN ) ΨλΨT + (EL − EFN )
ΨFNλ
ΨFN
|ΨFN 〉
〈ΨT |ΨFN 〉 . (8.13)
where EFN = 〈EL〉ΨFNΨT . We generate a dΨFNdλ term which comes from dWDMCdλ . Because we do not have
an analytic form for the fixed node wave function we can not compute it analytically. This term is the
derivative of the weight due to the drifted random walk. The unbiased method for computing it uses a
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forward walking scheme,
dΨFN ( ~X0)
dλ
=
d
dλ
∫ 0
β
dt exp
(
−(EL( ~Xt)− EFN )
)
ΨT ( ~Xβ) (8.14)
=
∫ 0
β
ds
∫ 0
s
dt′ exp
(
−(EL( ~Xt′)− EFN )
)
×
[(
dHˆ( ~Xs)
dλ
−
〈
dHˆ
dλ
〉)∫ s
β
dt exp
(
−(EL( ~Xt)− EFN )
)]
ΨT ( ~Xβ)
+
∫ 0
β
dt exp
(
−(EL( ~Xt)− EFN )
)
Ψλ( ~Xβ) (8.15)
=
∫ 0
β
ds
(
O( ~Xs)− dEFN
dλ
)∫ 0
β
dt exp
(
−(EL( ~Xt)− EFN )
)
ΨT ( ~Xβ)
+
∫ 0
β
dt exp
(
−(EL( ~Xt)− EFN )
)
Ψλ( ~Xβ) (8.16)
ΨFNλ (
~X0)
ΨFN ( ~X0)
=
Ψλ( ~Xβ)
ΨT ( ~Xβ)
+
∫ 0
β
ds
(
O( ~Xs)− dEFN
dλ
)
(8.17)
This expression recovers the variational quantum Monte Carlo ratio for β = 0.
After simplifying, the estimator becomes,
ODMCZV ZB(
~X0) = Oˆ( ~X0) +
Zero Variance︷ ︸︸ ︷(
HˆΨλ( ~X0)
Ψλ( ~X0)
− EFN ( ~X0)
)
Ψλ( ~X0)
ΨT ( ~X0)
+
Interpolating︷ ︸︸ ︷(
EL( ~X0)− EFN
) Ψλ( ~Xβ)
ΨT ( ~Xβ)
−
Zero Bias︷ ︸︸ ︷
τ(EL( ~X0)− EFN )
(
N∑
s=0
(
O( ~Xs)− dEFN
dλ
))
(8.18)
with ~X0 evaluated at the current configuration and ~Xs for s > 0 evaluated at preceding time steps. Un-
fortunately we do not know dEFN/dλ, this is the quantity we are attempting to estimate. We make the
substitution,
dEFN
dλ
→
〈
O( ~Xs)
〉
(8.19)
because we note that,
0 =
〈
dEFN
dλ
(EL( ~X0)− EFN )
〉
. (8.20)
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This term only serves to reduce the variance of the estimator. We can use any constant value in place of
dEFN
dλ and it will not change the mean value.
The zero variance term has a vanishing expectation value as projection time is increased. Because the
Hamiltonian commutes with the projector,
ΨFN HˆΨλ = ΨT ( ~X0) exp(−
∫ β
0
dτHˆ)HˆΨλ( ~Xβ) (8.21)
= ΨT ( ~X0)Hˆ exp(−
∫ β
0
dτHˆ)Ψλ (8.22)
= EL( ~X0)ΨT ( ~X0) exp(−βHˆ)Ψλ( ~Xβ), (8.23)
for the large projection limit,
lim
β→∞
〈EL( ~X0)ΨT ( ~X0) exp(−βHˆ)Ψλ( ~Xβ)〉 = 〈EL〉ΨFN ( ~Xβ)Ψλ( ~Xβ). (8.24)
So that the mean value of the zero variance term goes to zero,
∫
ΨFN HˆΨλ − EFN
∫
ΨFNΨλ ≈ EFN
∫
ΨFNΨλ − EFN
∫
ΨFNΨλ (8.25)
= 0. (8.26)
The zero-variance term in this case does not have a mean value of zero for short projection times, but still
serves to reduce the variance. The interpolating term vanishes for the same reason.
The final form we will use for this estimator is,
ODMCZV ZB = Oˆ +
Zero Variance︷ ︸︸ ︷(
HˆΨλ
Ψλ
− EFN
)
Ψλ
ΨT
−
Zero Bias︷ ︸︸ ︷
τ(EL( ~X0)− EFN )
(
N∑
s=0
O( ~Xs)−
〈
N∑
s=0
O( ~Xs)
〉)
. (8.27)
This estimator contains the zero-variance and half of the zero-bias contribution from the variational quantum
Monte Carlo estimator as well as the additional term which corrects for changes in the fixed node distribution
due to the perturbation λ.
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8.2 Diffusion Quantum Monte Carlo Pressure Estimators and
Results
We estimate the pressure of the homogeneous electron gas at rs = 5 using diffusion quantum Monte Carlo
. We perform the equation of state calculations at the same densities as the variational quantum Monte
Carlo calculations in the previous chapter. For all densities we use 2400 configurations and a time step
τ = 0.02Ha−1. The accept ratio for this time step exceeds 99.5%, and the difference in the energies is
well converged. As was the case in variational quantum Monte Carlo , fitting the energy and differentiating
provides poor precision for the pressure estimate: this estimate is consistent with all pressure estimators
used in the section.
8.2.1 Estimators
For the pressure calculations at rs = 5 we investigate time step error and population bias for forward walking
and Hellman-Feynman estimators. The pressure estimators based on the Hellman-Feynman theorem we will
investigate using diffusion quantum Monte Carlo are,
PˆDMCZV =
2EˆL − Vˆ
3Ω
−
(
HˆΨΩ
ΨΩ
− EFN
)
ΨΩ
ΨT
(8.28)
PˆDMCZV ZB = Pˆ
DMC
ZV +
τ
3Ω
(EL( ~X0)− EFN )
(
N∑
s=0
V ( ~Xs)−
〈
N∑
s=0
V ( ~Xs)
〉)
(8.29)
For the forward walking and extrapolated estimators we use the energy we compute over the mixed
distribution and correct the potential energy using the improved estimators. These pressures are then
computed using,
PˆDMC =
2EˆL − VˆFW (β)
3Ω
(8.30)
PˆEXT =
2EˆL − (2Vˆ − VVMC)
3Ω
(8.31)
where VFW (β) is the forward walking value for the potential energy after projection β has been applied,
and VVMC is the variational quantum Monte Carlo expectation value for the potential energy. We present
results for these estimators in table 8.1.
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Figure 8.1: Difference between the fit values and diffusion quantum Monte Carlo data for the equation of
state for the paramagnetic electron gas at rs = 5. We fit the difference between the energy at rs = 5 to the
form, ∆Energy= E(rs) − E(rs = 5) = A(rs − 5) and differentiate to determine the pressure. The fit slope
error is one standard deviation. Higher order polynomial terms are not included in the fit because they will
not change the pressure.
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Figure 8.2: Pressure vs projection time for the electron gas at rs = 5. The time step used is τ = 0.1
which yields acceptance ratios of about 96%. This time step is too large for well converged data. We
use it to illustrate the stability in projection time for the estimators, and how long we must project for
them to asymptote to a converged value. Forward walking is slightly more unstable, it has larger error
bars, than Hellman-Feynman sampling for long projection times. The pressure appears to converge around
β = 16Ha−1.
8.2.2 Extrapolations
There are three important parameters for using a forward walking or zero-variance zero-bias estimator:
projection time, number of configurations, and time step. When reporting estimates of observables, it is
important each of these parameters are well converged. In this section we first determine the amount of pro-
jection time, β, needed to project out the pure distribution, P ( ~X) ∝ Ψ2FN ( ~X), from the mixed distribution,
P ( ~X) ∝ ΨT ( ~X)ΨFN ( ~X), and then converge the number of configurations, NC , in the calculation as well as
the time step, τ .
To investigate the convergence in imaginary time of the estimators we perform a calculation on a very
large number of configurations at a moderately large time step. This allows us to project to very large β
without worrying that the number of configurations will become too small to produce good statistics. As
shown in figure 8.2, as we increase β the expectation value of our observable will change. This change does
not need to be monotonic. If there are multiple excited states in the mixed distribution that are reduced or
eliminated in the pure distribution then there can be wiggles in the trace of O(β). This is the case for the
pressure. The estimator is converged when the estimate asymptotes to a constant value and the only change
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Figure 8.3: Reduced bias estimates of the pressure as a function of projection time, β, and number of
configurations, NC . The time step τ = 0.02Ha
−1 for all curves. The shape of each curve is similar, The
finite size bias is slightly greater for the bare estimator and forward walking. As the number of configurations
increase the two estimators come into better agreement.
increasing β makes is increasing the statistical error. In this case it converges around β = 16Ha−1.
We next investigate changes in the pressure due to the number of configurations we use in the diffusion
quantum Monte Carlo calculation. Shown in figure 8.3, the virial, zero-variance, zero-variance zero-bias , and
forward walking estimators all show a weak dependence on the number of configurations. These calculations
were performed on a fixed number of steps, so that as we increase the number of configurations, we also
decrease the statistical error. The differences between the two reduced bias estimators appear well converged
at NC = 9600. We continue to use NC = 24000 for the remainder of the calculations as a means of decreasing
the statistical error.
Our final convergence test is with respect to time step, τ . As we decrease the time step the accuracy
of the diffusion quantum Monte Carlo method as well as these estimators increases. The time step error
for all four estimators can be seen in figure 8.4. The virial and zero-variance estimates agree increasingly
well as the time step is decreased. The time step error is slightly larger for the virial estimator than for the
zero-variance estimator. The fixed node wave function becomes more accurate as the time step decreases.
As the fixed node wave function becomes more accurate the zero-variance estimator correction gets smaller.
The difference in pressure for these two estimators, PFW −PDMCZV ZB , is maintained by the projection process.
As the time step decreases this difference gets smaller until at τ = 0.01 they are in good agreement. This
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Figure 8.4: Reduced bias estimates of the pressure as a function of projection time, β, and time step, τ , for
a well converged number of configurations. This difference between the pressure estimators, PFW −PDMCZV ZB ,
is almost constant for all projection times. The time step error for the forward walking estimator is slightly
larger than for the zero-variance zero-bias estimator.
value of τ will be used to present the fully converged results for the reduced bias estimators.
8.2.3 Results
The reduced variance estimator improves the efficiency of computing pressures by a factor of 4 relative to the
virial estimator. It also appears to have a slightly smaller time step error. This gain in efficiency more than
offsets the computational time necessary to compute them. The derivatives require order N2e work, they
have the same form as a Jastrow. In cases where the derivatives require the calculation of a determinant as
well, they may still be worth computing depending on the reduction in variance. Observables for which the
variance does not exist, for instance forces, are almost certain to gain from including these terms.
All three reduced bias estimators, the zero-variance zero-bias , forward-walking, and extrapolated esti-
mators, produce similar numbers. The zero-variance zero-bias and forward walking estimates are remarkably
similar, while the extrapolated estimate is only off slightly. Due to the zero-variance term, the zero-variance
zero-bias estimator has a smaller statistical error. It is not clear how to incorporate this zero variance term
into the forward walking algorithm. It may also be the case that forward walking requires more configurations
than Hellman-Feynman sampling, though the statistical significance is not overwhelming.
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Figure 8.5: Well converged reduced bias estimates of the pressure as a function of projection time, β. Both
estimators provide the same estimate within error bars. The zero-variance zero-bias estimator has smaller
error bars.
method Pressure (error)
fit -1.5315(63)
virial -1.5300(9)
ZV -1.5286(4)
extrapolated -1.5423(15)
ZVZB -1.5481(8)
FW -1.5482(19)
Table 8.1: Pressure in units of
(
Ha
a30
)
×10−5 for the rs = 5 paramagnetic homogeneous electron gas computed
using diffusion quantum Monte Carlo . Calculations are using τ = 0.01, and NC = 24000. The forward
walking and zero-variance zero-bias estimators are evaluated at β = 16Ha−1. The fit value and virial
estimator are in good agreement. We can see that the zero-variance term is slightly less efficient at reducing
the variance in this case as for variational quantum Monte Carlo . It is a factor of 4 more efficient. The
zero-variance zero-bias estimator agrees well with the forward walking value and the extrapolated estimator
is not far off.
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8.3 Conclusions
Both forward walking and the zero-bias component of the zero-variance zero-bias estimator are simple to
implement and require very little additional computational resources. Both require recording observables
for some number of steps, and so use additional memory. The growth in statistical error as β is increased
is their primary disadvantage, though is not particularly limiting in this case. For the case we investigate
here, the zero-variance zero-bias estimator has the same statistical error as the virial estimator, due to the
zero-variance term. The forward walking estimator has approximately twice the statistical error as the virial
estimator. The difference in pressure for the reduced bias estimators and the virial estimator are statistically
significant. For any calculation where accurate observables are required, one of these methods should be
used. If the trial wave function derivatives can be computed analytically, then it is most likely that doing
so for the zero-variance contribution will be computationally efficient.
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Chapter 9
Improved Observables for Reptation
Quantum Monte Carlo
Reptation quantum Monte Carlo is unique in that, by construction, it allows access to the pure estimator
[15]. However, the projection time on the center configuration is only half of that applied to the end
configurations. It is possible for us to use the ideas from the previous chapter to extend the calculation
of observables in reptation quantum Monte Carlo from a forward walking type of estimator to that of the
Hellman-Feynman estimator, or a hybrid of the two. This will reduce the length of the reptile necessary to
produce minimally biased estimates of observables and result in an increase in efficiency for the method.
9.1 Estimators in Reptation Quantum Monte Carlo
We are able to evaluate observables which are diagonal in configuration space, observables which are only a
function of the coordinates ~X and not the trial wave function, at any point in the reptation quantum Monte
Carlo configuration vector, ~C = { ~X1, ~X2, . . . , ~XNC}.
〈ORMC(β˜)〉 = 1Z 〈ΨT | exp
(
−β˜Hˆ
)
Oˆ exp
(
−(β − β˜)Hˆ
)
|ΨT 〉 (9.1)
where β = τ(NC − 1) is the length in imaginary time of the configuration vector, ~C, Hˆ is the Hamiltonian,
and β˜ is the location the observable is evaluated. This estimator depends on where it is evaluated in the
configuration vector. As β gets large it interpolates between the mixed and pure distributions. The estimator
at the ends of ~C, β˜ = 0 and β˜ = β, approach the mixed distribution as β  0. The central configuration,
β˜ = β/2, approaches the pure distribution as β/2 0.
Evaluating observables in the center of ~C in reptation quantum Monte Carlo is similar in spirit to forward
walking in diffusion quantum Monte Carlo . Both methods compute observables over the pure distribution
by accumulating weights, exp(
∫
dβ˜EL(β˜)− E0), before and after the observable is evaluated.
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9.2 Zero-Variance Zero-Bias Estimators in Reptation Quantum
Monte Carlo
If we insert the Hamiltonian operator at one end of the configuration vector and apply the Hellman-Feynman
theorem we will derive a reduced-variance reduced-bias estimator for reptation quantum Monte Carlo ,
〈O( ~X0)〉β = d
dλ
1
Zβ 〈ΨT |EL exp
(
−βHˆ
)
|ΨT 〉 (9.2)
=
1
Zβ
〈
ΨT
∣∣∣∣∣ΨλΨT EL + OˆΨTΨT +
(
HˆΨλ
Ψλ
− EL
)
Ψλ
ΨT
+ EL
Ψβλ
Ψβ
− 〈EL〉β
(
Ψλ
ΨT
+
Ψβλ
Ψβ
)∣∣∣∣∣Ψβ
〉
(9.3)
=
1
Zβ
〈
ΨT
∣∣∣∣∣O( ~X0) +
(
HˆΨλ
Ψλ
− 〈EL〉β
)
Ψλ
ΨT
+ (EL − 〈EL〉β) Ψ
β
λ
Ψβ
∣∣∣∣∣Ψβ
〉
(9.4)
where the subscript ~Xs indicates the location for that set of particle coordinates in the configuration vector ~C,
Zβ = 〈ΨT | exp
(
−βHˆ
)
|ΨT 〉, 〈EL〉β is the reptation quantum Monte Carlo energy estimator for projection
time β, and Ψβ = exp
(
−βHˆ
)
ΨT . We are able to compute Ψ
β
λ/Ψβ using the same correlation function
technique as in diffusion quantum Monte Carlo ,
Ψβλ
Ψβ
=
∫ β
0
dt
(
dOL( ~Xt)
dλ
−
〈
dOL( ~Xt)
dλ
〉)
(9.5)
where OL( ~Xt) is the local value of the operator at time t. Analogous to the diffusion quantum Monte Carlo
estimator, this estimator is,
ORMCZV ZB(
~X0) = O( ~X0) +
Zero Variance︷ ︸︸ ︷(
HˆΨλ( ~X0)
Ψλ( ~X0)
− 〈EL〉β
)
Ψλ( ~X0)
ΨT ( ~X0)
−
Zero Bias︷ ︸︸ ︷
τ(EL( ~X0)− 〈EL〉β)
∫ β
0
dt
(
O( ~Xt)−
〈
O( ~Xt)
〉
β
)
. (9.6)
As we increase the projection time, β, this estimator will interpolate smoothly between the variational
quantum Monte Carlo zero-variance zero-bias estimate and the converged diffusion quantum Monte Carlo
zero-variance zero-bias estimate. If we drop the terms which go to zero as β gets large then we are left
with an estimator whose expectation value interpolates between the bare estimator in variational quantum
Monte Carlo and the diffusion quantum Monte Carlo zero-variance zero-bias estimate, though with larger
statistical error.
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If we instead insert the Hamiltonian at β˜ = β/2, the middle of the configuration, we derive a different
but equivalent estimator,
〈O〉Ψ2β =
d
dλ
1
Zβ 〈ΨT | exp
(
−(β/2)Hˆ
)
Hˆ exp
(
−(β/2)Hˆ
)
|ΨT 〉 (9.7)
=
1
Zβ 〈Ψβ/2|O(
~Xβ/2) + Hˆ
Ψ
β/2
λ
Ψβ/2
+
Ψ
β/2
λ
Ψβ/2
Hˆ − 2〈EL〉β Ψ
β/2
λ
Ψβ/2
|Ψβ/2〉. (9.8)
where Ψ
β/2
λ =
d
dλΨβ/2. We simplify this estimator by dropping terms which vanish in the large projection
limit,
ORMCZB (
~Xβ/2) = O( ~Xβ/2) +
∫ β
β/2
dtO( ~Xt)(EL( ~X0)− 〈EL〉β) +
∫ β/2
0
dtO( ~Xt)(EL( ~Xβ)− 〈EL〉β).(9.9)
We are free to insert the Hamiltonian at any point in ~C and then apply the Hellman-Feynman theorem.
Just as the expectation value of the energy is constant regardless of where we insert it, so too is the
expectation value of these estimators. These estimators use the weights from the entire configuration vector,
~C, to correct for the bias in the trial wave function. As a result it should converge to its asymptotic limit
at the same rate as the energy, and approximately twice as fast as evaluating the pressure at the central
configuration, ORMC( ~Xβ/2).
Because we require a large projection time to eliminate the trial wave function bias, we drop all zero
variance terms. The efficiency of these terms decrease as we increase the projection time. Besides their
decreasing efficiency in reducing the variance, they require analytical derivatives of the trial wave function
which are not always available.
9.3 Reptation Quantum Monte Carlo Zero-Variance Zero-Bias
Pressure Estimator and Results
In this section we compute the pressure of the paramagnetic electron gas at rs = 5 for Ne = 54. As in
previous chapters, we use the RPA Jastrow and a single Slater determinant of plane waves.
9.3.1 Estimators
We present results for the zero-bias component of the Hellman-Feynman estimators and the bare reptation
estimators evaluated at all locations in the configuration vector, ~C. We compute the pressure using the
virial theorem. The energy is always averaged over the mixed distribution, ~X0 and ~Xβ , while the potential
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method Pressure (error)
VMC ZV -1.4024(3)
VMC ZVZB -1.5111(9)
DMC ZV -1.5271(3)
DMC ZVZB -1.5461(5)
RMC(β/2) -1.5441(5)
RMC ZB -1.5428(5)
Table 9.1: Pressures in units of
(
Ha
a30
)
× 10−5 computed for variational, diffusion, and reptation quantum
Monte Carlo for the paramagnetic electron gas at rs = 5. The time step used for the diffusion and reptation
quantum Monte Carlo is τ = 0.02. Both reptation quantum Monte Carlo values were taken from the largest
projection times considered in this section, Nc = 1601, τ = 0.02, for a total projection time of 32Ha
−1.
Some difference in time step error is apparent in the slight disagreement between the diffusion and reptation
quantum Monte Carlo results.
energy is evaluated at some other time, β˜,
PˆRMC( ~Xt) =
EˆL( ~X0) + EˆL( ~Xβ)− Vˆ ( ~Xt)
3Ω
(9.10)
Benchmark results are presented with β˜ = β/2, the central configuration in ~C. When using reduced bias
estimators, we compute the energy over the mixed distribution, but average over all projection times, 0 <
β˜ < β,
PˆRMCZB ( ~Xt) = Pˆ
RMC( ~Xt) +
τ
3Ω
(EL( ~X0)− 〈EL〉β)
β∑
s=t
(
V ( ~Xs)−
〈
V ( ~Xs)
〉)
+
τ
3Ω
(EL( ~Xβ)− 〈EL〉β)
t∑
s=0
(
V ( ~Xs)−
〈
V ( ~Xs)
〉)
. (9.11)
Because this family of estimators have the same expectation value, we can reduce their statistical error by
averaging them all together.
Figure 9.1 shows the zero-bias and bare estimators evaluated at different β˜ for the largest projection
time considered in this chapter. The error bars shown are the error in the total observable, the error of
the difference between two adjacent estimates is much smaller. The zero-bias estimates near the ends of
the configuration vector can be slightly different than those in the center for finite projection time, due to
omitting the zero-variance term. The shape of the bare estimator curve is very similar to that of the forward
walking estimator from the previous chapter. Its minimum and depth relative to the mixed distribution is
strikingly similar.
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Figure 9.1: Pressure for the paramagnetic electron gas at rs = 5 computed using the bare and zero-bias
estimators for different projection times, β˜. The total projection time, β = 32Ha−1, is the largest considered
in this chapter. The zero-bias estimator is constant throughout the length of the reptile, and the bare
estimator approaches the mixed estimator at ~X0 and ~Xβ and the pure estimate at ~Xβ/2. The shape of the
bare estimator is reminiscent of the forward walking estimator as project time is increased.
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Figure 9.2: Pressure and energy of the paramagnetic electron gas at rs = 5 computed using reptation
quantum Monte Carlo and diffusion quantum Monte Carlo . Dotted lines are shown as error bars for the
diffusion quantum Monte Carlo references. The energy is evaluated at ~X0 and ~Xβ . The zero-bias estimator
is averaged over the entire configuration vector, ~C. The bare estimator, PRMC is evaluated in the middle of
the configuration, ~Xβ/2, which approaches the pure distribution as β gets large. As total projection time is
increased both the zero-bias and bare estimators converge to the same answer. The rate of convergence for
the zero-bias estimator is approximately the same as that of the energy which converges at approximately
16Ha−1. The bare estimator requires approximately twice as much projection time.
9.3.2 Results
Table 9.1 contains reference variational quantum Monte Carlo and diffusion quantum Monte Carlo pressures
as well as the converged reptation quantum Monte Carlo results for these estimators. Because of correlations
the statistical error in the zero-bias estimator is not greatly reduced by averaging over ~C. Because diffusion
and reptation quantum Monte Carlo treat the weights differently, using branching or Metropolis sampling,
the time step error can be different. This can be seen by the difference in pressures between diffusion and
reptation quantum Monte Carlo . The time step error in reptation quantum Monte Carlo appears to be
slightly greater.
In figure 9.2 we illustrate the convergence properties of the estimators. The energy converges to its
asymptotic value around β = 16Ha−1. This suggests that it requires 16Ha−1 to project out the fixed-node
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wave function from the trial wave function. If we evaluate observables in the center of the configuration
vector, then we would require 32Ha−1 of total projection to sample the pure distribution. The zero-bias
estimator converges at the same rate as the energy. It is approximately constant after only 16Ha−1 of
projection. If zero-variance terms were included we would expect this convergence rate to be unchanged but
the magnitude of the correction to be smaller. For zero projection it would recover the variational quantum
Monte Carlo zero-variance zero-bias result and then asymptote to the reptation quantum Monte Carlo one.
9.4 Conclusions
Using the Hellman-Feynman formalism, we are able to obtain well converged observable expectation values
with the same amount of projection as the energy. In reptation quantum Monte Carlo , these zero-bias
estimators are a significant improvement over the bare estimator. By reducing the number of configurations
in the configuration vector, ~C, by a factor of two, we gain in efficiency by a factor of four due to a decrease in
autocorrelation time. This efficiency gain is equal in magnitude to that of zero-variance zero-bias observables
in diffusion quantum Monte Carlo , without the need to compute derivatives of the trial wave function with
respect to the conjugate parameter, λ. The algorithmic simplicity and computational efficiency of these
estimators make them essential when computing observables in reptation quantum Monte Carlo .
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Chapter 10
Momentum Properties of the
Interacting Electron Gas in Three
Dimensions
In this chapter, we investigate the momentum properties of the three dimensional electron gas1. The three
dimensional electron gas is one of the most fundamental models in condensed matter physics. There is a
long history of theoretical studies which aim to describe its properties [55, 127, 158, 74]. It is the minimal
realistic model of interacting electrons in the continuum. The Hamiltonian for this system includes the
Coulomb potential,
Hˆ =
−1
2
∑
i
∇2i +
∑
i<j
1
rij
, (10.1)
written in atomic units, which varies in strength relative to the kinetic energy contribution depending on
the density. A metric for interaction strength is the Wigner-Seitz radius,
rs = (3Ne/4piΩ)
1/3 (10.2)
where Ω is the volume and Ne is the number of electron in the unit cell. If we remove the length scale from
the kinetic and Coulomb terms in the Hamiltonian,
Hˆ =
−1
2r2s
∑
i
∇˜2i +
1
rs
∑
i<j
1
rij/rs
(10.3)
we can see that at small rs the kinetic energy dominates, and the potential energy is a small perturbation.
As rs increases the Coulomb energy dominates. For this reason the rs → 0 limit is the non interacting
limit and rs → ∞ is the strongly correlated regime. In the strongly and weakly correlated regimes the
Hamiltonian is amenable to treatment using perturbation theory. For the ground state properties of the
intermediate coupling regime, the most accurate results to date are provided by quantum Monte Carlo [29].
The closest experimental realization of the three dimensional electron gas are thought to be the alkali
1Figure 10.2-10.5 republished from S. Huotari, J. A. Soininen, T. Pylkkanen, K. Hamalainen, A. Issolah, A. Titov, J.
McMinis, J. Kim, K. Esler, D. M. Ceperley, M. Holzmannm, V. Olevano, Phys. Rev. Lett. 105, 086403 (2010). Copyright
2010 by the American Physical Society
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metals. These metals have a single valence electron per ion and a weakly perturbing ionic potential. In
this chapter we will compute the properties of metallic sodium to determine whether it is in fact a good
representation of the three dimensional electron gas. Metallic sodium is a body centered cubic (BCC) metal
with a valence electron Wigner-Seitz radius of rs = 3.99 at ambient conditions. Sodium is on the lower end
of the density range for most metals, 2 < rs < 5, and is neither strongly correlated or weakly interacting.
Many results in this section are also discussed in reference [77, 71].
10.1 Momentum Properties of Interacting and Non-interacting
Systems
The electronic momentum distribution of a system contains a great deal of information. All single body
properties of a system are determined by it and the density. For the non-interacting unpolarized electron
gas the Hamiltonian is,
Hˆ =
−1
2
∑
i
∇2i , (10.4)
just the kinetic energy contribution, and the ground state wave function is,
|Ψ0〉 =
∏
|~k|<kf
a†↑,~ka
†
↓,~k|0〉 (10.5)
= |D↑〉|D↓〉, (10.6)
a product state of up and down spin determinants. The corresponding momentum distribution is,
n~k =

2 |~k| < kf
0 |~k| ≥ kf .
(10.7)
In the case where the spins are polarized this is reduced to a single Slater determinant and momentum
distribution occupation of 1 for k < kf .
When the Hamiltonian includes interactions,
Hˆ =
−1
2
∑
i
∇2i +
∑
i<j
V (rij) (10.8)
these simple relationships no longer hold and the ground state wave function lacks a simple analytic form.
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Interactions scatter particles from inside to outside the Fermi surface and smear out the momentum distri-
bution. This process is analogous to quantum depletion of the condensate in atom trap experiments. As the
strength of the scattering potential is increased, so to is the amount of weight in the momentum distribution
transferred from modes inside to outside the Fermi surface.
Using the momentum distribution we can compute many other momentum properties of the system.
Two important observables we are able to compute are the quasi-particle renormalization factor, Z, and the
Compton profile, J(q). The quasi-particle renormalization factor is the magnitude of the break at the Fermi
surface,
Z = n|k|=kf− − n|k|=kf+ (10.9)
as  → 0. It is a measure of the strength of interactions in the system and is one of the inputs to Fermi
liquid theory. For crystalline systems, Z can be anisotropic because of the non-spherical Fermi surface.
This results in underestimation of Z when nk is spherically averaged. We are able to control this by using
the band structure to determine the reduction in Z and use it as a correction for the experiment. The
Compton profile is interesting mainly because it is experimentally accessible. It is obtained by integrating
the momentum distribution,
J(q) =
3
8pik3f
∫
dΩ
∫ ∞
|q|
dk k 〈nk〉, (10.10)
and can be obtained from X-ray Compton scattering measurements. For the non-interacting Fermi gas, the
Compton profile is an inverted parabola. When interactions scatter weight from inside to outside the Fermi
surface, this appears as tails in the Compton profile. There is a discontinuity at q = |kf | due to the step
function in the momentum distribution,
J(q) =
3
8pik3f
∫
dΩ
∫ ∞
|q|
dk k (f(k) + ZΘ(kf − k)) (10.11)
dJ(q)
dq
∝ (f(q) + ZΘ(kf − q)) (10.12)
where f(q) is a smooth function of momentum and Θ is the Heaviside step function. This allows us to read
Z directly off of the Compton profile using the change of slope at q = |kf |. All three of these observables
are illustrated in figure 10.1.
Band structure effects contribute a further reduction in Z. In solids the single particle orbitals are written
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Figure 10.1: Schematic illustrating the effects of particle interactions on the (left) momentum distribution,
quasi-particle renormalization factor, and (right) Compton profile. These plots do not correspond to any
actual inter-particle potential and are meant to show heuristically the effects of interactions. The non-
interacting Fermi gas has Z = 1. As interactions are increased Z gets smaller and the momentum distribution
and Compton profile become more spread out.
as Bloch waves,
φnk(~x) =
∑
G
φ˜nk(~G) exp
(
i(~G+ ~k) · ~x
)
(10.13)
where n is a band index, ~G is a reciprocal lattice vector, and ~k is commensurate with the unit cell. For
alkali metals a single band is filled, and so n = 1. At the Fermi surface, k = kf , and |φ˜1kf (~G = 0)|2 ≤ 1.
This reduces Z beyond the interacting electron gas value because the orbital at kf was not occupied with
probability one to begin with.
10.2 Quantum Monte Carlo Methods
The analytic form of the ground state wave function for interacting systems is unknown. The best trial wave
function forms we have developed to describe the ground state of the electron gas are Slater-Jastrow-backflow
trial wave functions [68]. This trial wave function is not simple enough to allow a direct analytic treatment
to extract the momentum distribution. We rely on highly accurate quantum Monte Carlo calculations to
determine the momentum properties of realistic interacting systems. In this section we will review the
estimators and issues encountered when computing momentum properties of solids.
10.2.1 The Momentum Estimator
In quantum Monte Carlo we can compute the momentum distribution for a trial wave function by taking
the Fourier transform of the one body reduced density matrix. This is equivalent to projecting the density
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matrix of the system into the basis of electron gas natural orbitals, plane waves. We can correct for some
of the trial wave function bias using diffusion quantum Monte Carlo results and the extrapolated estimator.
However, to obtain minimally biased estimates of the momentum distribution we must resort to a more
complicated calculation which computes off diagonal matrix elements using a random walk.
The variational quantum Monte Carlo one body reduced density matrix can be written as,
ρVMC1 (~x1, ~x
′) =
∫ ∏Ne
i=2 d~xiΨT (
~X)ΨT ( ~X
′)∫ ∏Ne
i=2 d~xiΨ
2
T (
~X)
(10.14)
with ~X = {~x1, ~x2, . . . , ~xNe} and ~X ′ = {~x′1, ~x2, . . . , ~xNe}. Because the particles are indistinguishable, averag-
ing over any ~xi will result in the same answer. By taking the Fourier transform of this, and integrating over
all particle coordinates we can compute the momentum distribution,
nVMC~k =
∫ ∏Ne
i=1 d~xid~x
′
1ΨT (
~X)ΨT ( ~X
′) exp
(
i~k · (~x− ~x′)
)
∫ ∏Ne
i=1 d~xiΨ
2
T (
~X)
(10.15)
=
〈
d~x′
ΨT ( ~X
′)
ΨT ( ~X)
exp
(
i~k · (~x− ~x′)
)〉
Ψ2T
. (10.16)
We note that it is also possible to compute the one body reduced density matrix and then compute the
Fourier transform of it as a post processing step. This usually results in larger error bars than the above
estimator.
In diffusion quantum Monte Carlo the one body reduced density matrix becomes,
ρDMC1 (~x1, ~x
′) =
∫ ∏Ne
i=2 d~xiΨFN (
~X)ΨT ( ~X
′)∫ ∏Ne
i=2 d~xiΨFN (
~X)ΨT ( ~X)
. (10.17)
Computing the momentum distribution from this single particle density matrix is performed with the same
estimator as for variational quantum Monte Carlo , only now over the mixed distribution,
nDMC~k =
〈
d~x′
ΨT ( ~X
′)
ΨT ( ~X)
exp
(
i~k · (~x− ~x′)
)〉
ΨTΨFN
. (10.18)
This estimator can then be extrapolated using the previously derived formula, next~k = 2n
DMC
~k
− nVMC~k .
Efficient Evaluation of the Momentum Estimator
Using the McMillan ratio technique we are able to compute this observable very efficiently [102]. McMillan
first noted that we can obtain N2e evaluations of the above estimator using Ne work by evaluating the ratio
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for moving all Ne particles to the new location ~x
′. This is cheap for wave functions of the Slater-Jastrow or
Jastrow form because they are identical to proposing a single particle move,
ΨT ( ~X
′)
ΨT ( ~X)
=
J ( ~X ′)
J ( ~X)
D( ~X ′)
D( ~X)
(10.19)
For the Slater determinant, once the single particle orbital set has been computed at the new location, the
only remaining work is taking the dot product of these orbitals and cofactor matrix row corresponding to
each particle
D( ~X ′)
D( ~X)
=
∑
i
φi(~x
′
j)Mji (10.20)
where M is the determinants inverse matrix. For one or two body Jastrows, J ( ~X) = exp(∑i f1(~xi) +∑
i<j f2(~xij)), once distance tables have been computed all that remains is taking ratios,
J ( ~X ′)
J ( ~X) = exp
∑
i
(f1(~x
′
i)− f1(~xi)) +
∑
i<j
(f2(~x
′
ij)− f2(~xij))
 . (10.21)
The computational savings comes from φi(~x
′) and ~x′ij only being computed once, and then used to evaluate
nk, Ne times. This trick is generically useful for computing expansions of the density matrix into a basis for
computing overlaps with a known density matrix, or to diagonalize for the natural orbitals of the system.
Minimally Biased Off-Diagonal Observables
We can compute off-diagonal observables in a minimally biased way using a forward walking type of al-
gorithm. Once we compute ΨT ( ~X
′)/ΨT ( ~X), we correct for the trial wave function error by computing,
ΨFN ( ~X
′)/ΨT ( ~X ′). This can be done by averaging drifted random walks beginning at ~X ′. Unfortunately
this is inefficient because we are unable to use the McMillan ratio trick anymore. We must choose a single
particle coordinate to move and then forward walk on it. The same idea implemented in the reptation
quantum Monte Carlo framework can be found in reference [71].
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10.2.2 Other Momentum Distribution Properties
We can compute the Compton profile by post-processing the momentum distribution, or during the calcu-
lation as,
J(q) =
3
8pik3f
〈
d~x′
ΨT ( ~X
′)
ΨT ( ~X)
∑
|~k|>q
exp
(
i~k · (~x− ~x′)
)〉
Ψ2T
. (10.22)
The quasiparticle renormalization factor is also post-processed as the difference between nk occupations
closest to the Fermi surface. It is also possible to estimate Z directly using the magnitude of the long range
oscillation in the 1-RDM, but we do not do that here.
10.2.3 Finite Size Effects
The momentum distribution suffers from very strong finite size effects. The quasi-particle renormalization
factor and momentum distribution converge to their infinite system limits as N
1/3
e r
1/2
s [71]. To correct for
finite size effects we use a correction for the quasi-particle renormalization factor,
Z∞ = ZNe exp (−∆Ne) (10.23)
∆Ne = 1.221
(
3
4pi
)1/3 (rs
3
)1/2
N−1/3e , (10.24)
which can be derived from considerations involving the static structure factor, S(k), at small k, or the pair
correlation function at large distances. Corrections for nk computed for finite box sizes and further details
including a derivation of these corrections can be found in references [71, 69].
10.2.4 Quantum Monte Carlo Details
We perform variational and diffusion quantum Monte Carlo calculations on metallic sodium using a Slater-
Jastrow trial wave function. The Jastrow contains 1 and 2 body correlations optimized using the linear
method. We take our single particle orbitals from a density functional theory calculation using the LDA
functional and a well converged energy cutoff and K-point grid. We choose the a Dirac-Fock average rela-
tivistic effective pseudopotential with a core-polarization term developed by Trail and Needs [146, 147, 1].
The core-polarization term takes into account changes in the core due to nearby valence electrons [138].
We perform calculations for 5 × 5 × 5 through 7 × 7 × 7 simple cubic cells with 2 electrons each for
Ne = 250, 432, 686, using variational and diffusion quantum Monte Carlo . For the diffusion quantum Monte
Carlo calculations we perform a time step extrapolation using three different time steps and a quadratic
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extrapolation formula for the momentum distribution components as well as the structure factor, needed for
the finite size extrapolation. The momentum distribution is computed using both variational and diffusion
quantum Monte Carlo in order to compute the extrapolated estimator which is then finite size corrected.
The same calculation is performed on the electron gas. In this case, no pseudopotential is used and
the single particle orbitals set consists of all plane wave state commensurate with the simulation cell with
k < kf . We fix the Wigner-Seitz radius to be the same as the sodium calculation. We use the same time
step, finite size, and momentum distribution extrapolation techniques as well.
We also compute the Fermi surface using density functional theory to estimate the reduction in ZNa due
to the lattice distorting the Fermi surface. This effect is small, the Fermi surface is within 0.2% of spherical.
The resulting correction for ZNa is Z¯Na = 0.98(1)×ZNa. All results here for the quasi-article renormalization
factor are corrected for this by multiplying our averaged results by 0.98(1)−1.
10.3 Experimental Methods
Momentum properties are experimentally accessible using X-ray Compton scattering. In X-ray Compton
scattering a beam of X-rays is scattered off of a sample. The distribution of scattered photons gives the
Compton profile. Schematically this is illustrated in figure 10.2. The technical details of the experimental
set up are found in reference [77]
In the experiment, the core electrons contribute to the overall Compton profile and must be removed
to reveal the valence profile. Two methods for computing the core momentum distribution were used, a
quasi-self-consistent field method (QSCF) and a real space multiple scattering approach using the FEFF
code [130, 132]. The raw data and core contributions are plotted in figure 10.3. Both of these methods
produced similar residual valence Compton profiles.
After subtracting the core contribution the valence Compton profile is averaged, J (q) and J (−q), to
produce the Compton profiles in figure 10.4. The points near q = |kf | are shown in the inset along with
linear fits used to determine ZNa.
Experimentally, the momentum distribution is computed from the Compton profile by taking a derivative,
n(k) = −2k
3
f
3k
dJ(q)
dq
∣∣∣∣
q=k
. (10.25)
This is a noisy estimate because no good fitting form is available. The derivative is performed using the
finite difference formula for adjacent data points, then averaging neighbors together.
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Figure 10.2: Schematic for X-ray Compton scattering. The X-ray beam is incident on a sample. Electrons
in the same are scattered by the beam. The resulting transfer of transverse momentum to the X-ray limits
the amount of momentum the electron could have begun with. All electrons in states with k⊥ > |q| can
contribute to J (q): ∫∞|q| (2pik)nk dk. The spatial distribution of X-rays after transmission through the sample
determines the Compton profile.
Figure 10.3: Raw experimental data for Compton profile from two different X-ray energies. The core
contribution as calculated in the quasi-self-consistent field and real space multiple scattering code FEFF
are also shown. The difference between the experiment and core Compton profiles is the valence Compton
profile displayed in figure 10.4. The Na L and K X-ray edges can be seen at 30-60 eV and 1.07 keV. From
reference [77].
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Figure 10.4: (Main) The +q,−q averaged Compton profile and (inset) slope discontinuity at kf . All results
are reduced to atomic units of p0 = ~/a0. The most recent experimental data is labelled “Exp. run 1” and
2, while the older experimental data is labeled Eisenberger at al. The density functional theory data, using
the local density approximation, is almost identical to the non-interacting electron gas. The quantum Monte
Carlo data for Sodium using a Slater-Jastrow wave function lies in between them. From reference [77].
10.4 Quantum Monte Carlo Results, Comparison, and Analysis
10.4.1 Compton Profile
Figure 10.4 shows the experimental, quantum Monte Carlo, and density functional theory results for the
Compton profile. We find that both theoretical descriptions disagree to some extent with experiment. The
experimental Compton profile has larger tails than the quantum Monte Carlo Compton profile, both of
which have larger tails than the density functional theory result. Inter-particle correlations, which scatter
momentum distribution weight from inside to outside the Fermi surface, are greatly underestimated by
density functional theory. These correlations are explicitly taken into account for the valence electrons in
quantum Monte Carlo, however the agreement with experiment still leaves room for improvement.
The most likely sources of disagreement for experiment and quantum Monte Carlo are the description of
lattice motion effects and the core electrons. The quantum Monte Carlo is performed at zero temperature
while the experiment is performed at room temperature. Due to electron-phonon coupling, at finite temper-
ature the momentum distribution is spread and ZNa could be reduced. At the Fermi surface the corrections
to the momentum distribution should be O[ωNaD /p2f ] ≈ 10−2, where ωNaD is the Debye frequency on phonons,
which changes ZNa very little, though at other momentum may have a larger effect [77]. For the static lattice
and for the pseudopotential calculations we perform we expect Z to be accurate though the full momentum
distribution and Compton profile may show some systematic error.
The core electron contribution is more complicated than the lattice effects. These problems lie on both
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sides of the calculation. As illustrated in figure 10.3, the core electron contribution is subtracted off of
the experimental results. The two different methods used in computing the core contribution are in good
agreement, so the resulting valence profile should be accurate. However, small difference in the shape of
the core contribution at the peak can result in both very different tails, and by changing the curvature near
q = |kf |, a slightly different estimate of the renormalization factor, ZNa. As was the case for the valence
Compton profile, using an explicitly correlated method to compute these momentum distributions may result
in a broadening of the momentum distribution. After subtraction this would result in a reduction of the
weight in the tails of the valence Compton profile.
On the quantum Monte Carlo side, the use of a pseudopotential removes the core electrons from the
problem. The quality of the pseudopotential is usually tested by requiring that the ionization energy, phase
shifts, and some other quantities agree between the isolated all electron atom and the pseudopotential atom.
This may be insufficient to describe the momentum distribution properties of the atomic solid. By using
a pseudopotential we are neglecting scattering due to correlation between the core and valence electrons.
Although we expect that the core and valence electrons do not exchange very often and the core-valence
separation of the pseudopotential is good, it may not be the case. The pseudopotential description of the
core electrons could just be “wrong” for some properties even when it describes other properties correctly.
Without all-electron results it is difficult to validate the approximation.
10.4.2 Quasi-particle Renormalization Factor and Momentum Distribution
For the quasi-particle renormalization factor we compare experiment to theory for sodium and the electron
gas in table 10.1. We find similar disagreement between theory and experiment as in the case of the Compton
profile. ZNa from experiment is smaller than the quantum Monte Carlo and density functional theory values.
In this case the error bars on the experimental data are much larger, making it more difficult to determine
how much different they are.
In this case the disagreement is unlikely to be due to the zero point motion of the lattice or phonons.
As indicated previously, lattice effects should be small around the Fermi surface, Z should be relatively
unaffected by them. Both band effects and the core electron contribution may change the quantum Monte
Carlo answer. Our pseudopotential density functional theory calculation predicts a nearly spherical fermi
surface, and small orientational averaging effects in the Compton profile. If the band structure were computed
at the quantum Monte Carlo level it is possible that the Fermi surface could be further distorted, resulting
in a larger renormalization of Z. Because the quantum Monte Carlo uses as its single particle orbital set the
results of the density functional theory calculation, there is some bias towards that answer.
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Technique ZNa ZHEG
Experiment 0.58(7)
QMC SJ 0.70(2) 0.69(1)
QMC BF 0.66(2)
G0W0 0.65(1) 0.64
GW 0.793
Table 10.1: Quasi-particle renormalization factor for the electron gas and sodium for experiment, quantum
Monte Carlo, and Hedins GW. The Slater-Jastrow results are listed as SJ, and backflow as BF. The “one
shot” G0W0 results are consistent with the quantum Monte Carlo ones. The fully self consistent GW results
are worse. Adapted from reference [77].
Figure 10.5: The momentum distribution of metallic sodium near the Fermi surface. The quantum Monte
Carlo (QMC) and G0W0 results are almost identical and lie on the black solid line. QMC error bars are
smaller than the symbol. The density functional theory results using the local density approximation are
shown in purple and follow very closely the non-interacting reference results in yellow. The two experimental
runs are presented with error bars and are in reasonable agreement with the QMC and G0W0. From reference
[77].
The error in the experimental momentum distribution is large. It is not clear whether it agrees with
theory. We do find good agreement between the two highest level theories, G0W0, a many body greens
function method, and quantum Monte Carlo data, for the renormalization factor and momentum distribution
of the electron gas and sodium. After correcting for band structure effects in ZNa we find that the electron
gas and sodium have the same Z within error bars, and their momentum distribution profiles are almost
identical. We also find that the more accurate Slater-Jastrow-backflow trial wave function produces a ZHEG
in good agreement with the G0W0 one. We would expect this to be true for sodium as well if we were to
compute ZNa using the Slater-Jastrow-backflow trial wave function. This is promising as it indicates that
sodium is indeed an excellent candidate for exploring the physics of the homogeneous electron gas, and
vice-versa.
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10.5 Future Work
There are two follow up projects suggested by this work. One is performing all electron calculations on
metallic sodium, the other by using higher accuracy trial wave functions. It is not obvious from this work
which approximation is the main source of disagreement. If the problem lies in the use of the pseudopotential
then we must use an all electron Hamiltonian to solve it. If the problem is not the pseudopotential, just that
our wave function does not have the correct Fermi surface or insufficiently accurate single particle orbitals,
then we must attempt higher accuracy wave function methods.
We can test the accuracy of the core subtraction from the experiment and the pseudopotential by com-
puting the all electron Compton profile. This is expensive because it would require using 11 instead of 1
electrons per ion. The maximum cell size we could use would be much smaller. This is not hopeless, it may
be enough to test the difference between the all electron and valence only Compton profiles for small cells to
see a difference. The core electrons are well localized; we would expect the core contribution to the Compton
profile to converge very rapidly with super cell size. It may be possible to isolate the core contribution to
the Compton profile and extract it. This would provide a useful correlated method for computing core
contributions and a reference for future calculations.
More accurate wave functions such as Slater-Jastrow-backflow or the massive multi-determinant ex-
pansion, might also be brought to bear on the pseudopotential problem. It may be that when the density
functional theory orbitals are used in the single Slater-Jastrow wave function, the nodal error is large enough
to cause the discrepancy between experiment and theory. For a moderate price we can use more accurate
trial wave functions to determine whether the lack of many body correlations in the nodal structure of the
trial wave function is the source of this bias.
It is also possible, but beyond the state of the art, to optimize the single particle orbital set and occupa-
tions of orbitals near the Fermi surface to obtain an input independent result. This would allow us to use
a pseudopotential without worrying about the quality of the input orbitals. As expressed previously, in the
context of molecular calculations, this is a difficult but important goal.
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Chapter 11
Entanglement Properties of the Two
Dimensional Interacting Fermi Liquid
In this chapter we use variational quantum Monte Carlo to compute the Renyi α-entropies, their scaling laws,
and the relationship between different α-entropies for the two dimensional interacting Fermi liquid. We also
investigate the relationship between the scaling laws and the discontinuity in the momentum distribution at
the Fermi surface. Contrary to recent theoretical predictions, we find that interactions increase the prefactor
for the α-entropy scaling laws for all particle interaction strengths and forms. We also show that a theory of
these scaling laws for the interacting systems may be developed by extending the free theory to incorporate
properties of the momentum distribution. This work can also be found in references [148, 141, 103].
11.1 Motivation
Entanglement properties are becoming increasingly important in condensed matter physics. They can be
used to determine physical properties and provide a “fingerprint” for quantum phases. They have been used
to identify exotic phases, emergent Fermi surfaces, and to locate quantum phase transitions [117, 31, 161,
87, 153]. Their scaling laws provide information about whether the system is gapped or critical, the number
of degrees of freedom in the low energy theory, and several other fundamental physical properties of the
system [4, 41, 50].
In low dimensions and for non-interacting Hamiltonians, many powerful methods exist for computing
entanglement properties. Interacting one dimensional systems can be treated exactly using the density
matrix renormalization group, DMRG [135, 156]. Some systems can also be treated in two dimensions using
this method, but unfavorable scaling with dimension makes such calculations prohibitively expensive. Also
available are powerful analytic techniques such as conformal field theory for systems near a quantum critical
point [20, 4, 135, 156]. These field theory techniques are usually used to describe free systems. Interacting
systems, with massive excitations, require corrections which may be computed perturbatively. Very few
exact results exists for interacting systems in greater than one dimension [100, 79, 72]. Often, for these
systems we must resort to numerical methods such as quantum Monte Carlo.
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Much of the quantum Monte Carlo work in higher dimensional interacting systems has been focused
on exotic phases and critical bosonic systems [63, 80, 161, 79]. Relatively little work has been performed
investigating the Fermi liquid. This is surprising because it is one of the most ubiquitous models in condensed
matter physics. It is thought to represent the ground state of most “normal” fermionic Hamiltonians, and in
two dimensions can be experimentally realized using electrons on Helium or in semiconductors or using thin
3He films [5]. Most low energy properties of the Fermi liquid are well described using Fermi liquid theory
[126]. In our work we find that this is not true for entanglement.
11.2 Density Matrices
Most literature uses the language of density matrices when discussing entanglement and its properties. In
variational quantum Monte Carlo we use trial wave functions, so it’s useful to review density matrices and
their relationship to trial wave functions before we discuss entanglement properties, estimators, and results.
The full density matrix is related to the ground state wave function by,
ρˆ = |ΨT 〉〈ΨT | (11.1)
ρ( ~X, ~X ′) = 〈 ~X|ρˆ| ~X ′〉 (11.2)
= ΨT ( ~X)ΨT ( ~X
′). (11.3)
This zero temperature density matrix is idempotent, ρˆ2 = ρˆ: it’s a pure state. The normalization condition
for this density matrices, and all others, is that the trace is equal to one, Tr(ρˆ) =
∑
i Ci = 1, where
0 < Ci ≤ 1 are the eigenvalues of the density matrix.
We are able to project this density matrix into a reduced subspace to produce a reduced density matrix
or RDM. The reduction is performed by integrating out some degrees of freedom in the full density matrix.
Common reductions are projections into particle number, orbital, or spatial subspaces. If we project into a
single particle subspace we obtain the 1-RDM,
ρ1(~x→ ~x′) =
∫
d~x2 · · · d~xNeΨ†T ( ~X ′)ΨT ( ~X) (11.4)
where ~X = {~x1, ~x2, . . . , ~xNe} and ~X ′ = {~x′1, ~x2, . . . , ~xNe}. Although we have shown this as particle 1
being displaced, we are free to move any particle because fermions are indistinguishable. The orbitals that
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diagonalize this density matrix are called the natural orbitals, {φi}. In this basis, the 1-RDM becomes,
ρ1(~x→ ~x′) =
∑
ij
c1ijφ
†
i (~x
′)φj(~x) (11.5)
A similar projection is possible where we integrate out a spatial region. We divide the system into
two regions, A and B, and integrate out one of them. If we integrate out region B we obtain ρA, the
bipartite-RDM,
ρA( ~XA → ~X ′A) =
∫ ∫
d ~XBd ~X
′
B Ψ
†
T (
~XA, ~XB)ΨT ( ~X
′
A, ~X
′
B) (11.6)
where ~XA has NA particles, ~X
′
A has N
′
A particles, the same for A → B, and the total number of particles
held constant, NA+NB = Ne. This is only non-zero for ~X and ~X
′ in region A and has a variable number of
particles. The basis that diagonalizes this density matrix does not have a formal name so, in analogy with
the natural orbitals for the 1-RDM, we will refer to it as the natural determinants of region A, {DAi }. These
determinants vary from zero to Ne particles in a set of single particle orbitals which are non-zero only in
region A, {φAi }.
ρA( ~XA → ~X ′A) =
∑
ij
cAijD
A
i
†
( ~X ′A)D
A
j ( ~XA) (11.7)
In this chapter we will be computing the moments of the eigenvalues of this density matrix, but will not be
explicitly computing the natural determinants or their single particle orbital set.
11.3 Quantum Entanglement and Entanglement Entropy
When two systems are entangled, their joint density matrix can not be factored into the product of two
sub-system density matrices [115],
ρˆ = |Ai〉|Bj〉cijckl〈Bk|〈Al| (11.8)
cij 6= cAi cBj (11.9)
ρˆ 6= ρˆAρˆB . (11.10)
The conditional probability distribution of states in A, P (Ai|Bj), give the relative probability of observing
A in state Ai given B has been measured and was found to be in state Bj . For instance, if region B is
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determined to be in state B0 or B1, the probability distribution of A becomes,
P (Ai|B0) = c
2
i0∑
j c
2
j0
(11.11)
P (Ai|B1) = c
2
i1∑
j c
2
j1
. (11.12)
For entangled states these two conditional probabilities are not required to be the same, P (Ai|B1) 6=
P (Ai|B0). Even though A and B are in entirely different Hilbert spaces, knowing the state of B changes
the probability to observe A in a particular state [115, 4]. This puzzling feature of quantum mechanics was
first noted by Podolsky, Rosen, and Einstein, and has been confirmed experimentally [40, 9, 8].
As non-local correlations grow more states are required to describe ρA and ρB [115, 4, 120]. A key
example of a non-local correlation is a globally conserved quantity. For instance, for a N particle system,
each reduced density matrix has 0 to N particle states. If region B is determined to have NB particles, then
A must be in a state with NA = N −NB particles. Once the state of B is known, some properties of A are
known immediately. As local particle number fluctuations increase, so too do the number of states partially
occupied in the density matrices.
11.3.1 Entanglement Entropy
One way we are able to quantify the entanglement between bipartite spatially reduced density matrices, ρA
and ρB , is using the entanglement entropy. The entanglement entropy provides a metric for the number of
accessible states in a reduced density matrix. This number increases as entanglement increases so that it
can be used as a metric for entanglement. In the literature, entanglement entropy usually refers to the von
Neumann entropy, SvN = −
∑
i λi log λi, where λi = c
2
i are the eigenvalues of the density matrix [115, 4].
In this chapter we will use a generalization of the von Neumann entropy, the Renyi entropies [115]. These
entropies are defined as,
Sα(ρA) =
1
1− α log (Tr(ρ
α
A)) . (11.13)
These entropies generalize the von Neumann entropies to higher order moments of the reduced density matrix
and recover the von Neumann entropy as limα→1 Sα = SvN . We use the Renyi entropies because they have
the same properties as the von Neumann entropy and are the easiest to compute using quantum Monte
Carlo. The relationships between different order Renyi α-entropies provide a complete characterization of a
quantum phase and are equivalent to the full spectrum of the density matrix, the entanglement spectrum
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[94].
In the limit that ρA and ρB are separable, the entanglement entropy reduces to zero. For a product state
P (Ai|B1) = P (Ai|B0), only one quantum state is required to describe the probability distribution of Ai. For
a set of eigenvalues ordered from largest to smallest, {λi} where λ1 is the largest, the trace can be written,
Tr(ραA) =
∑
i
λαi (11.14)
= 1 for all α (11.15)
because there is only a single eigenvalue in ρA, λ1 = 1. For this system the Renyi entropies are all zero,
Sα ∝ log 1 = 0.
For the entangled state,
Tr(ρ1A) =
∑
i
λi (11.16)
= 1 (11.17)
Tr(ραA) =
∑
i
λαi (11.18)
< 1 for α > 1. (11.19)
The trace of ρA is always equal to one, that is the normalization condition. For α > 1, if there is more than
a single eigenvalue, the trace is strictly less than one. This yields positive Renyi entropies,
Sα > 1 (11.20)
The extreme limit of entanglement is when each state in B allows a single state in A and vice-versa. If
there are M equally likely states then the occupation of each is M−1,
Tr(ραA) =
∑
M
1
Mα
(11.21)
=
1
Mα−1
(11.22)
Sα = logM. (11.23)
In this maximally entangled case the Renyi entropies scale as logM , and all entropies are the same.
103
11.3.2 Renyi Entropy Scaling Laws
The Renyi entropy of a subregion A depends on the size and shape of boundary between it and B, the
remainder of the system. The Renyi entropy scaling laws tell us the dependence of the Renyi entropy on the
boundary size, while maintaining a fixed boundary shape. As the boundary that connects the two regions,
A and B, grows larger, so too does the entanglement between the two regions.
If interactions are local, particles opposite each other on the boundary between regions are the main
contribution to their entanglement. In this case we would expect the entanglement and Renyi entropies to
grow proportionally to the size of the region boundary, SA ∝ LD−1 in D dimensions. In three dimensions
this is an area law, in two it is proportional to the linear dimension of the region, and in one it is a constant.
This area law is true for gapped systems [4, 41].
For quantum critical systems or for systems with a Fermi surface, such as the Fermi liquid, the entangle-
ment and Renyi entropies can grow faster than this area law. In these cases the area law is modified by an
additional logarithmic term, SA ∝ LD−1 logL [58, 160]. For quantum critical bosonic systems this can be
shown using conformal field theory [50]. For the free Fermi gas it was predicted by the Widom conjecture
[58]. The Widom conjecture predicts the logarithmic area law violation with a prefactor determined entirely
by the shape of the boundary and the shape of the Fermi surface,
lim
L→∞
Sα(L) =
(
α+ 1
2α
)(
L
2pi
)D−1
logL
12
∫ ∫
|nˆk · nˆr|dk dr (11.24)
with nˆk the normal vector for the Fermi surface integrated over the Fermi surface and nˆr the normal vector
for the boundary of region A integrated over the boundary. The conjecture has been confirmed numerically
for the free Fermi gas and several other related Fermi systems [96].
Recent theoretical studies of the interacting Fermi liquid in two dimensional have predicted that the
leading Renyi α-entropy scaling laws are identical to the free case [36, 142]. In reference [96], the two
dimensional scaling laws are derived by treating the fermi surface as a collection of one dimensional chiral
modes. This approach recovers the Widom conjecture without using any Fermi liquid parameters. Thus
the scaling laws are predicted to be unchanged by interactions. In reference [36] a perturbation theory is
presented which relies on high dimensional bosonization of the Fermi sea. They find that corrections to the
free entanglement entropy vanish to all orders in their perturbation theory.
In addition to the leading scaling behavior, there is also a prediction for an oscillating sub-leading term
in the Renyi entropies [141]. By extending the analysis of reference [96] to the sub leading terms for the free
Fermi gas, an oscillation at cos (2kfL), similar to Freidel oscillations, is found. For a spherical region in two
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dimensional this oscillation is explicitly given by,
Sα ∼ fα
2pi
1
4
∫
∂R
∫
∂Γ
|nx · nk|cos (2kF `(x, k))
(2kF `(x, k))2/α
. (11.25)
where
fα =
2
1− α
(
Γ((1 + α−1)/2)
Γ((1− α−1)/2)
)2
(11.26)
and Γ(z) is the gamma function. This subleading oscillation has been confirmed numerically and is predicted
to be present in the interacting Fermi liquid [141].
11.4 Entanglement Properties in Quantum Monte Carlo
11.4.1 The Renyi Entropy Estimator: The Swap Operator
Unbiased estimates of the Renyi entropies for trial wave functions can be calculated in variational quantum
Monte Carlo as the expectation value of the swap operator [63]. We can compute Sα,
Sα =
1
1− α log (Tr (ρ
α
A)) (11.27)
Tr (ραA) = 〈Ψ1 ⊗ · · · ⊗Ψα| ŜWAPα |Ψα ⊗ · · · ⊗Ψ1〉 (11.28)
for an integer valued α > 1. We can show that this operation performs the trace over the density matrix
explicitly for α = 2. We consider the bipartite spatial decomposition of the trial wave function into,
|Ψ0〉 =
∑
i,j cij |Ai〉|Bl〉, where |A〉 is in region A, |B〉 is in region B. The swap operator operating on two
copies of the system swaps the region that is traced out. In this case we consider tracing out region A,
ŜWAP2 (|Ψ0 ⊗Ψ0〉) = ŜWAP2
∑
i,j
cij |Bi〉|Aj〉
⊗
∑
k,l
ckl|Bk〉|Al〉
 (11.29)
=
∑
i,j
cij |Bi〉|Al〉
⊗
∑
k,l
ckl|Bk〉|Aj〉
 (11.30)
=
∑
i,j
cij
∑
k,l
ckl |Bi〉|Al〉 ⊗ |Bk〉|Aj〉 (11.31)
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Now when we take the inner product,
〈Ψ0 ⊗Ψ0| ŜWAP2|Ψ0 ⊗Ψ0〉 =
∑
g,h
c¯hg
∑
e,f
c¯fe (〈Ah|〈Bg| ⊗ 〈Af |〈Be|)
∑
i,j
cij
∑
k,l
ckl (|Bi〉|Al〉 ⊗ |Bk〉|Aj〉)
=
∑
e,f
∑
g,h
∑
i,j
∑
k,l
c¯hg c¯fecijckl δeiδflδgkδhj (11.32)
=
∑
f,h
(∑
g
c¯hgcgf
)(∑
e
c¯feceh
)
(11.33)
=
∑
f,h
ρhfA ρ
fh
A (11.34)
= Tr
(
ρA
2
)
(11.35)
where the matrix elements of ρA are written ρ
αβ
A =
∑
γ c¯αγcγβ .
In variational quantum Monte Carlo the basis we work in is the particle position basis. For the basis
decomposition we obtain, | ~X〉 = | ~XA〉| ~XB〉, where particle coordinates are partitioned according to which
region they are in. The swap operator swaps all the coordinates in one region between two configurations,
ŜWAP2
(
| ~X1 ⊗ ~X2〉
)
= ŜWAP2
(
| ~X1A〉| ~X1B〉 ⊗ | ~X2A〉| ~X2B〉
)
(11.36)
= | ~X2A〉| ~X1B〉 ⊗ | ~X1A〉| ~X2B〉. (11.37)
where the superscript indicates the configuration number the position belongs to and the subscript refers to
the region the coordinates are in. The inner product between basis states and the swap operator is,
〈 ~X4 ⊗ ~X3| ŜWAP2| ~X1 ⊗ ~X2〉 =
(
〈 ~X4B |〈 ~X4A| ⊗ 〈 ~X3B |〈 ~X3A|
)(
| ~X2A〉| ~X1B〉 ⊗ | ~X1A〉| ~X2B〉
)
(11.38)
= δ( ~X4B − ~X2B)δ( ~X3B − ~X1B)δ( ~X4A − ~X1A)δ( ~X3A − ~X2A) (11.39)
When a complete set of state is inserted in between the swap operator and the trial wave function,
〈Ψ0 ⊗Ψ0| ~X3 ⊗ ~X4〉〈 ~X4 ⊗ ~X3| ŜWAP2| ~X1 ⊗ ~X2〉〈 ~X2 ⊗ ~X1|Ψ0 ⊗Ψ0〉
=
∫
d ~X1d ~X2d ~X3d ~X4Ψ†0( ~X
4)Ψ†0( ~X
3)Ψ0( ~X
1)Ψ0( ~X
2) δ( ~X4B − ~X2B)δ( ~X3B − ~X1B)δ( ~X4A − ~X1A)δ( ~X3A − ~X2A)
(11.40)
=
∫
d ~X1d ~X2Ψ†0( ~X
2
A,
~X1B)Ψ
†
0(
~X1A,
~X2B)Ψ0(
~X1A,
~X1B)Ψ0(
~X2A,
~X2B) (11.41)
=
∫
d ~X1Ad
~X2A
(∫
d ~X1BΨ
†
0(
~X2A, ~X
1
B)Ψ0( ~X
1
A, ~X
1
B)
∫
d ~X2BΨ
†
0(
~X1A, ~X
2
B)Ψ0( ~X
2
A, ~X
2
B)
)
(11.42)
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We can identify the objects in the final set of parenthesis as the reduced density matrix for region A,
∫
d ~X1Ad
~X2A
(∫
d ~X1BΨ
†
0(
~X2A, ~X
1
B)Ψ0( ~X
1
A, ~X
1
B)
∫
d ~X2BΨ
†
0(
~X1A, ~X
2
B)Ψ0( ~X
2
A, ~X
2
B)
)
=
∫
d ~X1Ad ~X
2
A ρA( ~X
2
A ← ~X1A)ρA( ~X1A ← ~X2A) (11.43)
= Tr(ρ2A) (11.44)
In variational quantum Monte Carlo we compute the expectation value of the swap operator as,
Tr
(
ρ2A
)
= N−2
∫
Ψ†( ~XiA, ~X
i
B)Ψ( ~X
i
A, ~X
i
B) Ŝwap Ψ
†( ~XjA, ~X
j
B)Ψ(
~XjA,
~XjB) (11.45)
= N−2
∫
Ψ†( ~XiA, ~X
i
B)Ψ( ~X
j
A,
~XiB)Ψ
†( ~XjA, ~X
j
B)Ψ(
~XiA, ~X
j
B) (11.46)
= N−2
∫
|Ψ( ~XiA, ~XiB)|2
Ψ( ~XjA,
~XiB)
Ψ( ~XiA,
~XiB)
∫
|Ψ( ~XjA, ~XjB)|2
Ψ( ~XiA,
~XjB)
Ψ( ~XjA,
~XjB)
(11.47)
= 〈 ̂Swapi→j ̂Swapj→i〉i,j (11.48)
where ~XiA is the electronic spin and spatial coordinates in region A for configuration i, 〈Oˆ〉i,j is some
observable, Oˆ, averaged over configurations i and j, and ̂Swapi→j is the ratio of the wave function with
all coordinates in region A swapped between two configurations i and j. N = 〈Ψ|Ψ〉 and is included as a
normalization constant for the trial wave function. If the number of particles in region A is not the same
then the ratio is zero; these configurations are the ones that are the most entangled. We illustrate the value
of SWAP2 for the Fermi gas using two randomly selected configurations, i and j, in figure 11.1.
Swap Operator: Implementation Details
We are able to compute accurate estimates for a number of regions by cyclically swapping coordinates
between α statistically independent copies of the system, each sampling Ψ2. For instance, we group all
configurations with a certain number of particles in region A and compute the ratio to swap between all
other configurations,
Rij =
Ψ( ~XjA,
~XiB)
Ψ( ~XiA,
~XiB)
(11.49)
Tr(ρ2A) =
∑
i6=j
RijRji (11.50)
Tr(ρ3A) =
∑
i6=j 6=k
RijRjkRki (11.51)
Tr(ρ4A) =
∑
i6=j 6=k 6=l
RijRjkRklRli (11.52)
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Figure 11.1: (Top) We scan a single particle from ~x1 through the circular region A and plot SWAP2(~x1) for
ΨFG =
∏
k<kf
a†k|0〉, the Slater determinant of plane waves. The white dot is the scanned particle at it’s
original position, ~x1, in the lower left of Region A. The swap operator exchanges the red (blue) particles
from copy ~Xi ( ~Xj) outside of region A. The red (blue) regions are positive (negative), with saturation
representing magnitude. (Bottom) The average amplitude of SWAP2(x), where x is the distance from the
center of region A. SWAP2(x) is larger than it’s average value in the interior and decays rapidly near the
boundary. The sign behaves similarly.
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and so on for higher order Sα. The notation here, i 6= j 6= k . . ., means that no two indices are the same.
For N statistically independent copies of the system, after computing all ratios, R, we can compute up to
Sn for free.
As N grows and the highest order Renyi entropy we compute grows, so too do the number of different
ways to perform the traces, RijRjkRki 6= RikRkjRji. This causes the number of possible ways to contract
Rαβ to grow as, N !/α(N − α)!. Because the expectation value of Tr(ραA) decreases faster than α−1, these
additional evaluations are useful for reducing the error.
We are also able to compute the Renyi entropies for several different region sizes during a single variational
quantum Monte Carlo run. To illustrate this consider swapping a circular regions with several different radii
centered around the origin. We can write our coordinates as, ~X = ~Xr1, ~Xr1, ~Xr1 . . . ~XB where r1 < r2 < . . ..
We can compute the ratio for swapping all coordinates for the smallest region, then continue to larger regions.
Rr1ij =
Ψ( ~Xjr1,
~Xir2,
~Xir3, . . . ,
~XiB)
Ψ( ~Xir1,
~Xir2,
~Xir3, . . . ,
~XiB)
(11.53)
Rr2ij =
Ψ( ~Xjr1,
~Xjr2,
~Xir3, . . . ,
~XiB)
Ψ( ~Xjr1,
~Xir2,
~Xir3, . . . ,
~XiB)
×Rr1ij (11.54)
and so on. This does not require additional work because all particles swapped for the smaller regions do
not need to be swapped again for the larger ones.
11.4.2 Sign Factorization and the Swap Operator
In practice, the expectation value of the swap operator, Tr(ραA), decays rapidly as region A increases in
size. For gapped systems the Renyi entropies scale as the L, the linear dimension of A, and the trace of the
density matrix scales as c−L where c > 1 is some constant. For quantum critical systems or systems with
a Fermi surface the Renyi entropies scale as L logL, and the trace over the density matrix is proportional
to L−L. To compute Renyi α-entropies for large regions we can factorize the swap operator into two parts
[161]. To be concrete we illustrate the factorization for S2,
S2 = − log
(〈
̂SWAP2
〉)
(11.55)
= − log
〈| ̂SWAP2|〉×
〈
̂SWAP2
〉
〈
| ̂SWAP2|
〉
 (11.56)
= 〈Sσ〉+ 〈SV 〉 . (11.57)
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These two pieces are computed separately then summed to obtain the full value. This factorization is not an
approximation and does not change the values we compute for Sα. 〈SV 〉 is computed using the same swap
operator as before, only with an absolute value sign,
〈
| ̂SWAP2|
〉
= N−2
∫
|Ψ( ~Xi)|2
∣∣∣∣∣Ψ( ~XjA, ~XiB)Ψ( ~XiA, ~XiB)
∣∣∣∣∣
∫
|Ψ( ~Xj)|2
∣∣∣∣∣Ψ( ~XiA, ~XjB)Ψ( ~XjA, ~XjB)
∣∣∣∣∣ . (11.58)
The signed component, 〈Sσ〉, is computed by importance sampling SV and averaging the sign, Sσ = ±1,
〈
̂SWAP2
〉
〈
| ̂SWAP2|
〉 = 〈 ̂SWAP2
P ( ~Xi, ~Xj)
〉
P ( ~Xi, ~Xj)
(11.59)
=
〈 Ψ( ~XjA, ~XiB)
Ψ( ~Xi)
Ψ( ~XiA,
~XjB)
Ψ( ~Xj)∣∣∣Ψ( ~XjA, ~XiB)
Ψ( ~Xi)
∣∣∣ ∣∣∣Ψ( ~XiA, ~XjB)
Ψ( ~Xj)
∣∣∣
〉
P ( ~Xi, ~Xj)
(11.60)
P ( ~Xi, ~Xj) = |Ψ( ~Xi)|2
∣∣∣∣∣Ψ( ~XjA, ~XiB)Ψ( ~Xi)
∣∣∣∣∣ |Ψ( ~Xj)|2
∣∣∣∣∣Ψ( ~XiA, ~XjB)Ψ( ~Xj)
∣∣∣∣∣ . (11.61)
For very large systems we can factorize this into three parts: number, sign, and magnitude,
S2 = − log
〈∑
ij
δNi,Nj
〉
×
〈
| ̂SWAP2|
〉
〈∑
ij δNi,Nj
〉 ×
〈
̂SWAP2
〉
〈
| ̂SWAP2|
〉
 (11.62)
= 〈SN 〉+ 〈Sσ〉+ 〈SV 〉 . (11.63)
〈SN 〉 = − log
〈∑
ij
δNi,Nj
〉 (11.64)
〈SV 〉 = − log

〈
| ̂SWAP2|
〉
〈∑
ij δNi,Nj
〉
 (11.65)
〈Sσ〉 = − log

〈
̂SWAP2
〉
〈
| ̂SWAP2|
〉
 (11.66)
where
〈
δNi,Nj
〉
= P (N) the probability to observe N particles in region A. As seen in figure 11.2, for very
large systems this can be computationally convenient because you can spend computer time shrinking the
error bars of the N -particle terms which contribute the most the S2.
Sign Factorization and the Swap Operator: Implementation Details
We perform these calculations by grouping walkers into groups of size α for Sα. Again, to be concrete,
we will consider S2. Two walkers are paired and initialized to the same configuration, ~X. Moves are then
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Figure 11.2: S2/L as a function of logL, L =
√
pi〈N〉, for (Left) the non-interacting electron gas and (Right)
the interacting gas at rs = 5. The bold black line is S2. SN , Sσ, and SV are the factorization of S2 as in eqn.
11.63. The logL boundary law violation comes from the sign of the swap, it is the only term that continues
to increase as L gets large. For the interacting system at rs = 5, the Jastrow increases the contribution from
SV , and number fluctuations are suppressed.
111
proposed for pairs of particles, one in each configuration. Because particle number is a conserved quantity
in our simulations, P ( ~Xi, ~Xj) = 0 if N iA 6= N jA, if the two particles do not end in the same region, the move
is rejected. If the particles end in the same region after the proposed move is made, then the amplitude
of the swap operator is computed, the ratio of new to old swap vales is taken and used as a probability to
accept the new step. The sign of the swap operator is averaged over then configurations coordinates.
At the end of each move all the particle indices are relabeled according to their distance from the center
or middle of the smallest region, A or B. This helps maintain ergodicity. It is desirable for walkers near the
region boundary to have moves proposed together to facilitate particle number fluctuations in region A. An
alternative to this algorithm is using all electron moves, then labeling is irrelevant.
We can also define a drift operator which pushes P ( ~Xi, ~Xj) into regions of larger probability. If a particle
with coordinate ~x is in region A for walker i, the drift is given as,
∇x logP ( ~Xi, ~Xj) = ∇xΨ(
~Xi)
Ψ( ~Xi)
+
∇xΨ( ~XiA, ~XjB)
Ψ( ~XiA,
~XjB)
(11.67)
and similarly when ~X is in region B,
∇x logP ( ~Xi, ~Xj) = ∇xΨ(
~Xi)
Ψ( ~Xi)
+
∇xΨ( ~XjA, ~XiB)
Ψ( ~XjA,
~XiB)
. (11.68)
Care must be taken to maintain detailed balance when moves are proposed that change the region particles
are in.
11.5 Quantum Monte Carlo Results and Analysis
In this section we will define the Hamiltonians we are going to investigate, outline the computational details,
and then present results and analysis.
11.5.1 Two Dimensional Fermi Liquid Hamiltonians
We will investigate two different inter-particle potentials for the Fermi liquid: the Coulomb and the modified
Po¨schl-Teller potentials (MPT). We choose the Coulomb potential because it represents the spin polarized
electron gas,
HHEG =
−1
2
∑
i
∇2i +
∑
i<j
r−1ij + C(rs), (11.69)
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where rij = |ri − rj | is the distance between electron i and j, and the constant, C(rs), is due to a uniform
positive background charge. The MPT potential is an often used short range potential for the Fermi gas
[22, 109, 97],
HMPT =
−1
2
∑
i
∇2i + V0
∑
i<j
cosh−2(rij). (11.70)
The parameter V0 can be tuned to increase inter-particle correlations in the system [22]. Choosing these two
potentials allows us to test if our results are sensitive to the range of the interaction potential.
11.5.2 Quantum Monte Carlo Details
We use the swap operator for S2 was used without factorization for circular regions A up to 〈N〉 = 16 for
a simulation cell of 137 electrons and with the sign factorization technique for 〈N〉 = 16, 25, and 36 in 261
electron systems. We computed S2 for regions of 〈N〉 = 1 though 16 for the 137 particle simulation cell
using the unfactorized estimator for the MPT. When factorization is unnecessary we are able to increase
our computational efficiency by computing the swap operator for several regions sizes at the same time.
Approximately 106 CPU hours were spent on the smaller systems and the same on the larger. For the higher
order α-entropies we were restricted to 〈N〉 = 16 or fewer electrons for the 261 electron system. All QMC
calculations are performed in QMCPACK [85]. By integrating out regions that are a small fraction of the
system size, we minimize interactions of region A and its periodic neighbors.
The ground state wave function for the non-interacting Fermi gas (FG) Hamiltonian is ΨFG(R) =
〈R|(∏k<kf c†k|0〉). To this we add a Jastrow correlation factor and optimize to obtain the trial wave function
for the spin polarized homogeneous electron gas (HEG), ΨHEG(R) = J (R)ΨFG(R). For the modified
Po¨schl-Teller potential (MPT), as with the HEG, we use an optimized trial wave function of the Slater
Jastrow form, ΨMPT (R) = J (R)ΨFG(R). All parameters are optimized using the Linear optimization
algorithm.
The non-interacting reference entropies are computed using the correlation function technique. This
technique uses the relationship between the eigen-spectrum of the correlation function matrix, Cij = 〈Ψ†iΨj〉,
to the density matrix spectrum to compute the Renyi entropies. These calculations are performed using
the same number of electrons as the corresponding variational quantum Monte Carlo calculation and are
converged with respect to real space grid [120, 141]. More information on this technique can be found in
appendix D.
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Figure 11.3: Quantum Monte Carlo and correlation function estimates for S2/L vs. L for the non-interacting
Fermi gas. The agreement is well within error bars. The wiggles in S2/L are entirely from the sign of the
determinant. The orbitals used in the RDM calculation are the same as the ones used in the quantum Monte
Carlo . The fully converged values are slightly higher. This illustrates the correctness of the variational
quantum Monte Carlo Renyi entropy estimator.
11.5.3 Leading Scaling Behavior: S2
In Fig. 11.4 we plot SHEG2 , the scaling laws for the HEG at different Wigner-Seitz radii rs = (piν)
−1/2
with ν the number density. For all our scaling law plots, we rescale all lengths, L → L/(√pirs) =
√
pi〈NA〉
with NA the average number of particles in the region, so that Sα(L) for the non-interacting Fermi liquid
has no rs dependence. Under this rescaling, all interacting Sα will collapse to the non-interacting S
FG
α if
interactions are irrelevant. The non-interacting data is then fit by the leading scaling form predicted by the
Widom conjecture, S(L) = m0(L/l0) log(L/l0) and we find m0 = 0.032(2) and l0 = 0.113(5) [58, 19].
We define ∆Sα = S
HEG
α − SFGα as the difference between the interacting and non-interacting Renyi
α-entropies for the HEG and plot them as the inset of Fig. 11.4. We choose to fit ∆S2/L to minimize the
effect of oscillations on the fitted parameters for the leading scaling law [19, 141]. We find ∆S2/L is well fit
to the two parameter form l+m logL presented in Table 11.1. These plots demonstrate the extent to which
the scaling laws are changed from the non-interacting case. As the Wigner-Seitz radius is increased, so too is
the prefactor of the leading scaling term, m. This increase in the Renyi α-entropy scaling laws is a violation
of the Widom conjecture and shows that the interacting system is more entangled than its non-interacting
counterpart.
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Figure 11.4: Scaling form for the spin polarized electron gas: (Main Plot) S2/L for the spin polarized
interacting electron gas at rs = 1, 5, 10, 20 and the non-interacting Fermi liquid. L is scaled so that without
interactions all lines lie on top of ΨFG results. The high density rs = 1 data falls on top of the non-
interacting liquid while the lower density, more strongly correlated, liquids have larger Renyi 2-entropies.
The ΨFG reference is the exact non-interacting S2 computed using the same number of particles as the
interacting system for each L. (Inset) ∆S2/L = (S
HEG
2 − SFG2 )/L plotted against logL. The 2-entropy for
the interacting case scales the same as the non-interacting case with a larger prefactor. The lines are from
a fit to ∆S2/L = l +m logL shown in Table 11.1. From reference [103].
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Figure 11.5: Relationship between α entropies for the spin polarized electron gas: (Left) ∆Sα/L = (S
HEG
α −
SFGα )/L, for α = 2, 3, 4 for region A size logL ≈ 1.5, 〈NA〉 = 6.25. Sα increases as correlations increase
and decreases as α increases. (Right) 2α1+α
Sα
L for α = 2, 3, 4. Besides some small L oscillations, this scaling
makes the non-interacting Renyi α-entropies linear in α. Interactions modify this relationship: the rescaled
α-entropies decrease as α gets larger. From reference [103].
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Figure 11.6: S3/L and S4/L plotted against log(L). On average, the smallest region contains 4 particles
and the largest 6.25. This illustrates that the higher order Renyi entropies also scale as L logL and with a
larger prefactor than the non-interacting Fermi gas. From reference [103].
11.5.4 Leading Scaling Behavior: Higher Order Renyi Entropies
Changes from the non-interacting theory are also seen for the higher order Renyi α-entropies. In the left
graph of Fig. 11.5, ∆Sα/L is plotted for the higher order α-entropy for a region of size 〈N〉 = 6.25. The
simple relationship between non-interacting Sα does not hold when Coulomb interactions are included as
shown on the right graph of Fig. 11.5. Upon rescaling, SαL → 2α1+α SαL , the non-interacting Renyi α-entropy
is constant as a function of α. The difference between the interacting and non-interacting Sα decreases as α
gets larger. As α increases the Renyi entropy is more strongly dominated by the largest eigenvalues in the
density matrix spectrum. Because the interacting and non-interacting entropies converge as α gets larger,
it indicates that the largest values in the spectrum of the density matrix may be universal.
11.5.5 Leading Scaling Behavior: Dependence on Interaction Potential and
Strength
To determine if these scaling law changes are due to the long range nature of the Coulomb inter-particle
potential, we also compute the scaling laws for a Hamiltonian with a short range potential, the modified
Po¨schl-Teller potential (MPT). The fitting parameters of ∆S2/L for the MPT at all V0 computed are listed
in Table 11.2. Despite the short range of this inter-particle potential, we still find modifications to the
non-interacting scaling laws for S2.
Because the Widom conjecture depends on having a discontinuity in occupation of the momentum states
at the Fermi surface, it is interesting to consider properties of the momentum distribution for these interacting
systems. We do so by computing the quasi-particle renormalization factor, Z [70] to provide a metric for
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Figure 11.7: (Left) Momentum distribution for the spinless electron gas. Finite size corrections have not
been applied to this data, and will change the occupations near kf the most. (Right) Relationship between
particle interaction strength and modification of leading scaling law for S2: Slope difference, m: ∆S2/L =
(SHEG2 − SFG2 )/L = l +m logL, as a function of 1− Z for the Coulomb and modified Po¨schl-Teller (MPT)
potential at all correlation strengths considered. Lines are guides to the eye from linear fits. The Z values
here are corrected using the finite size corrections of reference [69]. For all interactions forms and strengths
the prefactor of the leading scaling law is increased. Beyond some minimal Z ≈ 0.8 the relationship for the
m and 1− Z is linear within error bars for the Coulomb potential.
rs m l Z Corr
1 0.005(1) 0.001(1) 0.755(1) 0.991
5 0.035(1) 0.001(3) 0.450(1) 0.990
10 0.053(2) 0.027(3) 0.295(1) 0.988
20 0.073(2) 0.065(4) 0.134(1) 0.985
Table 11.1: Coulomb Potential: rs is the Wigner-Seitz radius of the electron gas. rs = 0 is the non-
interacting system. ∆S2/L = l + m logL. Z is the quasi particle renormalization factor. Corr= (EVMC −
EHF )/(EDMC − EHF ) is the ratio of correlation energy the wave function recovers and provides a metric
for wave function quality. From reference [103].
particle correlation strength across different particle interaction forms. As shown in Fig. 11.7, the scaling
laws for the MPT systems show qualitative agreement with the HEG with the same Z. As inter-particle
correlations are strengthened Z decreases and the prefactor for the leading scaling behavior of the Renyi
α-entropies increases. For the HEG this results in a linear relationship for Z between 0.2 and 0.8. This result
suggests a modification of the scaling law prefactor based on the Widom conjecture due to the momentum
distribution of the interacting system.
11.5.6 Subleading Scaling Behavior: Oscillations
For the subleading oscillations, there is little difference between the interacting and non-interacting Fermi
liquids at rs < 5. We restrict our comparison to the oscillations for Renyi entropy S2 through S5 for the
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V0 m l Z Corr
10 0.032(1) 0.007(2) 0.504(6) 0.984
20 0.062(1) 0.028(1) 0.316(5) 0.981
Table 11.2: Modified Po¨schl-Teller Potential: V0 is the strength of the potential for the modified Po¨schl-Teller
potential (MPT). All other labels are as in table 11.1. From reference [103].
n a1 (a2)f a3 a4 (a5)f
1 0.667 1.774 0 0 0
2 0.500 1.384 0.0253 8 0.60
3 0.444 1.242 0.0566 8 0.65
4 0.4167 1.171 0.0765 8 0.67
5 0.400 1.123 0.0869 8 0.69
Table 11.3: Parameters for equation 11.71 for the non interacting Fermi Gas in the two dimensional circular
geometry. Parameters a2 and a5 are determined with a non-linear least squares fit while parameters a2,a3,a4,
were fixed from theory predictions. The parameterization is given by equation 11.71. The parameter a5
appears to be relatively insensitive of the Renyi order, while a2 does not. From reference [141].
interacting electron gas at rs = 10. These entropies are plotted in figure 11.4 for 1 ≤ 〈NA〉 ≤ 2.52 . We fit
to the form,
Sα(L) = a1L ln (L) + a2L+ a
r
3a3
cos (a4L+ a5)
L2/α−1/2
, (11.71)
with a3 and a4 fixed to their non-interacting values which are shown in table 11.3 [141]. Though this form
seems complicated, it is equivalent to the previous form with the addition to the oscillating term which can
be derived using the oscillating term from the one dimensional problem integrated over the real space and
momentum space boundaries as shown in equation 11.25. In this parameterization ar3 represents the relative
amplitude of the oscillations in the interacting case to the non-interacting case. The oscillation frequency
is fixed as there is not enough data to fit it well. We find the oscillations are increased by roughly a factor
of two relative to the non-interacting case. We also show, as in previous sections, that the small α Renyi
entropies have an increased value of the leading scaling term, a1, relative to the non-interacting ones. As
α gets larger, the uncertainty in the leading term is too large to determine whether is deviates from the
non-interacting value.
11.5.7 Error Analysis
The degree to which the trial wave function represents the ground state Fermi liquid in VMC depends on
its overlap with the exact ground state wave function. We estimate the quality of our trial wave function
by looking at the amount of correlation energy the wave function recovers in VMC relative to fixed node
119
n (a1)f (a2)f (a
r
3)f a4 (a5)f χ
2/ν
2 0.607(6) 1.472(3) 1.93(13) 8 0.48(11) 70
3 0.519(21) 1.307(8) 1.82(18) 8 0.52(7) 433
4 0.460(35) 1.227(12) 1.84(24) 8 0.52(8) 532
5 0.408(40) 1.183(15) 1.94(26) 8 0.52(9) 291
Table 11.4: Fit results for rs = 10 QMC data with circular geometry. The parameterization is given by
equation 11.71. χ2/ν is the reduced chi-squared and may be due to additional subleading terms. From
reference [141]. From reference [141].
Figure 11.8: (Left) Renyi entropies S2/L through S5/L for the spinless electron gas at rs = 10 in the
two dimensional circular geometry. The dashed lines are the fit whose parameters are found in Table 11.4.
(Right) Renyi entropies for the free Fermi gas. The dashed line is a fit to the same functional form as
equation 11.71 with ar3 = 1 and all known parameters, a1, a3, and a4, fixed to the theoretical values. The
fit quality improves as L increases. From reference [141].
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diffusion quantum Monte Carlo, Ecorr = EDMC − EHF [49]. For exact wave functions this is 100%. We
recover more than 98% of this correlation energy for all densities and potentials, shown in Table 11.1 and
11.2. Further tests of the wave function quality were performed at rs = 5, with a wave function of the
Slater-Jastrow-backflow form [92], yielding no significant changes from the results presented here.
We consider the possibility that the scaling law we observed are due to subleading terms that have not
decayed for our largest calculations. For the datasets we have generated there is no evidence that, within
our error bars, the leading order scaling term is actually a decaying subleading term. Furthermore, there is
no theoretical support for a subleading term which scales as the leading term for small systems, but decays
as the system size L gets large.
11.6 Conclusions
These Renyi α-entropy results for interacting Fermi liquid show an increase in the leading scaling law
prefactor beyond the one predicted by the Widom conjecture. These results hold for all wave function forms,
correlation strengths, and inter particle potentials considered in this work. As the strength of interactions
increases so too does the entanglement of the system. This does not rule out a universal scaling law
theory, though it may be more complicated. Further entanglement studies of scaling laws and Fermi liquid
parameters for interacting systems, such as paramagnetic electron gases, Wigner crystals, and realistic
chemical systems, will help clarify this discrepancy.
11.7 Future Work
In addition to studying the Renyi entropies, it is desirable to compute the entanglement spectrum. The
entanglement spectrum is equivalent to the spectrum of the density matrix and contains a great deal of
information on how regions are entangled. This spectrum could be computed from the full set of Renyi en-
tropies, or analogous to the momentum distribution, by occupation of the natural determinants. Computing
the Renyi entropy spectrum would require a significant amount of computer time as well as development of
an importance sampling technique. We would expect that the computationally efficient route is to project
the reduced density matrix into a basis, diagonalize it, and compute occupations and natural determinants.
This procedure would be useful for the electron gas as well as chemically interesting systems. Work has
all ready been performed computing the Renyi entropies for molecular systems [148]. By computing the
entanglement spectrum for these systems we may be able to identify different types of bonding patterns as
well as gain further insight to molecular properties.
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Chapter 12
Low Density Solid Hydrogen
In this chapter we present benchmark results for the metal to insulator transition in low density zero
temperature body centered cubic (BCC) hydrogen. This is the simplest system with electrons and nuclei
interacting through the Coulomb potential that displays a metal to insulator transition. The phase transition
location and order provide a test for theoretical methods. Predicting the correct order is important to identify
whether the transition is due to strong particle correlations, thus to a Mott insulator, or due to a Stoner
type mechanism, due to long range Coulomb interactions [6, 76, 78, 110]. The order parameter for this phase
transition is the band gap which will open smoothly for a band insulator, Slater type, transition, and will
jump to a non-zero value suddenly for the Mott transition. It is also important to determine the correct
transition density. This transition occurs at the strongly correlated, low density regime. Methods used
for strongly correlated dilute electronic and magnetic systems such as transition metal oxides, or magnetic
impurities in a semiconductor should perform well on this simple system if their results are to be trusted on
more complicated systems. We use fixed node and fixed phase diffusion quantum Monte Carlo to determine
the location of the phase transition, and compute the phase transition order by investigating partially
polarized phase energies and computing the band gap.
We begin the chapter by discussing the system and outlining the diffusion quantum Monte Carlo cal-
culations. Then we report our results for the phase transition location and order and compare to other
methods. We find that the transition density is very close to rs = 2.3ao and the transition is continuous.
The most recent G0W0 results agree well with ours. The other methods used to study this system tend to
over estimate the phase transition location. A few also predict a different transition order. We conclude
with a discussion and directions for future work.
12.1 Low Density Hydrogen Phase Transition Studies
The metal-insulator transition in low density zero temperature atomic hydrogen is a challenging benchmark
problem. Current methods such as density functional theory (DFT), dynamical mean field theory (DMFT),
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Figure 12.1: (upper) Density of states and (lower) band gap for the (left) Mott insulator transition and
(right) Slater insulator transition. In the upper plot the lines are colored blue, green and red as the lattice
spacing is increased. The zero in of the energy axis, x, is the Fermi level. For the lower plot the x-axis is
the Wigner-Seitz radius. In the Mott insulator pictures, the distance between lobes in the density of states
is U, the strength of the on-site interaction. The band gap is zero until some critical value of U is obtained
and then the gap opens suddenly to a finite value. For the Slater insulator transition the density of states
goes to zero continuously. When the density of states is zero at the Fermi level, the gap opens up starting
from zero.
variational quantum Monte Carlo (VMC), and Hedin’s GW disagree on the location of the phase transition
and whether it is first-order or continuous [140, 154, 123, 137, 86, 95]. We can investigate the phase transition
two ways, by computing the band gap, or by identifying partially polarized phases. The existence of partially
polarized phases with energies below the anti-ferromagnetic and paramagnetic states would indicate that
transition must be of the Slater type. The order parameter in that case would be the polarization. The lack
of partially polarized phases does not indicate that the phase transition is first order. It is possible that the
polarization jumps from zero to some value and the band gap opens smoothly from zero. In this case the
polarization is not a good order parameter. The calculation of the band gap provides direct evidence of the
phase transition order. If the gap opens continuously then the phase transition is continuous, if it jumps
from zero to some value the transition is first order. A schematic illustration of the density of states and
band gap for a Mott and Slater metal-insulator transition are shown in figure 12.1.
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12.1.1 Previous Results
The early calculations by Svane and Gunnarson showed that when self-interaction corrections were included
in the local density approximation, density functional theory predicted that the phase transition was first-
order and located in the range rs = 2.45a0 [140]. Since then density functional theory results using either
the local spin density approximation (LSDA) or a generalized gradient approximation (GGA) without the
self-interaction correction have predicted a second-order phase transition at 2.5 < rs < 2.8 [123]. When
G0W0 is performed using the LDA or GGA orbitals to compute the initial Green’s function the transition
order is unchanged and the transition location is shifted down to 2.4 < rs < 2.7 [95].
The most recent set of G0W0 calculations begin with LDA+U and GGA+U orbitals for the initial Green’s
function [86]. The “+U” methods include an on-site repulsion for the two different spin densities to penalize
double occupancy and pushes the system towards an anti-ferromagnetic state. Using G0W0 on top of these
methods, researchers find a continuous metal to insulator phase transition and locate it close to rs = 2.2.
This phase transition has also been investigated using dynamical mean field theory by approximating
the coulomb interaction as a strictly short ranged on-site interaction between two electrons on the same
hydrogen ion [56, 89, 137]. Using this method it was found to be a first-order phase transition at rs ≈ 3.
This transition location is an extrapolation from their finite temperature data to zero temperature [137].
We resolve the disagreement for the transition density using fixed phase and fixed node diffusion quantum
Monte Carlo. We compute the location of the phase transition by computing the equation of state in the
paramagnetic and anti-ferromagnetic phases and find where they cross. We investigate partially polarized
phases near the location of the phase transition to determine if the phase transition is continuous in the
polarization, and to test the quality of our trial wave function orbitals. We also present some initial work
computing the band gaps for the anti-ferromagnetic phase near the phase transition.
12.2 Phase Transition Calculations in Diffusion Quantum Monte
Carlo
We locate the transition Wigner-Seitz radius between the paramagnetic and anti-ferromagnetic phases by
computing the energy of each phase as a function of volume and locating the crossing point. For energy
differences within a phase the fixed node or phase error as well as time step and finite size errors are expected
to cancel. Energy differences between two different symmetry phases, such as the paramagnetic metallic and
anti-ferromagnetic insulating phases of BCC hydrogen, require more care in their comparison. By carefully
extrapolating finite size effects, sampling the Fermi surface using twist averaging, and controlling for time
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step error, we determine the transition density within a small statistical error [98]. We then estimate the
systematic errors due to the form of the trial wave function by comparing energies for several different sets
of single particle orbitals in the Slater-Jastrow wave function and comparing the energy to a Slater-Jastrow-
backflow calculation on a small cell.
12.2.1 Computing Polarization in Quantum Monte Carlo
We compute the polarization of the phase using,
Polarization ≈
〈∫
drA|ρ↑A − ρ↓A|/|ρ↑A + ρ↓A|+
∫
drB |ρ↑B − ρ↓B |/|ρ↑B + ρ↓B |
〉
(12.1)
where ρ is the spin density for the up or down electrons on the A or B sublattice, and the quantity is
integrated over a sphere of radius 0.5a0 around all the A and B sublattice ions. This estimator works in
trial wave function based quantum Monte Carlo when the up/down symmetry of the state has been broken.
If the trial wave function is a linear combination of up-A/down-B and up-B/down-A spin electrons assigned
to sublattices, then this estimator will not work. In that case it is necessary to compute the correlation
function,
Polarization =
〈
(ρ↑A − 〈ρ↑A〉)× (ρ↓B − 〈ρ↓B〉) + (ρ↑B − 〈ρ↑B〉)× (ρ↓A − 〈ρ↓A〉)
〉
(12.2)
which equals one if the up and down electrons are always on opposite sublattices. In this work we use the
former estimator, our trial wave functions explicitly break sublattice symmetry.
12.2.2 Choice of Single Particle Orbitals
We use the quantum espresso code suite to produce the single particle orbitals used in the quantum Monte
Carlo calculations [57]. Two pseudopotentials were used, one was generated using the LDA exchange cor-
relation functional in OPIUM with a core radius of 0.5a0 and the other was a Dirac-Fock pseudopotential
generated by Trail and Needs [2, 1, 146, 147]. The choice of pseudopotential in the density functional theory
is inessential to the diffusion quantum Monte Carlo calculations because we use the Coulomb potential for
the electron ion potential in the quantum Monte Carlo . The only effect the choice of pseudopotential has
on the quantum Monte Carlo is through the quality of the single particle orbitals. We tested the quality of
the single particle orbitals from each pseudopotential on a 2× 2× 2 supercell of hydrogen atoms and found
no statistical difference in their energies. We used the LDA pseudopotential for the rest of the calculations.
We choose the local density approximation (LDA) as our exchange correlation potential when computing
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orbitals in density functional theory [119]. We do this to match the pseudopotential and because it is one of
the fastest and most well tested functionals. We converge the calculations using a 24× 24× 24 twist grid for
the metallic phases and 12× 12× 12 twist grid for the insulating or partially polarized phases. We find that
using an energy cutoff of 360/rs Rydberg is sufficient to converge the DFT energy as well as the orbitals
used in the quantum Monte Carlo.
For the paramagnetic phase there are no other choices. We use the LDA orbitals from the density
functional theory calculation as is for our single particle orbital set in the quantum Monte Carlo .
For the anti-ferromagnetic phase we have a choice for how we will generate the orbitals. We compare two
methods, LDA+U and a split sub-lattice LDA calculation. By tuning the value of U used in the LDA+U
calculation we are able to tune the degree of spin polarization in the system. For small values of U the spin
polarization is small and for large U the spin polarization is complete. We obtain the split sublattice basis
by performing a density functional theory calculation on the simple cubic lattice and shifting the orbitals
by ~bA = (0, 0, 0) and ~bB = (0.5, 0.5, 0.5) for the two point BCC basis. The LDA+U orbitals have higher
energies and appear to have a minimum near the same polarization as the split sublattice orbitals. Because
the split sublattice basis is lower in energy, we use it to compute the properties of the anti-ferromagnetic
phase throughout this chapter.
12.2.3 Diffusion Quantum Monte Carlo Calculation Details
Paramagnetic Phase
For the paramagnetic phase we choose a Slater-Jastrow wave function of the previously described LDA
orbitals. The Jastrow consists of a one and two body Bspline Jastrow whose coefficients are optimized using
the linear algorithm detailed in chapter 5. The wave function parameters were optimized to minimize a
linear combination of 97.5% energy and 2.5% variance. The one body part is spin symmetric while the two
body part is spin dependent.
We perform all electron fixed phase diffusion quantum Monte Carlo for a 3× 3× 3 supercell of 8× 8× 8
twists and 54 total ions, and a 4× 4× 4 supercell of 6× 6× 6 twists and 128 total ions using both the Ewald
and modified periodic Coulomb (MPC) potential for the electrons [51, 98]. The MPC is a short range version
of the Coulomb potential that is used to minimize finite size effects[38]. These runs were performed with
more than two thousand configurations and extrapolated to zero timestep using three different timesteps.
The smallest time steps had accept ratios greater than 99.5%. The energy is then averaged over twist points
and the two supercells are extrapolated linearly as Volume−1 to infinite volume. We find that both the
Ewald and MPC extrapolate to similar values, and forgo larger simulation cells in the extrapolation.
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Anti-ferromagnetic Phase
For the anti-ferromagnetic phase we also choose a Slater-Jastrow wave function of LDA orbitals, this time
on the split sublattice. The Jastrow includes one and two body spin and sub-lattice dependent correlations.
The up/down electrons have separate Jastrows for the A/B ion sub-lattices which are symmetric so that the
up-A/down-B and up-B/down-A Jastrow parameters are identical.
The energy of the anti-ferromagnetic phase is computed similarly. Because the anti-ferromagnetic phase
is insulating, we use a smaller number of twists. We also use only the Ewald potential. The finite size and
Brillouin zone sampling are done using a 3× 3× 3 supercell of 4× 4× 4 twists and 54 total ions, a 4× 4× 4
supercell of 3 × 3 × 3 twists and 128 total ions, and a 6 × 6 × 6 supercell of 2 × 2 × 2 twists and 432 total
ions. The extrapolations are handled in the same order as the paramagnetic case. We estimate the size of
the systematic error using a Slater-Jastrow-backflow trial wave function near the transition density, and find
very little change in the energy.
12.3 Band Gap Calculations in Diffusion Quantum Monte Carlo
Quantum Monte Carlo methods do not provide direct access to the density or states, or excitation spectra.
In order to compute band gaps we must perform a total energy difference calculation. Performing these kinds
of calculations is computationally demanding because the band gap is a “1/N” effect. The total energy of
the system is extensive, growing as N , while the band gap is a constant. As we converge the calculation
with respect to system size we require N2 as much work to maintain the same statistical error for the energy
difference. There are two different energy difference calculations we can perform to obtain the band gap:
the quasiparticle method and the excitonic method. Both of which will be computed for BCC hydrogen.
The quasiparticle gap is computed as the difference in energy between a quasi-electron and an quasi-hole
state,
∆Eqp = (E(N + 1)− E(N))− (E(N)− E(N − 1)) (12.3)
where E(N) is the energy of the system with N electrons. This is known as the quasiparticle gap. Cal-
culations performed this way require the addition of a neutralizing background charge, this causes some
additional finite size error [82, 83]. If the total number of electrons is increased or decreased by one, a
background charge must be included or the overall electrostatic energy of the cell will diverge. In practice
we accomplish this by ignoring the k = 0 component of the electron-ion and electron-electron Coulomb
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interaction.
The second approach is by computing the excitonic band gap [105]. This is done by computing the
energy of the lowest lying exciton and subtracting off the ground state energy,
∆Eexc = E1 − E0. (12.4)
The lowest lying exciton is formed by promotion. We remove the highest energy occupied single particle
orbital and replacing it with the lowest energy unoccupied single particle orbital,
|Ψ1〉 = a†LUaHO|Ψ0〉 (12.5)
E1 = 〈Ψ1|Hˆ|Ψ1〉 (12.6)
where a†LU creates a particle in the lowest energy unoccupied orbital and aHO destroys a particle in the highest
energy occupied orbital. The energy of the exciton is negative and usually smaller than the statistical error
of δE [83, 105].
The lowest lying exciton in BCC hydrogen is an indirect exciton. The particle state is at the X point
and the hole state is at the R point in reciprocal space: |Ψ1〉 = a†X,1aR,0|Ψ0〉, where the subscript indicates
the point in reciprocal space and band index. This does not result in any additional complications for our
quantum Monte Carlo calculations other than requiring that both reciprocal space points are commensurate
with the supercell. This requirement restricts us to supercells of dimension 2M × 2M × 2M , where M is
any natural number.
12.3.1 Diffusion Quantum Monte Carlo Calculation Details
We compute the band gaps using both methods for the anti-ferromagnetic phase using the split sublattice
basis. In this calculation we consider a 4 × 4 × 4 supercell and do not perform a finite size extrapolation.
Results for the 2× 2× 2 supercell we also performed and were the same within error bars as the 4× 4× 4
case. More than two thousand configurations were used and the time step extrapolation is handled the same
is for the equation of state calculations.
12.4 Results
We present results for the equation of state of the anti-ferromagnetic phase for rs = 1 − 5 and the param-
agnetic state near the phase transition at ≈ rs = 2.1 in table 12.2. These results are for the fully converged
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rs AFM PM (Ewald) PM (MPC)
1 -0.67276(5)
2 -1.02309(5)
2.1 -1.02211(11) -1.03873(2) -1.03849(2)
2.3 -1.01955(5) -1.01948(2) -1.01924(2)
2.4 -1.01705(8)
2.5 -1.01503(3) -1.00078(2) -1.00058(3)
2.7 -1.01072(2) -0.98501(3) -0.98484(3)
3 -1.00616(2)
4 -1.00064(3)
5 -0.99971(1)
Figure 12.2: Energy per atom in Rydberg for BCC hydrogen in the anti-ferromagnetic, and paramagnetic
phases. These energies are well converged with respect to system size and time step. At rs = 2.3 the energies
become equal, signaling the phase transition location.
diffusion quantum Monte Carlo calculations. Here we see that both the Ewald and MPC potential energy
functions result in very similar equation of state curves. The MPC curve is shifted slightly upwards from
the Ewald curve, but the shape of the curve is similar, each point is shifted roughly 0.2mRy upwards.
The data presented in table 12.2 are plotted in figure 12.3 near the phase transition. We also provide the
self-interaction corrected density functional theory results for reference. These two curves are qualitatively
similar, only shifted in energy relative to one another. The two phases are plotted separately along with
previous density functional theory and variational quantum Monte Carlo results in figure 12.4. These
previous variational quantum Monte Carlo results were performed on small systems, of 54 ions, and are
under converged with respect to system size. They are also performed at a lower level of theory, variational
quantum Monte Carlo . Due to a fortunate cancellation of errors, these results predict a similar transition
density as the current ones.
We show the phase transition location in table 12.5. We find that the phase transition occurs very close
to rs = 2.3a0. The calculations performed included a point very close to the transition point, and the
slope difference between the two phases allow us to compute the transition density to extraordinarily high
precision. The small shift in energy due to using the Ewald or MPC potential is responsible for the error
bars we report for our phase transition location. The statistical error of the energies for the equation of state
allow us to locate the phase transition with an error of 0.6× 10−3a0. The finite size extrapolation difference
between the Ewald and MPC potentials shifts the transition by 4× 10−3a0.
The diffusion quantum Monte Carlo band gaps are plotted in figure 12.6. Here we show that the gaps
computed using either the quasiparticle or excitonic gaps are equal to within statistical error bars. At the
transition density the gap opens suddenly to a finite value around 0.8eV . Because the error in excited state
energies is typically larger than that of the ground state, improvement in the excited state orbitals are likely
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Figure 12.3: Energy per atom in Rydberg for BCC hydrogen in the anti-ferromagnetic, and paramagnetic
phases. The dots and dot-dashed line are diffusion quantum Monte Carlo results. The error bars are smaller
than the symbols. The anti-ferromagnetic and paramagnetic energies at rs = 2.3 are coincident. The self-
interaction corrected local density approximation density functional theory (SIC-LDA) data is from reference
[140].
Figure 12.4: (left) Paramagnetic and (right) anti-ferromagnetic equation of state for BCC hydrogen. The dots
and dot-dashed line are diffusion quantum Monte Carlo results. LW results are from a previous variational
quantum Monte Carlo calculation [154]. The previous quantum Monte Carlo results are performed at the
variational level and are not converged with respect to size and so differ from ours.
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Method transition rs order
DMC 2.298(2) 2?
G0W0/LDA+U [86] 2.24 2
G0W0/GGA+U [86] 2.21 2
G0W0/LSDA [86] 2.65 2
G0W0/GGA [86] 2.42 2
VQMC [154] 2.25(5) 2?
LSDA [123] 2.78 2
GGA [123] 2.50 2
SIC-LSDA [140] 2.45 1
DMFT [137] ∼3.0 1
Figure 12.5: Comparison for the transition Wigner-Seitz radius, rs, and phase transition order with previous
methods. The DMFT results are using the Hubbard model instead of the Coulomb potential and are
extrapolated from finite temperature to zero for comparison here.
Figure 12.6: Band gaps for anti-ferromagnetic hydrogen across the metal-insulator phase transition. The
G0W0 results are from reference [86]. The phase transition occurs at rs = 2.3 where the gap for the anti-
ferromagnetic state is already open. The G0W0 transition density is estimated by fitting this gap data and
extrapolating to zero gap, assuming the transition is second order. The paramagnetic phase is zero for all
densities.
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to decrease the magnitude of this gap [159]. It is unclear whether the gap will remain finite. This gap is
small compared to the asymptotic gap as rs →∞. In that large lattice limit, the band gap must be that of
an isolated hydrogen atom, 13.6eV . This tends to indicate that the phase transition is continuous. Further
band gap calculations on increasingly accurate excited states are necessary to show that the phase transition
order is actually continuous.
These diffusion quantum Monte Carlo results compare well with previous variational quantum Monte
Carlo and G0W0 calculations, but less so with other methods. The most recent G0W0 calculations are very
close to the phase transition location we predict and show the same transition order our initial calculations.
If these calculations were to choose a slightly different value of U, then they could be brought into perfect
agreement. It is not clear whether that value of U would have some significance other than being the “right”
value. The earlier G0W0 calculations were presumably flawed due to the inaccuracy of the starting points
from the density functional theory calculations.
The DMFT results are not in agreement with the diffusion quantum Monte Carlo . The transition is
pushed to a larger rs and is of different order. This result is not a surprise. The severe approximation they
make when truncating the Coulomb interaction to a local potential precludes the long range electrostatic
repulsion between electrons from driving the system into a band insulator. Only particle-particle correlations
can push the system towards the insulating regime, which necessarily makes it first-order, of the Mott type.
Although the early SIC-LDA calculations come the closest to predicting the correct transition density
they find a different transition order. This is somewhat surprising and is still an open research topic. To
our knowledge, no subsequent studies have replicated this result.
12.5 Comments and Future Work
These calculations provide a benchmark for other methods to compare to. In general these results provide
some confidence in the G0W0 method when starting from the most high quality density functional theory
results available. Previous publications using “best practices” for G0W0 resulted in acceptably accurate
transition densities [86]. It would be interesting to compute G0W0 transition densities using the split
sublattice orbitals as the starting point instead of the LDA+U ones. This would remove the arbitrary
parameter U and, if similar to this study, improve the quality of the starting orbitals. It would also be
interesting to compute the band gaps using orbitals fit to reproduce the one body density matrix during a
GW calculation.
We have found the phase transition location with exceptional precision. What work remains is to identify
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the phase transition order with similar confidence. To do so we must compute the band gap for the anti-
ferromagnetic phase with improved excited state orbitals around the phase transition density. It is possible
that, as we find here, the band gap shrinks but does not vanish as we approach the phase transition. This
result would indicate that the phase transition is weakly first-order, and would require further work to
understand. We must also use other trial wave function forms to investigate competing symmetry phases
near the transition. It is possible that a spin density wave or other broken symmetry phase is lower in energy
at the phase transition.
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Appendix A
Diffusion Quantum Monte Carlo
Algorithm
Here we derive diffusion quantum Monte Carlo and the importance sampled version, fixed-node diffusion
quantum Monte Carlo. The notation is slightly different in the text of the thesis, it is a self contained
summary of the derivation and algorithm.
A.1 Formalism
A.1.1 Diffusion Quantum Monte Carlo
Diffusion quantum Monte Carlo can derived from the time dependent Schro¨dinger’s equation,
i~ ∂tΦ( ~X, t) = HˆΦ( ~X, t) (A.1)
Hˆ = − ~
2
2m
∇2 + V ( ~X) (A.2)
where t is a real variable representing the passage of imaginary time, and ∇2 = ∑i∇2i is the sum of the
Laplacians over all of the coordinates. We can solve this equation using an eigenfunction expansion,
Φ( ~X, t) =
∞∑
n=0
|Ψn〉e− i~Ent〈Ψn|Φ〉 (A.3)
with En the energy eigenvalue of the state |Ψn〉 with respect to Hˆ. The value 〈Ψn|Φ〉 describes the initial
overlap of the trial wave function and the eigenstates of the Hamiltonian. If we make the transformation
into imaginary time by replacing i~ t → τ (Wick rotation and scaling to ~) and subtract a constant term
representing the normalization of the ground state propagator, (ET ) from the potential, we can rewrite
Schro¨dinger’s equation as,
∂τΦ( ~X, t) = HˆΦ( ~X, t) (A.4)
Hˆ =
~2
2m
∇2 − [V ( ~X)− ET ] (A.5)
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The eigenfunction expansion (A.3) now becomes,
Φ( ~X, t) =
∞∑
n=0
|Ψn〉e−(En−ET )τ 〈Ψn|Φ〉. (A.6)
As τ → ∞ the wave function goes to zero or infinity unless ET = E0. At large imaginary times only the
ground state wave function survives. We project the ground state out of our trial wave function, Φ( ~X, t).
Note that Φ( ~X, t)must be positive (or negative) everywhere (as is the case for ground state bosonic systems)
since Φ( ~X, t)is interpreted as a probability density. If there are positive and negative regions then we must
fix the boundary between them and treat each region independently. This is the fixed-node approximation.
To use Monte Carlo simulation to solve this problem we must transform the differential equation into an
integral equation. This can be done through the use of a Green’s function. We can write the wave function
in integral form as,
Φ( ~X ′, τ) =
∫
d ~X Φ( ~X, τ = 0)G( ~X → ~X ′, τ) (A.7)
Here Φ( ~X, τ = 0) is the trial wave function, our initial best guess. The Green’s function for this version of
Schro¨dinger’s equation satisfies the same differential equation(A.4), and becomes a Dirac delta function at
t = 0. It can be interpreted as the transition probability of moving coordinates ~X → ~X ′ in time τ . Rewriting
(A.4) for the Green’s function and putting it into positional coordinates we get,
− ∂τG( ~X → ~X ′, τ) =
− ~2
2m
∇2 +
∑
i<j
V (xij)− ET
G( ~X → ~X ′, τ) (A.8)
= [K + V − ET ]G( ~X → ~X ′, τ) (A.9)
where xij is the distance between the i
th and jth coordinates, K is the kinetic term, and V is the potential
term. The Green’s function can be rewritten as,
G( ~X → ~X ′, τ) = e−[K+V−ET ]τG( ~X → ~X ′, t = 0) (A.10)
= 〈X ′|e−[K+V−ET ]τ |X〉 (A.11)
The problem with evaluating this Green’s function is that [T, V ] 6= 0. We treat this using the Trotter-Suzuki
decomposition to allow us to ignore the Baker-Hausdorff-Campbell commutators,
e−(Aˆ+Bˆ)δt = e−
Bˆ
2 δte−Aˆδte−
Bˆ
2 δt +O(t3) (A.12)
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giving us a short time Green’s function as,
G( ~X → ~X ′, τ) = 〈R′|e−[K+V−ET ]τ |R〉 (A.13)
≈ e− Vˆ (
~R′)−ET
2 τ 〈R′|e−Kτ |R〉e− Vˆ (
~X)−ET
2 τ (A.14)
The GK matrix elements are readily computed using K = −~2∇22m = −D∇2, and a Fourier transform.
〈R′|e−Kτ |R〉 = 1
(2pi)3N
∫
d~k ei
~k· ~R′eD∇
2τe−i~k· ~X (A.15)
=
1
(4piDτ)3N/2
e−
( ~X′− ~X)2
4Dτ (A.16)
Inserting this back into the equation for the short time Green’s function (A.14) we get,
G( ~X → ~X ′, τ) = Gd( ~X → ~X ′, τ)Gb( ~X → ~X ′, τ) (A.17)
Gd( ~X → ~X ′, τ) = 1
(4piDτ)3N/2
e−
( ~X′− ~X)2
4Dτ (A.18)
Gb( ~X → ~X ′, τ) = e− 12 [Vˆ ( ~X)+Vˆ ( ~X
′)−2ET ]τ (A.19)
If we set ~ = m = 1 this reduces to,
G( ~X → ~X ′, τ) = 1
(2piτ)3N/2
P ( ~X → ~X ′, τ)e− (
~X′− ~X)2
2τ (A.20)
W ( ~X, ~X ′, τ) = e−
1
2 [Vˆ ( ~X
′)+Vˆ ( ~X)−2ET ]τ (A.21)
where the weight, W ( ~X → ~X ′, τ), renormalizes this short time diffusion Green’s function. Two ways which
we can use these weights are branching or reweighting. To reweight all averages for observables are computed
as,
〈O〉ΨTΨFN =
∑N
i=1W (
~Xi)OL( ~Xi)∑N
i=1W (
~Xi)
. (A.22)
This weighted average gains additional statistical variance due to fluctuations in W .
By absorbing the weight into a branching factor we are able to reduce the variance in the observables at
the price of increasing the autocorrelation time. Because this changes the distribution we sample we may
gain some additional computational advantage by pushing the random walk towards regions of configuration
space which are more important.
Branching occurs by creating or destroying configurations based on the magnitude of W . To do so, it
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is necessary to have multiple statistically independent configurations and allow their number to fluctuate.
Each configuration is branched with a total number of configurations,
NC = floor
(
W ( ~X, ~X ′) + χU
)
(A.23)
where χU is a uniform random number between 0 and 1.
A.1.2 Fixed Node Diffusion Quantum Monte Carlo
A more efficient version of the this algorithm incorporates a trial wave function to guide the random walk
through an importance sampling transformation of the Green’s function. In this algorithm a guiding function,
ΨG, is introduced to guide walkers. This guiding function is often chosen to be the same as the trial wave
function because it is usually the most efficient choice. Using the shorthand,
f( ~X, t) = Φ( ~X, t)ΨG( ~X) (A.24)
Φ( ~X, t) ≡ Φ (A.25)
ΨG( ~X) ≡ ΨG, (A.26)
we multiply both sides of the diffusion equation (A.4) by ΨG and simplify to get,
−∂τf( ~X, t) = ΨG
(−~2
2m
∇2 + [V ( ~X)− ET ]
)
Φ (A.27)
=
−~2
2m
(
∇ ·
(
∇f( ~X, t)− f( ~X, t)FQ( ~X)
))
+ f( ~X, t)
(
EL( ~X)− ET
)
(A.28)
We have defined the local energy EL =
HˆΨG
ΨG
, and the quantum force or drift as DFQ = 2
∇ΨG
ΨG
.
Now we must correct the short time Green’s function to account for this change in the Hamiltonian.
Assuming the drift is constant for a small time step and using similar techniques as last time, K = −D(∇ ·
(∇−FQ)) (using the Fokker-Planck form), and the completeness relation 1 =
∫
dp |p〉〈p|, we get the following
results.
〈R′|e−Kˆτ |R〉 = 1
(2pi)3N
∫
d~p e−i~p· ~X
′
eD(−i∇·(−i∇+iFQ))τei~p· ~X (A.29)
=
1
(4piDτ)3N/2
e−
( ~X′− ~X−DτFQ( ~X))2
4Dτ (A.30)
which is equivalent to the transition probability we used for variational quantum Monte Carlo, TDD. Putting
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this together with the potential yields the complete short time Green’s function,
G˜( ~X → ~X ′, τ)) ≈ 1
(4piDτ)3N/2
e−
1
2 [EL( ~X)+EL( ~X
′)−2ET ]τe−
( ~X′− ~X−DτFQ( ~X))2
4Dτ (A.31)
Notice that here that we must change the time evolution integral to include the guiding function. We can
insert ΨG( ~X
′) on both sides and rearrange it to get:
Φ( ~X ′, t+ τ) =
∫
G( ~X → ~X ′, τ)Φ( ~X, t) (A.32)
f( ~X ′, t+ τ) =
∫
G˜( ~X → ~X ′, τ)f( ~X, t) (A.33)
where G˜ = ΨG( ~X
′)G( ~X → ~X ′, τ)Ψ−1G ( ~X). To better understand how to use this Green’s function let us
split it into two parts,
G˜( ~X → ~X ′, τ) ≈ Gd( ~X → ~X ′, τ)Gb( ~X → ~X ′, τ) (A.34)
Gd( ~X → ~X ′, τ) = 1
(4piDτ)3N/2
e−
( ~X′− ~X−DτFQ( ~X))2
4Dτ (A.35)
Gb( ~X → ~X ′, τ) = e− 12 [EL( ~X)+EL( ~X
′)−2ET ]τ (A.36)
where Gd is the diffusion part of the Green’s function and Gb is the branching part. The branching part
is now proportional to the “excess local energy” and has been symmetrized such that it is imaginary time
reversal invariant.
The density of walkers in regions where ΨG is large is increased and density is decreased where ΨG
is small. It is also important to notice that the first exponential term includes EL instead of the local
potential. The local potential will change greatly based on position while the local energy should remain
roughly constant for a well chosen ΨG. In fact, as ΨG → Φ0, EL( ~X)→ E0 for all ~X.
This technique also includes the fixed node constraint for fermions. The quantum force, FQ, diverges as
a configuration approaches a node. This pushes walkers away from the nodes and reduces the chance they
are crosses. Near the nodal surface the drift goes like 1/x. In practice, as the time step is decreased there is
an increased chance that a walker can overcome this drift and cross over the node. These moves are rejected,
a delta function potential is placed at the node location to prevent configurations from crossing them. A
rejection step is incorporated into the algorithm which prevents these transitions from happening,
A = min
[
1,
G( ~X → ~X ′, τ)|ΨG( ~X ′)|2
G( ~X → ~X ′, τ)|ΨG( ~X)|2
]
. (A.37)
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The greens function for crossing a node is zero due to the additional delta function potential placed at the
node. This A can be derived from the detailed balance requirement on the exact Green’s function, as was
the case for the Metropolis algorithm, and is the same as for variational quantum Monte Carlo with the drift
diffusion operator.
A.2 Algorithm
Here we present a short summary of the fixed-node branching diffusion quantum Monte Carlo algorithm.
Randomly place walkers in configuration space and set ET to something reasonable.
Repeat until ET is stable:
for each configuration:
move each walkers in the walker some distance randomly chosen from the Gaussian distribution:
P (χ) = 1
(4piDτ)3N/2
e−
( ~X′− ~X−DτFQ( ~X))2
4Dτ
~X ′ = ~X +DτFQ(R) + χ
accept or reject the move
paccept = min
[
1, G(
~X← ~X′)(τ)|ΨG( ~X′)|2
G( ~X→ ~X′,τ)|ΨG( ~X)|2
]
evaluate change in potential according to:
p = e−
1
2 [EL( ~X)+EL( ~X
′)−2ET ]τ
clone or kill walker according to:
Nwalker = p+ r
where r is a random number [0, 1]
update ET → ET = ET + α log NtargetNactual
α is some small number
139
Appendix B
Noisy Eigenvalue Problems
There are several cases in quantum Monte Carlo where we are interested in finding the eigenvalues of an
estimated Hermitian matrix. Two important examples are in wave function optimization and finding the
natural orbitals. Because the matrix is Hermitian we would expect that symmetrizing it with respect to it’s
complex conjugate would reduce the bias in the estimate of the eigenvalues. As it turns out, this is not the
case. When correlated noise is added to the matrix it always results in an increased bias in the eigenvalues.
In this section we will consider the error caused in the eigenvalue spectrum when diagonalize a matrix
with Gaussian random noise. Our goal is to determine what procedures we might be able to perform in
order to reduce the bias in these estimates. First we will pose the problem mathematically and illustrate
using a simple example that there can be a bias. Then we will use a cofactor expansion on a simple problem
to determine how the noise effects the eigen-problem. We will conclude with some numerical tests and
comments.
B.1 Illustration of Bias
Given a Hermitian matrix H¯, an asymmetric Gaussian random noise matrix G¯N , and symmetric Gaussian
random noise matrix G¯S of dimension N, what is the bias in the eigenvalues of M¯S = H¯ + G¯S?
Consider the 2×2 matrix,
M¯N =
 a+ x00 − λ c+ x01
c+ x10 b+ x11 − λ
 (B.1)
with exact values as letters, noise as xi,j , and λ the eigenvalue shift. The determinant defines the charac-
teristic equation,
λ2 − λ(a+ b+ x00 + x11) + ab− (c+ x01)(c+ x10) (B.2)
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when we symmetrize the noise all (i, j), (j, i) pairs noise terms are averaged together to yield,
M¯S =
 a+ x00 − λ c+ xs
c+ xs b+ x11 − λ
 (B.3)
with xs =
1
2 (x01 + x10).
Now the characteristic equation is changed to,
λ2 − λ(a+ b+ x00 + x11) + ab− (c+ xs)2 (B.4)
The difference between these two terms is,
(c+ xs)
2 − (c+ x01)(c+ x10) = (x10 − x01)
2
4
(B.5)
Because the x terms are Gaussian random variables the difference between two of them is just like a Gaussian
random number with 2-steps. The variance of x10 − x01 and x10 + x01 are the same, σ2(x10) + σ2(x01).
Here we see the additional source of the bias in the symmetric case. This is a positive definite term which
serves to spread the eigenvalues.
λ± =
(a+ b+ δ00 + δ11)
2
± 1
2
√
(a+ b+ δ00 + δ11)2 + 4(ab+ (c+ δs)2) (B.6)
We can Taylor expand the noise and find that the spread is increased proportional to the sum of the variance
of the elements.
B.2 Spread of eigenvalues
There exists a unitary transformation U That brings H¯ into diagonal form.
M˜ = UT (H¯ + G¯)U (B.7)
= H¯D + G˜ (B.8)
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where H¯D is the diagonalized Hermitian matrix, and G˜ is the transformed Gaussian noise matrix with
elements,
G˜i,l = UTi,jGj,kUk,l. (B.9)
The elements of the transformed Gaussian matrix are Gaussian random variables, but have correlations. In
the case where the unitary transformation is the unit matrix, U = δj,k. In this case the matrix G˜ is equal to
the non-transformed one G¯.
The characteristic equation for the resulting matrix eigenvalue problem is,
C˜ = M˜ − x1¯ (B.10)
C˜(x) = det C˜ (B.11)
C˜(x) ≈
∏
i
(ei − x) (1 + G1 + G2 + G3 + G4) (B.12)
G1 =
∑
j
G˜j,j
(ej − x) (B.13)
G2 =
∑
j<k
G˜j,jG˜k,k − G˜j,kG˜k,j
(ej − x)(ek − x) (B.14)
G3 =
∑
j<k<l
G˜j,jG˜k,kG˜l,l − G˜j,kG˜k,jG˜l,l + G˜j,kG˜k,lG˜l,j
(ej − x)(ek − x)(el − x) (B.15)
G4 =
∑
j<k<l<m
G˜j,jG˜k,kG˜l,lG˜m,m − G˜j,kG˜k,jG˜l,lG˜m,m + G˜j,kG˜k,lG˜l,jG˜m,m − G˜j,kG˜k,lG˜l,mG˜m,j
(ej − x)(ek − x)(el − x)(em − x)
(B.16)
Because we expect the noise to be small, let’s drop all terms with powers of the Gaussian noise greater than
power 2.
C˜(x) ≈
∏
i
(ei − x)
1 +∑
j
G˜j,j
(ej − x) +
∑
j,k: j<k
Detj,k(G˜)
(ej − x)(ek − x)
 (B.17)
Detj,k(G˜) = G˜j,jG˜k,k − G˜j,kG˜k,j (B.18)
with ei the i
th eigenvalue of the noiseless Hermitian matrix. The eigenvalues of the noisy matrix are the
zeros of the characteristic equation. These zero are found when,
1 +
∑
j
G˜j,j
(ej − x) +
∑
j,k: j<k
Detj,k(G˜)
(ej − x)(ek − x) = 0 (B.19)
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We are particularly interested in the case where we expand x around an exact solution, x = ei − ∆x and
keep terms of order 1. Let’s first look at the diagonal term,
1 +
∑
j
G˜j,j
(ej − x) = 0 (B.20)
expanding this around eigenvalue i yields,
∑
j
G˜j,j
(ej − x) ≈
G˜i,i
∆x
+
∑
j 6=i
G˜j,j
(ej − ei) (B.21)
To first order in ∆x and second order in the noise the solution is at,
∆x = −G˜i,i +
∑
j 6=i
G˜j,jG˜i,i
(ej − ei) (B.22)
〈∆x〉 =
〈∑
j 6=i
G˜j,jG˜i,i
(ej − ei)
〉
(B.23)
Eqn. B.23 only has an expectation value other than zero in the case that there is correlations between
different diagonal elements. This term is proportional to the variance of the noise, σ2, and spreads the levels
apart.
To the same order the second term becomes,
∑
j,k: j<k
Detj,k(G˜)
(ej − x)(ek − x) ≈
∑
k 6=i
Deti,k(G˜)
∆x(ek − ei) +
∑
j,k: j<k,(j,k) 6=i
Detj,k(G˜)
(ej − ei)(ek − ei)
−
∑
k 6=i
Deti,k(G˜)
(ek − ei)2 (B.24)
Keeping terms quadratic in the noise,
∆x = −
G˜i,i +∑
k 6=i
Deti,k(G˜)
(ek − ei)

×
1−∑
j 6=i
G˜j,j
(ej − ei) −
∑
j,k: j<k,(j,k)6=i
Detj,k(G˜)
(ej − ei)(ek − ei) +
∑
k 6=i
Deti,k(G˜)
(ek − ei)2
 (B.25)
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To first order in (ek − ei)−1 the solution for the bias is,
∆x = −
G˜i,i +∑
k 6=i
G˜i,kG˜k,i
(ek − ei)
 (B.26)
〈∆x〉 =
∑
k 6=i
G˜i,kG˜k,i
(ei − ek) (B.27)
This spreads the eigenvalues apart. For the largest ei the denominator is always positive, for the smallest ei
it is always negative.
B.3 Higher Order Terms
It is straightforward to expand to higher order terms in (ek − ei)−1, however we need to keep those terms
from the original Gaussian noise matrix that are of the same magnitude. In that case we start from the
characteristic equation defined by,
C˜(x) ≈
∏
i
(ei − x) (1 + G1 + G2 + G3 + G4) (B.28)
G1 =
∑
j
G˜j,j
(ej − x) (B.29)
G2 =
∑
j<k
G˜j,jG˜k,k − G˜j,kG˜k,j
(ej − x)(ek − x) (B.30)
G3 =
∑
j<k<l
G˜j,jG˜k,kG˜l,l − G˜j,kG˜k,jG˜l,l + G˜j,kG˜k,lG˜l,j
(ej − x)(ek − x)(el − x) (B.31)
G4 =
∑
j<k<l<m
G˜j,jG˜k,kG˜l,lG˜m,m − G˜j,kG˜k,jG˜l,lG˜m,m + G˜j,kG˜k,lG˜l,jG˜m,m − G˜j,kG˜k,lG˜l,mG˜m,j
(ej − x)(ek − x)(el − x)(em − x)
(B.32)
and simplify from there.
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∆x =
term 1︷ ︸︸ ︷∑
j 6=i
G˜i,jG˜j,i
(ej − ei)
+
term 2︷ ︸︸ ︷∑
j 6=i
G˜j,j
(ej − ei)
∑
k 6=i
Deti,k(G˜)
(ek − ei)

−
term 3︷ ︸︸ ︷∑
k 6=i
Deti,k(G˜)
(ek − ei)
∑
k 6=i
Deti,k(G˜)
(ek − ei)2

+
term 4︷ ︸︸ ︷∑
k 6=i
Deti,k(G˜)
(ek − ei)
 ∑
j,k: j<k,(j,k)6=i
Detj,k(G˜)
(ej − ei)(ek − ei)
 (B.33)
The denominators are all odd in powers of energy differences, if the numerator is positive the term spreads
the spectrum of the eigenvalues. If it is negative it compresses it. Term one is linear and due solely to the off
diagonal terms. Symmetric noise matrices should show this bias while non-symmetric noise matrices should
lack it. This term is similar to an avoided level crossings term in degenerate perturbation theory. Terms two
and three involve both the diagonal and off diagonal noise elements. They are capable of compressing or
expanding the spectrum. However, term three has order N3 terms while term two has only order N2 terms.
We would expect term three to dominate except in the case of a single closely spaced eigenvalue to the one
we are expanding around.
B.4 Results
In this section we consider the eigenvalues of the following Hermitian matrix,
H¯ =

1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4
.

(B.34)
Starting from this exact Hermitian matrix we add Gaussian random noise and find the eigenvalues. We will
consider uniform random noise for all matrix elements. The noise sources or the Hermitian matrix can then
be rotated using a random unitary rotation. We average over at least 16000 different random matrices and
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scale them for correlated differences between different noise magnitudes. We determine the added spread
between the largest and smallest eigenvalue since the random noise will shift them up and down contributing
to the noise of their location, but averaging to zero. “Asym” means no specific symmetry, “Sym noise” refers
to symmetrization of (i, j) = (j, i), while “Fully-Sym” symmetrizes all off diagonal together and all diagonal
together. Larger matrices have also been diagonalized, up to 40× 40 and all stated results are the same.
As shown in figure B.2 and B.1, performing a unitary rotation does not alter the spread of the eigenvalues.
In these figures it can clearly be seen that the symmetrization process leads to a non-negligible bias which
is linear in the variance. The next highest order correction is negative and quadratic in the variance, as
predicted by the proceeding analysis for higher order terms.
Figure B.1: Spread between maximal and minimal
eigenvalues for uniform noise that has undergone a
random unitary transformation.
Figure B.2: Spread between maximal and minimal
eigenvalues for uniform noise that has not undergone
a random unitary transformation.
B.5 Discussion
We have written out a formula for the scaling of the bias in a noisy eigenvalue problem to first order in
the energy separation between eigenvalues. Empirically, this agrees well with data we have gathered. We
have also showed that symmetric noise matrices provide an additional source of bias. Fully symmetrizing
the matrix results in a smaller spread than only symmetrizing pairs, but is still worse than the original non
symmetric matrix. We could go further in the expansion to determine higher order biases, however this is
not particularly useful because no obvious correction scheme can come out of it. Finally, we note that this
analysis is similar to that found using degenerate perturbation theory. At second order the perturbation
spreads the eigenvalues, and at fourth order it squeezes them.
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Figure B.3: Spread between maximal and minimal
eigenvalues for very large uniform noise that has un-
dergone a random unitary transformation. Here we
plot the difference between the symmetrized and non-
symmetrized versions to illustrate the linear term
present in the symmetrized version.
Figure B.4: Spread between maximal and minimal
eigenvalues for very large uniform noise that has not
undergone a random unitary transformation. Here
we plot the difference between the symmetrized and
non-symmetrized versions to illustrate the linear term
present in the symmetrized version.
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Appendix C
Practical Considerations for Quantum
Monte Carlo Calculations
In this appendix we outline the steps necessary for performing well converged quantum Monte Carlo calcu-
lations.
C.1 Molecular Diffusion quantum Monte Carlo calculations
• Choose Pseudopotential or all electron calculation.
For energy differences and most chemistry applications using elements larger than helium, good pseu-
dopotentials produce acceptible results. It is still desirable to test them to determine their quality.
Ionization energies, cohesive energies, or equilibrium bond lengths can be compared to references to
determine how well the pseudopotential is doing.
• Choose quantum chemistry method to produce orbitals.
For molecular systems with a strong multi-reference character it may be necessary to use high level
quantum chemistry calculations to obtain good starting points for the orbitals and CSF coefficients.
Otherwise MP2 and CISD are usually sufficient.
• Choose the wave function for for the quantum Monte Carlo calculation.
For high accuracy calculations using 1, 2, and 3, body terms in the Jastrow and a massive multi-
determinant expansion is a good idea. For less accurate calculations using all three terms in the
Jastrow is still desirable because it increases the computational efficiency by reducing the variance of
the energy.
• Optimize the trial wave function.
Usually 4 optimization blocks are sufficient. 2 with variance minimization, and two with energy
minimization. This varies from system to system, so monitoring the convergence of the variance and
energy as the optimization algorithm iterates is important. when the parameters stop changing and
the cost function levels off then the optimization is done.
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• Converge number of configurations.
Choose a time step with a reasonable accept rate, something between 90% and 95%, and compute the
energy as a function of number of walkers. For good wave functions this should converge rapidly to an
asymptote. Typically a few thousand configurations are sufficient.
• Converge quantum Monte Carlo time step.
For all electron calculations this may be quite small, of order 0.001Ha−1. For pseudopotentials it is
usually much larger, 0.01Ha−1 or more.
• Compute variational and diffusion quantum Monte Carlo observables using your converged parameters.
It is useful to get good variational estimates for observables in addition to the diffusion quantum Monte
Carlo ones. They can be used to extrapolate estimators and as a reference for the quality of the trial
wave function.
C.2 Periodic Diffusion quantum Monte Carlo calculations
Performing well converged diffusion quantum Monte Carlo calculations in periodic solids is very similar to
molecules. Here we outline some additional considerations for these calculations in solids.
C.2.1 General Considerations and Considerations For Equation of State
Calculations
• Choose Pseudopotential or all electron calculation.
Most all solid state calculations require the use of a pseudopotential. Choosing one is non-trivial.
Regardless of whether you generate one or use one someone else made, it should be tested thoroughly.
It is possible to test it first using density function theory. The equation of state, phase transition
pressures, and excitation spectra can be quickly computed and provide information about how well
the psuedopotential describes the all electron Hamiltonian. If the density functional theory values
appear good, then similar tests can be performed using quantum Monte Carlo.
• Choose method to produce orbitals.
For single Slater Jastrow calculations, optimizing a Jastrow and then computing the diffusion quantum
Monte Carlo energy is sufficient to test the quality of the orbitals. As long as the time step error from
the pseudopotential is controlled using T-moves, the method which produces the orbitals with the
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lowest energy should be used for production level calculations. Usually the best methods are high level
density functional theory calculations.
• Choose the wave function for for the quantum Monte Carlo calculation.
The form of the trial wave function is more limited in periodic solids. Though work has begun using
multi-determinents in solids, they have yet to be useful. Two options are possible, Slater-Jastrow and
Slater-Jastrow-backflow. It is usually sufficient to use a backflow wave function to validate the quality
of the Slater-Jastrow wave function.
• Optimize the trial wave function.
The same as molecular systems.
• Converge number of configurations.
The same as molecular systems.
• Converge quantum Monte Carlo time step.
The same as molecular systems.
• Converge finite size effects.
To converge the finite size errors for periodic solids we perform calculations on several different supercell
and twist combinations. For instance, we can compute a 4× 4× 4 supercell on a 6× 6× 6 twist grid
then 6× 6× 6 supercell on a 4× 4× 4 twist grid and finally a 12× 12× 12 supercell on a 2× 2× 2 twist
grid, and then extrapolate the energy as 1/Volume to the thermodynamic limit. Other quantities have
different extrapolations, some of which can become quite complicated. We note that many forms of
finite size extrapolation exist: it is an active field of research [51, 32, 91, 38].
• Compute variational and diffusion quantum Monte Carlo observables using your converged parame-
ters.
For some observables, including the momentum distribution, it is necessary to have the variational
quantum Monte Carlo estimates to be able to perform finite size extrapolations on the diffusion quan-
tum Monte Carlo data.
C.2.2 Considerations for Band Gap Calculations
When performing band gap calculations, it is important to get the symmetry of the excited states correct.
There is no variational principle in diffusion quantum Monte Carlo for states which transform according to
a symmetry group of irreducible representation greater than one [47]. Thus when we compute energies of
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excited states, if there are multiple states which are degenerate at the density functional theory level, we
must rotate them so that they have good symmetry.
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Appendix D
Hartree-Fock Renyi Entropies
The non-interacting reference entropies are computed using the correlation function technique [120, 141].
This technique maps the eigenvalues of the correlation function matrix to that of the density matrix for a
non-interacting problem. Solving for those eigenvalues allows us to then compute the Renyi entropies of the
system as well as the entanglement spectrum and eigenvectors. In this appendix we provide a breif outline
of the method taken from reference [141].
For a free particle Hamiltonian,
Hˆ = −
∑
m,n
tˆm,nc
†
ncm (D.1)
with n and m subsystem site indices, and ci and c
†
i the creation and annihilation operators for state i,
eigenvalues for the density matrix can be computed using the relationship between it and the correlation
function matrix. The correlation function matrix,
Cij = 〈c†i cj〉, (D.2)
is determined entirely by the one particle operators. For this Hamiltonian we can write the density matrix as
the exponential of a fictitious Hamiltonian, the entanglement Hamiltonian, with energy levels ξk and single
particle operators ak and a
†
k,
ρ = K exp
(
−
∑
k
a†kakξk
)
. (D.3)
where K is a normalization constant set by Tr(ρ) = 1. The new states, ak are related to the eigenvectors of
the correlation matrix by, ci =
∑
k φk(i)ak, and the eigenvalues of the entanglement Hamiltonian are related
to those of the correlation matrix, ζi, by,
ξi = log
(
1− ζi
ζi
)
. (D.4)
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The von Neumann Entropy, S1, is then computed as,
S1 =
∑
i
ln (1 + exp (ξi)) +
−ξi
1 + exp (−ξi) (D.5)
and higher order Renyi entropies using a recursive formula,
m0 = 0
w0 = 1
i = 1
while i < Ntot
wi = wi−1(1 + exp (−ξi))
mi = mi−1 + exp (−nξi)(1 +mi−1)
i = i+ 1
Sn =
1
1−n log
(
mNtot+1
(wNtot )
n
)
(D.6)
as shown in reference [148].
When computing high order Renyi entropies or the entropy of a large region, m and w can develop
numerical instabilities. The eigenvalues of the correlation function matrix, ζi, can be interpreted as the
occupations of the natural orbitals for region A [121]. As the region size increases more of these orbitals
become occupied with ζi → 1 exponentially fast. The normalization factor, w, and the unnormalized trace,
m, contain terms that diverge as the system or Renyi entropy order, n, grows large: w =
∏
i(1− ζi)−1 and
m ∼∏i(1− ζi)−n.
While each term diverges individually, the ratio, rm,w =
mNtot+1
(wNtot )
n → 0. This ratio can be written as
a function of the Renyi entropies which has a known scaling form, rm,w = exp ((1− n)Sn). We can see
that this ratio, rm,w, scales as L
(1−n)L for the spherical geometry, which goes to zero as the system size
increases. To deal with these numerical issues and maintain good accuracy for all system sizes, we use
arbitrary precision libraries.
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