One of entropy's puzzling aspects is its dimensions of energy/temperature. A review of thermodynamics and statistical mechanics leads to six conclusions: ͑1͒ Entropy's dimensions are linked to the definition of the Kelvin temperature scale. ͑2͒ Entropy can be defined to be dimensionless when temperature T is defined as an energy ͑dubbed tempergy͒. ͑3͒ Dimensionless entropy per particle typically is between 0 and ϳ80. Its value facilitates comparisons among materials and estimates of the number of accessible states. ͑4͒ Using dimensionless entropy and tempergy, Boltzmann's constant k is unnecessary. ͑5͒ Tempergy, kT, does not generally represent a stored system energy. ͑6͒ When the ͑extensive͒ heat capacity Cӷk, tempergy is the energy transfer required to increase the dimensionless entropy by unity.
I. INTRODUCTION
Entropy has many faces. It has been interpreted as a measure of disorder, 1 the unavailability of work, 2 the degree of energy spreading, 3 and the number of accessible microstates 4 in macroscopic physical systems. While each of these interpretations has a logical basis, it is unclear why any of them should have the dimensions of energy per unit temperature. Indeed the common entropy unit, J K Ϫ1 , is as mysterious as entropy itself. The goal here is to answer the following questions: ͑i͒ Why does entropy have the dimensions of energy per unit temperature? ͑ii͒ Are these dimensions necessary and/or physically significant? ͑iii͒ How would thermal physics differ if entropy were defined to be dimensionless and temperature were defined as an energy? ͑iv͒ What range of values does dimensionless entropy per particle have? ͑v͒ If temperature is defined as an energy, called tempergy, does it have a meaningful physical interpretation? An examination of thermal physics books [5] [6] [7] [8] [9] [10] shows that although some authors define entropy as a dimensionless quantity and some define temperature as an energy, no in-depth discussion of questions ͑i͒-͑v͒ seems to exist. What follows is in part a review and synthesis of ideas that are scattered throughout textbooks, with the goal of filling this gap.
In Sec. II, we review common definitions of entropy in thermodynamics, statistical mechanics, and information theory. In Sec. III we observe that in each case one can replace S by a dimensionless entropy S d and that, in a sense, entropy is inherently dimensionless. We show how handbook entropy values can be converted to dimensionless entropies per particle, assess the range and meaning of the latter numerical values, and use them to estimate the number of accessible states. Defining entropy as a dimensionless quantity leads naturally to a definition of temperature as an energy ͑tempergy͒. In Sec. IV, we argue that although in very special cases, tempergy is a good indicator of the internal energy per particle, per degree of freedom, or per elementary excitation, no such property holds in general. Thus tempergy cannot be interpreted generally as an identifiable stored energy. In Sec. V we show that under typical laboratory conditions, tempergy is the energy transfer needed to increase a system's dimensionless entropy by unity. In addition, tempergy shares with temperature the property of determining the internal energy ͑quantum statistical average energy͒ and thus the energy spectrum region where the system spends most time executing its ''entropy dance.'' Section VI contains a recapitulation and main conclusions.
II. DEFINITIONS OF ENTROPY AND THE ''ENTROPY DANCE''
Clausius defined the entropy change dS of a system at temperature T, in terms of an infinitesimal reversible heat process during which the system gains energy ␦Q rev . His famous entropy algorithm is 11 dSϭ ␦Q rev
T
. ͑1͒
Extending this process along a finite path with a finite energy transfer, integration of ͑1͒ leads to an entropy difference S final ϪS initial . This procedure is commonly used as a calculation tool to obtain path-independent entropy differences. It is evident from Eq. ͑1͒ that S has the dimensions of energy per unit temperature ͑common units are J/K͒. Notably, Clausius used the Kelvin temperature T in ͑1͒. This can be traced to the definition of the Kelvin temperature scale and the following property of dilute gases. If an N particle dilute gas has pressure p and volume V, then pV N ϭϭfunction of temperature. ͑2͒
The Kelvin temperature T is defined to be proportional to and to have the value T 3 ϭ273.16 K at the triple point of H 2 O. It follows that
ϭkT, ͑3͒
where the constant of proportionality, kϭ1.3807 ϫ10 Ϫ23 J K Ϫ1 , is Boltzmann's constant. Extrapolation of ͑2͒ to low temperatures shows that Tϭtϩ273.15, where t is the Celsius temperature. The above-mentioned specification of T 3 assures that the Kelvin and Celsius scales have equal degree sizes. An interpretation of Eq. ͑3͒ is that k is a conversion factor that links temperature and energy. The product kT, which is ubiquitous in thermal physics, enables correct dimensions whenever an energy, heat capacity, or pressure is expressed as a function of T in Kelvins.
Modern-day values of Boltzmann's constant are obtained from data on the universal gas constant R ϭ8.3145 J K Ϫ1 mol Ϫ1 , evaluated from dilute gas data, and Avogadro's number, N A . [12] [13] [14] [15] That is, combining ͑2͒ and ͑3͒ with the corresponding standard molar equation pVϭnRT, where n is the mole number, gives kϭR/(N/n)ϭR/N A . We note that k and R are two versions of the same constant using different unit systems.
Given the definition of temperature above and the fact that all reversible Carnot cycles operating between fixed reservoir temperatures T c and T h have efficiency 1ϪT c /T h , one finds that for any such Carnot cycle,
where (Q h ,Q c ) are the energies gained by the working fluid at (T h ,T c ). In many textbooks, these properties are used to obtain the Clausius inequality, ⌺ i Q i /T i р0, for a cycle with segments iϭ1,2,..., and this inequality is then used to obtain the entropy algorithm, Eq. ͑1͒.
16,17
In Callen's modern formulation of classical thermodynamics, 18 the entropy function S is postulated to exist for equilibrium thermodynamic states. It is specified to be extensive, additive over constituent subsystems, and to vanish in a state for which (‫ץ‬U/‫ץ‬S) V,N ϭ0. Here U is the internal energy and the derivative is taken holding particle numbers and external parameters fixed. The dimensions of S come from the requirement that the latter derivative be identified as the Kelvin temperature; i.e.,
and this gives S the dimensions energy/temperature. Again the dimensions of S are linked to the definition of temperature.
In statistical physics, entropy is usually defined using the Boltzmann form,
The factor k is Boltzmann's constant, which was actually introduced into Eq. ͑6͒ by Planck. Using radiation data, Planck obtained the first numerical value of k. 19 In classical statistical mechanics, W is proportional to the total phase space volume accessible to the system. This volume is in the 6N-dimensional phase space consisting of the position and momentum coordinates for the N particles. If there are internal degrees of freedom, say, for diatomic molecules that can rotate and vibrate, the dimensionality of the phase space is increased accordingly. In the quantum framework, W represents the number of quantum states that are accessible to the system. Evaluation of W to obtain S is a main task of the microcanonical ensemble formalism of statistical mechanics.
Several things should be kept in mind. First, the term accessible means accessible under specified experimental conditions, e.g., the system's temperature is fixed, which implies that the system's quantum state is likely to be in a specific region of the energy spectrum ͑we discuss this further in Sec. V͒. Second, if states are accessible, this implies that the system can be in any of them. Classically, this means that the system's phase point, ͑r, p͒, which consists, say, of 6N position and momentum components, moves through the accessible phase space as time increases. Quantum mechanically, the system's state can make transitions between the accessible states. With this view, S has the interpretation of being a ''spreading'' function. 3 This ''spreading'' can usefully be envisioned as a dance over the system's accessible states. When the dance involves more states ͑or phase space volume͒ then the entropy is greater; thus we call it an entropy dance. Last, but not least, we observe that although the factor k in Eq. ͑6͒ gives S its conventional dimensions of energy/ temperature, S/k contains all the essential physics. In this sense, entropy is inherently a dimensionless entity.
In information theory, the missing information, MI, is defined as
where P i is the probability of finding the system in state i, with energy eigenvalue E i , and c is an arbitrary multiplicative constant. 20 Equilibrium statistical mechanics at constant temperature can be obtained by maximizing the function MI under the constraint that the average energy is fixed. 21 This procedure leads to the conclusion that if one makes the identifications SϭMI and cϭkϭBoltzmann's constant, then consistency with classical thermodynamics is obtained, and
Z is the canonical partition function of statistical mechanics. Notably, in both P i and Z, temperature occurs only through the product ϭkT. As in the microcanonical formalism, entropy's dimensions come solely from the factor k. Here the essential physics is contained within the set ͕P i ͖. In this sense, the canonical ensemble entropy is inherently dimensionless.
III. DIMENSIONLESS ENTROPY AND TEMPERGY
The arguments above suggest that the tempergy, ϭkT, has significance. Nevertheless, it is the temperature T, and not , that is commonly used as a thermodynamic variable. 22 Recall that is traditionally written as kT in order to obtain an absolute temperature scale with a degree size equal to the Celsius degree. Had the temperature been defined as , then T h and T c in Eq. ͑4͒ would have been replaced by h and c , respectively. Similarly, the Clausius algorithm, ͑1͒, would have taken the form
where S d is the dimensionless entropy,
Use of ͑10͒ in Eq. ͑6͒, gives the dimensionless Boltzmann form
It might seem that using rather than T would upset thermodynamics as we know it, but this is not so because it is possible to view the Kelvin as an energy, 23 i.e., 1 K ϵ1.3807ϫ10 Ϫ23 J. It should be kept in mind, however, that although tempergy and internal energy have the same dimensions, they are very different entities, and we show in Sec. IV that in general, tempergy cannot be related to a stored system energy. Had the previously described steps been followed historically, entropy would have been dimensionless by definition and we might never have encountered the Kelvin temperature scale or Boltzmann's constant.
It is instructive to examine the intensive dimensionless entropy per particle, 24 ,25
In what follows, unless stated otherwise, we focus on onecomponent, single-phase systems. What are typical values of ? Consider graphite, with entropy 5.7 J K Ϫ1 mol Ϫ1 at standard temperature and pressure. Equation ͑12͒ implies the dimensionless entropy per particle, ϭ0.68. Similarly, one finds that diamond has ϭ0.29 while lead has ϭ7.79. At Tϭ1 K, solid silver has ϭ8.5ϫ10
Ϫ5 , which seems consistent with approaching zero for T(or )→0. 26 It turns out that the dimensionless entropies per particle of monatomic solids are typically Ͻ10, as illustrated in Fig. 1͑a͒ .
For monatomic dilute gases in the classical domain, the Sackur-Tetrode formula for entropy 27 implies that the dimensionless entropy per particle is ϭϪ1.16ϩ1.5 ln͑ M a ͒ϩ2.5 ln͑T ͒ ͑13͒
at pressure 0.101 MPa, where M a is the atomic mass in mass units, and T is the Kelvin temperature. At Tϭ298.15 K, this implies ϭ15.2 for helium gas and ϭ21.2 for the relatively massive radon gas. Figure 1͑a͒ shows that at standard temperature and pressure, 15ϽϽ25 for most monatomic gases. This range is above that for monatomic solids because gas atoms are less constrained than solids and gases have more accessible states. Figure 1͑a͒ also shows that 15Ͻ Ͻ30 for most diatomic gases. For a given particle mass, diatomic gases have higher entropy because their entropy dance involves more states. Entropy tends to increase with particle mass, as in ͑13͒, because the density of states ͑num-ber of energy states per unit energy͒ is greater for more massive particles.
3 Figure 1͑b͒ shows that entropy is larger for more complex molecules. Again entropy tends to increase with particle mass, but this tendency can be overshadowed by the sensitivity of to the number of atoms per molecule. For example the solid C 18 H 38 ͑octadecane͒, with molecular mass 254 u and 56 atoms per molecule has considerably higher than the solid Br 2 Hg 2 , with more than twice the molecular mass 561 u, but only four atoms per molecule. The octadecane molecules have many more degrees of freedom and accessible states. Approximate ranges of for gases, liquids, and solids are summarized in Table I .
Overall, a helpful rule of thumb is that is typically between 0 and ͑roughly͒ 80 at ordinary temperatures and pressures. We may gain a deeper understanding of the numerical information in Table I and Fig. 1 . A range of and W values is given in Table II. We close this section with two observations. The first is that use of leads naturally to a dimensionless heat capacity 
where the derivatives hold particle numbers and externally variable parameters fixed.
IV. TEMPERGY IS NOT GENERALLY A STORED SYSTEM ENERGY
In general, tempergy cannot be linked to an energy per particle, per degree of freedom, or per excitation. Despite this fact, we enumerate some very special cases for which is so related. The equipartition theorem implies that for monatomic and diatomic ideal gases in the classical domain, namely at sufficiently high and/or low density, each degree of freedom ͑including rotations and/or vibrations when these modes are active͒ stores 1 2 of energy on average. A sufficient condition for equipartition in the classical domain is that each degree of freedom have an energy that is quadratic in its variable, e.g., momentum for translational kinetic energy and displacement for vibrational energy. 30 Thus, below the critical temperature, the tempergy is within 30% of the average energy per excited particle. However, because the particles in the ground state contribute zero energy, is not a good indicator of U/N.
Our
where J U ϭ 4 /15ϭ6.494 is the integral in ͑19͒. The average number of photons, which depends upon both the container volume V and the temperature , is
where J N ϭ2.404 is the integral in ͑20͒. The combination of Eqs. ͑19͒ and ͑20͒ gives
͑21͒
The average energy per photon is seen to be 2.7, despite the fact that Uϰ 4 . This is true because N photons ϰ 3 . These results hold for all Ͼ0.
In order to understand how very special the abovementioned cases are, we take a closer look at the Debye model of a solid, which accounts for small oscillations of coupled atoms. Using normal coordinates, the model reduces to a collection of independent linear oscillators. Debye assumed the distribution of the oscillators' frequencies coincides with the distribution of sound wave frequencies in the solid, and that there is a maximum frequency, D . For ӷh D , the model predicts that the system energy ͑relative to the ground state͒ →3N. This reflects energy equipartition, i.e., average energy /2 for each of the 6N degrees of freedom (3N from kinetic and 3N from potential energies͒. In the low temperature limit, Ӷh D , quantum behavior prevents equipartition, and it is interesting to examine the average energy per excitation. These excitations, called phonons, are usefully viewed as independent, identical quasiparticles that obey Bose-Einstein statistics. Using the canonical ensemble, the average energy of the phonons can be written
and the average number of phonons is
The quantities I U and I N are shorthand notations for the integrals that appear in Eqs. ͑22͒ and ͑23͒, respectively. Notice that the number of phonons depends on the temperature, which is reminiscent of the photon gas. Combining these equations gives
͑24͒
Numerical evaluations of the integrals I U and I N show that for values of between 0 and h D , the right-hand side of ͑24͒ ranges from 2.7 to 0.64 , as illustrated in Fig. 2 . Notice that the factor 2.7 arises in the zero temperature limit, for which I U /I N ϭJ U /J N ͓see Eqs. ͑19͒-͑21͒ for the photon gas͔. We conclude that for sufficiently low temperatures, the Before closing this section, we consider another model for which cannot be related to a stored system energy. Consider a collection of independent particles, each with two accessible states, having energies 0 and ⑀Ͼ0. Figure 3 shows graphs of U/(N⑀) vs /⑀ and U/(N) vs /⑀. For /⑀Ͻ1, relatively few particles are in the excited states and the average energy per particle U/NӶ0.5⑀. For /⑀ӷ1, the fraction of particles in the excited state approaches 0.5. Thus, when increases without bound, U/N→0.5⑀ while U/(N)→0. Figure 3 shows that U/NϽ0.28 for all values of . Also, because UϭN exc ⑀, where N exc is the average number of particles in the higher energy state, it follows that U/N exc ϭ⑀, independent of . Thus, for this simple model of two-state independent particles, is neither a good indicator of the average energy per particle nor the average energy per excitation.
For the special cases where tempergy can be related to the average energy per particle, per degree of freedom, or per excitation, the total energy can be written as the sum of the energies of similar, independent particles or quasiparticles, or degrees of freedom. In some cases the special result follows because the particle energy is quadratic in a momentum or position variable and the temperature is sufficiently high. In other cases, the special result seems to be related to BoseEinstein statistics. However, when such special conditions do not exist, we cannot relate to a stored system energy.
Except for special cases, is a poor indicator of the internal energy per particle, per degree of freedom, or per elementary excitation, and no universal interpretation of tempergy as a meaningful stored energy is known.

V. A PHYSICAL INTERPRETATION OF TEMPERGY
Given that generally cannot be associated with a meaningful stored energy, it is natural to ask if it has any general and useful physical interpretation. We know that temperature represents the degree of hotness for objects, and when two objects interact thermally, energy flows from hotter to colder. 33, 34 This very useful interpretation holds for tempergy as well as temperature but provides no particular insights for .
In search of such insights, we consider an energy transfer QϾ0 to a system by a heat process. In terms of the ͑exten-sive͒ heat capacity C(T),
where the last step defines the average heat capacity C for the interval (T,Tϩ⌬T), with ⌬TϾ0. C is well defined unless ⌬Tϭ0 and Q 0. This special case, which occurs for two coexisting phases, is treated separately later. If we make the special choice QϭkT, and also assume that C ӷk ͑be-cause C is extensive and k is a constant͒ it follows that
The dimensionless entropy change of the system when its temperature increases from T to Tϩ⌬T is
Because C(TЈ)Ͼ0, we may establish lower and upper bounds on ⌬S d by replacing 1/TЈ by 1/(Tϩ⌬T) and 1/T, respectively, as follows:
C͑TЈ͒dTЈ.
͑28͒
The equalities hold in the limit ⌬T→0. Using Eq. ͑25͒ in ͑28͒, we obtain Q/͓k(Tϩ⌬T)͔р⌬S d рQ/(kT). For the special case QϭkT, this becomes T/(Tϩ⌬T)р⌬S d р1. Application of Eq. ͑26͒ then gives
QϭϭkT. ͑29͒ Because we assume C ӷk, expansion of the left-hand side in ͑29͒ to order k/C leads to the conclusion ͉⌬S d Ϫ1͉Ͻk/C , and this brings us to our desired result,
is very general, and is satisfied whenever C is well defined. We now show that it holds for various real and model systems over a wide range of temperatures.
For an isothermal transfer Qϭ, ͑30͒ obviously holds because ⌬S d ϭQ/ϭ1. This is true even if the system consists of two coexisting phases at constant pressure, in which case Q 0, ⌬Tϭ0, and C -defined in Eq. ͑25͒-does not exist. It is instructive to examine this interesting case. If L is the ''heat of transformation'' per mole, then Qϭ⌬n LϭkT when ⌬n moles get transformed. This gives ⌬nϭk/(L/T) ϭk/⌬s mol , where ⌬s mol is the entropy of transition per mole. In particle language this implies ⌬NϭR/⌬s mol ϭ1/( 2 Ϫ 1 ). 25 Here 2 and 1 refer to the higher and lower entropy phases, respectively. To see the implications of this, consider a transition from liquid to vapor ͑assuming no dissociation upon vaporization͒. In this case 2 Ϫ 1 ϭ⌬ vap , the dimensionless entropy of vaporization per particle. For many such liquids, it is known that ⌬ vap Ϸ10 at atmospheric pressure. 35 Notably, this implies ⌬NϽ1, i.e., not even one molecule goes from liquid to vapor when Q ϭ. In fact the condition ⌬NϾ1 requires that ⌬ vap Ͻ1. Although this condition is satisfied for any saturated liquid at pressures and temperatures sufficiently close to its critical point, the typical result ⌬NϽ1 for atmospheric pressure underscores the smallness of the energy transfer . If indeed ⌬NϾ1, the result ⌬S d ϭ1 is independent of both ⌬N and the amount of liquid and vapor in the system because the process is isothermal. If ⌬NϽ1 there is no phase transition and the liquid-vapor system acts as a system with heat capacity CϭC liquid ϩC vapor . If C ӷk our earlier argument implies ⌬S d ϭ1 for the almost-isothermal process in the twophase system.
Another almost-isothermal process entails the heating of 1 g of copper, initially at Tϭ1 K and with constant-pressure heat capacity, Cϭ1.2ϫ10 Ϫ5 J/K. When energy QϭϭkT is added to this system, Eq. ͑26͒ implies that ⌬/ϭ⌬T/T ϭk/C ϭ10 Ϫ18 , and Eq. ͑30͒ is valid. For higher temperatures, C is larger and thus ⌬/ is even smaller. Evidently for copper, Eq. ͑30͒ holds over a wide range of temperatures.
The derivation of Eq. ͑30͒ fails when C is comparable with k. Because C is proportional to the system's mass, this happens if the system is sufficiently small. It happens also if the system is sufficiently cold because C→0 for T→0. We now investigate how low T must get to make ͑30͒ invalid for a given sample size.
Consider a Debye solid with TӶT D , the Debye temperature. In this region, C(T) is well approximated by 32 C(T) ϭbNk(T/T D ) 3 where bϭ12 4 /5ϭ234. Defining ϵ⌬T/T, it follows that when T→Tϩ⌬T,
Setting QϭkT, solving for (1ϩ) and substituting the result in ͑32͒, we find that
Ϫ1 ͬ .
͑33͒
Expansion of the first term in the square brackets leads to
For any TӶT D , the second term on the right-hand side becomes negligible for sufficiently large N. 36 If we demand that this term be no larger, say, than 0.001, the implied condition is
This condition is most restrictive for small samples of solids with relatively high Debye temperatures. For diamond, with the exceptionally high Debye temperature T D ϭ2200 K, ͑35͒ becomes NT 3 Ͼ2.3ϫ10 10 . Choosing the relatively small sample size 10 Ϫ6 mol or Nϭ6.02ϫ10 17 and massϭ1.2 ϫ10 Ϫ8 kg, this is satisfied for TϾ0.003 K. Given diamond's high Debye temperature, this example suggests that ⌬S d ϭ1 is a good approximation when QϭϭkT for most macroscopic solids over all but the very lowest attainable temperatures.
In addition to the lattice vibrations, electrons contribute to the heat capacity in metals. Using the free electron model, at low temperatures the electronic heat capacity is proportional to T. Therefore the total low-temperature heat capacity has the form CϭATϩBT 3 , where the linear and cubic terms come from the electrons and lattice, respectively. Using data for metals, 37 one can explicitly confirm whether Cӷk for a sample of a given size. For example, at Tϭ10 Ϫ6 K, a calculation for 10 Ϫ6 mol (9ϫ10 Ϫ9 kg) of beryllium shows that for Qϭ, ⌬S d ϭ1.000 ͑to four digits͒. Even more convincing results hold for other metals and also for larger sample sizes.
Yet another example is a Bose-Einstein ͑BE͒ ideal gas below its critical temperature for BE condensation. A cubic centimeter of material with the density of liquid helium has Nϭ2.2ϫ10 22 
A graphical interpretation of Eq. ͑36͒ is given in Fig. 4 , assuming that W(U)ϰU Y . This form satisfies the concavity condition above and, for the special case of a classical monatomic ideal gas, it is well known 41 that Y ϰN.
VI. CONCLUSIONS
Entropy's conventional units, J/K, can be traced to the definition of the Kelvin temperature scale. The exercise of defining and examining dimensionless entropy and dimensionless entropy per particle inspires a healthy rethinking of the foundations of thermodynamics and statistical mechanics. It provides a natural setting in which to compare values of dimensionless entropy per particle for different materials, which can give a better sense of entropy's role as a measure of the temporal entropy dance of the system over its accessible states. Typically, the dimensionless entropy per particle lies between 0 and ͑roughly͒ 80. These findings imply that the number of accessible states is Wϳ10
for macroscopic systems under standard temperature and pressure conditions, with 10ϽxϽ21. W is indeed impressively large.
The study of dimensionless entropy suggests that temperature can be replaced by tempergy, ϭkT, and this leads naturally to an investigation of the occurrence and significance of in thermal physics. Despite the existence of simple models for which tempergy is proportional to internal energy per particle, per degree of freedom, or per excitation, no such property holds generally. Two reasonably general energy-specific interpretations of tempergy are known. One entails an energy transfer, rather than a stored energy, namely: tempergy is the amount of energy needed to increase a system's dimensionless entropy by unity. This property holds for macroscopic systems that are not at ultralow temperatures, i.e., when Cӷk. The second interpretation is for single-phase systems, for which W(U) has the shape in Fig.  4 . In this case, -like temperature-determines the average energy and thus, the region of the energy spectrum where the system spends most time doing its entropy dance over states. The fact that this dance occurs for thermodynamic equilibrium highlights the dynamic microscopic nature of macroscopic equilibrium.
It is possible to circumvent Boltzmann's constant by defining entropy as a dimensionless quantity and working with tempergy rather than temperature. This leads one to question whether k is really a fundamental constant of nature. We can compare it to the speed of light in vacuum, c, which is fundamental in that it applies to all electromagnetic radiation. We can also compare it with Planck's constant h, which is fundamental in that it links a particle property ͑energy͒ and a wave property ͑frequency͒ for all electromagnetic radiation and all de Broglie particle waves. Boltzmann's constant can be considered fundamental in the sense that it provides a linear link between tempergy and temperature, where temperature is a fundamental measure of hotness and tempergy represents a well-defined stored energy for all sufficiently dilute gases. It is important to realize however that despite this property of dilute gases, tempergy does not represent a known stored system energy for macroscopic matter in general.
Finally, we observe that although many people seem comfortable with their understanding of temperature, fewer seem comfortable with entropy. This is true in part because we can feel when objects have higher or lower temperatures, but we cannot usually sense entropy directly. To the extent that one's comfort with temperature stems from the incorrect belief that temperature is always proportional to the average kinetic energy per particle, it gives a false sense of security. Baierlein 33, 34 has emphasized that temperature does not tell us how much energy a system stores, but rather, reflects a system's tendency to transfer energy via a heat process. The Y vs U, as described in the text, and a geometrical view of Eq. ͑36͒. The slopes of the two dotted lines represent the left-and right-hand sides of Eq. ͑36͒. The tempergy Ͼ0 and the fixed external parameters, including volume V, determine the system's internal energy U*. To enable a graphical view of Eq. ͑36͒, this sketch is not drawn to scale. In real systems, typically is many orders of magnitude smaller than U.
findings here agree with that assessment and, in addition, show that the specific energy transfer Qϭ induces the dimensionless entropy change ⌬S d ϭ1.
This article began as an attempt to clarify an aspect of entropy, but has led inadvertently to a rethinking of temperature. Although entropy can be related very generally to the entropy dance described here and dimensionless entropy can help us better understand that dance, no such systemindependent picture emerges for temperature or tempergy. The general definition of T in thermodynamics is given by Eq. ͑15͒, which relates T to the rate of change of energy with entropy. This suggests that temperature is at least as elusive as entropy, i.e., at least as difficult to understand on microscopic grounds.
If an exact expression for W is used to obtain using Eq. ͑14͒ and small terms are dropped for large N, then use of the inversion formula ͑15͒ cannot recover the exact W. For example, if WϭN g q N , where g and q are constants, then ϭln qϩ(g/N)ln N and the second term on the right is negligible for sufficiently large N. Taking antilogarithms of the first term, we recover Wϭq N , but not the factor N g . Thus, Eq. ͑15͒ is useful for obtaining the order of magnitude of W rather than its exact value.
29
Icosane ͑also called eicosane͒, with molecular formula C 20 H 42 , has 62 atoms per molecule. Although it is a solid at room temperature, Lange's Handbook of Chemistry lists an entropy value that implies ϭ112 for icosane gas under standard conditions. 30 R. C. Tolman, The Principles of Statistical Mechanics ͑Oxford U.P., Oxford, 1938; reprinted by Dover, New York͒, pp. 95-98. Tolman derives a general equipartition principle and shows that a form of equipartition holds even for a relativistic gas of noninteracting particles, whose energy is not quadratic in momentum. Specifically, if u is particle speed and m rest mass, then ͓(mu 2 )/(1Ϫu 2 /c 2 ) 1/2 ͔ average ϭ3kT. Equipartition holds for the kinetic energy per particle only in the nonrelativistic limit.
