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Abstract
Valuation of Credit Valuation Adjustment (CVA) has become an important field as its calculation
is required in Basel III, issued in 2010, in the wake of the credit crisis. Exposure, which is defined
as the potential future loss of a default event without any recovery, is one of the key elements for
pricing CVA. This paper provides a backward dynamics framework for assessing exposure profiles of
European, Bermudan and barrier options under the Heston and Heston Hull-White asset dynamics.
We discuss the potential of an efficient and adaptive Monte Carlo approach, the Stochastic Grid
Bundling Method (SGBM), which employs the techniques of simulation, regression and bundling.
Greeks of the exposure profiles can be calculated in the same backward iteration with little extra
effort. Assuming independence between default event and exposure profiles, we give examples of
calculating exposure, CVA and Greeks for Bermudan and barrier options.
Keywords: Credit Valuation Adjustment (CVA), exposure profiles, European, Bermudan, barrier options,
Stochastic Grid Bundling Method, Monte Carlo simulation, least-squares-polynomial-approximation,
Greeks, Heston model, Heston Hull-White-model.
1 Introduction
Counterparty Credit Risk (CCR) refers to the risk that a counterparty of a financial contract will default
prior to the expiration of the contract, and thus cannot make all payments required by the contract.
The management of CCR has caught special attention since the financial crisis which started in 2007
[1]. OTC (over-the-counter) derivative contracts are especially subject to CCR, since trades are made
directly between two parties without supervision of a third party. Basel III issued in 2010 introduced
an additional capital charge requirement, called Credit Valuation Adjustment (CVA) to cover the risk
of losses on a counterparty default event for OTC derivatives. The CVA equals the difference between
the risk-free value and the market value of a contract with the possibility of counterparty default, which
indicates that CVA materializes the market value of CCR [1].
One difficulty in pricing CVA arises from the uncertainty of the losses in the event of default, which
is commonly defined as Exposure. As the market moves, exposure values of contracts evolve over time,
diverting away from the initial book value [1].
The presence of CCR may have significant impact, for example, on the exercise-strategy of a Bermu-
dan option, as the holder can decide to exercise the option earlier to reduce the risk of a future default
event [2]. In the present paper however, we assume independence between default and exposure values,
and we further assume that the presence of counterparty default has no influence on the holder’s decision
of exercising options.
Monte Carlo simulation is a widely used approach to determine an empirical distribution of the
underlying asset, but also other pricing approaches have been adapted to the computation of exposure.
In [3], the COS method is adapted for pricing the exposure of Bermudan options under Le´vy process ;
in [4], the finite difference method is employed for calculation of the exposure values under the Heston
model.
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One focus of this paper is to develop and understand an adaptive and efficient Monte Carlo approach,
the Stochastic Grid Bundling Method (SGBM) for computation of exposure profiles of European, Bermu-
dan, barrier options with a single asset under stochastic volatility and stochastic interest rate dynamics
(Heston and Heston Hull-White model, respectively).
We will study the convergence and performance of SGBM for valuing mainly the exposure of Bermu-
dan options, determine accurate Greeks, and also present the corresponding results for barrier options.
SGBM was proposed for pricing Bermudan multiple asset derivative contracts under Black-Scholes
dynamics, by Jain and Oosterlee in [5]. The method is based on simulation, regression and bundling.
The idea of using simulation and regression for pricing American options has been used earlier by
Carriere(1996) [6], Tsitsiklis and Van Roy(2001) [7], or Longstaff and Schwartz(2001) [8]. All these
methods, though different in some aspects, approximate the continuation value at each time point based
on regression to determine the optimal exercise-strategy. There are several modifications and comparisons
of the original pricing techniques, like in [9], or Broadie, Glasserman and Ha (2000) [10]. In [11],
Glasserman and Yu(2002) compare the so-called ’regression later’ approach with a ’regression now’
approach, and conclude the superiority of ’regression later’. SGBM is also based on the ’regression later
approach’; in combination with bundling of grid points at each simulated time step, the regression step
is enhanced. An important feature of SGBM is that at each time point the option value (and thus
the exposure value) is available at each grid point of the stochastic grid, not only for in-the-money
points. This is beneficial within the dynamic programming principle giving accurate direct estimators,
and facilitates the accurate computation of Greeks at all time points. In section 3, the framework to
apply SGBM for computing exposure profiles for European, Bermudan and barrier options is explained;
we will give insight in the approximation of the option and continuation values on a polynomial space,
and thus on the choice of basis functions for the regression step; based on convergence analysis, the need
to use bundles can be explained. Computational details and numerical results for Heston and the Heston
Hull-White (HHW) models are given in sections 4, respectively.
The HHW model is a useful model when pricing long-term contracts in which we observe an implied
volatility smile in the asset, and we require a stochastic interest rate. The model is encountered in FX
markets, for example, as well as in embedded options or inflation options in the pension and insurance
industry. Our SGBM exposure pricing technique for the HHW model is based on approximations of the
full-scale dynamics in [12].
Before we start to focus on SGBM, we will give an overview of the concepts and mathematical
formulation of CVA and exposure, and provide a backward pricing dynamics of pricing in section 2.
2 CVA, exposure and option pricing
Basically, there are three key elements in pricing CVA: (1) loss given default (LGD), which is the
percentage of loss in a default event, (2) expected exposure (EE), which quantifies the expectation of the
losses at a future time point and (3) probability of the counterparty default (PD). It is often assumed
that LGD is a fixed ratio based on market information, and we also make the assumption that LGD is
constant [1].
In a general real-life situation however these three elements are correlated and not independent, as
indicated by the concept wrong-way (or right-way) risk. Here, we assume independence and focus on the
accurate computation of exposure and the corresponding Greeks under stochastic volatility/stochastic
interest rate asset dynamics. The wrong-way risk concept is left for our future research.
Credit exposure represents the economic loss for the derivatives contract holder in a default event
without any recovery. The contract holder suffers a loss only if the contract has a positive mark-to-
market (MtM) value when the other party defaults, i.e. the exposure is defined as the maximum of the
contract’s market value and zero. We are concerned with unilateral CVA in this paper, although CCR
is bilateral between two parties in the contract.
The future exposure value is uncertain as the market moves unpredictably. We can generate an em-
pirical exposure density via simulation by generating a large number of asset paths. A general framework
is presented for calculating exposure distributions on OTC derivative products at each future point in
[13]. There are three basic steps in the valuation of exposure profiles: (1) Monte Carlo path generation
for a series of simulation dates under some underlying dynamics; (2) valuation of mark-to-market val-
ues of the contract for each realization at each simulation date, applying some numerical method; (3)
calculation of exposure for each simulation at each simulation date.
In order to quantify exposure and CVA, we need mathematical expressions. We use an n-dimensional
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market state variable, Xt := [x
(1)
t , x
(2)
t , . . . , x
(n)
t ]
T , to present the market information, i.e. the log-asset
price (xt), volatility(vt) and/or the interest rate(rt) (n = 2 or n = 3). Suppose the random variable Xt
follows stochastic dynamics given by
dXt = µ (Xt) dt+ σ(Xt)dW˜t, (1)
where W˜t is an Ft-vector of independent Brownian motions in Rn, µ (Xt)→ Rn, σ(Xt)→ Rn×n.
By definition, the option exposure is the positive part of the market value of the contract, i.e., the
maximum of the contract value and zero,
E(t,Xt) := max(V (t,Xt), 0), (2)
where V (t,Xt) is the option value at time t depending on market variable Xt. It is assumed that the
exposure value becomes zero immediately when the option is not active (either exercised in the case of
Bermudan options or knocked out in the case of barrier options).
Some well-known quantities of the exposure distribution are used for measurement. Expected Exposure
(EE), the expectation of the exposure, provides an estimate of the expected value of loss; while Potential
Future Exposure (PFE), the quantile of exposure at a certain fixed level, is used to measure the ’worst’
loss for risk management purposes. Both EE and PFE are deterministic functions with respect to time
[1]. The mathematical formulas for the functions EE and PFE, conditioned on X0, are given by:
EE(t) := EQ
[
E(t,Xt)
∣∣X0] , (3)
PFEα(t) := inf
{
x
∣∣∣Q {E(t,Xt) < x|X0} > α} , (4)
where Q is the risk-neutral measure, and α is the confidence level. For calculating PFE, the confidence
level α = 97.5% is commonly used to measure the ’worst’ losses.
There is a discussion about using the real world measure P or the risk-neutral measure Q in [14].
The measure Q is preferred for pricing, but when simulating under measure P, one can include the
“correlation” between the default probability and the underlying asset, that allows modeling the wrong
way risk. Default probabilities under Q, inferred from market prices of CDS or corporate bonds, are
typically larger than those under the measure P [14]. As we will not consider wrong-way risk, and we
choose measure Q here for the pricing purposes.
To calculate CVA, we define another quantity to represent the discounted EE at time t:
EE∗(t) := EQ
[
D(0, t)E(t,Xt)
∣∣X0] , (5)
where the discount factor is defined by
D(s, t) := exp
(
−
∫ t
s
rudu
)
, s < t, (6)
with the interest rate ru at time u.
The difference between EE∗(t) and EE(t) is that EE(t) denotes the future exposure, while EE∗(t)
indicates today’s value of the future exposure. When interest rate is deterministic, we can write EE∗(t) =
D(0, t)EE(t). Here, however, we will deal with stochastic interest rates under the Hull-White model when
focusing on the HHW dynamics. In that case EE∗(t) in a natural quantity, as we will see.
When exposure values and default events are independent, the expression for CVA is given by[1]
CVA = (1− δ)
∫ T
0
EE∗(t)dPD(t), (7)
where δ is the recovery rate, generally considered as a constant; PD(s) is the default probability function.
The default probability function is modeled as follows here:
PD(t) = 1− exp
(
−
∫ t
0
h(t)dt
)
, (8)
where h(t) is the hazard rate(intensity), which we will set constant, h = 0.03, in the numerical results
section.
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The market value of the contract is observed at a set of discrete times, T = {tm∣∣m = 0, 1, . . . ,M},
with t0 = 0, tM = T , T being the tenor of the contract. The notation of the variables at time tm is
simplified by Xm := Xtm . A discrete version of the CVA formula in (7) can be written as
CVA ≈ (1− δ)
M−1∑
m=0
EE∗(tm) (PD(tm+1)− PD(tm)) . (9)
In (9), the key elements to calculate CVA are the values of the EE∗(t) function and the default prob-
ability at the discrete observation dates. We are also interested in values of the PFE function and the
corresponding Greeks. Hence it becomes crucial to validate exposure of each realized scenarios at all
simulated dates.
2.1 Backward pricing dynamics of options
In this section, we present the backward pricing dynamics framework for financial derivatives. When an
option is exercised, the holder receives the payoff value, i.e.
g(Sm) := max (ω(Sm −K), 0) , with
{
ω = 1, for a call;
ω = −1, for a put, (10)
where Sm = exp(xm) is the underlying asset variable at time tm.
When the option contract is still alive, the discounted option value, the continuation value w.r.t.
state vector Xm, reads
cm(Xm) := EQ
[
Vm+1(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm] , (11)
where Vm+1(·) represents the option value at time tm+1. At time tM = T , cM := 0. A filtration satisfies
F0 ⊂ · · · Fm ⊂ · · · FM , which describes the information flow.
We establish the backward pricing dynamics framework based on the Snell Envelope concept [15].
The owner of the American option makes the exercise decision for the option based on the information
at time tm.
For European options, the option value equals the continuation value before maturity and the holder
receives the payoff value only at time tM , i.e.
V Eurom (Xm) =
{
g(SM ), for tM ,
cm(Xm), for tm ∈ T − tM .
(12)
For Bermudan options, the problem becomes more involved as the option holder has the right to
exercise the option at a series of times before maturity. We make the assumption here that the credit
information of the counterparty does not influence the exercise decision of the option holder: the holder
makes the exercise decision based on the maximum profit he/she can gain. So, at each exercise date the
holder compares the payoff value with the continuation value of the option, conditioned on the current
market information. Once the payoff value is higher, the option will be exercised; otherwise the holder
will hold the option.
Suppose that the option holder is allowed to exercise the option at the exercise dates, Te =
{
te
∣∣te ∈ T , e > 0}.
When the option is still active at time tm, the Bermudan option can be computed via
V Bermm (Xm) =
{
max {cm(Xm), g(Sm)} , for tm ∈ Te,
cm(Xm), for tm ∈ T − Te.
(13)
We construct the pricing dynamics for barrier options in a similar way. Barrier options become
active/knocked out when the underling reaches a predetermined level (the barrier). There are four main
types of barrier options: up-and-out, down-and-out, up-and-in, down-and-in options. Here we focus on
down-and-out put barrier options.
A down-and-out put barrier option is active initially and gets value zero when the underlying reaches
the barrier; if the option is not knocked out during its lifetime, the holder will receive the payoff value at
the end of the contract. At time tm, when the option is still active, the pricing dynamics are given by,
V barrm (Xm) =
{
g(Sm) · 1Sm≤L, for tM ,
cm(Xm) · 1Sm≤L, for tm ∈ T − tM ,
(14)
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where 1 (·) is the indicator function.
The value of the exposure is defined as the value of the option when the option is still active. When
the option is exercised/knocked out, the exposure value becomes 0. The pricing dynamics of the exposure
can be put in the following formulas:
Em(Xm) =
{
0, when the option is knocked out;
Vm(Xm), when the option is alive;
(15)
where Em(·) represents the exposure at time tm, m = 1, 2, · · · ,M − 1. We define EM = 0.
Once options have been exercised/knocked out at time tm, the exposure later than time tm becomes
zero.
3 Stochastic Grid Bundling Method
We present the Stochastic Grid Bundling Method (SGBM). SGBM is based on simulation, bundling and
regression. A stochastic grid is defined via generation (simulation) of a large number of stochastic paths,
where we can determine the empirical distribution of the state variable at each future time point. Denote
the values of the state variables of the i-th path at time tm as xˆm(i), i = 1, . . . , N , and once we computed
the exposure values of these scenarios at times tm, m = 0, . . . ,M − 1 the values of the EE function can
be approximated by
EE(tm) ≈ 1
N
N∑
i=1
Em(xˆm(i)), (16)
where N represents the number of paths. The values of the PFE function can also be approximated by
the corresponding quantiles based on the realized exposure values of the generated scenarios.
The exposure profiles presented in formula (16) are values without discount factor. However, for
pricing CVA, it is the discounted exposure value that is needed. When the stochastic interest rate is
deterministic, the discounted exposure is the product of the discount factor and EE. When the interest
rate is stochastic, we need to discount the realized values of the generated scenarios as follows:
EE∗(tm) ≈ 1
N
N∑
i=1
(
exp
(
m−1∑
k=0
rk(i) (tk+1 − tk)
)
· Em(xˆm(i))
)
, (17)
where rk(i) is the realized interest value at time tk in the i-th path.
The option values at the paths at each time point are needed for the calculation of the exposure
distribution, and thus the continuation values, defined in (11), of all paths at each time point need to be
calculated. In the following sections, we discuss how to approximate the continuation values in SGBM.
3.1 Least-squares approximation
Option function Vm+1(·) at time tm+1 is L2-measurable on a bounded domain Im+1 , and we approximate
it by a simpler function Vˆm+1(·), i.e.
Vˆm+1(Xm+1) ≈ Vm+1(Xm+1), Xm+1 ∈ Im+1. (18)
The approximation is made by projecting the option onto a polynomial space, where the values are
linear combinations of H basis functions, defined by
Pp(Im+1) = {f |f(x) =
H∑
k=1
β(k)ψk(x), x ∈ Im+1,∀k, β(k) ∈ R}, (19)
where p is the order of the polynomial subspace, and H represents the number of basis functions. Thus,
the approximated option value can be written as
Vˆm+1(Xm+1) =
H−1∑
k=0
β(k)ψk(Xm+1), Xm+1 ∈ Im+1, (20)
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where the coefficient set {β(k)}H−1k=0 can be determined in least-squares sense by regression when option
values at time tm+1 are available,
min
∀k,β(k)∈R
N∑
i=1
(
Vm+1(xˆm+1(i))−
H−1∑
k=0
β(k)ψk(xˆm+1(i))
)2
. (21)
Essentially, formula (21) gives the best approximation on polynomial space Pp(I) of the option func-
tion in the L2 norm, which is called the projection on polynomial space Pp(I). Notice that approximating
a function by interpolation and approximating a function in least-squares sense are two different con-
cepts. By interpolation, the values of the approximation function are exact at discrete nodes, while when
approximating in least-squares sense, we study the approximation in average. In the latter case, we find
the projection of the function f onto some subspace Ω, denoted by PΩ, such that the difference f −PΩf
is orthogonal to all functions in subspace Ω [16]. The L2 projection does not need to be continuous, or
have well-defined nodal values, which is convenient in our case, as the grid nodes have been generated
via simulation.
When we approximate the option function by a linear combination of basis functions, the continuation
function at the earlier time point can be approximated by a linear combination of conditional expectations
of the discounted basis functions, i.e.
cm (Xm) ≈ cˆm (Xm) = EQ
[
Vˆm+1(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm]
= EQ
[
H−1∑
k=0
β(k)ψk(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm
]
=
H−1∑
k=0
β(k)EQ
[
ψk(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm]
=
H−1∑
k=0
β(k)φk(Xm), (22)
where we denote the conditional expectations of the discounted basis functions by
φk(Xm) := EQ
[
ψk(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm] , k = 0, . . . ,H. (23)
In fact, it is easy to see that the span of the series {φk}kk=0 forms a closed subspace of functions in
L2 space, denoted as:
EP(Im) = {Ef |Ef(x) =
H∑
k=1
β(k)φk(x), x ∈ Im, β(k) ∈ R,∀k}. (24)
In other words, we approximate the continuation function on space EP(Im), and the coefficients are
obtained via approximation of the option function at a later time point tm+1.
When the basis functions are chosen such that analytic formulas of the corresponding conditional
expectations of the discounted basis functions are available, the continuation value can be calculated
immediately, and the option value at the same point can be calculated applying formulas (12), (13) and
(14) for European, Bermudan or barrier options, respectively.
Though there are many possibilities for choosing the set of basis functions for a polynomial space of
order p, we choose monomials of degree equal or lower than order p as the basis functions. A monomial
is a polynomial with only one term, which can be defined as a product of powers of variables with
non-negative integer exponents. The degree of a monomial is defined as the sum of all exponents of the
variables. Considering an n-dimensional problem with a polynomial space of order p, it is easy to see
that the set of monomials with degree less or equal to order p is a span of polynomials1, and the total
number of these basis functions is equal to 1(n−1)!
∑p
d=0
(d+n−1)!
d! .
It is convenient to construct the polynomial subspace with monomials. Moreover, we then have
analytic formulas for the expectations of the discounted monomials: when we use monomials as the basis
functions, the conditional expectations of the discounted basis functions are discounted moments. For
2-d dynamics these moment are given in definition 3.1.
1The number of monomials of n variable with order d is
(d+n−1)!
(n−1)!d! .
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Definition 3.1 (Discounted moments) In a time period [t, T ], t < T , conditioned on the informa-
tion at time t, the discounted moments of a state variable Yt = [yt, zt]
T of order p + q is defined as
EQ
[
(yT )
p · (zT )q ·D(t, T )
∣∣Yt].
There is a useful link between the discounted moments and the discounted characteristic function
(dChF) of the dynamics. By derivatives w.r.t yT and zT , respectively, we find
EQ
[
(yt)
p · (zt)q ·D(t, T )
∣∣Yt] = 1
(i)p+q
· ∂
pΦ
∂up1
· ∂
qΦ
∂uq2
(u1, u2; Yt, t, T )
∣∣∣∣
u1=0,u2=0
, (25)
where Φ(; ) is the dChF. The higher-dimensional case can be defined in a similar way.
For the constant basis function (of degree 0), the discounted first moment equals the zero coupon
bond in interval [t, T ]:
φ0(Xt) = φ0 := EQ [D(t, T )|Xt] = EQ
[
e−
∫ T
t
rudu
∣∣Xt] =: P (t, T ). (26)
Once analytic formulas of the discounted moments are derived, multiplication of the coefficient sets
determined at time tm+1 gives us the formula for approximating the continuation value at time tm.
3.2 Greeks
The state variable Xm must at least contain the underlying asset information, and we always put the
log-asset variable as the first element in the vector that Xm = [xm, . . . ]
T , where xm := log(Sm). Here
we present the sensitivity w.r.t the initial asset value S0, which can be applied for all models discussed
in this paper.
It is direct to approximate the sensitivities of the exposure profile in SGBM. At time tm, the sensitivity
Delta (∆) of the EE w.r.t the change in the underlying asset price S0 can be derived by
∆EE(tm) =
∂EE(tm)
∂S0
≈ 1
N
N∑
i=1
∂Em
∂S0
(xˆm(i))
=
1
N
N∑
i=1
∂Em
∂xm
· ∂xm
∂Sm
· ∂Sm
∂S0
(xˆm(i)) , m = 0, . . . ,M − 1, (27)
where xˆm(i) = [log(Sm(i)), . . . ]
T is the i-th realization at time tm of the state variable; applying the
chain rule and calculating the partial derivative, we get2
∂xm
∂Sm
=
1
Sm
,
∂Sm
∂S0
=
Sm
S0
, m = 0, . . . ,M − 1. (30)
The first-derivative of the exposure profile is defined as:
∂Em
∂xm
:=
0 when the option is exercised,∂cm
∂xm
when the option is active,
m = 0, . . . ,M − 1, (31)
with formula (22), the first derivative of the continuation function w.r.t Xm is approximated by
∂cm
∂Xm
≈ ∂cˆm
∂Xm
=
H∑
k=0
β(k)
∂φk
∂Xm
, m = 0, . . . ,M − 1, (32)
2Since
Sm = S0 exp
((
rm − 1
2
σ2m
)
tm + σmW
x
tm
)
, (28)
it is easy to derive that:
∂Sm
∂S0
= exp
((
rm − 1
2
σ2m
)
tm + σmW
x
tm
)
=
Sm
S0
, (29)
where σm =
√
vm and rm, are the volatility and interest rate at time tm respectively. Here the variance variable and
interest rate can be either a constant or a stochastic value.
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where the coefficient set is the same as in (22). Hence
∆EE(tm) ≈ 1
N
N∑
i=1
∂Em
∂xm
(xˆm(i)) · 1
S0
, m = 0, . . . ,M − 1, (33)
Further, we can get an easy formula for Gamma (Γ), as
ΓEE(tm) ≈ 1
N
N∑
i=1
(
∂2Em
∂X2m
(xˆm(i))− ∂Em
∂xm
(xˆm(i))
)
· 1
S20
, m = 0, . . . ,M − 1, (34)
Comment: In a similar way, we are able to calculate Rho(ρ), which is defined as the sensitivity to
the interest rate r0, and Vega(ν), which is the sensitive to the volatility v0. However, it is a somewhat
involved to calculate Vega(ν) along the whole time horizon as it is nontrivial to calculate ∂vm∂v0 .
3.3 Convergence and choice of bundles
There are interesting studies on the convergence and bias of Monte Carlo based regression methods. In
[17], Clement, Lamberton and Protter prove the almost surely convergence of the Longstaff-Schwartz
algorithm and determine the rate of the convergence. Other available studies show that there is an
upward-bias in the direct estimates, and the result based on the obtained optimal exercise-strategy is
a lower bound estimate of the option price [8, 7, 9]. In [18], Broadie and Cao propose to apply a local
simulation to improve the lower and upper bound algorithms and reduce the variance.
When approximating the option value, there are two types of errors appearing [17]:
• Type 1 : the error source is the difference between the true and the approximate option values, as
the value is approximated by its projection onto a polynomial space. This error is related to the
properties of the polynomial space;
• Type 2: the error source is the noise in estimating the coefficients via regression based on sampled
data, which related to the accuracy of the Monte Carlo simulation and thus to the number of paths.
We need to reduce the errors of Type 1 and Type 2. According to Central Limit Theorem, the error
of Type 2 can be diminished by increasing the number of paths to infinity with probability 1 a.s. [17].
Some available results show that the error of Type 1 goes to zero when the number of basis functions
goes to infinity as well [5]. In this paper, we will present an accurate upper bound for the error of Type
1 related to the properties of the polynomial space, and give a reasoning for the use of bundles.
In [17], the discussion is on the error of Type 2. Although it is focused on the Longstaff-Schwartz
method, the analysis can be applied to our method as well. As in [17], we add the error of Type 2 as a
noise term:
Vˆ (Xm+1) = V˜ (Xm+1) + m+1, (35)
V˜ (Xm+1) =
H∑
k=0
β˜(k)ψk(Xm+1), (36)
where when the number of paths N is sufficiently large, m+1 ∼ N (0, σ
2
m+1
N ) i.i.d, and independent of
variable Xm+1 ; Vˆ (·) is the ’true’ value of the option on the polynomial space, whereas V˜ (·) is the
approximation of the option with the coefficients set {β˜(k)}Hk=1.
We futher define the approximation of the continuation function as:
c˜m(Xm) := EQ
[
V˜m+1(Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm] , (37)
hence
cm(Xm) ≈ cˆm(Xm) = c˜m(Xm) + m+1, (38)
We first give a proposition regarding the boundedness of the error of the approximating continuation
value by the error of the approximating option value in the L2 norm.
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Proposition 1 Assuming that ∀Xm ∈ Im, the conditional density function satisfies∫
Im+1
f(Xm+1;Xm)dXm+1 = 1− ε, Xm+1 ∈ Im+1, (39)
where f(·;Xm) is the density function conditioned on Xm,  is a small error generated by the truncation
of the integration range. The error of approximating the continuation function at time tm can be bounded
by the error of approximating the option function at time tm+1 as:
‖cm − c˜m‖L2(Im) ≤ ‖Vm+1 − V˜m+1‖L2(Im+1) ·
√
(1− ε)h(Im), (40)
where h(Im) is the size of the bounded domain Im.
Proof is given in Appendix A.1.
Proposition 1 ensures that, when the approximation of the option function is accurate, the approx-
imation of the continuation function at an earlier stage will be accurate as well. The boundedness in
Proposition 1 includes errors of both Type 1 and Type 2.
For Error of Type 1, we give two well-known insights, from [16] and [19] , which gives a bound of the
error by projection onto a linear polynomial space in a 1-d and 2-d domain, respectively.
Theorem 3.2 In a one-dimensional domain I, suppose that the function f(x) is twice differentiable,
and P1(I) is the linear polynomial space. The projection onto the space P1(I) in interval I in the L2
norm satisfies the best approximation result,
min
fˆ∈P1(I)
‖f − fˆ‖L2(I) ≤ Ch2‖f (2)‖L2(I), (41)
where h is the length of the interval I and f (2) is the second derivative function.
Theorem 3.3 In a two-dimensional domain I, suppose that the function f(x1, x2) is twice differentiable,
and P1(I) is the linear polynomial space. The projection onto the space P1(I) in interval I in the L2
norm satisfies the best approximation result
min
fˆ∈P1(I)
‖f − fˆ‖L2(I) ≤ Ch2‖D2f‖L2(I), (42)
where h is a representative size of the mesh and D2 is a 2-d differential operator with mixed derivatives.
The details of the construction of the mesh can be found in [19].
Theorems 3.2 and 3.3 provide upper bounds of the error by approximating a function by its projection
on a linear polynomial space. Though we do not know much about the properties of the function, the
error can be reduced by approximating the function on some discrete subdomains I1, . . . , IJ , such that
I = ∪Ji=1Ii, the projection of the function in each subdomain Ii is written as
f(x) ≈ fˆi(x), x ∈ Ii, , i = 1, . . . , J. (43)
In 1-d notation, the error can be bounded by,
J∑
i=1
min
fˆi∈P1(Ii)
‖f − fˆi‖L2(Ii) ≤ C
J∑
i=1
h2i ‖f (2)i ‖L2(Ii) ≤ C
(
J
max
i=1
hi
)2
‖f (2)‖L2(I), (44)
where Ii is the size of Ii.
It tells us that the error can be reduced efficiently by approximating the function in subdomains.
Theorems 3.2 and 3.3 give upper bounds for projection on a linear polynomial space (p = 1). We
generalize the results to a polynomial space of order p, in Proposition 2.
Proposition 2 In a 1-d interval I, suppose that the function f(x) is (p + 1) times differentiable, and
Pp(I) is a polynomial of order p on I. The projection on the space Pp(I) on interval I in the L2 norm
satisfies the best approximation result as follows
min
fˆ∈Pp(I)
‖f − fˆ‖L2(I) ≤ Chp+1‖f (p+1)‖L2(I), (45)
where h is the length of interval I.
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Proof is given in Appendix A.2.
Proposition 2 provides a rough estimate of the accuracy of the approximation function in the poly-
nomial subspace Pp(I) for a 1-d problem. The accuracy depends on the length of the interval, the
polynomial order and the value of the (p+ 1)-th derivative.
In practice, the determination of subdomains is done in SGBM by making bundles from the simulated
paths. We define the subdomains at time tm+1 by clustering paths into bundles at time tm. One aim is
to satisfy the assumptions in Proposition 1. The paths at time tm are clustered based on criteria, so that
the values of paths in the same bundle fall into the same subdomain at time tm+1. When all subdomains
are of the same size, the 1-d accuracy can be approximated by
J∑
i=1
min
Vˆ jm+1∈Pp(Iim+1)
‖Vm+1 − Vˆ jm+1‖L2(Iim+1) ∼
C2
J (p+1)
‖f (p+1)‖L2(Im+1), (46)
where J is the number of bundles.
Vˆ jm+1 is the exact projection of the function on the polynomial space within the j-th bundle. In
practice, we estimate it by regression, denoted by V˜ jm+1, based on cross-sectional data, where the error
of Type 2 plays its role. We need to ensure that there are enough paths within each bundle, so that the
error of Type 2 is sufficiently small, otherwise it is meaningless to analyze the error of Type 1.
We propose a principle for defining the bundles: cohesive in value and equal in number. In short,
within each bundle, the state variable path values should be as close as possible, and the paths should
be distributed into each bundle in a way such that there are ’sufficient’ paths within each bundle. In
section 4, methods of making bundles are presented.
3.4 Backward iteration for exposure values
We present the procedure for calculating the exposure values in a backward iteration, starting at final
time T . Suppose the path generation has finished and the realized values of the state variable of N
paths at all observation dates {tm}Mm=0 are available, denoted by {xˆm(i),m = 0, . . . ,M, i = 1, . . . , N}.
At time tM , the exposure values are set to 0 as the contract ended. The option value of the i-th path is
calculated as VM (xˆM (i)), for European, Bermudan or barrier options, applying formulas (12), (13) and
(14), respectively.
At time tM−1, the paths are clustered into J bundles applying some bundling method, and we denote
the j-th bundle at time tM−1 by BM−1,j . On a polynomial space of order p, where there are H basis
functions in the span, we can find the ’best coefficients set’ via OLS regression within the same bundle
by minimizing the following expression,
min
∀β(k,BM−1,j)∈R
∑
paths in bundle BM−1,j
(
VM (xˆM (i))−
H∑
k=0
β(k,BM−1,j)ψk(xˆM (i))
)2
, (47)
where the k-th coefficient at time tM−1 in the j-th bundle is denoted by β(k,BM−1,j), and thus at time
tM , within the j-th bundle, the option function can be approximated by
VM (XˆM ) ≈
H−1∑
k=0
β(k,BM−1,j)ψk(XˆM ), for values of paths in bundle BM−1,j , (48)
With (22), the analytic formula of the approximation of the continuation function at time tM−1,
cM−1(XˆM−1) ≈
H−1∑
k=0
β(k,BM−1,j)φk(XˆM−1), for values of paths in bundle BM−1,j at tM−1, (49)
where φk(·) defined in (23) represents the corresponding discounted moments.
Hence for all paths, the continuation values cM−1(xˆM−1(i)), i = 1, . . . , N , can be calculated directly;
the option values at the i-th path at time M − 1, VM−1(xˆM (i)), and the exposure values, EM−1(xˆM (i)),
can be determined as well.
Then the iteration goes back with one time step to time tM−2, repeating the procedures of bundling
and regression for the calculation of the continuation, option and exposure values. We progress in
backward direction until we reach initial time t0 where we have the option/exposure values of all paths
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along the whole time horizon. The calculation of the sensitivity values can be done at the same time in
the iteration as it requires the same set of coefficients.
The backward calculation procedure is basically the same for European, Bermudan or barrier op-
tions, except that the pricing formulas for option values differ: we apply formulas (12), (13) and (14),
respectively, for these options.
When computing exposure profiles for Bermudan options, we also need to determine the optimal early-
exercise strategy. At time tm, if the option has not been exercised, both option and exposure values at
each path are set to the corresponding continuation value; for each path, the payoff value is calculated, and
compared with the continuation value to determine whether the option should be exercised, conditioned
on the available information. For a specified path, if the option should be exercised, the exposure at this
path from time tm on will be equal to zero, and the option value at time tm is equal to the payoff value.
We store the ”optimal“ exercise strategy for all paths and the corresponding cash flow, and estimate
the corresponding EE value at a time point by taking the mean of the discounted cash-flow as:
EE(tm) ≈ 1
N
∑
τi>tm
(D(tm, τi) · cash-flow(i)) , (50)
where τi is the exercise time (or stopping time) of the i-th path, and the cash flow is the payoff value at
time τi, known as
cash-flow(i) :=g(Sτi(i)) = max (ω(Sτi(i)−K), 0) , with
{
ω = 1, for a call;
ω = −1, for a put, (51)
with Sτi(i) the value of the stock of the i-th path at time τi. If the option is not exercised for some
paths and expiration dates, then the cash flow value is just zero. Notice that the discount factor needs
to be incorporated in the realized values along each simulated path when dealing with stochastic interest
rates.
In practice, we call the EE values calculated via formula (16) the direct estimators. and EE values
calculated via formula (50) based another set of simulated scenarios the path estimators. The detailed
procedure calculating the path estimator is as follows:
• In the regression procedure of in the backward iteration, at each time point, the coefficient sets of
each bundle are saved;
• We simulate another set of paths of twice the size;
• We calculate backward from time tM−1 till time t0:
– at time tm, make bundles, and use the same coefficient set of each bundle obtained in the first
simulation to determine the continuation values of the paths;
– calculate the option value and determine the exercise strategy at each path at time tm; save
the exercise strategy of each path and the corresponding cash flow values;
• Applying formula (50) to calculate the EE values based on the obtained ”optimal” exercise strategy.
3.5 Comments
The path estimator is commonly the lower bound while the direct estimator represents the upper bound
[8, 5], because of the convexity property of the “max“ function. This is a useful result and we can test
the convergence of SGBM by comparing the difference between these upper and lower bounds.
For Bermudan options, the estimation of the exposure heavily depends on the accuracy of the ”op-
timal” early-exercise strategy. There is a discontinuity in the exposure function at the early-exercise
point, thus at the exercise date, the exposure value jumps immediately to zero for a specific path when
the option is exercised; if the calculated “optimal“ early-exercise strategy is inaccurate, the difference
between the ’true’ and the calculated exposure values would be as high as the option value at this time
point. Pricing an option at each time point is much less sensitive to the accuracy of the ”optimal“
early-exercise strategy as the option function is smooth.
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4 Basis functions and bundles
As we see, the number of basis functions is equal to (n+p)!n!p! , where n is the dimension and p is the order
of the polynomial space. We will apply bundling to enhance the accuracy.
4.1 Heston model
We consider the 2-d state variable Xt = [xt, vt]
T , with xt = log(St) the log-asset variable and vt represents
the variance variable. The dynamics are given by the Heston stochastic volatility model
dvt = κ(v¯ − vt)dt+ γ√vtdW vt ,
dxt =
(
r − 1
2
vt
)
dt+
√
vtdW
x
t , (52)
where r is the constant interest rate; W xt and W
v
t are Brownian motions, and dW
x
t · dW rt = ρx,rdt; the
constant parameters κ, v¯ represent the speed and the mean level of the reverting in the volatility process,
and γ is called the vol-of-vol parameter.
The option function is a function of the log-asset price and variance. For orders p = {0, 1, 2, 3}, the
set of basis functions is presented in table 1.
order p of the polynomial space the corresponding basis functions
0 {1}
1 {1, x, v}
2 {1, x, v, x2, x · v, v2}
3 {1, x, v, x2, x · v, v2, x3, x2 · v, x · v2, v3}
Table 1: The basis functions and order p.
The Heston model belongs to the so-called class of affine asset dynamics, which means that analytic
formulas for the discounted moments can be obtained, for example, via the dChF. The discounted
moments are given in Appendix B.1.1.
In [5], the recursive bifurcation method was proposed for bundling asset paths when pricing multiple
assets under the Black-Scholes model. A reduced space-recursive bifurcation method based on the values
of the payoff was introduced to reduce the complexity. An important different for bundling under the
Heston model is that here the log-asset and variance processes are highly correlated when there is a
strong correlation between the Brownian motions of these two processes.
With a large correlation parameter, applying the 2-d recursive bifurcation method directly results in
the problematic fact that we may not have accurate results, as the number of paths in some bundles is
not large enough for accurate regression, not even with a large total number of paths.
Hence we adapt the recursive-bifurcation method by adding a rotation step, and propose another
method for bundling as well.
4.1.1 Recursive-bifurcation-with-rotation
The bundles are made based on the cross-sectional data at each time point, and we denote the two
realized data sets at time tm as: d1 = {xm(i)}Ni=1, and d2 = {vm(i)}Ni=1. The basic idea is that we
project the correlated data sets d1 and d2 onto two almost independent data sets q1 and q2 by a rotation
with an angle α1.
Step 1: The values of trigonometric functions of the rotation angle α1 are defined as:
cosα1 =
√
1
1 + k21
sign(k1), sinα1 =
√
k21
1 + k21
, (53)
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where k1 is the slope defined as
3
k1 :=
E [(xm − E[xm]) (vm − E[vm])]
E
[
(xm − E [xm])2
] ≈ covariance(d1, d2)
variance(d1)
(54)
The new two sets of data are calculated by(
q1
q2
)
=
(
cosα1 sinα1
− sinα1 cosα1
)(
d1
d2
)
(55)
Step 2: We apply the standard recursive bifurcation method on the rotated data q1 and q2 to make
bundles. Along each dimension, the mean of the given set of data is computed; the paths are bundled
separately along each dimension by dividing the data into 4 sets with the computed values of mean, and
thus we have 4 non-overlapping bundles after one iteration. We repeat the procedures with j iterations
and the total number of paths is 4j .
Figure 1 shows the results of bundling after applying the recursive bifurcation method on the rotated
data. In the left plot, the paths with values in a block of the same color belong to the same bundle at
this time point; the indices of these paths are saved, and we also make scatter plots of the same bundles
with the original (not rotated) values on the right side plot.
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Figure 1: Result of recursive bifurcation with rotation.
The number of bundles in the recursive bifurcation method, after j iterations, would be (2n)j for
an n-dimension problem. For the Heston model, the number of bundles is equal to 4j after the j-th
iteration. The method proposed here becomes less attractive for high-dimensional problems, as the
rotation procedure may then become involved.
4.1.2 Equal-number bundling
Another way of making bundles is to distribute an equal number of paths to the bundles. In a first
iteration, we make an ordering of the paths w.r.t the their log-asset variable values. The paths with
ranking between (j−1)·NJ1 + 1 and
j·N
J1
belong to the j-th bundle, thus there are J1 bundles after the first
iteration; then, within each bundle, we make a second ordering of the paths w.r.t their variance values,
and divide each bundle into J2 smaller bundles in the same way. After these two iterations, there are
J1 · J2 bundles with the same number NJ1·J2 of paths. Figure 2 shows resulting bundles from these two
iterations, where blocks of the same color represent log-asset and variance values of the same bundle
(there is no rotation step here).
The first iteration is made based on the value of the log-asset variable, as it is easy to see that the
asset variable is dominating when pricing options. A potential problem with equal-number bundling is
3Notice that the analytic formulas for
E [(xm − E[xm]) (vm − E[vm])] = E [xmvm]− E[xm]E[vm],
E
[
(xm − E [xm])2
]
= E
[
x2m
]− (E[xm])2
can be obtained via moments, and thus can be derived with with ChF. We calculate k1 with these analytic formulas.
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(b) Step 2: bundles on the variance domain
Figure 2: Result of equal-number bundling.
that when the Feller condition is not satisfied, there are zero variance values which may be confusing
when ordering these paths.
An advantage of equal-number bundling is that one can freely choose the number of subdivisions in
each dimension. We can choose a larger number in log-asset domain, as the log-asset value will have a
more significant impact on option values. Equal-number bundling is also more efficient compared to the
recursive bifurcation method.
4.2 Heston-Hull-White model
When we add interest rate as a stochastic variable, the state variable becomes Xt := [xt, vt, rt], for which
the corresponding dynamics are given, under the Heston Hull-White model, by
drt = λ(θ − rt)dt+ ηdW rt ,
dvt = κ(v¯ − vt)dt+ γ√vtdW vt ,
dxt =
(
rt − 1
2
vt
)
dt+
√
vtdW
x
t , (56)
with W rt Brownian motion, dW
v
t · dW rt = 0 and dW xt · dW rt = ρx,r; constant parameters λ, θ and η
represent the speed of mean reversion, mean level of the interest rate and the volatility of the interest
rate process, respectively; the other parameters are the same as in (52).
Basis functions of the polynomial space of order p, up to order 2, are presented in Table 2.
order p the basis functions
0 {1}
1 {1, x, v, r}
2 {1, x, x2, v, v2, r, r2, x · v, x · r, r · v}
Table 2: The basis functions and order p.
A difficulty when applying SGBM for the HHW dynamics, is that analytic formulas of the discounted
moments are not available as the HHW model does not belong to the affine class when ρx,r 6= 0. We can
see this from the covariance matrix
σ (Xt)σ (Xt)
T
=
vt ρx,vvt √vtηρx,r∗ γ2vt 0
∗ ∗ η2
 . (57)
Therefore, we will use an affine H1HW model, as proposed in [12], to approximate the HHW model
and to find analytic formulas of the discounted moments for an approximate HHW model.
4.2.1 Basis functions and H1HW model
To obtain an alternative affine formulation of the HHW dynamics, we approximate the stochastic term√
v(t) in (57) by a deterministic function, E
[√
vt
∣∣vs] , which is the conditional expectation of √v(t) in
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time interval [s, t], and hence the covariance matrix of the approximate model can be written as:
σ
(
Xˆt
)
σ
(
Xˆt
)T
=
vt ρx,vvt E [√vt∣∣vs] ηρx,r∗ γ2vt 0
∗ ∗ η2
 . (58)
The model connected to the covariance matrix in (58) is called the H1HW model [12]. Error analysis,
comparing the full-scale HHW model with the performance of the approximate H1HW model is given
in [12], where it is shown that the errors in option values is typically very small.
In Appendix B.3, the discounted ChF of the H1HW model is presented, based on which we can
determine the discounted moments.
The expression for the conditional expectation of the volatility is given by:
E
[√
vt
∣∣vs] = √2c(τ)e−λ(τ)2 ∞∑
k=0
1
k!
(
λ(τ, vs)
2
)k Γ ( 1+d2 + k)
Γ
(
d
2 + k
) , (59)
with τ := t− s,where
c(τ) =
1
4κ
γ2(1− e−κτ ), d = 4κv¯
γ2
, λ(τ, vs) =
4κvse
−κτ
γ2(1− e−κτ ) , (60)
which is truncated when computing this sum. In numerical calculations, however, it turns out that the
formula (59) is not robust, particularly not when τ is small. Hence for small values of τ , the conditional
expectation of the square root of the variance is approximated as
E
[√
vt
∣∣vs] ≈ √vs,
which is because
E
[√
vt
∣∣vs]→ √vs, when (t− s)→ 0.
When d > 12 , we can simplify the expression for the conditional expectation of the variance using the
following the formula :
E
[√
vt
∣∣vs] ≈
√
c(τ)
(
λ(τ, vs)− 1 + d+ d
2(d+ λ(τ, vs))
)
, (61)
where c(τ), d and λ(τ, vs) are as defined in (59), see [12]. When d <
1
2 , it is suggested to use the accurate
formula in (59).
4.2.2 Bundles
We develop the two bundling methods in this 3-d problem. First, we present the recursive-bifurcation-
with-rotation method for HHW model.
Step 1: project the two sets of data (d1, d2, d3) into two independent sets of data (q1, q2, q3) by the
following way. We define the rotation angles α1, α2 as
cosα1 =
√
1
1 + β21
sign(β1), sinα1 =
√
β21
1 + β21
, (62)
cosα2 =
√
1
1 + β22
sign(β2), sinα2 =
√
β22
1 + β22
, (63)
where4
β1 :=
E [(xm − E(xm)) (vm − E(vm))]
E
[
(xm − E[xm])2
] ≈ covariance(d1, d2)
variance(d1)
, (64)
β2 :=
E [(xm − E(xm)) (rm − E(rm))]
E
[
(xm − E[xm])2
] ≈ covariance(d1, d3)
variance(d1)
, (65)
4These needed moments can be derived from the (non-discounted) ChF, and we calculate the slopes with the analytic
formulas.
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We rotate data d1, d2 and d3 by angles α1, α2 using the following matrix,q1q2
q3
 =
 cosα1 sinα2 sinα1 − cosα1 cosα2− sinα1 sinα2 cosα1 sinα1 cosα2
cosα2 0 sinα2
d1d2
d3
 (66)
The idea of making bundles in the 3-d case with equal-numbering is also similar as for the Heston
model. First, we make a ranking of the paths by their stock values, and determine J1 bundles; after this
iteration, within each bundle, a ranking of the paths is made by the interest rate values to determine J2
bundles in this direction followed by the ranking of the variance values to have J3 sub-bundles within
each bundle. After these three iterations, we have (J1 · J2 · J3) bundles.
Notice that when the Feller condition is not satisfied, there are many ”zeros“ in the variance values of
the paths. The second bundling step is therefore made with interest rate values. The first step, however,
should be based on the stock values, as the option values are dominated by stock values.
4.3 Bundles for barrier options
When we make bundles for pricing barrier options, we only consider the ’active paths’. Hence, we find
the paths that did not reach the barrier, and apply a regular bundling method. This is visualized in
Figure 3 as a 2-D example.
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(b) Equal-number-bundling, barrier
Figure 3: Bundling result for barrier options.
5 Numerical results
In this section, several numerical results obtained by the SGBM method are presented. We first discuss
the impact of stochastic volatility and stochastic interest rate on the exposure quantities. Following this,
we analyze the convergence and accuracy of SGBM, by comparing the path and direct estimators and
by comparing with reference value (obtained via the COS method or the discounted cash flow of the
simulated path).
For all tests presented here, we will employ the Quadratic Exponential (QE) scheme [20] for gen-
eration of the forward MC paths, for robustness reasons. We have compared the QE scheme valuation
results with the results obtained with an SDE Euler scheme and concluded that particularly in the case
in which the Feller condition is not satisfied the QE scheme is superior.
We have tested several parameter sets for which the Feller condition is satisfied and for which the
Feller condition is not satisfied. We found that the Feller condition had very little impact on the
performance of SGBM, due to the method components chosen (QE scheme, type of bundling and choice
of basis functions). We therefore only show results for parameter sets for which the Feller condition is
not satisfied, as it is supposed to be more difficult for valuation. Generally the cases in which the Feller
condition was satisfied were somewhat easier regarding the choice of time step.
We apply formula (9) to calculate CVA with recovery rate δ = 0. The default probability function
has been defined in equation (8) with a constant intensity h = 0.03.
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5.1 Impact of the stochastic volatility and the stochastic interest rate
We show the impact of stochastic volatility and stochastic interest rate on expected exposure(EE) and
potential future exposure(PFE). Next to the already discussed Heston and HHW models, we also consider
the Black-Scholes and the Black-Scholes Hull-White (BSHW) models in this section. The characteristic
functions for these models (forming the basis for the analytic moments in SGBM) are presented in
Appendix B.2.
The parameter set chosen for the HHW model is given by
κ = 0.3, γ = 0.6, v0 = v¯ = 0.05, λ = 0.01, η = 0.01, r0 = θ = 0.02,
and S0 = 100; the correlations are set as ρx,v = −0.3 and ρx,r = 0.2; T = {1, 5}.
For the comparison, we use the constant volatility, σ =
√
v0 = 0.2236, for the Black-Scholes and the
BSHW model, and a constant interest rate, r = 0.02, for the Black-Scholes as well as for the Heston
model. All other parameters in these models are set the same as in the HHW model. We consider a
Bermudan put option with 10 exercise dates with strike K = 100, and compare EE and PFE values for
T = 1 and T = 5 in Figure 4. The number of paths equals 2 · 105, and the time step size of the SDE
discretization, ∆t(QE) = 0.05. In the BS, BSHW and Heston models, the number of bundles employed
is 43 = 64, while for the HHW model, the number of bundles used is 83 = 512.
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Figure 4: Impact of the stochastic volatility and interest rate on EE and PFE with different tenors and
different asset dynamics.
From Figure 4 we can see the following:
• When T = 1 (as seen in (a) and (c)), the exposure values for the HHW model are relatively close
to those of the Heston model, and the exposure values of the BSHW model are similar to those
of the BS model. With a short time to maturity, under our model assumptions and parameters,
the stochastic interest rate does not have a significant impact on the exposure profiles, whereas
stochastic volatility in the asset dynamics increases the PFE values significantly.
• When T = 5 (as seen in (b) and (d)), we notice only small differences in the EE values for these
models. Adding the stochastic interest rate and the stochastic volatility components, the PFE
profiles have changed however without any clear pattern to be observed.
In order to gain additional insight in the results for the longer time to maturity, we perform some more
tests. Setting either the vol-of-vol parameter γ = 0.001 or the vol-of-interest-rate parameter η = 0.001,
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respectively, but keeping the other parameters the same, we obtain the PFE values in Figure 5. Here,
in Figure 5(a) the PFE profile from the Heston model is very similar to that of the BS model, and the
PFE profile of the HHW model is similar to that of the BSHW model. This is clear as the stochastic
asset volatility does not play a major role in the dynamics due to the small vol-of-vol value. Thus, we
can observe that the stochastic interest rate gives rise to an increasing PFE, although there is a drop in
value at each exercise date. In Figure 5 (b), the PFE profile of BSHW model is close to that of the BS
model, while the PFE results obtained by the HHW model are very similar to the Heston results. The
PFE values increase at the early stages of the contract, and then drop rapidly towards the BS model
PFE, at a later stage in the five years contract.
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Figure 5: Impact of the stochastic volatility and interest rate, choosing small model parameters.
The stochastic interest rate plays a significant role in the case of a longer maturity, and results in
increasing PFE profiles; stochastic asset volatility seems to have an effect on PFE values at an early
stage of a contract regardless the length of the contract. For asset models with stochastic interest rate
and volatility, the form of the PFE profiles is not easily predictable: under the parameters chosen here,
at an early stage of the contract (say t < 1), the PFE profiles under the HHW model are very similar to
those under the Heston model, but at later times the PFE profiles under the HHW model increase.
5.2 SGBM convergence for exposure profiles of a Bermudan option under
Heston model
We study the convergence of SGBM by considering a Bermudan put option with 10 exercise dates. The
number of paths equals 5 · 105, and the time step is ∆t(QE) = 0.05. We choose the following parameter
set.
Test A: S0 = 100, K = 100, r = 0.04, T = 1. Parameters κ = 1.15, γ = 0.39, v¯ = 0.0348, v0 = 0.0348,
ρx,v = −0.64. (The Feller condition is not satisfied.)
5.2.1 Comparison of direct and path estimator
We compare the option values, and EE values, of the direct and path estimators with respect to the
number of bundles, when the order of the basis functions is chosen as p = 1 and p = 2. The difference
of EE values is measured by the relative L2-norm
5, as EE is a time-dependent function.
Figure 6 (a) shows that the path and direct estimators converge to the ’true’ option values when
increasing the number of bundles. When the number of bundles J = 43 = 64, the path and the direct
estimators have converged to the reference value level (calculated by the COS method). SGBM basis
functions of order p = 2 enhance the speed of convergence compared to p = 1.
Figure 6 (b) confirms for the EE value that the path and direct estimator converge, when the number
of bundles increases. We present the option value and Greeks of the Bermudan put option in Table 3,
with the standard deviations. We also present the CVA value computed by Equation (9).
5The relative L2-norm is defined as (∑M
m=0 (EEd(tm)− EEp(tm))2∑M
m=0 (EEd(tm))
2
) 1
2
, (67)
where EEd(tm) is the EE value obtained by the direct estimator at time tm, while EEp(tm) is the corresponding path
estimator value.
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Figure 6: Option values and relative difference of the EE values of the direct and the path estimator vs.
the number of bundles.
COS SGBM direct (std.) SGBM path (std.)
V (0) 5.483 5.486 (2.4e-04) 5.476 (4.0e-03)
∆EE(0) -0.327 -0.328 (7.9e-05) -
ΓEE(0) 0.0247 0.0247 (2.3e-05) -
CVA 0.0924 0.0926 (8.9e-05) 0.0949 (7.9e-05)
Table 3: Values of Bermudan option, Greeks and CVA; SGBM based on 5 simulations.
5.2.2 Study of the order of basis functions
The COS method is an efficient and accurate method for pricing Bermudan options based on Fourier
cosine expansion [21]. We adapted the COS method in [21] so that it can also be applied for computing
exposure profiles, see also [4]. With the COS method as our reference, we study the convergence of EE
and PFE and the EE Greeks.
In Figures 7 and 8, we present the accuracy of SGBM for exposure quantities w.r.t the type of
bundling, the number of bundles and the order of the basis functions. We check the difference of EE,
PFE, ∆EE, and ΓEE between the SGBM and COS methods. When the basis function set only includes
the constant p = 0, then all derivatives w.r.t the initial asset value or variance value are equal to zero,
and we cannot determine the Greeks values at all. When the basis functions are of order 1, then we
can calculate the first-derivative w.r.t the initial asset value, but the second-derivatives values of these
functions are zero.
The bundling method in Figure 7 is recursive-bifurcation-with-rotation, while the results equal-in-
number bundling in Figure 8 are very similar.
Unless stated otherwise, recursive-bifurcation-with-rotation bundling is employed in the experiments
to follow.
It is clear that increasing the number of bundles and/or the order of the basis functions can enhance
the accuracy of the results; The impact of the polynomial order on the accuracy becomes smaller when
the number of bundles increases. With J = 44 bundles and p = 2 the results are as highly satisfactory
as the approximations by p = 3.
In particular, we see that by a higher polynomial order p and a larger number of bundles the accuracy
of the Greek values increases. When the number of bundles is sufficiently large (43), basis functions of
order p = 2 perform as well as p = 3 for ∆EE, but for ΓEE, basis functions of order p = 3 improve the
accuracy.
5.3 SGBM results for the Heston Hull-White model
Here, we will analyze exposure results under the HHW model. For validation of the choices for the
SGBM components however we first consider the pricing of options.
Our discretization of the HHW model is based on the QE Heston scheme, combined with an Euler
discretization for the interest rates. We employ time step ∆t(QE) = 0.05 and the number of paths used
is N = 5 · 105. The following set of parameters has been used:
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Figure 7: Relative L2-error of exposure profiles and Greeks w.r.t number of bundles and the order of
basis functions. Bundling method: recursive-bifurcation-with-rotation; Reference values by COS method.
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Figure 8: Relative L2-error of exposure profiles and Greeks w.r.t number of bundles and the order of the
basis functions. Bundling method: equal-in-number bundling.
Test B: κ = 0.3, γ = 0.6, v0 = v¯ = 0.05, λ = 0.01, η = 0.01, r0 = θ = 0.02, and S0 = 100; the
correlations are chosen as ρx,v = −0.3 and ρx,r = {0.2, 0.6}; T = {5, 10} (Feller condition not satisfied).
As explained, SGBM employs discounted moments for the H1HW model to approximate the dis-
counted moments appearing. To determine the impact of this approximation, we will first price Euro-
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pean options by SGBM and compare the results obtained by the discounted cash flow plain Monte Carlo
results.
As in [12], we also compare the implied volatility values for different strike values to analyze the
accuracy.
Subsequently, we present results for Bermudan options, and confirm the SGBM convergence by the
comparison of the direct and the path estimator.
5.3.1 Pricing European options under the HHW model
Employing SGBM for pricing European options, the problem is easier than pricing Bermudan options,
as the option can not be exercised prior to maturity, i.e., for all tm < tM ,
V0(X0) = EQ
[
VM (XM )D(t0, tM )
∣∣∣∣X0] = EQ [EQ [VM (XM )D(tm, tM )∣∣∣∣Xm]D(t0, tm)∣∣∣∣X0] . (68)
We can thus compute the European option estimate either directly from the discounted averaged option
values at time tM ; or we can use intermediate time points, t1, . . . , tm, between t0 and tM to calculate the
option values at the paths in a backward iteration, where the option value at time t0 would be calculated
based on the option values of all paths at time t1. The latter is an SGBM accuracy test which we perform
here.
When the analytic formulas and the SGBM simulation are accurate, there should be no significant
difference between these two approaches. However, as we use approximated HHW discounted moments
derived from H1HW, the size of the time step will have impact on the accuracy of the results. We test
this by choosing three different time steps in SGBM, with ∆t = {0.05, 0.5, 10} (the latter being only one
time step).
Table 4 presents the calculated implied volatility (%) results of MC and SGBM with different time
steps and strike values K = {40, 80, 100, 120, 180} when T = 10. Figure 9 displays the corresponding
errors in the implied volatility results. The reference value is the discounted cash flow results obtained
via Monte Carlo.
ρx,r Strike Monte Carlo QE SGBM ∆t = 0.05 SGBM ∆t = 0.5 SGBM ∆t = 10
0.2
40 25.96(0.02) 25.96(0.007) 25.98(0.006) 26.09(0.010)
80 19.96(0.01) 19.95(0.005) 19.98(0.010) 20.04(0.010)
100 18.35(0.01) 18.34(0.005) 18.38(0.008) 18.40(0.009)
120 17.45(0.01) 17.43(0.002) 17.48(0.005) 17.45(0.011)
180 17.34(0.03) 17.32(0.007) 17.36(0.004) 17.22(0.016)
0.6
40 26.46(0.03) 26.48(0.006) 26.49(0.005) 26.64(0.013)
80 20.71(0.02) 20.70(0.005) 20.75(0.008) 20.86(0.016)
100 19.23(0.01) 19.21(0.002) 19.28(0.008) 19.35(0.013)
120 18.42(0.02) 18.39(0.003) 18.48(0.008) 18.49(0.014)
180 18.27(0.04) 18.25(0.006) 18.34(0.005) 18.26(0.017)
Table 4: Implied volatility (%) results of Monte Carlo method and SGBM method. Number of bundles
J = 64 and polynomial order p = 2. Test B with T = 10.
The table and figure show that when we take more time steps between t0 and tM , the results become
more accurate. However, the results with larger time steps are also highly satisfactory. We can thus
enhance the accuracy of the SGBM by using more time steps, but this will reduce the method’s efficiency.
5.3.2 Exposure profiles of Bermudan options under HHW model
We now price a Bermudan put option which can be exercised at 10 equally-space exercise date before
maturity T . The strike is set to K = 100. We use the parameters from Test B, with {ρx,r = 0.2, and
T = 5} and {ρx,r = 0.6, and T = 10} respectively.
We test the convergence of SGBM by comparing the direct estimator and the path estimator. The
comparison of option value convergence with SGBM basis functions of different order is made in Figure
10. Figure 11 then shows the SGBM convergence of the difference of the EE values obtained by the
direct and path estimators, when p = 1 and p = 2 w.r.t the number of bundles. The results indicate that
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Figure 9: Error of the implied volatility (%) vs. strike values. obtained via the same results in Table 4.
Reference values: Monte Carlo results.
approximation by p = 2 is favorable, and the number of bundles is best set to 83 = 512. The difference
in the EE values of the direct and path estimator decreases with an increasing number of bundles. These
HHW results support the conclusions in section 5.2 and thus the convergence of the SGBM.
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Figure 10: Comparison of option values by the direct estimator and path estimator, when p = 1 and
p = 2. Test B with T = 10.
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Figure 11: Comparison of EE values obtained by the SGBM direct estimator and path estimator, when
p = 1 and p = 2.
For comparison purposes, we also present the corresponding converged results at time t0 in Table 5.
We also present the CVA value computed by Equation (9).
5.4 Pricing barrier options and the accuracy
In this subsection, we present results for a knock-out barrier put option under the Heston and HHW
models, with barrier level H = 0.8S0. Basis functions of order p = 2 are chosen for calculation so that
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SGBM direct(std.) SGBM path(std.)
ρx,r = 0.2, T = 5
V (0) 11.3747( 6.5e-04) 11.3507(1.5e-02)
∆EE(0) -0.2935( 3.0e-05) -
ΓEE(0) 0.0143(3.6e-05) -
CVA 0.9829(3.1e-03) -
ρx,r = 0.6, T = 10
V (0) 15.9162(1.28e-02) 15.9310(1.9e-03)
∆EE(0) -0.2608(6.39e-04) -
ΓEE(0) 0.0085(2.08e-05) -
CVA 2.9678(3.42e-03) -
Table 5: Values of option, Greeks and CVA; Bermudan put option; SGBM based on 5 simulations.
we obtain accurate sensitivities when applying SGBM. The reference values are obtained by the COS
method for the Heston model. For the HHW model, we use the discounted cash flow Monte Carlo results
as a reference. If the path does not hit the barrier, the cash flow is equal to the payoff at the maturity;
otherwise the option is knocked out at a path and the cash flow is zero.
Under the Heston model, with the parameters from Test A, Figure 12 confirms the convergence of
SGBM by plotting the L2-error of the exposure and their Greek values for barrier options w.r.t the
number of bundles under the Heston model, where COS method is available for the reference values.
The corresponding values are presented in Table 6.
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Figure 12: Relative L2-error of the exposure and Greeks for a barrier option. Parameters of Test A
under the Heston model.
COS SGBM direct(std.) Monte Carlo(std.)
V (0) 1.2300 1.2299(1.8e-03) 1.2283(4.9e-03)
∆EE(0) -0.0605 -0.0609(1.2e-04) -
ΓEE(0) 0.0031 0.0020(3.3e-05) -
CVA 0.0363 0.0363(8.7e-05) 0.0362(1.4e-04)
Table 6: Values of option, Greeks and CVA; knocked-out barrier put option; SGBM and MC based on
5 simulations. Parameters of Test A under the Heston model.
For the HHW model computations, we use the parameters in Test B, and the resulting values are
given in Table 7.
6 Conclusion
In this paper we have applied the Stochastic Grid Bundling Method (SGBM) for the computation of
exposure profiles and Greek values for asset dynamics with stochastic volatility and stochastic interest
rate.
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SGBM direct(std.) Monte Carlo(std.)
ρx,r = 0.2, T = 5
V (0) 0.5767( 8.6e-04) 0.5579(2.1e-03)
∆EE(0) -0.0230(6.7e-05) -
ΓEE(0) -2.2e-04(7.3e-06) -
CVA 0.9829(1.1e-04) -
ρx,r = 0.6, T = 10
V (0) 0.3372(1.6e-03) 0.3333(4.8e-03)
∆EE(0) -2.1e-04(2.8e-05) -
ΓEE(0) -5.6-04(5.3e-06) -
CVA 0.0875(5.5e-04) -
Table 7: Values of option, Greeks and CVA; knocked-out put barrier option; SGBM and MC based on
5 simulations. Parameters of Test B under the HHW model.
SGBM can be applied for the computation of expected exposure and potential full exposure functions
for European, Bermudan as well as barrier options. The algorithmic structure as well as the essential
method components are very similar, which makes SGBM a suitable CVA valuation framework.
We presented arguments for choosing the basis functions, presented two types of bundling algorithms,
and showed SGBM convergence of the direct and path estimator with respect to an increasing number
of bundles. Numerical experiments demonstrate its convergence and accuracy.
SGBM is based on the availability of analytic formulas for the discounted moments. When the SDE
dynamics belong to the affine class, the discounted moments can be derived directly from the discounted
ChF. Under the HHW model, these are not available and we have to resume to approximated moments.
The impact of this on the accuracy of the results is checked.
Higher-order polynomials as the basis functions are important when accurate Greek values are needed;
otherwise, polynomial order p = 1 is sufficient for option prices and exposure quantities.
The computational efficiency is impacted by the number of bundles used in SGBM. A parallelized
algorithm will be important for reducing the calculation times.
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Appendices
A Proofs
A.1 Proof of proposition 1
Here we provide the proof of Proposition 1.
‖cm − c˜m‖2L2(Im)
=
∫
Im
(
EQ
[
Vm+1 (Xm+1) ·D(tm, tm+1)
∣∣∣∣Xm]− EQ [V˜m+1 (Xm+1) ·D(tm, tm+1)∣∣∣∣Xm])2 dXm
≤
∫
Im
(
EQ
[(
Vm+1 (Xm+1)− V˜m+1 (Xm+1)
)2
· (D(tm, tm+1))2
∣∣∣∣Xm]) dXm
≤
∫
Im
(
EQ
[(
Vm+1 (Xm+1)− V˜m+1 (Xm+1)
)2 ∣∣∣∣Xm]) dXm
≤
∫
Im
∫
Im+1
(
Vm+1 (Xm+1)− V˜m+1 (Xm+1)
)2
f (Xm+1; Xm) dXmdXm+1
≤
∫
Im+1
(
Vm+1 (Xm+1)− V˜m+1 (Xm+1)
)2(∫
Im
f (Xm+1; Xm) dXm
)
dXm+1
≤
(∫
Im+1
(
Vm+1 (Xm+1)− V˜m+1 (Xm+1)
)2
dXm+1
)
·
(∫
Im+1
(∫
Im
f (Xm+1; Xm) dXm
)
dXm+1
)
= (1− )‖Vm+1 − V˜m+1‖2L2(Im+1) · h(Im), (69)
where h(Im) is the size of the domain Im, as∫
Im+1
∫
Im
f (Xm+1; Xm) dXmdXm+1
=
∫
Im
∫
Im+1
f (Xm+1; Xm) dXm+1dXm =
∫
Im
(1− )dXm = (1− )h(Im). (70)
A.2 Proof of proposition 2
We approximate function f(x) by a polynomial fˆ(x) of order p on interval I, where the residual value is
defined as
ep(x) := f(x)− fˆ(x), x ∈ I. (71)
Notice that e
(p+1)
p (x) = f (p+1)(x) as fˆ (p+1)(x) = 0.
The error of the ’best’ estimation in L2 sense can be bounded when f(x) is p+ 1 times differentiable.
Choose p+ 1 distinct points, {x0,0, x0,1, . . . , x0,p} ∈ I, and apply interpolation, ∀x ∈ I, ∃ η(x) ∈ I, such
that
ep(x) =
f (p+1)(η(x))
(n+ 1)!
p∏
i=0
(x− x0,i). (72)
This implies that we can find a polynomial, such that the residual function ep(x0,0) = ep(x0,1) =
· · · = ep(x0,p). By Rolle’s theorem, points {x1,0, x1,1, . . . , x1,p−1} exist, so that the first derivative
e(1)(x1,0) = e
(1)(x1,1) = · · · = e(1)(x1,p−1) = 0. By induction, ∀r ≤ p, there exist p − r + 1 points
{xr,0, xr,1, . . . , xr,p−r}, From the fundamental theorem of calculus,∀r ≤ p, we have that for any point y
in I,
e(r)p (y) = e
(r)
p (xr,0) +
∫ y
xr,0
e(r+1)p (x)dx. (73)
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As e
(r)
p (xr,0) = 0, we have following
e(r)p (y) =
∫ y
xr,0
e(r+1)p (x)dx ≤
∫ y
xr,0
∣∣e(r+1)p (x)∣∣dx
≤
∫ y
xr,0
∣∣1∣∣ · ∣∣e(r+1)p (x)∣∣dx ≤
(∫ y
xr,0
∣∣1∣∣2dx) 12 (∫ y
xr,0
∣∣e(r+1)p (x)∣∣2dx
) 1
2
≤ h 12 ‖e(r+1)p ‖L2(I). (74)
When we square both sides, we obtain(
e(r)p (y)
)2
≤ h‖e(r+1)p ‖2L2(I), (75)
and as a result, the L2 norm of e
(r)
p (y) in interval I is given by,
‖e(r)p ‖L2(I) =
(∫
I
(
e(r)p (y)
)2
dy
) 1
2
≤
(∫
I
h‖e(r+1)p ‖2L2(I)dy
) 1
2
≤ h‖e(r+1)p ‖L2(I). (76)
By induction, it is easy to find that
‖ep‖L2(I) ≤ h‖e(1)p ‖L2(I) ≤ · · · ≤ hp+1‖e(p+1)p ‖L2(I) = hp+1‖f (p+1)‖L2(I) (77)
B The joint discounted characteristic functions
In this appendix we provide the reader with known results about characteristic function. Based on these,
it is easy to determine (either by hand or by a computer program) the discounted moments, needed in
SGBM.
B.1 Heston model
The expression for the discounted ChF of the Heston model is given by[21]:
Φ(u1, u2, T |Xt) = exp
(
A¯(u1, u2, τ) + B¯(u1, τ)xt + C¯(u1, u2, τ)vt
)
, (78)
where,
A¯(u1, u2, τ) = I1 + I2, B¯(u1, τ) = iu1,
C¯(u1, u2, τ) = r+ − 2D1
γ2 (1− ge−D1τ ) ,
(79)
where
g =
iu2 − r−
iu2 − r+ , D1 =
√
(κ− γρx,viu1)2 + γ2u1(u1 + i),
r± =
1
γ2
(κ− γρx,viu1 ±D1) , (80)
and
I1 = κv¯
(
r−τ − 2
γ2
log
(
1− ge−D1τ
1− g
))
, I2 = r(iu1 − 1)τ.
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B.1.1 Discounted moments
The analytic formulas for the discounted moments and their first and second derivatives are obtained
with symbolic calculations in MATLAB. We will present the discounted moments for the Heston model.
EQ [xT ·D(t, T )|Xt] =
(
xt +
1
2κ
(v¯ − vt)
(
1− e−κτ)+ (r − 1
2
v¯)τ
)
e−rτ , (81)
EQ
[
x2T ·D(t, T )|Xt
]
=
((
xt +
1
2κ
(v¯ − vt)
(
1− e−κτ)+ (r − 1
2
v¯
)
τ
)2
+
v¯
8κ3
Ω1 +
vt
4κ3
Ω2
)
e−rτ , (82)
EQ [vT ·D(t, T )|Xt] =
(
v¯ + (vt − v¯) e−κτ
)
e−rτ , (83)
EQ
[
v2T ·D(t, T )|Xt
]
=
(
vtγ
2
κ
(
e−κτ − e−2κτ)+ v¯γ2
2κ
(
1− e−κτ)2
+
(
v¯ + (vt − v¯) e−κτ
)2)
e−rτ , (84)
EQ [xT · vT ·D(t, T )|Xt] =
(
(v¯ + (vt − v¯) e−κτ )
(
xt +
1
2κ
(v¯ − vt) (1− e−κτ ) + (r − 1
2
v¯)τ
)
+
v¯γ2
4κ2
Ω3 +
vtγ
2
2κ2
Ω4
)
e−rτ , (85)
with Xt = [xt, vt]
T , τ = T − t, where
Ω1 =e
−2κτγ2 + 4e−κt
(
(1 + κτ)γ2 − 2ρκγ (2 + κt) + 2κ2)+ (2κτ − 5) γ2
− 8ρκγ (κτ − 2) + 8κ2 (κτ − 1) , (86)
Ω2 =− e−2κτγ2 + 2e−κτ
(−κτγ2 + 2ρκγ (1 + κτ)− 2κ2)+ γ2 − 4κργ + 4κ2, (87)
Ω3 =e
−2κτ + 2κe−κτ (τ − 2ρ
γ
(1 + κτ)) +
4κρ− γ
γ
, (88)
Ω4 =e
−κτ
(
1− κτ + 2ρκ
2τ
γ
)
− e−2κτ . (89)
B.2 Black-Scholes-Hull-White model
The expression for discounted ChF of the BSHW model is given by:
Φ(u1, u2, u3, T |Xt) = exp
(
A¯(u1, u2, w, τ) + B¯(u1, τ)xt + D¯(u1, u3, τ)rt
)
, (90)
with B¯(u1, τ) as in B.1, and
A¯(u1, u2, u3, τ) = I1 + I2 + I3 + I4, D¯(u1, u3, τ) =
iu1 − 1
λ
(
1− e−λτ)+ iu3e−λτ ,
(91)
and
I1 =
1
2
σ2iu1(iu1 − 1)τ,
I2 = θ
(
(iu1 − 1)τ + 1
λ
(e−λτ − 1)(iu1 − 1)− iu3
(
e−λτ − 1)) ,
I3 =
η2
2λ2
(
2
λ
(u1 + i)(e
−λτ − 1)(λu3 − u1 − i) + 1
2λ
(
e−2λτ − 1) (λu3 − u1 − i)2 − (u1 + i)2τ) ,
I4 =
ηθσρx,r
λ
(
− iu1 + u
2
1
λ
(λτ + e−λτ − 1) + u1u3(e−λτ − 1)
)
. (92)
Again the discounted moments are obtained by symbolic computations in MATLAB.
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B.3 H1HW model
The expression for the discounted ChF for the approximate HHW model, called the H1HW model, is
given by[12]:
Φ(u1, u2, u3, T |Xt) = exp
(
A¯(u1, u2, u3, τ) + B¯(u1, τ)xt + C¯(u1, u2, τ)vt + D¯(u1, u3, τ)rt
)
, (93)
where the coefficients B¯(u1, τ), C¯(u1, u2, τ) and D¯(u1, u3, τ) are the same in sections B.1 and B.2, and
A¯(u1, u2, u3, τ) = I1 + I2 + I3 + I4, (94)
where expressions g, D1 and r± are the same one as for the Heston model, and
I1 = θ
(
(iu1 − 1)τ + 1
λ
(e−λτ − 1)(iu1 − 1)− iu3
(
e−λτ − 1)) , (95)
I2 = κv¯
(
r−τ − 2
γ2
log
(
1− ge−D1τ
1− g
))
,
I3 =
η2
2λ2
(
2
λ
(u1 + i)(e
−λτ − 1)(λu3 − u1 − i) + 1
2λ
(
e−2λτ − 1) (λu3 − u1 − i)2 − (u1 + i)2τ) ,
I4 = ηρx,r
(
− iu1 + u
2
1
λ
G1(τ, vt)− u1u3G2(τ, vt)
)
. (96)
The two integrals appearing above are computed numerically as
G1(τ, vt) :=
∫ τ
0
E
[√
vT−s
∣∣vt] (1− e−λs) ds ≈ L−1∑
k=0
E
[√
v(T−k∆s)
∣∣vt] (1− e−λ(k∆s))∆s, (97)
G2(τ, vt) :=
∫ τ
0
E
[√
vT−s
∣∣vt] e−λsds ≈ L−1∑
k=0
E
[√
v(T−k∆s)
∣∣vt] (e−λ(k∆s))∆s, (98)
where τ = T − t, ∆s = τL , L is the number of integration intervals and the conditional expectation of
the square root of the variance is given by (59).
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