Modulating the gain of the input-output function of neurons is critical for processing of stimuli and network dynamics. Previous gain control mechanisms have suggested that voltage fluctuations play a key role in determining neuronal gain in vivo. Here we show that, under increased membrane conductance, voltage fluctuations restore Na ϩ current and reduce spike frequency adaptation in rat hippocampal CA1 pyramidal neurons in vitro. As a consequence, membrane voltage fluctuations produce a leftward shift in the frequencycurrent relationship without a change in gain, relative to an increase in conductance alone. Furthermore, we show that these changes have important implications for the integration of inhibitory inputs. Due to the ability to restore Na ϩ current, hyperpolarizing membrane voltage fluctuations mediated by GABA A -like inputs can increase firing rate in a high-conductance state. Finally, our data show that the effects on gain and synaptic integration are mediated by voltage fluctuations within a physiologically relevant range of frequencies (10 -40 Hz).
Introduction
Intracellular in vivo recordings in the cortex and hippocampus have established that membrane voltage in neurons in these areas is dominated by intense synaptic activity. These conditions result in large membrane voltage fluctuations and increased membrane conductance (Penttonen et al., 1998; Henze and Buzsáki, 2001; Destexhe et al., 2003; Harvey et al., 2009; Epsztein et al., 2010) . Experimental and modeling studies have linked changes in these conditions to the modulation of the sensitivity or gain of the input-output function of individual neurons (Chance et al., 2002; Mitchell and Silver, 2003; Prescott and De Koninck, 2003; Silver, 2010) .
An input-output function in neurons can be quantified using a frequency-current ( f-I ) relationship. Although simple, the tuning and form of this relationship is critical for processing of stimuli and network dynamics (Carandini and Heeger, 1994; Treue and Martínez Trujillo, 1999; Priebe and Ferster, 2008) . In vitro work has shown that the slope (gain) of the f-I relationship can be reduced through the introduction of artificially generated membrane voltage fluctuations (Chance et al., 2002; Mitchell and Silver, 2003; Shu et al., 2003) . Voltage fluctuations also lead to spike generation at mean voltages below the spike voltage threshold, which enables spike firing to scale with the subthreshold membrane voltage (Hô and Destexhe, 2000) . Increased membrane conductance, which reduces the slope of the subthreshold current-voltage relationship, can also reduce the slope of the f-I relationship in the presence of voltage fluctuations (Mitchell and Silver, 2003; Prescott and De Koninck, 2003; Silver, 2010) . More recent experimental work, however, has indicated that the ability for voltage fluctuations to reduce gain is not broadly applicable to principal cortical neurons (Higgs et al., 2006; Arsiero et al., 2007; Cardin et al., 2008) . In addition, voltage fluctuations have also been shown to restore spike firing in cells unable to generate sustained firing (Slee et al., 2005; Prescott et al., 2006; Lundstrom et al., 2009) . As a result, a more comprehensive understanding of the interactions between changes in membrane conductance and voltage fluctuations is required. We therefore decided to investigate the effects of changes of membrane conductance and membrane voltage fluctuations on the basic input-output relationship of CA1 pyramidal neurons using dynamic clamp.
Previous work in CA1 pyramidal cells has established that changes in mean membrane conductance, similar to those reported in vivo, alter basic electrophysiological properties. In particular, increased conductance leads to an instantaneous depolarization in spike voltage threshold (Prescott et al., 2006 (Prescott et al., , 2008 Fernandez and White, 2010) , which reduces Na ϩ current availability, increases spike frequency adaptation, and decreases gain (Fernandez and White, 2010) . Here we show that the introduction of membrane voltage fluctuations under increased membrane conductance restores Na ϩ current and reduces spike frequency adaptation. Contrary to past results, this causes voltage fluctuations to leave output gain unchanged relative to increased membrane conductance alone (Chance et al., 2002; Mitchell and Silver, 2003) .
Materials and Methods
Tissue preparation. All experimental protocols were approved by the University of Utah Institutional Animal Care and Use Committee. Horizontal sections of hippocampus and entorhinal cortex were prepared from 21-to 31-d-old Long-Evans rats of either sex. All chemicals were obtained from Sigma unless otherwise noted. After anesthetization with isoflurane and decapitation, brains were removed and immersed in 0°C solution consisting of the following (in mM): sucrose (215), NaHCO 3 (25), D-glucose (20) , KCl (2.5), CaCl 2 (0.5), NaH 2 PO 4 (1.25), and MgCl 2 (3), buffered to pH 7.4 with 95/5% O 2 /CO 2 . Horizontal slices were cut to a thickness of 400 m (VT 1200; Leica Microsystems). After the cutting procedure, slices were incubated in artificial CSF (ACSF) at 30°C for 20 min before being cooled to room temperature (20°C). The ACSF consisted of the following (in mM): NaCl (125), NaHCO 3 (25), D-glucose (25) , KCl (2), CaCl 2 (2), NaH 2 PO 4 (1.25), and MgCl 2 (1), buffered to pH 7.4 with 95/5% O 2 /CO 2 . After the incubation period, slices were moved to the stage of an infrared differential interference contrast-equipped microscope (Axioscope 2ϩ; Zeiss). ACSF contained 10 M CNQX, 50 M picrotoxin, and 30 M AP-5 to block ionotropic synaptic activity. All recordings were conducted between 32 and 34°C.
Electrophysiology. Electrodes were drawn on a horizontal puller (P97; Sutter Instruments) and filled with an intracellular solution consisting of the following (in mM): K-gluconate (120), KCl (20) , HEPES (10), diTrisPhCr (7), Na 2 ATP (4), MgCl 2 (2), Tris-GTP (0.3), EGTA (0.2), buffered to pH 7.3 with KOH. Final electrode resistances were between 3 and 4 M⍀, with access resistance values between 4 and 12 M⍀. Electrophysiological recordings were performed with a current-clamp amplifier (Axoclamp 2B; Molecular Devices), and data were acquired using custom software developed in Matlab (version 2007b; Mathworks) using the data acquisition toolbox or Clampex (version 10; Molecular Devices). In some experiments, tetrodotoxin (TTX) (5 nM) was bath applied, and recordings were taken after a 10 -15 min incubation period.
For voltage-clamp experiments, electrodes were prepared as described above and filled with intracellular solution consisting of the following (in mM): Cs-methanesulfonate (100), NaCl (10), KCl (1), TEA-Cl (15), EGTA (5.5), HEPES (10), CaCl 2 (0.5), MgCl 2 (2), diTrisPhCr (7), Na 2 ATP (4), and TrisGTP (0.3), with pH set to ϳ7.25 with CsOH. Slices were bathed in extracellular solution consisting of the following (in mM): NaCl (25), NaHCO 3 (25), NaH 2 PO 4 (1.25), CsCl (5), 4-AP (5), TEA-Cl (15), MgCl 2 (3), CdCl 2 (0.2), KCl (1), NMDG (75) , and CaCl 2 (1), set to pH 7.4 with CsOH and gassed with 95/5% O 2 /CO 2 . Recordings were performed using a Multiclamp 700B amplifier (Molecular Devices) and pClamp 10 (Molecular Devices) software. Access resistance ranged between 4 and 10 M⍀ and access resistance compensation between 10 and 30% was routinely used. Positive voltage steps elicited transient inward currents, which were completely blocked by 500 nM TTX and are referred to as Na ϩ currents throughout the remainder of this article. In addition to the reduced Na ϩ driving force, we used low concentrations of TTX (15-20 nM) to obtain current amplitudes suitable for voltage-clamp. All current traces were subjected to off-line subtraction of the linear leak according to Ohm's law. Capacitance artifacts were subtracted by subtracting scaled responses to a voltage step from Ϫ80 mV (1 s) to Ϫ70 mV (500 ms). Leak subtraction and capacitance corrections were done using custom routines in Matlab. A calculated liquid junction potential of 10 mV was subtracted from all command voltages.
For dynamic-clamp experiments, the current-clamp amplifier was driven by an analog signal from an ϫ86 personal computer running Real-Time Application Interface Linux and an updated version of the Real-Time Linux Dynamic Clamp (Dorval et al., 2001) called Real-Time Experimental Interface (Bettencourt et al., 2008) . For all experiments, a noisy synaptic stimulus was generated using two independent conductances representing synaptic excitation (AMPA-like) and inhibition (GABA A -like):
The reversal potentials for excitation (E e ) and inhibition (E i ) were set to 0 and Ϫ75 mV, respectively. As in previous studies (Destexhe et al., 2001; Fellous et al., 2003) , the terms g e (t) and g i (t) were implemented using an Ornstein-Uhlenbeck process and modeled using the following equations:
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In the equations, g e and g i represent the mean conductance for excitation and inhibition. D e and D i represent the diffusion coefficients, and e and i are Gaussian white noise terms with unit SD. The terms e and i correspond to the time constant for excitation and inhibition, which were set to 2 and 8 ms, respectively. Unless otherwise noted, we set the D e and D i values so as to generate membrane voltage fluctuations with an SD between 2 and 3 mV for experiments and simulations. For conditions where fluctuations were added without a mean conductance component, we used the Ornstein-Uhlenbeck processes with the mean conductance values set to zero ( g e and g i ϭ 0). We refer to cases in which the mean conductance values were set to zero as low conductance with membrane voltage fluctuations. In cases where mean membrane conductance was increased, g e and g i were kept at a 1:4 ratio (e.g., usually set to 2 and 8 nS, respectively). Conductance equations were solved numerically using the same method described by Destexhe et al. (2001) . The primary reason for using an Ornstein-Uhlenbeck process was that it allowed a reliable control of membrane voltage fluctuation size and mean added conductance since the two terms can be manipulated independently.
In all experiments shown, values for g e and g i were allowed to fall below zero (there was no rectification). This was done to avoid an increase in membrane conductance in a scenario where g e and g i are not allowed to fall below the mean g e and g i ϭ 0. Thus, in our experimental conditions where mean added conductance was set to zero (low conductance condition), a small positive or negative conductance was introduced at some time points (Ͻ1 nS for CA1 pyramidal cells). This was never an issue in the high-conductance state when g e and g i were much greater than zero. To verify that this did not influence our results, we repeated our experiments using biexponential inhibitory and excitatory synaptic events driven by a Poisson process. Individual synaptic events were modeled as either a conductance event (using the same reversals as before) or as a pure current event. For these experiments, we focused on the effects of mean spiking voltage and spike frequency adaptation using control, current-based Poisson synaptic activity, and conductance-based Poisson synaptic activity. We did not observe any obvious difference from the results presented here (n ϭ 19, data not shown). Thus, current-based Poisson activity produced the same results as the Ornstein-Uhlenbeck processes with zero mean conductances.
In cases where conductance was added without membrane voltage fluctuations, a linear leak conductance was introduced via dynamic clamp using the following equation:
For all experiments, E leak was set to Ϫ75 mV. The sample rate of the dynamic clamp was set to 10 kHz. A measured junction potential of ϳ10 mV was subtracted from all recordings and taken into account during dynamic-clamp experiments. Data were collected between 5 and 20 kHz, and filtered at 3 kHz. Gain measurements were taken within the linear range of the f-I relationship (usually below 35 Hz for initial firing rates and Ͻ15 Hz for steady-state firing rates).
Anatomical analysis. Identification of interneurons was established using biocytin in the intracellular recording solution and a post hoc analysis using immunofluorescence. Approximately 50% of CA1 interneuron recordings were done with an intracellular solution containing 0.6% biocytin (Invitrogen) by weight. After cells were allowed to passively fill with biocytin for approximately 1 h, they were fixed in 4% paraformaldehyde. To visualize neurons, slices were washed three times for 15 min in 0.1 M PBS and then incubated for 2-4 h in a solution containing 1 mg/mL streptavidin-Alexa 532 (Invitrogen) and 0.75 mL/100 mL Triton X-100 (Sigma) in PBS. After another three washes in PBS, slices were mounted on microscope slides in Mowiol. Cells were imaged using an Olympus FT1000 confocal microscope.
Simulations. All simulations were solved in Matlab using a fourth order Runge-Kutta or a forward Euler method with a time step of 0.05 ms. Equations for the model were as follows: Membrane voltage:
Na ϩ conductance activation:
Additional model parameters were as follows: C ϭ 1.5 F/cm 2 , g Na ϩ ϭ 6 mS⁄cm 2 , g leak ϭ 0.03 mS/cm 2 , E Na ϩ ϭ 50 mV, E leak ϭ Ϫ65 mV. I E in the current balance equation refers to driving current. For spike repolarization, membrane voltage was reset to Ϫ65 mV subsequent to crossing 15 mV. The Na ϩ conductance activation (m) was modeled using only the steady-state function. Hence, the activation variable associated with Na ϩ conductance equilibrates instantaneously with membrane voltage.
Analysis and statistics. All analysis were carried out in Matlab (version 2007b) using custom software and/or built-in functions. Spike times were determined using a threshold crossing for membrane voltage. To measure the f-I relationship and gain, cells were held between Ϫ75 and Ϫ70 mV using DC current before eliciting spike firing with a square current step protocol. The frequency of spike firing was calculated from the mean interspike interval (ISI) value. For the initial frequency, the value was calculated from the first three interspike intervals. Steady-state frequency was taken from the mean ISI value for the last third of the 4 s current pulse used to drive spike firing during f-I measurements. This corresponded to the steady-state region of the spike frequency-versustime relationship. The spike rate of rise was defined as the maximum positive value of the membrane voltage derivative associated with the spike trajectory. Gain was calculated from a linear regression analysis of the linear portion of the f-I relationship and normalized to the condition that produced maximum gain. Unless otherwise noted, mean spiking voltage was defined as the mean voltage value during spike firing. This value includes both the spike and the interspike voltage trajectory. The current protocol for input impedance measurements consisted of a white noise current input with a frequency cutoff of 100 Hz. Impedance [Z(f )] measures (data not shown) were calculated by taking the ratio of the Fourier transform of the membrane voltage response and current input stimulus. Statistical significance was determined using either a one-way or a two-way ANOVA. For repeated measures, statistical difference was determined using Tukey's honestly significant criteria. Means are presented as the SEM.
Results

Interneurons and pyramidal cells differ in their response to conductance-based voltage fluctuations
To establish the effects of membrane voltage fluctuations and conductance on neuronal output, we started by measuring the f-I relationship and corresponding gain in CA1 pyramidal cells. We also recorded from a subset of interneurons in the CA1 region to compare and contrast our results from pyramidal cells. Anatomical data, in combination with electrophysiological characterization, identified interneurons as putative bistratified cells (Freund and Buzsáki, 1996; Maccaferri et al., 2000) . For both cell types, gain was calculated under four different background conditions. These included low conductance (low g, control neuron with no change in mean conductance), low conductance with voltage fluctuations (low g ϩ fluctuations, approximating synaptic activity with little change in mean conductance; see Materials and Methods), high membrane conductance alone (high g), and high conductance with voltage fluctuations (high g ϩ fluctuations, approximating synaptic activity associated with a substantial conductance component). Using this approach, we could measure the effects of voltage fluctuations and conductance in isolation and then combine them to assess possible interactions. This is important given recent experimental evidence that different visual stimuli can evoke membrane voltage fluctuations with or without changing mean membrane conductance in cortical neurons (Cardin et al., 2008) .
Conductance and membrane voltage fluctuations were introduced via dynamic clamp and constructed using OrnsteinUhlenbeck processes that modeled excitatory and inhibitory synaptic activity (see Materials and Methods). For high membrane conductance, the amount of conductance added was adjusted so as to reduce the final steady-state input resistance in individual pyramidal cells and interneurons by ϳ50%. This corresponded to a total added conductance range of 10 -15 nS for pyramidal cells and 2-5 nS for interneurons. Input resistance in pyramidal cells was reduced from 80.0 Ϯ 7.1 to 48.8 Ϯ 6.0 M⍀, and from 316 Ϯ 48 to 162 Ϯ 22 M⍀ in interneurons.
For each of the four conditions outlined above (low g, low g ϩ fluctuations, high g, high g ϩ fluctuations), we measured the resulting f-I relationship and gain for the initial and steady-state spike frequency response in interneurons ( Fig. 1 A-C) and pyramidal cells ( Fig. 1 D-F ). Initial and steady-state gain values were determined using the slopes of a linear fit to the linear part of the f-I relationships. Both interneurons and pyramidal cells showed spike frequency adaptation such that gain values were always significantly lower for the steady-state f-I relationships. Gain values were normalized to the condition showing the maximum gain in individual cells.
In interneurons, both the initial and steady-state gains were significantly modified by the stimulus conditions ( p ϭ 0.0003 and p ϭ 0.0002, one-way ANOVA; n ϭ 7). Low conductance with voltage fluctuations or high conductance alone reduced the normalized initial gain values by modest but nonsignificant amounts compared with control (0.83 Ϯ 0.06 and 0.90 Ϯ 0.04; difference not significant, Tukey's test; n ϭ 7) ( Fig. 1 Bi,Ci). Likewise, the steady-state gain values under these stimulus conditions were not significantly different from control (0.84 Ϯ 0.06; p ϭ 0.04 and 0.88 Ϯ 0.05, difference not significant, Tukey's test; n ϭ 7) ( Fig.  1 Bii,Cii). As expected from previous experimental work (Chance et al., 2002; Mitchell and Silver, 2003) , the largest changes in initial and steady-state gains were attained under high conductance with membrane voltage fluctuations (0.64 Ϯ 0.05; p ϭ 0.002 and 0.66 Ϯ 0.04, p ϭ 0.001, Tukey's test; n ϭ 7) (Fig. 1 Bii, Cii) .
Next, we measured the effects of the four stimulus conditions on the initial f-I relationship in pyramidal cells. As with interneurons, the initial gain was significantly altered by the four stimulus conditions ( p Ͻ 0.0001, one-way ANOVA; n ϭ 12) ( Fig. 1 Ei,Fi). The largest reduction in initial gain was attained under high conductance with voltage fluctuations (0.60 Ϯ 0.04; p Ͻ 0.0001, Tukey's test; n ϭ 12) (Fig. 1 Fi) . Low conductance with membrane voltage fluctuations also significantly reduced the initial gain by a small amount (0.79 Ϯ 0.05; p ϭ 0.006, Tukey's test; n ϭ 12) ( Fig. 1 Fi) , while high conductance alone had a nonsignificant impact (0.84 Ϯ 0.03; difference not significant, Tukey's test; n ϭ 12) (Fig. 1 Fi) .
In the case of the steady-state gain response in pyramidal cells, the effects of stimulus conditions differed considerably from the cases described above. As before, the gain response was significantly altered by the four stimulus conditions ( p Ͻ 0.0001, oneway ANOVA; n ϭ 12) ( Fig. 1 Eii,Fii). Low conductance with voltage fluctuations produced a small but significant reduction in steady-state gain (0.81 Ϯ 0.04; p ϭ 0.003, Tukey's test; n ϭ 12). The largest reductions in steady-state gain, however, were attained with either high conductance alone or with high conductance in combination with voltage fluctuations (0.55 Ϯ 0.06; p Ͻ 0.0001 and 0.54 Ϯ 0.03, p Ͻ 0.0001, Tukey's test; n ϭ 12,) ( Fig.  1 Fii) . Surprisingly, gain measurements for either of these conditions were not significantly different from each other ( p ϭ 0.91). As a result, under high membrane conductance, adding voltage fluctuations to the stimulus produced no further decrease in gain despite causing a substantial leftward shift in the f-I relationship ( Fig. 1 Eii).
We were also interested in the effects of voltage fluctuations in the upper region of the steady-state f-I relationship under high conductance. In particular, we wanted to measure the effect of voltage fluctuations on the maximum steady-state firing rate, given that fluctuations did not change the slope of the linear part of the f-I relationship. To measure the saturation point and maximum steady-state firing frequency, we recorded f-I relationships over a larger current input region than before (Fig. 2) . Under high conductance, voltage fluctuations significantly increased the maximum firing frequency when compared with no fluctuations by 5.3 Ϯ 1.2 Hz ( p ϭ 0.007, Student's t test; n ϭ 6) ( Fig. 2 A, C) . , and high g ϩ membrane voltage fluctuations (iv). B, Example f-I curves for initial (i) and steady-state (ii) spike frequencies under each of the four stimulus conditions: low g (black), low g ϩ membrane voltage fluctuations (red), high g alone (blue), and high g ϩ voltage fluctuations (green). Dotted lines represent linear fits to the data points used to calculate the gain (slope) of the f-I relationship. C, Plot of normalized gain for initial (i) and steady-state (ii) f-I relationships calculated under each of the four stimulus conditions for CA1 interneurons. The gain was calculated using linear fits to the linear part of the f-I relationship under each condition (dotted lines). Data were normalized to the maximal gain for each neuron. D, Examples of spikes evoked in CA1 pyramidal neurons by depolarizing current steps. Same conventions as in A apply. E, Example f-I curves for initial (i) and steady-state (ii) spike frequencies under each of the four stimulus conditions. The gain was calculated using linear fits to the linear part of the f-I relationship under each condition (dotted lines). F, Plot of normalized gain for initial (i) and steady-state (ii) f-I relationships calculated under each of the four stimulus conditions for CA1 pyramidal cells. Asterisks indicate significant differences (*p Ͻ 0.05).
With no increase in mean membrane conductance, the effect of voltage fluctuations on maximum firing rate was significantly smaller ( p ϭ 0.009, Student's t test) (Fig.  2C) , with the value increasing by 1.3 Ϯ 0.5 Hz (Fig. 2 B, C) . Thus, in a highconductance state, voltage fluctuations provided a pure shift in the linear part of the f-I relationship and an increase in the maximum sustainable firing rate. Conversely, with low conductance, voltage fluctuations led to a reduction in slope and a convergence in the upper region of the f-I relationship with little difference in the maximum firing rate.
The above results indicated that mean spike rate was sensitive to voltage fluctuations at all spike frequencies under high conductance. Unlike the f-I relationship in threshold-linear and simple leaky integrateand-fire models (Tiesinga et al., 2000; Chance et al., 2002; Hansel and van Vreeswijk, 2002; Miller and Troyer, 2002; Mitchell and Silver, 2003) , membrane voltage fluctuations can have a purely additive effect on the linear part of the steady-state f-I relationship relative to an increase in membrane conductance alone in CA1 pyramidal cells. Given the unexpected interaction between membrane voltage fluctuations and changes in membrane conductance in pyramidal cells, we followed by investigating the biophysical mechanisms that could account for this result.
Conductance and voltage fluctuations shape spike frequency adaptation in pyramidal cells
Our previous work in CA1 pyramidal cells established that high conductance alone can reduce the gain of the steady-state f-I relationship ( Fig. 1 Fii) through an increase in the magnitude of spike frequency adaptation (Fernandez and White, 2010) . As shown in Figures 1 and 2 , introduction of membrane voltage fluctuations with increased membrane conductance increases firing rate throughout the steady-state f-I relationship. The increase in firing rate through membrane voltage fluctuations in the lower region of the f-I relationship, near spike threshold, is well established experimentally (Hô and Destexhe, 2000; Chance et al., 2002; Mitchell and Silver, 2003) . A potential correlate associated with the increase in firing rate in the upper region of the f-I relationship is that spike frequency adaptation is reduced with voltage fluctuations under high conductance. We hypothesized that the traditional effects of membrane voltage fluctuations near threshold (i.e., increasing spikes at low rates) in conjunction with a reduction of adaptation (i.e., increasing spike rate at higher rates) could produce an additive effect on the f-I relationship by increasing spike rate over a wide region of steady-state spike frequencies and current inputs.
To measure spike frequency adaptation under each of the four stimulus conditions, we drove pyramidal cells with square current steps that evoked similar initial spike rates. An initial rate between 20 and 30 Hz was chosen as it produced significant adaptation and generated steady-state firing rates corresponding to the upper end of the linear part of the steady-state f-I relationship in pyramidal cells (ϳ10 Hz). Under low conductance, the time course of spike frequency adaptation over the first 20 interspike intervals did not differ significantly in the presence or absence of membrane voltage fluctuations ( p ϭ 0.46, two-way ANOVA; n ϭ 12) (Fig. 3A) . Introducing voltage fluctuations under high membrane conductance significantly altered the time course of spike frequency adaptation ( p Ͻ 0.0001, two-way ANOVA; n ϭ 12) (Fig. 3B) . We quantified the magnitude of adaptation using an adaptation ratio, which was defined as the initial spike frequency divided by the steady-state value. The adaptation ratio in pyramidal cells was significantly changed by the four stimulus conditions ( p ϭ 0.0005, one-way ANOVA; n ϭ 12) (Fig. 3C) . Under low conductance, fluctuations had no effect on the adaptation ratio (1.89 Ϯ 0.20 vs 1.92 Ϯ 0.12; difference not significant, Tukey's test; n ϭ 12) (Fig. 3C) . High membrane conductance alone significantly increased the adaptation ratio relative to control (3.27 Ϯ 0.45 vs 1.92 Ϯ 0.12; p ϭ 0.01, Tukey's test; n ϭ 12) (Fig. 3C) . Conversely, high conductance with voltage fluctuations significantly reduced the magnitude of spike frequency adaptation back to levels observed under control conditions (1.95 Ϯ 0.09; difference not significant, Tukey's test; n ϭ 12) (Fig. 3C) . Thus, membrane voltage fluctuations had a differential effect on spike frequency adaptation depending on the magnitude of membrane conductance. We also repeated this analysis in interneurons. Unlike pyramidal cells, the adaptation ratio did not differ as a function of the four stimulus conditions ( p ϭ 0.56, one-way ANOVA; n ϭ 7) (Fig. 3D) . The lack of change in adaptation in interneurons is consistent with the modest effects of high membrane conductance alone on the steady-state gain.
In summary, high membrane conductance with voltage fluctuations preserved the reduction in steady-state gain established with high conductance alone. Under high membrane conductance, voltage fluctuations increased firing rate at both the lower and upper ranges of the f-I relationship, which produced a leftward shift in the linear part of the f-I relationship. Finally, the increase in spike rate in the upper range of the linear part of the f-I relationship with voltage fluctuations correlates with a reduction in the magnitude of spike frequency adaptation.
Membrane conductance and voltage fluctuations modulate Na
؉ current availability Spike frequency adaptation in CA1 pyramidal neurons is associated with cumulative Na ϩ current inactivation (Fernandez and White, 2010) . We hypothesized that voltage fluctuations could lead to an increase in the Na ϩ current availability and thus decrease spike frequency adaptation under high membrane conductance.
To assess the relationships among membrane conductance, membrane voltage fluctuations, and Na ϩ current availability during spike generation, we measured the spike rate of rise. Although the somatically measured spike rate of rise does not directly reflect the amount of available Na ϩ current at the action potential initiation site, it provides a good general indication of Na ϩ current availability (Fleidervish et al., 1996; Yau et al., 2010) . We recorded from neurons during steady-state spike firing of a set frequency (3.39 Ϯ 0.26 Hz; n ϭ 10; firing frequency was set using DC injection) for 1 min trials and measured the spike triggered average of membrane voltage associated with changes in conductance and fluctuations. For this series of experiments, we used two different amplitudes of membrane voltage fluctuations ( ϭ 1 mV or ϭ 2 mV, fluctuation SD was set by manipulating the "diffusion" coefficients of the Ornstein-Uhlenbeck process; see Materials and Methods). The four stimulus conditions had a significant effect on the spike rate of rise ( p ϭ 0.021, one-way ANOVA; n ϭ 10) (Fig. 4 A, B) . Increasing membrane conductance from low to high in the absence of fluctuations reduced the rate of rise from 196 Ϯ 16 to 129 Ϯ 8 mV/ms ( p ϭ 0.0012, Tukey's test; n ϭ 10) (Fig. 4 B) To confirm that a loss of Na ϩ current occurred throughout all spike frequency measures used to calculate gain, we plotted the mean spike rate of rise as a function of initial and steady-state spike frequency under each of the four stimulus conditions (Fig.  4C-E) . A plot of the rate of rise for sequential spikes during steps evoking spike frequency adaptation indicated that increased membrane conductance selectively decreased the steady-state spike rate of rise (Fig. 4Ci) . Furthermore, the introduction of voltage fluctuations under high conductance restored the steadystate spike rate of rise to control levels (Fig. 4Cii) . To quantify this effect, we segregated data from initial and steady-state spikes and averaged the rates of rise under each of the four stimulus conditions. For initial spikes, the relationship between the spike rate of rise and spike frequency was flat under each of the four stimulus conditions (Fig. 4 Di) . A measure of the mean spike rate of rise averaged across all initial spike frequencies indicated no significant difference among the four stimulus conditions ( p ϭ 0.49, one-way ANOVA; n ϭ 12) (Fig. 4 Dii) . In contrast, the four stimulus conditions were associated with significantly different rates of rise for steady-state spikes ( p ϭ 0.00032, one-way ANOVA; n ϭ 12) (Fig. 4 Eii). Increasing membrane conductance from low to high in the absence of voltage fluctuations significantly reduced the mean rate of rise across all steady-state spike frequencies ( p ϭ 0.003, Tukey's test; n ϭ 12) (Fig. 4 Eii) . On the other hand, the introduction of voltage fluctuations under high membrane conductance restored the steady-state spike rate of rise to levels measured under control (difference not significant, Tukey's test; n ϭ 12) (Fig. 4 Eii) . Finally, voltage fluctuations presented under low membrane conductance had no effect on the steady-state spike rate of rise (difference not significant, Tukey's test) (Fig. 4 Eii) . Thus, voltage fluctuations restored the Na ϩ current lost with increased membrane conductance alone. 
Membrane conductance and voltage fluctuations determine mean spiking voltage
We and others have previously shown that increasing membrane conductance alone has a strong depolarizing effect on mean spiking voltage (Prescott et al., 2006; Fernandez and White, 2010) . We hypothesized that fluctuations could hyperpolarize mean spiking voltage and lead to an increase in Na ϩ current availability, and thus decrease spike frequency adaptation under high membrane conductance.
We started by measuring the effects of membrane voltage fluctuations on mean spiking voltage under low and high membrane conductance (Fig. 5A) . As before, we recorded from neurons during steady-state spike firing of a set frequency for 1 min trials (same dataset shown in Fig. 4 A, B ; n ϭ 10). Construction of spike-triggered membrane voltages revealed a substantial depolarization of mean spiking voltage (mean voltage preceding the spike) under high conductance alone (Ϫ53.1 Ϯ 0.7 vs 60.7 Ϯ 0.6 mV; p Ͻ 0.0001, one-way ANOVA, Tukey's test; n ϭ 10) (Fig.  5 A, B) . The combination of high membrane conductance and voltage fluctuations hyperpolarized mean spiking voltage relative to an increase in conductance alone (Ϫ57.9 Ϯ 0.9 mV for ϭ 1 mV and Ϫ62.6 Ϯ 1.1 mV for ϭ 2 mV) (Fig. 5 A, B) . Finally, under low conductance, voltage fluctuations had a small effect on mean spiking voltage (Ϫ61.4 Ϯ 0.7 mV for ϭ 1 mV and Ϫ63.1 Ϯ 1.0 mV for ϭ 2 mV). We also found that the spike rate of rise correlated strongly with mean spiking voltage (linear fit, r ϭ Ϫ0.93, p ϭ 0.008) (Fig. 5C ). This suggested that hyperpolarization of mean spiking voltage by voltage fluctuations under high conductance increased Na ϩ current availability. Next, we tested whether mean spiking voltage was hyperpolarized throughout the entire linear range of the steady-state f-I relationship. To measure this in pyramidal cells, we plotted the steady-state spike frequency-voltage ( f-V ) relationship under each of the four stimulus conditions (Fig. 5D ). For these experiments, we defined mean spiking voltage as the average of the last third of the voltage trace (same region used for the steady-state f-I relation), which was then averaged across spike frequencies for individual cells for statistical comparison (Fig. 5E ). We also measured the slope of the f-V relationship to assess whether there were any signs of convergence in the upper range of spike firing frequencies between the different stimulus conditions. The four stimulus conditions had significantly different mean spiking voltage ranges ( p Ͻ 0.0001, one-way ANOVA; n ϭ 12,) (Fig. 5E ) and f-V slopes ( p Ͻ 0.0001, one-way ANOVA; n ϭ 12) (Fig. 5F ). Under low conductance, the introduction of membrane voltage fluctuations had no significant effect on mean spiking voltage (Ϫ58.8 Ϯ 0.70 vs Ϫ59.0 Ϯ 0.95 mV; n ϭ 12; Tukey's test) but significantly reduced the slope of the f-V relationship (0.95 Ϯ 0.03 vs 0.63 Ϯ 0.03; p Ͻ 0.0001, Tukey's test; n ϭ 12). This led to a convergence in f-V relationships at high spike rates (Fig. 5D ). Under high membrane conductance, however, membrane voltage fluctuations had a large and significant effect on mean spiking voltage (Ϫ53.7 Ϯ 1.1 vs Ϫ57.7 Ϯ 0.83 mV; p Ͻ 0.0001, Tukey's test; n ϭ 12) (Fig. 5E) , but a weaker effect on the slope of the f-V relationship (0.80 Ϯ 0.06 vs 0.65 Ϯ 0.06; nonsignificant difference, Tukey's test; n ϭ 12) (Fig. 5F ). Like the steady-state f-I relationship, the f-V relationship was largely shifted with weak signs of convergence in the upper spike frequency range (Fig. 5D ). This indicated that voltage fluctuations decreased mean spiking voltage over the entire linear range of the f-V and f-I relationships. We hypothesized that the hyperpolarization was due to the combination of a fluctuation-induced spike generation below the spike voltage threshold at low firing Only traces with large membrane voltage fluctuations ( ϭ 2 mV) are shown. B, Plot of population averages of the maximum spike rate of rise under each of the four stimulus conditions. C, Example plots of peak membrane voltage derivatives associated with spiking as a function of spike sequence with (ii) and without (i) membrane voltage fluctuations under low conductance (black) and high conductance (red). D, Plot of the initial spike rates of rise as a function of initial firing frequency under each of the four stimulus conditions. Di, Low conductance (control conditions, black), low conductance with membrane voltage fluctuations (red), with high conductance alone (blue), and high conductance with voltage fluctuations (green). Dotted lines represent linear fits to the data points. Dii, Plot of normalized population data averaged across initial spike frequencies for spike rates of rise under each of the four stimulus conditions. Data were normalized to the maximum rate of rise for each neuron. E, Plot of the steady-state spike rates of rise as a function of steady-state firing frequency under each of the four stimulus conditions (i). Eii, Plot of normalized population data averaged across steady-state spike frequencies forspikeratesofriseundereachofthefourstimulusconditions.SamenormalizationasinDii.Asterisks indicate significant difference from all other conditions (**p Ͻ 0.01; ***p Ͻ 0.001).
rates (Hô and Destexhe, 2000; Chance et al., 2002; Mitchell and Silver, 2003; Prescott and De Koninck, 2003) and another, as yet unidentified, mechanism acting at medium to high firing rates. This second mechanism would be related to the ability for voltage fluctuations to increase the maximum firing rate and reduce spike frequency adaptation under high conductance.
Pharmacological and voltage-clamp data provide evidence for the role of Na
؉ current inactivation in determining the gain modulation in CA1 pyramidal cells If increases in mean membrane conductance lead to a reduction of Na ϩ current availability, we predicted that a pharmacological reduction of Na ϩ current should qualitatively replicate the effects on steady-state gain observed with increased membrane conductance. Testing this prediction required a reduction of the total available Na ϩ current without blocking the ability for pyramidal cells to generate spikes. For this reason, we used a small concentration of TTX (5 nM), which visibly altered spike shapes but did not inhibit spike generation at steady state.
We measured the f-I relationship of pyramidal cells with or without membrane voltage fluctuations in the presence of 5 nM bath-applied TTX. In the absence of voltage fluctuations, bathapplied TTX had a significant impact on both the initial and steady-state gain response ( p Ͻ 0.0001, one-way ANOVA; n ϭ 8) (Fig. 6 A, B) ; TTX reduced both the initial (0.57 Ϯ 0.08; p ϭ 0.0002, Tukey's test; n ϭ 8) and steady-state (0.43 Ϯ 0.09; p ϭ 0.0009, Tukey's test; n ϭ 8) gain values significantly, which confirmed the importance of Na ϩ current availability in establishing gain in CA1 pyramidal cells. The introduction of voltage fluctuations with TTX significantly reduced the initial gain compared with TTX alone (0.33 Ϯ 0.04 vs 0.57 Ϯ 0.08; p ϭ 0.008, one-way ANOVA; n ϭ 8) (Fig. 6 Bi) . In the presence of TTX, steady-state gain, however, was unaffected by membrane voltage fluctuations relative to TTX application alone (0.48 Ϯ 0.07 vs 0.43 Ϯ 0.09, difference not significant, Tukey's test; n ϭ 8) (Fig. 6 Bii) . Instead, fluctuations led to a leftward shift in the linear part of the f-I relationship by increasing the firing rate at all current inputs. Consequently, a reduction of Na As with high membrane conductance, we hypothesized that the ability of voltage fluctuations to preserve the gain of the steady-state response under TTX was associated with an increase in the availability of Na ϩ current. To measure this, we constructed spike-triggered averages of the membrane voltage under each of the four stimulus conditions (Fig. 6C) . The analysis revealed that membrane fluctuations significantly increased the mean spike rate of rise when compared with TTX application alone (69.4 Ϯ 8.9 vs 31.4 Ϯ 4.0 mV/ms; p Ͻ 0.0001, paired Student's t test; n ϭ 16) (Fig. 6 D) . In general, the spike waveform changes caused by voltage fluctuations were consistent with a greater availability of Na ϩ current.
A necessary prerequisite for a role of Na ϩ current in influencing pyramidal cell response in the presence of increased membrane conductance and voltage fluctuations is that the voltage dependence of Na ϩ current inactivation lies within the range of observed changes in mean spiking voltage (range, Ϫ60 to Ϫ40 mV). To address this, we measured the voltage dependence of steady-state inactivation of Na ϩ currents in pyramidal neurons. To obtain small Na ϩ current amplitudes amenable to voltageclamp, we used an extracellular solution that generated a reduced Na ϩ current driving force and applied low concentrations of TTX (15-20 nM). Neurons were stepped to a test voltage of Ϫ20 mV (500 ms) from increasingly positive conditioning voltages starting from Ϫ90 mV (1 s, 5 mV increment), eliciting transient Na ϩ currents (Fig. 6 E) . Boltzmann fits to peak Na ϩ current amplitudes for each conditioning voltage revealed a mean halfmaximal level of inactivation at a conditioning voltage of Ϫ52.6 Ϯ 1.6 mV (n ϭ 4) and an 80 to 20% availability range between Ϫ62.8 Ϯ 2.1 and Ϫ42.4 Ϯ 1.6 mV (Fig. 6 F) . These results indicate that there is a steep drop in Na ϩ current availability in the range corresponding to changes in mean spiking voltage induced by increased membrane conductance and fluctuations (Ϫ63 to Ϫ53 mV). These results are also consistent with previous voltage-clamp studies of Na ϩ current inactivation in CA1 pyramidal cells (Jung et al., 1997; Mickus et al., 1999) .
Inhibitory membrane voltage fluctuations can be excitatory with increased membrane conductance Surprisingly, our results indicated that hyperpolarization of mean spiking voltage by fluctuations under high membrane conductance increased firing rate (Fig. 5D) . This indicates that a net hyperpolarization of mean voltage induced by inhibitory fluctuations could be excitatory under high membrane conductance. This may have important implications for the integration of inhibitory inputs under different membrane conductance states. We followed by testing whether purely inhibitory inputs containing only the GABA A -like synapse model (reversal potential of Ϫ75 mV) in our Ornstein-Uhlenbeck process could increase steady-state spike firing rate under high membrane conductance. For these experiments, we compared the pyramidal cell spike output rate using an Ornstein-Uhlenbeck model incorporating both the AMPAϩGABA A -like processes (same as all previous experiments) or using only the GABA A -like process. Changes in firing rate were quantified as the difference in spike rate between conditions with and without voltage fluctuations. We recorded from pyramidal cells at steady-state spike frequencies of ϳ5-10 Hz and used identical DC values for both AMPAϩGABA A -like and GABA A -like inputs.
The use of AMPAϩGABA A -like fluctuations generated no significant change in initial firing rate under both high and low membrane conductance ( p Ͼ 0.45, one-way ANOVA; data not shown; n ϭ 10). Presenting only GABA A -like fluctuations produced a modest decrease in initial firing rates under both conditions, although this effect failed to reach significance in the low conductance condition when compared with control (low conductance: p ϭ 0.17; high conductance: p ϭ 0.017, one-way ANOVA; n ϭ 10; data not shown).
In the case of the steady-state spike frequency, we observed a different behavior. The introduction of AMPAϩGABA A -like fluctuations under low membrane conductance increased firing rates by modest amounts ( p Ͻ 0.0001, one-way ANOVA; n ϭ 10) (Fig. 7B) . Confirming previous results, AMPAϩGABA A -like fluctuations strongly increased spike firing rate under high membrane conductance ( p Ͻ 0.0001, one-way ANOVA; n ϭ 10) (Fig.  7B ). In the case of GABA A -like fluctuations presented under low membrane conductance, mean firing rate was slightly decreased ( p ϭ 0.07, one-way ANOVA; n ϭ 10) (Fig. 7C) . Despite hyperpolarizing mean membrane voltage, GABA A -like fluctuations presented under high membrane conductance significantly increased steady-state spike firing compared with high membrane conductance without any voltage fluctuations (7.6 Ϯ 0.8 vs 11.0 Ϯ 0.9 Hz; p ϭ 0.017, one-way ANOVA; n ϭ 10) (Fig. 7 A, C) . Thus, hyperpolarization of mean spiking voltage caused by GABA A -like synaptic activity can effectively increase steady-state firing rate. This suggests that the inhibitory action of GABA A receptor activation will depend on the conductance state of the neuron. Under conditions where background synaptic activity significantly increases membrane conductance, the presence of hyperpolarizing asynchronous inhibitory synaptic activity can be excitatory.
A separation of timescales accounts for the ability of fluctuations to hyperpolarize mean spiking voltage at high spike rate frequencies To better understand how membrane voltage fluctuations associated with an increase in membrane conductance can hyperpo- , and low conductance with membrane voltage fluctuations in the presence of TTX (iv). B, Plot of normalized gain for initial (i) and steady-state (ii) f-I relationships calculated under each of the four stimulus conditions. The gain was calculated using linear fits to the f-I relationship under each condition. Data were normalized to the maximum slope for each neuron. C, Mean spiketriggered averages (7 ms window) of the membrane voltage under low conductance (control conditions, black), low conductance with membrane voltage fluctuations (gray line), low conductance with bath applied TTX (gray dashed line), and low conductance with membrane voltage fluctuations in the presence of TTX (black dashed line). D, Plot of average steady-state spike rates of rise with TTX and TTX with membrane voltage fluctuations under low conductance. E, Example Na ϩ current traces recorded by stepping the command voltage to Ϫ20 mV from increasingly positive conditioning voltages (Ϫ90 to Ϫ20 mV, 5 mV increment). F, Plot of average voltage dependence of Na ϩ current inactivation. Black line represents a Boltzmann fit to the data points. Data were normalized to the maximum current amplitude for each neuron. Asterisks indicate significant difference from control: ***p Ͻ 0.001. Hash marks indicate significant difference from TTX:
# p Ͻ 0.05.
larize mean spiking voltage and restore Na ϩ current, we used a previously published two-variable conductance-based model of CA1 pyramidal cells that reproduces the reduction in gain and increase in spike frequency adaptation with increased membrane conductance alone (Fernandez and White, 2010) . In particular, we were interested in understanding how fluctuations hyperpolarize mean spiking voltage and increase firing rate in the upper region (5-10 Hz range) of the steady-state f-I relationship, given that this result cannot be accounted for by threshold-linear and leaky integrate-and-fire models (Tiesinga et al., 2000; Chance et al., 2002; Hansel and van Vreeswijk, 2002; Miller and Troyer, 2002; Mitchell and Silver, 2003) .
We drove the model under the four stimulus conditions used experimentally. Membrane voltage fluctuations were generated by the same Ornstein-Uhlenbeck process used before. The model qualitatively reproduces the effects of voltage fluctuations under low and high membrane conductance (Fig. 8 A) . With low conductance ( g e ϩ g i ϭ 0 mS/cm 2 ), membrane voltage fluctuations induce a small decrease in gain (62 vs 44 Hz ⅐ cm 2 /A) (Fig.  8 A) . Conversely, high membrane conductance ( g e ϩ g i ϭ 0.1 mS/cm 2 ) alone produces a large reduction in gain that is preserved with the introduction of membrane voltage fluctuations (23 vs 22 Hz ⅐ cm 2 /A) (Fig. 8 A) . As in pyramidal cells, increasing membrane conductance leads to a depolarization of the average spike-triggered voltage associated with the upper region of the f-I relationship (ϳ10 Hz). The combination of increased membrane conductance and voltage fluctuations leads to a hyperpolarization of the average spike-triggered voltage (Fig. 8 B) . As a consequence of the hyperpolarization, the availability of Na ϩ current associated with the average spike voltage increases (larger mean h-variable values) (Fig. 8C) . In contrast, with low mean membrane conductance, voltage fluctuations have no effect on the average spike-triggered voltage or Na ϩ current availability (Fig. 8 B, C) . We should note, however, that the model reproduces the effects of increased conductance and voltage fluctuations on gain using a much steeper steady-state Na ϩ inactivation curve than that observed in CA1 pyramidal cells (Fig. 6 F) . This is required because the model generates a smaller change in mean spiking voltage in response to increased membrane conductance relative to CA1 pyramidal cells (compare Figs. 5A, 8B) and hence requires a steeper drop in Na ϩ current with depolarization. Despite this, we feel the model still provides a useful tool to help explain the experimental results.
Previous modeling work has analyzed the effects of fast membrane voltage fluctuations in conductance-based models with slow dampening variables, such as those represented by the h variable in the above model (Lundstrom et al., 2009 fluctuations permit variables associated with the spike upstroke to generate a spike and escape the inhibitory effects of slow dampening variables that cannot equilibrate with fast changes in membrane voltage. Voltage fluctuations have fast frequency components due to the relative short time constants underlying synaptic activity (Ͻ10 ms) and the membrane charge time (Ͻ25 ms). On the other hand, the process of spike frequency adaptation occurs over hundreds of milliseconds in CA1 pyramidal cells due to the slower dynamics of cumulative Na ϩ current inactivation (Fleidervish et al., 1996; Jung et al., 1997; Mickus et al., 1999) . Importantly, a separation of timescales can increase firing rate in the upper range of an f-I relationship since it does not depend on voltage fluctuations generating spikes via a transient excursion past spike threshold.
A key prediction of this mechanism is that a reduction in the separation of timescales between fluctuations and the slow dampening variable should eliminate the ability for membrane voltage fluctuations to increase firing rate and hyperpolarize mean spiking voltage in the upper region of the f-I relationship. To test this, we reduced the time constant of the h variable (from 200 to 120 ms), and increased the time constants associated with the Ornstein-Uhlenbeck processes that modeled excitatory and inhibitory activity (both were set to 200 ms). With a reduction in the separation of timescales, membrane voltage fluctuations result in a substantial reduction in gain of the f-I relationship under high conductance (22 vs 13 Hz ⅐ cm 2 /A) (Fig. 8 D) . Under these conditions, a measure of the average spike-triggered voltage and associated h-variable values in the upper region of the f-I relationship (ϳ10 Hz) indicates no substantial difference in these variables in the absence or presence of voltage fluctuations (Fig.  8 E, F ) . Thus, reducing the separation of timescales between membrane voltage fluctuations and an intrinsic and slow recovery variable alters the model so that changes in the f-I relationship are more consistent with threshold-linear and leaky integrateand-fire models (Tiesinga et al., 2000; Chance et al., 2002; Hansel and van Vreeswijk, 2002; Miller and Troyer, 2002; Mitchell and Silver, 2003) .
In summary, two separate mechanisms help increase firing rate with voltage fluctuations over the linear portion of the f-I relationship. The first mechanism is well established and relates to the ability for voltage fluctuations to elicit spikes through transient excursions past spike threshold. This effect is related to previous studies showing a divisive effect of voltage fluctuations on gain and can be reproduced using an integrate-and-fire model (Chance et al., 2002; Mitchell and Silver, 2003) . The second mechanism (separation of timescales) also hyperpolarizes mean spiking voltage (for a given spike frequency rate), but is the only available mechanism in the upper region of the f-I relationship for increasing spike rate since it does not depend on voltage fluctuations crossing the spike voltage threshold. The second mechanism works by having fast voltage fluctuations increase spike rate without recruiting the slow dampening effect of spike frequency adaptation. Under control conditions, positive and negative voltage fluctuations have no net effect on mean spike firing rate in the upper region of the f-I relationship since the positive fluctuations add spikes and negative fluctuations subtract spikes. With high conductance and increased spike frequency adaptation, however, the second mechanism hyperpolarizes mean spiking voltage at higher spike rates through the presence of fast voltage fluctuations that permit spiking without substantial recruitment of spike frequency adaptation.
Fast membrane voltage fluctuations are best suited for increasing firing rate
The results from the model analysis indicated that the ability for membrane voltage fluctuations to hyperpolarize mean spiking voltage in the upper range of the f-I relationship was attributable to the higher frequency components of the voltage fluctuations. We hypothesized that an optimal fluctuation frequency range exists that would generate a maximum increase in firing rate and restoration of spike shape parameters consistent with an increase in Na ϩ current availability. This frequency range would correspond to changes in membrane voltage that outpace the slow process involved in spike frequency adaptation, but are not significantly filtered by the membrane time constant. To test this, we designed a protocol that contained a sinusoidal current stimulus of different frequencies. The stimulus consisted of an initial 10 s component with a sinusoid of a set frequency, which was followed by a second component containing only the DC drive (mean during sinusoid) (Fig. 9A) . We used a range of frequencies between 1 and 500 Hz for the sinusoidal component and had pyramidal cells fire at ϳ10 Hz under DC drive. The stimulus was applied to cells under control and with increased membrane conductance (using a linear "leak"; see Materials and Methods). The amplitude of the current stimulus was adjusted to compensate for changes in steady-state input resistance caused by the linear leak conductance. Thus, we approximately doubled the amplitude of the sinusoidal stimulus to compensate for the changes in steadystate input resistance. Using this stimulus, we could quantify the difference in firing rate and spike shape between the transitions from sinusoidal to DC drive.
A comparison of the changes in spike rate under low and high conductance showed a significant difference between the two conditions ( p Ͻ 0.0001, two-way ANOVA; n ϭ 12) (Fig. 9B) . Different modulation frequencies under low conductance produced no significant change in mean spike rate versus measures taken with DC drive (difference not significant, Tukey's test; n ϭ 12). Under high conductance, however, sinusoidal modulation of 20 and 30 Hz produced a substantial increase in spike firing rate relative to no modulation ( p Ͻ 0.01 for 20 and 30 Hz, Tukey's test; n ϭ 12) (Fig. 9B) . Frequency modulations beyond 40 Hz did not significantly increase spike firing rate (difference not significant, Tukey's test; n ϭ 12) (Fig. 9B) . This is consistent with filtering caused by the membrane time constant and the impedance profile of pyramidal cells, which showed a substantial drop in impedance at frequencies Ͼ30 Hz (data not shown).
We also measured the difference in the spike rate of rise as a function of modulation frequency under low and high conductance (Fig. 9C,D) . As with spike frequency, the ability for sinusoidal modulation to affect the rate of rise differed significantly between low and high conductance ( p ϭ 0.0006, two-way ANOVA; n ϭ 12) (Fig. 9D) . Under low conductance, the difference in the rate of rise between DC drive and sinusoidal modulation did not change significantly for any of the modulation frequencies tested (difference not significant, Tukey's test; n ϭ 12) (Fig. 9D) . Under high conductance, modulation frequencies of 10 and 20 Hz significantly increased the rate of rise compared with DC drive ( p Ͻ 0.05; n ϭ 12) (Fig. 9D) . Like changes in spike firing frequency, the rate of rise also peaked at intermediate sinusoidal modulation frequencies. Consistent with our hypothesis, there exists an optimal frequency range for increasing firing rate under high membrane conductance that is significantly higher than the timescale of spike frequency adaptation in CA1 pyramidal cells.
Discussion
The present study demonstrates that membrane voltage fluctuations and conductance interact in a nontrivial manner to shape the input-output relationship of CA1 pyramidal neurons. The present study reports the following novel findings (1) Membrane voltage fluctuations under high conductance restore available Na ϩ current and preserve output gain relative to high membrane conductance alone. (2) Na ϩ current availability is restored through a hyperpolarization of mean spiking voltage. (3) The hyperpolarization of mean spiking voltage is mediated by two mechanisms. At low firing rates voltage fluctuations allow spiking at mean voltages below the actual spike threshold through probabilistic threshold traversal. At medium to high firing rates, a separation of the timescales of membrane voltage fluctuations and the spike generation mechanism versus the timescale of Na ϩ current inactivation allow spike generation at a lower spiking voltage for a given spike rate. (4) These effects are mediated by voltage fluctuations in a physiologically relevant range of frequencies (10 -40 Hz). (5) Through the restoration of Na ϩ current, hyperpolarizing membrane voltage fluctuations mediated by GABA Alike inputs can increase firing rate in a highconductance state. Thus, basic integration properties of CA1 pyramidal neurons will depend on interactions between membrane conductance levels and the frequency content and magnitude of voltage fluctuations associated with synaptic activity.
Increased mean membrane conductance depolarizes mean spiking voltage and increases Na
؉ current inactivation As demonstrated previously, an increase in membrane conductance instantaneously depolarizes the spike voltage threshold in CA1 pyramidal neurons (Prescott et al., 2006; Fernandez and White, 2010) . This effect is related to the instantaneous shunting of Na ϩ current by increased membrane conductance. Due to the shunting of Na ϩ current, the added membrane conductance forces a larger depolarization to activate sufficient Na ϩ current to generate spike firing. Fundamentally, added linear conductance increases the voltage range over which the resting voltage of the neuron (nonspiking behavior) is stable. In CA1 pyramidal neurons, the depolarized spike voltage threshold increases the mean spiking voltage and subsequently causes cumulative Na ϩ current inactivation. The instantaneous depolarization of spike threshold is independent of slow, cumulative Na ϩ current inactivation or spike frequency adaptation, as it depends on an interaction between fast Na ϩ current and membrane leak conductance. Thus, the shift in voltage threshold with conductance is required for increasing cumulative Na ϩ current inactivation and spike frequency adaptation but is not a direct cause of the changes in gain. The reduction in gain requires the cell to have the steady-state and cumulative inactivation properties that enable a sufficient loss of Na ϩ current at steady state with a depolarizing shift in mean spiking voltage.
Two mechanisms are involved in hyperpolarizing mean spiking voltage and restoring Na
؉ current Under high conductance, membrane voltage fluctuations increase spike firing rate through two different mechanisms. The first mechanism is well established and increases firing rate only in the lower region of the f-I relationship through transient membrane voltage excursions past spike voltage threshold; volt- 
