Abstract. We show that a large class of compact quasinilpotent operators has extended eigenvalues. As a consequence, if K is such an operator, then the associated spectral algebra B K contains its commutant {K} as a proper subalgebra. This implies that K possesses a nontrivial invariant subspace that is invariant for a subalgebra that is strictly larger than the commutant.
Unfortunately, this line of attack is not universally available. Shkarin has shown in [9] that there are compact quasinilpotent operators with no extended eigenvalues except λ = 1. In fact, the set of those operators that have nontrivial extended eigenvalues forms a set of first category in the metric space K 0 . Nevertheless, the question whether B K = {K} for each operator in this class remains open. In this paper we generalize some results of [3] to a subclass of K 0 . In particular, we show that operators of this class possess nontrivial extended eigenvalues. In Section 2 we show that the extended eigenvectors can be selected to generalize [3, Theorem 7] . Namely, it was shown there that, for λ > 1, if φ(x) = x/λ then the composition operator C φ is an extended eigenvector for V 0 (the simple
Volterra operator). In Secton 3 we generalize [3, Proposition 1 and Proposition 2]
by showing that an extended eigenvector for V can be selected from the class of integral operators with a kernel analogous to the one used in [3] . In Section 4 we take a look at some other types of the kernel F (x, t) that allow extended eigenvectors. For example, we consider the case when there is a transformation φ : [0, 1] → [0, 1] and λF (φ(x), φ(t))φ (t) = F (x, t) for some complex number λ.
We are grateful to Professors Karaev and Shkarin for giving us access to the early versions of thier papers that helped our research.
Composition operators
In this section we consider operators V on L 2 (0, 1) of the form 
One knows that, when F is absolutely continuous on [a, b] and E ⊂ [a, b] is a set of measure 0 then so is F (E) (cf., [10, (6. 87)]). The converse is clearly false (take F to be a constant function). However, it is true if F (x) = 0 a. e. 
(E).
Proof. The proof is quite elementary. Since we could not find an appropriate reference, we present the proof here. We will show that, if
We will consider the former case -the latter can be proved analogously. Clearly,
It is not hard to see that
As we will see later, an essential role will be played by a function φ, associated to a given function L and a given complex number λ, so that
The following result establishes the existence and some properties of 
Proof. Since L is absolutely continuous, for any 0
is defined on the range of L.
In view of the monotonicity (and continuity) of L, its range is of the form [0, L (1)].
Assertions (a) and (b) are obvious, so we concentrate on (c) and
contradicting the fact that L is increasing. This settles (c).
In order to prove (d) it suffices to establish that φ maps sets of measure 0 to sets of measure 0. Indeed, once this is proved, using the fact that φ is continuous and of bounded variation (being monotone), the result will follow from the Banach- Proof. We will show that, for λ > 1, there exists an operator Z acting on L
and let Z be an operator such that, for all g ∈ L 2 (0, 1),
It is easy to see that the operator Z in (2.3) differs from the operator V in (2.1)
by the presence of a composition operator C φ acting on L ∞ (0, 1). This operator is well defined since it maps the zero function in L ∞ (0, 1) to itself. Indeed, it suffices to verify that φ maps sets of measure zero to sets of measure zero, and this follows from the absolute continuity of φ. Of course, C φ is a bounded linear operator on
Let f (t) = B(t)A(t)
t 0 and we obtain that
B(s)g(s) ds, and F (t) =
and by the Chain Rule (cf., [10, (6.93 
and the theorem is proved. f (t) dt). It was established in [3,
is indeed a generalization of [3, Theorem 7] .
V is unitarily equivalent to the adjoint of the operatorṼ defined byṼ f (x) =
SinceṼ satisfies the hypotheses of any of the three mentioned results whenever V does, the conclusions hold forṼ * and, thus, for V .
Therefore, we have the following results. 
Integral operators
In this section we consider the operator (2.1) with A(x)B(x) ∈ R for a. e.
x ∈ [0, 1]. We will show that, in this situation, V has extended eigenvectors for all λ ∈ (0, ∞), if one includes an additional assumption. a.e. contrary to our assumption.
, and the operator Z by
A(x)B(t)h(L(x) − λL(t))f (t) dt.
We will demonstrate that Z is a nonzero operator satisfying V Z = λZV . Notice
A(t)B(s)h(L(t) − λL(s))f (s) ds
= A(x) x 0 B(s)f (s) ds x s
A(t)B(t)h(L(t) − λL(s)) dt,
while ZV f (x) = x 0 A(x)B(t)h(L(x) − λL(t)) dt t 0 A(t)B(s)f (s) ds = A(x) x 0 B(s)f (s) ds x s
A(t)B(t)h(L(x) − λL(t)) dt.
We will show that
A(t)B(t)h(L(t) − λL(s)) dt = λ x s

A(t)B(t)h(L(x) − λL(t)) dt.
λL(s) in the first and u = L(x) − λL(t) in the second integral, the desired equality
The domains of integration differ by the interval with endpoints (1 − λ)L(s) and
Since both of these numbers are dominated by (1 − λ)M , h vanishes on this interval and (3.3) holds. Consequently, V Z = λZV .
Next we show that
If there is an interval in which every point has this property, we will select x max so that it is not an interior point of such an interval. Since L is continuous there is
It follows that, for such x, and
a. e., the proof will be complete if we can establish that A(x) does not vanish on a 
Some open problems
The methods of Section 2 can be sometimes applied even if the integral operator is not of the form (2.1). An inspection of the proof of Theorem 2.4 reveals that the main ingredient was the existence of a function φ(x) that satisfied (among others)
F (x, s) ds and look for a function φ such that
L(x, t) = λL(φ(x), φ(t))
. Clearly, such a function need not exist -as an example
. When it does, however, λ is an extended eigenvalue for V .
The following theorem makes this more precise. Proof. It is easy to see that, for f ∈ L
Furthermore, the latter integral can be transformed, using Theorem 2.1, to
Since L is an absolutely continuous function of its second argument, the equality in question can be obtained by differentiating L(x, t) = λL(φ(x), φ(t)) with respect to t.
As an illustration of this method, we give the following example.
Consequently, the composition operator
Another class of kernels that allow the existence of extended eigenvalues are those of the form
for some positive integer n, and L a function such that L (x) = A(x)B(x) a. e.
These kernels arise when the operators of the form (2.1) are raised to the power n + 1.
A(t)B(t) dt, and let
Proof. We prove this result by induction. The case n = 1 is obvious. Assuming that the formula is correct for n, we consider V
n+1
. We have that
and the proposition is proved. On the other hand, we know from [9] that there are many operators in K 0 without extended eigenvalues. Thus, it would be interesting to come up with a concrete 
