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The complexity of probabilistic inference in multi-dimensional Bayesian classifiers
Abstract
Multi-dimensional Bayesian networks (MBCs) have been recently shown to perform ecient classifications. In this study, we
evaluate the computational complexity of exact inference, MAP (maximum a posterior) and MPE (most probable explanation) in
MBCs. Even when MBCs have simple graphical structures under strong constraints, we find that computing exact inference is
NP-Complete, while computing MAP and MPE is NP-hard.
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1. Introduction
Multi-dimensional Bayesian network classifiers (MBC) have
been proven to solve the prediction problems eciently [1, 13,
14]. The merit of MBC is that they not only recover the re-
lationships between feature variables, but also between class
variables. MBC improves the prediction performance by taking
into account the conditional independencies between class vari-
ables [1]. While many learning algorithms have been proposed
to trainMBC [1, 13, 14], the fundamental diculty to use large
multi-dimensional Bayesian classifiers relies on the probabilis-
tic inference. Nevertheless, the complexity of probabilistic in-
ference in MBC remains unclear. In this study, we investigated
the computational complexity of probabilistic inference in the
multi-dimensional Bayesian classifiers.
The paper is organized as follows. Section two defines multi-
dimensional Bayesian network classifier and its probabilistic
inference problem. Section three shows that exact inference in
MBC is NP-Complete. Section four evaluates the complexity
of gray-code-based inference. Section five discusses the related
work. Section six concludes the significance of our study.
2. Definition of multi-dimensional Bayesian classifier and
its probabilistic inference
2.1. Multi-dimensional Bayesian classifier
Bayesian classifiers are probabilistic models used to solve
classification problems with broad applications. Following our
previous study in [1], MBC is defined as B = (G;), where G
represents the graphical structure consisting of class graph GC ,
feature graphGF and bridge graphGCF . Meanwhile,  denotes
the conditional probability encoded in G. Formally, MBC is
defined as:
B = (G;)
Where  is the set of conditional probabilities P(XjPa(X)),
encoded in the graphical structure G. Specifically, the graphi-
cal structure is defined as: G = (VC [ VF ; EC [ ECF [ EF) =
GC [ GCF [ GF , where VC = fC1;C2; :::;Cng is the set of
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(a) GC = GF = ;
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(b) GC is polytree,GF = ;
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(c) GC = ;,GF is tree
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(d) GC ;GF are DAGs
Figure 1: Examples of MBCs
class variables and VF = fF1; F2; :::; Fmg is the set of fea-
ture variables. Moreover, the class graph GC is denoted by
GC = (VC ; EC); EC = fCi ! C jjCi;C j 2 VCg. The sym-
bol Ci ! C j indicates that there is a direct arc from Ci to C j
but not from C j to Ci. The feature graph GF is denoted by
GF = (VF ; EF), where EF = fFi ! F jjFi; F j 2 VFg. The
bridge graph GCF is denoted by GCF = (VC [ VF ; ECF), where
ECF = fCi ! F jjPni=1CE(Ci; F j)  1;Pmj=1CE(Ci; F j) 
1;Ci 2 VC ; F j 2 VFg. Note that CE(Ci; F j) = 1 if Ci ! F j;
otherwise, CE(Ci; F j) = 0.
Figure1 illustrates several examples of MBC. In these exam-
ples, C1;C2 and C3 are class (target) variables, F1; F2; F3 and
F4g are feature (evidence) variables. Moreover, the class graph
GC and the feature graph GF are formed as either trees, poly-
trees or DAGs. While GC ;GF are not restricted to the above
structures, they can be any structure that does not contain a cy-
cle. Additionally, it is required that at least one of the class
variables has an edge to feature variables. Overall, MBC is de-
signed to solve classification problems where multi-class vari-
ables exist.
2.2. Probabilistic inference in MBC
Before we introduce probabilistic inference inMBC, let’s re-
view some notations in general Bayesian networks. Given a
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general Bayesian network, B = (G;), where G represents a
directed acyclic graph. Each node in G indicates a variable. In
our study, we only consider that all variables are discrete. MAP
(maximum a posterior) and MPE (most probable explanation)
are two known inference problems in Bayesian networks. Sup-
pose VT and VE denote the sets of target and evidence variables,
respectively. MAP and MPE are defined as:
MAP :VT = arg
VT
max P(VT jVE)
MPE :VT = arg
VT
max P(VT ;VE)
Similar to the definitions in the general Bayesian network-
s, we define the exact inference(EI), MAP and MPE in multi-
dimensional Bayesian classifiers. Suppose B = (G;) denotes
aMBC and the assignment of input feature variables ( f1; :::; fm),
we have:
EI : P(VC jVF = ( f1; :::; fm))
MAP :VC = arg
VC
max P(VC jVF = ( f1; :::; fm))
MPE :VC = arg
VC
max P(VC ;VF = ( f1; :::; fm))
Given an instance of evidence for feature variables,MAP en-
deavors to search a configuration of all class variables which
achieves the maximum posterior probability of P(VC jVF). Sim-
ilarly, MPE searches a configuration to maximize the join-
t probability P(VC ;VF) instead of the conditional probability
P(VC jVF).
3. Complexity of exact inference, MAP and MPE in multi-
dimensional Bayesian classifier
It has been reported that the complexity for exact infer-
ence, MAP and MPE in general Bayesian network is NP-hard
[2, 5, 7, 8]. Due to the fact that MBC is a special case of gen-
eral Bayesian networks, the computational complexity of MAP
and MPE in MBC is supposed to be lower than that of general
Bayesian networks. However, we will prove that the computa-
tion complexity of bothMAP andMPE inMBC is still NP-hard
even in the context of strong constraints on theMBC parameter-
s. Before we formally prove their complexity, we would like to
recall several NP problems, where a polynomial time algorithm
does not exist to solve them.
3.1. Definition of several NP problems
One-In-Three 3SAT, known as 1-in-3 SAT, is one of the
known NP-Complete(NPC) problems [16, 17]. Instance of
One-In-Three 3SAT is defined as a collection of clauses formed
by exactly three literals. The decision problem of One-In-Three
3SAT is to answer whether each clause has exactly one true
literal given an instance. One-In-Three 3SAT is also proved
to be NPC even when no clause contains a negative literal
([17],[LO4],p259). Here, we want to prove the NPC of a
variantion of One-In-Three 3SAT, termed as One-In-Three
3SAT(3), in which every variable only occurs in at most three
clauses. We first define our problems and prove them based on
the polynomial transformation.
Problem: 3SAT (3) [18][p183]
Instance: Suppose U is a set of variables, C is a collection
of clauses and every clause c in C satisfies jcj = 3. For every
assignment, at most 3 clauses contain either u or u.
Question: Is there a truth assignment for the clauses in C?
Problem: One-In-Three 3SAT( 3 )
Instance: Suppose U is a set of variables, C is a collection
of clauses and every clause c in C satisfies jcj = 3. For every
assignment, at most 3 clauses contain either u or u.
Question: Is there a truth assignment to guarantee that every
clause in C has exactly one true literal?
Problem: One-In-Three 3SAT(4): 1P3SAT(4)
Instance: Suppose U is a set of variables, C is a collection of
clauses and every clause c in C satisfies jcj = 3 and no clause
contains any negative literal. For every assignment, at most 4
clauses contain u.
Question: Is there a truth assignment to guarantee that every
clause in C has exactly one true literal?
Problem: One-In-Three 3SAT Variant(4): 1P3SATV(4)
Instance: Suppose U is a set of variables, C is a collection of
clauses and every clause c in C satisfies jcj = 3 and no clause
contains any negative literal. Every literal in clause c is in the
form of x ji where xi 2 U and the superscript j indicates the
assignment of the jth variable at xi. For every assignment, there
are at most 4 clauses contain xi.
Question: Is there a truth assignment to guarantee that each
clause in C has exactly one true literal and all x ji ( j = 1; 2; :::; Li)
are assigned with the same boolean value?
Theorem 1. One-In-Three 3SAT(3) is NP-Complete.
Proof. It is obvious a NP problem. To prove that it is
NP-Complete, we construct a polynomial reduction from
3SAT(3) to One-In-Three 3SAT(3). 3SAT(3) is NP-Complete
based on the proposition 9.3 in [18][p183]. Given any instance
S = (U;C) from 3SAT(3), the following procedure [16]
guarantees that any clause (X _ Y _ Z) in S can be transformed
into a clause G(X;Y;Z) of One-In-Three 3SAT(3).
(X _ Y _ Z) ) G(X;Y;Z) = (X _ a _ b) ^ (Y _ b _ d)^
(a _ b _ e) ^ (c _ d _ f ) ^ (Z _ c _ False)
We have converted an instance S from 3SAT(3) into S 0
in One-In-Three 3SAT (3) through a polynomial reduction.
Five new variables (a; b; c; d; e; f ) are added for each clause
c 2 C so that S is transformed into a new instance S 0 of One-
In-Three 3SAT(3). Note that (X;Y;Z) has a truth assignment
in 3SAT(3) if and only if G(X;Y;Z) has a truth assignment
in One-In-Three 3SAT(3). We conclude that One-In-Three
3SAT(3) is alsoNP-Complete since 3SAT(3) isNP-Complete. 
Theorem 2.One-In-Three 3SAT(4) is NP-Complete.
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Proof. It is obvious a NP problem. We now derive a polyno-
mial reduction to transform any instance from One-In-Three
3SAT(3) into an instance of One-In-Three 3SAT(4). Given
one clause c = (x; y; z) in an instance S from One-In-Three
3SAT(3), it contains at most one negative literal and we assume
that the first literal x is negative:
U = fx1; x2; :::; xng;C = fC1;C2; :::;Cmg; jCij = 3:
HC(xi) =
nX
j=1
HC j(xi)  3; i = 1; :::; n:
Where HC j(xi) =
8>><>>:1 xi or xi 2 C j0 Otherwise ; j = 1; :::;m:
For every xi inU, if xi occurs as negative literals for three times,
we replace xi with a new variable yi. If xi occurs more than
once, we transform every clause with the negative literal xi as
follows:
(xi _ a _ b) ) (yi _ a _ b) ^ (yi _ xi _ False)
Note that the transformed S 0 is an instance of Strict-One-
In-Three 3SAT(4) and obeys the rule that every variable in S 0
occurs at most four times. Moreover, (xi _ a _ b) is true if
and only if (yi _ a _ b) ^ (yi _ xi _ False) is true. Hence S
has a truth assignment if and only if S 0 has a truth assignment.
One-In-Three 3SAT(4) is NP-Complete since One-In-Three
3SAT(3) is NP-Complete. 
Theorem 3. One-In-Three 3SAT Variant(4) is NP-Complete.
Proof. Membership in NP is immediate. For any instance
S of 1P3SAT(4), it can be transformed into an instance S 0 of
1P3SATV(4) by replacing xi with x
j
i , where j is the j
th variable
in xi. Based on the transformation proposed in [9], we have
S : (x1 _ x3 _ x4) ^ (x1 _ x2 _ x4) ^ (x2 _ x3 _ x5)
S 0 : (x11 _ x13 _ x14) ^ (x21 _ x12 _ x24) ^ (x22 _ x23 _ x15)
Above transformation can be done within polynomial time. Ob-
viously, S has a truth assignment if and only if S 0 has a truth
assignment. 1P3SATV(4) is NP-Complete since 1P3SAT(4) is
NP-Complete. 
3.2. Exact inference in multi-dimensional Bayesian classifiers
Given a MBC B = (G;), its exact inference is defined as:
P(C1;C2; :::CnjF1; :::; Fm) = P(C1;C2; :::Cn; F1; :::; Fm)P(F1; :::; Fm)
Moreover, the joint probability in MBC can be decomposed
by conditional probabilities.
P(V) = 
X2V
P(XjPa(X))
We first focus on the simplest exact inference inMBC where
none of the class variable in MBC has any parent node.
Theorem 4. The exact inference is NP-Complete even when
the parameters in MBC B = (G;) satisfy:
(a) GC = GF = ;;
nX
i=1
CE(Ci; F j)  6:
(b) GC and GF are trees;
nX
i=1
CE(Ci; F j) = 1:
Where CE(Ci; F j) = 1 if Ci ! F j 2 E; otherwise,
CE(Ci; F j) = 0; i = 1; :::; n; j = 1; :::;m.
Proof. We use 1P3SAT(4) and 1P3SATV(4) to prove (a)
and (b), respectively. Suppose S = (U;C) be an arbitrary
instance of problem 1P3SAT(4), we present a polynomial
transformation to reconstruct a MBC from S .
Construction 1: 1P3SAT(4) toMBC.
Input: An arbitrary instance S = (U;C) of 1P3SAT(4),
U = (X1; X2; :::; Xm), C = (C1;C

2; :::;C

n).
Output: a reconstructedMBC: B = (G;).
Step 1: For every clause Ci 2 C, we construct a class
variable Ci in G. Similarly, for every variable Xi 2 U,
one feature variable Fi is created in G. Given a clause
Ci = (Xi1; Xi2; Xi3), a bridge graph is reconstructed by adding
the arcs Ci ! Fi1;Ci ! Fi2;Ci ! Fi3. By doing so,
Fi1; Fi2; Fi3 are mapped to Xi1; Xi2; Xi3. All Ci and Fi are binary
variables.
Step 2: To map every clause to MBC, we add n extra
nodes fJ1; :::; Jng as feature variables. We also create ad-
ditional arcs to link feature variables with class variables:
C1 ! J1;Ci 1 ! Ji;Ci ! Ji where i = 2; :::; n.
Step 3: The probability distribution  of MBC is defined as:
Class variables :
Pi : P(Ci = 0jJi = 0) = 1
P(Ci = 1jJi = 1; Fi1 _ Fi2 _ Fi3 = 1) = 1
Feature variables:
Pyi : P(Fi = 1) = P(Fi = 1) =
1
2
; i = 1; 2; :::;m:
Pzi : P(J1 = 1) = 1:
P(Ji = 1jCi 1 = 1) = 1; i = 2; :::; n:
P(Ji = 0jCi 1 = 0) = 1; i = 2; :::; n:
Given any instantiation of 1P3SAT(4), the parameters in the re-
constructed B = (G;) are:
G = (V; E);V = fC1; :::;Cn; F1; :::; Fm; J1; :::; Jng
E = (
n[
i=1
fCi ! Fi1;Ci ! Fi2;Ci ! Fi3g)[
(C1 ! J1 n[
i=2
fCi 1 ! Ji;Ci ! Jig)
 = (
n[
i=1
Pi) [ ( m[
i=1
Pyi ) [ (
n[
i=1
Pzi )
Above transformation is polynomial. We provide a sim-
ple example to explain above procedure. Give S =
3
(U;C) 2 1P3S AT (4);U = fX1; X2; X3; X4; X5g;C =
f(X1; X2; X3); (X1; X3; X4); (X3; X4; X5)g, the transformedMBC is
shown in Figure 2.
?? ?? ??
?? ?? ?? ???? ?? ?? ??
Figure 2: The reconstructed MBC by construction 1.
Moreover, using the transformation above leads to the
following result: P(Cn = 1) =
]Cn
23n , where ]Cn is the number of
true assignments that satisfy the instance S , n is the number
of clauses. The complete proof is included in Theorem 7 (see
appendix). Based on the above formula, the instance S has a
truth assignment if and only if P(Cn = T ) > 0. Moreover, if S
has a truth assignment, ]Cn  1 so that P(Cn = T ) > 0. Since
a variable appears at most four times in 1P3SAT(4) and every
class variable connects with two additional feature variables,
therefore
nP
i=1
CE(Ci; F j)  6; j = 1; :::;m:, We thus conclude
that exact inference in MBC under the condition of (a) is
NP-Complete.
(b) We use 1P3SATV(4) to prove that the exact inference
of MBC is NP-Complete even if both GC ;GF are tree models.
Construction 2: 1P3SATV(4) toMBC
Input: An instance S = (U;C) from 1P3SATV(4),
U = (X1; X2; :::; Xm), C = (C1;C

2; :::;C

n).
Output: a reconstructedMBC: B = (G;).
Step 1: For every clause Ci , we create a class variable Ci and
every variable Xi in S is mapped to a feature variable Fi in
MBC.
Step 2: The class graphGC is reconstructed by adding the class
variables into a chain C1 ! C2; :::;! Cn. Feature graph GF
is created by adding arcs between variables that share the same
subscript in C. Bridge graph GCF is reconstructed by adding
arcs Ci ! Fi1;Ci ! Fi2;Ci ! Fi3. Note that Fi1; Fi2; Fi3 are
mapped to Xi1; Xi2; Xi3 where Ci = (Xi1; Xi2; Xi3); i = 1; :::; n.
Both Fi and Ci are binary variables inMBC.
Step 3: The probability distribution  of MBC is defined as:
Class variables:
Pyi : P(Ci = 0jCi 1 = 0) = 1
P(C1 = 1jF11 _ F12 _ F13 = 1) = 1
P(Ci = 1jCi 1 = 1; Fi1 _ Fi2 _ Fi3 = 1) = 1
Feature variables :
Pzi : P(Fi = 1) = P(Fi = 1) =
1
2
P(Fi = 1jFi = 1) = 1; P(Fi = 0jFi = 0) = 1
Given any instantiation S of 1P3SATV(4), S = (U;C), U =
fX1; X2; :::; Xmg, C = fC1;C2; :::;Cng, the parameters in the B =
(G;) are :
G = (V; E):
V = fC1; :::;Cn; F1; :::; Fmg; E = EC [ ECF [ EF :
EC =
n 1[
i=1
(Ci ! Ci+1); EF = L[
i=1
(
L(i 1)[
j=1
F i( j) ! F i( j+1)):
ECF =
n[
i=1
(Ci ! Fi1;Ci ! Fi2;Ci ! Fi3):
 = (
n[
i=1
Pyi ) [ (
m[
i=1
Pzi ):
Where F i(1); :::; F i(Li) in
L[
i=1
(
Li 1[
j=1
F i( j) ! F i( j+1)) are feature vari-
ables that take the same subscript i in the chain of F i(1) !    !
F i(Li). L is the number of dierent chains(trees) in feature graph
GF . Li is the length of the ith chain in the GF . One example is:
S = (U;C) 2 1P3SATV(4).
U = fx11; x21; x31; x12; x22; x13; x23; x14; x24g
C = ffx11; x13; x14g; fx21; x12; x24g; fx31; x22; x23gg
The reconstructed structure of MBC is shown in Figure 3.
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Figure 3: The reconstructed MBC by construction 2.
Above transformation can be accomplished within polyno-
mial time O(Max(n;m)). Based on the reconstructed structure,
we have: P(Cn = 1) =
]Cn
2L , where ]Cn is the number of true
assignments that satisfy the instance S , L is the number of
chains (trees) in the feature graph GF . The complete proof of
above formula is given in Theorem 8 (see appendix). Based on
above formula, instance S has a true assignment if and only if
P(Cn = T ) > 0. Since any variable in 1P3SATV(4) occur at
most four times, we have
nP
i=1
CE(Ci; F j)  4; j = 1; :::;m:. We
thus conclude that the exact inference inMBC under the condi-
tion of (b) is NP-Complete. 
3.3. MAP and MPE in multi-dimensional Bayesian classifier
This section proves that MAP andMPE inMBC is NP-hard.
Theorem 5. Given a MBC B = (G;), MAP is NP-hard
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even when G is restricted to:
(a) GC = GF = ;;
nX
i=1
CE(Ci; F j)  4:
(b) GC = ;;GF are f orest;
nX
i=1
CE(Ci; F j) = 1:
Where CE(Ci; F j) = 1 when Ci ! F j 2 E; otherwise
CE(Ci; F j) = 0; i = 1; :::; n; j = 1; :::;m.
Proof. We prove MAP of MBC is NP-hard by the reduction
from NPC problem 1P3SAT(4) and 1P3SATV(4). Decision
problem of MAP claims: given an evidence of feature vari-
ables ( f1; :::; fm) and a constant , is there an instantiation of
class variable such that: P(C = (c1; :::; cn)jF = ( f1; :::; fm))  ?
(a) Given an instance of 1P3SAT(4), the reduction can
be performed by the following procedure.
Construction 3: 1P3SAT(4) toMBC
Input: an arbitrary instance S = (U;C) of 1P3SAT(4),
U = (X1; X2; :::; Xn), C = (C1;C

2; :::;C

m).
Output: B = (G;).
Step 1: For each clause Ci , we construct a class variable Ci
and for every variable Xi, we create one feature variable Fi.
Both class and feature graphs are empty. For each clause Ci =
(Xi1; Xi2; Xi3), the bridge graph is reconstructed by adding the
arcs Ci ! Fi1;Ci ! Fi2;Ci ! Fi3. Both class variables Ci and
Fi are binary variables inMBC.
Step 2: We define the probability distribution ofMBC as:
Class variables :
Pyi : P(Ci = 1jFi1 _ Fi2 _ Fi3 = 1) = 1
P(Ci = 0jFi1 _ Fi2 _ Fi3 = 0) = 12
Feature variables :
Pzi : P(Fi = 1) = P(Fi = 0) =
1
2
; i = 1; :::;m
Given S = (U;C) 2 1P3S AT (4);U = fx1; x2; x3; x4; x5g;C =
f(x1; x2; x3); (x1; x3; x4); (x3; x4; x5)g, Figure 4 shows the trans-
formed MBC. Moreover, above procedure to construct MBC
?? ?? ??
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Figure 4: The reconstructed MBC by construction 3.
can be accomplished within polynomial time. Due to the fact
that Ci and C j are independent, we have:
P(C1; :::;CnjF1; :::; Fm) =
n

i=1
P(CijF1; F2; :::; Fm)
=
n

i=1
P(CijFi1; Fi2; Fi3)
Note that if P(C1; :::;CnjF1 = f1; :::; Fm = fm) = 1, all
class variables from the solution set of MAP are assigned
true; otherwise, P(C1; :::;CnjF1 = f1; :::; Fm = fm) < 1. It
indicates that the instance S has a true assignment if and only
if P(C1 = 1; :::;Cn = 1jF1 = f1; :::; Fm = fm) = 1. Since
every variable in the instance S occur at most four times,
nP
i=1
CE(Ci; F j)  4; j = 1; :::;m. Therefore the decision problem
of MAP is NP-hard.
(b) To prove the second result, we used similar reduction as part
(a).
Construction 4: 3SATV(4) toMBC
Input: An arbitrary instance S = (U;C) of 3SATV(4),
U = (X1; X2; :::; Xm), C = (C1;C

2; :::;C

n).
Output: B = (G;)
Step 1: For every clause Ci , we create a class variable Ci.
For every variable Xi in S , we create a feature variable Fi.
No arc is added into the class graph and GC = ;. The fea-
ture graph GF is reconstructed by adding arcs between vari-
ables that have the same subscript. Specifically, for every clause
Ci = (Xi1; Xi2; Xi3), a bridge graph is constructed by adding arcs
Ci ! Fi1, Ci ! Fi2;Ci ! Fi3. Both Ci and Fi are binary vari-
ables in MBC.
Step 2: I(F1; :::; Fm) = 1 indicates that feature variables in the
same chain of GF take the same binary value. We define the
probability distribution of MBC as:
Class variables :
Pyi : P(Ci = 1jFi1 _ Fi2 _ Fi3 = 1; I(F1; :::; Fm) = 1) = 1:
P(Ci = 0jFi1 _ Fi2 _ Fi3 = 0; I(F1; :::; Fm) = 1) = 12
Feature variables :
Pzj : P(F j = 1) = P(F j = 0) =
1
2
; j = 1; :::;m:
We give an example to show how this reduction works. Suppose
an instance S = (U;C) of 1P3SATV(4) is defined as:
U = fx11; x21; x12; x22; x13; x23; x14; x24; x44; x15g
C = ffx11; x13; x14g; fx21; x12; x24g; fx22; x23; x15gg
Figure5 shows the transformed structure. Moreover, construct-
ing a MBC is accomplished in polynomial time. Based on the
construction 4, we have:
P(C1; :::;CnjF1; :::; Fm) =
n

i=1
P(CijF1; F2; :::Fm)
P(C1; :::;CnjF1 = f1; :::; Fm = fm)   = 1 is true if and
only if the query of 3SATV(4) on X1 = f1; :::; Xm = fm
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Figure 5: The reconstructed MBC by construction 4.
is true. Therefore, even under the constraints of
nP
i=1
CE(VCi ;VF j) = 1; j = 1; :::;m,MAP is NP-hard. 
Theorem 6. Given a MBC B = (G;), MPE is NP-hard even
when G satisfies:
(a) GC = GF = ;;
nX
i=1
CE(Ci; F j)  4:
(b) GC = ;;GF are f orest;
nX
i=1
CE(Ci; F j) = 1:
Where CE(Ci; F j) = 1 if Ci ! F j 2 E; otherwise,
CE(Ci; F j) = 0; j = 1; :::;m; j = 1; :::; n.
Proof. The joint probability in MBC satisfies:
P(C1; :::;Cn; F1; :::; Fm) = P(C1; :::;CnjF1; :::; Fm)P(F1; :::; Fm)
(a) The feature graph GF in part (a) of Theorem 5 enables us to
decompose P(F1; F2; :::; Fm) because all feature variables are
independent. Moreover, P(Fi = 1) = P(Fi = 0) = 0:5; i =
1; ::;m leads to:
P(C1; :::;Cn; F1; :::; Fm) = P(C1; :::;CnjF1; :::; Fm)
m

i=1
P(Fi)
= (
1
2
)m
n

i=1
P(CijFi1; Fi2; Fi3)
Let  = ( 12 )
m be the parameter in the decision problem
of MPE, the rest of the analysis is similar to the part (a) in
Theorem 5.
(b) Based on the analysis in the part (b) of Theorem 5 and
Theorem 8 (see appendix), we have:
P(C1:::Cn; F1:::Fm) = P(C1:::CnjF1:::Fm)P(F1:::Fm)
=
1
2L
n

i=1
P(CijF1; F2; :::Fm)
Let  = 1=2L and L be the number of chains in the feature
graph, the rest of the proof is similar to the part (b) in Theorem
5. 
4. Related work
Inference on general Bayesian networks has been investigat-
ed in many studies. Researchers have focused on designing ap-
proximate algorithms to solveMAP orMPE. To design ecient
algorithms forMAP is crucial in most scenario. However, solv-
ingMAP within polynomial time is impossible in Bayesian net-
works. In 1987, Cooper [2] proved that probabilistic inference
in belief networks is NP-hard by transforming a well-known
NP-hard problem, 3SAT, into belief networks (PIBNET). In
1993, Dagum [3] proved that approximating probabilistic in-
ference in general Bayesian networks is also NP-hard. In 1998,
Michael L.Littman [4] proved that the complexity of probabilis-
tic planning is NP-hard in dierent plan types [5], and approx-
imating MAP in general Bayesian network within the bound of
[l; u] is still impossible where 0  l < 0:5 < u  1. In 2002,
James [6, 7] proved that MAP is NPC, even if Bayesian net-
works were restricted to polytrees. Moreover, approximating
MAP within any factor f (n) is surprisingly NP-hard, where n
is the number of nodes and MAP of general network is in the
group of NPPP. In 2003, Shimony [8] proved that MPE in the
directed-path singly-connected Bayesian networks is still NP-
hard. In 2005, Dan Wu [9] proved that probability inference in
singly connected Bayesian networks is also NP-hard.
The computational complexity of MAP and MPE has been
investigate in in general Bayesian networks. The reduction is
usually performed by transforming SAT or its variant problem-
s (e.g. MAX SAT[7], E-MAJSAT[7], One-In-Three 3SAT[19])
into specific Bayesian networks. Besides, hamiltonian circuit -
a famous NP-hard problem - has also been used to prove the
computational complexity of maximum a posteriori probabil-
ity in DAG is NP-hard[20]. To our knowledge, a clear study
of the computational complexity of MAP and MPE in multi-
dimensional Bayesian classifier has not been reported.
Researchers have designed ecient algorithms to solveMAP
problems. In 1998, Vasanth Krishna [10] presented an algorith-
m to perform parallel exact inference based on junction tree
decomposition. The branch-and-bound searching algorithms
and local searching strategies (e.g. climbing and Taboo search)
were also proposed to approximate MAP [6, 11]. In 2007, Xi-
aoxun [12] introduced dynamic weighting search algorithmA
to solve MAP using the asymmetry properties in the underly-
ing distribution. Our recent study also proposed inference al-
gorithms using gray-code and we showed its promising perfor-
mance in many applications [1].
5. Conclusions and future work
In this study, we investigated the computational complexity
of exact inference, MAP,MPE in multi-dimensional Bayesian
classifiers. We used the variations of 3SAT to prove exact infer-
ence in (MBC) is NP-Complete. More importantly, we proved
that MAP and MPE in MBC is NP-hard even under strict con-
straints. Future work need to design ecient approximation
algorithms for fast inference inMBC.
6
6. Appendix
Theorem 7. Suppose S = (U;C) is an instance in 1P3SAT(4)
where U = (X1; :::; Xm);C = (C1; :::;C

n). A MBC, denoted as
B = (G;), is constructed using the the reduction approach in
Theorem 4(a). The joint probability P(Cn) in G satisfies:
P(Cn = 1) =
]Cn
23n
Where ]Cn is the number of true assignments that satisfies
1P3SAT(4) and n is the number of clauses in S .
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Figure 6: The schematic view of reconstructed MBC by construction 1.
Proof. Given the procedure in construction one of Theorem
4(a), the skeleton of the generated MBC is shown in Figure 6.
P(Cn = 1) can be measured as:
P(Ci = 1) =
P
Fi1;Fi2;Fi3;Ji
P(Ci = 1; Fi1; Fi2; Fi3; Ji) (6.1)
=
P
Fi1;Fi2;Fi3
P(Ci = 1jFi1; Fi2; Fi3; Ji = 1)
P(Fi1; Fi2; Fi3)P(Ji = 1) (6.2)
=
P
IA(Fi1;Fi2;Fi3)
P(Fi1; Fi2; Fi3)P(Ji = 1) (6.3)
=
P
IA(Fi1;Fi2;Fi3)
P(Fi1; Fi2; Fi3)P(Ci 1 = 1) (6.4)
= 123
P
IA(Fi1;Fi2;Fi3)
P(Ci 1 = 1) (6.5)
The IA(Fi1; Fi2; Fi3) indicates that Fi1; Fi2; Fi3 satisfies the con-
dition that only one of Fi1; Fi2; Fi3 is assigned true, the oth-
er two are false. Equation (6.3) is true because Fi1; Fi2; Fi3
is independent with Ji and P(Fi1; Fi2; Fi3; Ji = 1) =
P(Fi1; Fi2; Fi3)P(Ji = 1). Equation (6.4) is obtained because
P(Ci = 1jJi = 1; Fi1 _ Fi2 _ Fi3 = 1) = 1. Equation (6.5) is
based on the fact that:
P(Ji = 1jCi 1 = 1) = P(Ji = 1;Ci 1 = 1)P(Ci 1 = 1) = 1
P(Ji = 1jCi 1 = 0) = P(Ji = 1;Ci 1 = 0)P(Ci 1 = 0) = 0
The iterative procedure goes:
P(C1 = 1) =
P
IA(F11;F12;F13)
1
23
P(C2 = 1) =
X
IA(F21;F22;F23)
1
23
P(C1 = 1)
=
X
IA(F21;F22;F23)
X
IA(F11;F12;F13)
1
232
:::
P(Cn = 1) =
X
IA(Fn1;Fn2;Fn3)
1
23
P(Cn 1 = 1)
=
X
IA(Fn1;Fn2;Fn3)
  
X
IA(F11;F12;F13)
1
23n
Let ]Cn be the number of true assignments that satisfy
1P3SAT(4), we have:
P(Cn = 1) =
]Cn
23n
Our proof is complete. 
Theorem 8. Given the approach of reduction from instantia-
tion S = (U;C);U = (X1; :::; X3n);C = (C1; :::;C

n) to a MBC
in Theorem 4(b), the P(Cn = 1) satisfies:
P(Cn = 1) =
]Cn
2L
Where ]Cn is the number of true assignments that satisfy
1P3SATV(4) and L is the number of chains in the feature graph.
Proof. Given the construction two, we show the structure of
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Figure 7: The schematic view of reconstructed MBC by construction 2.
the generated MBC in Figure 7. The probability of P(Cn = 1)
satisfies:
P(Ci = 1) =
P
C1:::Ci 1;F1:::F3i
P(Ci = 1;Ci 1:::C1; F3i:::F1)
=
P
C1 ::Ci 1 ;F1 ::F3i
P(Ci=1jCi 1::C1;F3i::F1)P(Ci 1:::C1;F3i:::F1)
=
P
C1 ::Ci 1 ;F1 ::F3i
P(Ci=1jCi 1;F3i;F3i 1;F3i 2)P(Ci 1:::C1;F3i:::F1)
=
P
C1 :::Ci 2 ;F1 :::F3i
P(Ci=1jCi 1=1;F3i;F3i 1;F3i 2)P(Ci 1=1;Ci 2:::C1;F3i:::F1)
=
P
IA(F3i ;F3i 1 ;F3i 2)
[
P
C1 :::Ci 2 ;F1 :::F3i 3
P(Ci 1=1;Ci 2:::C1;F3i:::F1)]
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Thus:
P(Ci = 1) =
P
IA(F3i;F3i 1;F3i 2)
P
IA(F3i 3;F3i 4;F3i 5)
   P
IA(F3;F2;F1)
P(F3n; F3n 1; F3n 2; :::; F1) (7.6)
If (F1 = f1; :::; F3n = f3n) is a true assignment that satisfies the
instance S in 1P3SAT(4), variables in the same chains of the
feature graph GF take the same value. We have:
P(F3n; F3n 1; F3n 2; :::; F1)
=Li=1 P(X
1
i ;X
2
i ;:::;X
Li
i ) (since X
j
i 2fF1;:::;F3ng and
PL
i=1 Li=3n)
=Li=1P(X
1
i )
Li
j=2 P(X
j
i jX j 1i ) (since X1i !X2i !!X
Li
i )
=Li=1 P(X
1
i ) (sinceP(X
j
i =1jX j 1i =1)=P(X ji =0jX j 1i =0)=1)
= 1
2L
(6.7)
Taking the equation (6.7) into (6.6) leads to:
P(Ci = 1) =
X
IA(F3i;F3i 1;F3i 2)
[   [
X
IA(F3;F2;F1)
1
2L
]    ]
Let ]Cn be the number of true assignments that satisfy S in
1P3SATV(4), we have:
P(Cn = 1) =
]Cn
2L
: 
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