Local well-posedness of the curve shortening flow, that is, local existence, uniqueness and smooth dependence of solutions on initial data, is proved by applying the Local Inverse Function Theorem and L 2 -maximal regularity results for linear parabolic equations. The application of the Local Inverse Function Theorem leads to a particularly short proof which gives in addition the space-time regularity of the solutions. The method may be applied to general nonlinear evolution equations, but is presented in the special situation only.
Introduction
Optimal or maximal regularity results for linear evolution equations on Banach spaces are now widely used in order to prove local existence, uniqueness, regularity of solutions of abstract nonlinear parabolic evolution equations of the form (1.1)u + F (u) = f on (0, T ), u(0) = u 0 ; [33] (the list is not exhaustive), the authors applied the contraction mapping principle in order to prove local existence and uniqueness of solutions. The contraction mapping principle is of course a standard tool in nonlinear analysis, although finding an appropriate contraction is sometimes quite technical. We want to show that, besides another advantage, an application of the Inverse Function Theorem avoids this problem; in some sense, the problem is hidden in the proof of the Inverse Function Theorem.
In [7] , [8] , Angenent remarked that optimal regularity of underlying linear evolution equations not only gives local existence and uniqueness of solutions of the nonlinear equation (1.1), but also time regularity of solutions and continuous/smooth dependence of solutions on data (see also the monograph by Lunardi [27] ). The solutions are as regular and the dependence is as smooth as F is, that is, equation (1.1) behaves very much like an ordinary differential equation for which analoguous results are classical. In order to achieve his goal, Angenent applied-besides the contraction mapping principle-the Implicit Function Theorem in a most elegant way (see also [20] where the so-called parameter trick was further developed).
In this article, we show that the Inverse Function Theorem may be an efficient alternative to the contraction mapping principle and the Implicit Function Theorem: by applying the Inverse Function Theorem, the proof of local existence of solutions is simpler and gives continuous/smooth dependence on data at the same time, at least in the context of L p -maximal regularity. An application of the Inverse Function Theorem is moreover natural since optimal/maximal regularity just translates the fact that a certain linear operator is an isomorphism between appropriate Banach spaces. In order to avoid much abstract notation, we illustrate the approach only in the particular case of the curve shortening flow equation
but the interested reader will certainly understand how to apply the Inverse Function Theorem in different, more abstract situations. For the curve shortening flow we show in addition that the approach via the Inverse Function Theorem yields-with very little additional effort-smooth solutions. Smoothness is here obtained without the use of the Implicit Function Theorem but follows from smooth dependence on data. We have chosen the example of the curve shortening flow because it is one of the simplest examples of geometric flows. Analytic properties of the flow and its applications in physics or image analysis have been widely studied in literature. Moreover, local existence and uniqueness of various types of solutions for appropriate initial data is well known; at least this question is not an issue at all even in specialized monographs (see, for example, [12] , [19] , [35] ). Among the possible approaches to
