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Abstract 
Gross, A. and J.B. Robertson, Ergodic properties of stationary Poisson sequences, Journal of Computational 
and Applied Mathematics 40 (1992) 163-175. 
A stationary Poisson sequence CX,,>,, E z can be represented as X,, = M(T’A), where A is a set in a measure 
space (E, 8, ~1, T is an invertible measure-preserving transformation on (E, 8’, ~1, and M is a random 
Poisson measure on (E, 8, ~1. We explore the relationship between the ergodic properties of the sequence 
and the properties of T, and construct examples with various ergodic properties using a stacking method on 
the half-line [0, 00). We also investigate the spectral properties of the sequence. 
Keywords: Mixing, spectral measure, Poisson sequences. 
1. Introduction 
In the 1940s and 5Os, the ergodic and spectral properties of Gaussian processes were studied 
extensively, beginning with [9]. In 1970, Maruyama [lo] provided a spectral representation of 
infinitely divisible processes with respect to a Poisson measure, and gave a characterization of 
mixing for infinitely divisible processes in terms of this representation. 
More recently, in [2] the ergodic properties of symmetric stable processes were studied and 
in [3] the ergodic properties of symmetric infinitely divisible processes. This approach depended 
on the spectral representation of symmetric infinitely divisible processes of [12]. We [6] have 
obtained similar results in the related setting of sequences that are obtained from indepen- 
dently scattered measures. 
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The goal of this paper is to present 9ur results in their simplest possible setting and give the 
simplest proofs. This is the setting of stationary Poisson sequences. 
In Section 2 we state the necessary definitions and elementary properties of stationary 
Poisson sequences. In Section 3 we describe the ergodic properties of the sequence. We show 
that ergodicity and weak mixing are equivalent for these sequences. In addition, we classify 
those sequences arising from random measures defined on purely atomic measure spaces as 
either Bernoulli or nonergodic (Theorems 3.1 and 3.2). In Section 4 we use the “stacking 
method” (see [5]) to construct sequences which are weakly mixing but not mixing. However, our 
stacks are on infinite measure spaces instead of probability spaces. We then show that mixing 
and r-mixing are equivalent for stationary Poisson sequences. In Section 5 we give a sufficient 
condition for a stationary Poisson sequence to be Kolmogorov-mixing. In Section 6, we examine 
some of the spectral properties of stationary Poisson sequences. 
2. Stationary Poisson sequences 
A Poisson sequence ( X,J, E z is defined as a sequence of random variables whose finite- 
dimensional marginal distributions are multivariate Poisson. The multivariate Poisson distribu- 
tion was introduced in 1141, and is defined by the characteristic function 
log E[exp(ir,X, + l * - +it,XJ = CA , Jbp(iztj) - ‘19 
where the first summation is over all nonempty subsets J of {1,2,. . . , n}, and the h,‘s are 
arbitrary nonnegative parJmeters. McKenzie [ 1 l] studied ARMA-type Poisson sequences. (He 
pointed out that one way Poisson sequences arise as a result of obse*rving an M/M/m queue at 
regular time intervals.) In this section we will provide a simple representation for a Poisson 
sequence by means of a Poisson measure. 
A Poisson measure M on a (possibly infinite) measure space (E, 8, p) is a function on gtn, 
the collection of sets in 8 with finite measure, satisfying the following three conditions. Therk 
is a fiied probability space CL!, 5, P) such that M(A) is a Poisson random variable on L? with 
mean &4) for all / EZ+). If A,, A,, . . . EE(~ are disjoint, ttren A&4,), M(A,), . . . are 
mutually independent. If in addition lJ J, E gtO, then M( U Ji) = C&&4,) almost surely. 
Suppose r is a finite set and <X,>, E r has a multivariate Poisson distribution with 
parameters A,, J’s nonempty subsets of r. We will show that (X,1,, E r is given by a Poisson 
measure. Set E = (0, l)r\{O} where 0 is the zero vector, A, = {.z E E: x(y) = l), and Z’= 
&I,,: y E f}. For any nonempty J c r, define the atom 
Thus DJ denotes the atom contained in only those A, with y E J. and { DJ: J c r, J + l& is a 
partition of E. Now define the measure E;L by 
M is defined by letting {M( DJ): J c r, J z @} be mutually irdependent Poisson random 
variables with E( M( 0,)) = p( DJ), and extending M to all of 8 by additivity. Wt: will call this 
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the canonical representation. We make the identification XY = A&i,,) and remark th;;t a{X : 
Y E r}, the a-algebra generated by (X,,),, E ,-, is in general much smaller than cr{ll!( A): A E 8$. 
Furthermore, it is easy to see that if (X,& ,. is stationary, then so is ( xA ),_ i.. We gi1.e the 
+llowing general definition of stationarity. Suppose r is a nonempty subset of some semi-group 
I, and (.fy)vEr is a process of measurable real-valued functions defined on an arbitrary, 
possibly infinite measure space. We say that Cf,>,, E r is stationary if for any r’ c r and p E f 
such that f’ + p c r, we have 
(fy+P)yEI. z (fJyar.” 
( $9, “ means that the two processes have the same distributions.) 
Vext we extend the canonical representation to arbitrary (not necessarily finite) r. This is 
bsGcally a special case of Maruyama’s [lo] spectral representation of infinitely divisible 
prd tcesses; however, we will provide a simple proof for this special case. In this paper, we will 
gelerally take r = Z. In particular, the following proposition shows that Poisson sequences, as 
decribed in the Introduction, have a canonical representation. 
Proposition 2.1. Let r be any nonempty index set and let (X,& r be a process whose 
fifi: te-dimensional marginal distributions are multitlariate Poisson. Then there exists a measure 
sp,ice (E, 27, p), a Poisson measure M OFZ (E, Z!?, p), and sets (.4V)YEr in gtf, such that 
CX J Y yEl.g (M(AY))VEr (1) 
If (x,,,E,- is stationary, then (xAJYE ,- is stationary as well. 
Proof. We have already given a canonical spectral representation for the case where f is finite. 
For arbitrary nonempty r, define 
E = (0, llr\ (0) 
A,=(xEE: x(y)=l), Vy~r, 
and define Z&,, to be the ring consisting of finite disjoint unions of those cylinder sets 
contained in at-least one A,. 
The measure cc can be defined on &,,) as in the above remarks for the finite-dimensional 
random vectors. Because the Poisson distribution is infinitely divisible, I_L is well-defined, 
consistent, and finitely additive on ~~cy,~. 
Now in order to extend p to the a-field g generated by Z=&,,~, it is sufficient to show that p 
is countably additive on Z&,,); i.e., whenever B,, B,, . . . E kFccy,, are disjoint and lJ Bi E 8&,,), 
it follows that p( tJ Bi) = C~( Bi) (see, for instance, [l]). Let B,, B,, . . . E ti!& be disjoint 
with U Bi E ZFtEYIJ. Since (0, l}r is compact and every cylinder set is closed in (0, l}‘, the finite 
union of cylinder sets tJ B, is compact as well. But every cylinder set is also open, so there is 
a finite subcover tJ Bi c B, U - - - U B,. Thus B,, ,, BktZ, . . . are all empty and countable 
additivity reduces to finite additivity 
Therefore p can be extended to 8. We note that if I_L is a-finite on Z&,), this extension will 
be unique. 
Let M be a Poisson measure on (E, 8, p). It is clear by construction of p that 
(~Y)yE,vf(~Y))yt,' 
for any finite nonempty I c 1‘. Equation (1) follows. 
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Suppose now that (X,), E l. is stationary. It is obvious that (xA,jYE r 
because the measures of the cylinder sets for (x~,),,~, correspond to 
(X&E I* and (X,,& I is stationary. (This is clearly true for any spectral 
just the canonical representation described above.) 0 
must be stationary 
the parameters of 
representation, not 
Since our main interest is in the Poisson sequence (X,,),, E L, we will assume without 10s~ of 
generality that there is an invertible measure-preserving transformation T on (E, g, p) and 2 
set A of finite measure which generates (E, 81, in the sense that 
(i) lJ ~‘54 = E, 
(ii) &‘A: n E Z} = CF. 
We also assume without loss of generality that the Poisson measure (M( P;-i, E 5;r, is defined 
on (%!, 9, P) where a= (Z”‘)~~ and 9 is the a-field induced by (M(W), E gio and that the 
stati0:rar-y Poisson sequence (X,,),, E z is given by X,, = Mh%4)). 
The shift transformation r on (E, 8’, p) induces the shift tt=lnsformation T on (In, 9, P): 
Tw(B)=o(rB), Vw~f2, BEADY). (2) 
We will denote the sub--field generated by f A,),, E L by $. In geperal @ is muchA smaller 
than 3. Abusing notatiop, we will still writp ‘-P” for P r%stricted to 9. We will write T for the 
restriction of T to (a, 57 P). Thus tbc transformation T is a factor of T. 
The transformation T induces t%e shift operator U, on L2(0, 9. ?, where 
Similarly, f induces O;- and r induces a,. 
Then it is easy to check, by looking at the characteristic function, that the finite-dimensional 
margin& of ( M( A ,,N,, E r have a multivariate Poisson distribution, as defined in the Introduc- 
tier,. 
Finally, we note that if M is a Poisson measure, then there is a natural isometry between 
L’( EJ and L’(a). The integral of a simple L” function f = &q+,, with respect to the 
P&son measure is defined to be 
l’f dM= &xM((f =cu;). 
The integral is linear and continuous on the space of simple L2 functions, so it can be extended 
to all L’ functions by continuity. The map 
f-, /=f dM-If dcL 
is clearly an isometry, and so the integral with respect to d M can be extended to all of L2( E) 
by continuity. This map will be called the canonical isometry. 
Let span(x, 1 denote the closed linear space of complex-valued L2 functions generated 
by (x,& The Shift operator on span(xa4 ) is spectrally isomorphic to the shift operator on 
span( MC A,) - p( A,)). In Sections 3 and 4” we will see that some ergodic and mixing properties 
of (M( A,)) are determined by span( M( A, 1). 
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In t% section we will characterize ergodicity for a Poisson sequence. In particular we will 
shop that an ergodic Poisson sequence is always weakly mixing. The automorphisms T, Z?, 7 
and other notations will be the same as in Section 2. 
An automorphism T on a finite or infinite measure space is ergo& if the only T-invariant 
sets are the empty set and the whole space (module null sets). For finite measure spaces there 
are several characterizations of ergodicity which we shall use below (see [lS], for example). In 
general one is only interested in ergodic automorphisms. An automorphism T on a probability 
space (J2, 9, P) is said to be a Bernoulli automorphism if there is a a-field g such that the 
a-fields TV are independent and generate 9C 
First, in the following two theorems, we show that if p is purely atomic, then T and f are 
either Bernoulli automorphisms, or they are not ergodic. 
Theorem 3.1. If there is an atom contained in an infinite number of T~A’s, then f is not ergodic 
(and so neither is T ). 
Proof. Let D be an atom such that D E $*A for infinitely many n. Since r is invertible, 
P’D E A. Since each r-“D has the same measure and since A has finite measure, there exists 
an n, m > 0 such that T*D EA and T”+‘~D = PD. Thus D E 7 -(*+‘?A for all k. This implies 
that 
Thus 
inklE[(M(A) -~( ) (M(T~A) -P(A))] *o- 
’ k=O 
This implies that f is not ergodic. •I 
Theorem 3.2. Suppose p is purely atomic. If euery atom is contained in only finitely many T~A’s, 
then T is TV Bernoulli automorphism (and hence so is f). 
Proof. Let X? be the a-field generated by the set of all random variables of the form M(D), 
where D is an atom contained in A but not in any PA for m < 0. Then the a-fields T’Y are 
independent and generate 9, so T is a Bernoulli automorphism. It is well known that any 
factor of a Bernoulli automorphism is also Bernoulli. 0 
We now proceed to the case where (E, g, p) is an arbitrary measure space. 
An automorphism T on a probability space is said to be weakly mixing if for any g2 
functions f and g, 
(f, urng) + (f, 1x1, g>, (3) 
as n + 00 on a set of density one. 
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Define weak mixing for an infinite (a-finite) measure space by (3). but with the right-hand 
side replaced by zero. It is sufficient that these equations are satisfied by a class of functions 
whose closed linear span is L’. 
Theorem33.ZfO<pC(E)< QQ, then f is not ergodic (and hence neither is T J. 
proof, By the mean ergodic theorem (I/Pz)Z~&~ Q @ converges F L’ to a nonzero limit. By 
the isomorphism mentioned at the end of Section 2, this implies that ( l/n@ :A< M(#A) - 
&I)) also converges to a nonzero limit. This implies that T is not ergodic. 0 
Theorem 3.4. Suppose p( E) = 30. Then the following are equivalent. 
(a) ? is ergodic. 
(b) T is ergodic. 
(c) (l/nE;I = ,cov(X,, X,,) + 0. 
(d) ‘P is weakly mixing. 
(e) T has no inr*ariant sets with finite, positilve measure. 
(f) 7 is weakly miring. 
CgI T is weakly mixing. 
Proof. The following implications are well-known results: (a) =j (b) = (c), (f) * (a), (f) a (g) * 
(b). 
(c) * (d): We want to show that for any B, C E Zto we have 
n TkC) + 0. 
n kzl 
By standard approximation arguments it is sufficient to show this for sets of the form 
B = n $?4 and C = n $U where the intersections are over finite index sets. But for such 
sets 0 G JL(B n T’C) G p(A n 7k+nl-m VI). The desired limit now clearly follows from (c). 
(d) * (e): An a u omorphism t T on a a-finite measure space is weakly mixing if and only if U, 
has continuous spectrum - the proof is the same as in the case of a probability space (see, for 
instance, [151>. If f is a nonzero L2 eigenfunction of Ui, then 1 f 1 is invariant. Since p(E) = 00, 
1 f I is nonconstant. Thus for some Bore1 set C, 1 f I -l(C) is the desired set. Conversely, if B is 
an invariant set of finite positive measure, take f = xB to see that 7 is not weakly mixing. (The 
preceding argument also shows that on an infinite measure space, ergodicity implies weak 
mixing.) 
It remains to show (d) = (f): L2 is the closed linear span of functions of the form 
f = ew(i C ajM(Bj)), 
jEL 
where L is a finite index set, aj E R, Bj E gtO. This follows from standard arguments. Therefore 
in (3) we take f as above and 
g=exp(i C bjM(Bj)~. 
’ jEL J 
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Then 
Let 
and 
U/g = exp( i C bj~( ~nBj)), 
jEL 
C= UBj 
jEL 
g, = exp(i C b,M((~~‘Bj)\C)). 
jEL 
Since r is weakly mixing, 
p(rkBj\C) + 0, 
as n + 00 on some set of density one. Thus 
qg - g, + 0, 
as n + 00 on this set. But g, and f are stochastically independent, so that (f, g,) = 
( f, l)( g,,, 1). Combining these results we see that T is weakly mixing. EI 
Clearly the ergodicity of r 
that the converse is false. 
implies (e) in the theorem. The next simple example shows 
Example 3.5. There exists a nonergodic automorphism 7 for which T is a Bernoulli automor- 
phism. 
Let E = Z x { 1, 2}, ii? = 2E, let p be the counting measure, and let 7 be the shift transforma- 
tion 7{(x, y)} = {(x + 1, y + 1)). Let 
A = ((0, l), (1, l), (092)). 
Then the hypothesis of Theorem 3.2 is satisfied, so 7’ is a Bernoulli automorphism. But Z X (1) 
is ?--invariant (with infinite measure), so r is not ergodic. 
4. Mixing and r-mixing 
In this section we will study the mixing and r-mixing properties of T, T, f. First the 
definitions. 
An automorphism T on a probability space (a, F, P) is said to be r-mixing (r 2 1) (some 
authors call this (Y + l&mixing) if for any fO, f,, . . . , f, E L”?R, F, P), 
lim E[ f. - (UFlf,) - - . (U/l+‘Q+ *** +nrf,.)] = E(f,)E(f,) - - - E(f,). (4) 
n1,...,n,+oo 
When Y = 1, this property is simply called mixing. The space L’+ ‘(0, F, P) in the above 
definition can be replaced by any collection of functions which generates it, in particular the 
indicator functions. 
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The automoryrli3m T, however, may be defined on an infinite (a-finite) measure space. 
Krengel and Sucheston [8] defined mixin, 0 for an arbitrary u-finite measure space; in the 
infinite case, their definition is equivalent o (4) for r = 1, but with the right-hand side replaced 
by zero. Holder’s inequality shows that mixing in an infinite measure space implies that (4) 
(with the right-hand side replaced by zero) is valid for all r. 
It is straightforward that r-mixing implies mixing implies weak mixing. We first show that, for 
the processes we are considering, mixing and weak mixing are distinct concepts. This example 
uses the “stacking” or “interval-exchange” method of constructing automorphisms. We de- 
scribe below how a transformation is constructed recursively using “stacks” of subintervals of 
[O, ~1. We will call 7 an infinite rank-one automorphism (by analogy with the finite case) 
because there is one stack of intervals at each stage. For a more detailed description of this 
approach, in the finite-measure case, see, for instance, [S]. 
We will take (E, g, p) to be the half-line [O, 00) with Lebesgue measure on the Bore1 sets. 
We will define stacks of subintervals recursively - at the k th stage, we will have a stack C, of 
height It k : 
c, = (G,(l), c,(z), . . l ,C,(h,)), 
where the C,(i)‘s are subintervals from [0, ~a) of equal width, which we picture as stacked one 
above another. We write C, = U ~~ J,(i). In our examples, we will take 
c, = (A) = fro> 1)). 
The stack C, is constructed from C,_, as follows. Cut Ck _ I into a given number sk of 
subcolumns, each having the same width wk_ On top of each subcolumn, stack a finite number 
of disjoint intervals from [0, a~)& (where the new intervals have the same width as the 
subcolumns). Let l$k, I) denote the number of intervals stacked on top of the Zth subcolumn in - 
order to construct C,. These intervals should be chosen consecutively from [0, 00) \ Ck, so that 
no part of IO, 0~) is “skipped”. Finally, stack each subcolumn on top of the one to the left. Thus 
each stack C, consists of disjoint intervals of the same width. 
The transformation Q is defined on C,(i), i = 1,. . . , h, - 1, by mapping each interval 
linearly to the one above it. Clearly each T/, is an extension of Tk _ 1; since intervals are chosen 
to have equal width, each T/, is measure-preserving. If u Ck = [0, m), then 7 = lim 7/, is a 
well-defined automorphism on (E, 8, p). 
Let A = [0, l), C, =(A). For k 2 1, define qk E (0, 1)” by 
if 1 <i,<h, and Ck(i)cA, 
If a vector 77 has only finitely many l’s, define a($ to be the position of the right-most 1 in 7 
minus the position of the left-most 1 in 7, plus 1. Roughly speaking, a(q) is the “height” of +YJ 
disregarding leading and trailing zeros. Define 
qk - q, = c ~k(i)%#)* 
iE:Z 
Then 7X_ - rlrn is the number of positions at which Ck and Cm each have a subinterval of A. 
Define qjf) to correspond to the part of Ck from the Zth subcolumn of Ck _ 1. More precisely, 
for I= l,...,& 
171 
where 
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l-l 
m = (l- l)h,_, + c v(k, j). 
j=l 
Remarks. For any k > 1, the stack C, is determined by qk and v(k, sk). Given the parameters 
qk_, and v(k - 1, sk), the parameters sk and dk, I), I = 1,. . . . sk, determine the k th stack. 
One can see that if 
i wk 5 v(k, 1) = 00, 
k=2 I=1 
then 7 is defined on [0, 00). 
Also, if v( k, sk) is greater than a(q& then for i = 1,. . . , a(qk ), T”C~( i) does not “wrap 
around” the end of the stack as long as n < a(q& and 
&4 n 754) = p((A n C,) n T”(A n C,)) = ~k(S5jk 7~~); 
and for 1 Qn < a(q& 
Ck(l)fW(AnCk)=~. 
It follows that if C,(l) =A and v(k, sk) is greater than a(q,) for each k, then 
a(Tjk)-- 1 
Ck(l)=A\ U TV, k>2. 
m = 1 
This implies that if C,(l) = A, then 
C,(l) EU(T’?~: m > 0), Vk > 1, 
and u(T”A: n E E} is the Bore1 o-field on [0, 00). 
(5) 
Example 4.1. There exists an infinite rank-one weakly mixing transformation which is not 
mixing. 
Let sk = 2 for all k; that is, the stack is cut in half at each stage. Take 
v(k, 1) = 0, V(k, 2) > 2h,_,. 
By the remarks above, this choice of A and T satisfies the hypothesis in Section 2 with E the 
positive half-line and 8 the Bore1 a-field. We claim that T is weakly mixing but not mixing. 
In fact, 7 is ergodic. As we stated in Section ‘3, o-n an infinite measure space ergodicity 
implies weak mixing. We use the following characterization of ergodicity [5]. T is ergodic if and 
only if, for any B,, B, E 8’ with positive measure, p( B, n T”‘B*) > 0 for some integer m. 
Let x1 and x2 be Lebesgue points of B, and B,, respectively. Then there is a 6 > 0 
that if J, and J2 are intervals containing x1 and x2 whose lengths are less than S, then 
p(Bi nJi) > ~1L(Ji), i = 1, 2. 
We can choose k large so that there are intervals in the k th stack having this property. 
But T~J~ = J, for some integer m, by definition of T. Hence TUBE n J, and B, n J, 
have measure strictly greater than $( J,). Therefore u( B, n T”‘B~) > 0 and T is ergodic. 
such 
each 
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To see that r is not mixing, it is easy to verify (by looking at the k th stage of the stack) that 
for II =hA-_,, k>,2, 
piA ,V%) = +. 
We also note that T and A satisfy the assumptions of Section 2. Obviously U ~54 = [0, 00). By 
the remarks preceding this example, C,(l) is in a{~‘%: n >, 0) for all k >, 1, and therefore A 
generates the Bore1 a-field on [0, 00). 
We now show the relation between T, T and ? where these are as in Section 2. 
Theorem 4.2. Suppose (E, g, p) is an infinite measure space. Let r 2 1. Then the following are 
equi&ent . 
(a) T is r-mixing. 
(I$ f is r-miuing. 
(cl covtx,, ‘IQ + 0. 
(d) T is mixing. 
That (a) implies (b) is well known. The proofs of (b) implies (c) implies (d) implieo (a) are 
similar to the proof of Theorem 3.4 and are therefore omitted. 
Corollary 4.3. if either T or ? is miring, then both are mixing of all orders. 
5. K-mixing 
This section is less corn,.,., ._& n*ptp %n the previous ones. We give U condition for the automor- 
phism T on an infinite measure space to be uniformly mixing. This condition is very strong and 
we are able to show that it implies that T is K-mixing. We have not been able to determine if T 
is K-mixing implies that 7 is uniformly mixing. 
An automorphism T on a probability space (L!, 9, P) is a Kolmogorov-automorphism (or
K-mixing) if there is a u-field 9 c F such that 
(i) T~?I??; 
(ii) V TV = 9; 
(iii) A T’Y = (0, 0). 
We will say that an automorphism 7 on an infinite a-finite measure space (E, 5, p) with a 
generating set A is un$xmly mixing if for all B E gtO, 
p(Bt7 jn~kA) 40, as n+a. (6) 
TheoFern 5.1. Let A, T, T, f be as in section 2 and suppose p(E) = 00. Then T uniformly mixing 
implies that T is K-mixing. 
Proof. If p is purely atomic, then uniform mixing implies that every atom is contained in only 
finitely many T"A's, and Theorem 3.2 implies that T is a Bernoulli automorphism and hence 
K-mixing. 
A. Gross, J.B. Robertson / Poisson sequences 173 
Suppose now that I_C is not purely atomic. 
Let 2?” = a{&l: k 2 n}, and let 9” = a{M(B): B E E$}. Clearlv 9’ satisfies conditions (i) 
and (ii) in the definition of a K-automorphism. 
Write r = A Tt?Fo = A 9”. We must show F is trivial. Let f be any element of 
L*(F), and let g be any element of L*(F) of the form 
g = ew( i C W( 4)) l 
IEL 
Since f E L*( 9”) for each integer n, there is a sequence ( f,,), 2 1 such that f,, converges to f 
in L* and fn depends only on a finite collection (M( BkDk E K, where {B,: k E K,) is a finite 
subset of 2?(;. Write 
cn= (J B,. 
kEK,, 
Now define 
gtl = exp(i c b,WB,\C,)). 
IEL 
Then by independence, 
(f,, s,> = <f,, Ml, g,>, h 2 1. 
But uniform mixing implies that for all I E L, 
MM\C,) -MM! in probability as n + 00, 
and by dominated convergence, g, converges to g in L*; thus 
(f, s> = (f, 1x1, d. 
Functions of the form in (7) generate e*(F), so f is constant and r is trivial. •I 
6. Spectral measure of a Poisson sequence 
If X is a Poisson random variable with mean A, then an orthogonal basis for L*(X) consists 
of the Charlier polynomials pk( X), where [13] 
Pkb) = ; i (-1,“~‘;(;)(;), k>O. 
- i=(-J 
A slightly different version of the following lemma was pl*oved by Ito in [7]. 
Lemma 6.1. Assume (X, Y) is a multivariate Poisson random vector given by 
x= 2, -I- zl*, Y=Z,+Z,,, 
where the Z’s are independent Poisson random variables with parameters h 1, A 2 and h 1 2. Then 
(pi(X), P,(Y)) = ajk(k!)C PI(X), P,(Y))~, j, k 2 0. (8) 
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Proof. Szegd [13] showed that the generating function for the sequence of polynomials 
,&) = A”/2(k!)-i/2pJ~), k 2 0, is 
G(x, s; A) =e+(l +s)I, 
that is, 
4/i(x) = f G(X, s; A) Is=*. 
The partial derivatives of G are continuous and uniformly summable with respect to the 
bivariate Poisson distribution, so for any j and k, 
E4j(X)4,(Y) 
ai+k 
= mE{exp[-(A,+A,,)s](l +s)~ exp[-(A2+A,2)~](l+~)~)Is=r=~ 
ai+k 
= aE{eXP[ -0, +h2b - (4 +A,&] 
x(1 +s)“l(l +r)?[(l +s)(l +f)]z~2}Is=1-_u 
ai+k 
= meM StA,,) 1 s=t=o, 
where we used the independence of Z,, Z, and Z,, and the Poisson probability generating 
function EsX = exp[A(s - l)]. Thus E[qi(X)qk(Y)I is the coefficient of sjtk/k! in the Taylor 
series 
x A:, 
-Sktk 
k?O k’ 
, 
. 
so 
E[ qj(x)qk(y)] = h:26ikm 
Equation (8) follows since 
<p,(X), P,(Y)> =A,,. •I 
For the Poisson sequence, define 
Hk = span(&“pk(M(A)): n E z), k >, 0. 
[Note that Hk is not the space generated by the k-degree polynomials minus their projections 
onto the lower-degree polynomials, as the symbol Hk sometimes denotes in this context, since 
it does not contain any cross terms like Ui”P,(M( A)) l UfpJM( A)).) Let v (concentrated on 
the unit circle) be the spectral type of Uf IHI, let v *k denote the k-fold convolution of Y, and 
let 
ey =s+v+$v**+ *-- 
(6 is the point mass concentrated at 1 on the unit circle). 
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Proposition 6.2. Let M be a Poisson measure on (E, ZY, p), and assume that r is an automor- 
phism on_(E, &Y, ~1, A is a set in 8&,, U ?A = E, u(+‘A: n E Z) = g, and fis the automorphism 
on (In, F, P) induced by 7. 
Then Hi I Hk whenever j + k, and the maximal spectral type of Uf dominates e”. 
Proof. The fact that the Hk’s are orthogonal follows directly from Lemma 6.1. The lemma also 
implies that Uf I Hk has spectral type u *k. Since 
the maximal spectral type of LJf dominates e”. El 
Remark. By the weak mixing part of Theorem 3.4, if u is continuous, then so is the maximal 
spectral type of Uf (except for the atom at 1). 
We have not yet been able to determine the relationship between the spaces Hk above and 
the spaces generated by the k-degree polynomials in the Xn’s. Consequently, we do not know 
yet whether or not the maximal spectral type of Uf is eV, as is true in the Gaussian case (see, 
for example, [4]). As in the Gaussian case, it follows that if anj v *k has a nonzero absolutely 
continuous part, then Uf has a component with countable Lebesgue spectrum. 
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