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RATIONAL AND TRIGONOMETRIC DEGENERATION
OF THE DOUBLE AFFINE HECKE ALGEBRA OF
TYPE A
TAKESHI SUZUKI
Abstract. We study a connection between the representation
theory of the rational Cherednik algebra of type GLn and the rep-
resentation theory of the degenerate double affine Hecke algebra
(the degenerate DAHA). We focus on an algebra embedding from
the rational Cherednik algebra to the degenerate DAHA and in-
vestigate the induction functor through this embedding. We prove
that this functor embeds the category O for the rational Chered-
nik algebra fully faithfully into the category O for the degenerate
DAHA. We also study the full subcategory Oss of O consisting of
those modules which are semisimple with respect to the commuta-
tive subalgebra generated by Cherednik-Dunkl operators. A classi-
fication of all irreducible modules in Oss for the rational Cherednik
algebra is obtained from the corresponding result for the degener-
ate DAHA.
Introduction
We study a connection between the representation theories of two al-
gebras of type GLn; the rational Cherednik algebra Hκ and the de-
generate double affine Hecke algebra (or the trigonometric Cherednik
algebra) H˜κ. These two algebras can be thought (see [EG]) as a ratio-
nal and trigonometric degeneration of the double affine Hecke algebra
introduced by Cherednik [Ch1, Ch2] respectively.
The categories of finite dimensional representations for the rational
and trigonometric Cherednik algebras (of type SLn) have been related
through deformation argument ([BEG, Proposition 7.1][Ch3]).
In this paper, we relate what is called the categories O ([DO, GGOR,
VV]) for Hκ and H˜κ by a different approach. We give an algebra
embedding from Hκ to H˜κ, which extends to an algebra isomorphism
from a localization of Hκ to H˜κ (Proposition 3.1), and investigate the
induction functor H˜κ⊗Hκ(−) : Hκ-Mod → H˜κ-Mod through this
embedding.
By restricting this functor, we obtain the functor from O(Hκ) into
O(H˜κ), where O(Hκ) and O(H˜κ) denote the category O for Hκ and
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H˜κ respectively. The main result of this paper (Theorem 5.4) asserts
that this functor embeds O(Hκ) into O(H˜κ) fully faithfully. Moreover
it follows that our functor sends a standard module ofHκ to a standard
module of H˜κ, and an irreducible module to an irreducible module.
Through this functor, one can transform results on the one side to
the other. For example, the multiplicity of an irreducible module in
the composition series of a standard module for Hκ is equal to the cor-
responding multiplicity for H˜κ. Note that O(H˜κ) has been also related
to the category O for the (original) double affine Hecke algebra ([VV]),
and hence this multiplicity is also equal to the corresponding multi-
plicity for the double affine Hecke algebra, which can be expressed in
terms of Kazhdan-Lusztig polynomials as shown in [Va] by a geometric
method.
We also focus on the full subcategory Oss of O consisting of those
modules which are semisimple with respect to the commutative subal-
gebra which is realized as the algebra generated by Cherednik-Dunkl
operators on the polynomial representation. This class of represen-
tations for H˜κ have been studied in [Ch3, SV] (see also [Ch4]), and
in particular the classification of all irreducible modules in Oss(H˜κ)
has been obtained. It turns out that the induction functor transforms
Oss(Hκ) into O
ss(H˜κ), and hence the classification (Theorem 7.2) of
the irreducible modules in Oss(Hκ) follows from the classification result
for Oss(H˜κ).
Acknowledgments. The author would like to thank Prof.Opdam
for discussion and his lecture on Cherednik algebras while his stay in
RIMS. The author is also very grateful to Prof.Kashiwara for important
suggestion and comments.
1. The affine Weyl group
Let F be an algebraically closed field of characteristic 0. Let Q and Z
denote the set of rational numbers and the set of integers respectively,
which are subrings of F.
Throughout this paper, we use the notation
[a, b] = {a, a+ 1, . . . , b} ⊂ F
for a, b ∈ F such that b− a ∈ Z.
Let n ∈ Z≥2. Let Sn denote the symmetric group of degree n. For
i, j ∈ [1, n] with i 6= j, let sij denote the transposition of i and j. In
particular, we write si (i ∈ [1, n − 1]) for the simple reflection which
transposes i and i+ 1.
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Let P = ⊕i∈[1,n]Zǫi denote the free Z-module generated by ǫ1, ǫ2, . . . , ǫn,
on which Sn acts naturally. Define the extended affine Weyl group Ŝn
as the semidirect product P ⋊Sn.
Put π = tǫ1s1s2 · · · sn−1 and s0 = tǫ1−ǫns1n, where tη denotes the
element of Ŝn corresponding to η ∈ P . Then {π, s0, s1, . . . , sn−1} is a
set of generators of the group Ŝn. We put P◦ = ⊕i∈[1,n]Z≥0ǫi ⊂ P and
Ŝ
◦
n = P◦ ⋊ Sn ⊂ Ŝn. Observe that Ŝ
◦
n is the semigroup (with unit)
generated by {π, s1, s2, . . . , sn−1}.
For a semigroup G, let FG denote the semigroup algebra of G.
Lemma 1.1. The linear map F[π, π−1]⊗FŜ◦n → FŜn given by π
k⊗w 7→
πkw induces a linear isomorphism F[π, π−1]⊗F[π] FŜ
◦
n
∼
→ FŜn.
Proof. Let w ∈ Ŝn. Note that π
n = tǫ1+ǫ2+···+ǫn. Hence there exist
some k ∈ Z and w¯ ∈ Ŝ◦n such that w = π
kw¯. It follows that the
correspondence w 7→ πk⊗ w¯ gives rise to a well-defined linear map
FŜn → F[π, π
−1]⊗F[π] FŜ
◦
n, and it gives the inverse of the induced
map F[π, π−1]⊗F[π] FŜ
◦
n → FŜn. 
We denote the polynomial ring and the Laurent polynomial ring in
n-variables x1, x2, . . . , xn by F[x] and F[x
±1] respectively:
F[x] = F[x1, x2, . . . , xn], F[x
±1] = F[x±11 , x
±1
2 , . . . , x
±1
n ].
In the sequel, we identify FP with F[x±1], and identify FŜn with
F[x±1]⋊Sn as algebras through the correspondence tǫi 7→ xi (i ∈ [1, n]).
Observe that FŜ◦n is identified with F[x]⋊Sn.
2. Cherednik algebras
Fix κ ∈ F \ {0}.
Let F denote the associative algebra generated freely by the algebras
FŜ◦n = F[x] ⋊ Sn and F[y] = F[y1, y2, . . . , yn] such that the natural
inclusions FŜ◦n → F and F[y] → F are algebra homomorphisms. The
rational Cherednik algebra Hκ of type GLn is the unital associative F-
algebra defined as the quotient algebra of F by the following relations:
siyj = ysi(j)si (i ∈ [1, n− 1], j ∈ [1, n]),
[yi, xj ] =
{
κ+
∑
i 6=k sik (i = j),
−sij (i 6= j).
Let F˜ denote the algebra generated freely by the algebras FŜn =
F[x±1] ⋊ Sn and F[u] = F[u1, u2, . . . , un] such that the natural inclu-
sions FŜn → F˜ and F[u] → F˜ are algebra homomorphisms. The
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degenerate double affine Hecke algebra (or the trigonometric Cherednik
algebra ) H˜κ of type GLn is the unital associative F-algebra defined as
the quotient algebra of F˜ by the following relations:
siui = ui+1si − 1, siui+1 = uisi + 1 (i ∈ [1, n− 1]),
siuj = ujsi (i ∈ [1, n− 1], j ∈ [1, n], j 6= i, i+ 1),
[ui, xj ] =

κxi +
∑
1≤k<i xkski +
∑
i<k≤n xisik (i = j),
−xjsji (i > j),
−xisij (i < j).
Remark 2.1. The degenerate double affine Hecke algebra can be defined
in an alternative way in terms of the generators
{π, π−1, s0, . . . , sn−1, u1, . . . , un}.
It is well-known that the two definitions coincide (see e.g. [AST, Propo-
sition 1.3.7]). Note in particular that the following relations hold:
πui = ui+1π (i ∈ [1, n− 1]), πun = (u1 − κ)π.(2.1)
Proposition 2.2. (Cherednik, [EG, Theorem 1.3])
(i) Multiplication in Hκ induces a linear isomorphism
F[x]⊗FSn⊗F[y]
∼
→ Hκ.
(ii) Multiplication in H˜κ induces a linear isomorphism
F[x±1]⊗FSn⊗F[u]
∼
→ H˜κ.
The subalgebra Haff = FSn ·F[u] of H˜κ is called the degenerate affine
Hecke algebra of type GLn.
3. The algebra embedding and the induction functor
The algebra structure of Hκ is extended to the algebra structure of
F[x±1]⊗F[x] Hκ = F[x
±1]⊗FSn⊗F[y].
Proposition 3.1. (i) There exists a unique algebra homomorphism
ι : Hκ → H˜κ such that
ι(w) = w (w ∈ Sn),
ι(xi) = xi (i ∈ [1, n]),
ι(yi) = x
−1
i
(
ui −
∑
1≤j<i
sji
)
(i ∈ [1, n]),
and moreover it is injective.
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(ii) The algebra embedding ι : Hκ → H˜κ is extended to the algebra
isomorphism F[x±1]⊗F[x]Hκ
∼
→ H˜κ, whose inverse map  : H˜κ →
F[x±1]⊗F[x] Hκ is defined by
(w) = w (w ∈ Sn),
(xi) = xi (i ∈ [1, n]),
(ui) = xiyi +
∑
1≤j<i
sji (i ∈ [1, n]).
Proof. By checking the defining relations of Hκ (resp. H˜κ) by direct
calculations, one can show that the assignment ι (resp. ) are uniquely
extended to the algebra homomorphism F[x±1]⊗F[x]Hκ → H˜κ (resp.
H˜κ → F[x
±1]⊗F[x]Hκ). It is easy to see that  ◦ ι = id H˜κ and ι ◦  =
id F[x±1]⊗F[x] Hκ . This proves (ii). Now (i) follows immediately because
the natural map Hκ → F[x
±1]⊗F[x]Hκ is injective by Proposition 2.2-
(i). 
Remark 3.2. Recall the polynomial representation Hκ → End F(F[x]),
where the Dunkl operators
Yi = κ
∂
∂xi
+
∑
j 6=i
1
xi − xj
(1− sij) (i ∈ [1, n])
appear as the images of yi (i ∈ [1, n]). The operators Ui := xiYi +∑
1≤j<i sji (i ∈ [1, n]), which are also pairwise commutative, are intro-
duced by Cherednik ([Ch1]) as a trigonometric analogue of the Dunkl
operators. The original and trigonometric Dunkl operators play impor-
tant role in the theory of orthogonal polynomials (see e.g. [DX]). Note
in particular that the simultaneous eigenvectors of F[x] with respect
to the trigonometric Dunkl operators U1, . . . , Un are the nonsymmetric
Jack polynomials.
Note also that generalization of trigonometric Dunkl operators to
other types than A has been studied ([Ka, DO]).
Remark 3.3. The restriction of the isomorphism  to the subalgebra
Haff gives an algebra embedding Haff → Hκ. More generally, it was
shown in [EG, Proposition 4.3] that the assignment
ui 7→ axi + byi + xiyi +
∑
1≤j<i
sji (i ∈ [1, n]), w 7→ w (w ∈ Sn)
extends to an algebra embedding Haff → Hκ for any a, b ∈ F. When
b = 0, this embedding extends to the algebra isomorphism a : H˜κ →
F[x±1]⊗F[x] Hκ such that a(xi) = xi (i ∈ [1, n]).
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In the rest of the paper, we often identify H˜κ with F[x
±1] ⊗F[x] Hκ,
and regard Hκ as a subalgebra of H˜κ.
Let us consider the induction functorM 7→ H˜κ⊗Hκ M from the cate-
goryHκ-Mod of Hκ-modules to the category H˜κ-Mod of H˜κ-modules.
Since H˜κ can be seen as a localization of Hκ by Proposition 3.1, we
have
Corollary 3.4. The H˜κ is flat as an Hκ-module, or equivalently, the
induction functor H˜κ ⊗Hκ (−) : Hκ-Mod→ H˜κ-Mod is exact.
Corollary 3.5. Let M be an irreducible Hκ-module. Then H˜κ⊗Hκ M
is an irreducible H˜κ-module or zero.
Proof. Follows easily from the isomorphism H˜κ⊗Hκ M
∼= F[x±1]⊗F[x]M .

For later use, we give another expression of H˜κ, which follows from
Lemma 1.1.
Corollary 3.6. The linear map F[π, π−1]⊗Hκ → H˜κ given by π
k ⊗ v 7→
πkv. induces a linear isomorphism F[π, π−1]⊗F[π]Hκ
∼
→ H˜κ.
We will use the following lemma later.
Lemma 3.7. There exists an algebra isomorphism σ : H˜κ → H˜−κ such
that
σ(si) = −si (i ∈ [0, n−1]), σ(xi) = (−1)
n−1xi, σ(ui) = −ui (i ∈ [1, n]),
and its restriction to Hκ gives an isomorphism σ : Hκ
∼
→ H−κ.
4. The category O
Put F[y]+ =
∑
i∈[1,n] yiF[y] ⊂ Hκ. An element v of an Hκ-module
M is said to be F[y]+-nilpotent if there exists k > 0 such that y
k
i v = 0
for all i ∈ [1, n]. An Hκ-module M is said to be locally nilpotent
for F[y]+, if any element of M is F[y]+-nilpotent. Let O(Hκ) denote
the full subcategory of Hκ-Mod consisting of those modules which are
finitely generated over Hκ and locally nilpotent for F[y]+.
Let O(H˜κ) denote the full subcategory of H˜κ-Mod consisting of
those modules which are finitely generated over H˜κ and locally finite for
F[u], i.e., a finitely generated H˜κ-module M is in O(H˜κ) if F[u]v <∞
for any v ∈M .
Proposition 4.1. (i) ([GGOR, Corollary 2.16]) The category O(Hκ)
is a Serre subcategory of Hκ-Mod, and any object in O(Hκ) has a
finite composition series.
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(ii) ([VV, Proposition 2.1, Proposition 2.2]) The category O(H˜κ) is a
Serre subcategory of H˜κ-Mod, and any object in O(H˜κ) has a finite
composition series.
For d ∈ Z≥0, define F[x](d) as the subspace of F[x] spanned by
{xd11 x
d2
2 · · ·x
dn
n |
∑
i∈[1,n] di = d}. We have ⊕
∞
d=0F[x](d) = F[x]. De-
fine F[y](d) similarly.
Proposition 4.2. Let M be an object of O(Hκ). Then H˜κ⊗Hκ M is
an object of O(H˜κ).
Proof. Recall that, under the identification H˜κ ∼= F[x
±1]⊗F[x] Hκ, the
element ui ∈ H˜κ is expressed as xiyi +
∑
j<i sji, and it is contained in
Hκ ⊂ H˜κ .
Let M be an object of O(Hκ) and take v ∈ M . As a step, we will
prove that F[u]v ⊆M is finite-dimensional. It is easy to see that
udi =
(
xiyi +
∑
j<i
sji
)d
∈ ⊕
k≤d
F[x](k) · FSn · F[y](k).
Since M is locally nilpotent for F[y]+, there exists K ∈ Z≥0 such that
F[y](k)v = 0 if k > K. Hence for any i ∈ [1, n] and d ∈ Z≥0, it
holds that udi v is contained in ⊕k≤K F[x](k) · FSn · F[y](k)v, which is
finite-dimensional. This implies dim(F[u]v) <∞.
By Corollary 3.6, any element in H˜κ⊗Hκ M is of the form π
kv¯ for
some k ∈ Z≤0 and v ∈ M , where v¯ denotes the image of 1⊗ v in
H˜κ⊗Hκ M . Since πF[u]π
−1 = F[u], we have dim
(
F[u]πkv¯
)
= dim(F[u]v) <
∞. 
Let ResHκ(−) denote the restriction functor H˜κ-Mod→ Hκ-Mod.
Lemma 4.3. (i) Let M be an object of O(Hκ). Then the natural
embedding M →֒ H˜κ⊗M induces an injective Hκ-homomorphism
M →֒ ResHκ
(
H˜κ⊗Hκ M
)
.
(ii) Let N be an object of O(H˜κ). Then the product map H˜κ⊗N → N
induces an H˜κ-isomorphism
H˜κ ⊗Hκ (ResHκN)
∼
→ N.
Proof. (i) It is obvious that the map is an Hκ-homomorphism. Let
us prove that it is injective. Let v ∈ M \ {0}. Put ω =
∑
i∈[1,n] yi ∈
F[y](1) ⊂ Hκ. Then we have [ω
p, xi] = pκω
p−1 for any p ∈ Z≥1. SinceM
is locally nilpotent for F[y]+, there exists p0 ∈ Z≥1 such that ω
p0−1v 6= 0
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and ωp0v = 0. For any i ∈ [1, n], we have ωp0xiv = p0κω
p0−1v 6= 0, and
hence xiv 6= 0. This implies fv 6= 0 for any monomial f in x1, . . . , xn.
This proves the statement.
(ii) Follows easily from the isomorphism H˜κ ⊗Hκ N
∼= F[π±1]⊗F[π]N .

5. The adjoint functor N
Now we introduce a functor O(H˜κ) → O(Hκ), which turns out to
be the right adjoint functor of H˜κ⊗Hκ(−).
For an H˜κ-moduleM , denote byN(M) the subspace ofM consisting
of the F[y]+-nilpotent elements.
Lemma 5.1. If M is in O(H˜κ), then N(M) is an Hκ-submodule of
ResHκM and it is finitely generated over Hκ.
Proof. Let v ∈ N(M). Then it is obvious that siv and yiv are in
N(M). It is easily shown by induction that F[y](p)xi ⊆ F[x](1)F[y](p) +
FSnF[y](p−1) for any p ∈ Z≥1. This implies xiv ∈ N(M) and hence
N(M) is an Hκ-submodule.
Let us prove that N(M) is finitely generated. Take a sequence
(5.1) 0 = N (0) ( N (1) ( · · · ( N (k) ( · · ·
of finitely generated Hκ-submodules of N(M). Since each N
(k) is in
O(Hκ), it follows from Lemma 4.3-(i) that H˜κ⊗Hκ N
(k) ( H˜κ⊗Hκ N
(k+1)
for all k. By the exactness of the induction functor on Hκ-Mod and
by Lemma 4.3-(ii), we have H˜κ⊗Hκ N(M) ⊆ H˜κ⊗Hκ ResHκ(M)
∼= M .
Hence H˜κ⊗Hκ N(M) is in O(H˜κ) and its composition series is finite.
Therefore the sequence (5.1) must end in finite steps, and we have
N (K) = N(M) for some K ∈ Z≥0. 
Therefore we obtain the functor N : O(H˜κ)→ O(Hκ).
Corollary 5.2. The functor N : O(H˜κ)→ O(Hκ) is the right adjoint
functor of the functor H˜κ⊗Hκ(−) : O(Hκ)→ O(H˜κ); namely, we have
a natural isomorphism
(5.2) Hom
H˜κ
(H˜κ⊗Hκ M,N)
∼= HomHκ(M,N(N))
for any M in O(Hκ) and any N in O(H˜κ).
Proposition 5.3. Let M be in O(Hκ). Then there exists a natural
H˜κ-isomorphism N(H˜κ⊗Hκ M)
∼= M .
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Proof. Using Lemma 4.3-(i), we have the following sequence of embed-
dings of Hκ-modules:
(5.3) M
i
→֒ N(H˜κ⊗Hκ M) →֒ ResHκ(H˜κ⊗Hκ M).
By applying H˜κ⊗Hκ(−), we have embeddings of H˜κ-modules
(5.4) M˜
i˜
→֒ H˜κ⊗Hκ (N(M˜)) →֒ H˜κ⊗Hκ (ResHκM˜),
where we put M˜ = H˜κ⊗Hκ M . By combining it with the isomor-
phism H˜κ⊗Hκ (ResHκM˜)
∼
→ M˜ given in Lemma 4.3-(ii), we have
an H˜κ-homomorphism M˜ → M˜ , and it easily follows that this map
equals the identity map. Therefore the embedding i˜ in (5.4) is an
isomorphism, and hence we have H˜κ⊗Hκ (Coker i) = Coker i˜ = 0.
This implies Coker i = 0 by Lemma 4.3-(i). Namely, the embedding
i :M → N(H˜κ⊗Hκ M) in (5.3) is an isomorphism. 
Theorem 5.4. The functor H˜κ⊗Hκ(−) : O(Hκ) → O(H˜κ) is exact
and fully faithful.
Proof. The exactness has been shown in Corollary 3.4. The claim
that H˜κ⊗Hκ(−) is fully faithful follows from Corollary 5.2 and Propo-
sition 5.3 
Remark 5.5. It is conjectured in [GGOR, Remark 5.17] that the cate-
gory O(Hκ) is equivalent to the category of finite dimensional modules
over the q-Schur algebra with q = exp(2πi
κ
). The analogous statement
for H˜κ has been proved in [VV, Theorem 5.2], where they gave a cat-
egorical equivalence between O(H˜κ) and the category of finite dimen-
sional modules over the affine q-Schur algebra.
6. Standard and irreducible modules
Introduce the subalgebra H≥0 = FSn · F[y] of Hκ. Let φ : H≥0 →
FSn be the algebra homomorphism given by
φ(si) = si (i ∈ [1, n− 1]), φ(xi) = 0 (i ∈ [1, n]).
For a finite-dimensional Sn-module E, let
φE denote the H≥0-modules
given by the composition H≥0
φ
→ FSn → End (E).
We define the standard module of Hκ associated with E by
∆κ(E) = Hκ ⊗H≥0
φE.
There exists an algebra homomorphism ψ : Haff → FSn given by
ψ(si) = si (i ∈ [1, n− 1]), ψ(ui) =
∑
j<i
sji (i ∈ [1, n]),
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and define the Haff-module ψE similarly as φE. We define the standard
module of H˜κ associated with E by
∆˜κ(E) = H˜κ ⊗Haff
ψE.
Observe that the standard modules ∆κ(E) (resp. ∆˜κ(E)) are objects
of O(Hκ) (resp. O(H˜κ)).
Theorem 6.1. (i) Let E be a finite-dimensional Sn-module. Then
H˜κ ⊗Hκ ∆κ(E)
∼= ∆˜κ(E).
(ii) Let M be in O(Hκ). Then H˜κ⊗Hκ M is irreducible if and only if
M is irreducible.
Proof. (i) Observe that yi acts trivially on the image of
ψE in ∆˜κ(E).
Thus we have an Hκ-homomorphism ∆κ(E) → ∆˜κ(E), and hence a
surjective H˜κ-homomorphism H˜κ⊗Hκ ∆κ(E) → ∆˜κ(E). This is iso-
morphism since both sides are isomorphic to FP ⊗E as FP -modules.
(ii) The statement follows immediately from Theorem 5.4. 
Let E be a finite-dimensional irreducible Sn-module. A similar ar-
gument as in the theory of highest weight modules for Lie algebras
implies that the standard module ∆κ(E) has a unique simple quotient,
and any simple object in O(Hκ) is given as such a quotient [GGOR,
Proposition 2.11].
Corollary 6.2. (cf. [AST, Proposition 2.5.3] [Su, Theorem 8.2]) Let
E be a finite-dimensional irreducible Sn-module. Then ∆˜κ(E) has a
unique simple quotient module.
We denote by Lκ(E) and L˜κ(E) the unique simple quotient of ∆κ(E)
and ∆˜κ(E) respectively. As a direct consequence of Theorem 6.1, we
have H˜κ⊗Hκ Lκ(E)
∼= L˜κ(E),
Corollary 6.3. Let E and F be finite-dimensional irreducible Sn-
modules. Then
[∆κ(E) : Lκ(F )] = [∆˜κ(E) : L˜κ(F )],
where [M : N ] denotes the multiplicity of the irreducible module N in
the composition series of M .
Remark 6.4. The category O(H˜κ) has been also related to the category
O for the (original) double affine Hecke algebra ([VV, Proposition 2.5]),
and, as a consequence, the multiplicity for H˜κ in Corollary 6.3 equals
the corresponding multiplicity for the double affine Hecke algebra. The
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latter can be expressed in terms of the Kazhdan-Lusztig polynomials
([Va, Theorem 8.5]).
7. F[u]-semisimple modules
Recall that Hκ includes the degenerate affine Hecke algebra H
aff and
in particular the commutative subalgebra F[u].
For an Haff -module M and ζ = (ζ1, . . . .ζn) ∈ F
n, set
Mζ = {v ∈M | uiv = ζiv for all i ∈ [1, n]}.
We call an element of Mζ a weight vector of weight ζ .
Define the category Oss(H˜κ) as the full subcategory of O(H˜κ) con-
sisting of F[u]-semisimple modules, i.e., an object M in O(H˜κ) is in
Oss(H˜κ) if M = ⊕ζ∈FnMζ . Similarly, define the category O
ss(Hκ) as
the full subcategory of O(Hκ) consisting of F[u]-semisimple modules.
It follows that dimMζ <∞ for any ζ ∈ F
n and for anyM ∈ Oss(H˜κ)
or M ∈ Oss(Hκ).
Proposition 7.1. An Hκ-module M is in O
ss(Hκ) if and only if
H˜κ⊗Hκ M is in O
ss(H˜κ).
Proof. Suppose that H˜κ⊗Hκ M is inO
ss(H˜κ). ThenM ∼= N(H˜κ⊗Hκ M) ⊆
H˜κ⊗Hκ M , and it is in O
ss(Hκ).
Suppose thatM is in Oss(Hκ). Since H˜κ⊗Hκ M = F[π, π
−1]⊗F[π]M
by Corollary 3.6, any element in H˜κ⊗Hκ M is of the form π
kv for some
k ∈ Z and v ∈M . The relation (2.1) implies that if v ∈ M is a weight
vector for u1, . . . , un then π
kv is also a weight vector. This implies that
H˜κ⊗Hκ M is in O
ss(H˜κ). 
Let m ∈ Z≥1. Let Λ
+(m,n) denote the set of partitions of n with m
nonzero components:
Λ+(m,n) =λ = (λ1, λ2, . . . , λm) ∈ Zm
∣∣∣∣∣∣λ1 ≥ λ2 ≥ · · · ≥ λm > 0,
∑
i∈[1,m]
λi = n
 .
For λ ∈ Λ+(m,n), let Eλ denotes the irreducible Sn-module corre-
sponding to the partition (or the Young diagram) λ. We write Lκ(λ)
and L˜κ(λ) for Lκ(Eλ) and L˜κ(Eλ) respectively.
Let Irr(Oss(Hκ)) (resp. Irr(O(H˜κ)) denote the set of isomorphism
classes of the irreducible modules in Oss(Hκ) (resp. O(H˜κ)). Re-
call that the assignment λ 7→ Lκ(λ) gives a one-to-one correspondence⊔
m∈[1,n] Λ
+(m,n)
∼
→ Irr(O(Hκ)) ([GGOR, Section 2.5.1]).
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Now let κ ∈ Z, and set
Λ+κ (m,n) = {λ ∈ Λ
+(m,n) | κ−m− λ1 + λm ∈ Z≥0}.
Proposition 7.1 and the classification of the irreducible modules in
Oss(H˜κ) ([Ch3, Theorem 6.5] [SV, Corollary 4.23]) implies the fol-
lowing:
Theorem 7.2. (i) For κ ∈ Z>0, the assignment λ 7→ Lκ(λ) gives a
one-to-one correspondence⊔
m∈[1,n]
Λ+κ (m,n)
∼
→ Irr(Oss(Hκ)).
(ii) For κ ∈ Z<0, the assignment λ 7→
σL−κ(λ) gives a one-to-one
correspondence ⊔
m∈[1,n]
Λ+−κ(m,n)
∼
→ Irr(Oss(Hκ)),
where σL−κ(λ) denotes the Hκ-module given by the composition Hκ
σ
→
H−κ → End (L−κ(λ)).
Remark 7.3. We stated Theorem 7.2 for κ ∈ Z since we treated mainly
this case in [SV], but most of the results obtained there can be gener-
alized for general κ ∈ F\{0}. In particular it follows that Theorem 7.2
can be generalized by setting Λ+κ (m,n) = Λ
+(m,n) for κ ∈ F \Q, and
Λ+κ (m,n) = {λ ∈ Λ
+(m,n) | r −m− λ1 + λm ∈ Z≥0}
for κ = r/p ∈ Q>0 with r, p ∈ Z>0, (r, p) = 1 (cf. [Ch3, Theorem 6.5]).
Remark 7.4. For λ ∈ Λ+(m,n), it holds that σL−κ(λ)
∼= Lκ(λ
′), where
λ′ is the conjugate of λ:
λ′i = ♯{a ∈ [1, m] | λa ≥ i} (i ∈ [1, λ1]).
Remark 7.5. It can be seen that the Knizhnik-Zamolodchikov functor
investigated in [GGOR] (and in [VV] for H˜κ) transforms the irreducible
representations Lκ(λ) for λ ∈ Λ
+
κ (m,n) to Wenzl’s representations [We]
of the Hecke algebra.
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