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Abstract
We construct a solution for the Complex Ginzburg-Landau (CGL) equation in
some critical case, which blows up in finite time T only at one blow-up point. We also
give a sharp description of its profile. The proof relies on the reduction of the problem
to a finite dimensional one, and the use of index theory to conclude. The interpretation
of the parameters of the finite dimension problem in terms of the blow-up point and
time allows to prove the stability of the constructed solution.
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1 Introduction
We consider the following complex Ginzburg-Landau (CGL) equation
ut = (1 + iβ)∆u+ (1 + iδ)|u|p−1u+ νu,
u(., 0) = u0 ∈ L∞(RN ,C) (CGL) (1)
where α, β, ν ∈ R.
In fact, in this paper we will treat only the case β = 0, which is an important case in
the CGL physics literature (see Aranson and Kramer [AK02]) and which of course can be
seen as a complex valued semi-linear heat equation with no variational structure. However,
in order to connect our work both to the physics and the math literature, we will consider
the case β ∈ R in the introduction.
This equation, most often considered with a cubic nonlinearity (p = 3), has a long
history in physics (see Aranson and Kramer [AK02]). The Complex Ginzburg-Landau
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(CGL) equation is one of the most-studied equations in physics, it describes a lot of phe-
nomena including nonlinear waves, second-order phase transitions, and superconductivity.
We note that the Ginzburg-Landau equation can be used to describe the evolution of am-
plitudes of unstable modes for any process exhibiting a Hopf bifurcation (see for example
Section VI-C, page 37 and Section VII, page 40 from [AK02] and the references cited
therein). The equation can be considered as a general normal form for a large class of
bifurcations and nonlinear wave phenomena in continuous media systems. More generally,
the Complex Ginzburg-Landau (CGL) equation is used to describe synchronization and
collective oscillation in complex media.
The study of blow-up, collapse or chaotic solutions of equation (1) appears in many
works; in the description of an unstable plane Poiseuille flow, see Stewartson and Stuart
[SS71], Hocking, Stewartson, Stuart and Brown [HSSB72] or in the context of binary
mixtures Kolodner and al, [KBS88], [KSAL95], where the authors describe an extensive
series of experiments on traveling-wave convection in an ethanol/water mixture, and they
observe collapse solution that appear experimentally.
For our purpose, we consider CGL independently from any particular physical context
and investigate it as a mathematical model in partial differential equations with p > 1.
We note also that the interest on the study of singular solutions in CGL comes also
from the analogies with the three-dimensional Navier-Stokes. The two equations have the
same scaling properties and the same energy identity (for more details see the work of
Plecha´cˇ and Sˇvera´k [PSˇ01]; the authors in this work give some evidence for the existence
of a radial solution which blow up in a self-similar way). Their argument is based on
matching a numerical solution in an inner region with an analytical solution in an outer
region. In the same direction we can also cite the work of Rottscha¨fer [Rot08] and [Rot13].
The Cauchy problem for equation (1) can be solved in a variety of spaces using the
semigroup theory as in the case of the heat equation (see [Caz03, GV96, GV97]).
We say that u(t) blows up or collapse in finite time T <∞, if u(t) exists for all t ∈ [0, T )
and limt→T ‖u(t)‖L∞ = +∞. In that case, T is called the blow-up time of the solution.
A point x0 ∈ RN is said to be a blow-up point if there is a sequence {(xj , tj)}, such that
xj → x0, tj → T and |u(xj , tj)| → ∞ as j → ∞. The set of all blow-up points is called
the blow-up set.
Let us now introduce the following definition;
Definition 1.1 The exponents (β, δ) are said to be critical (resp. subcritical, resp. super-
critical) if p− δ2 − βδ(p + 1) = 0 (resp. > 0, resp. < 0).
An extensive literature is devoted to the blow-up profiles for CGL when β = δ = 0
(which is the nonlinear heat equation), see Vela´zquez [Vel92, Vel93a, Vel93b] and Zaag
[Zaa02a, Zaa02b, Zaa02c] for partial results). In one space dimension, given a a blow-up
point, this is the situation:
• either
sup
|x−a|≤K
√
(T−t) log(T−t)
∣∣∣∣∣(T − t) 1p−1u(x, t)− f
(
x− a√
(T − t)| log(T − t)
)
|
∣∣∣∣∣→ 0, (2)
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• or for some m ∈ N, m ≥ 2, and Cm > 0
sup
|x−a|<K(T−t)1/2m
∣∣∣∣(T − t) 1p−1u(x, t)− fm
(
Cm(x− a)
(T − t)1/2m
)∣∣∣∣→ 0, (3)
as t→ T , for any K > 0, where
f(z) =
(
p− 1 + b0z2
)− 1
p−1 where b0 =
(p−1)2
4p ,
fm(z) =
(
p− 1 + |z|2m)− 1p−1 . (4)
If (β, δ) 6= (0, 0), the situation is completely understood in the subcritical case by Zaag
[Zaa98] (β = 0) and Masmoudi and Zaag [MZ08] (δ 6= 0). More precisely, if
p− δ2 − βδ(p + 1) > 0,
then, the authors construct a solution of equation (1), which blows up in finite time T > 0
only at the origin such that for all t ∈ [0, T ),∥∥∥∥∥(T − t) 1+iδp−1 |log(T − t)|−iµ u(x, t) −
(
p− 1 + bsub|x|
2
(T − t)| log(T − t)|
)− 1+iδ
p−1
∥∥∥∥∥
L∞
≤ C0
1 +
√| log(T − t)|
(5)
where
bsub =
(p− 1)2
4(p − δ2 − βδ(1 + p)) > 0 and µ = −
2bsubβ
(p− 1)2 (1 + δ
2). (6)
Note that this result was previously obtained formally by Hocking and Stewartson [HS72]
(p = 3) and mentioned later in Popp and al [PSKK98].
When p = 3, many works has been devoted to the blow-up profile for the CGL in the
subcritical case (see Definition 1.1). We cite the works of Hocking and Stewartson [HS72]
and Popp and al and the references cited therein [PSKK98].
In the critical and supercritical cases, few results are known about chaotic solutions for
the equation. We note that Hocking and Stewartson [HS72] and Popp and al [PSKK98]
proved, formally, the existence of at least two self-similar blow-up solutions, one of them
is the same solution constructed by Masmoudi and Zaag in the subcritical case (5). The
second kind of blow-up is formally described in [HS72] and [PSKK98] and approved by
numerical results.
Let us now give the formal result, when p = 3, given by Popp and al [PSKK98]
(equations (44) and (64)) in the critical case (3− 4δβ − δ2 = 0): the authors obtained
(T − t) 1+iδp−1 u(x, t) ∼ eiψ(t)
(
2 +
bp|x|2
(T − t)| log(T − t)| 12
)− 1+iδ
2
. (7)
where
bp = 2
(√
3
2δ2
(δ2 + 5)(δ2 + 1)(15 − δ2)
)−1
. (8)
and ψ(t) is given by equation (40) in [PSKK98]. We can clearly see, that this profile exist
only for δ2 < 15.
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Remark 1.2 We will see later, in Section 2, that we obtain the same result with another
formal approach.
In this paper, we justify the formal result of Popp and al [PSKK98], in the case p = 3,
and construct a solution u(x, t) of (1) in the critical case (β = 0 and δ2 = p) that blows
up in some finite time T , in the sense that
lim
t→T
‖u(., t)‖L∞ = +∞.
More precisely, this is our result:
Theorem 1 (Blow-up profiles for equation (1)) Consider β = 0, δ2 = p, then equa-
tion (1) has a solution u(x, t), which blows up in finite time T , only at the origin. More-
over: (i) for all t ∈ [0, T ),∥∥∥∥∥(T − t) 1+iδp−1 | log(T − t)|−iµu(x, t)− ϕ0
(
x√
(T − t)| log(T − t)|1/4
)∥∥∥∥∥
L∞(RN )
≤ C0
1 + | log(T − t)| 14
(9)
where
ϕ0(z) =
(
p− 1 + bz2)− 1+iδp−1 , (10)
b =
(p− 1)2
8
√
p(p+ 1)
, µ =
δ
8p
. (11)
(ii) For all x 6= 0, u(x, t)→ u∗(x) ∈ C2(RN\{0}) and
u∗(x) ∼ |2 log |x||iµ
[
b|x|2√
2| log |x||
]− 1+iδ
p−1
as x→ 0. (12)
Remark 1.3 We will consider CGL, given by (1), only when ν = 0. The case ν 6= 0 can
be done as in [EZ11]. In fact, when ν 6= 0, exponentially small terms will be added to our
estimate in self-similar variable (see (13) below), and that will be absorbed in our error
terms, since our trap VA(s) defined in Definition 4.3 is given in polynomial scales.
Remark 1.4 The derivation of the blow-up profile (10) can be understood through a for-
mal analysis, using the matching asymptotic expansions (see Section 2 below). This method
was used by Galaktionov, Herrero and Vela´zquez [VGH91] to derive all the possible behav-
iors of the blow-up solution given by (2,3) in the heat equation (β = δ = 0). This formal
method was used recently by Tayachi an Zaag [TZ15] in the case of a nonlinear heat equa-
tion with a critical power nonlinear gradient term.
However, we would like to emphasize on the fact that our formal analysis is far from being
a simple adaptation of this work. We will see in Section 2 that we need much more effort
to obtain the profile, this is due to the criticality of the problem (p = δ2).
Remark 1.5 The exhibited profile (10) is new in two respects:
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• The scaling law in the critical case is
√
(T − t)| log(T − t)| 12 instead of the laws of
subcritical case,
√
(T − t)| log(T − t)|.
• The profile function: ϕ0(z) = (p− 1 + b|z|2)−
1+iδ
p−1 is different from the profile of the
subcritical case , namely f(z) = (p − 1 + bsub|z|2)−
1+iδ
p−1 , in the sense that b 6= bsub
(see (6) and (11)).
Remark 1.6 In the subcritical case p− δ2 − βδ(p+ 1) > 0 (p− δ2 > 0, when β = 0), the
final profile of the CGL is given by
u∗(x) ∼ |2 log |x||iµ
[
b
2
|x|2
| log |x||
]− 1+iδ
p−1
as x→ 0
with
b =
(p− 1)2
4(p− δ2 − βδ(p + 1)) and µ = −
2bβ
(p− 1)2 (1 + δ
2).
In the critical case β = 0, δ2 = p, the final profile is given by (12).
Remark 1.7 We strongly believe that our construction will not work for all (β, δ) satisfy-
ing the critical condition . This is due to the formal study given by Popp and al [PSKK98]
in the cubic case. We can see from the definition (8) that bp can be defined only if δ
2 < 15.
As a consequence of our techniques, we show the stability of the constructed solution
with respect to perturbations in initial data. More precisely, we have the following result.
Theorem 2 (Stability of the solution constructed in Theorem 1 (β = 0)) Let us
denote by uˆ(x, t) the solution constructed in Theorem 1 and by Tˆ its blow-up time. Then,
there exists a neighborhood V0 of uˆ(x, 0) in L∞ such that for any u0 ∈ V0, equation (1)
has a unique solution u(x, t) with initial data u0, and u(x, t) blows up in finite time T (u0)
at one single blow-up point a(u0). Moreover estimate (9) is satisfied by u(x− a, t) and
T (u0)→ Tˆ , a(u0)→ 0 as u0 → uˆ0 in L∞(RN ,C).
Remark 1.8 We will not give the proof of Theorem 2 because the stability result follows
from the reduction to a finite dimensional case as in [MZ97] (see Theorem 2 and its
proof in Section 4) and [MZ08] (see Theorem 2 and its proof in Section 6) with the same
argument. Hence, we only prove the existence result (Theorem 1) and kindly refer the
reader to [MZ97] and [MZ08] for the proof of the stability.
Let us give an idea of the method used to prove the results. We construct the blow-
up solution with the profile in Theorem 1, by following the method of [MZ97], [BK94],
though we are far from a simple adaptation, since we are studying the critical problem,
which make the technical details harder to elaborate. This kind of methods has been
applied for various nonlinear evolution equations. For hyperbolic equations, it has been
successfully used for the construction of multi-solitons for semilinear wave equation in one
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space dimension (see [CZ13]). For parabolic equations, it has been used in [MZ08] and
[Zaa01] for the Complex Ginzburg Landau (CGL) equation with no gradient structure,
the critical harmonic heat flow in [RS13], the two dimensional Keller-Segel equation in
[RS14] and the nonlinear heat equation involving nonlinear gradient term in [EZ11] and
[TZ15]. Recently, this method has been applied for a non variational parabolic system in
[NZ15b] for a logarithmically perturbed nonlinear equation in [NZ15a].
Unlike in subcritical case [MZ08] and [Zaa01]. the criticality of the problem induces
substantial changes in the blow-up profile as pointed out in the comments following The-
orem 1. Accordingly, its control requires special arguments .So, working in the framework
of [MZ97] and [MZ08], some crucial modifications are needed. In particular, we have
overcome the following challenges:
• The prescribed profile is not known and not obvious to obtain. See Section 2 for a
formal approach to justify such a profile.
• The profile is different from the profile in [MZ97] and [MZ08], therefore new estimates
are needed.
• In order to handle the new scaling, we introduce a new shrinking set to trap the
solution. See Definition 4.3. Finding such set is not trivial, in particular in the
critical case, where we need much more details in the expansions of the rest term
see Appendix C.
Then, following [MZ97], the proof is divided in two steps. First, we reduce the problem
to a finite dimensional case. Second, we solve the finite time dimensional problem and
conclude by contradiction using index theory. The proof is performed in the framework of
the similarity variables defined below in (13). We linearize the self-similar solution around
the profile ϕ0 and we obtain q (see (36) below). Our goal is to guaratee that q(s) belongs
to some set VA(s) (introduced in Definition 4.3), which shrinks to 0 as s → +∞. The
proof relies on two arguments:
• The linearized equation gives two positives mode; q0 and q1, one zero modes (q2)
and an infinite dimensional negative part. The negative part is easily controlled by
the effect of the heat kernel. The control of the zero mode is quite delicate (see Part
2: Proof of Proposition 4.10, page 37). Consequently, the control of q is reduced to
the control of its positive modes.
• The control of the positive modes q0 and q1 is handled thanks to a topological
argument based on index theory (see the argument at page 18).
The organization of the rest of this paper is as follows. In Section 2, we explain formally
how we obtain the profile. In Section 3, we give a formulation of the problem in order to
justify the formal argument. Section 4 is divided in two subsections. In Subsection 4.1 we
give the proof of the existence of the profile assuming technical details. In particular, we
construct a shrinking set and give an example of initial data giving rise to prescribed blow-
up profile. Subsection 4.2 is devoted to the proof of technical results which are needed in
the proof of existence. Finally, in Section 5, we give the proof of Theorem 1.
Acknowledgment: The authors would like to thank the referees for their valuable
suggestions which (we hope) made our paper much clearer and reader friendly.
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2 Formal approach
We consider CGL, given by (1), when ν = 0, as we mentioned before in Remark 1.3.
The aim of this section is to explain formally how we derive the behavior given in Theorem
1. In particular, how to obtain the profile ϕ0 in (10), the parameter b in (11). Consider
an arbitrary T and the self-similar transformation of (1)
w(y, s) = (T − t) 1+iδp−1 u(x, t), y = x√
T − t , s = − log(T − t). (13)
If u(x, t) satisfies (1) for all (x, t) ∈ RN × [0, T ), then w(y, s) satisfies for all (x, t) ∈
R
N × [− log T,+∞) the following equation
∂w
∂s
= ∆w − 1
2
y.∇w − 1 + iδ
p− 1 w + (1 + iδ)|w|
p−1w, (14)
for all (y, s) ∈ RN × [− log T,+∞). Thus constructing a solution u(x, t) for the equation
(1) that blows up at T < ∞ like (T − t)− 1p−1 reduces to constructing a global solution
w(y, s) for equation (14) such that
0 < ε ≤ lim
s→∞ ‖w(s)‖L∞(RN ) ≤
1
ε
. (15)
A first idea to construct a blow-up solution for (1), would be to find a stationary solution
of (14), yielding a self-similar solution for (1). It happens, that in the subcritical case, the
second author together with Masmoudi were able in [MZ08] to construct such a solution.
Of course, the construction of [MZ08] is in the same spirit as the approach used for the
heat equation in [MZ97] and [BK94], in the sense that the authors in [MZ08] cut in space
the solution on similarity variables. However, the profile they get is different from the case
of the standard heat equation, in the sense that they obtain blow-up for the mode and
also for the phase, with a different constant in the profile (see bsub (6)).
In the critical case (β = 0, p = δ2), there is no self-similar solution apart from the
trivial constant solution w ≡ κ of (14) (see Proposition 2.1 in [NZ10] or simply multiply
equation (14) by wρ, where
ρ(y) =
e−
|y|2
4
(4π)N/2
, y ∈ RN (16)
and integrate in space).
2.1 Inner expansion.
Following the approach of Bricmont and Kupiainen [BK94] and Masmoudi and Zaag
[MZ08], we may look for a solution w to (13) such that v → 0 as s → ∞, if v is de-
fined by the following ansatz;
w(y, s) = eiµ log s(v(y, s) + κ) where κ = (p− 1)− 1p−1 . (17)
Using (13), we see that v should satisfy the equation
∂v
∂s
= L˜v + F (v)− iµ
s
κ− iµ
s
v (18)
with
L˜v = ∆v − 1
2
y.∇v + (1 + iδ)v1, where v1 = Re (v), (19)
F (v) = (1 + iδ)
(
|v + κ|p−1(v + κ)− κp − v
p− 1 − v1
)
. (20)
Let us recall some properties of L˜. The operator L˜ is a R−linear operator defined on
L2ρ(R
N ,C) where
L2ρ(R
N ,C) =
{
f ∈ L2loc(RN ,C)|
∫
RN
|f(y)|2ρ(y)dy <∞
}
and ρ(y) is defined by (16).
The spectrum of L˜ is explicitly given by
{1− m
2
| m ∈ N}.
For N = 1, the eigenfunctions are given by
{(1 + iδ)hm(y), ihm(y)|m ∈ N},
where hm are rescaled versions of Hermite polynomials given by:
hm(y) =
[m
2
]∑
n=0
m!
n!(m− 2n)!(−1)
nym−2n. (21)
Note that we have {
L˜((1 + iδ)hm) =
(
1− m
2
)
(1 + iδ)hm,
L˜(ihm) = −m2 ihm.
(22)
Since the family hm is a basis of the Hilbert space L
2
ρ(R
N , R), we see that each r ∈ L2ρ
can be uniquely decomposed as
r(y) = (1 + iδ)R1(y) + iR2(y) = (1 + iδ)
(
+∞∑
m=0
R1mhm
)
+ i
(
+∞∑
m=0
R2mhm
)
, (23)
where
R1(y) = Re (r(y)), R2(y) = Im (r(y))− δ Re (r(y)),
and for i = 1, 2, Rim(y) =
∫
R
Ri(y)
hm(y)
‖hm(y)‖2L2ρ
ρ(y)dy. (24)
Note that L˜ is not C−linear. In addition it is not self-adjoint, but fortunately it can be
written as follows in a diagonal form. Indeed, using the notation (23), we see that
L˜r = (1 + iδ)LR1 + i(L − I)R2,
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where Lh = ∆h− 12y · ∇h+ h.
In compliance with the spectral properties of L˜, we may look for a solution expanded as
follows:
v(y, s) = (1 + iδ)
∑
m∈N
v¯m(s)hm(y) + i
∑
m∈N
vˆm(s)hm(y).
Since the eigenfunctions for m ≥ 3 correspond to negative eigenvalues of L˜, assuming v is
even, we may look for a solution v(y, s) for equation (18) in the form:
v(y, s) = (1 + iδ) (v¯0h0 + v¯2h2) + ivˆ0h0(y). (25)
Then projecting equation (18), we derive the following ODE system

v¯
′
0 = v¯0 +
µδ
s
v¯0 +
µ
s
vˆ0 +
1
2κ
vˆ20 −
(p + 1)p
3κ2
v¯30 −
(p+ 1)δ
κ2
v¯20 vˆ0 −
(p+ 1)
κ2
v¯0vˆ
2
0 − 8
(p + 1)
κ2
v¯0v¯
2
2
− δ
2κ2
vˆ30 − 8
(p + 1)δ
κ2
vˆ0v¯
2
2 −
64
3
(p+ 1)p
κ2
v¯32 +R1,
v¯
′
2 =
µδ
s v¯2 − 40
(p + 1)p
κ2
v¯32 − 8
(p + 1)p
κ2
v¯22 v¯0 − 8
(p + 1)δ
κ2
v¯22 vˆ0
−(p+ 1)p
κ2
v¯2v¯
2
0 −
(p + 1)
κ2
v¯2vˆ
2
0 − 2
(p+ 1)δ
κ2
v¯2v¯0vˆ0 +R1
vˆ
′
0 = −µκs − µ(1+p)s v¯0 − µδs vˆ0 +
1 + p
κ
vˆ0v¯0 +
(1 + p)δ
κ
v¯20 +
8(1 + p)δ
κ
v¯22
−δ(p + 1)
2
κ2
v¯30 +
(2p − 1)(p + 1)
κ2
v¯20 vˆ0 +
3δ(p + 1)
2κ2
v¯0vˆ
2
0 +
(p+ 1)
2κ2
vˆ30 ,
−24δ(p + 1)
2
κ2
v¯0v¯
2
2 + 8
(2p − 1)(p + 1)
κ2
vˆ0v¯
2
2 − 64
δ(p + 1)2
κ2
v¯32 +R1,
(26)
where R1 = O(|v¯0|4 + |vˆ0|4 + |v¯2|4).
Looking for a solution satisfying the ansatz
v¯2 ∼ α√
s
, vˆ0 ∼ β√
s
and v¯0 = O(
1
s
), where α, β ∈ R, (27)
we obtain by the last equation of (26)
µ =
8δ(p + 1)
κ2
α2. (28)
Note that the ansatz (27) seems to be compatible with our ODE (26). Of course, in order
to determine α and β, we need to refine (27) adding smaller terms, and the process never
stops. For that reason, we abandon that procedure, and proceed in a different way in
order to determine α.
Indeed, in order to determine the value of α, one may use the formal approach of the
physicists in [PSKK98], Section 3.3, page 93, and see that when we have
p = 3, α = −
√
2
16
√
3
.
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If p 6= 3, we are able to successfully carry on that method and find the value of α, and
also µ by (28):
α = − κ
8
√
p(p+ 1)
, µ =
δ
8p
. (29)
In fact, this calculation for p 6= 3 is easier than in [PSKK98] since we already know the
good scaling from (27). However, in order to keep the paper in a reasonable length,
we choose to not include that calculation here and we refer the interested reader to the
physicists paper [PSKK98].
In fact, we should keep in mind that we have a better justification of the value of α
in (29): that value is precisely the one that makes our rigorous proof work in the next
section! Indeed, we see from Corollary 4.5 below that this particular value of α, makes
some projections small and allows us to conclude.
Therefore, since we took w(y, s) = eiµ log s(v(y, s) + κ) from (17), it follows from (25),
(27) and (29) that
w(y, s) = eiµ log s
[
κ− κ
8
√
p(p+1)
y2−2√
s
(1 + iδ) + i β√
s
+ o
(
1√
s
)]
,
= e
iµ log s+i β
κ
√
s
[
κ− κ
8
√
p(p+1)
y2−2√
s
(1 + iδ) + o
(
1√
s
)]
,
(30)
in L2ρ(R
N ), and also uniformly on compact sets by standard parabolic regularity.
We would like to note that the term iβ/(κ
√
s) in the phase is compatible with our
rigorous proof. Indeed, the modulation parameter θ(s) we introduce in our formulation of
the problem below in (35) will be shown to satisfy |θ(s)| ≤ C/√s below in (122) (note that
we may take θ0 = 0 in (122) from the rotation invariance of equation (14)). Accordingly,
we could have chosen to make a modulation technique already in this formal step, but as
one may easily check, there is a one-to-one relation between the modulation parameter
and the coordinate vˆ0(s) and he result and well as the calculations will be completely the
same.
2.2 Outer expansion
From (30), we see that the variable
z =
y
s1/4
,
as given by (9), is perhaps the relevant variable for blow-up. Unfortunately, (30) provides
no shape, since it is valid only on compact sets (note that z → 0 as s→∞ in this case).
In order to see some shape, we may need to go further in space, to the “outer region“,
namely when z 6= 0. In view of (30), we may try to find an expression of w of the form
w(y, s) = e
iµ log s+i β
κ
√
s
[
ϕ0(z) + (1 + iδ)
κ
4
√
p(p+ 1)
1√
s
+ o(
1√
s
)
]
with z =
y
s1/4
. (31)
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Plugging this ansatz in equation (18), keeping only the main order, we end-up with the
following equation on ϕ0:
− 1
2
z · ∇ϕ0(z)− 1 + iδ
p− 1 ϕ0(z) + (1 + iδ)|ϕ0(z)|
p−1ϕ0(z) = 0, z =
y
s1/4
. (32)
Recalling that our aim is to find w a solution of (18) such that w → κ as s →∞ (in L2ρ,
hence uniformly on every compact set), we derive from (31) ( with y = z = 0) the natural
condition
ϕ0(0) = κ.
Therefore, integrating equation (32), we see that
ϕ0(z) =
(
p− 1 + bz2)− 1+iδp−1 ,
for some b ∈ R. Recalling also that we want a solution w ∈ L∞(RN ), we see that b ≥ 0
and for a nontrivial solution, we should have
b > 0.
- Thus, we have just obtained from (31) that
w(y, s) = e
iµ log s+i β
κ
√
s
[(
p− 1 + bz2)− 1+iδp−1 + (1 + iδ) κ
4
√
p(p+ 1)
1√
s
+ o(
1√
s
)
]
with z =
y
s1/4
.
(33)
We should understand this expansion to be valid at least on compact sets in z, that is for
|y| < Rs 14 , for any R > 0.
2.3 Matching asymptotics
Since (33) holds for |y| < Rs 14 , for any R > 0, it holds also uniformly on compact sets,
leading to the following expansion for y bounded:
w(y, s) = e
iµ log s+i β
κ
√
s
[
κ− (1 + iδ) κb
(p − 1)2
y2
s
1
2
+ (1 + iδ)
a
s
1
2
+ o
(
1√
s
)]
Comparing with (30), we find the following values of a and b:
b =
(p− 1)2
8
√
p(p+ 1)
, a =
κ
4
√
p(p+ 1)
.
In conclusion, we see that we have just derived the following profile for w(y, s):
w(y, s) ∼ eiµ log s+i
β
κ
√
sϕ(y, s),
with
ϕ (y, s) = ϕ0
( y
s1/4
)
+ (1 + iδ)
a
s1/2
≡ κ−iδ
(
p− 1 + b |y|
2
s1/2
)− 1+iδ
p−1
+ (1 + iδ)
a
s1/2
b =
(p− 1)2
8
√
p(p+ 1)
, a =
κ
4
√
p(p+ 1)
, µ =
δ
8p
and κ = (p− 1)− 1p−1 .
(34)
11
3 Formulation of the problem
We recall that we consider CGL, given by (1), when ν = 0, as we mentioned before in
Remark 1.3.
The preceding calculation is purely formal. However, the formal expansion provides us
with the profile of the function (w(y, s) = eiµ log s
(
ϕ0(
y
s1/4
) + ...
)
). Our idea is to linearize
equation (14) around that profile and prove that the linearized equation as well as the
nonlinear equation have a solution that goes to zero as s → ∞. Let us introduce q(y, s)
and θ(s) such that
w(y, s) = ei(µ log s+θ(s)) (ϕ(y, s) + q(y, s)) , (35)
where ϕ (y, s) = ϕ0
( y
s1/4
)
+ (1 + iδ)
a
s1/2
≡ κ−iδ
(
p− 1 + b |y|
2
s1/2
)− 1+iδ
p−1
+ (1 + iδ)
a
s1/2
,
b =
(p− 1)2
8
√
p(p+ 1)
, a =
κ
4
√
p(p+ 1)
, µ =
δ
8p
and κ = (p− 1)− 1p−1 . (36)
In order to guarantee the uniqueness of the couple (q, θ) an additional constraint is
needed, see (58) below; we will choose θ(s) such that we kill one the neutral modes of the
linearized operator.
Note that ϕ0(z) = w0(z) has been exhibited in the formal approach and satisfies the
following equation
− 1
2
z∇w0 − 1 + iδ
p− 1 w0 + (1 + iδ)|w0|
p−1w0 = 0, (37)
which makes ϕ(y, s) an approximate solution of (14). If w satisfies equation (14), then q
satisfies the following equation
∂q
∂s
= L0q − (1 + iδ)
p− 1 q + L(q, θ
′, y, s) +R∗(θ′, y, s) (38)
where
L0q = ∆q − 12y · ∇q,
L(q, θ′, y, s) = (1 + iδ)
{|ϕ+ q|p−1(ϕ+ q)− |ϕ|p−1ϕ− i (µs + θ′(s)) q}
R∗(θ′, y, s) = R(y, s)− i (µs + θ′(s))ϕ,
R(y, s) = −∂ϕ∂s +∆ϕ− 12y · ∇ϕ− (1+iδ)p−1 ϕ+ (1 + iδ)|ϕ|p−1ϕ
(39)
Our aim is to find a θ ∈ C1([− log T,∞),R such that equation (42) has a solution
q(y, s) defined for all (y, s) ∈ RN × [− log T,∞) such that
‖q(s)‖L∞ → 0 as s→∞.
From (37), one sees that the variable z = y
s1/4
plays a fundamental role. Thus, we will
consider the dynamics for |z| > Kand |z| < 2K separately for some K > 0 to be fixed
large.
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3.1 The outer region where |y| > Ks1/4
Let us consider a non-increasing cut-off function χ0 ∈ C∞(R+, [0, 1]) such that χ0(ξ) = 1
for ξ < 1 and χ0(ξ) = 0 for ξ > 2 and introduce
χ(y, s) = χ0
( |y|
Ks1/4
)
, (40)
where K will be fixed large. Let us define
qe(y, s) = e
iδ
p−1 sq(y, s) (1− χ(y, s)) (41)
qe is the part of q(y, s) for |y| > Ks1/4. As we will explain in subsection (4.3.3), the
linear operator of the equation satisfied by qe is negative, which makes it easy to control
‖qe(s)‖L∞ . This is not the case for the part of q(y, s) for |y| < 2Ks1/4, where the linear
operator has two positive eigenvalues, a zero eigenvalue in addition to infinitely many
negative ones. Therefore, we have to expand q with respect to these eigenvalues in order to
control ‖q(s)‖L∞(|y|<2Ks1/4). This requires more work than for qe. The following subsection
is dedicated to that purpose. From now on, K will be fixed constant which is chosen
such that ‖ϕ(s′)‖L∞(|y|>Ks′1/4) is small enough, namely ‖ϕ0(z)‖p−1L∞(|z|>K) ≤ 1C(p−1) (see
subsection (4.3.3) below, for more details).
3.2 The inner region where |y| < 2Ks1/4
If we linearize the term L(q, θ′, y, s) in equation (38), then we can write (38) as
∂q
∂s
= L˜q − i
(µ
s
+ θ′(s)
)
q + V1q + V2q¯ +B(q, y, s) +R
∗(θ′, y, s), (42)
where
L˜q = ∆q − 12y · ∇q + (1 + iδ) Re q,
V1(y, s) = (1 + iδ)
p+1
2
(
|ϕ|p−1 − 1p−1
)
, V2(y, s) = (1 + iδ)
p−1
2
(
|ϕ|p−3ϕ2 − 1p−1
)
,
B(q, y, s) = (1 + iδ)
(
|ϕ+ q|p−1(ϕ+ q)− |ϕ|p−1ϕ− |ϕ|p−1q − p−12 |ϕ|p−3ϕ(ϕq¯ + ϕ¯q)
)
,
R∗(θ′, y, s) = R(y, s)− i (µs + θ′(s))ϕ,
R(y, s) = −∂ϕ∂s +∆ϕ− 12y · ∇ϕ− (1+iδ)p−1 ϕ+ (1 + iδ)|ϕ|p−1ϕ
(43)
Note that the term B(q, y, s) is built to be quadratic in the inner region |y| ≤ Ks1/4.
Indeed, we have for all K ≥ 1 and s ≥ 1,
sup
|y|≤2Ks1/4
|B(q, y, s)| ≤ C(K)|q|2 (44)
Note also that R(y, s) measures the defect of ϕ(y, s) from being an exact solution of (14).
However, since ϕ(y, s) is an approximate solution of (14), one easily derives the fact that
‖R(s)‖L∞ ≤ C√
s
. (45)
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Therefore, if θ′(s) goes to zero as s→∞, we expect the term R∗(θ′, y, s) to be small, since
(42) and (45) yield
|R∗(θ′, y, s)| ≤ C√
s
+ |θ′(s)|. (46)
Therefore, since we would like to make q go to zero as s →∞, the dynamics of equation
(42) are influenced by the asymptotic limit of its linear term,
L˜+ V1q + V2q¯,
as s → ∞. In the sense of distribution (see the definition of V1 and V2 (42) and ϕ (34))
this limit is L˜.
3.3 Decomposition of q
For the sake of controlling q in the region |y| < 2Ks1/4, by the spectral properties of L˜
(22),we will expand the unknown function q with respect to the family hn and then, with
respect to the families
h˜n = (1 + iδ)hn and hˆn = ihn. (47)
We start by writing
q(y, s) =
∑
n≤M
Qn(s)hn(y) + q−(y, s), (48)
where hn is the eigenfunctions of L defined in (21), Qn(s) ∈ C, q− satisfy
Qn(s) =
∫
qhnρ∫
h2nρ
, (49)
∫
q−(y, s)hn(y)ρ(y)dy = 0 for all n ≤M,
and M is a fixed even integer satisfying
M ≥ 4
(√
1 + δ2 + 1 + 2 max
i=1,2,y∈R,s≥1
|Vi(y, s)|
)
, (50)
with Vi=1,2 defined in (43).
The function q−(y, s) can be seen as the projection of q(y, s) onto the spectrum of L˜,
which is smaller than (1−M)/2. We will call it the infinite dimensional part of q and we
will denote it q− = P−,M (q). We also introduce P+,M = Id − P−,M . Notice that P−,M
and P+,M are projections. In the sequel, we will denote P− = P−,M and P+ = P+,M .
The complementary part q+ = q − q− will be called the finite dimensional part of q. We
will expand it as follows
q+(y, s) =
∑
n≤M
Qn(s)hn(y) =
∑
n≤M
q˜n(s)h˜n(y) + qˆn(s)hˆn(y), (51)
where q˜n, qˆn ∈ R, h˜n = (1 + iδ)hn and hˆn = ihn. Finally, we notice that for all s, we have∫
q−(y, s)q+(y, s)ρ(y)dy = 0.
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Our purpose is to project (42) in order to write an equation for q˜n and qˆn. Note that
P˜n(q) = q˜n(s) = Re Qn(s), Pˆn(q) = qˆn(s) = Im Qn(s)− δ Re Qn(s). (52)
We conclude from (48) and (51), that
q(y, s) =

∑
n≤M
q˜n(s)h˜n(y) + qˆn(s)hˆn(y)

+ q−(y, s), (53)
where h˜n and hˆn are given by (47). we should keep in mind that this decomposition is
unique.
4 Existence
In this section, we prove the existence of a solution q(s), θ(s) of problem (38)-(58) such
that
lim
s→∞ ‖q‖L∞ = 0, and |θ
′(s)| ≤ C A
5
s3/2
for all s ∈ [− log T,+∞). (54)
Hereafter, we denote by C a generic positive constant, depending only on p and K intro-
duced in (40), itself depending on p. In particular, C does not depend on A and s0, the
constants that will appear shortly and throughout the paper and need to be adjusted for
the proof.
We proceed in two subsections. In the first, we give the proof assuming the technicals
details. In the second subsection we give the proof of the technicals details.
4.1 Proof of the existence assuming technical results
Our construction is built on a careful choice of the initial data of q at a time s0. We will
choose it in the following form:
Definition 4.1 (Choice of initial data) Let us define, for A ≥ 1, s0 = − log T > 1
and d0, d1 ∈ R, the function
ψs0,d0,d1(y) =
[
A
s
3/2
0
(1 + iδ) (d0h0(y) + d1h1(y)) + id2
]
χ(2y, s0)
where s0 = − log T,
(55)
where hi, i = 0, 1, 2 are defined by (21), χ is defined by (40) and d2 = d2(d0, d1) will be
fixed later in (i) of Proposition 4.5.
Remark 4.2 Let us recall that we will modulate the parameter θ to kill one of the neutral
modes, see equation (58) below. It is natural that this condition must be satisfied for the
initial data at s = s0. Thus, it is necessary that we choose d2 to satisfy condition (58),
see (59) below.
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The solution of equation (42) will be denoted by qs0,d0,d1 or q when there is no ambigu-
ity. We will show that if A is fixed large enough, then, s0 is fixed large enough depending
on A, we can fix the parameters (d0, d1) ∈ [−2, 2]2, so that the solution vs0,d0,d1 → 0 as
s → ∞ in L∞(R), that is (54) holds. Owing to the decomposition given in (53), it is
enough to control the solution in a shrinking set defined as follows
Definition 4.3 (A set shrinking to zero) For all K > 1, A ≥ 1 and s ≥ e, we define
VA(s) as the set of all r ∈ L∞(R) such that
‖re‖L∞(R) ≤ AM+2
s
1
4
, ‖ r−(y)
1+|y|M+1 ‖L∞(R) ≤ A
M+1
s
M+2
4
,
|rˆj|, |r˜j | ≤ Aj
s
j+1
4
for all 3 ≤ j ≤M, |r˜0|, |r˜1| ≤ A
s
3
2
,
|rˆ0| ≤ 1
s
3
2
, |rˆ1| ≤ A4
s
3
2
, |r˜2| ≤ A5s , |rˆ2| ≤ A
3
s ,
(56)
Since A ≥ 1, the sets VA(s) are increasing (for fixed s) with respect to A in the sense of
inclusions.
We also show the following property of elements of VA(s):
For all A ≥ 1, there exists s01(A) ≥ 1, such that for all s ≥ s01 and r ∈ V(A), we have
‖r‖L∞(R) ≤ C(K)A
M+2
s
1
4
(57)
where C is a positive constant (see Claim 4.8 below for the proof).
By (57), if a solution q stays in V(A) for s ≥ s01, then it converges to 0 in L∞(R).
So far, the phase θ(s) introduced in (35) is arbitrary, in fact as we will show below in
Proposition 4.6. We can use a modulation technique to choose θ(s) in such a way that we
impose the condition
Pˆ0(q(s)) = 0, (58)
which allows us to kill the neutral direction of the operator L˜ defined in (42). Reasonably,
our aim is then reduced to the following proposition:
Proposition 4.4 (Existence of a solution trapped in VA(s)) There exists A2 ≥ 1
such that for A ≥ A2 there exists s02(A) such that for all s0 ≥ s02(A), there exists (d0, d1)
such that if q is the solution of (42)-(58), with initial data given by (55) and (59), then
v ∈ VA(s), for all s ≥ s0.
This proposition gives the stronger convergence to 0 in L∞(R) thanks to (57).
Let us first be sure that we can choose the initial data such that it starts in VA(s0). In
other words, we will define a set where where will be selected the good parameters (d0, d1)
that will give the conclusion of Proposition 4.4. More precisely, we have the following
result:
Proposition 4.5 (Properties of initial data) For each A ≥ 1, there exists s03(A) > 1
such that for all s0 ≥ s03:
(i) Pˆ0 (iχ(2y, s0)) 6= 0 and the parameter d2(s0, d0, d1) given by
d2(s0, d0, d1) = − A
s
3/2
0
d0Pˆ0 ((1 + iδ)χ(2y, s0)) + d1Pˆ0 ((1 + iδ)yχ(2y, s0))
Pˆ0 (iχ(2y, s0))
(59)
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is well defined, where χ defined in (40).
(ii) If ψ is given by (55) and (59) with d2 defined by (59).Then, there exists a quadrilateral
Ds0 ⊂ [−2, 2]2 such that the mapping (d0, d1)→ (ψ˜0, ψ˜1) (where ψ stands for ψs0,d0,d1) is
linear, one to one from Ds0 onto [− As3/20 ,
A
s
3/2
0
]2. Moreover it is of degree 1 on the boundary.
(iii) For all (d0, d1) ∈ Ds0, ψe ≡ 0, ψˆ0 = 0, |ψ˜i|+ |ψˆi| ≤ CAe−γs0 for some γ > 0, for some
γ > 0 and for all 3 ≤ i ≤M and 1 ≤ j ≤M . Moreover , ‖ ψ−(y)
(1+|y|)M+1 ‖L∞(R) ≤ C A
s
M
4 +1
0
.
(iv) For all (d0, d1) ∈ Ds0 , ψs0,d0,d1 ∈ VA(s0) with strict inequalities except for (ψ˜0, ψ˜1).
The proof of previous proposition is postponed to subsection 4.2.
In the following, we find a local in time solution for equation (42) coupled with the
condition (58).
Proposition 4.6 (Local in time solution and modulation for problem (42)-(58)
with initial data (55)-(59)) For all A ≥ 1, there exists T3(A) ∈ (0, 1/e) such that for all
T ≤ T3, the following holds:
For all (d0, d1) ∈ DT , there exists smax > s0 = − log T such that problem (42)-(58) with
initial data at s = s0,
(q(s0), θ(s0)) = (ψs0,d0,d1 , 0),
where ψs0,d0,d1 is given by (55) and (59), has a unique solution q(s), θ(s) satisfying q(s) ∈
VA+1(s) for all s ∈ [s0, smax).
The proof of this proposition will be given later in page 21.
Let us now give the proof of Proposition 4.4.
Proof of Proposition 4.4: Let us consider A ≥ 1, s0 ≥ s03, (d0, d1) ∈ Ds0 , where s03 is given
by Proposition 4.5. From the existence theory (which follows from the Cauchy problem
for equation (1)), starting in VA(s0) which is in VA+1(s0), the solution stays in VA(s) until
some maximal time s∗ = s∗(d0, d1). Then, either:
• s∗(d0, d1) =∞ for some (d0, d1) ∈ Ds0 , then the proof is complete.
• s∗(d0, d1) <∞, for any (d0, d1) ∈ Ds0 , then we argue by contradiction. By continuity and
the definition of s∗, the solution on s∗ is in the boundary of VA(s∗). Then, by definition
of VA(s∗), one at least of the inequalities in that definition is an equality. Owing to the
following proposition, this can happen only for the first two components q˜0, q˜1. Precisely
we have the following result
Proposition 4.7 (Control of q(s) by (q0(s), q1(s)) in VA(s)) . There exists A4 ≥ 1
such that for each A ≥ A4, there exists s04 ∈ R such that for all s0 ≥ s04. The following
holds:
If q is a solution of (42) with initial data at s = s0 given by (55) and (59) with (d0, d1) ∈
Ds0, and q(s) ∈ V(A)(s) for all s ∈ [s0, s1], with q(s1) ∈ ∂VA(s1) for some s1 ≥ s0, then:
(i)(Smallness of the modulation parameter θ defined in (17)) For all s ∈ [s0, s1],
|θ′(s)| ≤ CA
5
s3/2
.
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(ii) (Reduction to a finite dimensional problem) We have:
(q˜0(s1), q˜1(s1)) ∈ ∂



− A
s
3
2
1
,
A
s
3
2
1


2
 .
(iii)(Transverse crossing) There exists m ∈ {0, 1} and ω ∈ {−1, 1} such that
ωq˜m(s1) =
A
s
3
2
1
and ω
dq˜m
ds
(s1) > 0.
Assume the result of the previous proposition, for which the proof is given below in page
21, and continue the proof of Proposition 4.4. Let A ≥ A4 and s0 ≥ s04(A). It follows
from Proposition 4.7, part (ii) that (q0(s∗), q1(s∗)) ∈ ∂
([
− A
s
3
2∗
, A
s
3
2∗
]2)
, and the following
function
φ : Ds0 → ∂([−1, 1]2)
(d0, d1)→ s
3/2
∗
A (q0, q1)(d0,d1) (s∗), with s∗ = s∗(d0, d1),
is well defined. Then, it follows from Proposition 4.7, part (iii) that φ is continuous. On
the other hand, using Proposition 4.5 (ii)-(iv) together with the fact that q(s0) = ψs0,d0,d1 ,
we see that when (d0, d1) is in the boundary of the rectangle Ds0 , we have strict inequalities
for the other components.
Applying the transverse crossing property given by (iii) of Proposition 4.7, we see that
q(s) leaves VA(s) at s = s0, hence s∗(d0, d1) = s0. Using Proposition 4.5, part (ii), we
see that the restriction of φ to the boundary is of degree 1. A contradiction, then follows
from the index theory. Thus there exists a value (d0, d1) ∈ Ds0 such that for all s ≥ s0,
qs0,d0,d1(s) ∈ VA(s). This concludes the proof of Proposition 4.4.
Using (i) of Proposition 4.7, we get the bound on θ′(s). This concludes the proof of (54).
4.2 Proof of the technical results result
This section is devoted to the proof of the existence result given by Theorem 1. We proceed
in 4 steps, each of them making a separate subsection.
• In the first subsection, we give some properties of the shrinking set VA(s) defined by
(56) and translate our goal of making q(s) go to 0 in L∞(R) in terms of belonging
to VA(s). We also give the proof of Proposition 4.5.
• In second subsection, we solve the local in time Cauchy problem for equation (42)
coupled with some orthogonality condition.
• In the third subsection using the spectral properties of equation (42), we reduce our
goal from the control of q(s) (an infinite dimensional variable) in VA(s) to control
its two first components (q˜0,q˜1) a two variables in [− A
s
3
2
, A
s
3
2
]2.
• In the fourth subsection, we solve the finite dimensional problem using the index
theory and conclude the proof of Theorem 1 .
18
4.2.1 Properties of the shrinking set VA(s) and preparation of initial data
In this subsection, we give some properties of the shrinking set defined by (56). Let us
first introduce the following claim:
Claim 4.8 (Properties of the shrinking set defined by (56)) For all r ∈ VA(s),
(i) ‖r‖
L∞(|y|<2Ks 14 ) ≤ C(K)
AM+1
s
1
4
and ‖r‖L∞(R) ≤ C(K)AM+2
s
1
4
.
(ii) for all y ∈ R, |r(y)| ≤ C AM+1s (1 + |y|M+1).
Proof: Take r ∈ VA(s) and y ∈ R.
(i) If |y| ≥ 2Ks 14 , then we have from the definition of re (41), |r(y)| = |re(y)| ≤ AM+2
s
1
4
.
Now, if |y| < 2Ks 14 , since we have for all 0 ≤ j ≤ M , |r˜j | + |rˆj | ≤ C Aj
s
j+1
4
from (56) (use
the fact that M ≥ 4), we write from (53)
|r(y)| ≤

∑
j≤M
|h˜j ||h˜j |+ |hˆj ||hˆj |

+ |r−(y)|,
≤ C
∑
j≤M
AM+1
s
j+1
4
(1 + |y|)j + A
M+1
s
M+2
4
(1 + |y|)M+1,
≤ C
∑
j≤M
AM+1
s
j+1
4
(1 +Ks
1
4 )j +
AM+1
s
M+2
4
(1 +Ks
1
4 )M+1 ≤ C (KA)
M+1
s
1
4
,
(60)
which gives (i).
(ii) Just use (60) together with the fact that for all 0 ≤ j ≤M , |r˜j |+ |rˆj | ≤ C AM+1s from
(56). This ends the proof of Claim 4.8. 
Let us now give the proof of Proposition 4.5.
Proof of Proposition 4.5 For simplicity, we write ψ instead of ψs0,d0,d1 . We note that, from
Claim 4.8, (iv) follows from (ii) and (iii) by taking s0 = − log T large enough (that is T
is small enough). Thus, we only prove (i), (ii) and (iii). Consider K ≥ 1, A ≥ 1 and
T ≤ 1/e. Note that s0 = − log T ≥ 1.
The proof of (i) is a direct consequence of (iii) of the following claim
Claim 4.9 There exists γ = 164 > 0 and T2 < 1/e such that for all K ≥ 1 and T ≤ T2,
if g is given by (1 + iδ)χ(2y, s0), (1 + iδ)yχ(2y, s0), (1 + iδ)h2(y)χ(2y, s0) or iχ(2y, s0),
then
∥∥∥ g−(y)1+|y|M+1
∥∥∥
L∞
≤ C
s
M
4
0
and all gˆi, g˜i for 0 ≤ i ≤M are less than Ce−γs0. expect:
i) |g˜0 − 1| ≤ Ce−γs0 when g = (1 + iδ)χ(2y, s0).
ii) |g˜1 − 1| ≤ Ce−γs0 when g = (1 + iδ)yχ(2y, s0).
iii) |gˆ0 − 1| ≤ Ce−γs0 when g = iχ(2y, s0).
Proof: In all cases, we write
g(y) = p(y) + r(y) where p(y) = (1 + iδ) or (1 + iδ)y or i and r(y) = p(y)(χ(2y, s0)− 1).
(61)
From the uniqueness of the decomposition (53), we see that p− ≡ 0 and al pˆi, p˜i are zero
except
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p˜0 = 1 (when p(y) = (1+ iδ)), p˜1 = 1 (when p(y) = (1+ iδ)y) and pˆ0 = 1 (when p(y) = i).
Concerning the cases 2|y| < Ks 14 and 2|y| > Ks 14 , we have the definition of χ (40),
1− χ(2y, s) ≤

 2|y|
Ks
1
4
0


M−1
,
ρ(y)(1 − χ(2y, s)) ≤
√
ρ(y)
√
ρ
(
K
2
s
1
4
)
≤ Ce−K
2s0
64
√
ρ(y).
Therefore, from (53) and (61), we see that
|r(y)| ≤ C(1 + |y|2)
(
2|y|
Ks
1
4
0
)M−1
≤ C (1+|y|M+1)
s
M
4
0
,
|rˆj |+ |r˜j | ≤ Ce−
K2
√
s0
64 for all j ≤M.
(62)
Hence, using (62) and (48) and the fact that |rj(y)| ≤ C(1 + |y|)M , for all j ≤M , we get
also
|r−(y)| ≤ C (1 + |y|)
M
s
M
4
0
.
Using (61) and the estimates for p(y) stated below, we conclude the proof of Claim 4.9
and (i) of Proposition 4.5.
(ii) of Proposition 4.5: From (55) and (59), we see that(
ψ˜0
ψ˜1
)
= G
(
d0
d1
)
where G = (gi,j)0≤i,j≤1. (63)
Using Claim 4.9, we see from (55) and (59) that
|d2| ≤ C(|d0|+ |d1|)e−γs0 (64)
for T small enough. Using again Claim 4.9. We see that
s
3
2
0
A G→ Id and
as s0 →∞ (for fixed K and A), which concludes the proof of (ii) of Proposition 4.5.
(iii) of Proposition 4.5: Since supp(ψ) ⊂ B(0,Ks
1
4
0 ) by (55) and (59), we see that ψe ≡ 0
and that
ψˆ0 = Pˆ0(ψ) =
A
s
3
2
0
(
d0Pˆ0((1 + iδ)χ(2y, s0)) + d1Pˆ0((1 + iδ)yχ(2y, s0))
)
+d2Pˆ0(iχ(2y, s0)),
which is zero from the definition of d2 (55) and (59). Using the fact that |di,i=0,1| ≤ 2 and
the bound on d2 by (64), we see that the estimates on ψˆj and ψ˜j and ψ− in (iii) follows
from (55) and (59) and Claim 4.9. This concludes the proof of Proposition 4.5. 
In the following we give the proof of Local in time solution for problem (42)-(58). In
fact, we impose some orthogonality condition given by (58), killing the one of the zero
eigenfunctions of the linearized operator of equation (42).
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Proof of Proposition 4.6: From solution of the local in time Cauchy problem for
equation (1) in L∞(R), there exists s1 > s0 such that equation (14) with initial data
(at s = s0) ϕ(y, s0) + ψs0,d0d1(y), where ϕ(y, s) is given by (34) has a unique solution
w(s) ∈ C([s0, s1), L∞(R)). Now, we have to find a unique (q(s), θ(s)) such that
w(y, s) = ei(µ log s+θ(s)) (ϕ(y, s) + q(y, s)) (65)
and (58) is satisfied. Using (52), we can write (58) as follows
Pˆ0(q) = Im
(∫
q(y, s)ρ(y)dy
)
−δ Re
(∫
q(y, s)ρ(y)dy
)
= Im
(
(1− iδ)
∫
q(y, s)ρ(y)dy
)
= 0,
or using (65)
F (s, θ) ≡ Im
(
(1− iδ)
∫ (
e−i(µ log s+θ(s))w(y, s) − ϕ(y, s)
)
ρ(y)dy
)
= 0.
Note that
∂F
∂θ
(s, θ) = − Re
(
(1− iδ)
∫
e−i(µ log s+θ(s))w(y, s)ρ(y)dy
)
.
From (iii) in Proposition 4.5, F (s0, 0) = P0,M (ψs0,d0,d1) = 0 and
∂F
∂θ
(s0, 0) = − Re
(
(1− iδ)
∫
(ϕ(y, s0) + ψs0,d0d1(y))ρ(y)dy
)
= −κ+O
(
1
s
1/4
0
)
as s0 →∞,
for fixed K and A.
Therefore, if T is small enough in terms of A, then ∂F∂θ (s0, 0) 6= 0, and from the im-
plicit function Theorem, there exists s2 ∈ (s0, s1) and θ ∈ C1([s0, s2),R) such that
F (s, θ(s)) = 0 for all s ∈ [s0, s2).Defining q(s) by (65) gives a unique solution of the
problem (43)-(58) for all s ∈ [s0, s2). Now, since we have from (iv) of Proposition
4.5, q(s0) ∈ VA(s0) ⊂6= VA+1(s0), there exists s3 ∈ (s0, s2) such that for all s ∈ [s0, s3),
q(s) ∈ VA+1(s). This concludes the proof of Proposition 4.6. 
4.2.2 Reduction to a finite dimensional problem
In the following we give the proof of Proposition 4.7:
The idea of the proof is to project equation (42) on the different components of the
decomposition (53). More precisely, we claim that Proposition 4.7 is a consequence of the
following
Proposition 4.10 There exists A5 ≥ 1 such that for all A ≥ A5, there exists s5(A) such
that the following holds for all s0 ≥ s5:
Assuming that for all s ∈ [τ, s1] for some s1 ≥ τ ≥ s0, q(s) ∈ VA(s) and qˆ0(s) = 0, then
the following holds for all s ∈ [τ, s1]:
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(i) (Smallness of the modulation parameter):
|θ′(s)| ≤ CA
5
s
3
2
(ii) (ODE satisfied by the expanding mode): For m = 0 and 1, we have
|q˜′m −
(
1− m
2
)
q˜m| ≤ C
s
3
2
.
(iii) (ODE satisfied by the null mode):
|q˜′2 +
2
s
q˜2| ≤ CA
3
s2
.
(iv) (Control of null and negative modes):
|qˆ1(s)| ≤ e−
(s−τ)
2 |qˆ1(τ)|+ CA
5
s
3
2
,
|qˆ2(s)| ≤ e−(s−τ)|qˆ2(τ)| + C
s
,
|qˆj(s)| ≤ e−j
(s−τ)
2 |qˆj(τ)| + CA
j−1
s
j+1
4
, for all 3 ≤ j ≤M,
|q˜j(s)| ≤ e−(j−2)
(s−τ)
2 |q˜j(τ)|+ CA
j−1
s
j+1
4
, for all 3 ≤ j ≤M,
∥∥∥∥ q−(y, s)1 + |y|M+1
∥∥∥∥
L∞
≤ e−M+14 (s−τ)
∥∥∥∥ q−(τ)1 + |y|M+1
∥∥∥∥
L∞
+ C
AM
s
M+2
4
,
‖qe(y, s)‖L∞ ≤ e−
(s−τ)
2(p−1) ‖qe(τ)‖L∞ + CA
M+1
τ
1
4
(1 + s− τ)
The idea of the proof of Proposition 4.10 is to project equations (38) and (42) according
to the decomposition (53). However because of the number of parameters and coordinates
in (53), the computation become too long. That is why Subsection 4.3 is devoted to the
proof of Proposition 4.10.
Remark 4.11 The coefficient in front of q˜2s in (iii) of Proposition 4.10 is ‘2‘. In our
proof, see page 38 below, that coefficient is the sum of four contributions, which depend on
p in a non trivial way. Thus, it may appear miraculous to see the sum of such contributions
equal to ‘2‘. The same phenomena occur in the subcritical range of parameters, see [MZ08]
and also the heat equation, with a critical gradient term (see [TZ15]). In fact, adopting
the approach of Pierre Raphae¨l and co-authors, one may see that the coefficient ‘2‘ appears
in a natural way due to scaling considerations (From a personal communication of Pierre
Raphae¨l).
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Let us now derive Proposition 4.7 from Proposition 4.10.
Proof of Proposition 4.7 assuming Proposition 4.10:
We will take A4 ≥ A5. Hence, we can use the conclusion of Proposition 4.10.
(i) The proof follows from (i) of Proposition 4.10. Indeed by choosing T4 small enough,
we can make s0 = − log T bigger than s5(A).
(ii) We notice that from Claim 4.8 and the fact that qˆ0(s) = 0, it is enough to prove
that for all s ∈ [s0, s1],
|q˜2(s)| < A
5
s
. (66)
‖qe‖L∞(R) ≤ A
M+2
2s
1
4
,
∥∥∥ q−(y,s)1+|y|M+1
∥∥∥
L∞
≤ AM+1
2s
M+2
4
,
|qˆj|, |q˜j | ≤ Aj
2s
j+1
4
for all 3 ≤ j ≤M, |qˆ1| ≤ A4
2s
3
2
, |qˆ2| ≤ A32s .
(67)
Let us first prove (66). Arguing by contradiction, we assume that
q˜2(s∗) = ω
A5
s∗
and for all s ∈ [s0, s∗[, |q˜2(s)| < A
5
s
.
Of course, we can reduce to the case ω = 1. Note by (iv) of Proposition 4.5 that
|q˜2(s0)| < A5s0 , hence s∗ > s0, and the interval [s0, s∗] is not empty.
By minimality, it follows that q˜′2(s) ≥ ∂∂s
(
A5
s
)
|s=s∗
,
q˜′2(s) ≥ −
A5
s2∗
, (68)
in the one hand, recalling, from (iii) of Proposition 4.10, that
|q˜′2 +
2
s
q˜2| ≤ CA
3
s2
.
We write
q˜′2(s∗) ≤ −2
q˜2(s∗)
s∗
+
CA3
s2∗
=
−2A5 + CA3
s2∗
, (69)
for A large enough a contradiction follows from (68) and (69). Thus (66) holds.
Now, let us deal with (67). Define σ = logA and take s0 ≥ σ (that is T ≤ e−σ = 1/A)
so that for all τ ≥ s0 and s ∈ [τ, τ + σ], we have
τ ≤ s ≤ τ + σ ≤ τ + s0 ≤ 2τ hence 1
2τ
≤ 1
s
≤ 1
τ
≤ 2
s
. (70)
We consider two cases in the proof.
Case 1: s ≤ s0 + σ.
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Note that (70) holds with τ = s0. Using (iv) of Proposition 4.10 and estimate (iii) of
Proposition 4.5 on the initial data q(., s0) (where we use (70) with τ = s0), we write
|qˆ1(s)| ≤ CAe−γ s2 + CA5s3/2 ,
|qˆ2(s)| ≤ CAe−γ s2 + Cs ,
|q˜j(s)| ≤ CAe−γ s2 + CAj−1
s
j+1
4
for all 3 ≤ j ≤M,
|qˆj(s)| ≤ CAe−γ s2 + CAj−1
s
j+1
4
for all 3 ≤ j ≤M,∥∥∥ q−(s)1+|y|M+1
∥∥∥
L∞
≤ C A
( s2)
M
4 +2
+ C A
M
s
M+2
4
,
‖qe(s)‖L∞ ≤ CAM+1
( s2)
1
4
(1 + logA).
(71)
Thus, if A ≥ A6 and s0 ≥ s6(A) (that is T ≤ e−s6(A)) for some positive A6 and s6(A), we
see that (67) holds.
Case 2: s > s0 + σ.
Let τ = s−σ > s0. Applying (iv) of Proposition 4.10 and using the fact that q(τ) ∈ VA(τ),
we write (we use (70) to bound any function of τ by a function of s)
|qˆ1(s)| ≤ e−σ2 A6
( s2)
3/2 +
CA5
s3/2
,
|qˆ2(s)| ≤ e−σ A2( s2) +
C
s ,
|q˜j(s)| ≤ e−
(j−2)σ
2
Aj
( s2)
j+1
4
+ CA
j−1
s
j+1
4
for all 3 ≤ j ≤M,
|qˆj(s)| ≤ e−
jσ
2
Aj
( s2)
j+1
4
+ CA
j−1
s
j+1
4
for all 3 ≤ j ≤M,∥∥∥ q−(s)1+|y|M+1
∥∥∥
L∞
≤ e−M+14 σ AM+1
( s2)
M+2
4
+C A
M
s
M+2
4
,
‖qe(s)‖L∞ ≤ e−
σ
2(p−1) AM+2
( s2)
1
4
+ CA
M+1
( s2)
1
4
(1 + σ).
(72)
For all the coordinates, it is clear that if A ≥ A7 and s0 ≥ s7(A) for some positive A7 and
s7(A), then (66) and (67) is satisfied (remember that σ = logA).
Conclusion of (ii): If A ≥ max(A6, A7, A8) and s0 ≥ max(s6(A), s7(A), s8(A)), then
(67) is satisfied. Since we know that q(s1) ∈ ∂VA(s1), we see from the definition of VA(s)
that (q˜0(s1), q˜1(s1)) ∈ ∂[− A
s
3/2
1
, A
s
3/2
1
]2. This concludes the proof of (ii) of Proposition 4.7.
(iii) From (ii), there is m = 0, 1 and ω = ±1 such that q˜m(s1) = ω A
s
3/2
1
.
Using (ii) of Proposition 4.7, we see that for m = 0 or 1
ωq˜
′
m(s1) ≥ (1−
m
2
)ωq˜m(s1)− C
s
3/2
1
.
Taking A large enough gives ωq˜
′
m(s1) > 0, for m = 0, 1 and concludes the proof of
Proposition 4.7. 
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4.3 Proof of Proposition 4.10
In this section, we prove Proposition 4.10. We just have to project equations (38) and
(42) to get equations satisfied by the different coordinates of the decomposition (53). We
proceed as Section 5 in [MZ08], taking into account the new scaling law y
s1/4
. We note
that the projections of V1q + V2q¯, B and R
∗ in (43), will need much more effort and this
is due to the fact that we are dealing with the critical case.
More precisely, the proof will be carried out in 3 subsections
• In the first subsection, we deal with equation (42) to write equations satisfied by
q˜j and qˆj. Then, we prove (i), (ii), (iii) and (iv) (expect the two last identities) of
Proposition 4.10.
• In the second subsection, we first derive from equation (42) an equation satisfied by
q− and prove the last but one identity in (iv) of Proposition 4.10.
• In the third subsection, we project equation (38) (which is simpler than (42)) to
write an equation satisfied by qe and prove the last identity in (iv) of Proposition
4.10.
4.3.1 The finite dimensional part q+
We proceed in 2 parts:
• In Part 1, we project equation (42) to get equations satisfied by q˜j and qˆj .
• In Part 2, we prove (i), (ii) and (iii) of Proposition 4.10, together with the estimates
concerning q˜j and qˆj in (iv).
Part 1: The projection of equation (42) on the eigenfunctions of the operator
L˜ In the following, we will find the main contribution in the projections P˜n,M and Pˆn,M
of the six terms appearing in equation (42): ∂sq, L˜q, −i(µs + θ′(s))q, V1q + V2q¯, B(q, y, s)
and R∗(θ′, y, s). Most of the time, we give two estimates of error terms, depending on
whether we use or not the fact that q(s) ∈ VA(s).
First term:
∂q
∂s
.
From (52), its projection on h˜n and hˆn is q˜
′
n and qˆ
′
n respectively:
P˜n
(
∂q
∂s
)
= q˜′n and Pˆn
(
∂q
∂s
)
= qˆ′n. (73)
Second term: L˜q.
We can easily see that
P˜n
(
L˜q
)
= (1− n
2
)q˜n,
Pˆn
(
L˜q
)
= −n
2
qˆn.
(74)
Third term: −i(µs + θ′)q. It is enough to project iq, from (52), we have
P˜n
(−i(µs + θ′)q) = −(µs + θ′(s)
)
(−qˆn − δq˜n),
Pˆn
(−i(µs + θ′)q) = −(µs + θ′(s)
)
(δqˆn + (1 + δ
2)q˜n).
(75)
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If in addition q(s) ∈ VA(s), then the error estimates can be bounded from Definition 4.3
as follows:
Corollary 4.1 For all A ≥ 1, there exists s10(A) ≥ 1 such that for all s ≥ s10(A), if
q ∈ VA(s) and |θ′(s)| ≤ CA5s3/2 , then:
a) for all 1 ≤ n ≤M , we have
∣∣∣Pˆn (−i(µ
s
+ θ′)q
)∣∣∣ ≤ C An
s
n+5
4
.,
b) for 1 ≤ n ≤M , we have
∣∣∣P˜n (−i(µ
s
+ θ′)q
)∣∣∣ ≤ C An
s
n+5
4
,
c) for n = 0,
∣∣∣P˜0 (−i(µs + θ′)q)∣∣∣+ ∣∣∣Pˆ0 (−i(µs + θ′)q)∣∣∣ ≤ Cs3/2
Fourth term: V1q + V2q¯.
We claim the following
Lemma 4.12 (Projection of V1q and V2q¯ ) (i) It holds that
|Vi(y, s)| ≤ C (1 + |y|
2)
s1/2
, for all y ∈ R and s ≥ 1, (76)
and for all k ∈ N∗
Vi(y, s) =
k∑
j=1
1
sj/2
Wi,j(y) + W˜i,k(y, s), (77)
where Wi,j is an even polynomial of degree 2j and W˜i,k(y, s) satifies
for all s ≥ 1 and |y| ≤ s1/4,
∣∣∣W˜i,k(y, s)∣∣∣ ≤ C (1 + |y|2k+2)
s
k+1
2
. (78)
(ii) The projection of V1q and V2q¯ on (1 + iδ)hn and ihn, and we have
|P˜n(V1q)|+ |Pˆn(V1q)|
≤ C
s1/2
M∑
j=n−2
(|q˜j|+ |qˆj|) +
n−3∑
j=0
C
s
n−j
4
(|q˜j |+ |qˆj |) + C
s1/2
∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
,
(79)
and the same holds for V2q¯
Remark 4.13 If n ≤ 2, the first sum in (79) runs for j = 0 to M and the second sum
doesn’t exist.
If in addition q(s) ∈ VA(s), then the error estimates can be bounded from Definition 4.3
as follows:
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Corollary 4.2 For all A ≥ 1, there exists s11(A) ≥ 1 such that for all s ≥ s11(A), if
q ∈ VA(s), then:
a) for 3 ≤ n ≤M , we have
|P˜n(V1q)|+ |Pˆn(V1q)| ≤ CA
n−2
s
n+1
4
,
b) for n = 0, 1 or 2, we have
|P˜n(V1q)|+ |Pˆn(V1q)| ≤ CA
5
s
3
2
,
Proof of Lemma 4.12:
(i) The estimates of V1q and V2q¯ are the same, so we only deal with V1q. Let F (u) =
(p+1)
2 (1 + iδ)
[
|u|p−1 − 1p−1
]
, where u ∈ C and consider z = y
s1/4
. Note that from (42) and
(37), we have
V1(y, s) = F (ϕ(y, s)), where ϕ(y, s) = ϕ0(
y
s1/4
) +
a
s1/2
(1 + iδ).
Note that there exist positive constant c0 and s0 such that ϕ0(z)| and |ϕ(y, s)| = |ϕ0( ys1/4 )+
a
s1/2
(1+iδ)| are both larger than 1c0 and smaller than c0, uniformly in |z| < 1 and for s ≥ s0.
Since F (u) is C∞ for 1c0 ≤ |u| ≤ c0, we expand it around u = ϕ0(z) as follows: for all
s ≥ s0 and |z| < 1,∣∣∣F (ϕ0(z) + as1/2 (1 + iδ)
)
− F (ϕ0(z))
∣∣∣ ≤ C
s1/2
,∣∣∣∣∣∣F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0(z))−
n∑
j=1
1
sj/2
Fj(ϕ0(z))
∣∣∣∣∣∣ ≤
C
s
n+1
2
,
where Fj(u) are C
∞. Hence, we can expand F (u) and Fj(u) around u = ϕ0(0) and write
for all s ≥ s0 and |z| < 1,∣∣∣F (ϕ0(z) + as1/2 (1 + iδ)
)
− F (ϕ0(0))
∣∣∣ ≤ Cz2 + C
s1/2
,∣∣∣∣∣∣F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0(0)) −
n∑
l=1
c0,lz
2l −
n∑
j=1
n−j∑
l=0
cj,l
sj/2
z2l
∣∣∣∣∣∣
≤ C|z|2n+2 +
n∑
j=1
C
j1/2
|z|2(n−j)+2 C
s
n+1
2
.
Since F (ϕ0(0)) = F (κ) = 0 and z =
y
s1/4
, this gives us estimates in (i), when s ≥ s0 and
|y| < s1/4. Since V1 is bounded, the inequalities still valid when |y| ≥ s1/4 and then when
s ≥ 1.
(ii) Note first that it is enough to prove the bound (51) for the projection of Viq onto
hn to get the same bound for P˜n(Viq) and Pˆn(Viq). Since in addition, the proof for V2q¯ is
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the same as for V1q, we only prove (79) for the projection of V1q onto hn. Using (53) and
the fact that h˜n = (1 + iδ)hn and hˆn = ihn, we see that the projection is given by∫
hnV1qρ =
∫
hnV1q−ρ+
M∑
j=0
q˜j
∫
hnh˜jV1ρ+
M∑
j=0
qˆj
∫
hnhˆjV1ρ.
=
∫
hnV1q−ρ+ (1 + iδ)
M∑
j=0
q˜j
∫
hnhjV1ρ+ i
M∑
j=0
qˆj
∫
hnhjV1ρ
(80)
The first term can be bounded by∫
hnV1
(
1 + |y|2
s1/2
)
|q−|ρ ≤ C
s1/2
∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
. (81)
Now we deal with the second term. We only focus on the terms involving hj .
If j ≥ n− 2, we use (76) to write | ∫ hnhjV1ρ| ≤ Cs1/2 .
If j ≤ n− 3, then we claim that ∣∣∣∣
∫
hnhjV1ρ
∣∣∣∣ ≤ C
s
n−j
4
, (82)
(this actually vanishes if j and n have different parities). It is clear that (79) follows from
(80), eqrefbd2 and (82).
Let us prove (82). Note that k ≡
[
n−j−1
2
]
(which is in N∗ since j ≤ n− 3) is the largest
integer such that j + 2k < n. We use (77) to write∫
hnhjV1ρ =
∫
|y|<s1/4
hnhjV1ρ+
∫
|y|>s1/4
hnhjV1ρ,
=
k∑
l=1
1
sl/2
∫
|y|<s1/4
hnhjW1,lρ+O

 1
s
[n−j−12 ]+1
2
∫
(1 + |y|n−j+1)|hn||hj |ρdy

+ ∫
|y|>s1/4
hnhjV1ρ,
=
k∑
l=1
1
sl/2
∫
RN
hnhjW1,lρ+O

 1
s
[n−j−12 ]+1
2

− k∑
l=1
1
sl
∫
|y|>s1/4
hnhjW1,lρ+
∫
|y|>s1/4
hnhjV1ρ,
(83)
since deg(hjW1,l) = j + 2l ≤ j + 2k < n = deg(hn), hn is orthogonal to hjW1,l and∫
RN
hnhjW1,lρ = 0.
Since |ρ(y)| ≤ Ce−cs1/2 when |y| > s1/4, the integrals over the domain |y| > s1/4 can be
bounded by
Ce−cs
1/2
∫
|y|>s1/4
|hn||hj |(1 + |y|2k)√ρ ≤ Ce−cs1/2 .
Using that
[
n−j−1
2
]
+ 1 ≥ n−j2 , we deduce that (82) holds. Hence, we have proved (79)
and this concludes the proof of Lemma 4.12. .
We need further refinements when n = 0, 2 for the terms P˜2,M (V1q), P˜2,M (V2q¯),
Pˆ0,M (V1q) and Pˆ0,M (V2q¯). More precisely
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Lemma 4.14 Projection of V1q and V2q¯ on hˆ0 and h˜2
(i) It holds that for i = 1, 2
∀s ≥ 1 and |y| < s1/4,
∣∣∣∣Vi(y, s)− 1s1/2Wi,1(y)− 1sWi,2(y)
∣∣∣∣ ≤ Cs3/2 (1 + |y|6), (84)
where
W1,1 = −(1 + iδ) b(p+1)2(p−1)2 h2(y)
W1,2 = (1 + iδ)
b2(p+1)
2(p−1)3 h
2
2(y),
W2,1 = −(1 + iδ)p−12 b(p−1)3 (p− 1 + 2iδ) h2(y)
W2,2 = (1 + iδ)
b2
2(p−1)3
[
(p2 − 4p+ 1)h22(y) + iδ
(
8(p− 2)(1 − y2) + y43(p − 1)) ].
(85)
(ii) The projection of V1q and V2q¯ on h˜2 satisfy
∣∣∣P˜2(V1q) + 1
s1/2

∑
j≥0
A˜1j q˜j +
∑
j≥0
Bˆ1j qˆj

+ q˜2
s
60b2(p+ 1)
1
(p − 1)2
+P˜2(V2q¯) +
1
s1/2

∑
j≥0
A˜2j q˜j +
∑
j≥0
Bˆ2j qˆj

− q˜2
s
60b2(p + 1)
p2 − 4p+ 1
2(p − 1)3
∣∣∣
≤ C
s
M∑
j=0,j 6=2,
|q˜j|+ C
s
M∑
j=0
|qˆj |+ C
s
∥∥∥∥ q−1 + |y|M
∥∥∥∥
L∞
+
C
s3/2
|q˜2(s)|.
(86)
where, for all j ≥ 0
A˜1j = P˜2(W1,1h˜j) Bˆ
1
j = P˜2(W1,1hˆj)
A˜2j = P˜2(W2,1
¯˜hj) Bˆ
2
j = P˜2(W2,1
¯ˆ
hj),
and
A˜1j = −A˜2j , Bˆ1j = −Bˆ2j
ii) The projection of V1q and V2q¯ on hˆ0 satisfy∣∣∣Pˆ0(V1q) + q˜2s1/2 4δb(p + 1) (p+1)(p−1)2
∣∣∣
+
∣∣∣Pˆ0(V2q¯))− q˜2s1/2 4δb(p + 1) (p−3)(p−1)2
∣∣∣
≤ C
s1/2
M∑
j=0,j 6=2
|q˜j |+ C
s1/2
M∑
j=0
|qˆj |+ C
s1/2
∥∥∥∥ q−1 + |y|M
∥∥∥∥
L∞
+
C
s3/2
|q˜2(s)|.
(87)
In addition , if q(s) ∈ VA(s), then the error estimates can be bounded from (56) as follows;
Corollary 4.3 For all A ≥ 1, there exists s12(A) ≥ 1 such that for all s ≥ s12(A), if
q(s) ∈ VA(s), then
∣∣∣∣P˜2(V1q) + q˜2s 60b2(p+ 1) 1(p − 1)2 + P˜2(V2q¯)− q˜2s 60b2(p+ 1)p
2 − 4p+ 1
2(p− 1)3
∣∣∣∣ ≤ CA3s2
29
∣∣∣∣Pˆ0(V1q) + q˜2s1/2 4δb(p + 1) (p + 1)(p − 1)2
∣∣∣∣ ≤ C A3s3/2∣∣∣∣Pˆ0(V2q¯))− q˜2s1/2 4δb(p + 1) (p− 3)(p − 1)2
∣∣∣∣ ≤ C A3s3/2
Proof of Lemma 4.14: (i) This is a simple, but lengthy computation that we omit. For
more details see Appendix B.
(ii) Using (84) and (53), we see that
V1q =
1
s1/2
W1,1q +
1
s
W1,2q +O
(
q(1 + |y|6)
s3/2
)
=
1
s1/2
W1,1

 M∑
j=0
q˜jh˜j +
M∑
j=0
qˆjhˆj


+
1
s
W1,2

 M∑
j=0
q˜jh˜j +
M∑
j=0
qˆj hˆj

+O(q(1 + |y|6)
s3/2
)
,
(88)
where O is uniform with respect to |y| < s1/4. By the definition of the components of q:
|q(y, s)| ≤
[
M∑
i=1
(|q˜i|+ |qˆi|) + ‖q(s)‖L
∞
1 + |y|M
]
(1 + |y|M ), (89)
and we may replace the occurrence of q by its components.
When projecting (88) on h˜2 (use (52) for the definition of that projection), we write
using the definition (85) of W1,1 and W1,2 and (89)
∣∣∣P˜2(V1q)− 1
s1/2

∑
j≥0
P˜2(W1,1h˜j)q˜j +
∑
j≥0
P˜2(W1,1hˆj)qˆj

− q˜2(s)
s
b2(p+ 1)
2(p − 1)3 P˜2((h˜2)
2h2)
+P˜2(V2q¯)− 1
s1/2

∑
j≥0
P˜2(W2,1h˜j)q˜j +
∑
j≥0
P˜2(W2,1hˆj)qˆj

− q˜2(s)
s
b2(p + 1)(p2 − 4p+ 1)
2(p − 1)3 P˜2(h
3
2)
∣∣∣
≤ C
s1/2
M∑
j=0, 6=2
|q˜j|+ C
s1/2
M∑
j=0
|qˆj |+ C
s1/2
∥∥∥∥ q−1 + |y|M
∥∥∥∥
L∞
+
C
s3/2
|q˜2(s)|
(90)
We note by (85)
W1,1h˜j = [(p− 1)(1 + iδ)− iδ(p + 1)] b(p+1)2(p−1)2hjh2
W2,1h˜j = [−(p− 1)(1 + iδ) + iδ(p − 3)] b(p+1)2(p−1)2hjh2
W1,1hˆj = [δ(1 + iδ) − i(p + 1)] b(p+1)2(p−1)2hjh2
W2,1hˆj = [−δ(1 + iδ) + i(p− 1)] b(p+1)2(p−1)2hjh2
and we deduce that for all k ≥ 0
P˜k(W1,1h˜j) = −P˜k(W2,1¯˜hj)
P˜k(W1,1hˆj) = −P˜k(W2,1¯ˆhj),
(91)
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In particular when k = 2, terms involving
q˜j
s1/2
and
qˆj
s1/2
disappear, it happens that its
occurrence coming from P˜2(V1q) and P˜2(V2q¯) do cancels.
Therefore, the problem is reduced to the projection of (h˜2)
2h2 and h
3
2 on h˜2
P˜2((h˜2)
2h2) = 120(1 − p), P˜2(h˜32) = 120.
The other bounds on(86) and (87) are similar, thus we skip it.
Remark 4.15 From equation (91), we can see that terms involving
q˜j
s1/2
and
qˆj
s1/2
disappear
on P˜k(V1q) + P˜k(V2q¯). Then, arguing as in Lemma 4.12 and Corollary 4.2 we can obtain
a better estimate on |P˜k(V1q) + P˜k(V2q¯)|, for all k ≥ 0:
|P˜k(V1q) + P˜k(V2q¯)| ≤ C
s3/2
, (92)
Fifth term: B(q, y, s) Let us recall from (43) that:
B(q, y, s) = (1 + iδ)
(
|ϕ+ q|p−1(ϕ+ q)− |ϕ|p−1ϕ− |ϕ|p−1q − p− 1
2
|ϕ|p−3ϕ(ϕq¯ + ϕ¯q)
)
.
We have the following
Lemma 4.16 The function B = B(q, y, s) can be decomposed for all s ≥ 1 and |q| ≤ 1 as
sup
|y|<s1/4
∣∣∣∣∣∣∣∣∣∣∣∣
B −
M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s1/4
)qj q¯k + B˜lj,k(y, s)q
j q¯k
]
∣∣∣∣∣∣∣∣∣∣∣∣
≤ C|q|M+2+ C
s
M+1
2
(93)
where Blj,k(
y
s1/4
) is an even polynomial of degree less or equal to M and the rest B˜lj,k(y, s)
satisfies
∀s ≥ 1 and |y| < s1/4,
∣∣∣B˜lj,k(y, s)∣∣∣ ≤ C 1 + |y|M+1
s
M+1
2
.
Moreover,
∀s ≥ 1 and |y| < s1/4,
∣∣∣Blj,k( ys1/4 ) + B˜lj,k(y, s)
∣∣∣ ≤ C.
On the other hand, in the region |y| ≥ s1/4, we have
|B(q, y, s)| ≤ C|q|p¯, (94)
for some constant C where p¯ = min(p, 2).
Proof: See the proof of Lemma 5.9, page 1646 in [MZ08]. 
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Lemma 4.17 (The quadratic term B(q, y, s)) For all A ≥ 1, there exists s13 such that
for all s ≥ s13, if q(s) ∈ VA(s), then:
a) the projection of B(q, y, s) on (1 + iδ)hn and on ihn, for n ≥ 3 satisfies
|P˜n(B(q, y, s))|+ |Pˆn(B(q, y, s))| ≤ C A
n
s
n+2
4
. (95)
b) For n = 0, 1, we have
|P˜n(B(q, y, s))| + |Pˆn(B(q, y, s))| ≤ C
s
5
2
, (96)
and
|P˜2(B(q, y, s))| + |Pˆ2(B(q, y, s))| ≤ C
s
5
2
, (97)
Proof : We only prove estimate (95), since (96) can be proved in the same way. The
estimation (97), is also proved in the same way and using the Taylor expansion of B,
established in Appendix D.
It is enough to prove estimate (95) for the projection on hn since it implies the same
estimate on P˜n and Pˆn through (52). We have∫
hnB(q, y, s)ρdy =
∫
|y|<s1/4
hnB(q, y, s)ρdy +
∫
|y|>s1/4
hnB(q, y, s)ρdy.
Using Lemma 4.16, we deduce that∣∣∣∣∣∣∣∣∣∣∣∣
∫
|y|<s1/4
hnB(q, y, s)ρdy −
∫
|y|<s1/4
hnρ
M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s1/4
)qj q¯k + B˜lj,k(y, s)q
j q¯k
]
∣∣∣∣∣∣∣∣∣∣∣∣
≤ C
∫
|y|<s1/4
|hn||ρ|(|q|M+2 + 1
s
M+1
2
).
Let us write
Blj,k(
y
s1/4
) =
M/2∑
i=0
bl,ij,k(
y
s1/4
)
( y
s1/4
)2i
,
qj =
(
M∑
m=0
q˜mh˜m + qˆmhˆm + q−
)j
, qk =
(
M∑
m=0
q˜mh˜m + qˆmhˆm + q−
)k
,
where bl,ij,k are the coefficients of the polynomials B
l
j,k. Using the fact that ‖q(s)‖L∞ ≤ 1
(which holds for s large enough, from the fact that q(s) ∈ VA(s) and (i) of Proposition
56). We deduce that
|qj − qj+| ≤ C(|q−|j + |q−|).
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Using that q(s) ∈ VA(s) and the fact that
√
s ≥ 2A2, we deduce that in the region
|y| ≤ s1/4, we have |q−| ≤ 1s1/4 ( As1/4 )M+1(1 + |y|)M+1 and that
|qj − (
M∑
m=0
q˜mh˜m + qˆmhˆm)
j | ≤ C
(
A
s1/4
)M+1 1
s1/4
(1 + |y|)jM+j .
In the same way, we have
|qk − (
M∑
m=0
q˜mh˜m + qˆmhˆm)
k| ≤ C
(
A
s1/4
)M+1 1
s1/4
(1 + |y|)kM+k,
hence, the contribution coming from q− is controlled by the right-hand side of (95). More-
over for all j, k and l, we have∣∣∣∣∣
∫
|y|<s1/4
hnρB
l
j,k(
y
s1/4
)qj+q¯
k
+ −
∫
hnρB
l
j,k(
y
s1/4
)qj+q¯
k
+
∣∣∣∣∣ ≤ Ce−C
√
s. (98)
To compute the second term on the left had side of (98), we notice that Blj,k(
y
s1/4
)qj+q¯
k
+
is a polynomial in y and that the coefficient of the term of degree n is controlled by the
right had side of (95) since q ∈ VA.
Moreover, using that
√
s ≥ 2A2, we infer that |q| ≤ 1
s1/4
(1+|y|)M+1 in the region |y| ≤ s1/4
and hence for all j, k and l, we have∣∣∣∣∣
∫
|y|<s1/4
hnρ
1
sl/2
B˜lj,k(y, s)q
j q¯k
∣∣∣∣∣ ≤ C 1s l2+M+1+j+k4
and ∣∣∣∣∣
∫
|y|<s1/4
hnρ(|q|M+2 + 1
s
M+1
2
)
∣∣∣∣∣ ≤ C 1sM+24 .
The terms appearing in these two inequalities are controlled by the right hand side of
(95).
Using the fact that ‖q(s)‖L∞ ≤ 1 and (43), we remark that |B(q, y, s)| ≤ C. Since
|ρ(y)| ≤ Ce−s
√
s for all |y| > s1/4, it holds that∣∣∣∣∣
∫
|y|>s1/4
hnB(q, y, s)ρdy
∣∣∣∣∣ ≤ Ce−C
√
s.
This concludes the proof of Lemma 4.17. 
Sixth term: R∗(θ′, y, s)
In the following, we expand R∗ as a power series of 1s as s→∞, uniformly for |y| ≤ s1/4.
Lemma 4.18 (Power series of R∗ as s→∞) For all n ∈ N,
R∗(θ′, y, s) = Πn(θ′, y, s) + Π˜n(θ′, y, s), (99)
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where,
Πn(θ
′, y, s) =
n−1∑
k=0
1
s
k+1
2
Pk(y)− iθ′(s)
(
a
s1/2
(1 + iδ) +
n−1∑
k=0
ek
y2k
sk/2
)
, (100)
and
∀|y| < s1/4,
∣∣∣Π˜n(θ′, y, s)∣∣∣ ≤ C(1 + s|θ′(s)|)(1 + |y|2n)
s
n+1
2
, (101)
where Pk is a polynomial of order 2k for all k ≥ 1 and ek ∈ R.
In particular,
sup
|y|≤s1/4
∣∣∣∣∣R∗(θ′, y, s)−
1∑
k=0
1
s
k+1
2
Pk(y) + iθ
′
[
κ+
(1 + iδ)
s1/2
(
a− bκy
2
(p− 1)2
)]∣∣∣∣∣
≤ C
(
1+|y|4
s3/2
+ C|θ′|y4s2
)
.
(102)
Proof: Using the definition of ϕ (34), the fact that ϕ0 satisfies (37) and (42), we see that
R∗ is in fact a function of θ′, z = y
s1/4
and s that can be written as
R∗(θ′, y, s) =
1
4
z
s
∇zϕ0(z) + 1
2
a
s3/2
(1 + iδ) +
1
s1/2
∆zϕ0(z)
− a(1 + iδ)
2
(p− 1)s1/2 +
(
F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0)
)
−iµ
s
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− iθ′(s)
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
with, F (u) = (1 + iδ)|u|p−1u
(103)
Since |z| < 1, there exists positive c0 and s0 such that |ϕ0(z)| and |ϕ0(z) + as1/2 (1 + iδ)|
are both larger that 1c0 ans smaller than c0, uniformly in |z| < 1 and s > s0. Since F (u)
is C∞ for 1c0 ≤ |u| ≤ c0, we expand it around u = ϕ0(z) as follows∣∣∣∣∣∣F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0(z))−
n∑
j=1
1
sj/2
Fj (ϕ0(z))
∣∣∣∣∣∣ ≤ C
1
s
n+1
2
,
where Fj(u) are C
∞. Hence, we can expand Fj(u) around u = ϕ0(0) and write∣∣∣∣∣∣F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0(z))−
n∑
j=1
n−j∑
l=0
cj,l
sj/2
z2l
∣∣∣∣∣∣ ≤
n∑
j=1
C
s
j
2
|z|2(n−j)+2 + C
s
n+1
2
,
Similarly, we have the following∣∣∣∣∣∣
z
s
∇zϕ0(z)− |z|
2
s
n−2∑
j=0
djz
2j
∣∣∣∣∣∣ ≤
C
s
|z|2n,
∣∣∣∣∣∣
1
s1/2
∆zϕ0(z)− 1
s1/2
n−1∑
j=0
bjz
2j
∣∣∣∣∣∣ ≤
C
s1/2
|z|2n and
∣∣∣∣∣∣ϕ0(z)−
n−1∑
j=0
ejz
2j
∣∣∣∣∣∣ ≤ C|z|2n.
Recalling that z = y
s1/4
, we get the conclusion of the Lemma. 
In the following, we introduce Fj(R
∗)(θ, s) as the projection of the rest term R∗(θ′, y, s)
on the standard Hermite polynomial, introduced in (21).
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Lemma 4.19 (Projection of R∗ on the eigenfunctions of L) It holds that Fj(R∗)(θ′, s) ≡
0 when j is odd, and |Fj(R∗)(θ′, s)| ≤ C 1+s|θ
′(s)|
s
j
4+
1
2
, when j is even and j ≥ 4.
F0(R
∗)(θ′, s) = −iθ′(s)
(
κ+O(
1
s1/2
)
)
+ (1 + iδ)
{
−2 κb
(p− 1)2 + a
}
1
s1/2
+
a(p − δ2)
κ
1
s
+iκδ
{
a2
κ2
(1 + p)− µ
δ
+ 12
b2(p+ 1)
(p− 1)4 −
4ab(p + 1)
κ(p − 1)2 +O(
1
s1/2
)
}
1
s
+O(
1
s3/2
)
with the fact that δ2 = p, we obtain
F0(R
∗)(θ′, s) = −iθ′(s)
(
κ+O(
1
s1/2
)
)
+ (1 + iδ)
{
−2 κb
(p− 1)2 + a
}
1
s1/2
+iκδ
{
a2
κ2
(1 + p)− µ
δ
+ 12
b2(p+ 1)
(p− 1)4 −
4ab(p + 1)
κ(p − 1)2 +O(
1
s1/2
)
}
1
s
+O(
1
s3/2
)
If j = 2, then
F2(R
∗)(θ′, s)) = iθ′(s)
(
κb
(p− 1)2 (1 + iδ)
1
s1/2
− 6κb
2(p− δ2)
(p − 1)4
1
s
− i6κb
2δ(p + 1)
(p − 1)4
1
s
+O(
1
s3/2
)
)
(
6κ
b2(p− δ2)
(p− 1)4 −
2ab(p− δ2)
(p− 1)2
)
1
s
+ i
(
6κ
δb2(p+ 1)
(p− 1)4 −
2abδ(p + 1)
(p− 1)2
)
1
s
+ κb(p−1)2
{
−(12 + µδ) + p(p+ 1)
(
a2
κ2 + 60
b2
(p−1)4 − 12 ab
2
(p−1)4
)}
1
s3/2
+ iO( 1
s3/2
) +O( 1s2 ).
Then, by the fact that δ2 = p,
F2(R
∗)(θ′, s)) = iθ′(s)
(
κb
(p− 1)2 (1 + iδ)
1
s1/2
− i6κb
2δ(p + 1)
(p− 1)4
1
s
+O(
1
s3/2
)
)
+i
(
6κ
δb2(p+ 1)
(p− 1)4 −
2abδ(p + 1)
(p − 1)2
)
1
s
+ iO(
1
s3/2
)
+
κb
(p− 1)2
{
−(1
2
+ µδ) + p(p+ 1)
(
a2
κ2
+ 60
b2
(p − 1)4 − 12
ab2
(p − 1)4
)}
1
s3/2
+O(
1
s2
).
Proof: Since R∗ is even in the y variables and fj is odd when j is odd, Fj(R∗)(θ′, s) ≡ 0,
when j is odd.
Now, when j is even, we apply Lemma 4.18 with n = [ j2 ] and write
R∗(θ′, y, s) = Π j
2
(θ′, y, s) +O
(
1 + s|θ′(s)|+ |y|j
s j4 +
1
2
)
,
where Π j
2
is a polynomials in y of degree less than j − 1. Using the definition of Fj(R∗)
(projection on the hj of R
∗), we write∫
RN
R∗hjρ =
∫
|y|<s1/4
R∗hjρdy +
∫
|y|>s1/4
R∗hjρdy
=
∫
|y|<s1/4
Π j
2
hjρdy +O
(∫
|y|<s1/4
1 + s|θ′(s)|+ |y|j
s j4 +
1
2
hjρdy
)
+
∫
|y|>s1/4
R∗hjρdy
=
∫
RN
Π j
2
hjρdy +O
(
1 + s|θ′(s)|
s j4 +
1
2
)
+
∫
|y|>s1/4
R∗hjρdy +
∫
|y|>s1/4
Π j
2
hjρdy
(104)
35
We can see that
∫
RN
Π j
2
hjρdy = 0 because hj is orthogonal to all polynomials of degree
less than j−1. Then, note that both integrals over the domain {|y| > s1/4} are controlled
by ∫
s1/4
(|R∗(θ′, y, s)|+ 1 + |y|j) (1 + |y|j)ρdy.
Using the fact that R(y, s) measures the defect of ϕ(y, s) from being an exact solution of
(14). However, since ϕ is an approximate solution of (14), one easily derive the fact that
‖R(s)‖L∞ ≤ C√s , and
|R∗(θ′, y, s)| ≤ C√
s
+ |θ′(s)|. (105)
Using the fact that |ρ(y)| ≤ Ce
√−s, for |y| > s1/4, we can bound our integral by
C(1 + |θ′(s)|)
∫
RN
(1 + |y|j)2ec
√−s√ρdy = C(j)(1 + |θ′(s)|)ec
√−s.
This inequality gives us the result for j ≥ 4.
If j = 0 or j = 2, one has to refine Lemma 4.18 in straightforward but long way and do
as we did for general j. The details are given in Appendix C. This concludes the proof of
the lemma. 
Corollary 4.4 Projection of R∗ on the eigenfunctions of L˜
If j is even and j ≥ 4, then P˜j(R∗)(θ′, s) and Pˆj(R∗)(θ′, s) are O
(
1+s|θ′|
s
j
4+
1
2
)
.
If j is odd, then P˜j(R
∗)(θ′, s) = Pˆj(R∗)(θ′, s) = 0.
If j = 0, then,
Pˆ0(R
∗)(θ′, s) = −θ′(s)
(
κ+O
(
1
s1/2
))
+κδ
{
a2
κ2
δ(1 + p)− µκ+ 12b
2(p + 1)
(p − 1)4 −
4ab(p + 1)
κ(p− 1)2
}
1
s
+O
(
1
s3/2
)
and
P˜0(R
∗)(θ′, s) = O
(
θ′(s)
s1/2
)
+
{
−2 κb
(p− 1)2 + a
}
1
s1/2
+O
(
1
s3/2
)
.
If j = 2, then Pˆ2(R
∗)(θ′, s) = O
(
1
s
)
+O
(
θ′(s)
s1/2
)
and
P˜2(R
∗) = θ′(s)
(
− κbδ
(p− 1)2
1
s1/2
+O
(
1
s
))
+
κb
(p− 1)2
{
−1
2
− µδ + p(p+ 1)
(
a2
κ2
+ 60
b2
(p − 1)4 − 12
ab2
(p − 1)4
)}
1
s3/2
+O
(
1
s2
)
.
In the following, we give a new version of Corollary 4.4.
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Corollary 4.5 If we choose a, b and µ as follows
a =
2κb
(p − 1)2 ,
µ = 8δ(p + 1)
b2
(p − 1)4 ,
(12 + µδ) = p(p+ 1)
(
a2
κ2 + 60
b2
(p−1)4 − 12 ab
2
(p−1)4
)
,
(106)
If j is even and j ≥ 4, then P˜j(R∗)(θ′, s) and Pˆj(R∗)(θ′, s) are O
(
1+s|θ′|
s
j
4+
1
2
)
.
If j is odd, then P˜j(R
∗)(θ′, s) = Pˆj(R∗)(θ′, s) = 0.
If j = 0, then,
Pˆ0(R
∗)(θ′, s) = −θ′(s)
(
κ+O
(
1
s1/2
))
+O
(
1
s3/2
)
and
P˜0(R
∗)(θ′, s) = O
(
θ′(s)
s1/2
)
+O
(
1
s3/2
)
.
If j = 2, then Pˆ2(R
∗)(θ′, s) = O
(
1
s
)
+O
(
θ′(s)
s1/2
)
and
P˜2(R
∗) = θ′(s)
(
− κbδ
(p− 1)2
1
s1/2
+O
(
1
s
))
+O(
1
s2
)
Remark 4.20 It is very important to note that a, b and µ chosen by (106) are the same
given by our formal approach (See Section 2).
Part 2: Proof of Proposition 4.10
In this part, we consider A ≥ 1 and take s large enough so that Part 1 applies.
(i) We control θ′(s), from the projection of (42) on hˆ0 = ih0, taking on consideration the
modulation, we obtain
qˆ′0 = −(
µ
s
+ θ′)
[
(1 + δ2)q˜0 + δqˆ0
]
+ Pˆ0(V1q) + Pˆ0(V2q¯) + Pˆ0(B) + Pˆ0(R
∗) (107)
By the definition of the shrinking set VA Definition 4.3, Corollary 4.3, Lemma 4.17 and
Corollary 4.5, since q(s) ∈ VA(s) and qˆ0 = 0 for all s ∈ [τ, s1], this yields
|θ′(s)| ≤ CA
5
s
3
2
.
(ii) From the projection of (42) respectively on h˜0 = (1 + iδ)h0 and h˜1 = (1 + iδ)h1, we
obtain;
q˜′0 = q˜0 + (
µ
s + θ
′) [δq˜0 + qˆ0] + P˜0(V1q) + P˜0(V2q¯) + P˜0(B) + P˜0(R∗),
q˜′1 =
1
2 q˜1 + (
µ
s + θ
′) [δq˜1 + qˆ1] + P˜1(V1q) + P˜1(V2q¯) + P˜1(B) + P˜1(R∗).
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The two inequalities in (ii) of Proposition 4.10 are a direct consequence of Definition
4.3, Remark 4.15, Lemma 4.17 and Corollary 4.5, provided that s0 is large enough.
(iii) Estimate of q˜2. By Corollary 4.3, Corollary 4.4, equation (107) and the fact that
q(s) ∈ VA(s), we obtain ∣∣∣∣θ′κ− 16δ b(p + 1)(p − 1)2 q˜2s1/2
∣∣∣∣ ≤ CA3
s
3
2
(108)
Let us project the different terms of (42) on h˜2. We use Part 1, (Lemma 4.14 and
Corollary 4.4) and the fact that q(s) ∈ VA(s) and we obtain:
P˜2
(
∂q
∂s
)
= q˜′2,
|P˜2(−i(µs + θ′(s)q)− µδ q˜2s | ≤ C A
3
s2
,∣∣∣P˜2(V1q) + q˜2s 60b2(p+ 1) 1(p−1)2 + P˜2(V2q¯)− q˜2s 60b2(p+ 1)p2−4p+12(p−1)3
∣∣∣ ≤ C A3s2
|P˜2(B(q, y, s))|+ |Pˆn(B(q, y, s))| ≤ Cs2 ,
and
|P˜2(R∗(q, y, s)) + 16 b
2
(p − 1)4 p(p + 1)
q˜2
s
| ≤ CA
3
s2
,
here we used (108), the estimate on θ′ and Corollary 4.5.
Adding all these contributions gives −2 as the coefficient of q˜2(s)
s
in the following ODE
|q˜′2 +
2
s
q˜2| ≤ CA
3
s2
.
(iv) Estimates of qˆ1, qˆ2, qˆj and q˜j for 3 ≤ j ≤M : Using the definintion of the shrinking
set VA Definition 4.3 and Corollary 4.3, Lemma 4.17, Corollary 4.4 from Part 1 and the
fact that q(s) ∈ VA(s), we see that for all s ∈ [τ, s1], we have∣∣∣∣qˆ′1 + 12 qˆ1
∣∣∣∣ ≤ CA5
s
3
2
,
∣∣∣qˆ′2 + qˆ2∣∣∣ ≤ Cs ,∣∣∣∣qˆ′j + j2 qˆj
∣∣∣∣ ≤ CAj−1
s
j+1
4
, if 3 ≤ j ≤M,∣∣∣∣q˜′j + j − 22 q˜j
∣∣∣∣ ≤ CAj−1
s
j+1
4
, if 3 ≤ j ≤M.
(109)
Integrating this inequalities between τ and s1 gives the desired estimates.
4.3.2 The infinite dimensional part: q−
We proceed in 2 parts:
• In Part 1, we project equation (42) to get equations satisfied by q−.
• In Part 2, we prove the estimate on q−.
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Part 1: Projection of equation (42) using the projector P− In the following, we
will project equation (42) term by term.
First term: ∂q∂s
From (52), its projection is
P−(
∂q
∂s
) =
∂q−
∂s
(110)
Second term: L˜0q
From (42), we have the following,
P−(L˜q) = L0q− + P−[(1 + iδ) Re q−].
Third term: −i (µs + θ′(s)) q
Since P− commutes with the multiplication by i, we deduce that
P−[−i
(µ
s
+ θ′(s)
)
q] = −i
(µ
s
+ θ′(s)
)
q−.
Fourth term: V1q and V2q¯
We have the following:
Lemma 4.21 (Projection of V1q and V2q¯) The projection of V1q and V2q¯ satisfy for
all s ≥ 1,
∥∥∥∥ P−(V1q)1 + |y|M+1
∥∥∥∥
L∞
≤
(
‖V1‖L∞ + C
s1/2
)∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
+
M∑
n=0
C
s
M+1−n
4
(|qˆn|+ |q˜n|), (111)
and the same holds for V2q¯.
Using the fact that q(s) ∈ VA(s), we get the following
Corollary 4.6 For all A ≥ 1, there exists s14(A) such that for all s ≥ s14, if q(s) ∈ VA(s)
then, ∥∥∥∥ P−(V1q)1 + |y|M+1
∥∥∥∥
L∞
≤ ‖V1‖L∞
∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
+ C
AM
s
M+2
4
,
and the same holds for V2q.
Proof of Lemma 4.21: We just give the proof for V1q since the proof for V2q¯ is similar.
From Subsection 3.3, we write q = q+ + q− and
P−(V1q) = V1q − P+(V1q−) + P−(V1q+).
Moreover, we claim that the following estimates hold∥∥∥ V1q−1+|y|M+1
∥∥∥
L∞
≤ ‖V1‖L∞
∥∥∥ q−1+|y|M+1
∥∥∥
L∞∥∥∥P+(V1q−)1+|y|M+1
∥∥∥
L∞
≤ C
s1/2
∥∥∥ q−1+|y|M+1
∥∥∥
L∞
.
Indeed, the first one is obvious. To prove the second one, we use (76) to show that
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|Pˆn(V1q−)|+ |P˜n(V1q−)| ≤ C
s1/2
∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
.
To control P−(V1q+) =
∑
n≤M P−(V1(qˆnhˆn + q˜nh˜n)), we argue as follows.
If M − n is odd, we take k = M−1−n2 in (77), hence
P−(V1(qˆnhˆn + q˜nh˜n)) =
∑k
j=1
1
s
j
2
P−
(
W1,j(qˆnhˆn + q˜nh˜n)
)
+ P−
(
(qˆnhˆn + q˜nh˜n)W˜1,k
)
Since 2k + n ≤ M , we deduce that P−
(
W1,j(qˆnhˆn + q˜nh˜n)
)
= 0 for all 0 ≤ j ≤ k.
Moreover, using that
|W˜1,k| ≤ C (1 + |y|
2k+2)
s
k+1
2
and applying Lemma A.3, we deduce that∥∥∥∥∥P−(V1(qˆnhˆn + q˜nh˜n))1 + |y|M+1
∥∥∥∥∥
L∞
≤ C |qˆn|+ |q˜n|
s
M+1−n
4
. (112)
If M − n is even, we take k = M−n2 in (77) and use that
|W˜1,k| ≤ C 1 + |y|
2k+1
s
k
2
+ 1
4
,
to deduce that (112) holds. This ends the proof of Lemma 4.21.
Fifth term: B(q, y, s).
Using (44), we have the following estimate from Lemmas A.3 and 4.16.
Lemma 4.22 For all K ≥ 1 and A ≥ 1, there exists s15(K,A) such that for all s ≥ s15,
if q(s) ∈ VA(s), then∥∥∥∥P−(B(q, y, s))1 + |y|M+1
∥∥∥∥
L∞
≤ C(M)
[(
AM+2
s
1
4
)p¯
+
A5
s
1
2
]
1
s
M+1
4
, (113)
where p¯ = min(p, 2).
Proof: The proof is very similar to the proof of the previous lemma. From Lemma 4.16,
we deduce that for all s there exists a polynomial BM of degree M in y such that for all
y and s, we have
|B −BM (y)| ≤ C
[(
AM+2
s
1
4
)p¯
+
A[5+(M+1)
2]
s
1
2
]
(1 + |y|M+1)
s
M+1
4
. (114)
Indeed, we can take BM to be the polynomial
BM = P+,M


M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s
1
4
)qj+q¯
k
+
]


.
40
Then the fact that B−BM(y) is controlled by the right hand side of (114) is a consequence
of the following estimates in the outer region and in the inner region.
First, in the region |y| ≥ s 14 , we have from Lemma 4.16,
|B| ≤ C|q|p¯ ≤ C
(
AM+2
s
1
4
)p¯
and from the proof of Lemma 4.17, we know that for 0 ≤ n ≤M ,
|P˜n(BM (q, y, s))|+ |Pˆn(BM (q, y, s))| ≤ C A
n
s
n+2
4
.
Beside, in the region |y| ≤ s 14 , we can use the same argument as in the proof of Lemma
4.16 to deduce that the coefficients of degree k ≥M + 1 of the polynomial
M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s
1
4
)qj+q¯
k
+
]
−BM ,
is controlled by C A
k
s
k
4 +
1
2
and hence∣∣∣∣∣∣∣∣∣∣∣∣
M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s
1
4
)qj+q¯
k
+
]
−BM
∣∣∣∣∣∣∣∣∣∣∣∣
≤ CA
2M+2
s
M+3
4
(1 + |y|M+1),
in the region |y| ≤ s 14 .
Moreover, using that |q| ≤ C AM+1
s
1
4
in the region |y| ≤ s 14 , we deduce that for all s ≥ 2A2,
we have ∣∣∣∣∣∣∣∣∣∣∣∣
M∑
l=0
∑
0 ≤ j, k ≤M + 1
2 ≤ j + k ≤M + 1
1
sl/2
[
Blj,k(
y
s
1
4
)qj+q¯
k
+
]
∣∣∣∣∣∣∣∣∣∣∣∣
≤ CA
2M+2
s
M+3
4
(1 + |y|M+1).
Finally, to control the term |q|M+2, we use the fact that in the region |y| ≤ s 14 , we have
the following two estimates |q| ≤ C AM+1
s
1
4
and |q| ≤ A5 1
s
3
4
(1 + |y|M+1) if √s ≥ 2A2. Hence
|q|M+2 ≤ CA
5
s
3
4
(
AM+1
s
1
4
)M+1
(1 + |y|M+1).
This ends the proof of estimate (114) and conclude the proof of (113) by applying Lemma
A.3.
Sixth term: R∗(θ′, y, s).
We claim the following:
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Lemma 4.23 If |θ′(s)| ≤ CA5
s3/2
, then the following holds∥∥∥∥P−(R∗(θ′, y, s))1 + |y|M+1
∥∥∥∥ ≤ C 1
s
M+3
4
Proof: Taking n = M2 +1 (rememberM is even), we write from Lemma 4.18 R
∗(θ′, y, s) =
Πn(θ
′, y, s) + Π˜n(θ′, y, s). Since 2n − 2 =M , we see from subsection 3.3 that
|Π˜n(θ′, y, s)| ≤ C 1 + |y|
2n−2
s
n+1
2
≤ C 1 + |y|
M+1
s
M+3
4
(115)
in the region |y| < s1/4. It is easy to see using 46 and the definition of Πn that (115) holds
for all y ∈ R and s ≥ 1. Then applying Lemma A.3, we conclude easily.
Part 2: Proof of the last but one identity in (iv) of Proposition 4.10 (esti-
mate on q−)
If we apply the projection P− to the equation (42) satisfied by q, we see that q− satisfies
the following equation:
∂q−
∂s
= L0q−+P−[(1+iδ) Re q−]+P−[−i(µ
s
+θ′(s))q+V1q+V2q¯+B(q, y, s)+R∗(θ′, y, s)].
Here, we have used the important fact that P−[(1 + iδ) Re q+] = 0. The fact that M is
large as fixed in (50) is crucial in the proof. Using the kernel of the semigroup generated
by L0, we get for all s ∈ [τ, s1],
q−(s) = e(s−τ)L0q−(τ)
+
∫ s
τ
e(s−s
′)L0P−[(1 + iδ) Re q−]ds′
+
∫ s
τ
e(s−s
′)L0P−
[
−i(µ
s
+ θ′(s′))q + V1q + V2q¯ +B(q, y, s′) +R∗(θ′, y, s′)
]
ds′.
Using Lemma A.2, we get∥∥∥ q−(s)1+|y|M+1
∥∥∥
L∞
≤ e−M+12 (s−τ)
∥∥∥∥ q−(τ)1 + |y|M+1
∥∥∥∥
L∞
+
∫ s
τ
e−
M+1
2
(s−s′)√1 + δ2 ∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
M+1
2
(s−s′)
∥∥∥∥∥P−
[−i(µs + θ′(s′))q + V1q + V2q¯ +B(q, y, s′) +R∗(θ′, y, s′)]
1 + |y|M+1
∥∥∥∥∥
L∞
ds′
Assuming that q(s′) ∈ VA(s′), the results from Part 1 yields (use (i) of Proposition 4.10
to bound θ′(s))
∥∥∥ q−(s)1+|y|M+1
∥∥∥
L∞
≤ e−M+12 (s−τ)
∥∥∥∥ q−(τ)1 + |y|M+1
∥∥∥∥
L∞
+
∫ s
τ
e−
M+1
2
(s−s′)
(√
1 + δ2 + ‖|V1|+ |V2|‖L∞
) ∥∥∥∥ q−1 + |y|M+1
∥∥∥∥
L∞
ds′
+C(M)
∫ s
τ
e−
M+1
2
(s−s′)
[
A(M+1)
2+5
(s′)
M+3
4
+
A(M+2)p¯
(s′)
p¯−1
2
1
(s′)
M+2
2
+
AM
(s′)
M+2
2
]
ds′.
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Since we have already fixed M in (50) such that
M ≥ 4
(√
1 + δ2 + 1 + 2 max
i=1,2,y∈R,s≥1
|Vi(y, s)|
)
,
using Gronwall’s lemma or Maximum principle and (70), we deduce that
e
M+1
2
s
∥∥∥ q−(s)1+|y|M+1
∥∥∥
L∞
≤ eM+14 (s−τ)eM+12 τ
∥∥∥∥ q−(τ)1 + |y|M+1
∥∥∥∥
L∞
+e
M+1
2
s2
M+3
4
[
A(M+1)
2+5
s
M+3
4
+
A(M+2)p¯
s
p¯−1
2
1
(s′)
M+2
2
+
AM
s
M+2
2
]
which concludes the proof of the last but one identity in (iv) of Proposition 4.10.
4.3.3 The outer region: qe
Here, we finish the proof of Proposition 4.10 by proving the last inequality in (iv). Since
q(s) ∈ VA(s) for all s ∈ [τ, s1], it holds from Claim 4.8 and Proposition 4.10 that
‖q(s)‖L∞(|y|<2Ks1/4) ≤ C
AM+1
s1/4
and |θ′(s)| ≤ CA
5
s3/2
. (116)
Then, we derive from (38) an equation satisfied by qe, where qe is defined by (41):
∂qe
∂s
= L0qe − 1p−1qe + (1− χ)e
iδ
p−1s {L(q, θ′, y, s) +R∗(θ′, y, s)}
−e iδp−1sq(s)
(
∂sχ+∆χ+
1
2
y · ∇χ
)
+ 2e
iδ
p−1sdiv(q(s)∇χ).
(117)
Writing this equation in its integral form and using the maximum principle satisfied by
eτL0 (see Lemma A.1, see Apendix below), we write
‖qe(s)‖L∞ ≤ e−
s−τ
p−1 ‖qe(τ)‖L∞ ,
+
∫ s
τ
e
− s−s′
p−1
(‖(1 − χ)L(q, θ′, y, s′)‖L∞ + ‖(1 − χ)R∗(θ′, y, s′)‖L∞) ds′
+
∫ s
τ
e
− s−s′
p−1
∥∥∥∥q(s′)
(
∂sχ+∆χ+
1
2
y · ∇χ
)∥∥∥∥
L∞
ds′
+
∫ s
τ
e−
s−s′
p−1 1√
1− e−(s−s′)
‖q(s′)∇χ‖L∞ds′.
Let us bounds the norms in the three last lines of this inequality.
First from (40) and (116)∥∥q(s′) (∂sχ+∆χ+ 12y · ∇χ)∥∥L∞ ≤ C(1 + 1K2s′ )‖q(s′)‖L∞(|y|<2Ks′1/4)
≤ C A
M+1
(s′)1/4
,
(118)
‖q(s′)∇χ‖L∞ ≤ C
K(s′)1/4
‖q(s′)‖
L∞(|y|<2K(s′)1/4) ≤ C
AM+1√
s′
, (119)
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for s′ large enough.
Second note that the residual term (1−χ)R∗ is small as well. Indeed, recalling the bound
(45) on R, we write from the definition of R∗ (39) and (116):
‖(1− χ)R∗(θ′, y, s′)‖L∞ ≤ C
(s′)1/4
+ |θ′(s′)| ≤ C
(s′)1/4
(120)
for s′ large enough.
Third, the term (1−χ)L(q, θ′, y, s′) given in (39) is less than ǫ|qe| with ǫ = 12(p−1) . Indeed,
it holds from (116) that:
‖(1 − χ)L(q, θ′, y, s′)‖L∞
≤ C‖qe(s′)‖L∞
(
‖ϕ(s′)‖p−1
L∞(|y|≥Ks′1/4) + ‖q(s
′)‖p−1
L∞(|y|≥Ks′1/4) +
1
s′
+ |θ′(s)|
)
,
≤ 12(p−1)‖qe(s′)‖L∞ ,
(121)
whenever K and s′ are large (in order to ensure that ‖ϕ(s′)‖L∞(|y|≥Ks′1/4) is small).
Notice that it is only here that we need the fact that K is big enough. Using estimates
(116), (118), (119), (120) and (121), we write
‖qe(s)‖L∞ ≤ e−
s−τ
p−1‖qe(τ)‖L∞
+
∫ s
τ
e
− s−s′
p−1
(
1
2(p − 1)‖qe(s
′)‖L∞ + CA
M+1
(s′)
1
4
+ C
AM+1
(s′)
1
2
1√
1− e−(s−s′)
)
ds′.
Using Gronwall’s inequality or Maximum principle, we end-up with
‖qe(s)‖L∞ ≤ e−
(s−τ)
2(p−1) ‖qe(τ)‖L∞ + CA
M+1
τ
1
4
(s− τ +√s− τ),
which concludes the proof of Proposition 4.10.
5 Single point blow-up and final profile
In this section, we prove Theorem 1. Here, we use the solution of problem (42)-(58)
constructed in the last section to exhibit a blow-up solution of equation (1) and prove
Theorem 1.
(i) Consider (q(s), θ(s)) constructed in Section 4 such that (54) holds. From (54) and the
properties of the shrinking set given in Claim 4.8, we see that θ(s) → θ0 as s → ∞ such
that
|θ(s)− θ0| ≤ CA5
∫ ∞
s
1
τ
3
2
dτ ≤ CA
5
√
s
and ‖q(s)‖L∞(R) ≤
C0(K,A)√
s
. (122)
Introducing w(y, s) = ei(µ log s+θ(s)) (ϕ(y, s) + q(y, s)), we see that w is a solution of equa-
tion (14) that satisfies for all s ≥ log T and y ∈ R,
|w(y, s)− eiθ0+iµ log sϕ(y, s)| ≤ C‖q(s)‖L∞ + C|θ(s)− θ0| ≤ C0
s
1
4
.
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Introducing
u(x, t) = e−iθ0κiδ(T − t) 1+iδp−1 w
(
y√
T − t ,− log(T − t)
)
,
we see from (13) and the definition of ϕ (34) that u is a solution of equation (1) defined
for all (x, T ) ∈ R× [0, T ) which satisfies (9).
If x0 = 0. It remains to prove that when x0 6= 0, x0 is not a blow-up point. The following
result from Giga and Kohn [GK89] allows us to conclude:
Proposition 5.1 (Giga and Kohn - No blow-up under the ODE threshold) For all
C0 > 0, there is η0 > 0 such that if v(ξ, τ) solves
|vt −∆v| ≤ C0(1 + |v|p)
and satisfies
|v(ξ, τ)| ≤ η0(T − t)−1/(p−1)
for all (ξ, τ) ∈ B(a, r)× [T − r2, T ) for some a ∈ R and r > 0, then v does not blow up at
(a, T ).
Proof: See Theorem 2.1 page 850 in [GK89]. 
Indeed, we see from (9) and (34) that
sup
|x−x0|≤ |x0|2
(T − t) 1p−1 |u(x, t)| ≤
∣∣∣∣∣ϕ0
(
|x0|/2√
(T − t)| log(T − t)|
)∣∣∣∣∣+ C| log(T − t)| 14 → 0
as t → T , x0 is not a blow-up point of u from Proposition 5.1. This concludes the proof
of (i) of Theorem 1.
(ii) Arguing as Merle did in [Mer92], we derive the existence of a blow-up profile u∗ ∈
C2(R∗) such that u(x, t)→ u∗(x) as t→ T , uniformly on compact sets of R∗. The profile
u∗(x) is not defined at the origin. In the following, we would like to find its equivalent as
x → 0 and show that it is in fact singular at the origin. We argue as in Masmoudi and
Zaag [MZ08]. Consider K0 > 0 to be fixed large enough later. If x0 6= 0 is small enough,
we introduce for all (ξ, τ) ∈ R× [− t0(x0)T−t0(x0) , 1),
v(x0, ξ, τ) = (T − t0(x0))
1+iδ
p−1 v(x, t), (123)
where, x = x0 + ξ
√
T − t0(x0), t = t0(x0) + τ(T − t0(x0)), (124)
and t0(x0) is uniquely determined by
|x0| = K0
√
(T − t0(x0))| log(T − t0(x0))| 12 . (125)
From the invariance of problem (1) under dilation, v(x0, ξ, τ) is also a solution of (1) on
its domain. From (124), (125), (34), we have
sup
|ξ|<2| log(T−t0(x0))|1/8
|v(x0, ξ, 0) − ϕ0(K0)| ≤ C| log(T − t0(x0))| 18
→ 0 as x0 → 0.
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Using the continuity with respect to initial data for problem (1) associated to a space-
localization in the ball B(0, |ξ| < | log(T − t0(x0))|1/8), we show as in Section 4 of [Zaa98]
that
sup|ξ|≤| log(T−t0(x0))|1/8, 0≤τ<1 |v(x0, ξ, τ) − UK0(τ)| ≤ ǫ(x0) as x0 → 0,
where UK0(τ) = ((p− 1)(1− τ) + bK20 )−
1+iδ
p−1 is the solution of the PDE (1) with constant
initial data ϕ0(K0). Making τ → 1 and using (124), we see that
u∗(x0) = limt→T v(x, t) = (T − t0(x0))−
1+iδ
p−1 | log(T − t0(x0))|iµ limτ→1 v(x0, 0, τ)
∼ (T − t0(x0))−
1+iδ
p−1 | log(T − t0(x0))|iµUK0(1)
as x0 → 0. Since we have from (125)
log(T − t0(x0)) ∼ 2 log |x0| and T − t0(x0) ∼ |x0|
2
√
2K20
√| log |x0|| ,
as x0 → 0, this yields (ii) of Theorem 1 and concludes the proof of Theorem 1. 
A Spectral properties of L0
In this Appendix, we give some properties associated to the operator L0, defined in (39);
L0v = ∆v − 1
2
y · ∇v.
Indeed as stated by [BK94], we have the following Mehler’s kernel for the semigroup L0 l:
esL0(y, x) =
1
[4π(1− e−s)]N/2 exp
[
−|x− ye
− s
2 |
4(1− e−s)
]
. (126)
In the following, we give some properties associated to the kernel.
Lemma A.1 a) The semigroup associated to L0 satisfies the maximum principle:
‖esL0ϕ‖L∞ ≤ ‖ϕ‖L∞ .
b) Moreover, we have
‖esL0div (ϕ)‖L∞ ≤ C√
1− e−s ‖ϕ‖L∞ ,
where C is a constant.
Proof: a) It follows directly by part, this also follows from the definition of the semigroup
(126).
b) Using an integration by part, this also follows from the definition of the semigroup
(126).
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Lemma A.2 There exists a constant C such that if φ satisfies
∀x ∈ R |φ(x)| ≤ (1 + |x|M+1)
then for all y ∈ R, we have
|esL0P−(φ(y))| ≤ Ce−
M+1
2
s(1 + |y|M+1)
Proof: This also follows directly from the semigroup’s definition, through an integration
by part, for a similar case see page 556-558 from [BK94].
Moreover, we have the following useful lemma about P−.
Lemma A.3 For all k ≥ 0, we have∥∥∥∥ P−(φ)1 + |y|M+k
∥∥∥∥
L∞
≤ C
∥∥∥∥ φ1 + |y|M+k
∥∥∥∥ .
Proof: Using (49), we have
|φn| ≤ C
∥∥∥∥ φ1 + |y|M+k
∥∥∥∥
L∞
.
Since for all m ≤M , |hm(y)| ≤ C(1 + |y|m+k) and
|φ| ≤ C
∥∥∥∥ φ1 + |y|M+k
∥∥∥∥
L∞
(1 + |y|m+k),
the result follows from definition (48) of φ.
B Details of expansions of the fourth term of equation (39)
V1q + V2q¯
In the following, we will try to expand each term of V1(y, s) and V2(y, s) as a power series
of
1
s
as s→∞, uniformly for |y| ≤ Cs 14 , with C a positive constant.
∣∣∣ϕ0(z) + as1/2 (1 + iδ)
∣∣∣p−1
= κp−1
(
1 + (p−1)a
κs1/2
+ a
2(p−1)2
κ2s
− b(p−1) y
2
s1/2
+ a
3
3κ3s3/2
(p− 1)(p − 3)(2p − 1)
−2abκ y
2
s +
a2b(p−3)(1−2p)
κ2(p−1)
y2
s3/2
+ b
2
(p−1)2
y4
s +
ab2
2κ(p−1)3
[
(p+ 1)(p − 2) + 2(p − 1)(p − 3) + 2(p− 1)2] y4
s3/2
− b3
(p−1)3
y6
s3/2
+O( 1
s2
) +O(y
8
s2
)
)
.
(127)
V1 = (1 + iδ)
p+1
2
(∣∣∣ϕ0(z) + as1/2 (1 + iδ)
∣∣∣p−1 − 1p−1
)
=
(
1
s1/2
W1,1 +
1
sW1,2 +O(
1
s3/2
) +O( y
6
s3/2
)
)
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Recalling that b = (p−1)
2
8
√
p(p+1)
, a = κ
4
√
p(p+1)
, , we have
W1,1 = −(1 + iδ) b(p+1)2(p−1)2 h2(y)
F2(W1,1q˜2h˜2) = −32(1 + iδ)2 b(p+1)(p−1)2 q˜2
P˜2(W1,1q˜2h˜2) = 32
b(p+1)
(p−1) q˜2,
F0(W1,1q˜2h˜2) = −4(1 − p+ 2iδ) b(p+1)(p−1)2 q˜2
Pˆ0(W1,1q˜2h˜2) = −4δ b(p+1)
2
(p−1)2 q˜2
W1,2 = (1 + iδ)
b2(p+1)
2(p−1)3
(
y4 − 4y2 + 4) = (1 + iδ) b2(p+1)
2(p−1)3 h
2
2(y),
F2(W1,2q˜2h˜2) = 60(1 + iδ)
2 b
2(p+1)
(p−1)3 q˜2
P˜2(W1,2q˜2h˜2) = −60 b
2(p+1)
(p−1)2 q˜2
Let us now expand the term V2;
∣∣∣ϕ0(z) + as1/2 (1 + iδ)
∣∣∣p−3
= κp−3
(
1 + 2a
κs1/2
+ a
2(p+1)
κ2s
) p−3
2
(
1− 2 b
(p−1)2
y2
s1/2
− 2 abκ(p−1) y
2
s +
b2(p+1)
(p−1)4
y4
s
+2a
2b(3p−1)
κ2(p−1)2
y2
s3/2
+ ab
2(p+1)(p−2)
κ(p−1)4
y4
s3/2
− 23 b
3p(p+1)
(p−1)6
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
) p−3
2
= κp−3
(
1 + a(p−3)κ
1
s1/2
+ a
2(p−3)(p−2)
κ2
1
s +
2
3
a3(p−1)(p−3)(p−5)
κ3
1
s3/2
+O( 1s2 )
)
∗
(
1− b(p−3)
(p−1)2
y2
s1/2
− ab(p−3)κ(p−1) y
2
s +
b2(p−3)(p−2)
(p−1)4
y4
s +
ab2(p−3)2(2p−1)
2κ(p−1)4
y4
s3/2
− b3(p−2)(p−3)(3p−5)
3(p−1)6
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
)
= κp−3
(
1 + a(p−3)κ
1
s1/2
+ a
2(p−3)(p−2)
κ2
1
s +
2
3
a3(p−1)(p−3)(p−5)
κ3
1
s3/2
− b(p−3)
(p−1)2
y2
s1/2
− 2ab(p−3)(p−2)
κ(p−1)2
y2
s
+ b
2(p−3)(p−2)
(p−1)4
y4
s +
ab2(p−3)2(4p−5)
2κ(p−1)4
y4
s3/2
− b3(p−2)(p−3)(3p−5)3(p−1)6 y
6
s3/2
+O( 1s2 ) +O(
y8
s2 )
)
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(
ϕ0(z) +
a
s1/2
(1 + iδ)
)2
= κ2
(
1 + a
κ
√
s
(1 + iδ) − b
(p−1)2 (1 + iδ)
y2
s1/2
+ i b
2δ(p+1)
2(p−1)4
y4
s − b
3δ(p+1)
6(p−1)6 (δ + i(1− 2p)) y
6
s3/2
+O(y
8
s2
)
)2
= κ2
(
1 + 2a
κ
√
s
(1 + iδ) − 2b(p−1)2 (1 + iδ) y
2
s1/2
+ i b
2δ(p+1)
(p−1)4
y4
s +
a2
κ2 (1 + iδ)
2 1
s − 2abκ(p−1)2 (1 + iδ)2 y
2
s
+ b
2(1+iδ)2
(p−1)4
y4
s +
ab2δ(p+1)(−δ+i)
κ(p−1)4
y4
s3/2
+ (δ−i)b
3δ(p+1)
(p−1)6
y6
s3/2
− b3δ(p+1)
3(p−1)6 (δ + i(1− 2p)) y
6
s3/2
+O(y
8
s2
)
)
= κ2
(
1 + (1 + iδ)2aκ
1√
s
+ ((1− p) + i2δ) a2
κ2
1
s − (1 + iδ) 2b(p−1)2 y
2
s1/2
− ((1− p) + i2δ) 2ab
κ(p−1)2
y2
s
+(1− p+ iδ(p + 3)) b2(p−1)4 y
4
s +
ab2(p+1)(−p+iδ)
κ(p−1)4
y4
s3/2
+ 23
b3(p+1)
(p−1)6 (p+ iδ(p − 2)) y
6
s3/2
+O(y
6
s4 ) +O(
y8
s4 )
)
W2,1 = −(1 + iδ)p−12 b(p−1)3 (p− 1 + 2iδ) h2(y)
F2(W2,1q˜2
¯˜
h2) = −32((p− 1 + 2iδ) (p+ 1) b(p−1)2 q˜2
P˜2(W2,1q˜2
¯˜
h2) = −32 b(p+1)p−1 q˜2,
F0(W2,1q˜2
¯˜
h2) = −4((p− 1 + 2iδ) (p + 1) b(p−1)2 q˜2
Pˆ0(W2,1q˜2
¯˜h2) = 4δ
b(p+1)(p−3)
(p−1)2 q˜2,
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W2,2 =
p−1
2 (1 + iδ)
{
a2
κ2s
(
p2 − 4p+ 1 + i2δ(p − 2))
−y2 2ab
κ(p−1)2
(
p2 − 4p+ 1 + i2δ(p − 2))
+y4 b
2
(p−1)4
(
p2 − 4p + 1 + i3δ(p − 1)) }
= (1 + iδ) b
2
2(p−1)3
{
4
(
p2 − 4p+ 1 + i2δ(p − 2))
−4y2 (p2 − 4p+ 1 + i2δ(p − 2))
+y4
(
p2 − 4p + 1 + i3δ(p − 1)) }.
= (1 + iδ) b
2
2(p−1)3
[
(p2 − 4p + 1)h22(y)
+iδ
(
8(p− 2)(1 − y2) + y43(p − 1)) ],
Then, we can write
W2,2q˜2
¯˜h2 = (p + 1)
b2
2(p−1)3
[
(p2 − 4p + 1)h32(y) + iδ
(
8(p − 2)(1 − y2) + y43(p − 1))h2(y)]
and we obtain
P˜2(W2,2q˜2
¯˜
h2) = 60(p + 1)
b2
2(p − 1)3 (p
2 − 4p+ 1)q˜2.
C Details of expansions of the sixth term of equation (39)
R∗(θ′, y, s)
Using the definition of ϕ, the fact that ϕ0 satisfies (37) and (42), we see that R
∗ is in fact
a function of θ′, z = y
s1/4
and s that can be written as
R∗(θ′, y, s) =
1
4
z
s
∇zϕ0(z) + 1
2
a
s3/2
(1 + iδ) +
1
s1/2
∆zϕ0(z)
− a(1 + iδ)
2
(p− 1)s1/2 +
(
F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− F (ϕ0)
)
−iµ
s
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
− iθ′(s)
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
with, F (u) = (1 + iδ)|u|p−1u.
(129)
In the following, we will try to expand each term of (129) as a power series of
1
s
as s→∞,
uniformly for |y| ≤ Cs 14 , with C a positive constant.
• 14 zs∇zϕ0(z):
1
4
z
s∇zϕ0(z) = −12κ1+iδp−1 bp−1 z
2
s
(
1 + bp−1z
2
)− p+iδ
p−1
= −12κ1+iδp−1 bp−1 y
2
s3/2
{
1− p+iδp−1 bp−1 y
2
s1/2
+O(y
4
s )
}
= −1
2
κ(1 + iδ)
b
(p − 1)2
y2
s3/2
+O(
y4
s2
) +O(
y6
s2
).
• 1
s1/2
∆zϕ0(z):
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1
s1/2
∆zϕ0(z) =
−2κ(1 + iδ) b
(p − 1)2
1
s1/2
(
1 +
b
p− 1z
2
)− p+iδ
p−1
+ 4κ
1 + iδ
p− 1
p+ iδ
p− 1
b2
(p − 1)2
z2
s1/2
(
1 +
b
p− 1z
2
)− 2p−1+iδ
p−1
= 2κ(1 + iδ)
b
(p − 1)2
1
s1/2
{
− 1 + b(p+ iδ)
(p− 1)2
y2
s1/2
− b
2(p+ iδ)(2p − 1 + iδ)
2(p − 1)4
y4
s
+2
p+ iδ
p− 1
b
p− 1
y2
s1/2
(
1− b(2p − 1 + iδ)
(p− 1)2
y2
s1/2
)
+O(
y6
s3/2
)
}
= −2κ(1 + iδ) b
(p − 1)2
1
s1/2
+ i6κ
b2δ(p + 1)
(p − 1)2
y2
s
+ 5κ
b3δ(p + 1)
(p− 1)6 (δ − i(2p − 1))
y4
s3/2
+O(
y6
s2
).
• F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
We start by the following term and recall that we work in
the critical case δ2 = p and we expand this term as a power series of
1
s
as s → ∞,
uniformly for |y| ≤ Cs 14 , with C a positive constant.
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∣∣∣ϕ0(z) + as1/2 (1 + iδ)
∣∣∣p−1
=
∣∣∣κ+ a
s1/2
(1 + iδ) − κ b(1+iδ)
(p−1)2
y2
s1/2
+ iκ b
2δ(p+1)
2(p−1)4
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+ κ b
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(
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=
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− 2 δ2κab
(p−1)2
y2
s +
κ2b2(p+1)
(p−1)4
y4
s
+κab
2δ2(p+1)
(p−1)4
y4
s3/2
+ κ2 b
3δ2(p+1)
(p−1)6
1−3
3
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
) p−1
2
=
(
κ2 + 2κa
s1/2
+ a
2(p+1)
s − 2 bκ
2
(p−1)2
y2
s1/2
− 2κab(p+1)(p−1)2 y
2
s +
κ2b2(p+1)
(p−1)4
y4
s + κ
ab2p(p+1)
(p−1)4
y4
s3/2
− 23κ2 b
3p(p+1)
(p−1)6
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
) p−1
2
.
= κp−1
(
1 + 2a
κs1/2
+ a
2(p+1)
κ2s
) p−1
2
(
1− 2 b
(p−1)2
1
1+ 2a
κs1/2
+
a2(p+1)
κ2s
[
y2
s1/2
+ a(p+1)κ
y2
s − b(p+1)2(p−1)2 y
4
s
− abp(p+1)
2κ(p−1)2
y4
s3/2
+ 13
b2p(p+1)
(p−1)4
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
]) p−1
2
= κp−1
(
1 + 2a
κs1/2
+ a
2(p+1)
κ2s
) p−1
2
(
1− 2 b
(p−1)2
[
1− 2a
κs1/2
− a2(p+1)
κ2s
+ 4a
2
κ2s
+O( 1
s3/2
)
]
∗
[
y2
s1/2
+ a(p+1)κ
y2
s − b(p+1)2(p−1)2 y
4
s − abp(p+1)2κ(p−1)2 y
4
s3/2
+ 13
b2p(p+1)
(p−1)4
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
]) p−1
2
= κp−1
(
1 + 2a
κs1/2
+ a
2(p+1)
κ2s
) p−1
2
(
1− 2 b(p−1)2
[
1− 2a
κs1/2
− a2(p−3)κ2s +O( 1s3/2 )
]
∗
[
y2
s1/2
+ a(p+1)κ
y2
s − b(p+1)2(p−1)2 y
4
s − abp(p+1)2κ(p−1)2 y
4
s3/2
+ 13
b2p(p+1)
(p−1)4
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
] ) p−1
2
= κp−1
(
1 + 2a
κs1/2
+ a
2(p+1)
κ2s
) p−1
2
(
1− 2 b
(p−1)2
y2
s1/2
− 2 abκ(p−1) y
2
s +
b2(p+1)
(p−1)4
y4
s
+2a
2b(3p−1)
κ2(p−1)2
y2
s3/2
+ ab
2(p+1)(p−2)
κ(p−1)4
y4
s3/2
− 23 b
3p(p+1)
(p−1)6
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
) p−1
2
= κp−1
(
1 + (p−1)a
κs1/2
+ a
2(p2−1)
2κ2s
+ (p−1)(p−3)a
2
2κ2s
++ a
3
2κ3
(p2−1)(p−3)
s3/2
+ a
3
6κ3
(p−1)(p−3)(p−5)
s3/2
+O( 1
s2
)
)
∗
(
1− b(p−1) y
2
s1/2
− abκ y
2
s +
b2(p+1)
2(p−1)3
y4
s +
(p−3)b2
2(p−1)3
y4
s
+a
2b(3p−1)
κ2(p−1)
y2
s3/2
+ ab
2(p+1)(p−2)
2κ(p−1)3
y4
s3/2
+ ab
2(p−1)(p−3)
κ(p−1)3
y4
s3/2
− b3
(p−1)5
[
1
3p(p+ 1) +
1
2(p+ 1)(p − 3) + 16(p − 3)(p − 5)
] y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
)
= κp−1
(
1 + (p−1)a
κs1/2
+ a
2(p−1)2
κ2s
+ a
3
3κ3s3/2
(p − 1)(p − 3)(2p − 1) +O( 1
s2
)
)
∗
(
1− b(p−1) y
2
s1/2
− abκ y
2
s +
b2
(p−1)2
y4
s
+a
2b(3p−1)
κ2(p−1)
y2
s3/2
+ ab
2
2κ(p−1)3 [(p+ 1)(p − 2) + 2(p − 1)(p − 3)] y
4
s3/2
− b3
(p−1)3
y6
s3/2
+O(y
6
s2
) +O(y
8
s2
)
)
,
= κp−1
(
1 + (p−1)a
κs1/2
+ a
2(p−1)2
κ2s
− b(p−1) y
2
s1/2
+ a
3
3κ3s3/2
(p− 1)(p − 3)(2p − 1)
Now we can write
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F
(
ϕ0(z) +
a
s1/2
(1 + iδ)
)
= (1 + iδ)κp−1
(
1 + (p−1)a
κs1/2
+ a
2(p−1)2
κ2s − b(p−1) y
2
s1/2
+ a
3
3κ3s3/2
(p− 1)(p − 3)(2p − 1)
−2abκ y
2
s +
a2b(p−3)(1−2p)
κ2(p−1)
y2
s3/2
+ b
2
(p−1)2
y4
s +
ab2
2κ(p−1)3 (p− 2)(5p − 3) y
4
s3/2
− b3
6(p−1)3
y6
s3/2
+O( 1
s2
) +O(y
8
s2
)
)
.
∗
[
κ+ a(1+iδ)
s1/2
− κb(1+iδ)(p−1)2 y
2
s1/2
+ iκ b
2δ(p+1)
2(p−1)4
y4
s − κ b
3
6(p−1)6 δ(1 + p) (δ + i(1− 2p)) y
6
s3/2
+O(y
8
s2 )
]
.
• F (ϕ0(z))
F (ϕ0(z)) =
(1 + iδ)κp
∣∣∣1 + bp−1 y2s1/2
∣∣∣−1 (1 + bp−1 y2s1/2
)− 1+iδ
p−1
= (1 + iδ)κp
(
1− bp−1 y
2
s1/2
+ b
2
(p−1)2
y4
s − b
3
(p−1)3
y6
s3/2
+O(y
8
s2
)
)
∗
{
1− b(1+iδ)(p−1)2 y
2
s1/2
+ i b
2δ(p+1)
2(p−1)4
y4
s − b
3
6(p−1)6 δ(1 + p) (δ + i(1− 2p)) y
6
s3/2
+O(y
8
s2 )
}
= (1 + iδ)κp
(
1− bp−1 p+iδp−1 y
2
s1/2
+
{
i b
2δ(p+1)
2(p−1)4 +
b2
(p−1)2 +
b2(1+iδ)
(p−1)3
}
y4
s
−
{
b3
(p−1)3 +
b3
6(p−1)6 δ(1 + p) (δ + i(1− 2p)) + i
b3δ(p+1)
2(p−1)5 +
b3
(p−1)4 (1 + iδ)
}
y6
s3/2
+O(y
8
s2
)
)
.
• Finally the termϕ0(z) + as1/2 (1 + iδ):
ϕ0(z)+
a
s1/2
(1+iδ) = κ+
a√
s
(1+iδ)− κb
(p− 1)2 (1+iδ)
y2
s1/2
+iκ
b2δ(p + 1)
2(p − 1)4
y4
s
+O(
y6
s3/2
).
Now, let us see the term of order 1s in the function R
∗, by expansions above, we have
(1 + iδ)a
2
κ (p− 1 + 1 + iδ) − iµκ,
= a
2
κ (1 + iδ)(p + iδ) − iµκ,
= a
2
κ (p− δ2 + iδ(p + 1)) − iµκ we recall that we are in the critical case ,p = δ2,
= ia
2
κ δ(1 + p)− iµκ
Now, let us see the term of order 1
s1/2
in the function R∗
(1 + iδ)
{
−2 κb
(p−1)2 − (1 + iδ) a(p−1) + a+ (1 + iδ) a(p−1)
}
= (1 + iδ)
{
−2 κb(p−1)2 + a
}
= 0, (we recall b = (p−1)
2
8
√
p(p+1)
, a = κ
4
√
p(p+1)
).
Now, let us see the term of order y
2
s1/2
in the function R∗, by expansions above, we have
−2i bκ
(p − 1)2 (p + 1)δ + 2i
bκ
(p − 1)2 (p + 1)δ = 0
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Now, let us see the term of order y
2
s in the function R
∗, by expansions above, we have
i6κ
δb2(p+ 1)
(p− 1)4 − i
2abδ(p + 1)
(p− 1)2
The term of order y
4
s is equal to zero.
Now, let us see the term of order 1
s3/2
in the function R∗, by expansions above, we have
a(
1
2
+ µδ) +
a3
3κ2
(p− 3)(2p − 1) + i
[
δa3
3κ2
(p− 3)(2p − 1)− µa
]
.
The term of order y
2
s3/2
in the function R∗,
κ
b
(p − 1)2
(
−1
2
− µδ
)
+
a2b
κ(p− 1)2 p(p+1)+i
[
κ
b
(p− 1)2
(
−δ
2
+ µ
)
+
a2b
κ(p − 1)2 δ(−2p
2 + p+ 3)
]
The term of order y
4
s3/2
in the function R∗,
κ
b3
(p − 1)6 5p(p + 1)−
ab2
(p − 1)4 p(p+ 1) + iδ
[
κ
b3
(p − 1)6 5(1− 2p) +
ab2
(p− 1)4 (5p
2 − 5)
]
The term of order y
6
s3/2
in the function R∗, is equal to zero.
D Taylor expansion of B
Let us recall from (43) that:
B(q, y, s) = (1 + iδ)
(
|ϕ+ q|p−1(ϕ+ q)− |ϕ|p−1ϕ− |ϕ|p−1q − p− 1
2
|ϕ|p−3ϕ(ϕq¯ + ϕ¯q)
)
.
Next, we compute the taylor expansion of F (q) = |ϕ+q|p−1 = ((ϕ1 + q1)2 + (ϕ2 + q2)2)(p−1)/2,
then an easy calculation shows
∇F (q) = (p− 1)|ϕ + q|p−3 (ϕ1 + q1, ϕ2 + q2)
where ϕ = ϕ1 + iϕ2 and q = q1 + iq2, and
H(F )(q) = (p−1)
( |ϕ+ q|p−3 + (p− 3)|ϕ + q|p−5(ϕ1 + q1)2 (p− 3)|ϕ + q|p−5(ϕ1 + q1)(ϕ2 + q2)
(p− 3)|ϕ + q|p−5(ϕ1 + q1)(ϕ2 + q2) |ϕ+ q|p−3 + (p − 3)|ϕ+ q|p−5(ϕ2 + q2)2.
)
Then
∇F (0) = (p− 1)|ϕ|p−3 (ϕ1, ϕ2)
H(F )(0) = (p − 1)

 |ϕ|p−3 + (p − 3)|ϕ|p−5ϕ21 (p− 3)|ϕ|p−5ϕ1ϕ2(p − 3)
2
|ϕ|p−5ϕ1ϕ2 |ϕ|p−3 + (p− 3)|ϕ|p−5ϕ22.


And we obtain
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B(q, y, s) = (1 + iδ)
{
(p− 1)|ϕ|p−3(ϕ1q1 + ϕ2q2)q
+ (p−1)2
[
(|ϕ|p−3 + (p − 3)|ϕ|p−5ϕ21)ϕq21 + (|ϕ|p−3 + (p− 3)|ϕ|p−5ϕ22)ϕq22
+2(p− 3)|ϕ|p−5ϕϕ1ϕ2q1q2)
]}
+O(q3)
Using the fact that ϕ1 = κ+O(
y2√
s
), ϕ2 = O(
y2√
s
) and by the decomposition of q given by
(53), we can deduce that the contribution of q˜22 is given by the following
(1 + iδ)
{
(p − 1)κp−2(1 + iδ) + p−12
(
1 + (p− 3) + δ2)} q˜22h22,
= (p− 1)κp−2
[
(1 + iδ)2 + (1 + iδ)(p − 1)
]
q˜22h
2
2
We note that
P˜2
(
(1 + iδ)2h22
)
= 8(1− δ2) = 8(1− p).
P˜2
(
(1 + iδ)h22
)
= 8.
Then, we conclude that the contribution of q˜22 in P˜2(B) is zero.
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