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Abstract
A transfunction is a function which maps between sets of finite measures on
measurable spaces. In this paper we characterize transfunctions that correspond
to Markov operators and to transport plans. A single transfunction of this type
will contain the “instructions” common to several different Markov operators
and transport plans. We also define two kinds of adjoints to transfunctions. The
Markov adjoint of a transfunction from X to Y is a certain transfunction from
Y to X . The Radon adjoint of a transfunction from X to Y is a certain linear
and bounded operator between Banach spaces of functions on Y and X . Both
types of adjoints are defined via integral properies and their existence implies
strong σ-additivity of the transfunction.
Key words and phrases. Generalized function, transfunction, Markov operator, transport
plan, Markov adjoint, Radon adjoint.
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1
1 Introduction
Let (X,ΣX) and (Y,ΣY ) be measurable spaces with sets of finite signed mea-
sures MX and MY , respectively. Let µ ∈ MX and ν ∈ MY be finite positive
measures. For any f ∈ L(X,µ), let fµ denote the measure A 7→
∫
A
f dµ. Define
M+µ = {fµ : f ∈ L(X,µ) , f ≥ 0}, and define M
p
µ := {fµ : f ∈ L
p(X,µ)} for
all p ∈ [1,∞]. Define Mν and M
p
ν similarly for all p ∈ [1,∞].
A transfunction is any function Φ : MX → MY , [3]. Strongly σ-additive
transfunctions are those which are linear and continuous with respect to total
variation.
Plans and Markov operators are used in many ways, from describing weak
solutions for optimal transport problems [5] to comparing two probability mea-
sures. Plans and Markov operators have a bijective correspondence as described
in [4], and in sections 2 and 3, we assign to any corresponding Markov opera-
tor/transport plan pair (T, κ) a transfunction Φ – called a Markov transfunc-
tion – which describes several transportation methods without specifying the
marginals. In other words, from the same Markov transfunction, one can ob-
tain a family of Markov operators (resp. transport plans) which have differ-
ent marginals but follow the same “instructions”. The corresponding triplet
(Φ, T, κ) are related via the equalities
Φ(1Aµ)(B) =
∫
B
T (1A) dν = κ(A×B)
∫
Y
g dΦ(fµ) =
∫
Y
T (f) d(gν) =
∫
X×Y
(f ⊗ g) dκ
which holds for all A ⊆ X, B ⊆ Y , f ∈ L∞(X,µ), g ∈ L∞(Y, ν). The
first set of equalities, although simpler, imply the second set of equalities by
extension and strong σ-additivity / linear bounded properties of Φ, T .
Any strongly σ-additive transfunction Φ : M∞µ → M
∞
ν has a unique dual
transfunction Φ† :M∞ν →M
∞
µ – which we call the Markov adjoint of Φ – such
that ∫
X
f dΦ†(gν) =
∫
Y
g dΦ(fµ)
for all f ∈ L∞(X,µ) and g ∈ L∞(Y, ν). When Φ is a Markov transfunction
with associated Markov operator T and transport plan κ, then Φ† is also Markov
and its associated Markov operator T † and transport plan κ† are duals of T and
κ in the sense that∫
Y
T (f)d(gν) =
∫
X
T †(g)d(fµ) and κ(A×B) = κ†(B ×A)
for all f ∈ L∞(X,µ), g ∈ L∞(Y, ν), A × B ⊆ X × Y . In our investigation
of transfunctions we are motivated by the Monge - Kantorovich transportation
problem and their involvement with transport plans.
If FX ,FY are spaces of measurable functions which are integrable by every
measure in MX ,MY respectively such that (FX ,MX) separate each other
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and (FY ,MY ) separate each other via the integral, then we define the Radon
adjoint of Φ :MX →MY (if it exists) to be the unique linear bounded operator
Φ∗ : FY → FX such that ∫
X
S(g) dµ =
∫
Y
g dΦ(λ)
for all g ∈ FY , λ ∈ MX .
If X,Y are second-countable locally compact Hausdorff spaces, if FX ,FY
are Banach spaces of bounded continuous functions (uniform norm) and if MX
and MY are Banach spaces of finite regular signed measures (total variation),
then any strongly σ-additive weakly-continuous transfunction Φ : MX →MY
has a Radon adjoint Φ∗ which is a linear, uniformly-continuous and bounded-
pointwise-continuous operator such that ||Φ|| = ||Φ∗||. In future research, we
wish to develop functional analysis on transfunctions, and Radon adjoints may
be utilized to this end. In contexts where operators on functions are more
appropriate or preferable, the Radon adjoint may prove crucial.
2 Relationships between Plans, Markov
Operators and Transfunctions
In this section, we provide a class of transfunctions in which each transfunc-
tion corresponds to a family of plans and a family of Markov operators.
First, we introduce these concepts. All measurable or continuous functions
shall be real-valued in this text. Keep in mind that the following definitions
allow for all finite measures rather than all probability measures.
Definition 2.1. Let µ and ν be finite positive measures on (X,ΣX) and (Y,ΣY )
respectively with ||µ|| = ||ν||. Let κ be a finite positive measure on the product
measurable space (X × Y,ΣX×Y ). We say that κ is a plan with marginals plan with
marginals
µ, ν
if
κ(A× Y ) = µ(A) and κ(X ×B) = ν(B) for all A ∈ ΣX , B ∈ ΣY .
We define Π(µ, ν) Π(µ, ν)to be the set of all plans with marginals µ, ν. If MY is a set
of measures on Y , then Π(µ,MY ) denotes all plans with first marginal µ and
second marginal from MY . Analogous notations and definitions apply.
If random variables X,Y have laws µ, ν, then any coupling of X,Y has a
law κ which is a plan in Π(µ, ν).
Definition 2.2. Let µ and ν be finite positive measures on (X,ΣX) and (Y,ΣY )
respectively with ||µ|| = ||ν||. We say that a map T : L(X,µ) → L(Y, ν) is a
Markov operator Markov
operator
if:
(i) T is linear with T 1X = 1Y ;
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(ii) f ≥ 0 implies Tf ≥ 0 for all f ∈ L(X,µ);
(iii)
∫
X
fdµ =
∫
Y
Tfdν for all f ∈ L(X,µ).
Notice that the definition of Markov operators depends on underlying mea-
sures µ and ν on X and Y , respectively. We now define some characteristics for
transfunctions that are analogous to (ii) and (iii) from Definition 2.2.
Definition 2.3. Let µ and ν be measures on X and Y , respectively, and let
Φ : Mµ → Mν . We say that Φ is positive Φ positiveif µ ∈ M
+
µ implies Φµ ∈ M
+
ν and
that Φ is measure-preserving Φ measure-
preserving
if (Φρ)(Y ) = ρ(X) for all ρ ∈Mµ.
By [4], there is a bijective relationship between transport plans and Markov
operators. We will show the bijective relationship between certain transfunc-
tions and Markov operators, which will imply that all three concepts are con-
nected.
Proposition 2.4. Let µ be a measure on (X,ΣX). Define bµ : L(X,µ)→Mµ
bµvia bµf =
∫

fdµ. Then bµ is a positive linear isometry such that bµ is strongly
σ-additive on bounded sums. It follows that b−1µ has the same properties.
Proof. Positivity and linearity of integrals with respect to µ ensure that bµ is
positive and linear. Surjectivity of bµ is the statement of the Radon-Nikodym
Theorem. Injectivity and isometry hold because
||bµf || = ||bµ(f
+)− bµ(f
−)|| =
∫
X
f+dµ+
∫
X
f−dµ =
∫
X
|f |dµ = ||f ||.
Let (fi)
∞
i=1 be a sequence from L(X,µ) such that
∑∞
i=1 ||fi|| < ∞. Then∑∞
i=1 fi ∈ L(X,µ) and
∑k
i=1 fi →
∑∞
i=1 fi as k → ∞, so by continuity of bµ,
we obtain that
∑k
i=1 bµ(fi) →
∑∞
i=1 bµ(fi) and bµ(
∑k
i=1 fi) → bµ(
∑∞
i=1 fi) as
k → ∞. Since
∑k
i=1 bµ(fi) = bµ(
∑k
i=1 fi) for all natural k by linearity of bµ
it follows that
∑∞
i=1 bµ(fi) = bµ(
∑∞
i=1 fi). Notice that σ-strong additivity on
bounded sums only requires that bµ is bounded and linear.
Therefore, b−1µ is also a linear isometry by the inverse mapping theorem.
Positivity of b−1µ follows since bµ(L
+(X,µ)) =M+µ . To see that b
−1
µ is σ-additive
on bounded sums, replace (fi)
∞
i=1 with (ρi)
∞
i=1 from Mµ with
∑∞
i=1 ||ρi|| < ∞
and replace bµ with b
−1
µ in the argument above.
Next we prove the connection between certain transfunctions and Markov
operators.
Theorem 2.5. Let µ and ν be finite positive measures on (X,ΣX) and (Y,ΣY )
with ||µ|| = ||ν||. Every Markov operator T : L(X,µ) → L(Y, ν) corresponds
uniquely to a positive strongly σ-additive measure-preserving transfunction Φ :
Mµ →Mν with Φ(µ) = ν and vice versa according to the relation that∫
B
T (1A)dν = Φ(1Aµ)(B)
for all A ∈ ΣX , B ∈ ΣY .
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Proof. Let T : L(X,µ)→ L(Y, ν) be a Markov operator. Define Φ = bν ◦T ◦b
−1
µ .
Since all three operators in the definition of Φ are positive and strongly σ-
additive, we see that Φ is also positive and strongly σ-additive. Next, if ρ ∈ Mµ,
then
(Φρ)(Y ) = bν ◦ T (b
−1
µ ρ)(Y ) =
∫
Y
T (b−1µ ρ)dν =
∫
X
b−1µ (ρ)dµ = ρ(X)
by the definitions of the isometries and property (iii) of T , so Φ is measure-
preserving. Finally, notice that
Φ(1Aµ)(B) = (bν ◦ T ◦ b
−1
µ (1Aµ))(B) = (bν(T 1A))(B) =
∫
B
T (1A)dν
for all A ∈ ΣX and B ∈ ΣY , hence the relation holds.
Conversely, let Φ : Mµ →Mν be a positive σ-additive measure-preserving
transfunction with Φ(µ) = ν. Define T = b−1ν ◦ Φ ◦ bµ. Then T (1X) = b
−1
ν ◦
Φ(bµ(1X)) = b
−1
ν (Φµ) = b
−1
ν ν = 1Y . Since all three operators in the definition
of T are positive and strongly σ-additive, we see that T is also positive and
strongly σ-additive, hence linear, satisfying parts (i) and (ii) of Definition 2.2.
Next, if f ∈ L(X,µ), then∫
Y
Tfdν =
∫
Y
b−1ν (Φ ◦ bµf)dν = (Φ(bµf))(Y ) = (bµf)(X) =
∫
X
fdµ,
so (iii) of Definition 2.2 is met. Finally, notice that∫
B
T (1A)dν =
∫
B
b−1ν (Φ ◦ bµ(1A))dν = Φ(bµ(1A))(B) = Φ(1Aµ)(B)
for all A ∈ ΣX and B ∈ ΣY , so the relation holds.
Theorem 2.5 can be generalized as follows: Fix 1 ≤ p ≤ ∞. Since bµ
is bijective, we can define a Banach space MX = M
p
µ := bµ(L
p(X,µ)) by
pushing the Lp norm through bµ. In other words, for any f ∈ L
p(X,µ), define
||fµ||Mp := ||f ||Lp . By design, bµ is a linear isometry from L
p(X,µ) → Mpµ
with respect to their norms.
Let T : L(X,µ) → L(Y, ν) be a Markov operator. If one defines Tp :=
T |Lp(X,µ) for all 1 ≤ p ≤ ∞, then by theorem 1 from [4],
T (Lp(X,µ)) ⊆ Lp(Y, ν) for all 1 ≤ p ≤ ∞.
Furthermore from [4], all of the operators in {Tp : 1 ≤ p ≤ ∞} determine
each other. Thus, Markov operators can be defined and discussed without
emphasizing their domain/codomain. The argument used in Theorem 2.5 can
be applied to any Tp (1 ≤ p ≤ ∞) to obtain a strongly σ-additive positive
measure-preserving transfunction Φp :M
p
µ →M
p
ν which corresponds to Tp.
The associated transfunctions {Φp : 1 ≤ p ≤ ∞} determine one another by
applying generalized Theorem 2.5 twice and theorem 1 from [4] once. Thus,
we may sometimes refer to such a transfunction without emphasizing its do-
main/codomain.
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3 Markov Transfunctions
For any p ∈ [1,∞], a transfunction Φ : Mpµ → M
p
ν , a Markov operator T :
Lp(X,µ)→ Lp(Y, ν) and a plan κ ∈ Π(µ, ν) that satisfy the equalities
Φ(1Aµ)(B) =
∫
B
T (1A) dν = κ(A×B)
for all A ⊆ X,B ⊆ Y shall be identified as the same essential object since each
can be completely determined by any other. Notably, the transfunction in this
trio will be called a Markov transfunction.
Markov trans.
By the previous theorem, Markov
transfunctions are strongly σ-additive, positive and measure-preserving.
By extending the equalities above, for all f ∈ L(X,µ), g ∈ L(Y, ν) we have∫
Y
g dΦ(fµ) =
∫
Y
T (f) d(gν) =
∫
X×Y
(f ⊗ g) dκ.
Note that if probability measure µ′ also generates Mpµ, and if we define
ν′ = Φ(µ′), then the same transfunction Φ : Mpµ → M
p
ν corresponds to a
Markov operator T ′ : Lp(X,µ′) → Lp(Y, ν′) and it corresponds to a plan κ′
with marginals µ′, ν′. Therefore T and T ′ are different Markov operators, κ and
κ′ are different plans, yet they follow the same “instructions” encoded by Φ. In
this regard, Φ is a global way to describe a transportation method independent of
marginals. If µ′ instead generates a smaller space thanMµ, then Φ restricted to
Mµ′ contains part but not all of the instructions. Regardless, Φ will be Markov
on this restriction. Notably, if µ′ = hµ, then Φ : Mµ′ → Mν′ has associated
plan κ′ = (h⊗ T (h))κ.
4 Markov Adjoints
Let Φ : M∞µ → M
∞
ν be a strongly σ-additive transfunction, where µ, ν are
positive. Then define another transfunction Ψ :M∞ν →M
∞
µ by setting
Ψ(gν)(A) :=
∫
Y
g dΦ(1Aµ)
for all g ∈ L∞(Y, ν) and A ⊆ X . It is straight-forward to check that Ψ(gν) :
A 7→
∫
Y
g dΦ(1Aµ) is a finite measure (by strong σ-additivity of Φ) and that Ψ
is strongly σ-additive. Furthermore, Ψ(gν) is absolutely continuous with respect
to µ. Let h ∈ L(X,µ) be such that Ψ(gν) = hµ.
To see that Ψ(gν) ∈M∞µ , note that for any A ⊆ X with µ(A) > 0,
Ψ(gν)(A)
µ(A)
=
∫
Y
g d
(
Φ(1Aµ)
||1Aµ||
)
≤ ||g||L∞ · ||Φ||tv,
implying that |h| > ||g||L∞ · ||Φ||tv only occurs on a µ-null set, so h ∈ L
∞(X,µ).
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Notice that for any f ∈ L∞(X,µ) with representation
∑∞
i=1 αi1Ai satisfying∑∞
i=1 |αi| <∞, it follows from the Dominated Convergence Theorem that∫
X
f dΨ(gν) =
∫
X
(
∞∑
i=1
αi1Ai
)
dΨ(gν) =
∞∑
i=1
αiΨ(gν)(Ai)
=
∞∑
i=1
αi
∫
Y
g dΦ(1Aiµ) =
∫
Y
g dΦ
(
∞∑
i=1
αi1Aiµ
)
=
∫
Y
g dΦ(fµ)
for all g ∈ L∞(Y, ν). Notice that the previous integral equality defines Ψ
uniquely in terms of Φ.
Definition 4.1. Let Φ : M∞µ → M
∞
ν be a strongly σ-additive transfunction
defined on a small set. A Markov adjoint Markov
Adjoint
of Φ is the unique transfunction
Φ† :M∞ν →M
∞
µ satisfying∫
X
f dΦ†(gν) =
∫
Y
g dΦ(fµ)
for all f ∈ L∞(X,µ) and g ∈ L∞(Y, ν). As noted previously, this is equivalent
to Φ,Φ† satisfying, for all A×B ⊆ X × Y , that
Φ†(1Bν)(A) = Φ(1Aµ)(B).
Example 4.2. If Φ is a Markov transfunction with plan κ, then Φ has a Markov
adjoint Φ† which is also a Markov transfunction with associated plan κ† on
Y ×X , where κ†(B ×A) = κ(A×B) for all A×B ⊆ X × Y .
5 Radon Adjoints
Let (X,ΣX) be a Borel measurable space, let FX FXbe a subset of bounded mea-
surable real-valued functions on X and let MX MXbe a subset of finite signed
measures on X . Analogously, we have Y , FY and MY . For f ∈ FX and
λ ∈ MX , define 〈f, λ〉 :=
∫
X
f dλ. 〈·, ·〉Similarly, for g ∈ FY and ρ ∈ MY , define
〈g, ρ〉 :=
∫
Y
g dρ. Occasionally, the elements within angular brackets shall be
written in reverse order without confusion. We say that FX and MX separate
each other if 〈f1, λ〉 = 〈f2, λ〉 for all λ ∈ MX implies that f1 = f2, and if
〈f, λ1〉 = 〈f, λ2〉 for all f ∈ FX implies that λ1 = λ2. In this section, we shall
develop some theory for several choices of the spaces X,Y , the function sets
FX ,FY and the measure sets MX ,MY .
With angular bracket notation, the Markov adjoint equations become
〈Φ†(gν), f〉 = 〈g,Φ(fµ)〉 and 〈Φ†(1Bν), 1A〉 = 〈1B,Φ(1Aµ)〉.
Definition 5.1. Let MX and FX (resp. MY and FY ) separate each other.
Let Φ : MX → MY be a transfunction and let S : FY → FX be a function.
Then Φ and S are Radon adjoints Radon adjointof each other if the equation∫
Y
g dΦ(λ) =
∫
X
S(g) dλ
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holds for all g ∈ FY and λ ∈ MX . In other words, for every g ∈ FY ,λ ∈MX ,
〈g,Φ(λ)〉 = 〈S(g), λ〉.
By utilizing the separation properties of 〈·, ·〉, Radon adjoints of both kinds
are unique if they exist. We shall denote the Radon adjoint of Φ by Φ∗ and of
S by S∗.
Remark If (Φ, S) are a Radon adjoint pair, then
〈g,Φ
∑
i λi〉 = 〈Sg,
∑
i λi〉 =
∑
i〈Sg, λi〉 =
∑
i〈g,Φλi〉 = 〈g,
∑
iΦλi〉,
meaning that Φ is σ-strongly additive. Similarly,
〈S
∑
i gi, λ〉 = 〈
∑
i gi,Φλ〉 =
∑
i〈gi,Φλ〉 =
∑
i〈Sgi, λ〉 = 〈
∑
i Sgi, λ〉,
meaning that S is σ-linear.
Example 5.2. If Φ = f# for some continuous (or measurable) f : X → Y ,
then Φ∗(g) = g ◦ f . This is because
∫
Y
g d(f#λ) =
∫
X
g ◦ f dλ for all g ∈ FY ,
λ ∈ MX .
Example 5.3. If X = Y and Φλ := fλ for some continuous (or measurable)
f : X → R, then Φ∗(g) = gf . This is because
∫
X
g d(fλ) =
∫
X
gf dλ for all
g ∈ FX , λ ∈Mx.
5.1 FX = Cb(X) , MX =Mfr(X)
First, we shall assume that X be second-countable locally compact Hausdorff
space (which implies that X is Polish and has a metric), let FX denote the
Banach space of all bounded continuous functions on X with the uniform norm
and let MX denote the Banach space of all regular finite signed measures on
X with the total variation norm. Develop Y,FY ,MY analogously. It is known
that FX and MX separate each other in this setting.
Theorem 5.4. Every strongly σ-additive and weakly-continuous transfunction
Φ : MX → MY has a linear, uniformly-continuous and bounded-pointwise-
continuous Radon adjoint S : FY → FX and vice versa. When the Radon
adjoint pair exists, their operator norms equal (with respect to total-variation
and uniform-convergence).
Proof. For the first claim, define S(g)(x) := 〈g,Φ(δx)〉 for all g ∈ FY , x ∈ X .
It follows that 〈S(g), δx〉 = 〈g,Φ(δx)〉 for all g, x. Linearity and continuity of
the second coordinate in the 〈·, ·〉 structure yields that 〈g,Φλ〉 = 〈S(g), λ〉 for
all g ∈ FY and λ ∈ MX (in separable Polish space X , the span of point-mass
measures is dense in MX with respect to weak convergence). The linear and
continuous properties of the first coordinate of the 〈·, ·〉 structure imply that S
is σ-linear. Let xn → x on X , so that δxn
w
−→ δx, which means that Φ(δxn)
w
−→
Φ(δx). Also let gn → g bounded-pointwise in FY (i.e. gn → g pointwise and
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(gn)
∞
n=1 is a bounded sequence in uniform norm). Then the statements below
ensure that S(g) ∈ FY , that S is bounded (hence uniform-continuous) and that
S is bounded-pointwise-continuous (via Dominated Convergence Theorem):
S(g)(xn) = 〈S(g), δxn〉 = 〈g,Φ(δxn)〉 → 〈g,Φ(δx)〉 = 〈S(g), δx〉 = S(g)(x);
||S(g)|| = sup
x∈X
|S(g)(x)| = sup
x∈X
|〈S(g), δx〉| = sup
x∈X
|〈g,Φ(δx)〉| ≤ ||g|| · ||Φ||;
S(gn)(x) = 〈S(gn), δx〉 = 〈gn,Φδx〉 → 〈g,Φδx〉 = 〈S(g), δx〉 = S(g)(x).
For the second claim, note that for every λ ∈ MX , the function C0(Y ) ∋
g 7→ 〈S(g), λ〉 has Riesz representation 〈·,Φ(λ)〉 for some unique measure Φ(λ) ∈
MY . Defining Φ in this manner for all λ, we obtain the equation 〈S(g), λ〉 =
〈g,Φλ〉 for all g ∈ C0(Y ) and λ ∈ MX . If C0(Y ) ∋ gn → g ∈ Cb(Y ) bounded-
pointwise, then 〈gn,Φλ〉 → 〈g,Φλ〉 by Dominated Convergence Theorem. Sim-
ilarly, bounded-pointwise-continuity of S ensures that S(gn)→ S(g) pointwise,
which means that 〈S(gn), λ〉 → 〈S(g), λ〉 by Dominated Convergence Theorem.
Therefore, 〈S(g), λ〉 = 〈g,Φλ〉 for all g ∈ FY and λ ∈ MX . The σ-linear and
separation properties of the 〈·, ·〉 structure imply that Φ is strongly σ-additive.
To see that Φ is weakly-continuous, let λn
w
−→ λ. Then 〈g,Φλn〉 = 〈S(g), λn〉 →
〈S(g), λ〉 = 〈g,Φλ〉. Therefore, Φλn
w
−→ Φλ. Finally,
||Φλ|| = sup
||g||=1
|〈g,Φλ〉| = sup
||g||=1
|〈S(g), λ〉| ≤ ||S|| · ||λ||,
so ||Φ|| ≤ ||S||. Thus, when the pair exists, ||Φ|| = ||S||.
5.2 FX = L
∞(X, µ) , MX =M
∞
µ
In this setting, let (X,ΣX , µ) be a finite measure space, let FX := L
∞(X,µ)
and let MX := M
∞
µ . Define (Y,ΣY , ν),FY ,MY analogously. Then it is easy
to verify that FX and MX separate each other.
Theorem 5.5. Every strongly σ-additive Φ : M∞µ → M
∞
ν has a linear and
bounded Radon adjoint S : L∞(Y, ν) → L∞(X,µ) and vice versa. In fact,
Φ∗ = b−1µ ◦ Φ
† ◦ bν .
Proof. Assume that Φ : M∞µ → M
∞
ν is strongly σ-additive and define S :=
b−1µ ◦Φ
† ◦bν . Then S is linear and bounded. Notice that for any A×B ⊆ X×Y ,
it follows that
〈1B,Φ(1Aµ)〉 = 〈Φ
†(1Bν), 1A〉 = 〈(bµ ◦ S)1B, 1A〉 = 〈S1B, 1Aµ〉.
By linearity of g 7→ 〈g,Φ1Aµ〉 and the Dominated Convergence Theorem,
and by linearity and boundedness of S, the equality above can be extended so
that 〈g,Φλ〉 = 〈Sg, λ〉 for all g ∈ L∞(Y, ν) and all λ ∈ M∞µ . Thus Φ
∗ exists
and equals S.
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On the other hand, assume that S : L∞(Y, ν) → L∞(X,µ) is linear and
bounded. Then define Ψ := bµ ◦ S ◦ b
−1
ν and let Φ be the Markov adjoint of Ψ.
Then Φ is strongly σ-additive. For all A×B ⊆ X × Y , it follows that
〈1B,Φ(1Aµ)〉 = 〈Ψ(1Bν), 1A〉 = 〈(bµ ◦ S)1B, 1A〉 = 〈S1B, 1Aµ〉.
By linearity of g 7→ 〈Sg, 1Aµ〉 and the Dominated Convergence Theorem,
and by strong σ-additivity of Φ, the equality above can be extended so that
〈g,Φλ〉 = 〈S(g), λ〉 for all g ∈ L∞(Y, ν) and all λ ∈ M∞µ . Thus S
∗ exists and
equals Φ.
Remark If Φ is a Markov transfunction, then Φ∗ is the Markov operator of the
Markov adjoint Φ†.
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