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Abstract—The capacity of caching networks has received
considerable attention in the past few years. A particularly
studied setting is the case of a single server (e.g., a base station)
and multiple users, each of which caches segments of files in a
finite library. Each user requests one (whole) file in the library
and the server sends a common coded multicast message to satisfy
all users at once. The problem consists of finding the smallest
possible codeword length to satisfy such requests. In this paper
we consider the generalization to the case where each user places
L ≥ 1 requests. The obvious naive scheme consists of applying L
times the order-optimal scheme for a single request, obtaining a
linear in L scaling of the multicast codeword length. We propose
a new achievable scheme based on multiple groupcast index
coding that achieves a significant gain over the naive scheme.
Furthermore, through an information theoretic converse we find
that the proposed scheme is approximately optimal within a
constant factor of (at most) 18.
I. INTRODUCTION
Wireless and mobile data traffic has grown dramatically in
the past few years and is expected to increase at an even
faster pace in the near future, mainly pushed by on-demand
video streaming [1]. Such type of traffic is characterized
by asynchronous content reuse [2], i.e., the users demands
concentrate on a relatively small library of files (e.g., 1000
titles of TV shows and movies), but the streaming sessions
happen at arbitrary times such that naive multicasting of the
same file (e.g., by exploiting the inherent broadcast property
of the wireless channel) yields no significant gain. A classical
and effective approach to leverage such asynchronous content
reuse is caching at the user devices. A significant amount of
recent work has shown that caching at the wireless edge yields
very effective ways to trade-off expensive wireless bandwidth
for cheap and widely available storage memory in the user
devices, which is the fastest growing and yet untapped network
resource in today’s wireless networks [3]–[13].
In [3], [4], Llorca et al. formulated a general framework of
the caching problem in an arbitrary network as an optimization
problem and showed the effectiveness of coded delivery via
simulations. They further showed the NP-hardness of the
problem via an equivalence to network coding in a caching-
demand augmented graph. However, due to the generality of
the problem, except for a few cases it is unlikely to obtain the
optimality of the achievable schemes and the gap between the
achievable rate and a converse bound.
In [11], [12], Maddah-Ali and Niesen considered a network
formed by a single server (a base station) and n users,
where each user place an arbitrary demand to a file in the
library and the server sends a single multicast codeword
that is received by all users and satisfies at once all the
demands. An achievable scheme based on a combinatorial
cache construction (caching phase) and linear coding for the
multicast transmission (delivery phase) is proposed in [11]
and, through a cut-set information theoretic bound, it is shown
that such scheme is order-optimal in the case of worst-case
demands, i.e., in a min-max sense (min codeword length, max
over the user demands). This result is extended to the case of
random decentralized caching phase in [12].
Consistently with [11], [12], in this paper we refer to
the transmission rate as the length (expressed in equiva-
lent file units) of the multicast codeword. The order-optimal
transmission rate scaling found in [11], [12] is given by
Θ
(
min
{
m
M ,m, n
})
. Notice that in the interesting regime
where n and m are large, M is fixed and nM  m, this
yields a multiplicative factor of M in the per-user throughput
(in bits per unit time). In passing, we notice here that an
alternative caching and delivery approach was proposed in
[5], [6], where the communication is also one-hop but takes
place between the user nodes (Device-to-Device or “D2D”
communications). Both in the random decentralized caching
case [5] and in the combinatorial caching and coded delivery
case [6], the same rate scaling law is shown to be achievable
and approximately optimal for the one-hop D2D network
also. In light of these results, it appears that the problem of
caching at the user nodes (either in a combinatorial/centralized
or random decentralized manner) and delivery (either coded
multicast from a single server [11], [12], or uncoded with
individual peer-to-peer transmissions [5], or coded in multiple
peer-to-multicast transmissions [6]) is well-understood.
In this work, we consider the same setting of [11] (one
server, n users, one-hop multicast transmission from the server
to the users) where users make multiple requests instead of a
single request. This scenario may be motivated by a Fem-
toCaching network [2] formed by n small-cell base stations
receiving data from a controlling “macro” base station via the
cellular downlink. Each small-cell base station has a local
cache of M file units and serves L users through its own
local high-rate downlink. Hence, each small-cell base station
(which is identified as a “user” in our network model) makes
L requests to the macro base station at once. A related work is
presented in [12], under the constraint that each user’s storage
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capacity scales linearly with the number of the requests per
user. This is referred to as Shared Caches. In addition, [12]
only studied the case that m > nL or every user requests
distinct files for the worst-case demands. This can be easily
violated if the library is considered as the most popular files
due to asynchronous content reuse. Another related relevant
work is presented in [14], where an exact solution of the 3-
user index coding problem for assigned side information and
multiple requests is given. We study the fundamental limits of
this type of network for the general case of n users, m possible
messages, storage capacity M and L requests per user without
any constraint, where in contrast to the general index coding
problem, the side information (i.e., the cache content) at each
user is designed as part of the “code” rather than given a priori.
Our contribution is two-fold. First, by using the same com-
binatorial caching phase of [11], we generalize the coded de-
livery phase by using the directed (fractional) local chromatic
number proposed in [15] to the case of multiple groupcasting,
where multiple means that each user makes L ≥ 1 requests
and groupcasting means that one file or packet (see later) may
be requested by several users. We show that order gains can
be obtained by using the proposed scheme compared to the
naive approach of using L times the delivery phase of [11].
Second, we present an information theoretical lower bound of
the rate, and show that the proposed scheme meets this lower
bound within a constant factor of at most 18.
II. NETWORK MODEL AND PROBLEM FORMULATION
We consider a network with n user nodes U = {1, · · · , n}
connected through a single bottleneck link to a server. The
server has access to the whole content library F = {1, · · · ,m}
containing m files of same size of B bits. Each user node
has a cache of size M files (i.e., MB bits). The bottleneck
link is a shared deterministic channel that transmits one file
per unit time, such that all the users can decode the same
multicast codeword. At each time unit (slot), each user requests
an arbitrary set of L files in F . Such requests form a matrix
F of size L × n with columns fu = (fu,1, fu,2 . . . , fu,L)T
corresponding to the requests of each user u ∈ U . The caching
problem includes two distinct operations: the caching phase
and the delivery phase. The caching phase (cache formation)
is done a priori, as a function of the files in the library, but
does not depend on the request matrix F. Then, at each time
slot, given the current request matrix F, the server forms a
multicast codeword and transmits it over the bottleneck link
such that all users can decode their requested files. Formally,
we have:
Definition 1: (Caching Phase) The caching phase is a map
of the file library F onto the user caches. Without loss of
generality, we represent files as vectors over the binary field
F2. For each u ∈ U , let φu : FmB2 → FMB2 denote the caching
function of user u. Then, the cache content of user u is given
by Zu , φu(Wf : f = 1, · · · ,m), where Wf ∈ FB2 denotes
the f -th file in the library. ♦
Definition 2: (Delivery Phase) A delivery code of rate
R(M,L) is defined by an encoding function ψ : FmB2 ×
FL×n → FR(M,L)B2 that generates the codeword XF =
ψ({Wf : f = 1, · · · ,m},F) transmitted by the server to
the users, and decoding functions λu : FR(M,L)B2 × FMB2 ×
FL×n → FLB2 such that each user u ∈ U decodes its requested
files as (Wˆu,fu,1 , . . . , Wˆu,fu,L) = λu(XF, Zu,F). ♦
The case of arbitrary demands can be formulated as a
compound channel, where the delivery phase is designed in
order to minimize the rate for the worst-case user demand.
The relevant worst-case error probability is defined as
Pe = max
F
max
u∈U
max
`=1,...,L
P
(
Wˆu,fu,` 6= Wfu,`
)
. (1)
The cache-rate pair (M,R(M,L)) is achievable if there exist
a sequence of codes {φ, ψ, {λu : u ∈ U}} for increasing
file size B such that limB→∞ Pe = 0. In this context, the
system capacity R∗(M,L) (best possible achievable rate) is
given by the infimum of all R(M,L) such that (M,R(M,L))
is achievable. In the rest of the paper, proofs are omitted for
the sake of space limitation, and are provided in [16].
III. ACHIEVABLE SCHEME
In this section, we present the proposed achievable scheme.
Since worst-case demands are considered, we simply use the
same packetized caching function defined in [11], which is
optimal (within a fixed factor) for the case L = 1. For the
sake of completeness, we describe the caching scheme in the
following. Let t = Mnm be a positive integer, then we consider
the set P of all subsets T (combinations) of distinct users of
size t. Each file is divided into
(
n
t
)
packets. For each file, we
use T ∈ P to label all the file packets. Then, user u will cache
the packets whose label T contains u. We denote by S the set
of all implicitly requested packets.
Based on this caching scheme, we design a delivery scheme
based on linear index coding (i.e., φ is linear function over an
extension field of F2). In particular, we focus on encoding
functions of the following form: for a request matrix F, the
multicast codeword is given by
XF =
∑
s∈S
ωsvs = Vω, (2)
where ωs is the binary vector corresponding to packet s,
represented as a (scalar) symbol of the extension field Fκ
with κ = 2B/(
n
t), the ν-dimensional vector vs ∈ Fνκ is the
coding vector of packet s and where we let V = [v1, · · · .v|S|]
and ω = [ω1, · · · , ω|S|]T. The number of rows ν of V yields
the number of packet transmissions. Hence, the coding rate is
given by R(M,L) = ν/
(
n
t
)
file units.
In order to design the coding matrix V for multiple group-
casting, we shall use the method based on directed local chro-
matic number introduced in [15]. The definition of directed
local chromatic number is given as follows:
Definition 3: (Directed Local Chromatic Number (I)) The
directed local chromatic number of a directed graph Hd is
defined as:
χl(Hd) = min
c∈C
max
v∈V
|c(N+(v))| (3)
where C denotes the set of all vertex-colorings of H, the
undirected version of Hd obtained by ignoring the directions
of edges in Hd, V denotes the vertices of Hd, N+(v) is the
closed out-neighborhood of vertex v,1 and c(N+(v)) is the
total number of colors in N+(v) for the given coloring v. ♦
An equivalent definition of the directed local chromatic
number in terms of an optimization problem is given by:
Definition 4: (Directed Local Chromatic Number (II))
Let I denote the set of all independent sets of H, the directed
local chromatic number of Hd is given by:
minimize k
subject to
∑
I:N+(v)⋂ I 6=∅xI ≤ k, ∀v ∈ V (4)∑
I:v∈I
xI ≥ 1, ∀v ∈ V (5)
xI ∈ {0, 1}, ∀I ∈ I (6)
♦
Also, we have:
Definition 5: (Directed Fractional Local Chromatic Num-
ber) The directed fractional chromatic number is given by (4)
when relaxing (6) to xI ∈ [0, 1]. ♦
In the following, we describe the proposed scheme when t
is a positive integer. When t is not an integer, we can simply
use the resource sharing scheme for caching proposed in [11]
and achieve convex combinations of the cases where t is an
integer.
In order to find the coding matrix V we proceed in three
steps [15]: 1) constructing the directed conflict graph Hd; 2)
computing the directed local chromatic number χl(Hd) and
the corresponding vertex-coloring c; 3) constructing V by
using the columns of the generator matrix of a (|c|, χl(Hd))-
MDS code.2 The detailed delivery scheme is described in the
following.
1) Construction of the directed conflict graph Hd.
• Consider each packet requested by a user as a distinct
vertex in Hd. This means that if a certain packet is
requested N times, for some N , because it appears in the
requests of different users, it corresponds to N different
vertices in Hd. Hence, each vertex of HC,W = (V, E) is
uniquely identified by the pair v = {ρ(v), µ(v)} where
ρ(v) indicates the packet identity associated to the vertex
and µ(v) represents the user requesting it. Since each
user caches
(
n−1
t−1
)
packets of each file, and each file
is partitioned into
(
n
t
)
packets, the number of requested
packets of each file for each user is
(
n
t
)−(n−1t−1) = (n−1t )
(by Pascal’s triangle). Hence, the total number of files
requested Ln corresponds to |V| = Ln(n−1t ) vertices inHd.
1Closed out-neighborhood of vertex v includes vertex v and all the
connected vertices via out-going edges of v.
2According to the classical coding theory notation, an (ρ, ν, d)-MDS code
is a code with length ρ, dimension ν, and minimum Hamming distance d =
ρ−ν+1. An MDS code is able to correct up to ρ−ν erasures. This implies
that a linear MDS code has generator matrix of dimensions ν × ρ such that
any subset of ` ≤ ν columns form a ν × ` submatrix of rank `.
• For any pair of vertices v1, v2, we say that vertex (packet)
v1 interferes with vertex v2 if the packet associated to the
vertex v1, ρ(v1), is not in the cache of the user associated
to vertex v2, namely, µ(v2). In addition, ρ(v1) and ρ(v2)
do not represent the same packet. Then, draw a directed
edge from vertex v2 to vertex v1 if v1 interferes with v2.
2) Color the directed conflict graph Hd according to the
coloring which gives the directed local chromatic number
χl(Hd). The total number of colors needed to give the directed
local chromatic number is denoted by |c|.
3) Construct V′ be the generator matrix of an MDS code with
parameters (|c|, χl(Hd)) over Fκ. Notice that it is well-known
that for sufficiently large κ such MDS code exists. Since we
are interested in B → ∞ and κ = 2B/(nt), for sufficiently
large B this code exists.
4) Allocate the same coding vector to all the vertices (packets)
with the same color in c. Then, V is obtained from the MDS
generator matrix V′ by replication of the columns, such that
each column in V is replicated for all vertices with the same
corresponding color in c. Eventually, all packets are encoded
using the linear operation in (2).
The above constructive coding scheme proves the following
(achievable) upper bound on the optimal coding length:
Theorem 1: Under worst-case demand, the optimal coding
length for the multiple group cast problem with integer t =
nM/m satisfies
R∗(M,L) ≤ RLC(M,L) = max
F
χl(Hd)(
n
t
) . (7)
where the upper bound is achieved by the caching and linear
coded delivery scheme seen above. 
We can also consider a delivery scheme based on the
directed fractional local chromatic number, as given in Defi-
nition 5, that achieves a generally better performance. For the
optimality of index coding based on local chromatic number,
where only the index coding delivery phase is considered
for assigned node side information (i.e., without optimizing
caching functions), it can be shown that the the gap between
the proposed index code and the converse is bounded by the
integrality gap of a certain linear programming (see [17]).
IV. PERFORMANCE ANALYSIS
To show the effectiveness of the proposed coded caching
and delivery scheme, we first consider the two special points
of the achievable rate versus L corresponding to L = 1,
considered in [11], and L = m, i.e., when every user requests
the whole library.
Theorem 2: When each user makes only one request (L =
1), then the achievable rate of the proposed scheme satisfies
RLC(M, 1) ≤ RMN(M), (8)
where RMN(M) is the convex lower envelope of
min
{
n
(
1− Mm
)
1
1+Mnm
,m−M
}
, achieved by the scheme
of [11]. 
Theorem 3: When each user requests the whole library (L =
m), then the achievable rate of the proposed scheme satisfies
RLC(M,m) ≤ m−M. (9)

The rate m−M can also be achieved, with high probability
for a large field size, by using random linear coding. Moreover,
it can be shown that this is information theoretically optimal.
Theorems 2 and 3 show that in the extreme regimes of L
the proposed scheme performs at least as good as the state
of the art scheme in literature. A general upper bound of the
achievable rate is given by:
Theorem 4: The achievable rate of the proposed scheme
satisfies
RLC(M,L) ≤ RLCub (M,L) (10)
where RLCub (M,L) is the convex envelope (with respect to M )
of
min
{
Ln
(
1− M
m
)
1
1 + Mnm
,m−M
}
.

The qualitative performance of the proposed scheme is
shown in Fig. 1(a), where we call the scheme that repeats the
delivery scheme designed for one request (in [11]) L times as
direct scheme. To measure the performance of the proposed
scheme quantitatively, we let L = αm, where α ∈ (0, 1).
Then, let M be a constant, as m → ∞, we can see that the
rate of the direct scheme is L ·RMN, which scales as Θ(m2).
While by using (10), the rate of the proposed scheme scales at
most O(m). Thus, we can see the proposed scheme can have
an order gain compared to the direct scheme.
In order to appreciate the gain achieved by the proposed
scheme over the direct scheme for fixed parameters, we
consider the case of n = m = 3 and M = 1. In this
case, though, the requests can be arbitrary. Fig. 1(b) shows
the worst-case (over the requests) coding rate versus L. We
can observe that, even for small n, m and M , the gain achieved
by the proposed scheme with respect to the direct scheme is
fairly large. For example, for L = 2, the proposed scheme
requires 53 file units to satisfy any request, while the directed
scheme or random linear coding require 2 file units.
V. CONVERSE AND OPTIMALITY
To show the optimality (up to a constant factor) of the
proposed scheme, we prove an information theoretic lower
bound on the rate by using the cut-set bound technique:
Theorem 5: Under worst-case demand, the optimal coding
length for the multiple group cast problem satisfies
R∗(M,L) ≥ Rlb(M,L) =
max
 maxs=1,··· ,min{bmL c,n}
Ls− sM⌊ bmL c
s
⌋
 , m−MdmL e
 .

Using Theorem 11, we show that:
O (m)
Θ(m2)
L
Rate
Rrand
L ·RMN
RLCub
RLC
(a)
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
L
R
at
e
 
 
RLC
L ⋅ RMN
Rrand
(b)
Fig. 1. (a). A qualitative illustration of the different delivery schemes (M
is assumed to be not very small). L · RMN (blue curve) represents rate by
using the scheme in [11] L times. Rrand (black curve) is the rate by random
linear coding. RLCub (grey curve) is an upper bound of the achievable rate of
the proposed scheme. RLC (red curve) represents the rate by the proposed
scheme based on directed local chromatic number. (b). An example of the
rate by the proposed scheme. In this example, n = m = 3 and M = 1. In
this figure, all the symbols have the same meanings as in Fig. 1(a).
Theorem 6: The multiplicative gap between the upper and
lower bounds satisfies
RLC(M,L)
Rlb(M,L)
≤ 18. (11)

From simulation, we observed that this multiplicative gap
is generally smaller than 5. For example, when m = n = 100
and M = 20, the we found a gap always less than 3.88.
VI. DISCUSSIONS
For the index coding problem, since the side information is
assigned, it is generally difficult to find a constant multiplica-
tive gap between the achievable rate and the converse. For
example, in [18], the authors consider a random unicast index
coding problem, where each user can cache βm files uniformly
and β ∈ (0, 1). It is assumed that m = n and all the users
request different files. In this case, the best multiplicative gap
between the achievable rate and the converse lower bound is
Θ
( √
n
logn
)
, which goes to infinity as n → ∞. However, for
the caching problem, due to the fact that we can design the
caching functions, it is possible to find coding schemes with a
bounded multiplicative gap for the worst-case demands. In the
case treated in this paper, for example, any scheme (possibly
non-linear) would provide at most a factor of 18× gain with
respect to the proposed linear scheme.
We notice from Section IV that, to achieve the order gain
compared with the direct scheme, we need to code over all the
L requested files simultaneously, in contrast with the repeated
application of the scheme in [11] (direct scheme), where
the user can decode instantaneously. Therefore, the proposed
scheme may be useful in the FemtoCaching application, where
each user in our system corresponds to a local server (a
small-cell base station) serving L requests to its own local
users on a much faster local connection. In this case, there
is no natural ordering of the L requests such that there is no
interest to decode them instantaneously, however based on the
applications we can choose which requests combine together.
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