With the rapid development of radio communication technology, the application requirement for recognizing modulation mode of radio communication has also increased, therefore it has become a research focus. This paper proposes a method by combining semisupervised ideas with the CNN network to realize radio modulation recognition. The basic idea is to design a deep learning model based on convolutional neural networks, which will make full use of a large number of unlabeled radio signals in air as well as the labeled radio signals to train convolutional neural networks. Our experimental results illustrate that the performance of our proposed method in recognizing BPSK, QPSK, 8PSK, 4QAM, 16QAM, and 64QAM modulation modes in various environments is better than MLP and CNN.
Introduction
Radio signal modulation recognition plays an important role in various applications, such as electronic surveillance, spectrum management, interference monitoring, signal confirmation, and so on. The goal of radio signals modulation mode recognition is to extract the features of the radio signals in air and realize the recognition of the radio modulation mode. This is a challenging work because radio signals integrity suffers from the imperfection of wireless channels which they travel in, including different propagation paths, spatial reflections, and interference between different radios.
In the last twenty years, there are two main approaches to recognizing radio signal modulation mode. One is the decision theoretic (DT), the other one is the pattern recognition (PR). The probabilistic and hypothesis testing arguments are used to formulate the recognition problem for DT techniques [1] [2] , which lead to high computational complexity and difficulties to set the correct threshold values [3] . PR approaches are free from the explicit physical model or formula and easy to implement by automatic feature extraction. In the past, people used specific methods to extract feature dictionary, and used the value of these feature dictionary to determine the modulation mode of the radio. The traditional methods based on feature dictionary extraction are limited by the applicability of the signal model, therefore recognition accuracy will get a low level when the environment goes complex [4] .
The development of deep neural networks in recent years has allowed people to use it to solve more complex problems. Convolutional neural networks (CNN) have been widely applied to many fields such as image recognition, handwriting font recognition and speech content recognition [5] .
In the field of radio signal recognition, the deep learning architecture also has considerable advantages. The most important one is that the method is suitable for various environments [6] . The hidden layer in the deep neural network uses the feature representation method to filter out the noise interference in the input, and improves the recognition performance with better generalization features, especially in the case of a constantly changing environment [7] . This paper proposes a new method, which combines convolutional neural network and semisupervised learning (SSL), to recognize radio signal modulation in different environments. The combination of SSL and CNN for radio signal recognition has following advantages.
Strong applicability: CNN's feature extraction ability is very suitable to any environment and signal modulation [1] , and the feature values for classification are automatically extracted during the training process without any theoretical or experiential model. Anti-interference: CNN's unique convolutional network can effectively remove the interference caused by noise, especially for the varied interference; Efficient: SSL can reduce the complexity and dimension of the radio signal by preprocessing the large amount of unlabeled data, therefor it will decrease processing time and the dependence of training data.
Optimizability: The pre-training process will be effective for a long time and the necessary update is only the training of the supervised part with the increasing of tag data for the SSL method.
The Radio Recognition Mode
Radio signal signatures mean the periodic variation characteristics of amplitude, phase, and frequency for traditional recognition method. The number of the forms of the extracted feature is much less than that of the periodic variation due to the thousands of changes in the combination of amplitude, phase, and frequency, which lead to inefficacy in complex environment for the traditional extracted feature method. Radio feature extraction is an important task in radio identification and has been studied for many years. DNN has recently made many breakthroughs in many research areas. Deep structures can represent complex functions and have proven superior to traditional recognition methods in many applications, such as face recognition and speech recognition. In this paper, the deep learning method is used to automatically train the feature information by using the neural network. The strong nonlinear fitting ability of the deep network will increase the number of the form of the extracted feature and can effectively identify different radio signals in complex environment.
Multi-Layer Perceptron.
Multi-Layer Perceptron (MLP) is a forward-structured artificial neural network that maps a set of input vectors to a set of output vectors. MLP is similar to a directed graph, consisting of multiple node layers, each of which is fully connected to the nodes of the next layer. In addition to the input layer, each node has a nonlinear activation function. It has a simple structure and fast training speed. So the neural network model is widely used in pattern recognition, nonlinear function approximation and other fields. Feature extraction is a key step in radio identification. It captures relevant information to distinguish different modulation signals. The accuracy of radio identification depends on the features extracted from the original signal. The amount of the radio signal data in air is very large, which cause tremendous difficulty in training step for traditional machine learning methods. Fortunately, MLP will solve this problem due to its simple structure and fast training speed. The Convolutional Neural Network (CNN) consists of one or more pairs of convolutional layers and pooled layers. The local data of each layer is captured by the convolution kernel or the pooled kernel and then inputted to the next layer. The top layer is combined with all the features through the fully connected layer to classify the input. It has better performance than any of the existing networks in suppressing noise and anti-jamming. This kind of network has already had good results in image processing and speech recognition tasks. Convolutional neural network can effectively solve the noise interference problem in dealing with radio signals with uncertain noise, and it has an irreplaceable advantage compared to other networks. It is well-known that the data of the radio signal is huge and the amount of computation is very large. So the semi supervised method is introduced and combined with CNN in this section.
Convolutional Neural network.

Semi-supervised
The radio signal data is huge, and the total amount of supervised calculation is very large. Therefore, this paper adopts a semi-supervised method to implement fitting clustering on unlabeled data, and then uses clustering to adjust the network carefully. As shown in the figure 4 , the deep learning model is constructed in two stages, unsupervised pre-training and supervised backward propagation. In the pre-training stage, CNN builds a convolutional neural network by stacking multiple convolutional layers and pooling layers to extract potential variables of the radio signal in air, and can gradually extract high-level feature vectors. In the backward propagation stage, the pretrained CNN is fine-tuned in a supervised manner by marking the samples. By combining the two stages above, the deep learning model for radio signal recognition is completely established.
In order to achieve greater immunity to interference, this paper presents some certain constraints between the elements of adjacent layers. For example, in the following Fig. 5 , the cells of the intermediate layer are only connected to the local subset of cells in the input layer. In the field of biology, there are complex cell arrangements in the nervous system that are only sensitive to small areas of input. This idea is borrowed from biology into our proposed CNN. These filters are local to the input layer and are therefore referred to as local filters, which not only extract local features from other areas, but also reduce computational complexity.
Network Design.
Semi-Supervised Learning (SSL) is a key issue in the field of pattern recognition and machine learning. It is the way to combine supervised learning with unsupervised learning in the proposed radio signal recognition method. If the semi-supervised idea is combined with CNN, a large amount of unlabeled data is used for training as well as a few markup data, which will make CNN less dependent on labeled data but not degrade performance. In the next chapter it will detail discuss the performance of our proposed method applied in radio recognition through experimental data.
Result Analysis
In this section, several modulation modes, such as Binary Phase-Shift Keying (BPSK), Quadrature Phase-Shift Keying (QPSK), 8 Phase-Shift Keying (8PSK), 16 Phase-Shift Keying (16PSK), 4 Quadrature Amplitude Modulation (4QAM), 16 Quadrature Amplitude Modulation (16QAM), 64 Quadrature Amplitude Modulation (64QAM), are recognized by the proposed scheme to evaluate its performance. It's important to claim that the application of the scheme is not limited to these modulation modes above.
A system consisting of matlab, arbitrary waveform generator, vector signal generator, horn antenna, corner reflector, oscilloscope are constructed to generate the experimental data including BPSK, QPSK, 8PSK, 4QAM, 16QAM, and 64QAM. The required signal waveform data (divided into I/Q two channels) is generated by matlab programming and then downloaded to the arbitrary waveform generator 81180B with the network cable. Then the I/Q signals output by the arbitrary waveform generator 81180B are input to the vector signal generator SMW200A, and the output signal of SMW200A would be up-converted to the S-band and transmitted through the horn antenna. After the signal is reflected by the corner reflector, it is received by another horn antenna and then sampled by the high performance oscilloscope DSO91204A. The main workflow is shown in Figure  5 . Since the neural network training for signal modulation identification requires a large number of samples, the purpose of this experiment is to generate enough signal samples to meet the requirements. Finally, more than 10G bytes sample data are collected, which are used as the experimental data in this paper.
Under the same experimental data, a comparison is made between multi-layer perceptron (MLP), one-dimensional convolutional neural network (CNN), and our semi-supervised neural network (SSL) training in their classification accuracy, training efficiency, and dependence on data. The results are shown in Figure 6 . Figure 6 shows a comparison of the results of three feature extraction networks. The MLP network is simple, the training complexity is low, and the fitting effect can be quickly achieved, but its performance is not satisfactory, and the final recognition rate is low. Both CNN and SSL can achieve much better results in the final feature extraction accuracy, but it is obvious that convergence rate of the CNN is slower than that of SSL, because SSL has used a large amount of unlabeled data for pre-training. Table 1 shows the time required for the three network models to achieve the extraction rate of each feature. When the recognition rate is low, the MLP can achieve the desired effect in the shortest time, but its upper limit of recognition rate is lower than that of the other two networks. Under high recognition accuracy, our proposed SSL has obvious advantages, because the result of the pre-training process can be used repeatedly after only one training. Table 2 shows that the data requirements for MLP are small due to the simple network, but its upper limit of recognition rate is lower than that of the other two networks. The network complexity of CNN and SSL is similar, but SSL has a large amount of unlabeled radio data as the basis database and its data requirements are relatively small. The acquisition cost of unlabeled data is much less than labeled data. Therefore, in terms of data requirement, this paper proposed SSL method also has an absolute advantage.
Conclusion
A method by combining semi-supervised ideas with the CNN network is proposed to recognize radio modulation mode. The large number of unlabeled radio signals in air as well as the labeled radio signals are used to train convolutional neural networks. The acquisition cost of the former is much less than that of the latter, which leads to lower cost of recognition system. The experimental results illustrate the efficiency of our proposed method in recognizing BPSK, QPSK, 8PSK, 4QAM, 16QAM, and 64QAM modulation modes. It's important to claim that the application of our method is not limited to these modulation modes above.
