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Abstract
It is shown that viscoelastic wave dispersion and attenuation in a viscoelas-
tic medium with a completely monotonic relaxation modulus is completely
characterized by the phase speed and the dispersion-attenuation spectral
measure. The dispersion and attenuation functions are expressed in terms
of a single dispersion-attenuation spectral measure. An alternative expres-
sion of the mutual dependence of the dispersion and attenuation functions,
known as the Kramers-Kronig dispersion relation, is also derived from the
theory. The minimum phase aspect of the filters involved in the Green’s
function is another consequence of the theory. Explicit integral expressions
for the attenuation and dispersion functions are obtained for a few analytical
relaxation models.
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Notation
z complex conjugate of z
]a, b] {x | a < x ≤ b}
{a} one point set
t α+ t
α
+ = t
α for t > 0 and 0 otherwise
χ[a,b] characteristic function of the segment [a, b]
f(x) ∼a g(x) asymptotic equivalence limx→a [f(x)/g(x)] = 1
f(x) = Oa[g(x)] 0 < limx→a [f(x)/g(x)] <∞
f(x) = oa[g(x)] limx→a [f(x)/g(x)] = 0
Dn f(x) derivative Dn f(x) = dn f(x)/dxn
f ′(x) f ′(x) = Df(x)
u,t := ∂u/∂t
R,R+,C real, positive real, complex numbers R+ := {x ∈ R | x > 0}
C+ right half complex plane C+ = {z ∈ C | | arg z| < pi/2}
C± upper/lower half complex plane C± := {z ∈ C | ±ℑz > 0}
Lf = f˜ Laplace transform of f f˜(y) =
∫∞
0
f(x) exp(−yx) dx
Lµ Laplace transform of a Radon measure (Lµ)(x) :=
∫
[0,∞[
e−xy µ(dy).
1. Introduction.
The assumption that the relaxation modulus of a viscoelastic medium
is a completely monotonic function has many implications for dispersion,
attenuation and the Kramers-Kronig (K-K) dispersion relations. These as-
pects are very important for acoustics, in particular for the ultrasound ap-
plications. Ultrasound attenuation and mechanical tests are used as com-
plementary methods of investigating molecular relaxation in polymers and
soft matter [33]. Interconversion of ultrasonic data and mechanical test data
is important for improving the reliability of the results. In materials with
dielectric properties molecular relaxation can be investigated by studying
dielectric loss. Dielectric loss in polar dielectrics exhibits similar features
(alpha and beta peaks) to the mechanical loss modulus while the dielectric
permittivity, representing gradual polarization of the material in an electric
field, has all the properties of mechanical creep [7].
In seismological applications the minimum-phase aspect of viscoelastic
wave propagation is relevant for deconvolution.
The assumption that the relaxation modulus is a completely monotonic
function has its roots in the interpolation of experimental data in terms of
Prony sums with positive coefficients [1, 2]. By Bernstein’s theorem complete
monotonicity of the relaxation modulus is equivalent to the statement that
the relaxation spectral measure is non-negative. A Prony sum with positive
2
coefficients is a completely monotonic function with a spectral measure sup-
ported by a finite set of points. Several attempts have been made to justify
complete monotonicity of the relaxation modulus by an assumption about
dependence of stress on loops in the past history [3], by an assumed relation
between time dependence of strain and stress [4] or by other arguments [5].
The theory of viscoelasticity based on the assumption of complete mono-
tonicity of the relaxation modulus is very attractive because it leads to a
fairly complete characterization of the creep compliance, complex modulus,
attenuation and dispersion as well as the possible anisotropic properties of
the medium [6]. A weak point of the theory is an instability of the prop-
erty of complete monotonicity: in an arbitrary neighborhood of a completely
monotonic function in the space of bounded continuous functions there are
functions which are not completely monotonic. The assumption of complete
monotonicity has therefore to be considered as an a priori restriction on the
data and on the interpolating functions. Parameter estimation based on ex-
perimental data has to be performed in the class of completely monotonic
functions. This is however implicit in routine modeling of experimental data
for stress relaxation in terms of Prony sums for general viscoelastic media [2]
or in terms of Cole-Cole [25, 26], Havriliak-Negami [31–33] and Kohlrausch-
Williams-Watts [35] relaxation moduli for more specific classes of viscoelastic
materials. The same relaxation functions are used in modeling dielectric re-
laxation in the same materials if they exhibit dielectric properties [7, 8].
Completely monotonic relaxation moduli and the associated complex
moduli are determined by a relaxation spectral measure, which represents
the weight of participating Debye relaxation mechanisms (Sec. 3). It is shown
below that the complex wave number function, the attenuation function and
the dispersion function of a medium with a completely monotonic relaxation
modulus are parameterized by the dispersion-attenuation spectral measure
(Sec. 5).
The dispersion function and the attenuation function satisfy a dispersion
relation in parametric form because both functions are expressed in terms of
a single spectral measure. This dispersion relation implies the K-K disper-
sion relations with two subtractions (Sec. 10). The K-K dispersion relations
indicate that the complex wave number function is the Laplace transform
of a causal distribution. This distribution turns out to be a second-order
distributional derivative of a causal function defined in terms of the Laplace
transform of the dispersion-attenuation spectral measure.
The K-K dispersion relations are closely related to the minimum phase
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property of viscoelastic Green’s functions (Sec. 13). This property is relevant
for deconvolution of seismic signals.
The dispersion-attenuation spectral measure can often be explicitly cal-
culated for a given analytic complex modulus by analytic continuation to the
entire complex plane cut along the negative real semi-axis and calculating
the jump of the analytic continuation at the branch cut. This procedure is
demonstrated for the Cole-Cole, Havriliak-Negami and Cole-Davidson relax-
ation models (Sec. 12). The dispersion-attenuation spectral measure provides
an efficient tool for numerical determination of the dispersion and attenuation
functions.
2. Mathematical preliminaries.
Definition 2.1. A function f defined on the open positive real semi-axis R+
is said to be completely monotonic (CM) if it has derivatives of arbitrary
high order and
(−1)nDn f(x) ≥ 0 for x > 0 and n = 0, 1, 2, . . .
A CM function can have a singularity at 0. A bounded CM function f
has a limit at 0 and its domain of definition can therefore be extended by
continuity to the closed positive real semi-axis. A CM function is locally
integrable if and only if it is integrable over [0, 1].
Theorem 2.2. (Bernstein’s Theorem) Every CM function f has an integral
representation
f(x) =
∫
[0,∞[
e−rx µ(dr), t > 0 (1)
where µ is a positive Radon measure (that is, a locally finite measure), such
that ∫
[0,∞[
e−rεµ(dr) <∞
for some ε > 0.
The Radon measure µ is uniquely defined by f .
Definition 2.3. M is the set of positive Radon measures µ satisfying the
inequality ∫
]0,∞[
µ(dr)
1 + r
<∞ (2)
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Theorem 2.4. A real-valued CM function is locally integrable if and only if
the Radon measure µ in eq. (1) belongs to M.
The proof is given in Appendix D. Locally integrable CM functions will
be denoted by the abbreviation LICM and the set of LICM functions will be
denoted by L.
Remark 1. Inequality (2) is satisfied if and only if
∫
]0,1]
µ(dr) < ∞ and∫
]1,∞[ µ(dr)/r <∞ hold simultaneously. This statement follows immediately
from the inequalities 1/2 ≤ 1/(1 + r) ≤ 1 and 1/(2r) ≤ 1/(1 + r) ≤ 1/r
holding on [0, 1] and on [1,∞[ , respectively. By a similar argument (2) is
equivalent to the inequality ∫
]0,∞[
µ(dr)
a+ r
<∞
for an arbitrary number a > 0.
Definition 2.5. A function f defined on the closed positive real semi-axis is
said to be a Bernstein function if f ≥ 0 and Df is completely monotonic.
Since a Bernstein function f is non-decreasing and non-negative, the limit
limx→0+ f(x) always exists and is finite.
A superposition of Bernstein functions with positive coefficients is a Bern-
stein function. The set B of Bernstein functions is closed under pointwise
convergence [10]. Consequently an integral of a family of Bernstein functions
with a non-negative weight is a Bernstein function.
A function g is a Bernstein function if and only if it has the form
g(x) = a+
∫ x
0
h(y) dy (3)
where a ≥ 0 and h is a LICM function. Indeed, g′ = h is a CM function and
g ≥ 0, hence g is a Bernstein function. On the other hand, if g is a Bernstein
function then its derivative g′ is a CM and it is locally integrable. Hence
eq. (3) holds with h := g′, a = g(0). In particular the primitive function
1− e−x of the CM function e−x is a Bernstein function.
Definition 2.6. A function f : R+ → R is a complete Bernstein function
(CBF) if there is a Bernstein function g such that f(x) = x2 g˜(x).
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The set of complete Bernstein functions will be denoted by the symbol
Q.
Let g be the Bernstein function (3).
The Laplace transform of g has the form g˜(x) = a/x+ h˜(x)/x, where a ≥ 0
and h is a LICM function. By Bernstein’s theorem h(y) =
∫
[0,∞[ e
−yr µ(dr),
where µ ∈M. Hence
h˜(x) = L2 µ =
∫
[0,∞[
µ(dr)
x+ r
If f is a CBF and f(x) = x2 g˜(x), then
f(x) = a x+ x
∫
[0,∞[
µ(dr)
x+ r
, x > 0
or, equivalently,
f(x) = a x+ b+ x
∫
]0,∞[
µ(dr)
x+ r
, x > 0 (4)
where µ ∈ M, a ≥ 0 and b := µ({0}) ≥ 0. Any function with an integral
representation of the form (4) with a, b ≥ 0 and µ ∈M is obviously a CBF.
In particular, the function x/(x+ a) is a CBF if a ≥ 0.
We now note that x/(x+a) is a Bernstein function because it is an integral
of Bernstein functions x→ 1− e−rx, r ≥ 0, with a positive weight e−ar:
x
x+ a
= a
∫ ∞
0
e−ar
(
1− e−rx) dr
Eq. (4) now implies that every CBF function is an integral of Bernstein
functions with a positive weight, hence it is a Bernstein function.
The Bernstein function f(x) := 1 − e−x is however not a CBF. Indeed,
suppose the contrary. Then f(x) has the integral representation (4) with b =
f(0) = 0 and a = limx→∞ f(x)/x = 0. Hence f(x)/x =
∫
]0,∞[ µ(dr)/(x+ r).
But f(x)/x =
∫∞
0
e−xy χ[0,1](y) dy and therefore the characteristic function
χ[0,1](x) =
∫
]0,∞[ e
−xy µ(dy) is a smooth CM function. This conclusion is false,
hence 1 − e−x is not a CBF. Two examples of complete Bernstein functions
relevant for attenuation and dispersion are xα and (1 + x)α − 1, 0 < α < 1.
Many other examples of CBFs can be found in [10].
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Let g(z) denote the analytic continuation of g(x) to the complex plane
cut along the negative real axis. Eq. (4) implies that ℑg(z) ≥ 0 in C+. By
the Pick-Nevanlinna theorem ([10] Theorem 6.7) every non-negative contin-
uous function g(x) on R+ which has an analytic continuation with the above
property is a CBF. This criterion allows identifying some complex analytic
functions as analytic continuations of CBF, in particular zα with 0 ≤ α ≤ 1
and ln(1 + z).
We shall also need the following theorems [10]. They follow easily from
the Pick-Nevanlinna theorem. The first one is an immediate consequence of
the Pick-Nevanlinna theorem.
Theorem 2.7. If f is a CBF and 0 < α ≤ 1 , then f(·)α is a CBF.
Theorem 2.8. A function f 6≡ 0 is a CBF if and only if the function x/f(x)
is a CBF.
Proof. Let g(x) := x/f(x).
If f is a CBF then it has an analytic continuation f(z) to C+. The
analytic continuation of f has an integral representation of the form (4). It
follows that f(z)/z swaps C+ and C−. Consequently its inverse z/f(z) maps
C
+ and C− into itself and is non-negative on R+. Hence g(x) ≡ x/f(x) is a
CBF.
Conversely, f(x) = x/g(x). Consequently, if g(x) is a CBF, then f(x) is
a CBF.
For simplicity we shall henceforth apply the term CBF to the analytic
continuation of a CBF as well.
3. Viscoelastic media with non-negative relaxation spectrum.
We shall henceforth assume that the relaxation modulus G is LICM [9].
Since the function G is non-increasing and non-negative, it has a limit G∞ :=
limt→∞G(t) ≥ 0. The limit at 0 can be infinite even for physically realistic
models such as the Rouse theory of dilute polymer solutions [18].
According to eq. (1)
G(t) =
∫
[0,∞[
e−rt µ(dr), t > 0
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where µ ∈M. The relaxation modulus is thus a linear superposition of De-
bye relaxation functions with non-negative weights. The relaxation spectral
measure µ is positive.
On account of eq. (4) the function
Q(p) := p G˜(p) = p
∫
[0,∞[
µ(dr)
p+ r
(5)
is a CBF. It follows from the general theory of the Laplace transform [11, 12]
that Q(0) = G∞ ≥ 0 and, additionally, limp→∞Q(p) = G0 := limt→0+G(t) if
the relaxation modulus is bounded.
4. One- and three-dimensional viscoelastic Green’s functions.
Viscoelastic Green’s functions are solutions of the problem
ρ u,tt = G(t) ∗ ∇2 u,t, u(0, x) = 0, u,t(0,x) = δ(x) (6)
The viscoelastic Green’s function in a three-dimensional space can be
expressed in terms of the one-dimensional Green’s function:
u(3)(t,x) = − 1
2pir
∂
∂r
u(1)(t, r)
∣∣∣∣
r=|x|
(7)
Indeed, we have
u(1)(t, x) =
1
2pi
1
2pii
∫ i∞+ε
−i∞+ε
ept
ρ
Q(p)
dp
∫ ∞
−∞
eikx
1
k2 + κ(p)2
dk
hence
u(1)(t, x) =
1
4pii
∫ i∞+ε
−i∞+ε
ep t
ρ
Q(p) κ(p)
e−κ(p) |x| dp (8)
where the complex wave number function κ(p) is defined by the equation
κ(p) = ρ1/2 p/Q(p)1/2 (9)
The square root is defined in such a way that ℜκ(−iω) ≥ 0 for real ω.
In the three-dimensional case
u(3)(t,x) =
1
(2pi)3
1
2pii
∫ i∞+ε
−i∞+ε
ept
ρ
Q(p)
dp
∫
R3
d3k
eik·x
k2 + κ(p)2
=
1
(2pi)2
1
2pii
∫ i∞+ε
−i∞+ε
ept
ρ
Q(p)
dp
∫ ∞
0
k2 dk
∫
pi
0
sin(ϑ) dϑ
eik|x| cos(ϑ)
k2 + κ(p)2
8
Hence, by closing the contour over k in the upper half of the complex k-plane
u(3)(t,x) =
−1
(2pi)3 |x|
∫ i∞+ε
−i∞+ε
ept
ρ
Q(p)
dp
∫ ∞
−∞
eik|x|
k2 + κ(p)2
k dk =
1
8pi2 i |x|
∫ i∞+ε
−i∞+ε
dp
ρ
Q(p)
ep t−κ(p) |x| = − 1
2pir
∂
∂r
u(1)(t, r)
∣∣∣∣
r=|x|
5. The complex wave number function.
Assume that under constant strain the stress does not relax to 0: G∞ :=
limt→∞G(t) > 0.
By Theorems 2.7 and 2.8 the complex wave number function κ is a CBF.
Since Q(0) = G∞ > 0, κ(0) = 0. Hence κ has an integral representation (4)
without the constant term:
κ(p) = B p + β(p) (10)
where B > 0 and
β(p) := p
∫
]0,∞[
ν(dr)
p+ r
(11)
and ν ∈M. The function β will be called the dispersion-attenuation function.
The dispersion-attenuation spectral measure ν determines the attenuation,
dispersion and wavefront behavior of viscoelastic wave motion.
We have just shown that the complex wave number function of a vis-
coelastic medium with a LICM relaxation modulus is a CBF. The converse
is not true. Indeed, Q(p) = ρ [p/κ(p)]2 is a square of the CBF function
ρ1/2 p/κ(p). A square of a CBF need not however be a CBF, for example p2/3
is a CBF but its square is not even a Bernstein function.
Theorem 5.1. If ℜp ≥ 0 then ℜβ(p) ≥ 0.
Proof. If ℜp ≥ 0 then
ℜβ(p) =
∫
]0,∞[
|p|2 + rℜp
|p+ r|2 ν(dr) ≥ 0 (12)
Theorem 5.2. ℜβ(p) is a non-decreasing function of |p| in the closed right
half plane C+.
9
Proof. The integrand of eq. (12) has the form f(x) := (x2+ax)/(x2+ax+c),
where x = |p|, a := r cos(arg(p)) ≥ 0, c = r2 ≥ 0. The derivative of f is
non-negative.
The derivative
β ′(p) =
∫
]0,∞[
r ν(dr)
(p+ r)2
> 0
exists for real p because the integrand is bounded by ν(dr)/(p+ r). We are
however interested in growth of ℜβ(p) as p tends to infinity in the closed
right complex half-plane.
Theorem 5.3. If ν([0,∞[) = ∞ then ℜβ(p) → ∞ as |p| → ∞ in the right
half of the complex p-plane.
Proof. The integrand of (12) tends to 1 as |p| → ∞. Setting x = 1/|p|,
a := cos(arg(p)) the integrand is transformed into the function (1+ax)/(1+
2ax+x2), which has a non-positive derivative. Hence the integrand of (12) is
monotonically increasing to 1. If ν([0,∞[) =∞, then by the Lebesgue-Fatou
lemma [13] ℜβ(p) increases to infinity as |p| → ∞, p ∈ C+.
Theorem 5.4. β(p)/p tends to 0 as |p| → ∞ in the right half-plane −pi/2 ≤
arg p ≤ pi/2 uniformly with respect to arg p.
Proof. For −pi/2 ≤ ϕ ≤ pi/2
inf
ϕ∈[−pi/2,pi/2]
|R eiϕ + r|2 = inf
ϕ∈[−pi/2,pi/2]
[
R2 + r2 + 2Rr cos(ϕ)
]
= R2 + r2
hence
sup
ϕ∈[−pi/2,pi/2]
∣∣∣∣∣β
(
Reiϕ
)
Reiϕ
∣∣∣∣∣ ≤
∫
[0,∞[
ν(dr)√
R2 + r2
But for R ≥ 1/√3 and r ≥ 1 the inequality 1/√R2 + r2 ≤ √3/√1 + 3r2 ≤
1/(1 + r) holds in view of the inequality (1 + r)2 ≤ 1 + 3r2 for r ≥ 1,
while for R ≥ √3 and r < 1, 1/√R2 + r2 ≤ 1/√3 + r2 ≤ 1/(1 + r). Thus
1/
√
R2 + r2 ≤ 1/(1 + r) for R ≥ √3 and r ≥ 0. In view of eq. (2)
lim
R→∞
∫
[0,∞[
ν(dr)√
R2 + r2
= 0
by the Lebesgue Dominated Convergence Theorem. Hence |β(p)/p| tends to
0 in C+ uniformly with respect to arg p ∈ [−pi/2,pi/2].
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Corollary 5.5. If G0 <∞ then B = (ρ/G0)1/2 in eq. (10), otherwise B = 0.
Proof.
Recall that limp→∞Q(p) = G0 ≤ ∞.
Theorem 5.4 implies that
B = lim
p→∞
ℜp≥0
κ(p)
p
= lim
p→∞
ℜp≥0
ρ1/2
Q(p)1/2
=
(
ρ
G0
)1/2
The phase function in the Green’s function (8) has the form −iω t −
κ(−iω)r = −iω(t−Br)−β(−iω) r with β(−iω) = o∞[ω] and | exp(−β(p) r)| ≤
1. It will be shown that Green’s function vanishes for t < B r if B > 0 and
thus c∞ := 1/B can be identified as the wavefront speed. The parameter B,
B ≥ 0, will henceforth be replaced by c∞ varying in the range 0 < c∞ ≤ ∞.
Eq. (10) implies that the function κ can be analytically continued to the
complex plane cut along the negative real axis, i.e. to the principal Riemann
sheet p ∈ C, −pi < arg p < pi. The jump of the complex analytic function
on the branch cut ]−∞, 0] can be easily calculated. Note that the function
λ(p) := κ(p)/p assumes the following boundary values on both sides of the
branch cut:
λ
(
R e±ipi
)
= B +
∫ ∞
0
ν(dr)
r − R± i0+ , R > 0
and
(z ± i0+)−1 = vpz−1 ∓ ipiδ(z)
where vp z−1 denotes the principal value of z−1 and δ denotes the Dirac
delta [14]. Assume for a while that ν(dr) = h(r) dr, where the density h is a
smooth function. From the above identities follows the equation
f(R) :=
[
λ
(
R eipi
)− λ (R e−ipi)] /(2ipi) = h(R) (13)
The boundary values of analytic functions are in general distributions
[15]. Hence the jump function f is a distribution. Since f is a non-negative
distribution, it is a measure. More generally the measure ν of a segment
]u, w] is given by the formula
ν(]u, w]) =
1
pi
∫ w
u
ℑλ (R eipi) dR (14)
(Theorem C.3).
11
6. A necessary and sufficient condition for complete monotonicity
of the relaxation modulus.
Theorem 6.1. The function κ(p) of a viscoelastic material satisfies the con-
dition κ(p)2/p ∈ Q if the relaxation modulus is completely monotonic.
Proof. Eq. (9) implies that Q(p) = ρ p2/κ(p)2. In a viscoelastic medium with
a completely monotonic relaxation modulus the function Q is a CBF, hence
by Theorem 2.8 κ(p)2/p = ρ p/Q(p) is a CBF.
In the case of power law attenuation β(p) = C pα the function κ(p)2/p =
B2 p+2BC pα+C2 p2α−1 is a CBF if and only if 1/2 ≤ α ≤ 1. If α < 1/2 then
the exponent 2α − 1 is negative and the function β(p)2/p is not monotone,
hence it is not a BF; consequently the relaxation modulus is not completely
monotonic. The function f(p) := p/(1+p) is not a possible candidate for the
wave number function because p2/f(p)2 is not a Bernstein function. Other
counterexamples of this kind can be found in [9].
We now examine the class of functions κ(p) such that κ(p)2/p ∈ Q.
Eq. (10) implies that κ(p)2/p ∈ Q if and only if β(p) ∈ Q and β(p)2/p ∈ Q.
We shall use the following notation:
Q
α := {fα | f ∈ Q}, α ∈ R
For any real function f defined on R+
f Q := {fg | g ∈ Q}
where fg denotes the pointwise product of functions.
Theorem 6.2. Q(p) ∈ Q if and only if κ ∈ Q ∩ p1/2 Q.
Proof. If the function Q(p) = p2/κ(p)2 is a CBF then the function Q(p)1/2 is
also a CBF and the complex wave number function κ(p) = ρ1/2 p/[Q(p)]1/2
is therefore also a CBF. On the other hand κ(p) = ρ1/2 p1/2 [p/Q(p)]1/2. The
third factor is the square root of a CBF and hence a CBF itself. Hence
κ ∈ p1/2Q are also CBFs. We have thus proved the ”only if” part.
For the converse we shall use the following identity (Theorem 7.11 in [10])
for α ∈ [−1, 1]:
Q
α = Q ∩ pα−1Q (15)
i.e.
Q
α = {f ∈ Q | p1−α f(p) ∈ Q}
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Hence p1/2 Q1/2 = p1/2Q ∩ Q. By our hypothesis κ ∈ p1/2Q1/2, therefore
κ(p)2 = p f(p), where f ∈ Q. Thus Q(p) = p2/κ(p)2 = p/f(p) ∈ Q.
We have thus proved that the mapping Q→ κ is a bijective mapping ofQ
onto the space K := Q∩p1/2 Q. This fact implies that the wave number func-
tion has another integral representation, viz. κ(p) = p3/2
∫
]0,∞[(p+r)
−1 λ(dr)
with λ ∈M.
7. Finite propagation speed.
Since
ℜQ(p) =
∫
[0,∞[
|p|2 + rℜp
|p+ r|2 µ(dr),
the function |Q(p)| is a non-decreasing function of |p| in the right half complex
p-plane. It increases to infinity for |p| → ∞ in the right half complex p-plane.
If the spectral measure ν has infinite mass then the real part of the function
κ(p) = p/c∞ + β(p) increases to infinity in the right half complex p-plane
(Theorem 5.3).
Lemma 7.1. Let c∞ <∞.
The function f(p) := [Q(p) κ(p)]−1 e−β(p) r is analytic in the right half
plane and tends to 0 for |p| → ∞ uniformly with respect to arg p ∈ [−pi/2,pi/2].
Proof. By Theorem 5.1 |f(p)| ≤ |1/[Q(p) κ(p)]| in C+. If ℜp ≥ 0 then
ℜQ(p) =
∫
[0,∞[
|p|2 + rp
|p+ r|2 µ(dr) ≥ ℜ|p|
2
∫
[0,∞[
µ(dr)
|p+ r|2 ≥ |p|
2
∫
[0,∞[
µ(dr)
(|p|+ r)2
in view of the inequality |p+ r | ≤ r + |p|. Let a > 0 be sufficiently large so
that µ([0, a]) > 0. The integrand of the last integral is non-negative, hence
ℜQ(p) ≥ |p|2
∫
[0,a]
µ(dr)
(|p|+ a)2 =
|p|2
(|p|+ a)2µ([0, a])
For an arbitrary positive ε1 < µ([0, a]) a sufficiently large R1 can be found
so that ℜQ(p) > µ([0, a])− ε1 and |Q(p)| > µ([0, a])− ε1 for |p| > R1.
In view of the inequality 1/|κ(p)| = 1/(|p| |B + β(p)/p|) Theorem 5.4
implies that for every positive ε < 1 there is a positive R such that 1/|κ(p)| <
[1/(1− ε)]/|p| for all p with |p| > R and −pi/2 ≤ arg p ≤ pi/2.
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Theorem 7.2. If c∞ < ∞, then the Green’s function (8) vanishes for t <
x/c∞.
Proof. Let t < x/c∞.
The Green’s function is given by an expression of the form u(1)(t, x) =
A
∫
B f(p)e
p (t−x/c∞)dp, where B is the Bromwich contour running from η− i∞
to η + i∞, η > 0, parallel to the imaginary axis, A is a constant and the
function f is defined in Lemma 7.1. Consider the complex contour Cr : p =
r eiϕ, with ϕ running from pi/2 to −pi/2 and a fixed r > 0. Lemma 7.1 and
Jordan’s lemma imply that the integral A
∫
Cr f(p) exp(p (t−x/c∞)) dp tends
to 0 as r → 0. Let Br be the straight line contour running from η − ir to
η+ir. By the Cauchy theorem the integral of f(p) ep(t−x/c∞) over the contour
Br+Cr vanishes. Hence, taking the limit r →∞, the integral over B vanishes.
Consequently u(1)(t, x) = 0 for t < x/c∞.
Corollary 7.3. If c∞ <∞ then u(3)(t,x) vanishes for t < |x|/c∞.
Proof. The thesis follows from eq. (7).
8. Dependence of wavefront smoothing on the spectral density.
A frequent feature of wave propagation in real viscoelastic media is wave-
front smoothing [18–22]. Using a terminology often adopted in mechanics,
many linear viscoelastic media do not allow non-trivial discontinuity waves.
It will now be shown that absence or presence of non-trivial discontinuity
waves depends on a property of the dispersion-attenuation spectral measure.
Wavefront smoothing is ultimately due to the singularity of the derivative
of the relaxation modulus at 0. We shall now relate it to the asymptotic
properties of the attenuation-dispersion spectral measure.
If all the moments of the spectral density function h
an :=
∫ ∞
0
rn h(r) dr
are finite, then
β(p) = p
∫ ∞
0
h(r) dr
p+ r
∼∞
∞∑
n=0
(−1)n an p−n (16)
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[16, 17]. The dominating term is a positive constant a0. A special case is a
finite bandwidth spectral density such as h(r) = K χ[a,b](r), K > 0, 0 ≤ a <
b <∞. In this case β(p) = K ln[(p + b)/(p+ a)] ∼∞ K (b− a) + O [p−1].
If the function h decays at an algebraic rate then some higher order
moments are infinite and (16) does not hold. Assuming the asymptotic ex-
pansion of the spectral density
h(r) ∼∞
∞∑
n=0
bn r
−n−α, 0 < α < 1 (17)
the dissipation-attenuation function has the following asymptotic expansion
at infinity [17]
β(p) ∼∞ pi
sin(piα)
N−1∑
n=0
(−1)n [bn p1−n−α − n cn p−n]+RN (18)
where
cn :=
∫ ∞
0
fn(r) r
n−1 dt, fn(r) := h(r)−
n∑
k=0
bn r
−k−α
RN :=
(−1)N
pN−1
∫ ∞
0
rn fn(r)
p+ r
dr
The asymptotic expansion of β is valid in the entire cut complex plane,
| arg p| < pi [17]. The first term of the expansion of the dissipation-attenuation
function β is now b0 p
1−α while the attenuation functionA(ω) := ℜβ(−iω) ∼∞
b0 sin(piα)ω
1−α.
Consequently, if the spectral density h decays algebraically at infinity,
then | exp(−iω(t−x/c∞)−β(−iω) |x|)| ≤ | exp(−A(ω) |x|)| vanishes asymp-
totically like exp (−b0 sin(piα)ω1−α r). Hence the integral (8) is absolutely
convergent and therefore the function u(1) is continuous. Furthermore, the
derivatives of Dnt D
m
x u
(1)(t, x) are also given by absolutely convergent inte-
grals. Consequently u(1)(t, x) is a smooth function of both arguments in
R+×R+. In particular it has continuous derivatives of arbitrary order at the
wavefront t = x/c∞. Thus the wavefront does not carry any discontinuity of
the Green’s function nor its derivatives. Since the Green’s function vanishes
for t < x/c∞, it gradually decays to 0 with all its derivatives.
Eq. (7) implies that u(3)(t,x) is also a smooth function of (t,x) ∈ R+ ×
(R3 \ {0}).
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The case of a strongly singular relaxation modulus is analyzed in Theo-
rem 8.1.
Theorem 8.1. If G(t) =
∫
[0,∞[ e
−tr µ(dr) with µ ∈ M and µ([0, r]) ∼∞
rα l(r), where 0 < α < 1 and l is slowly varying at infinity, then G0 = ∞,
c∞ = ∞, Q(p) ∼∞ cα pα l(p), κ(p) ∼∞ ρ1/2 c −1/2α pγ l(p)−1/2, 1/2 < γ < 1
and ν([0, r]) ∼∞ ρ1/2 c −1/2α rγ l(p)−1/2, where γ := 1−α/2, cα := piα/ sin(piα).
If µ([0, r]) ∼∞ rα l(r), 0 < α < 1, then, by the Karamata Abelian The-
orem (Theorem B.5), G(t) ∼0 t−α l(1/t)/Γ(1− α). In this case the Green’s
function is a complex analytic function of (t, x) in a neighborhood of R+×R
[18]. (This follows from a more general fact that the Green’s function is
analytic except at the wavefront; in the strongly singular case the Green’s
function does not have a wavefront). Analyticity implies that the Green’s
function cannot vanish on any open subset of R+ ×R unless it is identically
zero.
The case of weakly singular relaxation modulus is somewhat more com-
plicated. The relaxation modulus is weakly singular if G is bounded and
G′(t) ∼ −b t−α l(t), b > 0, 0 < α < 1. In this case l(r) := µ(]0, r[) ∼∞
µ(]0,∞[) − a r−α, with a = bΓ(1 − α), G0 = µ({0}) < ∞, G0 − G∞ =
µ(]0,∞[). l is a function of slow variation at infinity vanishing at 0. By
Valiron’s Theorem
Q(p) = G∞ + p
∫
]0,∞[
µ(dr)
p+ r
∼∞ G∞ + µ(]0,∞[)− a p−α = G0 − a p−α
Hence
κ(p) ∼∞
(
ρ
G0
)1/2
p
(1− ap−α/G0)1/2
This implies that β(p) ∼∞ [a/(2G0 c∞)] pγ where γ := 1− α ∈ ]0, 1[, and
ν([0, r]) ∼∞ a
2G0 c∞
sin(piα)
pi(1− α)r
1−α
The dissipation-attenuation spectral density has an infinite bandwidth and
an algebraic decay at infinity and the Green’s functions are infinitely smooth
at the wavefront x = c∞ t.
Summarizing,
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(i) if ν(dr) = h(r) dr and all the moments of the spectral density h are
finite, then the Green’s function can have discontinuities at the wave-
front;
(i) if ν(dr) = h(r) dr and the spectral density function h decays at an
algebraic rate then the wavefront does not carry any discontinuity of
the Green’s function nor its derivatives of arbitrary order.
9. Attenuation and dispersion functions.
Define the attenuation function A and the dispersion function D by the
equations
A(ω) := ℜβ(−iω) ≡ ℜκ(−iω) = ω2
∫
]0,∞[
ν(dr)
ω2 + r2
(19)
D(ω) := −ℑβ(−iω) = ω
∫
]0,∞[
r ν(dr)
ω2 + r2
(20)
By Theorem 5.4
A(ω) = o∞[ω], D(ω) = o∞[ω] (21)
Note thatA(ω) ≥ 0 and sgnD(ω) = sgnω. Recalling the Green’s function
(8) and the definition of κ(p), this implies an outgoing sense of propagation
and a non-negative attenuation along each radial direction.
Since x/(1 + x) is an increasing function, eq. (19) implies that the atten-
uation function A is non-decreasing.
The phase speed c(ω) := −ω/ℑκ(−iω) = 1/(1/c∞ − ℑβ(−iω)/ω) is re-
lated to the dispersion function by the equation
1
c(ω)
=
1
c∞
+
D(ω)
ω
(22)
Note that c(ω) ≤ c∞ becauseD(ω) ≥ 0. Moreover D(ω)/ω =
∫
]0,∞[ r ν(dr)/(ω
2+
r2) is a non-increasing function of ω. Therefore the phase speed c(ω) is a
non-decreasing function of frequency.
Eq. (22) and eq. (21) imply that
lim
ω→∞
c(ω) = c∞ (23)
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If Q(0) = G∞ > 0 then, in view of eq. (9), limp→0 κ(p)/p = (ρ/G∞)1/2
for all p ∈ C. The inverse of this limit will be denoted by the symbol c0. In
particular, for p = −iω, ω ∈ R, this proves the following theorem:
Theorem 9.1. If G∞ > 0 then
lim
ω→0
A(ω)/ω = 0; D := lim
ω→0
D(ω)/ω <∞
and 1/c0 = limω→0[1/c(ω)] = 1/c∞ +D.
Note that D ≥ 0 and D > 0 unless G(t) = const. Under the hypotheses
of Theorem 9.1 the phase speed satisfies the inequality c0 < c(ω) < c∞, while
0 < c(ω) < c∞ in the opposite case.
Corollary 9.2. G∞ > 0 entails that
D =
∫
[0,∞[
ν(dr)
r
<∞ (24)
Proof. Indeed,
D(ω)
ω
=
∫
[0,∞[
ν(dr)
r
1
1 + ω2/r2
For ω → 0 the function 1/(1+ω2/r2) increases monotonically to 1. Therefore,
if it is assumed that the integral in (24) is infinite then, by the Fatou lemma,
D(ω)/ω tends to infinity for ω → 0. On the other hand, if the inequality in
(24) is satisfied, then
D = lim
ω→0
D(ω)
ω
=
∫
[0,∞[
ν(dr)
r
(25)
by the Lebesgue Dominated Convergence Theorem.
10. High-frequency behavior and the Kramers-Kronig dispersion
relations.
The Kramers-Kronig (K-K) dispersion relations are the Sochocki-Plemelj
formulae following from the fact the dissipation-attenuation function β(p) is
the Laplace transform of a causal distribution F (t). Indeed,
β(p)
p
=
∫
[0,∞[
ν(dr)
p+ r
= L2(ν)(p) (26)
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where L denotes the Laplace transformation. The integral representation
of the function β shows that all the singularities of the complex analytic
function β(p)/p lie in the closure of the left half p-plane. By Jordan’s lemma
and Theorem 5.4 the source function g of β1(p) := β(p)/p vanishes for t < 0.
Applying the inverse Laplace transformation L−1 to both sides of eq. (26) we
have
g(t) = L−1(β1)(t) = L(ν) =
∫
[0,∞[
e−rt ν(dr)
for t > 0 with ν ∈ M. By Theorem 2.4 the function g is LICM. Hence its
primitive
f(t) :=
∫ t
0
g(s) ds ≡
∫
]0,∞[
[
1− e−tr] ν(dr)
is a Bernstein function continuous over [0,∞[ and f(0) = 0. It follows that
the dissipation-attenuation function β(p) is the Laplace transform of the
causal distribution D2 f of second order. For β(p) = C pα, with 0 < α < 1,
C > 0, the function f is C t 1−α+ /Γ(2− α).
Theorem 10.1. If the ν measure of the closed segment [0, r] is a function
of r regularly varying with index 1− α,
ν([0, r]) ∼∞ r1−α l(r)
where l is a function of slow variation at infinity, then α > 0 and
A(ω) ∼∞ (1− α)pi
2 cos(αpi/2)
ω1−α l(ω) (27)
D(ω) ∼∞ (1− α)pi
2 sin(αpi/2)
ω1−α l(ω) (28)
Proof. Since ν ∈M, eq. (2) implies that α > 0.
Let F (ω) :=
∫
[0,∞[(ω
2+r2)−1 ν(dr) ≡ ∫
[0,∞[(ω
2+r2)−1 dν([0, r]), where the
integral on the extreme right-hand side is a Stieltjes integral. The function F
can be expressed in terms of a Stieltjes transform by changing the integration
variable. In terms of a new measure µ([0, s]) := ν([0,
√
s]) = s(1−α)/2 l (
√
s),
F (ω) =
∫
[0,∞[
µ(ds)
ω2 + s
(29)
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By Valiron’s theorem (Theorem B.4)
F (ω) =
(1− α)pi
2 cos(piα/2)
ω1−αl(ω)
This proves the theorem.
The function F in eq. (29) is differentiable for ω > 0, hence the atten-
uation and dispersion functions A and D are differentiable. The function
ω−1A(ω) ∼∞ ω−α by Theorem 10.1, hence it belongs to the space D′(1)L
(eq. (1.8.12) in [23] Sec. 1.7–1.8). Consequently under the above hypothe-
ses the functions A(ω) = ℜβ(−iω) and D(ω) = −ℑβ(−iω) satisfy the K-K
dispersion relations with one subtraction:
A(ω)−A(ω0) = −(ω − ω0)
pi
vp
∫ ∞
−∞
D(ω′)−D(ω0)
(ω′ − ω0) (ω′ − ω)dω
′ (30)
where ”vp” indicates that the integral is to be taken in the sense of principal
value.
11. Attenuation and dispersion functions. Low-frequency behav-
ior.
Low-frequency behavior of the attenuation function provides a useful test
whether a specimen of the material subjected to constant strain for t > 0
relaxes to zero stress - that is, whether G∞ = 0. Materials with vanishing
G∞ are known as viscoelastic fluids. Scalar models considered in this paper
represent either longitudinal or shear waves. It turns out that the same
material can behave under tension or compression like a viscoelastic solid
and under shear strain as a viscoelastic fluid.
If ν ∈ M and the ν measure ν([0, r]) of the closed segment [0, r] is a
function of r regularly varying at 0 with index γ, then γ > 0.
Theorem 11.1. If the Radon measure ν ∈M is regularly varying at 0 with
ν([0, r]) = rγ l(r), where l(r) is slowly varying at 0 and 0 < γ < 1, then
(i) A is regularly varying at 0 with
A(ω) = γpi
2 sin(γpi/2)
ωγ l(ω2)
with l slowly varying at 0;
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(ii) D is regularly varying at 0 with
D(ω) ∼0 γpi
cos(γpi/2)
ωγ l(ω2);
(iii) the Q factor is asymptotically constant at 0, Q(ω) ∼0 4pi cot(γpi/2).
Proof. Ad (i)
A(ω) = ω2
∫
[0,∞[
ν(dr)
ω2 + r2
= ω2
∫
[0,∞[
µ(ds)
s+ ω2
where the integration variable has been changed to s = r2 and µ([0, s]) ∼0
sγ/2 l(1/s). For example, if ν(dr) = h(r) dr with h(r) ∼0 γrγ−1 l(r), then
µ(ds) = g(s) ds with g(s) = h (
√
s) /(2
√
s) ∼0 (γ/2)sγ/2−1l(
√
s). The func-
tion l(
√
s) is slowly varying at 0, hence Lemma B.4 implies the thesis.
Ad (ii)
D(ω) ∼0 ω
∫
[0,∞[
rν(dr)
r2 + ω2
= ω
∫
[0,∞[
√
s µ(ds)
s+ ω2
Valiron’s Theorem implies the thesis.
Theorem 11.1 is applicable to viscoelastic fluids. In the case of viscoelastic
solids eq. (24) implies that γ > 1 and the hypotheses of Theorem 11.1 are not
satisfied. In this case Theorem 9.1 implies that D(ω) = Dω+o0[ω]. If A(ω)
is regularly varying at 0 then A(ω) ∼0 |ω|α+1 l(ω), where l is slowly varying
at 0 and either α > 0 or l(0) = 0, for example A(ω) ∼0 C |ω| lnβ(1+ω) with
C, β > 0.
Attenuation of longitudinal waves in polymers and bio-tissues exhibits the
power law behavior A(ω) ∼0 C|ω|1+α. The asymptotic behavior described
by (i) of Theorem 11.1 is observed for shear wave attenuation in minerals
(e.g. [24]).
12. A few examples of analytic viscoelastic models.
We shall now demonstrate an application of the spectral method to the
numerical determination of attenuation and dispersion in viscoelastic media
defined by the most popular analytic expressions for the complex modulus.
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12.1. Power law.
If ν([0, r]) = a rγ, 0 < γ < 1, then A(ω) = Aωγ, where
A = a γ
∫ ∞
0
yγ−1dy
1 + y2
.
12.2. Finite bandwidth.
If ν(dr) = C χ[a,b](r) dr, with 0 < a < b <∞, C > 0, then the attenuation
function
A(ω) = C ω [tan−1(b/ω)− tan−1(a/ω)]
is asymptotically constant at infinity and O [ω2] at 0:
A(ω)
{
∼0 C ω2 (1/a− 1/b)
∼∞ C (b− a)
(31)
On the other hand 1/c0 = limp→0 κ(p)/p = 1/c∞+C ln(b/a), hence D(ω) ∼0
C ln(b/a)ω.
12.3. The Cole-Cole relaxation model.
The Cole-Cole model is defined by the Laplace transform of the relaxation
modulus of the form
G˜CCα (p) =
G∞
p
1 + a (τp)α
1 + (τp)α
, a > 1, 0 < α < 1, G∞ > 0, τ > 0
(32)
[25, 26]. The Cole-Cole model [29] and its generalizations [27] are equivalent
to linear viscoelastic models based on fractional derivatives considered in [28].
The function GCCα is bounded completely monotonic (Appendix E). Using
the formula ∫ t
0
e−ptEα,β(−λ tα) dt = p
β−1
pα + λ
(33)
[30] the relaxation modulus GCCα can be expressed in terms of the Mittag-
Leffler function Eα = Eα,1
GCCα (t) = G∞ θ(t) [1 + (a− 1)Eα (−tα/b)] (34)
The relaxation modulus GCCα has a finite limit G0 = G∞ a at t = 0.
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The complex wave number function of the Cole-Cole model is given by
the formula
κCCα (p) =
p
c0
[
1 + (τp)α
1 + a(τp)α
]1/2
= B p+ p
∫
]0,∞[
ν(dr)
p+ r
(35)
An explicit integral expression for the attenuation and dispersion functions
of the Cole-Cole model can be derived from eqs (10–11) and (14). In the first
place Corollary 5.5 implies that
B = lim
p→∞
κCCα (p)
p
= a−1/2/c0 (36)
The wavefront speed equals c∞ = 1/B.
The spectral density hCCα of the Cole-Cole model is given by the formula
hCCα (r) =
1
pi c0
ℑ
[
κCCα (r exp(ipi))
r exp(ipi)
−
(
1
a
)1/2]
=
1
pi c0
ℑ
[
1 + (τr)α exp(iαpi)
1 + a (τr)α exp(iαpi)
]1/2
Let
J := ℑ 1 + (τp)
α
1 + a (τp)α
, R := ℜ 1 + (τp)
α
1 + a (τp)α
where p = r exp(ipi). The imaginary part Y of [(1 + (τp)α) / (1 + a (τp)α)]1/2
is a solution of the bi-quadratic equation Y 4 + RY 2 − J 2/4 = 0 and is
non-negative, hence Y =
√√R2 + J 2 −R/√2. Now J = J1/Z2, R =
R1/Z2, where J1 = −(a − 1) sin(piα) (τr)α, R1 = 1 + a (τr)2α + (a +
1) cos(piα) (τr)α and Z =
√
1 + a2 (τr)2α + 2a cos(piα) (τr)α. Hence the
dispersion-attenuation spectral measure ν of the Cole-Cole model has a den-
sity
hCCα (r) =
1
pi c0
√
2
√
|R1|
[√
1 + (J1/R1)2 − sgn(R1)
]
Z
(37)
Note that
hCCα (r)
{
∼∞ b1/2
pi c∞
a−1
a
sin(αpi) (τr)−α
∼0 1√2pic0 (a− 1) sin(αpi) (τr)
α
(38)
and the function hCCα (r)/r is integrable. Thus DCCα (ω) ∼0 Dω. The asymp-
totic properties of the attenuation function follow from Theorem 11.1
ACCα (ω)
{
∼∞ 12 a−1a c0 sin(αpi/2) (τω)1−α
∼0 1√2 c0 (a− 1) sin(αpi/2) (τω)
1+α
(39)
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For α → 1 the dispersion-attenuation spectral density hCCα tends to the
spectral density of the Standard Linear Solid
hSLS(r) =
{
0, R1 > 0
1
pi c0
√−R1
|a r−1| , R1 < 0
(40)
or, equivalently
hSLS(r) =
1
pi c0
√
1− τ r
a τ r − 1 χ[1/a,1](τ r) (41)
In contrast to the Cole-Cole model, the spectrum of the SLS has a finite
bandwidth and
∫∞
0
hSLS(r) dr <∞.
The attenuation functions of the Cole-Cole and the SLS are now given
by the explicit expressions
ACCα (ω) = ω2
∫ ∞
0
hCCα (r)
r2 + ω2
dr (42)
for 0 < α < 1 and α = 1, respectively. The dispersion functions are given by
DCCα (ω) = ω
∫ ∞
0
r hCCα (r)
r2 + ω2
dr (43)
0 < α ≤ 1. The attenuation function and the phase speed c(ω) with c∞ =
5000m/s are shown in Fig. 1.
Equations (42) and (43) are convenient for numerical computation of the
attenuation and dispersion functions.
12.4. The Havriliak-Negami relaxation.
The Havriliak-Negami relaxation model is defined by the Laplace trans-
form of the relaxation modulus of the form
G˜HNα,γ(p) =
G0
p
[
1− b
(1 + (τ p)α)γ
]
,
0 < b ≤ 1, 0 < α < 1, 0 < γ ≤ 1, G0 > 0 (44)
[31]. The corresponding relaxation modulus is given by a 4-parameter for-
mula involving the Prabhakar Mittag-Leffler function Eγα,αγ [7]. The Havriliak-
Negami relaxation modulus GHNα,γ is a CM function (Appendix E).
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Figure 1: Attenuation function and phase speed plotted vs logarithm of angular frequency
in MHz for the SLS and Cole-Cole models, a = 1.5, c∞ = 5km/s, τ = 10
−13 s.
Solid line: Cole-Cole, α = 1/2; dashed line: Standard Linear Solid.
For γ = 1 the Havriliak-Negami relaxation modulus reduces to the Cole-
Cole model with a = 1/(1− b).
Eq. (9) implies that c∞ = (G0/ρ)1/2 and β(p)/p = [1− b/ (1 + (τp)α)γ ]−1/2−
1/c∞. Hence the spectral density is given by the expression
hHNα,γ(r) =
1
pic∞
ℑZ−1/2
where Z := 1− b/Y and Y := (1 + (τr)α exp(ipiα))γ.
Substitution of the expressions
|Y | = g(r) := (1 + 2(τr)α cos(piα) + (τr)2α)γ/2
ℜY = g(r) cos(γf(r)), ℑY = g(r) sin(γf(r))
where
f(r) := tan−1 ((τr)α sin(piα)/ (1 + (τr)α cos(piα)))
in the formulae
ℜZ = 1− bℜY|Y |2 , ℑZ = b
ℑY
|Y |2
yields the formula
|Z| = k(r) :=
√
1 + b2/g(r)2 − 2b cos(γf(r))/g(r)
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Hence, using the identity
ℑZ−1/2 = −ℑZ
1/2
|Z| = ∓
√|Z| − ℜZ√
2 |Z|
and noting that the lower sign applies in the problem at hand, the final result
is
hHNα,γ(r) =
1
pi
√
2c∞
√
k(r)− 1 + b cos(γf(r))/g(r)
k(r)
(45)
Note that f(0) = 0 and therefore k(0) = 1 − b/g(0). This implies that
hHNα,γ(0) = 0 and D =
∫∞
0
[hHNα,γ(r)/r]dr <∞.
In comparison with the Cole-Cole model the parameter γ in the Havriliak-
Negami model allows decoupling the high-frequency asymptotics of the wave
number function from its low-frequency asymptotics. The high-frequency
asymptotics Q(p) ∼∞ G0 (1− b (τp)−αγ) implies that κ(p) = p/c∞+β(p) ∼∞
p/c∞ + p [1 + b (τp)−αγ ] and thus β(p) ∼∞ (b/c∞ τ)(τp)1−αγ . On the other
hand Q(p) ∼0 G∞ [1 + bγ/(1− b (τp)α] and therefore κ(p) ∼0 p/c0 ×
{1− b γ (τp)α+1/[2(1− b) τ ]}. The lowest frequencies propagate with speeds
close to c0 and exhibit the attenuation A(ω) ∼0 b γ sin(αpi/2)(τω)1+α/[2(1−
b)τ c0], in agreement with experiments.
Due to its flexibility achieved by a minimal number of parameters and
asymmetric shape of the peak of the loss modulus the Havriliak-Negami
relaxation model is frequently used in modeling the alpha relaxation in the
mechanical and dielectric data in polymers and glass-forming liquids [32–35].
12.5. The Cole-Davidson relaxation.
The Cole-Davidson relaxation modulus is given by (44) with α = 1. The
spectral density hCDγ of the Cole-Davidson model cannot however be obtained
by substituting α = 1 in eq. (45). For α = 1 the branch cut in the complex
p-plane is reduced to the segment ]−∞,−1/τ ] and
Y =
{
(τ r − 1)γ exp(ipiγ), τ r > 1
(τ r − 1)γ, τ r ≤ 1
Hence
ℜZ = 1−
{
b cos(piγ) (τ r − 1)−γ, τ r > 1
b (1− τr)−γ, τ r ≤ 1 , ℑZ =
{
b sin(piγ) (τ r − 1)−γ, τ r > 1
0, τ r ≤ 1
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Figure 2: Plots of attenuation and phase speed vs logarithm of angular frequency in MHz
for the Cole-Cole, Havriliak-Negami and Cole-Davidson models, b = 0.5, c∞ = 5km/s,
τ = 10−13 s.
Solid line: Cole-Davidson, β = 1/2; dashed line: Havriliak-Negami, α = 1/1.3, β = 1.3/2;
dot-dashed: Havriliak-Negami, α = 1.3/2, β = 1/1.3; dotted: Cole-Cole, α = 1/2.
Consequently
hCDγ (r) =
1
pi
√
2c∞
√
k1(r)− 1 + b cos(piγ)
k1(r)
θ(τ r − 1) (46)
with k1(r) :=
√
1 + b2/|1− τ r|2γ − 2b cos(piγ)/|1− τr|γ .
The low-frequency asymptotics of the Cole-Davidson attenuation function
can be calculated by substituting eq. (44) in (9) and using the definition (19)
of A yields a behavior characteristic of a spectrum which does not extend to
0: A(ω) ∼0 γ b τ ω2/[2c0 (1− b)] (cf Sec. 12.2).
Ultrasonic data for polymers and bio-tissues cover the range 0–250 MHz,
which is much below the inverse of the characteristic relaxation time 1/τ =
107MHz for polymers. Therefore they are expected to be matched by the
low-frequency asymptotics of the attenuation function and phase speed. At-
tenuation and phase speed for the Cole-Cole, Havriliak-Negami and Cole-
Davidson models in the low-frequency range are shown in Fig. 2. The plots
have been obtained by numerical integration of eqs (19–20) using eqs (45),
(46) and (22). The asymptotic high-frequency exponent equals 1/2 for all
these cases.
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13. Plane waves and minimum phase signals.
The K-K dispersion relations are closely connected to the minimum phase
properties of the propagators.
Definition 13.1. A causal tempered distribution T is said to be minimum
phase if its Fourier transform Tˆ and its inverse 1/Tˆ (ω) are analytic in the
upper half-plane C+.
The first condition implies that the poles and branch cuts of Tˆ lie in the
lower half ω plane. The second condition implies that Tˆ does not vanish in
the upper half plane C+.
A shifted function or distribution Tτf is defined by the formula (Tτf)(t) =
f(t − τ). Its Fourier transform T̂τf(ω) = fˆ(ω) eiωτ has the same zeros and
singularities as fˆ(ω).
The following proposition is obvious.
Proposition 13.2.
(i) If the tempered distributions T and S are minimum phase then their
convolution is a minimum phase distribution.
(ii) If the convolution of the tempered distribution S with an arbitrary min-
imum phase tempered distribution is a minimum phase tempered distri-
bution, then S is a minimum phase tempered distribution.
(iii) If the distribution T is minimum phase, then the shifted distribution
TτT is minimum phase distribution.
The convolution T ∗S can be viewed as an application of a linear operator
T to a signal S. A minimum phase operator is defined as a linear operator
that preserves the class of minimum phase tempered distributions. It follows
from Proposition 13.2 that a minimum phase tempered distribution M can
be viewed either as a minimum phase signal or a minimum phase linear
convolution operator (filter).
Theorem 13.3. A tempered distribution T is minimum phase if and only if
ln(Tˆ ) is analytic in the upper half plane C+.
Proof. ln(Tˆ ) is analytic in C+ if and only if Tˆ is analytic in C+ and does
not vanish there. On the other hand, if Tˆ is analytic in C+, then 1/Tˆ is
analytic in C+ if and only if Tˆ does not vanish there. The thesis follows by
comparison of the last two statements.
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Let the distribution or function f be causal. Its Fourier transform fˆ is an
analytic function in C+. Assume that ℜfˆ(ω) → ∞ for |ω| → ∞ in ω ∈ C+
is an increasing function of |ω| in C+, with ℜfˆ(ω) = O [|ω|γ] for some γ > 0.
The functions e±fˆ(ω) are analytic in C+ and the function e−fˆ(ω) tends to zero
as |ω| → ∞ in C+. The inverse Fourier transform
g(t) =
1
2pi
∫ ∞
−∞
e−iωt e−fˆ(ω) dω
is absolutely convergent and hence a continuous function of t. By Jordan’s
lemma the function g(t) is causal. It is also a minimum phase distribution.
Theorem 13.4. Let T be a minimum phase tempered distribution. Then
ln(Tˆ ) satisfies the K-K dispersion relations with two subtractions.
Proof. (sketchy) By Theorem 13.3 ln(Tˆ ) is an analytic function in C+. Since
T is causal, by the Paley-Wiener Theorem (theorem A.1) ln(Tˆ (ω)) = o∞[ω].
The function H(ω) := ln(Tˆ (ω))/ω2 is analytic in C+ and it uniformly tends
to 0 as ω tends to ∞. Hence H is the Fourier transform of a causal function
h(t). Since H(ω) = o [ω−1], the inverse Fourier transform of H is absolutely
convergent, the function f ∈ C0. Hence D2 f is a distribution of second order
and ln(Tˆ ) satisfies the K-K dispersion relations with two subtractions.
The Fourier transform of the Green’s function u(1)(t, x) is the product of
three factors
uˆ(1)(ω, x) =
1
2k(−iω) e
iωx/c∞ e−β(−iω)x (47)
The inverse Fourier transform of (47) is a convolution
u(t, x) := δ(t− x/c∞) ∗t M(t, x) ∗t s(t) ≡M(t− x/c∞, x) ∗t S(t) (48)
where S(t) is the inverse Fourier transform of the first factor and M(·, x) is
a minimum phase signal for each x > 0. The two first factors can be viewed
as transfer functions or filters applied to the source signal.
Since κ(p) is a CBF function, the singularities of the function k(−iω) ≡
iκ(−iω) lie on the negative imaginary axis. By Corollary C.5 its zeros also
lie on the negative imaginary axis. Hence the first factor is a minimum phase
filter.
The third factor has two crucial properties
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1. it is the Fourier transform of a causal tempered distribution M ;
2. the real and imaginary parts of the phase −β(−iω) x of the Fourier
transform Mˆ of M satisfy the K-K dispersion relations.
These two properties identifyM(t) as a minimum phase signal. Note that by
definition a minimum phase signal has an onset at zero time. In seismology
and acoustics the onset time of the minimum phase signal can be arbitrary.
The signal in (48) is shifted and it starts at t = x/c∞, the travel time to the
point x.
The second factor in (47) is an all-pass filter because it has a constant
unit amplitude. It is a shift operator acting on the third factor. A shifted
minimum phase function is again a minimum phase function.
Hence u(1)(·, x) is a minimum phase signal. If the source function s(t) is
a minimum phase signal, then the convolution s ∗t u(1)(·, x) is a minimum
phase signal for every x.
14. Concluding remarks.
We have demonstrated the utility of the spectral decomposition of the
wave number function for investigating general properties of the attenuation
and dispersion in a viscoelastic medium with a positive relaxation spectrum.
It has also been shown that spectral decomposition of attenuation provides
a very efficient method for numerical computation of attenuation in some
popular viscoelastic models of polymers and soft matter.
Theorem 5.1 implies that the complex analytic continuation A(ω) of the
attenuation function, defined on the complex plane except on the negative
imaginary axis, is a Herglotz function. Weaver and Pao [36] derived the K-K
dispersion relations from this property. The derivation of the K-K dispersion
relations adopted in this paper is based on a constitutive assumption. Weaver
and Pao’s assumption is not entirely based on a physical argument because
it concerns the wave number function at complex-valued frequencies.
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A. The Paley-Wiener Theorem
How can one verify whether a candidate function M(ω) for the complex
modulus is the Fourier transform of a function vanishing for t < 0?
The best available answer to this question is Theorem XII in Paley and
Wiener [37]:
Theorem A.1. Let the function M(ω) be square integrable.
If ∫ ∞
−∞
| ln |M(ω)||
1 + ω2
dω <∞,
then there exists a function G : R → C with support in the closed positive
real semi-axis R+ such that M is the Fourier transform of G. The converse
of this implication is also true.
Note that the hypotheses of the theorem involve conditions on the abso-
lute value of M(ω) only.
B. Regular variation. Valiron’s and Karamata’s theorems.
Definition B.1. A real function f is said to be regularly varying at a, where
a = 0 or ∞, if limx→a f(λx)/f(x) is finite.
f is said to be rapidly varying with index ∞ if
lim
x→a
f(λx)/f(x) =
{
∞, λ > 1
0, λ < 1
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A real function f on R+ is said to be rapidly varying at a, where a = 0
or ∞, with index −∞ if
lim
x→a
f(λx)/f(x) =
{
0, λ > 1
∞, λ < 1
Theorem B.2. If f is regularly varying at a, where a = 0 or ∞, then
limx→a f(λx)/f(x) = λα, where α is a real number.
The number α is called the index of the function f at a.
Definition B.3. A real function f on R+ is said to be slowly varying at a
if it is regularly varying at a with index 0.
A regularly varying function f with index α at a can be expressed as the
product xα l(x), where l is slowly varying at a.
Examples: ln(1+x) is slowly varying at infinity; (1+xα) is slowly varying
at 0 if α ≤ 0 and regularly varying at infinity with index α if α > 0; exp(−x)
is rapidly varying at infinity with index −∞.
Theorem B.4. (Valiron 1911, see [38]) If F is an increasing function
satisfying the condition limt→0− F (t) = 0 and the function φ is given by the
Stieltjes integral
φ(r) =
∫
[0,∞[
1
t+ r
dF (t)
then the following two statements are equivalent:
(i) F (t) ∼∞ tλ l(t);
(ii) φ(r) ∼∞ piλsin(piλ)rλ−1 l(r)
where 0 ≤ λ < 1 and the function l is slowly varying at infinity.
Valiron’s Theorem also holds when ∞ is replaced by 0.
Theorem B.5. (Feller [39], Chapter XIII; Seneta [40], Theorem 2.3)
If F is non-decreasing right-continuous, l is slowly varying at 0, γ ≥ 0, and
the Laplace-Stieltjes transform φ(p) of F converges for p > a, where a is a
positive real number, then
F (t) ∼∞ tγ l(1/t)/Γ(1 + γ)
implies
φ(p) ∼0 p−γ l(p)
Note that the function l(1/t) is slowly varying at infinity.
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C. Stieltjes functions. Zeros of a CBF.
Definition C.1. A non-negative real function f on R+ with the integral
representation
f(x) = a+
b
x
+
∫
]0,∞[
µ(dr)
x+ r
(C.1)
where a, b ≥ 0 and µ ∈M, is called a Stieltjes function.
Eq. (C.1) can also be expressed in the form f(x) = a+
∫
[0,∞[ µ(dr)/(x+r)
with µ({0}) = b.
A Stieltjes function f(x) has a complex analytic continuation f(z) in the
complex plane cut along the negative real axis, | arg(z)| < pi. The function
f(z) has the integral representation (C.1) with x replaced by z. It follows
immediately that f(z) maps C+ to C− and vice versa.
Lemma C.2. A Stieltjes function has a finite value at every point of the
complex plane outside the closure of the negative real axis.
Proof. Let z = x+ iy.
The inequality |z + t| =
√
(r + x)2 + y2 ≥ r + x implies for x > 0 the
inequality ∣∣∣∣∫
[0,∞[
µ(dr)
z + r
∣∣∣∣ ≤ ∫
[0,∞[
µ(dr)
x+ r
<∞
(cf Remark 1 ).
If y > 0 then we can find such a number ϑ that 0 < ϑ ≤ 1 and q :=
ϑx+ (1− ϑ)y > 0. Hence√
(r + x)2 + y2 ≥ ϑ(r + x) + (1− ϑ) y ≥ ϑ (r + q/ϑ)
Hence ∫
[0,∞[
µ(dr)
|z + r| ≤
1
ϑ
∫
[0,∞[
µ(dr)
r + q/ϑ
<∞
Theorem C.3. [41]
An analytic function f regular in C+ and satisfying the inequality (i) ℑf(z) ≤
0 in C+ and (ii) f(x) ≥ 0 for x ∈ R+ can be expressed in the form
f(z) = f0 +
∫
[0,∞[
µ(dy)
y + z
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where f0 = limz→∞ f(z) and µ ∈M. The limit limz→∞ f(z) exists and equals
f0. The measure µ is uniquely defined as the weak limit∫
[0,∞[
φ(y)µ(dy) = − 1
pi
lim
ε→0+
∫
[0,∞[
φ(y)ℑf(−y + iε) dy (C.2)
for every continuous function φ with compact support.
Theorem C.4. The inverse 1/f of a non-zero CBF f is a Stieltjes function.
Proof. The integral representation (4) implies that
f(1/z) = a1 + b
1
z
+
∫
]0,∞[
ρ(dy)
1 + z y
= a1 + b
1
z
+
∫
]0,∞[
u ρ (d u−1)
u+ y
where a1 := a+ ρ({0}) ≥ 0, u = 1/y. Hence the function f(1/z) satisfies (i)
and (ii) of Theorem C.3. In particular, (ii) implies that ℑf(1/z)−1 ≥ 0 for
z ∈ C+. Substitute z = 1/ζ . Clearly, sgnℑζ = −sgnℑz and, by reflection,
ℑf(ζ)−1 ≤ 0 for ζ ∈ C+. Since f(x)−1 > 0 as well, f(x)−1 is a Stieltjes
function.
Corollary C.5. A CBF does not vanish outside the closed negative real
half-axis.
Proof. Let f be a non-zero CBF. If f(a) = 0 then the Stieltjes function 1/f
has a pole at a. Hence a ∈ R−.
D. Proof of Theorem 2.4.
Proof. By the Fubini theorem∫ 1
0
dt
∫
[0,∞[
e−rtµ(dr) =
∫
[0,∞[
µ(dr)
∫ 1
0
e−rt dt =
∫
[0,∞[
1− e−r
r
µ(dr)
If f if integrable over [0,1] then the last integral is convergent. Since the
integrand is non-negative and the Radon measure µ is positive,∫
[1,∞[
1− e−r
r
µ(dr) <∞
But∫
[1,∞[
1− e−r
r
µ(dr) ≥ (1− e−1) ∫
[1,∞[
µ(dr)
r
≥ (1− e−1) ∫
[1,∞[
µ(dr)
1 + r
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hence the last integral is convergent. The integral∫
[0,1[
µ(dr)
1 + r
is convergent, hence the inequality (2) is satisfied.
Assume now that (2) is satisfied. Note that∫
[0,1]
µ(dr) ≤ 2
∫
[0,1]
µ(dr)
1 + r
<∞
It follows that the integral ∫
[0,1]
1− e−r
r
µ(dr)
is convergent because the integrand is bounded. It remains to consider the
integral on [1,∞[ :∫
[1,∞[
1− e−r
r
µ(dr) ≤
∫
[1,∞[
1
r
µ(dr) ≤ 2
∫
[1,∞[
µ(dr)
1 + r
hence f is integrable over [0,1].
E. Proof of the CM property of the relaxation moduli in Sec. 12.
We prove here that GHNα,γ is CM for 0 ≤ α, γ ≤ 1. According to Theo-
rem 2.6 in Chapter 16 of [42] it suffices to prove that F (p) := ℑ
[
p G˜HNα,γ(p)
]
≥
0 for p ∈ C+ and G˜HNα,γ(p) ≥ 0 for p ∈ R+. The second inequality follows
from the assumption that b ≤ 1. The first one follows from the fact that
α, γ ≤ 1, p ∈ C+ imply that (1 + (τ p)α)γ ∈ C− and therefore F (p) =
−bℑ [(1 + (τp)α)γ] / |1 + (τ p)α|2γ ≥ 0. The remaining hypotheses of Theo-
rem 2.6 are easy to verify.
The CM property holds for α ≤ 1 and γ ≤ 1, hence it also applies to GCDγ
and GCCα .
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