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LOCAL HOLOMORPHIC ISOMETRIES OF A MODIFIED
PROJECTIVE SPACE INTO A STANDARD PROJECTIVE SPACE;
RATIONAL CONFORMAL FACTORS
PETER EBENFELT
Abstract. We consider local modifications ωn+f
∗ωd of the Fubini-Study metric (with
associated (1, 1)-form ωn) on an open subset Ω ⊂ CPn induced by a local holomorphic
mapping f : Ω → Pd. Our main result is that there are ”gaps” in potential dimensions
m such that the modification can be obtained as h∗ωm for some local holomorphic
mapping h : Ω→ CPm. We also consider the case of rational conformal factors.
1. Introduction
We shall consider complex projective space CPn equipped with the standard Fubini-
Study metric, and we shall denote by ωn its associated (1, 1)-form. In affine coordinates
z = (z1, . . . , zn) in an affine chart ∼= Cn ⊂ CPn, we have
(1) ωn =
√−1
2pi
∂∂¯ log
(
1 +
n∑
i=1
|zi|2
)
=
√−1
2pi
∂∂¯ log
(
1 + ||z||2) .
Let Ω ⊂ CPn be an open subset and F : Ω → CPd a holomorphic mapping. For a
nonnegative real number λ, the λ-modification of the Fubini-Study metric (in Ω) induced
by this mapping is the metric whose associated (1, 1)-form is given by ωn,F,λ = ωn+λF
∗ωp.
The considerations in this paper are local, so we shall assume that Ω and F (Ω) are
contained in affine charts of CPn and CPd, respectively; thus, if we express F in affine
coordinates, F (z) = [1 : f(z)] with f(z) = (f1(z), . . . , fn(z)), then ωn,f,λ = ωn,F,λ is given
by
(2) ωn,f,λ := ωn + λ
√−1
2pi
∂∂¯ log
(
1 +
p∑
i=1
|fi(z)|2
)
= ωn + λ
√−1
2pi
∂∂¯ log
(
1 + ||f ||2) .
We shall further assume that there is a positive integer m, a positive real number µ, and
a holomorphic mapping h : Ω ⊂ Cn → Cm ⊂ CPm such that ωn,f,λ = µh∗ωm; i.e.,
(3) ωn = µh
∗ωm − λf ∗ωd.
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This situation, but in a more general setting where the source is a general simply con-
nected Ka¨hler manifold and the target is a product of projective spaces, was considered
in the recent paper [10] by X. Huang, and Y. Yuan. They show that strong rigidity
properties hold under suitable number theoretic conditions on the conformal factors µ
and λ. In the restrictive setting considered here, their result would state that if there
are no positive rational numbers s, t such that sλ = tµ, then f and h extend as global
holomorphic immersions f : CPn → CPd, h : CPn → CPm, and furthermore, f and h are
both conformal isometries (i.e., f ∗ωd = aωn, h
∗ωm = bωn) with integral conformal factors
a, b such that 1 = aµ− bλ. The reader is referred to [10] for a discussion of the relevance
and general context of this problem.
In this paper, we shall consider in some sense the opposite case, where the conformal
factors λ and µ are rational numbers, in which case the number theoretic condition in
[10] of course fails. In this case, the rigidity properties established in [10] also fail, as is
pointed out in that paper: The mappings f and h do not extend as global mappings and
they are not conformal isometries, in general. However, there are range estimates that
hold for the rank of h, in general depending on the dimension d of the modification as
well as the conformal factors µ and λ. In the special case where the conformal factor λ
equals one, there are ”gaps” in the range of possible ranks of h such that the integers in
these gaps cannot occur as the rank of an h satisfying (3) for any f or integral µ. (This
phenomenon is akin to the codimensional gaps that are predicted by the Huang-Ji-Yin
Gap Conjecture [9] for CR mappings between spheres. Indeed, the underlying reasons
are similar, in both cases boiling down to rank properties of certain sums of squares; see
Section 2.)
We shall say that a mapping G : Ω → CPN is minimally embedded if the image G(Ω)
is not contained in a proper projective plane. Since projective space equipped with the
Fubini-Study metric is a homogeneous space, there is no loss of generality in assuming
that 0 ∈ Ω and that f(0) = h(0) = 0. In this case, g being minimally embedded is
equivalent to the components of g = (g1, . . . , gN), in affine coordinates near 0, being
linearly independent. We first state our result in the special case where the conformal
factors λ and µ are both one:
Theorem 1.1. Let Ω ⊂ Cn ⊂ CPn be a connected open set, f : Ω → Cd ⊂ CPd a
minimally embedded holomorphic mapping, and ωn,f = ωn+f
∗ωd the 1-modification of the
Fubini-Study metric ωn induced by f . Then, there is a minimally embedded holomorphic
mapping h : Ω → Cm ⊂ CPm, unique up to multiplication by a unitary m × m matrix,
such that ωn,f = h
∗ωm or, equivalently,
(4) ωn = h
∗ωm − f ∗ωd,
3and the dimension m satisfies the following:
(i) If d ≤ n, then
(5) n+
d−1∑
l=0
(n− l) = n(d+ 1)− d(d− 1)
2
≤ m ≤ dn+ n+ d = n(d+ 1) + d.
(ii) If d ≥ n, then m ≥ max(n(n+ 3)/2, d).
Remark 1.2. Observe that, for fixed n, the function d 7→ n(d + 1) − d(d−1)
2
is strictly
increasing in d for 1 ≤ d ≤ n.
The existence of the mapping h is trivial in this case (see the proof of Theorem 1.1
below), and the uniqueness is a consequence of a well known lemma by D’Angelo [4].
The main point of the theorem is the range estimates in (i) on the dimension m for low
dimensional (d ≤ n) modifications. We note that there are ”gaps” in the range of possible
dimensions m that can occur as target dimensions for h, regardless of the modification
(i.e., regardless of the modifying mapping f and dimension d). For instance, if d = 1,
then 2n ≤ m ≤ 2n + 1. If d = 2, then 3n − 1 ≤ m ≤ 3n + 2, etc. As d grows towards
n, these possible ranges of m will initially be disjoint, but the ”gaps” between them will
shrink until eventually (when d ∼ √2n) they disappear. The gap intervals of dimensions
m for which no minimally embedded h : Ω→ Cm ⊂ CPm is isometric to a 1-modification
induced by any f go as follows (until they disappear):
(6) (0, 2n), (2n+ 1, 3n− 1), (3n+ 2, 4n− 3), . . . ,
with the dth gap being given by (n(d+1)+d, n(d+2)−d(d+1)/2), which as the reader
can readily verify becomes empty when d is sufficiently large, d ∼ √2n as mentioned
above. The estimate provided in (ii) is of less interest. It will become very poor as the
dimension d of the modification grows; for generic choices of f the dimension m will grow
on the order of the right hand side of (5). We formulate the gap result as a corollary:
Corollary 1.3. Let Ω ⊂ Cn ⊂ CPn be a connected open set, h : Ω → Cm ⊂ CPm a
minimally embedded holomorphic mapping such that
(7) n(k + 1) + k < m < n(k + 2)− k(k + 1)
2
,
for some k. Then, h∗ωm is not the 1-modification wn,f = wn + f
∗ωd for any f : Ω →
Cd ⊂ CPd.
In order to formulate a result with general, rational conformal factors λ and µ, we need
to introduce some terminology and notation. Let φ = (φ1, . . . , φa) and ψ = (ψ1, . . . , ψb)
be holomorphic mappings Ω→ Ca ⊂ CPa and Ω → Cb ⊂ CPb, respectively. The tensor
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product φ⊗ψ is defined to be the mapping Ω→ Cab ⊂ CPab whose components are φiψj
as i and j run over the sets {1, . . . , a} and {1, . . . , b}, respectively, in some predetermined
ordering of pairs (i, j). The notation φ⊗k denotes the tensor product of φ with itself k
times. The rank of a holomorphic mapping φ : Ω → Ca ⊂ CPa is the smallest integer
r such that the image φ(Ω) is contained in an affine complex plane (or, equivalently,
projective plane if considered as a mapping into CPa) of dimension r; in particular, φ is
minimally embedded in CPa if and only if the rank is a.
Theorem 1.4. Let Ω ⊂ Cn ⊂ CPn be a connected open set, f : Ω → Cd ⊂ CPd a
minimally embedded holomorphic mapping, and a, b, c positive integers without a common
prime factor. Let ωn,f,c/b = ωn + (c/b)f
∗ωd be the c/b-modification of the Fubini-Study
metric ωn induced by f . Assume that there is a minimally embedded holomorphic mapping
h : Ω→ Cm ⊂ CPm such that ωn,f,c/b = (a/b)h∗ωm or, equivalently,
(8) ωn =
a
b
h∗ωm − c
b
f ∗ωd.
If (1, f)⊗c has rank e+ 1, then
(9) cd ≤ e ≤
c∑
k=1
(
d+ k − 1
k
)
and the following hold:
(i) If e ≤ n and b = 1, then the following two inequalities hold:
(10)


n(e + 1)− e(e− 1)
2
≤
a∑
k=1
(
m+ k − 1
k
)
am ≤n(e+ 1) + e.
(ii) If e ≥ n or b ≥ 2, then
(11)
n(n+ 3)
2
≤
a∑
k=1
(
m+ k − 1
k
)
.
We note that if a = 1 in Theorem 1.4, then the estimates on m are of the same type
as those of Theorem 1.1, with the rank e playing the role of the dimension d in the latter
theorem. If a ≥ 2, then the existence of the mapping h has to be assumed, as it may
not exist in general. We also note that in this case the sum on the right in the first
inequality of (10) and on the right in (11) is a polynomial of degree a in m with positive
coefficients. Consequently, the lower bound on m provided by these two estimates will
be roughly on the order of the ath root of the left hand sides. In the case (i) in Theorem
1.4, this means (as the reader can verify) that the possible intervals of m provided by
(10) will in general not be disjoint for different values of e ≥ cd, as is the case in Theorem
51.1. Thus, the gaps in possible values of m, regardless of the modification, that exist
when the conformal factors are both one, cannot be predicted (although they may still
exist) for general rational conformal factors by Theorem 1.4, except for the first gap that
exists for sufficiently small values of a (compared to the dimension n): For fixed c ≥ 1,
we have e ≥ c and hence (10) and (11) imply that
n(c+ 1)− c(c− 1)
2
≤
a∑
k=1
(
m+ k − 1
k
)
.
(If c ≥ n, we replace the left hand side by n(n+3)/2, but let us assume here that c ≤ n.)
Observe that if m = 1, then the right hand side equals a. It follows, regardless of the
modification, that if a < n(c + 1) − c(c − 1)/2, then m ≥ 2. Similarly, if m = 2, then
the right hand side equals (a + 1)(a + 2)/2 − 1 and, hence, if (a + 1)(a + 2)/2 − 1 <
n(c + 1) − c(c − 1)/2, then m ≥ 3, etc. In general, Theorem 1.4 should be regarded as
estimates on m for a given rank e, but estimates that do not depend on the modifying
mapping f itself. As above, the main point is the estimates for low ranks e ≤ n. We
should point out, however, that the gap phenomenon described in Corollary 1.3 holds for
the possible ranks of (1, h)⊗a. This follows directly from the proofs of Theorems 1.1 and
1.4.
Remark 1.5. If a ≥ 2, then the lower bounds provided by Theorem 1.4 are at best m ≥ n,
and in general worse than this. To see this, observe that in the case a ≥ 2, if
(12)
n(n + 3)
2
≤ m+ m(m+ 1)
2
,
then the inequalities for lower bounds on m in (10) and (11) hold. Thus, any lower bound
m ≥ A that follows from Theorem 1.4 is implied by the lower bound that follows from
(12), and the reader can readily verify that this bound is precisely m ≥ n.
If f in Theorem 1.4 is assumed to be a rational mapping, then one can show (using
Huang’s Lemma; see below) that in fact m ≥ n. Thus, in view of Remark 1.5, for rational
mappings, the lower bounds in Theorem 1.4 do not yield any new information beyond
m ≥ n. It is also possible, in this case, that estimates that are linear in m could be
proved, if further progress is made on the SOS problem (see Section 2) in the general
situation. The case where f is rational is discussed in Section 4.
Standard arguments will reduce the proofs of Theorems 1.1 and 1.4 to statements about
ranks of certain sums of squares. (A reader unfamiliar with these standard arguments
might want to read Section 3 before reading Section 2.) The results concerning the latter
that are needed for the proofs are stated and proved in Section 2. The proofs of Theorems
1.1 and 1.4 are then given in Section 3. A discussion of the case where the modifying
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map is rational is conducted in Section 4. Some examples are also given in the latter
section.
The connection between results concerning sums of squares and isometric embedding
problems has also been explored in, e.g., [2], [3].
2. Ranks of Sums of Squares
In this section, we shall consider some Sums of Squares (SOS) problems that arise in
the context of holomorphic mappings between projective spaces with (modified) Fubini-
Study metrics. The (standard) connection will be made in Section 3.
2.1. Setup and Basics. We shall first consider the following Sums of Squares (SOS)
Equation in z = (z1, . . . , zn) ∈ Cn:
(13)
(
n∑
j=1
|zj|2
)
a(z, z¯) =
m∑
k=1
|hk(z)|2,
where a(z, z¯) is a real-analytic, Hermitian function; h = (h1, . . . , hm) is a local (germ at 0
of a) holomorphic mapping (Cn, 0)→ (Cm, 0) whose components are linearly independent
over C (or, equivalently, whose image is not contained in a proper subspace of Cm). For
brevity, we shall also use the notation
||z||2 :=
n∑
j=1
|zj|2, ||h||2 = ||h(z)||2 :=
m∑
k=1
|hk(z)|2;
the dimension of the complex space whose Euclidian norm is used will be clear from the
context. Thus, equation (13) can then be written
(14) ||z||2a(z, z¯) = ||h||2.
If the Hermitian function a(z, z¯) is a polynomial, then it can then be written as a differ-
ence of finite squared norms:
(15) a(z, z¯) =
p∑
i=1
|fi(z)|2 −
q∑
j=1
|gj(z)|2 = ||f ||2 − ||g||2,
where f = (f1, . . . , fp), g = (g1, . . . , gq) are polynomial mappings. If a is real-analytic but
not polynomial, then a similar decomposition can be achieved with (in general, infinite
dimensional) Hilbert space valued f and g. In what follows, we shall assume that a can
be decomposed as a difference of finite squared norms (as in (15)), which is always the
case if a is polynomial. When the components of f and g are linearly independent (as
can always be achieved), then the pair (p, q) is called the rank of a. If q = 0 (meaning
that (15) can be achieved with g ≡ 0), then a is said to be a (finite) SOS and we will
7simply refer to p (rather than (p, 0)) as its rank; thus, e.g., ||h||2 above is a finite SOS
of rank m. A fundamental problem of general interest (and whose solution would have
direct implications for the Huang-Ji-Yin Conjecture in CR geometry mentioned in the
introduction) can be described as follows:
SOS Problem. Let a(z, z¯) be a Hermitian real-analytic function in neighborhood of 0 in
Cn and assume that ||z||2a(z, z¯) is a finite SOS, i.e., there exists a holomorphic mapping
h = (h1, . . . , hm) satisfying (14). Relate the possible values of the rank m of the SOS ||h||2
to the rank (p, q) of a and the dimension n.
The only general result known, to the best of the author’s knowledge, about the SOS
Problem is Huang’s Lemma [8], which states that if a(z, z¯) is not identically zero, then
the rank m ≥ n. In this paper, we shall only consider the SOS problem in the special
case where a(z, z¯) itself is an SOS.
In what follows, we shall also use the following notation: Let F = (F1, . . . , Fa) and
G = (G1, . . . , Gb) be local holomorphic mappings (C
n, 0) → Ca and (Cn, 0) → Cb,
respectively. Then, F⊕G denotes the mapping (Cn, 0)→ Ca+b given by F⊕G := (F,G),
and F ⊗ G the mapping (Cn, 0) → Cab whose components are FiGj as i and j run over
the sets {1, . . . , a} and {1, . . . , b}, respectively, in some predetermined ordering of pairs
(i, j). We observe immediately that
(16) ||F ⊕G||2 = ||F ||2 + ||G||2; ||F ⊗G||2 = ||F ||2||G||2.
We shall use the notation VF ⊂ C{z} ∼= On for the vector space over C spanned by the
components of F . Clearly, the rank of the SOS ||F ||2 equals the dimension of VF .
2.2. The SOS problem when a(z, z¯) is an SOS. The following result concerning the
case when a is a bihomogeneous Hermitian polynomial SOS was proved in [7] (Proposition
3) using an estimate by Macauley on the growth of the Hilbert function of a homogeneous
polynomial ideal:
Proposition 2.1. ([7]) Let A(Z, Z¯) be a bihomogeneous Hermitian polynomial in Z =
(Z0, Z1, . . . , Zn) and Z¯, and assume that A(Z, Z¯) is an SOS of rank p, i.e.,
A(Z, Z¯) =
p∑
i=1
|Fi(Z)|2,
where F1(Z), . . . , Fp(Z) are linearly independent homogeneous polynomials. If p ≤ n+1,
then the rank R of the SOS ||Z||2A(Z, Z¯) satisfies
(17)
p−1∑
l=0
(n+ 1− l) = (n+ 1)p− p(p− 1)
2
≤ R ≤ p(n+ 1),
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and if p ≥ n+ 1, then R ≥ (n + 1)(n+ 2)/2.
Remark 2.2. We note that both the lower and upper bound in can be achieved for each
p ≤ n. It is easy to see that the lower bound is achieved with, e.g., Fi(Z) = Zi for
i = 1, . . . , p. The upper bound is achieved for ”generic” choices of Fi(Z).
A straightforward argument using homogenization of polynomials yields the following:
Theorem 2.3. Let a(z, z¯) be a Hermitian real-analytic function near 0 in Cn, and assume
that a(z, z¯) is a finite SOS of rank p, i.e.,
(18) a(z, z¯) =
p∑
i=1
|fi(z)|2,
where f1(z), . . . , fp(z) are linearly independent holomorphic functions near 0. If p ≤ n,
then the rank r of the SOS ||z||2a(z, z¯) satisfies
(19)
p−1∑
l=0
(n− l) = np− p(p− 1)
2
≤ r ≤ pn,
and if p ≥ n, then r ≥ max(n(n + 1)/2, p).
Proof. Let us first assume that a(z, z¯) is a polynomial of bidegree (d, d) and that (18) can
be achieved with linearly independent polynomials fi(z) of degree at most d. Let us intro-
duce homogeneous coordinates Z = (Z0, Z1, . . . , Zn) = (Z0, Z˜) and define homogeneous
polynomials of degree d by
(20) Fi(Z) := Z
d
0fi(Z˜/Z0), i = 1, . . . , p.
Clearly, the Fi are linearly independent since the fi are. It follows that the bihomogeneous
Hermitian polynomial
A(Z, Z¯) := |Z0|2da
(
Z˜/Z0, Z˜/Z0
)
then satisfies
A(Z, Z¯) =
p∑
i=1
|Fi(Z)|2,
and has rank p. Let us first assume that p ≤ n. By Proposition 2.1, the rank R of the
SOS ||Z||2A(Z, Z¯) satisfies R ≥ (n + 1)p− p(p− 1)/2. Since
||Z||2A(Z, Z¯) = (|Z0|2 + ||Z˜||2)A(Z, Z¯) =
p∑
i=1
|Z0|2|Fi(Z)|2 + ||Z˜||2A(Z, Z¯)
and ||Z˜||2A(Z, Z¯) is also an SOS, it is then clear that the rank r of ||Z˜||2A(Z, Z¯) must
satisfy
(21) r ≥ (n+ 1)p− p(p− 1)/2− p = np− p(p− 1)/2,
9which when p = n reduces to
(22) r ≥ (n + 1)n− n(n− 1)/2− n = n(n + 1)/2.
In other words, there are linearly independent homogeneous polynomials Hi(Z) of degree
d+ 1 such that
(23) ||Z˜||2A(Z, Z¯) =
r∑
i=1
|Hi(Z)|2,
where r satisfies the lower bound (21). Noting that fi(z) = Fi(1, z) and a(z, z¯) =
A
(
(1, z), (1, z)
)
, we conclude by substituting Z = (1, z) in (23) that
(24) ||z||2a(z, z¯) =
r∑
i=1
|hi(z)|2,
where hi(z) = Hi(1, z). The hi are linearly independent since the Hi are, and therefore
the rank of ||z||2a(z, z¯) equals r, where r satisfies (21). Clearly, by construction we have
r ≤ pn (since pn is the total number of terms obtained when the product ||z||2a(z, z¯) is
multiplied out), proving (19) when p ≤ n. If p ≥ n, then the rank r will be greater than
or equal to the corresponding rank obtained when a(z, z¯) is replaced by the sum on the
right in (18) truncated after n terms, i.e., r ≥ n(n+ 1)/2. The fact that r ≥ p is trivial.
This establishes the statement of Theorem 2.3 in the polynomial case.
Next, let a(z, z¯) be a Hermitian real-analytic function near 0 in Cn satisfying (18),
where the fi are linearly independent holomorphic functions near 0, and let
(25) ||z||2a(z, z¯) =
r∑
i=1
|hi(z)|2,
be a SOS decomposition of ||z||2a(z, z¯) with the hi(z) being linearly independent holo-
morphic functions near 0. If we truncate the Taylor series of the fi(z) at degree d and
those of the hi(z) at degree d + 1, then we obtain a Hermitian polynomial a
d(z, z¯) of
bidegree (d, d) such that
(26) ad(z, z¯) =
p∑
i=1
|f d(z)|2, ||z||2ad(z, z¯) =
p∑
i=1
|hd+1(z)|2
where the f di (z) and h
d+1(z) denote the truncated Taylor polynomials of fi(z) and hi(z)
at degrees d and d+1, respectively. Since the sets of holomorpic functions f1, . . . , fp and
h1, . . . , hr both are linearly independent, it is clear that the sets of polynomials f
d
1 , . . . , f
d
p
and hd1, . . . , h
d
r both are linearly independent for d sufficiently large. In other words, for d
sufficiently large, the Hermitian polynomial ad(z, z¯) is an SOS of rank p and ||z||2ad(z, z¯)
is an SOS of rank r. The conclusion of Theorem 2.3 now follows from the corresponding
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statement in the polynomial case, already established above. This concludes the proof
of Theorem 2.3. 
We are now ready to state and prove a ”nonhomogeneous” version of Theorem 2.3 that
will be used in the proofs of Theorems 1.1 and 1.4 below.
Theorem 2.4. Let f1(z), . . . , fp(z) be linearly independent local holomorphic functions
vanishing at 0 in Cn such that
(27) (1 + ||z||2)(1 +
p∑
i=1
|fi(z)|2) = 1 +
r∑
i=1
|hi(z)|2,
where h1(z), . . . , hr(z) are linearly independent local holomorphic functions near 0. If
p ≤ n, then the rank r of the SOS ||h||2 =∑ri=1 |hi(z)|2 satisfies
(28) n +
p−1∑
l=0
(n− l) = n(p+ 1)− p(p− 1)
2
≤ r ≤ pn + n+ p = n(p + 1) + p,
and if p ≥ n, then r ≥ n(n+ 3)/2.
Remark 2.5. Both the upper and lower bound in (28) can be achieved by examples similar
to those in Remark 2.2.
Proof. If we write f = (f1, . . . , fp) and h = (h1, . . . , hr), then (27) can be written
(1 + ||z||2)(1 + ||f ||2) = 1 + ||h||2,
which when multiplied out is equivalent to
(29) ||z||2 + ||f ||2 + ||z||2||f ||2 = ||h||2.
It is clear that the vector spaces Vz and Vf⊗z only intersect at 0 (since the Taylor series
of the zlfi(z) have no constant or linear terms by the assumption that fi(0) = 0) and
therefore the rank of the SOS ||z||2+ ||z||2||f ||2 (= dimC Vz⊕Vf⊗Z) is ≥ the rank of ||z||2||f ||2
plus n. It then follows immediately from Theorem 2.3 that if p ≤ n, then
r ≥ np− p(p− 1)
2
+ n = n(p+ 1)− p(p− 1)
2
,
which is the lower bound in (28). The lower bound r ≥ n(n + 3)/2 when p ≥ n follows
from Theorem 2.3 in the same way. The upper bound in (28) is obtained directly by
counting the number of squares on the left in (29). This completes the proof of Theorem
2.4. 
11
2.3. Another Sums of Squares Problem. For the proof of Theorem 1.4, we shall also
need the following result concerning the rank of powers of (1 + ||f ||2):
Proposition 2.6. Let f1(z), . . . , fp(z) be linearly independent local holomorphic functions
vanishing at 0 in Cn. Let t ∈ Z+ and express (1 +
∑p
i=1 |fi(z)|2)t as follows:
(30) (1 +
p∑
i=1
|fi(z)|2)t = 1 +
r∑
i=1
|hi(z)|2,
where h1(z), . . . , hr(z) are linearly independent local holomorphic functions near 0. Then
the rank r of the SOS ||h||2 =∑ri=1 |hi(z)|2 satisfies
(31) tp ≤ r ≤
t∑
k=1
(
p+ k − 1
k
)
.
Remark 2.7. The lower bound in (31) is realized by taking fi(z) = z
i
1, and the upper
bound can be realized by choosing the fi to be ”suitably spaced” monomials. For instance,
to realize the upper bound if p ≤ n, we can simply take fi(z) = zi; if p > n, then we can
take the first n fi’s of this form, and then take subsequent ones to be monomials with
an increment in the degrees so that the degrees of monomials up to order t in f1, . . . , fk
is lower than the degree of the monomials fk+1, . . . , fp.
Proof. Observe that the rank r is the dimension of the complex vector space VF ⊂ C{z}
spanned by the collection F of all monomials fα := fα11 . . . f
αp
p with 1 ≤ |α| ≤ t. The
upper bound in (31) is easily seen to hold. The number on the right in (31) is the
number of distinct monomials of degree ≤ t in p variables, and the rank r can clearly
not exceed this. To prove the lower bound, we proceed as follows. First, a moments
reflection will convince the reader that, by iteratively replacing the kth generator fk(z)
with a suitable linear combination fk(z)−
∑k−1
i=1 cifi(z) if necessary, we may assume that
the generators are of the form fi(z) = qi(z)+O(|z|si+1) where the qi(z) are homogeneous
polynomials of degree si such that q1, . . . , qp are linearly independent. We shall need the
following lemma, in which the notation C[w]≤t is used for the space of polynomials in
w = (w1, . . . , wq) of degree ≤ t.
Lemma 2.8. For any positive integers t and n, there are positive integers a1, . . . an such
that the algebra homomorphism C[z]→ C[ζ ] induced by the map
p(z) 7→ p(ζa1, . . . , ζan)
is injective when restricted as a linear map C[z]≤t → C[ζ ]≤tmax(a1,...an).
12 PETER EBENFELT
Proof of Lemma 2.8. It suffices to prove the lemma for n = 2, since this result can
then be repeated iteratively to ”collapse” two variables to one until the desired map
C[z]≤t → C[ζ ]≤tmax(a1,...an) is obtained. Thus, assume n = 2. Choose a1 6= a2 to be prime
numbers ≥ t + 1. Then, the induced homomorphism maps the monomial zα := zα11 zα22
to ζa1α1+a2α2 . Suppose, in order to reach a contradiction, that the linear map C[z]≤t →
C[ζ ]≤tmax(a1,a2) is not injective. Then, there must be |α| ≤ t and |β| ≤ t such that zα and
zβ get mapped to the same monomial ζk; i.e., a1α1+a2α2 = a1β1+a2β2 or, equivalently,
a1(α1−β1) = a2(β2−α2). This is clearly a contradiction since a1 6= a2 are prime numbers
≥ t + 1 and |α1 − β1|, |β2 − α2| are both ≤ t. This completes the proof. 
We now return to the proof of Proposition 2.6. By Lemma 2.8, we can find positive
integers a1, . . . , an such that the one-variable polynomials f˜i(ζ) = fi(ζ
a1, . . . , ζan), for
1 = 1, 2, . . . , p, are linearly independent. The rank r in Proposition 2.6 will be ≥ the
dimension r˜ of the complex vector space VF˜ ⊂ C{z} spanned by the collection F˜ of
all monomials f˜α := f˜α11 . . . f˜
αp
p with 1 ≤ |α| ≤ t. Again, by iteratively replacing the
kth generator f˜k(ζ) with a suitable linear combination f˜k(ζ) −
∑k−1
i=1 cif˜i(ζ) and then
renumbering if necessary, we may assume that f˜i(ζ) = biζ
si +O(ζs1+1) where bi 6= 0 and
1 ≤ s1 < . . . < sp. As a final reduction, we note that the dimension r˜ is ≥ the dimension
r′ of the complex vector space V ′ ⊂ C{z} spanned by the collection M of all monomials
ζα1s1+...+αpsp, 1 ≤ |α| ≤ t.
To finish the proof, we shall show that r′ satisfies the lower bound in (31). We shall
prove this by induction on p. Clearly, if p = 1, then r′ = t = tp. Next, assume
that the lower bound r′ ≥ tp has been proved for p < p0. Then, with p = p0, we
obtain at least t(p− 1) distinct monomials ζq with q = α1s1 + . . . + αp−1sp−1 such that
|α| = |(α1, . . . , αp−1, 0)| ≤ t. We must prove that we obtain at least t new distinct
monomials ζq with q = α1s1+ . . .+αp−1sp−1+αpsp where αp ≥ 1 and |α| ≤ t. We claim
that every q = ksp−1+ (m− k)sp, for k = 0, . . . , t− 1, is such that it cannot be obtained
as q = α1s1 + . . . + αp−1sp−1 with |α| = |(α1, . . . , αp−1, 0)| ≤ m. To see this, note that
since 1 ≤ s1 < . . . < sp we have α1s1 + . . .+ αp−1sp−1 ≤ tsp−1. Moreover, we have
ksp−1 + (t− k)sp − tsp−1 = (t− k)(sp − sp−1) > 0, k = 0, . . . , t− 1,
which proves the claim, and shows that r′ ≥ (t − 1)p + t = tp also for p = p0. This
completes the proof of the proposition. 
3. Proof of Theorems 1.1 and 1.4
Proof of Theorem 1.1. Let f : Ω → Cd ⊂ CPd and h : Ω → Cm ⊂ CPm be minimally
embedded holomorphic mappings satisfying (4). Since projective space equipped with
13
the Fubini-Study metric is a homogeneous space, we may assume that 0 ∈ Ω and f(0) = 0,
h(0) = 0. By (1) and (2), we conclude that log(1+||z||2)+log(1+||f ||2) = log(1+||h||2)+Φ,
where Φ is a real-valued polyharmonic function, i.e., Φ(z, z¯) = φ(z) + φ(z) near 0 for
some local holomorphic function φ(z). By comparing the Taylor series of the log-terms
(no constant terms and no pure terms in z or z¯) with that of Φ, we conclude that Φ ≡ 0,
and hence
log(1 + ||z||2) + log(1 + ||f ||2) = log(1 + ||h||2).
By exponentiating this, we obtain the SOS identity
(32) (1 + ||z||2)(1 + ||f ||2) = (1 + ||h||2).
Conversely, if f and h satisfy this SOS identity, then (4) holds. It follows that if f is a
minimally embedded holomorphic mapping, then there exists a mapping h satisfying (32)
(simply carry out the multiplication on the left), and elementary linear algebra shows
that we may assume (after replacing the hi obtained by multiplying out the left hand side
of (32) by a suitable basis for the vector space spanned by these) that h is also minimally
embedded. If there are two minimally embedded h and h˜ that both satisfy (32), then
||h||2 = ||h˜||2 and hence, by a lemma of D’Angelo [4], it follows that h = Uh˜ for some
unitary m × m matrix U . To finish the proof of Theorem 1.1, we recall that f and h,
with f(0) = 0 and h(0) = 0, are minimally embedded precisely when their components
are linearly independent. Thus, the estimates in (i) and (ii) follow immediately from
Theorem 2.4. 
Proof of Theorem 1.4. As in the proof of Theorem 1.1 above, we may assume that 0 ∈ Ω
and f(0) = 0, h(0) = 0. The same argument as in that proof also shows that the
mappings f , h satisfy
(33) (1 + ||z||2)b(1 + ||f ||2)c = (1 + ||h||2)a.
As noted in Section 2, we have (1 + ||f ||2)c = ||(1, f)⊗c||2. Thus, if the rank of (1, f)⊗c is
e + 1, then we can find a minimally embedded holomorphic mapping g : Ω → Ce, with
g(0) = 0, such that
(34) (1 + ||f ||2)c = ||(1, f)⊗c||2 = (1 + ||g||2).
The estimate (9) for e follows from Proposition 2.6. We may now rewrite (33) as follows:
(35) (1 + ||z||2)b(1 + ||g||2) = (1 + ||h||2)a.
The estimates in (i) and (ii) in the case b = 1 now follow immediately by combining the
estimates in Theorem 2.4 and Proposition 2.6. If b ≥ 2, we observe that
(1 + ||z||2)b(1 + ||g||2) = (1 + ||z||2)b−1 ((1 + ||z||2)(1 + ||g||2))
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and (1 + ||z||2)(1 + ||g||2) has rank at least n by Theorem 2.4. The estimate in (ii) now
follows by again combining the estimates in Theorem 2.4 and Proposition 2.6. This
completes the proof of Theorem 1.4. 
4. The case where the mapping f is rational; Examples
Let us examine closer the case where f : Ω → CPd is a rational mapping in Theorem
1.4. Clearly, by the uniqueness property of the mapping h (up to linear transformations
as explained in the proof of Theorem 1.1), it follows that h : Ω → CPm is also rational.
Let us choose homogeneous coordinates Z = [Z0 : Z1 : . . . : Zn] in CP
n. The Fubini-Study
metric then has the associated (1, 1)-form
(36) ωn =
√−1
2pi
∂∂¯ log
(
n∑
i=0
|Zi|2
)
=
√−1
2pi
∂∂¯ log ||Z||2.
We shall denote the rational mappings CPn → CPd and CPn → CPm corresponding to
f and h by F and H , respectively. Thus, in homogeneous coordinates on the target
projective spaces, we have F (Z) = [F0(Z) : . . . : Fd(Z)] and H(Z) = [H0(Z) : . . . :
Hm(Z)], where Fi(Z) and Hj(Z) are homogeneous polynomials, and the assumptions in
Theorem 1.4 are equivalent to the identity
(37) (||Z||2)b(||F ||2)c = (||H||2)a.
Let us proceed under the assumption that a ≥ 2. By complexifying (37), i.e. replacing Z¯
by an independent complex variable χ and using the notation φ¯(χ) := φ(χ¯), we obtain
(38)
(
n∑
j=0
Zjχj
)b( d∑
i=0
Fi(Z)F¯i(χ)
)c
=
(
m∑
k=0
Hk(Z)H¯k(χ)
)a
.
Since the polynomial
∑n
j=0Zjχj is irreducible, the identity (38) implies that
∑n
j=0Zjχj
divides
∑m
k=0Hk(Z)H¯k(χ), and we conclude that there exists a (homogeneous) polyno-
mial R(Z, χ) such that
(39)
(
n∑
j=0
Zjχj
)
R(Z, χ) =
m∑
k=0
Hk(Z)H¯k(χ),
or
(40) ||Z||2R(Z, Z¯) = ||H||2.
Substituting this in (37), we obtain
(41)
(||Z||2)b (||F ||2)c = (||Z||2)aR(Z, Z¯)a.
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From (41), we can conclude that the Hermitian polynomial R(z, z¯) belongs to various
”positivity classes” introduced by D’Angelo and Varolin (see [6]; see also [5]). For in-
stance, if b ≥ a, then it follows that R(Z, Z¯)a is an SOS; however, R(z, z¯) may not be an
SOS itself in general. Thus, in order to use (41) instead of (37) to estimate the dimension
m, we would need to solve the SOS Problem in Section 2 in its general form. Neverthe-
less, Huang’s Lemma (described in Section 2 above) applied to (40) implies that m ≥ n,
which is a stronger lower bound in the first gap than that provided by Theorem 1.4 for
general, not necessarily rational mappings (see the discussion following the statement of
Theorem 1.4 and Remark 1.5). When R(z, z¯) is not an SOS, then the modification of ωn
obtained by applying (
√−1/2pi)∂¯∂ to log of the left side of (40) arises from the pullback
of a mapping into a projective space with an indefinite Fubini-Study type ”metric” (as
in [1]).
We should remark that for local holomorphic mappings f and h, reducing the identity
(1 + ||z||2)b(1 + ||f ||2)c = (1 + ||h||2)a
to an identity of the form
(42) (1 + ||z||2)(1 +Q(z, z¯)) = 1 + ||h||2
is not useful, unless Q(z, z¯) itself is an SOS. Any mapping h has a local analytic identity
of this form with
1 +Q(z, z¯) =
1 + ||h||2
1 + ||z||2 .
We conclude this section by giving an example (taken from [6] and [5]) illustrating that
even in the rational (polynomial) case, the situation in Theorem 1.4 cannot be reduced
to a situation covered by Theorem 1.1.
Example 4.1. Let n = 1 and
(43) Rλ(z, z¯) := (1 + |z|2)4 − λ|z|4 = 1 + 4|z|2 + (6− λ)|z|4 + 4|z|6 + |z|8.
We observe that Rλ(z, )¯ = 1 +Qλ(z, z¯) where Qλ(z, z¯) is an SOS if and only if λ ≤ 6. A
straightforward calculation shows that
(44) (1 + |z|2)Rλ(z, z¯) = 1 + 5|z|2 + (10− λ)|z|4 + (10− λ)|z|6 + 5|z|8 + |z|10,
which is of the form 1 + ||h||2 if and only λ ≤ 10. Another calculation shows that
(45) Rλ(z, z¯)
2 = 1 + 1 + 8|z|2 + 2(14− λ)|z|4 + 8(7− λ)|z|6 + ((6− λ)2 + 34) |z|8
+ 8(7− λ)|z|10 + 2(14− λ)|z12 + 9|z|14 + |z|16,
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which is of the form 1 + ||f ||2 if and only λ ≤ 7. (According to [6] and [5], there exists
k ≥ 2 such that Rλ(z, z¯)k = 1+ an SOS if and only if λ < 8.) Thus, if we choose λ = 7
and denote R7 by R, then we have
(46) (1 + |z|2)R(z, z¯) = 1 + ||h||2,
with h = (h1, . . . , hm) and m = 5, but R(z, z¯) is not an SOS. However, if we square (46)
and use (45), then we obtain
(47) (1 + |z|2)2(1 + ||f ||2) = (1 + ||h||2)2,
with h = (h1, . . . , hm) and m = 5, f = (f1, . . . , fd) and d = 6. Thus, this is an example
where the conditions in Theorem 1.4 are satisfied (with a = b = 2, c = 1, e = d = 6),
but which cannot be reduced to a situation covered by Theorem 1.1. Of course, in this
example the lower bound for m (which is 5) provided by Theorem 1.4 (ii) (or the one
provided by Huang’s Lemma as above) is a poor estimate, as it reduces to m ≥ 1 (which
is a trivial bound) when n = 1. We do note, however, that m < d = e in contrast to the
situation in Theorem 1.1.
References
[1] Eugenio Calabi. Isometric imbedding of complex manifolds. Ann. of Math. (2), 58:1–23, 1953.
[2] David W. Catlin and John P. D’Angelo. Positivity conditions for bihomogeneous polynomials.Math.
Res. Lett., 4(4):555–567, 1997.
[3] David W. Catlin and John P. D’Angelo. An isometric imbedding theorem for holomorphic bundles.
Math. Res. Lett., 6(1):43–60, 1999.
[4] John P. D’Angelo. Several complex variables and the geometry of real hypersurfaces. Studies in
Advanced Mathematics. CRC Press, Boca Raton, FL, 1993.
[5] John P. D’Angelo. Hermitian analogues of Hilbert’s 17-th problem. Adv. Math., 226(5):4607–4637,
2011.
[6] John P. D’Angelo and Dror Varolin. Positivity conditions for Hermitian symmetric functions. Asian
J. Math., 8(2):215–231, 2004.
[7] D. Grundmeier and J. Halfpap. An application of Macaulay’s estimate to CR geometry.
http://front.math.ucdavis.edu/1304.0237, 2013.
[8] Xiaojun Huang. On a linearity problem for proper holomorphic maps between balls in complex
spaces of different dimensions. J. Differential Geom., 51:13–33, 1999.
[9] Xiaojun Huang, Shanyu Ji, and Wanke Yin. Recent progress on two problems in several complex
variables. Proceedings of the ICCM 2007, International Press, Vol I:563–575, 2009.
[10] Xiaojun Huang and Yuan Yuan. Holomorphic isometry from a Ka¨hler manifold
into a product of complex projective manifolds. Geom. Funct. Anal., (to appear),
http://front.math.ucdavis.edu/1305.3344.
17
Department of Mathematics, University of California at San Diego, La Jolla, CA
92093-0112
E-mail address : pebenfel@math.ucsd.edu
