Reaction times (RTs) to bimodal (visual and auditory) stimuli were examined using 3 different response systems: saccades, directed manual responses, and simple manual responses. The observed levels of intersensory facilitation exceeded race model predictions and therefore support summation (coactivation) models of bimodal processing. However, response-dependent differences suggest that the processing of bimodal targets also depends on the relevant sensorimotor pathways and requirements of the task. Coactivation of response mechanisms might account for the effects found using simple RTs. The results for saccades are consistent with known patterns of auditoryvisual convergence in the oculomotor system.
Recently there has been renewed interest in understanding the manner in which redundant stimuli affect sensorimotor performance (e.g., Ashby & Townsend, 1986; Miller, 1982; Mordkoff & Yantis, 1991; Stein, Meredith, Honeycutt, & McDabe, 1989; Townsend & Ashby, 1983) . In many cases, performance (usually reaction time, RT) to single-stimulus presentations is compared with performance under conditions of dual-stimulus presentations. The frequent finding is that RTs to dual-stimulus presentations are faster than RTs to either stimulus presented alone (Miller, 1982 (Miller, , 1986 Mordkoff & Yantis, 1991; Raab, 1962; van der Heijden, La Heij, & Boer, 1983) . This is referred to as a redundant-signals effect.
Central to an analysis of the redundant-signals effect is the question of whether the facilitation produced by redundant targets is sufficiently robust to rule out the possibility that responses to redundant targets are simply triggered by whichever target is detected first (equivalent to the operation of a logical OR gate). Because the detection times associated with each modality are considered to be random variables, some reduction in RT is expected in a system that applied such an OR operation to the detection times in otherwise independent sensory channels, an effect known as probability summation (e.g., Miller, 1982; Raab, 1962; Townsend & Ashby, 1983) . Probability summation assumes that a separate decision process accumulates information on each afferent channel and that the first channel to detect the target generates the response. For this reason, such models of redundant-signals processing are often called race models. Miller (1982 Miller ( , 1986 pointed out that the magnitude of the redundant-targets effect should be greater than that attributable to race models if the activities of several parallel afferent channels were pooled prior to a single decision process. Combined activation would produce RTs that are faster than those predicted by race models (Nozawa, 1989) . Thus, facilitation beyond probability summation may be indicative of neural summation (coactivation) somewhere in the processing system. The pooling of information could occur at the level of a sensory decision (Blake, Martens, Garrett, & Westendorf, 1980; Fidell, 1970; Founder & Eriksen, 1990; Luce & Green, 1972; Rose, Blake, & Halpern, 1988; Wandell & Luce, 1978; Westendorf & Blake, 1988) or at the level of response selection or execution (e.g., Diederich & Colonius, 1987; Eriksen & Schultz, 1977; Fournier & Eriksen, 1990; Miller, 1982 Miller, , 1986 .
Although the sensory channels in many redundant-targets experiments may reasonably be regarded as being organized in parallel, the very existence of a redundant-targets effect means that information about the individual targets must converge at some point in sensorimotor processing. Recent electrophysiological studies have revealed a specific site of auditory-visual convergence within the oculomotor systems of cats and monkeys (Jay & Sparks, 1987 , 1990 Meredith & Stein, 1987; Peck, 1987) . These findings motivated the present analysis of the redundant-targets effect on the latency of saccadic eye movements in humans.
Multimodal Convergence in the Saccadic Control System modal responses (Meredith & Stein, 1987) , a combination rule referred to as superposition of impulse counting (Cox, 1962; Fatt & Katz, 1952) . Often, however, bimodal summation effects are much greater than the superposition of the two unimodal responses (Peck, 1987; Stein, Meredith, & Wallace, 1993) . Thus, the behavioral effects produced by bimodal stimuli might reflect an overadditive combination of each of the unimodal activities (e.g., Stein et al., 1989) . This convergence of visual and auditory inputs onto neurons in the superior colliculus suggests that bimodal targets might show particularly robust facilitatory interactions in controlling the initiation of saccades. In the present experiments, we examined the degree to which such bimodal targets facilitate the latency of saccadic eye movements relative to the latencies associated with either visual or auditory stimuli presented alone. The experiments thus addressed the issue of intersensory facilitation in the saccadic control system and compared the effects with those obtained with manual responses.
Evaluating Probability Summation
An estimate of the maximal degree of intersensory facilitation attributable to race models is derived from the work of Miller (1982) and is based on the inequality *, =s rlS, &S 2 ) < + P(T 2 < /IS 2 ),
where T : and T 2 are the random times associated with processing of information in Channels 1 and 2, respectively, and T min is the minimum of T\ and T 2 (T min = min[ri,r 2 ]). Inequality 1 is known as Boole's inequality in probability theory (Dudewicz, 1976) . Because Inequality 1 indicates an upper limit on performance attributable to race models, it can conveniently be regarded as the upper boundary of probability summation (race models). The left side of Inequality 1 represents the cumulative distribution function (CDF) of the redundanttargets condition (assuming the race model), and the other terms represent the CDFs of the single-target conditions. Ignoring the motor-related components of RT (i.e., the base time), probability summation states that the CDF of the redundant-targets condition can be expressed as the sum of the two CDFs from the single-target conditions minus the joint CDF: < rlS, &S 2 ) = P(T { < t\S l ) -P(T l == t and P(T 2 < rlS 2 ) T 2 < t\ 5, & S 2 ). (2) The joint CDF, P(T l < t and T 2 ^ t I S l & S 2 ), can be written as a multiplication of the two single-target CDFs if (a) 7"i and T 2 are stochastically independent and (b) we assume context independence and selective influence (i.e., the processing times on Channel 1 do not vary with the activity on Channel 2; Colonius, 1990; Townsend & Ashby, 1983) . Thus, the expression < t\ S, & S 2 ) = P(T, < 1 1 S, ) + P(T 2 < t\ S 2 ) ( 
3)
If there is negative dependence between the random times TI and T 2 , the joint CDF is less than the multiplication of two marginal CDFs. If there is positive dependence between two random times, the joint CDF is greater than the multiplication of two marginal CDFs. Regardless of the dependent structure between 7", and T 2 , Inequality 1 holds because P(T l < t and T 2 < t I S, & S 2 ) -0. Thus, violations of Inequality 1 indicate a redundant-targets effect that exceeds the upper limit of probability summation (Miller, 1986; Ulrich & Giray, 1986) . We can evaluate the applicability of probability summation to obtained redundant-targets effects by comparing the CDF obtained with bimodal targets, P(RT =£ t I S : & S 2 ), with the CDFs obtained for unimodal targets, P(RT< t I S l )andP(RT < rlS 2 ); that is,
Notice that this comparison can only be evaluated over values of / such that P(RT < t 15,) + P(RT < t 15 2 ) =£ 1. Figure 1 illustrates the relationship between several boundary conditions relevant to RT performance in the redundant-targets paradigm. These data were obtained from Observer G.T. in Experiment 1. The thick solid line illustrates the predicted CDF of saccadic RTs based on the independent race model (independent race prediction, Equation 3). The thin solid line represents the CDF for the maximum level of performance attributable to any race model (i.e., the upper limit of probability summation, which is the right-hand side of the race inequality, Inequality 1). The maximum of the two marginal CDFs (Frechet, 1951) 350 represents the independent race prediction. Figure 1 . Three boundary conditions for parallel processing systems. See text for details. Prob = probability; RT = response time; Prob. Sum. Limit = upper limit of probability summation; Independ. race pred = independent race prediction. two parallel processes (Colonius, 1990) . The region between the Frechet boundary and the probability summation limit represents levels of performance that could be produced by race models in which the assumptions of stochastic independence and selective influence are relaxed (see Nozawa, 1989; Ulrich & Giray, 1986) . As indicated previously, given the assumptions of context independence and selective influence, performance that is faster than the probability summation limit cannot be accounted for by race models and therefore is interpreted herein as evidence of neural summation.
1 One type of neural summation (the superposition model, see Cox, 1962; Fatt & Katz, 1952; Schwarz, 1989) produces the linear sum of the channel inputs. Nozawa (1989) has provided a mathematical proof that the superposition of two neural counting processes will produce faster RTs than the independent race model. To the extent that neural summation is an overadditive combination of channel activities (e.g., Stein et al., 1993) , predicted performance would be even faster than the superposition model. The degree to which observed redundant-target effects exceed the upper limit of probability summation could be related to the operator that combines the auditory and visual information: A multiplicative operator will produce greater violations of the race inequality (Inequality 1) than will superposition.
Intersensory Facilitation as a Function of Task Requirements
Because visual-auditory convergence in the superior colliculus is a potentially unique architecture among sensorimotor systems, it seemed desirable to compare the magnitude of bimodal summation observed for saccades with alternative sensorimotor tasks. Thus, we also investigated intersensory facilitation using two types of manual responses: directed and simple manual responses. Directed manual responses required the subjects to deflect a joystick in the direction of the target as quickly as possible. These responses are similar to saccades in that target position must be encoded before a correct response can be executed. The second type of manual response, a simple RT task, does not depend on localization of the target.
General Method

Apparatus
The basic apparatus consisted of an array of three stimulus panels aligned on an arc with a radius of 114 cm. Each stimulus panel contained a red and green light-emitting diode (LED) and a small (4 cm) speaker. Two panels positioned on the horizontal meridian of the left and right visual fields provided the targets. The green LED of the central panel served as a fixation point. Flashes of the peripheral red LEDs (100 ms in duration) served as the visual targets. Acoustic signals consisted of bursts of white noise (100 ms in duration) delivered through the speakers. Both the amplitude of the acoustic targets and the luminance of the visual targets were controlled by 12-bit digital-to-analog (D/A) converters. Acoustic warning signals (2000 Hz for 300 ms) presented through a centrally located piezoelectric oscillator preceded the delivery of imperative targets by 1,000 ms. In order to prevent echoes that might impair sound localization, the entire apparatus was located in a large (1.54 m X 1.54 m X 0.9 m) enclosure that was lined with a sound-absorbing foam material (Sonex). The apparatus was located in an isolated, completely darkened room.
Response Recording
Eye position was monitored using an infrared scleral reflection device (Narco Biosystems Model 200 eye tracker). The output of the eye tracker was sampled using a 12-bit analog-to-digital A/D) converter at 200 Hz, and the digitized records were stored for subsequent off-line data analysis. In addition to measuring saccades, we included sessions in which the observers were required to generate directed and simple manual responses under similar conditions. Directed manual responses were recorded using an inductive-coil joystick. The subjects were simply required to push the joystick in the direction of the eccentric target as quickly as possible. The joystick position was sampled using A/D converters (200-Hz sampling rate), and the direction and latency of the movements were analyzed in the same way as saccades. In the simple RT condition, subjects simply depressed a microswitch in response to the target onset. The microswitch was also sampled at 200 Hz.
Response Detection
Both saccades and directed manual responses (joystick movements) were detected using a velocity criterion. Thus, onset of a response was considered to have occurred when the velocity of the movement exceeded a criterion value. Although the detection of both saccades and joystick responses was automated, all records were monitored by an operator to ensure that misses or false positives were not included in the data set. In general, the velocity criterion for saccades and joystick responses was set to approximately 50°/s. However, the criterion was occasionally lowered to optimize the performance of the velocity-based algorithm. This was especially true in the case of joystick responses, which tended to have a slower response onsets and lower peak velocities than saccades. Lowering the criterion had the effect of detecting response onsets earlier in the waveform.
Data Analysis
As previously indicated, violations of the race inequality (Inequality 1) were the principle measure of interest. Recent simulations by Miller and Lopes (1991) have shown that "fast guesses" can bias the results against observing such violations. Although the unconnected (more conservative) data provide clear and robust violations of Inequality 1, we did correct for fast guesses using a procedure derived from the correction suggested by Miller and Lopes. The details of the correction procedure are described in the Appendix.
The correction described in the Appendix serves to increase the magnitude of the race inequality violations, although the actual difference between the corrected and uncorrected CDFs was extremely small in virtually all cases. We emphasize, however, that all of the reported violations were apparent regardless of whether this fast-guess correction was applied, so the results in no way depend on this correction.
Experiment 1
Procedures
Preliminary. Stimulus intensities that produced equivalent latencies in each observer were identified in a series of preliminary sessions in which we presented unimodal targets of varying intensities. There were 64 trials in each session. Each trial began with a warning tone, followed by either a visual or acoustic target (there were no bimodal stimulus trials in these preliminary sessions). Stimulus intensity, modality, and location (left vs. right) varied randomly across trials. At least 4 of these preliminary sessions were run for each response condition (saccades, directed manual responses, or simple manual responses). Intensity-RT curves were used to select visual and acoustic intensities that produced comparable RTs for use in the formal portion of the experiment.
Data collection was always preceded by 5 min of dark adaptation, during which time the eye tracker was adjusted and eye position calibrated. At the viewing distance of 114 cm, the targets appeared at an eccentricity of 20°. Head movements were minimized using a bite plate. Four naive subjects were paid for their participation. All were emmetropic (or were appropriately corrected) and had normal hearing.
Experimental. When intensities that produced equivalent latencies for the visual and acoustic targets were identified, formal data collection began. Each observer participated in 15 blocks of 64 trials each (960 trials/subject). Typically, a subject completed 2 or 3 blocks/day. For saccadic and directed manual response sessions, each type of target (auditory, visual, or bimodal) occurred with equal frequency in a randomized order. For the simple manual RT sessions, bimodal targets were presented on 33.3% of the trials, unimodal targets were presented on 50.0% of the trials (25.0% visual and 25.0% auditory), and no target (catch trials) was presented on 16.7% of the trials. Targets were presented to the left or the right of fixation with equal frequency in a randomized order. The reported data are based on at least 100 observations for each of the nine conditions (acoustic, visual, or bimodal stimuli for each response condition) in 4 naive observers.
Results
The averaged RTs for acoustic, visual, and bimodal targets are illustrated in Figure 2 the saccade latencies, the middle shows the directed manual responses, and the right shows the simple manual response times. It can be seen that bimodal stimuli generally produced shorter response times than unimodal stimuli. This was confirmed in a four-factor analysis of variance (ANOVA) (Direction [left vs. right] X Stimulus Modality X Response Mode X Subject) that revealed a significant interaction between response mode and stimulus modality, F(4, 12) = 7.26, p < .005. Post hoc analyses (Newman-Keuls test) of the means contributing to this interaction showed that bimodal RTs were significantly faster than either of the unimodal RTs for each response condition (allps < .05). The lone exception was that bimodal RTs were not significantly faster than auditory RTs in the simple manual response condition. Average error rates for each response condition are shown in Table 1 . These errors represent anticipations and false alarms in the simple manual RT task and anticipations and direction errors in the saccadic and directed manual response tasks. All RTs less than 125 ms were considered anticipation errors. These error rates were submitted to a two-factor (Response Condition X Subject) ANOVA after arcsine transformation. This analysis revealed no significant differences in error rates for the three response conditions, F(2, 6) = 3.25, p = .11.
Evidence for neural summation. We compared the obtained redundant-targets CDFs with the sum of the corresponding unimodal CDFs to determine whether the observed intersensory facilitation of RTs might be accounted for by probability summation. All analyses were based on latency histograms with a 10-ms bin width. Figure 3 illustrates the redundant-targets effect for a typical observer in the saccade condition. The CDFs from the marginal (unimodal) conditions, the sum of these marginal CDFs (left side of the race inequality [Inequality 1]), and the obtained bimodal CDF are all presented in the top panel of the figure. Violations of the upper limit of the race model are indicated whenever the probability associated with the obtained bimodal CDF exceeds the sum of the marginal (unimodal) CDFs. These violations are indicated by the vertical hatching in the top panel (nonviolations are represented by the horizontal hatching). The bottom panel shows the difference between the obtained bimodal CDF and the race inequality. Because it is much more efficient to present the data in terms of this difference between the obtained and predicted CDFs, we report most of the results using this format. Figure 4 presents the pattern of the violations of Inequality 1 in all 4 observers. With one exception, the data were submitted to the correction for fast guesses outlined in the Appendix. The exception was the simple RT data from Observer M.K. The reason we elected not to use the correction for M.K. is indicated in Figure 5 . The magnitudes of the violations of the race model inequality with and without the fast-guess correction are shown in the bottom panel. It is evident that using the correction on M.K.'s data would have resulted in violations of the inequality that would have begun at a latency of 15 ms. This would have been entirely the result of the fact that M.K. committed 12 false alarms on catch trials that had no counterpart in the signal-present trials. The CDF for these false alarms (up to 300 ms, which included all but one of the false alarms) is shown in the top panel of Figure  5 . It seems obvious that, in this particular case, virtually all the evidence for violations of the inequality comes from these 12 false alarms. Given this distortion of the results produced by the fast-guess correction, we elected not to use the procedure in the case of M.K.'s simple RT data.
Violations of the race inequality were apparent for each response mode in all 4 observers. Notice, however, that both the proportion of the manual RT data that violated the inequality and the magnitude of the observed violations were smaller than those associated with saccades. Failures to violate Inequality 1 do not necessarily rule out coactivation models. However, if selective influence and context independence hold, violations of Inequality 1 can only be realized by neural summation (coactivation). Thus, Inequality 1 represents a very conservative test of neural summation models (Eriksen, 1988; Miller, 1991) . Both superposition and overadditive combinations of individual channel activities will violate Inequality 1 (see Townsend & Nozawa, 1992) . In the next section, we evaluate the possibility that the likelihood of violations varied with response mode.
Tests of the response-dependent ordering of neural summation. The probability of violations of the race inequality was first calculated. The number of violations occurring in the n intervals over which the inequality can be evaluated is distributed as a binomial random variable. Thus, the probability of a violation, p A = P(violation I Response Mode A) l/n A Bin(p A ,/i A ). The multiplicative factor l/n A means that we are dealing with the relative frequencies of the violations, rather than the actual number of violations observed. As n A (the number of possible violations) increases, the binomial approximates the normal distribution: l/n A Bin-
. The probability of observing a violation can be approximated by the normal distribution with a mean of p A and variance of p A (\ -p A )/n A . Thus, the hypothesis can be expressed as the difference of the The results of these calculations are provided in Table 2 . This analysis supports the suggestion that the probability of violating the race inequality was greater for saccades than for either directed manual or simple manual RTs.
Discussion
Response-dependent ordering in the magnitude of neural summation. All three response modes showed evidence of neural summation between visual and auditory channels. However, the magnitudes of the violations of the race inequality for saccadic responses were greater than those observed for either directed manual RTs or simple manual RTs. The magnitudes of the violations of Inequality 1 for saccades were quite robust, ranging from 0.23 to 0.40 in the 4 observers (see Figure 4) . By way of comparison, previously reported violations of the probability summation limit generally vary between 0.05 and 0.10 (e.g., Diederich & Colonius, 1987; Miller, 1982; Mordkoff & Yantis, 1991) . The violations in the present manual RT data are generally commensurate with these previous results. Thus, the magnitude of race inequality violations depended on the response system. Such differences may relate to the operator that combines the channel activities (e.g., addition vs. multiplication). Alternatively, the number of elements receiving convergent inputs (Kimura & Tamai, 1992 ) might influence the magnitude of intersensory integration, just as the number of responding elements contributes to the effects of stimulus intensity on RT. We returned to the possibility of responsedependent ordering in the magnitude of race inequality violations in Experiment 2.
The importance of central simultaneity. The responsedependent ordering suggested by these data may also relate to the quality of the matches of the unimodal RTs. Intuitively, one might think the neural summation is maximized when the activities of all channels are contemporaneous. Miller (1986) has provided direct evidence in support of this conjecture. Although the procedure is not necessarily infallible, we tried to maximize the likelihood that all channels' activities arrived contemporaneously at the site of summation by matching the visual and auditory RTs (through manipulations of signal strength). The procedure worked well for both the saccades and the directed manual responses. However, despite a concerted effort, the matches for the simple RTs were not as close as we had hoped they would be (see Figure 2) . This mismatch could have produced less robust violations of the race inequality for simple RTs than might otherwise have occurred (e.g., Diederich & Colonius, 1987; Miller, 1986) . Indeed, the present evidence for neural summation observed for simple manual RTs may actually be a little weaker than in some of the previously published results using similar conditions (e.g., Diederich & Colonius, 1987; Miller, 1986) . Although other paradigmatic differences could play some role in attenuating the level of neural summation relative to some of these earlier reports (e.g., interstimulus dependencies, discussed in the next section; the uncertainty of the target location; and the presence of catch trials), the observed violations of Inequality 1 may have been more compelling had we succeeded in obtaining better matches between the simple RTs in the single-target conditions. The RT matches between the auditory and visual targets were quite good in the saccadic and directed manual response conditions, however, and evidence for ordering was still obtained.
It is interesting to note that recent electrophysiological studies indicate that the temporal window for bimodal summation in the superior colliculus is actually quite long (for individual neurons, the integration window is often greater than 500 ms; see Stein & Meredith, 1990) . From the ecological perspective, long integration times would appear quite desirable. That is, substantial differences exist between visual and auditory transduction latencies, and the differences in the relative velocities of sound and light would usually not be expected to compensate for the differences in internal processing time. A strict requirement of central simultaneity for neural summation between visual and auditory targets would mean that neural summation could only be expressed with specific combinations of visual and auditory intensities, and the required combination of intensities would further depend on stimulus distance. To be generally useful, the summation mechanism must have a long integration time (Stein & Meredith, 1990) . Our second goal in Experiment 2 was to investigate the effects of auditory and .417 Note. _A = auditory target; V = visual target; V = no visual target; A = no auditory target; A I V = auditory target given visual target; AIV = auditory target given no visual target; V I A = visual target given no auditory target; V I A = visual target given auditory target.
Conditional
Marginal Event probability probability visual detection asynchrony on the observed violations of the race inequality.
Interstimulus dependencies and coactivation. Mordkoff and Yantis (1991) recently performed an interesting analysis of the role of interstimulus contingencies and stimulusresponse contingencies in experiments on coactivation effects. They pointed out that in redundant-targets experiments, the identity of the stimulus on one channel can confer information concerning the identity of the stimulus presented to the second channel.
2 For example, suppose we wish to determine whether the presence of an auditory signal conveys information about the likelihood of a visual signal. If the probability of an auditory target and that of a visual target are independent, we have P(A 1V) = P(A) X P(V)/P(V) = P(A), and no information is conveyed. However, if P(A I V) -P(A)^ 0, then the occurrence of the visual target conveys information about the likelihood of an auditory target (Dudewicz, 1976) . Mordkoff and Yantis referred to this difference between the conditional and the marginal probabilities as the interstimulus contingency (denoted as 7SC[V -> A]). They observed that previous reports of coactivation were obtained only when the 75C was greater than zero. They went on to report the results of several experiments showing no evidence of coactivation (i.e., no violations of Inequality 1) when the ISC was zero. Tables 3 and 4 present the set of ISC values from the present experiment.
In all cases, targets in one modality conveyed negative information with respect to the probability of a target presentation on the second channel. According to Mordkoff and Yantis (1991) , this mitigates against violations of Inequality Note. A = auditory target; V = visual target; V = no visual target; A = no auditory target; A IV = auditory target given visual target; AIV = auditory target given no visual target; V IA = visual target given no auditory target; V I A = visual target given auditory target.
1. Nonetheless, clear evidence of neural summation was found. To our knowledge, these data represent the first evidence for violations of Inequality 1 with negative dependencies between the target stimuli. Mordkoff and Yantis also defined the interstimulus contingency benefit, ISCB(not A), as the difference between P(V I A) and P(V I not A). This quantity represents a benefit conferred to redundant-targets trials over visual targets. Similarly, we can define ISCB(not
V) as P(A IV) -F(A I not V). Mordkoff and Yantis used the
ISCB to analyze redundant-targets paradigms in which subjects must make one response if either one or two targets are presented and make a different response if two nontargets are presented. The logical status of this measure is open in the present situation, however. In the present case, the only type of nontarget was the absence of a stimulus altogether; it is difficult to see how a lack of stimulus energy could facilitate processing in a different modality. In any case, the ISCBs in Experiment 1 are also provided in Table 4 , and again the values were negative. The /SCs indicate that there was no basis for facilitatory cross-talk between the channels in Experiment 1. To have the ISCBs play a role in the present experiment, one would have to suggest that the absence of a target on one channel A slowed processing on Channel V. If it is assumed that the interactive race model may include inhibitory cross-talk, it might be suggested that negative ISCBs might slow the unimodal RTs, increasing the likelihood of violations of Inequality 1. This suggestion accepts the questionable hypothesis that a lack of activity on one channel can slow processing on another channel. In any case, the ISCBs in Experiment 2 were zero, and robust violations were still observed. Note that the /SCs were identical for the saccadic and directed manual response conditions. This supports our hypothesis that saccades show a greater degree of intersensory facilitation than do directed manual responses. If anything, the present results may underestimate the strength of neural summation in the saccadic and directed manual conditions. Because we included catch trials in the simple manual RT condition, the negativity of the ISC was much smaller in this condition. Thus, the /SCs in Experiment 1 actually favored neural summation of simple RTs over the other response conditions. However, the fact that the ISC was (slightly) less than zero might be another factor that contributed to the weak evidence of neural summation found for simple RTs relative to earlier reports (the /SCs in many of those reports were positive; e.g., Diederich & Colonius, 1987; Miller, 1982 Miller, , 1986 Mordkoff & Yantis, 1991) . In Experiment 2, we attempted to replicate these findings under conditions in which no interstimulus dependencies were operating.
Experiment 2
In Experiment 2, our goal was to extend the observations made in Experiment 1 by (a) investigating the importance of matching the visual and auditory RTs in determining the magnitudes of the redundant-targets effects in the present paradigm and (b) evaluating the redundant-targets effects in the absence of the interstimulus dependencies that were operative in Experiment 1. Thus, the major differences between Experiments 1 and 2 were that the design of the latter included a factorial combination of high and low stimulus intensities for both the auditory and the visual targets (to produce central asynchrony between auditory and visual detection times) in the context of complete independence between the occurrences of visual and auditory targets.
Procedures
Preliminary. Once again, we attempted to match the RTs to the visual and auditory targets. Two levels of intensity were used for both the visual and auditory modalities. The intensity levels that produced approximate matches were obtained in preliminary observations. The same intensities were used by each observer. The selected intensities of the visual targets were 0.04 cd/m 2 and 12.0 cd/m 2 . The corresponding auditory intensities were 46 decibels standard pressure level (dB spl ) and 74 dB spI . To improve our control over the auditory RTs, we added a constant background of white noise (60 dB spl ), which was delivered through an overhead speaker. The general procedures were the same as in Experiment 1. However, the proportions of the trial types were altered to eliminate the dependent structure between the stimuli. The proportions of each stimulus condition are provided in Tables 5, and the interstimulus contingency analysis is given in Table 6 .
Experimental. Three observers participated in 15 experimental sessions of 384 trials each. None had participated in Experiment 1.
Two of the observers were unaware of the issues under investigation and were paid for their participation. The third observer was one of the authors. Typically, a subject was tested for six blocks of 64 trials per day (two blocks for each response condition/day for 15 days). Each response condition (saccades, directed manual, or simple manual) was run in accordance with a Latin square to control for possible order effects. Within each block of trials, targets were presented to the left or the right of fixation with equal frequency in a randomized order. The data reported are based on 90 observations for each of the 16 different stimuli (4 acoustic [two intensities on the left and right], 4 visual [two intensities on the left and right], and 8 bimodal [the factorial combination of two intensities in two modalities for two locations]) and three response conditions (saccades, directed manual, and simple manual) in each observer (90 X 16 X 3 = 4,320 + 1,440 catch trials = 5,760 total trials).
Results
Mean RTs averaged across the 3 observers are shown in Figure 6 . The intensity effect averaged approximately 40 ms and was largely independent of modality and response system. A four-factor ANOVA (Intensity X Modality X Response Mode X Subject) revealed main effects of both intensity, F(l, 2) = 35.06, p < .025, and stimulus modality, Table 7 . These rates appear quite small, and, as indicated previously, the RT distributions were corrected for fast guessing. We therefore did not analyze the error rates further.
The results, expressed as differences between the obtained redundant-targets CDFs and the race inequality, are shown in Figure 7 -9.Once again, robust violations of the race inequality were observed in all observers and each response condition. There was little effect of mismatches between the auditory and visual detection times on the size of the redundant-targets effect. Large violations were seen among all four combinations of auditory and visual signal strength. In addition, these violations occurred in the context of complete independence between the occurrence of the visual and auditory stimuli, suggesting that 75Cs appear to make little difference in the present paradigm.
Again, however, there was a suggestion that the magnitudes of the observed violations varied with response mode. We evaluated this difference using the methods described earlier, and the results are provided in Table 8 .
The same trend of response-dependent ordering of the violations of the race inequality seen in Experiment 1 appeared in Experiment 2: Saccades were more likely than manual response to produce violations.
Discussion
The results of Experiment 2 replicate and extend the findings of Experiment 1. Thus, human saccades showed clear evidence of neural summation between the visual and auditory channels. Both directed manual responses and simple manual RTs also showed evidence of neural summation, but these latter effects may have been less robust. In all three response modes, there did not appear to be any strict requirement of simultaneity between the visual and auditory target processing-asynchronies of up to 40 ms easily produced summation effects. As discussed previously, relatively long integration times for visual-auditory summation effects are a necessary component of the processing architecture if the systems under investigation are to have any generally useful ecological validity.
The site of neural summation. Logically, neural summation effects could occur at the level of sensory processing, response selection, or motor execution. Evidence favoring neural summation at each of these levels of sensorimotor processing has been reported. Data at sensory level have been provided by Fournier and Eriksen (1990) and Mordkoff and Yantis (1991) . Data at the response selection level have been provided by Fournier and Eriksen (1990); Miller (1982) ; Mordkoff and Yantis (1991); and Schmidt, Gielen, and van den Heuvel (1984) . Data at the motor-processing-time level have been provided by Diederich and Colonius (1987) . Figure 9 . Violations of race model inequality in simple manual responses in Experiment 2. Obs. = observer.
Clearly, one major locus of the visual-auditory convergence resides within the oculomotor system. We suggest that the most parsimonious interpretation of the saccade data is that neural summation results from the convergence of visual and acoustic afferents on neurons within the deeper layers of the superior colliculus (e.g., Jay & Sparks, 1987; Peck, 1987; Stein et al., 1993) . These cells share characteristics of sensory neurons as well as motor neurons, and any attempt at a dichotomous classification Mean RT 220.9 287.8 for correct responses seems pointless. Thus, the evidence for neural summation (coactivation) in the control of saccades seems best regarded as occurring at the interface between sensory processing and motor execution.
Our interpretation of these findings with respect to saccades would receive additional support if it could be shown that these bimodal summation effects depend on the spatial alignment of the visual and acoustic inputs in a manner similar to that already described for neurons in the superior colliculus (e.g., Meredith & Stein, 1987 ). Inverse relationships between the level of coactivation and target separation have been reported (Fournier & Eriksen, 1990; Miller, 1982) . An examination of the effects of spatial correspondence in the present paradigm should provide important additional information on the mechanisms of neural summation in oculo- motor processing. Experiment 3 represents an initial step in such an analysis.
Experiment 3
Although a parametric study of spatial misalignment is certainly desirable, such a project is a major undertaking. In Experiment 3, we investigated what we expected to be a clear boundary condition for the effects of misalignment: presenting the targets in opposing hemifields. Once again, saccades, directed manual responses, and simple manual RTs were investigated. A given modality (either visual or auditory) was assigned as the target, and, in the case of saccades and directed manual responses, subjects were instructed to direct their responses toward the location of the target. They were told that responses that were not directed toward the location of the designated target were incorrect. For example, in the case of out-of-register targets, it was incorrect to direct a saccade toward the visual stimulus when the auditory stimulus was the designated target. Notice that this requirement removes the horse race character of the task, in that directed responses could not simply be triggered by whichever stimulus was detected first. Rather, the subject had to be sure to direct responses toward the location containing the designated target. This presumably required application of some form of filtering or gating of the nontarget modality. The question we wished to address with respect to directed responses was whether evidence of summation between spatially corresponding targets could be observed in spite of this filtering of the nontarget modality. In the case of simple manual responses, no such filtering was necessary, because nontarget stimuli were never presented in isolation. Thus, simple manual responses could still be triggered by whichever target was detected first. In this case, it seemed possible that evidence of neural summation might be obtained even with out-of-register targets. However, we believed it unlikely that any evidence of neural summation between these misaligned targets could be attributed to auditory-visual convergence within a sensory pathway, there being little reason to expect multimodal convergence between such widely disparate locations.
Method
In general, the methods and procedures were the same as those used in Experiments 1 and 2. The major differences were design changes required by the inclusion of spatially misaligned targets. Thus, there were two basic conditions: one in which the auditory stimulus was designated as the target and one in which the visual stimulus was designated as the target. In either case, 20% of the trials were catch trials. A target (visual or auditory, depending on the condition) was presented on the remaining 80% of the trials. In 50% of these target trials, the target stimulus alone was presented and in the remaining 50% of these trials bimodal stimuli were presented. The auditory and visual stimuli were presented in spatial register in half of the bimodal trials and out of register (in opposite hemifields) in the remaining half. The distribution of trial types is summarized in Tables 9 and 10. All stimuli were presented at an eccentricity of 15°. Target location varied between the left and right locations with equal frequency, and the sequence of trial types was randomized.
The 3 subjects from Experiment 2 again served as observers. They participated in 10 experimental sessions, each consisting of six blocks of 50 trials per day (two blocks of 50 trials for each of the three response conditions). The order for performing each response condition was counterbalanced across days. Finally, target modality was blocked: Subjects participated in 5 sessions with one modality as the target and then participated in 5 more with the other modality as the target. J.Z. and J.E. first responded to auditory The subjects were told which stimulus they should treat as the target and to respond to the target modality as quickly as possible. Depending on response mode, these responses were, of course, to look at the target, thrust the joystick toward the target, or depress the microswitch. The observers knew that stimuli in the other modality would sometimes appear and that they may or may not be aligned with the target. They were given no specific instructions on how to deal with these extraneous stimuli, other than to realize that responses that were not directed to the designated target would be treated as errors.
The stimulus intensities were taken from Experiment 2 and were selected on the basis of producing the closest match in unimodal RTs obtained in that experiment. The intensities used for each observer are provided in Table 11 . As in Experiment 2, white noise was present throughout the duration of the session (60 dB spl ).
As it turned out, these intensities did not produce matched unimodal RTs in Experiment 3. Apparently, the change in conditions (having to respond to only a single intensity and having only one modality as the target) altered the decision criteria and caused the resulting mismatches. However, these mismatches in the unimodal RTs proved fortuitous for interpreting the results, as we describe in the next section.
Results
Average RTs for the bimodal trials as a function of both spatial correspondence and target modality are illustrated in Figure 10 for each response condition. The corresponding error rates are given in Table 12 .
The RT data were submitted to a four-factor ANOVA. The factors were spatial correspondence, target modality, response mode, and subject. The analysis revealed significant main effects of correspondence, F(l, 2) = 30.22, p < .025, and response mode, F(2, 4) = 7.9, p < .05. In addition, the Spatial Correspondence X Response Mode interaction was significant, F(2, 4) = 19.51, p < .02. Examination of Figure 10 shows that this interaction was attributable to the effects of spatial correspondence on saccades and directed manual responses; spatial correspondence had little effect on simple manual responses.
To evaluate the results in terms of the race inequality, we had to use the unimodal distributions from the two different target conditions. That is, because unimodal auditory targets were presented only during auditory target sessions and unimodal visual targets were presented only during visual target sessions, the unimodal CDFs used to evaluate the race inequality had to come from different sessions. By the time these data were collected, however, each of the observers had performed these tasks for a long period of time and were producing data that were quite stable.
The results, expressed as differences between the obtained bimodal RT distributions and the race inequality, are provided in Figures 11-13 . The data for the corresponding and noncorresponding bimodal stimulus trials are indicated for each of the three response modes. Consider first the simple manual responses (see Figure 13 ). In this case, violations of the race inequality were equal for both corresponding and noncorresponding bimodal targets. Whereas Attend to Auditory Target Attend to Visual Target Figure 10 . Mean response time (RT) to bimodal targets presented at corresponding and noncorresponding locations for saccades, directed manual responses, and simple manual responses.
the violations observed in H.H. were quite small, those observed in I.E. and J.Z. were substantial. In all cases, however, the spatial alignment of the stimuli appeared to have little effect. This contrasts with the results obtained using directed responses (see Figures 11 and 12 ). When the bimodal stimuli were presented at noncorresponding spatial locations, performance was substantially below that predicted by the race inequality (negative values indicate performance slower than the inequality). Indeed, there were essentially no violations observed in the entire data set. In contrast, violations of the race inequality did occur when the bimodal targets occurred in corresponding spatial locations, but they did not occur under all conditions. Consider, for example, Observer H.H. Violations of the race inequality were observed for both directed manual responses (see Figure 12 ) and saccades (see Figure 11 ) when the visual stimulus was designated as the target but not when the auditory stimulus was the target. The pattern of results found in Observer I.E. was even more obscure. I.E. showed robust violations for saccades, but only for visual targets (see Figure 11 ). In contrast, J.E.'s directed manual responses showed violations only when the auditory stimulus was designated as the target (see Figure 12 ). An equally obscure pattern was apparent in Observer J.Z. Thus, the results indicate that evidence of neural summation relies not only on the spatial correspondence between the auditory and visual targets, but on some additional factor(s) as well.
Examination of the actual CDFs for the various conditions provided important clues to the basis for these apparently disorderly results. Figure 14 -16 illustrate the unimodal CDFs, the obtained bimodal CDFs, the race inequality, and the independent race prediction for the directed This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. manual and saccade responses in each of the 3 observers.
Directed Manual Responses
Inspection of the unimodal CDFs shows that, in each case, one of the modalities produced faster RTs than the other. When we compare the obtained bimodal distributions for corresponding stimuli with the race inequality, it becomes clear that the race inequality was violated only when the faster of the two modalities was designated as the target. There were no exceptions. A process of stimulus selection (based on the designated modality of the target) appears to precede the summation stage. When the target modality is processed slower than the extraneous modality, subjects must withhold their responses until the stimulus location of the target modality has been identified (responses to the extraneous stimulus were incorrect on half the trials, because on half of the bimodal trials, the stimuli were presented out of spatial register). This precludes the expression of summation effects between the two stimuli. Notice that, when the two stimuli are presented in noncorresponding locations, the RTs to the target approach but rarely exceed the unimodal CDFs. This speaks to the efficiency of the filtering process and indicates that such filtering does involve some cost because it can slow RTs relative to RTs to the same target presented alone. However, when the targets appear in corresponding locations, the bimodal CDFs are always faster than the CDF for the target modality presented alone, but they exceed the race inequality only if the target modality is the faster of the two.
Thus, the observers conform to the requirements of the task: They make their responses contingent on the detection of the designated target. If the target has a higher likelihood of being detected first, the subject can afford to initiate responses early, and a later-arriving extraneous stimulus presented in the corresponding location can still facilitate processing to a degree that violates the race inequality. If the slower of the two modalities was the target, the subject must await detection of the target in order to avoid errors. They were able to do this with reasonable efficiency. Some degree of intersensory facilitation is evident even when the slower of the two modalities is the target, but in this case delays associated with target selection preclude violations of the race inequality.
This pattern of results was also reflected in the error rates (see Table 12 ). Notice that most of the errors occur on noncorresponding trials (they thus represent failures of the target selection process). The error rates for saccades clearly contrast with those generated by the same observers in Experiment 2: In Experiment 2, not a single saccadic direction error was made by any of the subjects.
Discussion
The results of Experiment 3 indicate that summation effects depend on the spatial alignment of the stimuli if the task requires target localization. If not, as was the case for the simple manual responses, spatial alignment appears unimportant. To avoid errors when the response is contingent on the location of a designated target, subjects must (and can) efficiently gate the emission of their responses according to target modality. Although this gating process obviously must precede response execution, it does not act as a simple filter that prevents the extraneous stimulus modality from contributing to the activation of a response. If this were the case, the summation effects produced by spatial correspondence would be prevented (and the large difference between the error rates for aligned stimuli and those for misaligned stimuli would not be expected). Clearly, information from a spatially aligned extraneous target can facilitate processing, but this facilitation can generate RTs that violate the race inequality only if the target modality is likely to be detected first. Otherwise, the subject must attempt to withhold the directed responses until the location of the target has been identified. This slows RTs to a level that makes violations of the race inequality difficult to achieve, although some degree of intersensory facilitation is still observed. The fact that simple RTs violated the race inequality regardless of whether the targets were presented in spatial register suggests that summation in this task can occur at a postsensory stage of processing. This suggestion is based on the supposition that a specific convergence of visual and auditory information originating from sources separated by 30°( 15° on either side of fixation) is unlikely, especially for sources originating from opposing hemifields. Of course, it is entirely possible that both sensory and motor coactivation play a role in these redundant-targets effects, and their relative importance depends on the particular task being investigated. Here we simply point out that evidence of coactivation between widely separated visual and auditory targets is not readily interpreted in terms of patterns of convergence within specifically sensory pathways.
Simple Manual Responses
Interpreting bimodal coactivation in terms of sensory convergence seems more clearly indicated when the effects depend on the spatial alignment of the stimuli. Although coactivation effects on directed responses did depend on the spatial alignment of the targets, these effects might also reflect coactivation of motor processes rather than sensory processes. That is, aligned targets activate cooperative response tendencies (e.g., a single saccade orients the eyes to both targets), whereas misaligned targets activate competing response tendencies (e.g., two different saccades). Indeed, selection between competing response tendencies is one likely factor contributing to the frequent finding that responses to misaligned targets were often slower than responses to the target modality presented alone.
General Discussion
The early processing of sensory information is clearly modality specific. There is, however, much to suggest that at some point in processing, information from different mo- Figure 14 . Unimodal cumulative distribution functions (CDFs), bimodal CDFs, the independent race prediction, and the race model inequality for Observer (Obs.) JZ in Experiment 3. Data from trials presenting corresponding targets versus noncorresponding targets are indicated. Because spatial correspondence had no effect on simple manual responses (see Figure 13) , only data for saccades and directed manual responses are shown. Aud. = auditory; Vis. = visual; Prob. = probability; RT = response time. Figure 15 . Unimodal cumulative distribution functions (CDFs), bimodal CDFs, the independent race prediction, and the race model inequality for Observer (Obs.) H.H. in Experiment 3. Data from trials presenting corresponding targets versus noncorresponding targets are given. Because spatial correspondence had no effect on simple manual responses (see Figure 13 ), only data for saccades and directed manual responses are shown. Aud. = auditory; Vis. = visual; Prob. = probability; RT = response time. Figure 16 . Unimodal cumulative distribution functions (CDFs), bimodal CDFs, the independent race prediction, and the race model inequality for Observer (Obs.) I.E. in Experiment 3. Data from trials presenting corresponding targets versus noncorresponding targets are given. Because spatial correspondence had no effect on simple manual responses (see Figure 13 ), only data for saccades and directed manual responses are shown. Aud. = auditory; Vis. = visual; Prob. = probability; RT = response time.
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dalities is integrated. This integration is presumably important in generating central representations of environmental events that are themselves often multimodal. Although it may be natural to think that this integration of modality-specific information occurs at one site within the nervous system, the available neurophysiological evidence shows that this is not the case. Consider, for example, the integration of visual and auditory information that occurs in the deep layers of the superior colliculus and appears important in generating saccadic eye movements. This structure is known to receive inputs from visual, auditory, and somatosensory association cortex. In addition, polymodal regions of the association cortex project to the deep layers (cf. Stein & Meredith, 1990) . These latter connections could in principle support a suggestion that the colliculus does not itself integrate information from different modalities but is simply the recipient of polymodal information that has already been integrated in polymodal cerebral cortex. This suggestion appears to be incorrect. Electrophysiological studies indicate that all of the cortical afferents (identified by antidromic activation) to the deep layers of the colliculus respond to only one modality (Wallace, Meredith, & Stein, 1991) . These cortical afferents provide the essential inputs to the polymodal presaccadic burst cells, because reversible cortical lesions abolish the responsiveness of polymodal collicular cells (B. Stein, personal communication, January 10, 1992) . Thus, although there are areas in the cortex that clearly integrate visual and auditory inputs, polymodal cortical cells do not provide the source of auditory-visual convergence in the colliculus. Because polymodal collicular cells receive only unimodal inputs, we conclude that the colliculus represents a site of auditory-visual convergence that is distinct from that which occurs in the cortex (or other areas of bimodal convergence within the central nervous system, such as the reticular formation). It is difficult to imagine the utility of having multiple sites of auditory-visual convergence unless the various sites performed different functions. We note in passing one more interesting aspect of the fact that the colliculus relies on the cortex for its essential inputs: Cortical circuitry provides ample opportunity for the kinds of stimulus selection and gating that played such a conspicuous role in Experiment 3.
The existence of multiple sites of multisensory integration suggests the possibility that the rules governing intersensory integration may vary according to the pathways used by a particular task. In the case of saccades, neural circuitry clearly capable of producing all of the effects reported herein is known to exist within the superior colliculus. As we suggested earlier, these neurons are truly at the interface between sensory and motor processes, so they can be regarded as premotor neurons as readily as anything else. Bimodal integration underlying the generation of saccades may have little to do with bimodal integration underlying performance in other tasks and may even have little to do with achieving multimodal representations in perception itself. Rather, it may reflect a neural architecture that is designed to optimize oculomotor orienting to natural environmental events. According to this view, the forms of multisensory integration revealed in other tasks (e.g., Fidell, 1970; Miller, 1991) may easily differ because they probably use different pathways. One can make a strong case that many such tasks involve cortical processes, and polymodal cortical areas have been identified (e.g., Kimura & Tamai, 1992; Mistlin & Perrett, 1990; Neal, Pearson, & Powell, 1990; Seltzer & Pandya, 1989) . There is little to indicate the specific role they play in sensory integration, however; certainly functional correlates such as those identified in the superior colliculus are not yet available.
In conclusion, the present experiments show that saccades provide robust evidence of neural summation between auditory and visual inputs, evidence that can reasonably be interpreted in terms of known patterns of auditory-visual convergence within an important oculomotor structure: the superior colliculus. Different neural pathways are assumed to mediate auditory-visual summation effects observed for manual responses, and thus there may be either qualitative or quantitative differences between intersensory integration in the oculomotor as opposed to other systems; this is, of course, an empirical issue. The suggestion of the present data that the magnitudes of the race inequality violations might differ with different response systems is in our opinion, promising, and could indicate differences in the mechanisms that produce coactivation effects in different circumstances. Similarly, the importance of spatially aligned targets may reflect important differences in the locus of coactivation effects for different tasks. Future work involving, for example, less extreme cases of spatial misalignment should provide additional insight on the nature and loci of coactivation effects in these systems and on a range of emerging issues in the study of coactivation effects in general. Although direction errors occurred, they were not included in the present correction procedure, largely because of the lack of a formal model designed to account for their occurrence. As it turned out, the latencies of the direction errors were often longer than the latencies for correct responses, so they do not appear to have been fast guesses per se.
