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The magnetic-Rayleigh—Taylor (MRT) instability is a ubiquitous phenomenon that occurs in magnetically-
driven Z-pinch implosions. It is important to understand this instability since it can decrease the performance
of such implosions. In this work, I present a theoretical model for the weakly nonlinear MRT instability. I
obtain such model by asymptotically expanding an action principle, whose Lagrangian leads to the fully
nonlinear MRT equations. After introducing a suitable choice of coordinates, I show that the theory can be
cast as a Hamiltonian system, whose Hamiltonian is calculated up to sixth order in a perturbation parameter.
The resulting theory captures the harmonic generation of MRT modes. In particular, it is shown that the
saturation amplitude of the linear MRT instability grows as the stabilization effect of the magnetic-field
tension increases. Overall, the theory provides an intuitive interpretation of the weakly nonlinear MRT
instability and provides a systematic approach for studying this instability in more complex settings.
I. INTRODUCTION
The magnetic-Rayleigh–Taylor instability (MRTI) al-
ways occurs in pinch plasmas in which the J×B, or mag-
netomotive, force is used to compress matter.1–3 In the
laboratory, applications of pinch plasmas include mag-
netized inertial fusion,4–9 wire-array Z-pinches,10–14 and
equation-of-state studies.15 In the particular case of mag-
netized inertial fusion, the MagLIF experimental plat-
form uses high magnetic pressures acting on a cylindri-
cal, metal liner to adiabatically compress a fuel plasma to
fusion-relevant conditions.16–19 In this fusion scheme, the
MRTI grows on the liner surfaces, which can be under-
stood as follows: here the driving magnetic pressure plays
the role of a light fluid pushing on the liner, which acts
as a heavy fluid. In analogy with the classical Rayleigh–
Taylor instability (RTI), this physical configuration is dy-
namically unstable. In general, it is important to better
understand MRTI since it can compromise the integrity
of metal liners, which in turn, is a significant factor for
determining target performance in MagLIF.20
The magnetic-Rayleigh–Taylor (MRT) instability has
been extensively studied throughout the years. From the
experimental standpoint, Refs. 21 and 22 presented the
first radiograph time sequences of seeded MRT instabil-
ities on Z-pinch implosions. Shortly afterwards, MRT
growth was experimentally characterized on smooth
coated and uncoated liners.23,24 In Ref. 25, the sponta-
neous appearance of helical structures in axially magne-
tized Z pinches was reported. These structures were also
investigated in further detail in Refs. 26 and 27. Finally,
MRTI was also experimentally studied in planar geome-
try in Ref. 28. These studies have provided valuable data
for benchmarking multiphysics codes and MRT theories.
From the theoretical perspective, the first studies
on MRTI were done by Kruskal and Schwarzchild,29
Chandrasekhar,30 and Harris.31 After those seminal
works, linear MRTI was further investigated by including
various additional effects. For example, Refs. 32 and 33
discussed linear MRTI in a slab geometry while includ-
ing magnetic fields embedded inside the conducting fluid.
MRTI was also investigated in cylindrical geometry,34
and the analysis was extended to finite-width shells.35
The stabilizing effects due to finite compressibility and
elasticity of the heavy conducting fluid were reported in
Refs. 36–39. Similarly, sheared flows and sheared mag-
netic fields were found to be MRT stabilizing in Refs. 40
and 41. Finally, Bell–Plesset effects in imploding shells
were discussed in Refs. 42 and 43, and the effects due to
finite-Larmor radius were also investigated in Ref. 44.
The theoretical studies above have primarily investi-
gated MRTI in the linear phase. However, it is well
known that MRT perturbations can develop strong non-
linear structures during current-driven implosions.23–25
In this regard, numerical simulations have been used to
study nonlinear MRTI in Z-pinch implosions. As an ex-
ample, the effects of MRTI on the integrity of implod-
ing cylindrical liners were studied in Refs. 45 and 46.
The emergence of helical structures in axially magnetized
Z pinches was also investigated numerically.47 From the
theoretical perspective, interesting results on nonlinear
RTI and MRTI in accelerating planar slabs and cylin-
drical implosions have been reported.48–52 Concerning
MRTI in cylindrical implosions,49–52 these studies used
the so-called thin-shell approximation where the wave-
length of the perturbations is large compared to the shell
thickness. Although this approximation only covers a
subset of possible MRTI modes, it does allow to analyt-
ically investigate the fully nonlinear stages of this insta-
bility with relatively simple mathematical methods.
As a continuation of the previously mentioned stud-
ies on MRTI, here I present a theoretical model for the
weakly nonlinear (wNL) MRTI in the context of the
single-interface MRT problem studied in Refs. 29 and
30 (see Fig. 1). It is worth noting that the approach pre-
sented in this work is not based on asymptotically ap-
proximating the equations of motion for MRTI. Instead,
I construct a wNL theory for MRTI by using variational
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2methods. The main idea is the following. First, I identify
a variational principle for the nonlinear MRTI equations.
Second, I approximate the MRT Lagrangian by express-
ing the dynamical fields in terms of Fourier components
and by truncating the Lagrangian up to a certain order
in an asymptotic parameter. Third, I obtain the corre-
sponding equations of motion for wNL MRTI by varying
the approximated action. This procedure provides a sys-
tematic approach to study wNL MRTI and leads to a set
of Hamiltonian equations that self-consistently conserve
the energy of the system. The resulting theory captures
the harmonic generation of MRT Fourier modes and the
nonlinear feedback between them. Moreover, after ob-
taining asymptotic solutions for the corresponding wNL
MRTI equations, I calculate the saturation amplitude of
the linear MRTI, and I show that the saturation ampli-
tude grows as the stabilization effect of the magnetic-field
tension increases. Overall, the present theory sheds light
to the wNL phase of the MRT instability and can be
extended for future analyses of MRTI in more complex
settings, e.g., for finite-width slabs or cylindrical shells.
The present work is organized as follows. In Sec. II,
I present a variational principle for the nonlinear MRTI
equations. In Sec. III, I outline the general approach for
constructing the wNL theories for MRTI. In Sec. IV, I
approximate the exact MRT Lagrangian to its lowest or-
der, and I recover the linear MRTI dynamics. In Sec. V,
I discuss the double-harmonic wNL MRT theory. At this
order of the approximation, the first two MRT Fourier
harmonics are retained, and their nonlinear interaction
is captured. After obtaining the corresponding asymp-
totic solutions for the resulting equations, I calculate
the saturation amplitude for linear MRTI. In Sec. VI,
I briefly discuss the triple-harmonic wNL MRT theory
which keeps the first three MRT Fourier harmonics. Fi-
nal conclusions and remarks on future work are given in
Sec. VII. Appendix A contains auxiliary calculations for
the double-harmonic wNL MRT theory.
II. VARIATIONAL PRINCIPLE FOR MRT
For the present study, I shall revisit the single-interface
MRT problem posed by Kruskall and Schwarzchild29
and later by Chandrasekhar.30 I consider a semi-infinite
fluid slab which I assume to be incompressible, irrota-
tional, unmagnetized, and perfectly conducting. The
fluid is subject to a time-dependent gravitational field
g(t) = −g(t)ez along the ez direction, and surface ten-
sion is neglected. The lower boundary of the fluid is de-
scribed by ξ = ξ(t,x), where x
.
= (x, y) is the coordinate
in the xy plane. From the irrotational-flow assumption,
the fluid velocity field is written as v(t,x, z)
.
= −∇φ,
where φ = φ(t,x, z) is the flow potential. To meet the
incompressibility assumption (∇ ·v = 0), the flow poten-
tial must then satisfy Laplace’s equation ∇2φ = 0.
The fluid slab interacts with a magnetic field B located
in the vacuum region (z < ξ). The magnetic field sat-
⇠(t,x)
z
v(t,x, z) =  ✏r 
B(t,x, z) = B0 + ✏r B(t,x, z) = B0 + ✏r 
v(t,x, z) =  ✏r 
FIG. 1. Schematic diagram of the geometry considered for the
present MRTI study. The fluid slab is denoted by the shaded
region. The magnetic field is represented by the stream lines.
The field ξ(t,x) describes the fluid–vacuum interface.
isfies ∇ · B = 0 and ∇ × B = 0. The magnetic field is
composed of a time-independent background component
and a reactive component that changes in time due to the
motion of the perfectly conductive fluid. Thus, the mag-
netic field is written as B(t,x, z) = B0 +B1, where B0 is
a spatially homogeneous background magnetic field par-
allel to the z = 0 plane. To satisfy the constraints for the
magnetic field, the reactive magnetic field can be written
as B1(t,x, z)
.
=∇ψ, where ψ = ψ(t,x, z) is the magnetic
potential and satisfies Laplace’s equation ∇2ψ = 0. Fig-
ure 1 shows a diagram of the system considered.
One way to construct well-controlled asymptotic ap-
proximations for dynamical systems is to directly approx-
imate a variational principle δΛ = 0 from which the ex-
act equations can be derived.53–56 Based on a well-known
variational principle used in quantum hydrodynamics,57
the action Λ for the MRTI can be written as
Λ =
∫ t2
t1
L[ξ, φ, ψ, ∂tξ, ∂tφ] dt. (1)
The Lagrangian L of the system can be separated into a
fluid component Lfluid and a magnetic component LB:
L
.
= Lfluid[ξ, φ, ∂tξ, ∂tφ] + LB[ξ, ψ], (2)
where
Lfluid
.
=
∫
D
∫ +∞
ξ
ρ
[
∂
∂t
φ− 1
2
(∇φ)2 − gz
]
dz d2x, (3)
LB
.
=
1
8pi
∫
D
∫ ξ
−∞
|B0 +∇ψ|2 dz d2x. (4)
The action (1) is a functional of the fields ξ, φ, and ψ. In
Eq. (3), ρ is the (constant) fluid density, and the integra-
tion domain D is a dx× dy periodic box in the xy plane.
Note that the field ξ describing the fluid–vacuum inter-
face appears in the integration boundaries in Eqs. (3)
and (4). From a field-theoretical perspective, ξ plays the
role of the coupling term between the fluid motion and
3magnetic-field dynamics. To more conveniently take vari-
ations of the action (1), I rewrite the Lagrangian compo-
nents in terms of the Heaviside step function Θ(x):
Lfluid =
∫
D
∫ ∞
−∞
ρ
[
∂
∂t
φ− 1
2
(∇φ)2 − gz
]
Θ(z − ξ) dz d2x,
(5)
LB =
1
8pi
∫
D
∫ ∞
−∞
∣∣B0 +∇ψ∣∣2 Θ(ξ − z) dz d2x. (6)
In the following, I verify that the action (1) indeed
leads to the nonlinear equations for MRTI. Varying the
action with respect to the flow potential φ gives
δφ : ∂tΘ(z − ξ)−∇ · [∇φΘ(z − ξ)] = 0. (7)
(Here “δφ :” denotes that the Euler–Lagrange equation is
obtained by extremizing the action integral with respect
to φ.) Explicitly calculating the derivatives leads to
δ(z− ξ) (∂tξ −∇φ ·∇ξ + ∂zφ) + Θ(z− ξ)∇2φ = 0. (8)
Thus, inside the fluid slab [z > ξ(t,x)], the flow potential
satisfies Laplace’s equation
∇2φ = 0. (9)
At the fluid interface, where z = ξ(t,x), Eq. (8) leads to
the nonlinear advection equation of the fluid interface:[
∂tξ −∇φ ·∇ξ + ∂zφ
]
z=ξ
= 0. (10)
This equation constitutes a dynamical equation for ξ.
Note that the gradients of the flow potential φ are eval-
uated at the fluid interface z = ξ(t,x) in Eq. (10).
In a similar manner, when varying the action with re-
spect to the magnetic potential ψ, I obtain
δψ : ∇ · [(B0 +∇ψ) Θ(ξ − z)] = 0. (11)
Since ∇ ·B0 = 0, I can then write
δ(ξ− z) (B0 +∇ψ) ·∇(ξ− z) + Θ(ξ− z)∇2ψ = 0. (12)
Thus, in the vacuum region [z < ξ(t,x)], the magnetic
potential satisfies Laplace’s equation
∇2ψ = 0. (13)
The magnetic field satisfies the following constraint at
the boundary between the fluid and vacuum regions:
∇(ξ − z) · [B0 +∇ψ]z=ξ = 0. (14)
Physically, this boundary condition denotes that the
magnetic field B is parallel to the surface of the perfectly
conducting fluid.
Finally, when varying the action with respect to the
field ξ and using δ[Θ(z − ξ)] = −δ(z − ξ)δξ, I obtain
δξ : 0 =−
∫ ∞
−∞
ρ
[
∂
∂t
φ− 1
2
(∇φ)2 − gz
]
δ(z − ξ) dz
+
1
8pi
∫ ∞
−∞
∣∣B0 +∇ψ∣∣2δ(ξ − z) dz. (15)
Integrating along the z variable then gives
ρ
[
∂
∂t
φ− 1
2
(∇φ)2 − gz
]
z=ξ
=
1
8pi
∣∣B0 +∇ψ∣∣2z=ξ. (16)
This equation constitutes a dynamical equation for the
fluid flow potential φ. As it can be shown from mo-
mentum conservation for irrotational fluids, this equation
states that the fluid pressure is equal to the magnetic
pressure at the fluid–vacuum interface.
Equations (9), (10), (13), (14), and (16) are comple-
mented by the periodic boundary conditions on the xy
plane and by the boundary conditions
lim
z→+∞φ = 0, limz→−∞ψ = 0. (17)
These equations constitute the nonlinear governing equa-
tions for the MRT instability.29–31 Hence, Eq. (1) is a
valid action for the MRT problem considered here.
For the following calculations, it will be convenient to
cast the action (1) in a form that is more reminiscent
of Hamiltonian systems. First, I integrate by parts the
term in the action (1) that involves the time derivative
of the potential flow φ. The Lagrangian is then written
as a sum of a symplectic part Lsym and of a Hamiltonian
part H:
L = Lsym −H. (18)
Here the symplectic part Lsym is given by
Lsym
.
= − 2
dxdy
∫
D
∫ ∞
−∞
φ∂tΘ(z − ξ) dz d2x
=
2
dxdy
∫
D
Φ ∂tξ d
2x, (19)
where Φ = Φ(t,x) is the velocity potential evaluated at
the fluid interface; i.e.,
Φ(t,x)
.
= φ(t,x, z = ξ(t,x)). (20)
[In the above, I multiplied the Lagrangian by the constant
2/(dxdyρ) which will be convenient later on. The factor
dxdy is the area of the periodic box D.] The Hamiltonian
in Eq. (18) can be decomposed as
H
.
= Hkin +Hg +HB, (21)
where Hkin, Hg, and HB are respectively the kinetic,
gravitational, and magnetic components of the Hamil-
tonian. They are given by
Hkin
.
=
1
dxdy
∫
D
∫ ∞
−∞
(∇φ)2Θ(z − ξ) dz d2x, (22)
Hg
.
=
2
dxdy
∫
D
∫ ∞
−∞
gzΘ(z − ξ) dz d2x, (23)
HB
.
= − 1
dxdy
1
4piρ
∫
D
∫ ∞
−∞
|B0 +∇ψ|2 Θ(ξ − z) dz d2x.
(24)
4At this point, it is worth making note of the following.
In the Lagrangian (18), one should consider ξ,Φ, and
ψ as the independent fields. Here ξ and Φ appear as a
pair of canonical-conjugate variables, while ψ acts as a
constraint for their dynamics. Note, however, that the
kinetic Hamiltonian (22) is still written in terms of φ.
Later on, I shall invert the relation in Eq. (20) in order
to write φ in terms of ξ and Φ.
It is also worth mentioning that, for the classical
Rayleigh–Taylor problem, only the Hkin and Hg com-
ponents of the Hamiltonian are kept. These terms of the
Hamiltonian were previously reported by Zakharov58,59
for studying wNL surface waves and also used by Bern-
ing and Rubenchik60 for investigating the wNL Rayleigh–
Taylor and Richtmeyer–Meshkov instabilities.
III. REDUCED VARIATIONAL PRINCIPLE FOR
WEAKLY NONLINEAR MRT
As in previous studies of the wNL RTI (see, e.g.,
Refs. 61–68), I shall represent the fields in terms of
Fourier series. Since φ and ψ must satisfy Laplace’s equa-
tion [see Eqs. (9) and (13)] and the boundary conditions
(14), they can be written as69
φ(t,x, z) =
∑
n∈Z+
nφ̂n(t) cos(nk · x)e−nkz, (25)
ψ(t,x, z) =
∑
n∈Z+
nψ̂n(t) sin(nk · x)enkz. (26)
Here φ̂n and ψ̂m denote the Fourier components of φ
and ψ. The wavevector k has discrete allowed values
k
.
= (2pim/dx, 2pin/dy) according to the dimensions of
the periodic box, and k
.
= |k|. Also, Z+ denotes the
set of positive integers. Similarly, the fields ξ and Φ are
written in the Fourier basis as follows:
ξ(t,x) =
∑
n∈Z+
n ξ̂n(t) cos(nk · x), (27)
Φ(t,x) =
∑
n∈Z+
n Φ̂n(t) cos(nk · x). (28)
Note that I introduced the small parameter   1 in
Eqs. (25)–(28) in order to explicitly denote the smallness
of the MRT perturbations. [In dimensionless variables,
the parameter  would be O(ξ/λ), where λ is the char-
acteristic wavelength of the MRT pertubations.] This
parameter will serve as the ordering parameter for the
perturbation analysis that will be done in the following.
Equations (25)–(28) are now substituted into the La-
grangian (18). In particular, inserting Eqs. (27) and (28)
into Lsym in Eq. (19) gives
Lsym =
2
dxdy
∑
n∈Z+
∑
m∈Z+
∫
D
[
n+m Φ̂m
dξ̂n
dt
× cos(nk · x) cos(mk · x)
]
d2x
=
∑
n∈Z+
2n Φ̂n
dξ̂n
dt
. (29)
To obtain the result above, I wrote the cosine functions
in terms of exponentials and used
∫
D
exp(ink · x) d2x =
dxdy δn,0, where δn,m is the Kronecker delta.
For the calculation of the Hamiltonian (21), the general
procedure is to introduce Eqs. (25)–(28) into Eqs. (22)–
(24) and write the Hamiltonian only in terms of the
Fourier components ξ̂n and Φ̂n. This can be done by
using Eqs. (14) and (20) to write φ̂n and ψ̂n in terms of
ξ̂n and Φ̂n. After doing so, the resulting Lagrangian for
the system will be of the following form:
L =
∑
n∈Z+
(
2n Φ̂n
dξ̂n
dt
)
−H(t, ξ̂, Φ̂), (30)
where ξ̂ and Φ̂ denote the sets of Fourier coefficients
appearing in Eqs. (27) and (28). In Secs. IV–VI, I
will explicitly calculate the Hamiltonian H(t, ξ̂, Φ̂) in the
Fourier representation. For now, it is only important
to note that the accuracy (in ) of the proposed wNL
MRT theory depends only on the order in  to which the
Hamiltonian H is calculated.
Hamilton’s equations for ξ̂n and Φ̂n are obtained by
varying Eq. (30) with respect to ξ̂n and Φ̂n. The resulting
equations, which are valid to all orders in , are
δΦ̂n :
dξ̂n
dt
=
1
2n
∂H
∂Φ̂n
, (31)
δξ̂n :
dΦ̂n
dt
= − 1
2n
∂H
∂ξ̂n
. (32)
IV. SINGLE-HARMONIC LINEAR MRTI
To obtain the linear approximation of MRTI, it is suf-
ficient to calculate the Hamiltonian H up to O(2). Re-
garding Hkin in Eq. (22), integrating by parts leads to
Hkin = − 1
dxdy
∫
D
∫ ∞
−∞
φ∇ · [(∇φ)Θ(z−ξ)] dz d2x, (33)
where I used the periodic boundary conditions and
Eqs. (17). Since I shall later substitute the Fourier repre-
sentation of φ into Hkin, I can use the fact that φ satisfies
Laplace’s equation. Integrating along z gives
Hkin = − 1
dxdy
∫
D
Φ(∇φ)z=ξ ·∇(z − ξ) d2x, (34)
5where Φ is defined in Eq. (20). Upon substituting
Eqs. (25) and (28) into the above, I obtain Hkin =
(2k/2)φ̂1Φ̂1 + O(3). I can then eliminate φ̂1 by using
φ̂1 ' Φ̂1, which is obtained by inserting Eqs. (25) and
(28) into Eq. (20) and linearizing. To lowest order, the
kinetic Hamiltonian is approximated by
Hkin = 
2 k
2
Φ̂21 +O(3). (35)
In a similar manner, one can calculate the gravitational
Hamiltonian (23). Integrating along z and substituting
Eq. (27) leads to
Hg = −2 g
2
ξ̂21 +O(4), (36)
where I dropped a constant (infinite) term since it does
not affect the equations of motion.
To calculate HB in Eq. (24), I first separate the squared
norm of the magnetic field into its different components
and integrate by parts. Since the magnetic potential sat-
isfies Laplace’s equation, I obtain
HB =− 1
dxdy
1
4piρ
∫
D
∫ ξ
−∞
|B0|2 dz d2x
+
1
dxdy
1
2piρ
∫
D
ψB0 ·∇[Θ(ξ − z)] dz d2x
+
1
dxdy
1
4piρ
∫
D
ψ∇ψ ·∇[Θ(ξ − z)] dz d2x, (37)
where I used ∇ · B0 = 0 in the above. After integrat-
ing the first term along z, I obtain a constant (infinite)
term (which can be dropped) and a term that is linear
to ξ. This last term disappears after integrating on the
domain D.70 After taking the gradient of the Heaviside
step function, integrating along z, and using Eq. (14), I
then obtain
HB =
1
dxdy
1
4piρ
∫
D
ψ
∣∣
z=ξ
B0 ·∇ξ d2x. (38)
Thus, the magnetic Hamiltonian is expressed as the in-
tegral on the xy plane of the magnetic potential ψ eval-
uated at the perturbation surface multiplied by the gra-
dient of ξ along the background magnetic field B0. As a
reminder, Eq. (38) is only valid when ψ satisfies Eq. (14).
In terms of Fourier components, Eq. (38) is written as
HB = −2k ·B0
8piρ
ψ̂1ξ̂1 +O(3). (39)
The Fourier component ψ̂1 must now be written in
terms of ξ̂1. When linearizing Eq. (14) and sub-
stituting Eqs. (26) and (27), it can be shown that
ψ̂1 ' −k−1(k ·B0)ξ̂1 + O(3). Inserting this expression
into Eq. (39) gives
HB = 
2 (k · vA)2
2k
ξ̂21 +O(3), (40)
where vA
.
= B0/
√
4piρ is the Alfve´n velocity.
In summary, after collecting the results in Eqs. (35),
(36), and (40), I obtain the following Lagrangian for the
single-mode linear MRTI:
L = 2 Φ̂1
dξ̂1
dt
−H(t, ξ̂1, Φ̂1) +O(3), (41)
where the Hamiltonian H is given by
H = 2
k
2
Φ̂21 −
2
2
(
g − (k · vA)
2
k
)
ξ̂21 . (42)
In analogy to the classical phase-space Lagrangian for
point particles L = P · X˙−H(t,X,P), ξ̂1 and Φ̂1 play
the roles of a generalized coordinate and of a canonical
momentum, respectively. In the Hamiltonian (42), the
term kΦ̂21/2 can be interpreted as the kinetic energy of
the system, where mk
.
= 1/k is the mass of the MRT
“point particle.” From this perspective, the fact that RTI
modes grow faster for higher k modes is because higher
k modes are less massive and thus accelerate faster. The
second term in Eq. (42) represents a quadratic potential.
When kg > (k · vA)2, the potential energy is negative,
thus leading to unstable behavior. In the opposite case
when kg < (k · vA)2, the potential energy is positive,
and the temporal dynamics will be oscillatory in nature.
Thus, the stabilizing behavior of the external magnetic
field on MRTI is recuperated.29–31
The Hamiltonian equations generated by the La-
grangian (41) lead to the linear MRT equations:
δΦ̂1 :
dξ̂1
dt
= kΦ̂1, (43)
δξ̂1 :
dΦ̂1
dt
=
(
g − (k · vA)
2
k
)
ξ̂1. (44)
Combining these two equations leads to the well-known
equation for the linear MRTI surface perturbation:
d2ξ̂1
dt2
− γ2k(t) ξ̂1 = 0, (45)
where
γk(t)
.
= [kg(t)− (k · vA)2]1/2 (46)
is the instantaneous MRT linear growth rate.29–31 Note
that it is convenient to write γk(t) as
γk(t) =
√
kg
√
1− σ(t,k), (47)
where
√
kg is the growth rate for classical RTI and
σ(t,k)
.
= (k·vA)2/[kg(t)] is the ratio between the stabiliz-
ing magnetic-tension and the gravitational acceleration.
For initial conditions where ξ(0,x) = ξ̂1(0) cos(k · x)
and the fluid is at rest, the linear solution is
ξ̂1(t) = ξ̂1(0) cosh(γkt) for time-independent g. Thus, the
time evolution of the surface perturbation is given by
ξ(t,x) = ξ̂1(0) cosh(γkt) cos(k · x). (48)
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FIG. 2. (a) Time evolution of the first and second harmonics of MRTI. (b) Surface perturbation ξ(t, x) evaluated at different
times γkt = {3, 4, 4.5, 5.0}. The problem considered is one dimensional, where x is the spatial coordinate. The initial conditions
are ξ̂1(0) = 0.01, ξ̂2(0) = 0, and Φ̂1,2(0) = 0. The fundamental wavenumber is k = 1, the gravity constant is g = 1, and the
perturbation parameter is set to  = 1. No external magnetic field was considered so σ = (k · vA)2/(kg) = 0.
As a final comment, note that one can also obtain a
variational principle that directly leads to Eq. (45). From
Eq. (44), one can write Φ̂1 = k
−1dtξ̂1. Substituting this
into the phase-space Lagrangian (41) then leads to
L(ξ̂1,
˙̂
ξ1) =
2
2k
(
dξ̂1
dt
)2
+
2
2
γ2k(t)
k
ξ̂21 . (49)
It is simple to verify that varying the action with respect
to ξ̂1 gives Eq. (45).
V. DOUBLE-HARMONIC WEAKLY-NONLINEAR MRTI
To obtain a wNL MRT theory that includes the inter-
action between the first and second MRT harmonics, one
needs to calculate the Hamiltonian up to O(4). In this
case, the Lagrangian of the system is given by
L =
2∑
n=1
(
2n Φ̂n
dξ̂n
dt
)
−H(t, ξ̂1, ξ̂2, Φ̂1, Φ̂2) +O(5),
(50)
where the Hamiltonian is
H =
2∑
n=1
2n
(
nk
2
Φ̂2n −
γ2nk
2nk
ξ̂2n
)
− 4 k
3
8
ξ̂21 Φ̂
2
1 + 
4 k
2
2
ξ̂2 Φ̂
2
1
− 
4
2
|k · vA|2 ξ̂21 ξ̂2 − 4
k
8
|k · vA|2 ξ̂41 . (51)
(Details on the calculations of the Hamiltonian H are
included in Appendix A.) The equations of motion for
the first and second Fourier coefficients are obtained by
varying the action with the Lagrangian (50). This gives
δΦ̂1 :
dξ̂1
dt
= kΦ̂1 − 2 k
3
4
Φ̂1ξ̂
2
1 + 
2k2Φ̂1ξ̂2, (52)
δΦ̂2 :
dξ̂2
dt
= 2kΦ̂2, (53)
δξ̂1 :
dΦ̂1
dt
=
γ2k(t)
k
ξ̂1 + 
2 k
3
4
ξ̂1Φ̂
2
1 + 
2|k · vA|2ξ̂1ξ̂2
+ 2
k
2
(k · vA)2ξ̂31 , (54)
δξ̂2 :
dΦ̂2
dt
=
γ22k(t)
2k
ξ̂2 − k
2
2
Φ̂21 +
1
2
(k · vA)2ξ̂21 , (55)
These are the governing equations for the double-
harmonic wNL MRTI.
To discuss the temporal dynamics described by
Eqs. (52)–(55), it is perhaps more instructive to com-
ment on the Hamiltonian H rather than on the equa-
tions themselves. When one varies the action, the terms
inside the sum in Eq. (51) lead to the linear terms ap-
pearing in Eqs. (52)–(55). The second row in Eq. (51)
contains nonlinear coupling terms originating from the
kinetic Hamiltonian Hkin. The first term proportional
to Φ̂21 ξ̂
2
1 represents a nonlinear self-coupling of the first
harmonic. The second term containing Φ̂21 ξ̂2 describes a
coupling between the first and second MRT harmonics.
For the case of classical RTI, the latter is, in fact, respon-
sible for the nonlinear driving of the second harmonic by
the first harmonic. The third row in Eq. (51) contains
nonlinear coupling terms of magnetic origin. Similarly
to before, the first term proportional to ξ̂21 ξ̂2 represents a
coupling between the two MRTI modes, and the second
term containing ξ̂41 represents a nonlinear self-coupling
of the first harmonic. It is worth noting that, contrary
to the lowest-order contribution of the magnetic energy
(which is stabilizing), the magnetic self-coupling term
proportional to ξ̂41 appears to be MRT destabilizing.
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FIG. 3. (a) Time evolution of the first and second harmonics of the MRT instability. (b) Surface perturbation ξ(t, x) evaluated
at different times. Same initial conditions and parameters were used as in Fig. 2 with the exception that the external magnetic
field was chosen so that σ = (k · vA)2/(kg) = 0.2.
Based on the previous discussion, it is not surprising
that Eqs. (52)–(55) already include the nonlinear forcing
of the second harmonic Φ̂2, as well as the nonlinear feed-
back on the first Fourier coefficients ξ̂1 and Φ̂1. To obtain
these effects using the traditional approach for building
wNL theories, one has to expand the exact equations of
motion up to third order in . (See, e.g., Refs. 61–68 for
applications of wNL theory to RTI.) This approach also
gives equations for the third Fourier coefficients ξ̂3 and
Φ̂3. In contrast, in the procedure presented in this paper,
the third harmonics do not yet appear at this order in
the theory. However, this wNL MRTI model retains the
Hamiltonian property of the parent model and, in con-
sequence, conserves an asymptotic approximation of the
energy of the system.
To evaluate the effects of the external magnetic field on
the wNL MRT growth, I numerically solved Eqs. (52)–
(55) using a fourth-order Runge–Kutta algorithm. I first
discuss the classical RTI case when no background mag-
netic field is present. Figure 2 presents the temporal
evolution of the Fourier coefficients ξ̂1 and ξ̂2 and of the
surface perturbation ξ(t, x). As shown in Fig. 2(a), dur-
ing the first one or two e-folding times, the amplitude
of the first MRTI mode is small, and ξ̂1 grows exponen-
tially. As the fundamental MRTI mode becomes suffi-
ciently strong, it eventually begins to drive the second
MRTI harmonic. When the nonlinear self-coupling and
coupling with the second harmonic are no longer negli-
gible, the growth of ξ̂1 saturates near γkt ' 5.0. Af-
terwards, ξ̂1 reaches a maximum value and then rapidly
decreases. The resulting temporal evolution of the sur-
face perturbation is shown in Fig. 2(b). As expected, one
observes the formation of bubbles and spikes on the sur-
face perturbation. However, for γkt & 5.0, the rounding
of the bubbles begins to deform. This behavior is not
physical and signals the breakdown of wNL theory.60 In-
terestingly, the time γkt ' 5.0 roughly coincides with the
saturation of the growth rate of ξ̂1.
Figure 3 presents the numerical solution of Eqs. (52)–
(55) when an external magnetic field is present. When
comparing Figures 2(a) and 3(a), one observes that the
Fourier coefficients ξ̂1 and ξ̂2 follow similar behavior when
plotted against the number of e-folding times γkt. Of
course, the MRTI modes are stabilized by the magnetic-
field tension and grow more slowly in real time units.
When carefully comparing the temporal evolution of ξ̂1
in Figs. 2(a) and 3(a), one observes that ξ̂1 has a slightly
larger value for the second case at the time of maximum
growth. The peak-to-valley amplitude of the surface per-
turbation ξ(t, x) in Fig. 3(b) also appears to be larger
at the time of bubble deformation when compared to
Fig. 2(b). As I shall discuss next, this is related to an
increase of the saturation amplitude of the linear MRTI
due to the stabilizing effect of the magnetic-field tension.
It is instructive to analytically calculate the temporal
behavior of the solutions of Eqs. (52)–(55) far from the
transient phase but before the breakdown of wNL theory.
For this analysis, one can use the methods of iterative
solutions61–68,71 and of dominant balance.72 I look for
solutions in the following form:
ξ̂1 = ξ̂
(0)
1 + 
2ξ̂
(1)
1 + ..., ξ̂2 = ξ̂
(0)
2 + ...,
Φ̂1 = Φ̂
(0)
1 + 
2Φ̂
(1)
1 + ..., Φ̂2 = Φ̂
(0)
2 + ...
(56)
For same initial conditions, the lowest-order terms ξ̂
(0)
1
and Φ̂
(0)
1 correspond to the linear solutions of MRTI dis-
cussed in Sec. IV. Since I am interested in calculating
the long-time behavior of the solutions, I can keep the
asymptotic dominant terms only. This gives
ξ̂
(0)
1 = ξ̂1(0) cosh(γkt) ∼
1
2
ξ̂1(0) exp(γkt), (57)
Φ̂
(0)
1 =
γk
k
ξ̂1(0) sinh(γkt) ∼ γk
2k
ξ̂1(0) exp(γkt). (58)
I now insert Eqs. (57) and (58) into Eqs. (53) and (55).
At sufficiently large times, the dominant terms of the so-
lutions for ξ̂2 and Φ̂2 will be proportional to exp(2γkt).
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FIG. 4. Comparison between the asymptotic expressions in Eqs. (64)–(65) and the numerical solutions of Eqs. (52)–(55). Same
initial conditions and parameters were used as in Fig. 2. The subfigures correspond to σ = 0.2 with σ = {0.20, 0.45, 0.70}.
Hence, I look for solutions of the form ξ̂
(0)
2 ∼ A exp(2γkt)
and Φ̂
(0)
2 ∼ B exp(2γkt), where the coefficients A and B
are to be determined. This leads to the following alge-
braic system of equations:(
2γk −2k
−γ22k/(2k) 2γk
)(
A
B
)
= − [ξ̂1(0)]
2
16
(
0
γ22k
)
. (59)
Inverting the matrix above yields
A = −γ
2
2k
16g
[ξ̂1(0)]
2, B = −γkγ
2
2k
16gk
[ξ̂1(0)]
2. (60)
The next step is to determine the dominant compo-
nents of the next order terms ξ̂
(1)
1 and Φ̂
(1)
1 of the first
harmonic. I substitute the results obtained in Eqs. (57)–
(60) into Eqs. (52) and (54). As before, at large times,
the dominant components of ξ̂
(1)
1 and Φ̂
(1)
1 will be of the
form ξ̂
(1)
1 ∼ C exp(3γkt) and Φ̂(1)1 ∼ D exp(3γkt), where
C and D are to be determined. This leads to(
3γk −k
−γ2k/k 3γk
)(
C
D
)
=
[ξ̂1(0)]
3
32g
( −kγk(kg + γ22k)
gkγ2k + 4(k · vA)4
)
.
(61)
Solving for the coefficients C and D gives
C = −k(kg + γ
2
k)γ
2
2k
128gγ2k
[ξ̂1(0)]
3, (62)
D =
(k · vA)2[kg + (k · vA)2]
64gγk
[ξ̂1(0)]
3. (63)
Upon gathering the results in Eqs. (57)–(63), I obtain
ξ̂1 ∼ ξ̂1,lin(t)
(
1− 2 k(kg + γ
2
k)γ
2
2k
16gγ2k
[ξ̂1,lin(t)]
2
)
, (64)
ξ̂2 ∼ −γ
2
2k
4g
[ξ̂1,lin(t)]
2, (65)
where ξ̂1,lin(t)
.
= (1/2)ξ̂1(0) exp(γkt) is the dominant
component of the linear solution of ξ̂1.
Regarding the obtained asymptotic solutions (64) and
(65), it is important to note that the analysis above is
only valid when the fundamental MRT mode is unstable,
i.e., γ2k > 0. Otherwise, it would not have been possible
to preemptively choose the asymptotic forms of the so-
lutions. In the case of classical RTI when no magnetic
fields are present, Eqs. (64) and (65) simplify to
ξ̂1(t) ∼ ξ̂1,lin(t)
(
1− 2 k
2
4
[ξ̂1,lin(t)]
2
)
, (66)
ξ̂2(t) ∼ −k
2
[ξ̂1,lin(t)]
2. (67)
These expressions agree with previous reported results
for classical RTI.61,62
A difference to highlight between RTI and MRTI is
the following. In the case of RTI, the Fourier component
ξ̂2 and the O(2) correction to ξ̂1 are always negative
[see Eqs. (66) and (67)]. The O(2) correction to ξ̂1 is
in fact responsible for the saturation of the growth rate
of ξ̂1 observed in Fig. 2(a). For the MRTI case, this
is not always true: these terms are proportional to γ22k
[see Eqs. (64) and (65)], which can change sign when the
magnetic-field tension becomes sufficiently strong. More
specifically, this occurs when 1/2 < σ < 1, where σ
.
=
(k · vA)2/(kg). In such regimes, ξ̂1 can grow faster than
the linear approximation ξ̂1,lin.
In Fig. 4, the asymptotic expressions obtained in
Eqs. (64) and (65) are compared to the numerical so-
lutions of Eqs. (52)–(55) for three different values of the
parameter σ. In all cases, the asymptotic expressions ap-
proximate well the numerical solutions for 1 . γkt . 5.0;
i.e., in the temporal window after the transient phase
and before the breakdown of wNL theory. In particular,
Fig. 4(b) shows the case for σ ' 1/2 where the growth
rate γ22k for the second MRTI harmonic tends to zero. As
expected, the second Fourier component ξ̂2 lies close to
zero, and the temporal evolution of ξ̂1 follows the linear
result quite closely. As shown in Fig. 4(c), for the case
where 1/2 < σ < 1, the numerical solution for ξ̂1 and its
asymptotic approximation indeed grow faster than the
linear approximation ξ̂1,lin, which confirms the remark
given previously.
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FIG. 5. Saturation amplitude of linear MRTI as a function
of the parameter σ. The continuous line is given by Eq. (68).
The scatter points were obtained via numerical simulations.
In the regime of validity of Eqs. (64) and (65), one
can estimate the saturation amplitude (SA) of the linear-
growth phase of the first harmonic ξ̂1.
62 The SA for
the fundamental mode can be defined as the ampli-
tude ξ̂1,sat when the fundamental mode is reduced by
10% in comparison to the linear solution, i.e., when
(ξ̂1,lin − ξ̂1)/ξ̂1,lin = 0.1.63,74 From this definition, I find
ξ̂1,sat
λ
=
1
pi
√
1
10
f(σ). (68)
where
f(σ)
.
=
√
1− σ
(1− 2σ)(1− σ/2) . (69)
The SA in Eq. (68) is plotted as a function of the di-
mensionless parameter σ in Fig. 5. In the interval 0 ≤
σ . 0.4, the calculated SA shows good agreement with
the SA obtained via numerical solutions of Eqs. (52)–
(55). In the classical RTI limit where σ ' 0, ξ̂1,sat ' 0.1λ
which agrees with previously reported results.62,63,74 Re-
markably, the SA increases as the magnetic-field tension
(and hence σ) becomes larger. Thus, although magnetic-
field tension stabilizes the linear growth of MRTI, it can
also increase the SA at which the linear MRTI transitions
to the nonlinear phase. This result partially explains the
differences observed in Figs. 2 and 3. It is to be noted
that a similar effect was reported previously where con-
sidering surface tension also leads to an increase in the
SA for classical RTI.67 Finally, as shown in Eq. (69), f(σ)
diverges at σ = 1/2. This occurs because the O(2) cor-
rection term in Eq. (64) tends to zero near this limit. To
fix this issue, one would have to calculate higher-order
corrections for the present wNL MRT theory. However,
doing so would lead to corrections that go beyond the
accuracy of theory (50).
VI. TRIPLE-HARMONIC WEAKLY-NONLINEAR MRTI
The wNL MRT theory can be extended to include the
first, second, and third MRT harmonics. To calculate
the corresponding O(6)-accurate Lagrangian, one can
use the Mathematica software package.75 For the sake
of brevity, here I only report the end result:
L =
3∑
n=1
(
2n Φ̂n
dξ̂n
dt
)
−H(t, ξ̂1, ξ̂2, ξ̂3, Φ̂1, Φ̂2, Φ̂3)+O(7),
(70)
where the corresponding Hamiltonian is given by
H =
3∑
n=1
2n
(
nk
2
Φ̂2n −
γ2nk
2nk
ξ̂2n
)
− 4 k
3
8
ξ̂21 Φ̂
2
1 + 
4 k
2
2
ξ̂2 Φ̂
2
1 −
4
2
(k · vA)2 ξ̂21 ξ̂2 − 4
k
8
(k · vA)2 ξ̂41
+ 26k2ξ̂3Φ̂1Φ̂2 + 
6 k
3
4
(
ξ̂22Φ̂
2
1 + ξ̂1ξ̂3Φ̂
2
1 − 4ξ̂1ξ̂2Φ̂1Φ̂2
)
+ 6
k4
4
(
1
3
ξ̂31Φ̂1Φ̂2 −
3
2
ξ̂21 ξ̂2Φ̂
2
1
)
+ 6
11k5
192
ξ̂41Φ̂
2
1
− 26(k · vA)2ξ̂1ξ̂2ξ̂3 + 6 k
4
(k · vA)2
(
ξ̂31 ξ̂3 − 3ξ̂21 ξ̂22
)
+ 6
7k2
24
(k · vA)2ξ̂41 ξ̂2 + 6
11k3
192
(k · vA)2ξ̂61 . (71)
The terms appearing in Eq. (71) can be interpreted
as follows. In the first line, the terms appearing in the
sum lead to the linear driving terms of each Fourier har-
monic. The subsequent O(4) terms are those previously
reported in Eq. (51) and were discussed in Sec. V. The
O(6) terms appearing in the second line of Eq. (71)
are nonlinear coupling terms originating from the kinetic
part of the Hamiltonian. There, one can identify terms
corresponding to nonlinear couplings between the first,
second, and third harmonics, as well as higher-order in-
teractions between the first and second harmonics and
a nonlinear self-coupling of the first harmonic. Finally,
the third line in Eq. (71) includes the O(6) nonlinear
coupling terms arising from the magnetic Hamiltonian.
The equations of motion of this triple-harmonic wNL
MRT theory can be obtained by using Eqs. (31) and (32).
For the sake of conciseness, I shall not write the equations
for the first and second harmonics. The corresponding
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FIG. 6. Time evolution of the MRT instability using the triple-harmonic weakly nonlinear model. (a) Time evolution of the
Fourier harmonics ξ̂n(t). (b) Surface perturbation ξ(t, x) evaluated at different times. Same initial conditions and parameters
were used as in Fig. 3.
equations for the third Fourier harmonic are
δΦ̂3 :
dξ̂3
dt
= 3kΦ̂3, (72)
δξ̂3 :
dΦ̂3
dt
=
γ23k(t)
3k
ξ̂3 − 2k2Φ̂1Φ̂2 − k
3
4
ξ̂1Φ̂
2
1
+ 2(k · vA)2ξ̂1ξ̂2 − k
4
(k · vA)2ξ̂31 . (73)
From Eq. (73), one can observe that the nonlinear driv-
ing terms for Φ̂3 are −2k2Φ̂1Φ̂2 and k3ξ̂1Φ̂21/4. These
terms are obtained from the expressions proportional to
ξ̂3Φ̂1Φ̂2 and ξ̂1ξ̂3Φ̂
2
1 in the Hamiltonian (71). In order to
conserve energy, these terms in the Hamiltonian will also
generate nonlinear feedback terms in the equations for
the first and second harmonics that include the effects of
ξ̂3. Similar arguments apply for the nonlinear magnetic
driving terms in Eq. (73).
As an example, Fig. 6 shows the time evolution of the
MRTI using the triple-harmonic wNL MRTI theory (70).
Compared to Fig. 3(a), similar dynamics for the first and
second MRT harmonics are obtained up to γkt ' 5.2 with
a small growth in the third Fourier mode ξ̂3. For later
times, the dynamics predicted by the two models signifi-
cantly diverge, which is most likely due to the breakdown
of wNL theory and lack of convergence. When compar-
ing Figures 3(b) and 6(b), one can observe that the third
Fourier harmonic ξ̂3 significantly changes the shape of
the MRT spikes and bubbles even when its magnitude is
small. The third Fourier harmonic ξ̂3 apparently fixes the
roundness of the bubbles but will also eventually destroy
it once it starts growing rapidly.
VII. CONCLUSIONS AND FUTURE WORK
In this work, I proposed a theoretical model to de-
scribe the weakly nonlinear (wNL) stage of the magnetic-
Rayleigh–Taylor (MRT) instability. I obtained the model
by asymptotically expanding an exact action principle
that leads to the nonlinear MRT equations. The theory
can be cast as a Hamiltonian system, whose Hamilto-
nian was calculated up to sixth order in the perturbation
parameter. The obtained wNL theory describes the har-
monic generation of MRT modes. From the obtained
equations, I found that the saturation amplitude of the
linear MRT instability increases as the stabilizing effect
of the magnetic-field tension increases.
The present work can be extended to study the MRT
instability in more complex settings. As an example,
the action principle (1) can be modified to investigate
the MRT instability in finite-width planar slabs or cylin-
drical shells with finite thickness. More specifically, to
study the MRT instability in planar slabs, one can in-
troduce a new field η(t,x) describing the perturbation
of the fluid upper surface and replace the upper integra-
tion boundary in Eq. (3) with a+ η, where a is the slab
width. In principle, modifications to include an addi-
tional magnetic field in the second vacuum region or to
treat the cylindrical problem could be easily done. For
the latter, it would be interesting to investigate if the ex-
perimental observations on the MRT instability reported
in Refs. 21, 22, and 25 can be explained using a simple
wNL MRT model for a finite-thickness cylindrical shell.
This will be investigated in future works.
The author is indebted to D. A. Yager-Elorriaga,
E. P. Yu, J. R. Fein, K. J. Peterson, P. F. Schmit,
R. A. Vesey, C. A. Jennings, and M. R. Weis for fruitful
discussions. Sandia National Laboratories is a multimis-
sion laboratory managed and operated by National Tech-
nology & Engineering Solutions of Sandia, LLC, a wholly
owned subsidiary of Honeywell International Inc., for
the U.S. Department of Energy (DOE) National Nuclear
Security Administration under contract DE-NA0003525.
This paper describes objective technical results and anal-
ysis. Any subjective views or opinions that might be
expressed in the paper do not necessarily represent the
views of the U.S. DOE or the United States Government.
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Appendix A: Auxiliary calculations for the double-harmonic
weakly-nonlinear MRT theory
1. Calculation of the kinetic Hamiltonian Hkin
To calculate Hkin in Eq. (22), I first write φ̂n in terms
of ξ̂n and Φ̂n. Taylor expanding Eq. (20) leads to
Φ(t,x) = φ|z=0 + ξ ∂φ
∂z
∣∣∣∣
z=0
+
1
2
ξ2
∂2φ
∂z2
∣∣∣∣
z=0
+ ... (A1)
I now substitute Eqs. (25), (27), and (28) into Eq. (A1).
The equations for the first two harmonics are
Φ̂1 = φ̂1 − 2 k
2
(2ξ̂1φ̂2 + ξ̂2φ̂1) + 
2 3k
2
8
ξ̂21 φ̂1 + ..., (A2)
Φ̂2 = φ̂2 − k
2
ξ̂1φ̂1 + ... (A3)
To solve the equations above, I use the following asymp-
totic ansatz:
φ̂n = φ̂
(0)
n + 
2φ̂(1)n + ... (A4)
To lowest order in , I obtain
φ̂
(0)
1 = Φ̂1, φ̂
(0)
2 = Φ̂2 +
k
2
Φ̂1ξ̂1. (A5)
For the second harmonic φ̂2, it is not necessary to com-
pute further terms in the asymptotic series (A4) because
they are not necessary for calculating the Lagrangian up
to O(4) in accuracy. The O(2) correction to φ̂1 is
φ̂
(2)
1 =
k
2
(
2ξ̂1φ̂
(0)
2 + ξ̂2φ̂
(0)
1
)− 3k2
8
ξ̂21 φ̂
(0)
1
= kξ̂1Φ̂2 +
k
2
Φ̂1ξ̂2 +
k2
8
Φ̂1ξ̂
2
1 , (A6)
where I substituted Eqs. (A5).
After having obtained the asymptotic expressions for
φ̂1 and φ̂2, I now proceed with the explicit calculation of
Hkin in Eq. (22). Substituting Eqs. (25), (27) and (28)
into Eq. (34) leads to
Hkin =
1
dxdy
∑
n∈Z+
∑
m∈Z+
n+m
∫
d2xmk
(
1−mkξ + m
2
2
k2ξ2 + ...
)
Φ̂nφ̂m cos(nk · x) cos(mk · x)
− 1
dxdy
∑
n∈Z+
∑
m∈Z+
∑
l∈Z+
n+m+l
∫
d2xmlk2 (1−mkξ + ...) Φ̂nφ̂mξ̂l cos(nk · x) sin(mk · x) sin(lk · x). (A7)
I now expand Hkin in an asymptotic series in :
Hkin = 
2Hkin,2 + 
3Hkin,3 + 
4Hkin,4 + .... (A8)
I then substitute Eqs. (27) and (A4) into Eq. (A7) and
calculate Hkin to each order in . At O(2), the only
contribution to Hkin,2 is given by
Hkin,2 =
k
2
Φ̂1φ̂
(0)
1 =
k
2
Φ̂21, (A9)
which agrees with Eq. (35). A contribution of O(3) to
the kinetic Hamiltonian would involve a product of three
fundamental Fourier harmonics. However, such terms
proportional to cos(k · x) sin2(k · x) would vanish when
integrating on the xy plane. Thus, Hkin,3 = 0. Finally,
the O(4) contribution is
Hkin,4 = kΦ̂2φ̂
(0)
2 +
k
2
Φ̂1φ̂
(1)
1 +
k2
4
Φ̂1φ̂
(0)
1 ξ̂2
− k
2
2
Φ̂1φ̂
(0)
2 ξ̂1 −
k2
2
Φ̂2φ̂
(0)
1 ξ̂1 +
k3
16
Φ̂1φ̂
(0)
1 ξ̂
2
1
= kΦ̂22 +
k2
2
ξ̂2Φ̂
2
1 −
k3
8
ξ̂21Φ̂
2
1, (A10)
where I inserted Eqs. (A5) and (A6) in the last line.
Equations (A9) and (A10) are later substituted into
Eq. (51).
2. Calculation of the magnetic Hamiltonian HB
To calculate HB in Eq. (24), I shall first write the mag-
netic potential ψ in terms of the surface perturbation ξ.
The magnetic potential must satisfy the boundary condi-
tion (14). Hence, the equations satisfied by the first two
Fourier harmonics ψ̂1 and ψ̂2 are
(k ·B0) ξ̂1 = −kψ̂1 − 2k2ξ̂1ψ̂2 − 2 k
2
2
ξ̂2ψ̂1
− 3
2
8
k3ψ̂1ξ̂
2
1 + ... (A11)
2(k ·B0) ξ̂2 = −2kψ̂2 − k2ξ̂1ψ̂1 + ... (A12)
To solve the equations above, I use the following asymp-
totic ansatz:
ψ̂n = ψ̂
(0)
n + 
2ψ̂(1)n + ... (A13)
12
I now substitute Eq. (A13) into Eqs. (A11) and (A12).
To zeroth order in , the equation for ψ̂1 gives
ψ̂
(0)
1 = −k−1(k ·B0) ξ̂1, (A14)
and the equation for the second harmonic leads to
ψ̂
(0)
2 = −k−1(k ·B0) ξ̂2 − kψ̂(0)1 ξ̂1/2
= −k−1(k ·B0) ξ̂2 + (k ·B0)ξ̂21/2. (A15)
To the second order in , I obtain
ψ̂
(2)
1 = −kξ̂1ψ̂(0)2 −
k
2
ξ̂2ψ̂
(0)
1 −
3
8
k2ξ̂21ψ̂
(0)
1
=
3
2
(k ·B0) ξ̂1ξ̂2 − k
8
(k ·B0)ξ̂31 , (A16)
where I substituted Eqs. (A14) and (A15). Further
higher order corrections for ψ̂1 or ψ̂2 are not needed.
After obtaining the asymptotic expansions for ψ̂1,2 in
Eqs. (A13)–(A16), I can now calculate HB in Eq. (38).
In the Fourier representation, Eq. (38) can be written as
HB =− 1
dxdy
1
4piρ
∑
n∈Z+
∑
m∈Z+
∫
d2xm(k ·B0)
(
1 + nkξ +
n2
2
k2ξ2 + ...
)
ψ̂nξ̂m sin(nk · x) sin(mk · x). (A17)
As before, I write HB as an asymptotic series
HB = 
2HB,2 + 
3HB,3 + 
4HB,4 + ... (A18)
and calculate each term order by order in . To lowest
order, I obtain
HB,2 = − (k ·B0)
8piρ
ξ̂1ψ̂
(0)
1 =
(k · vA)2
2k
ξ̂21 , (A19)
where I substituted ψ̂
(0)
1 in Eq. (A14) and vA
.
=
B0/
√
4piρ is the Alfve´n velocity. This agrees with re-
sult in Eq. (40). As before, HB,3 is zero. Finally, the
O(4) contribution to HB is
HB,4 =− (k ·B0)
8piρ
(
2ξ̂2ψ̂
(0)
2 + ξ̂1ψ̂
(2)
1 + kξ̂
2
1ψ̂
(0)
2
+
k
2
ξ̂1ξ̂2ψ̂
(0)
1 +
k2
8
ξ̂31ψ̂
(0)
1 + ....
)
= (k · vA)2
(
1
k
ξ̂22 −
1
2
ξ̂21 ξ̂2 −
k
8
ξ̂41
)
, (A20)
where I substituted Eqs. (A14)–(A16).
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