Given a metric graph G, we are concerned with finding a spanning tree of G where the maximum weighted degree of its vertices is minimum. In a metric graph (or its spanning tree), the weighted degree of a vertex is defined as the sum of the weights of its incident edges. In this paper, we propose a 4.5-approximation algorithm for this problem. We also prove it is NP-hard to approximate this problem within a 2 − ε factor.
Introduction
In this paper, we study the problem of finding the Minimum Weighted Degree Spanning Trees (MWDST) in metric graphs. In a weighted undirected graph G, the weighted degree of a vertex v, is defined as the sum of the weights of the edges incident to v in G. The wd-cost of a tree T (or wd(T )) is also defined as the maximum weighted degree of its vertices. We are interested in finding a minimum wd-cost spanning tree in a metric graph. A graph is said to be metric iff the weights of its edges hold the triangle inequality. Note that a metric graph is complete. We propose a 4.5-approximation algorithm for MWDST and prove that this problem cannot be approximated within a 2 − ε factor in polynomial time unless N P = P.
This theoretical result can be used in several applications: In communication networks, for example, the weights of edges can represent the link bandwidths. It would be desirable to construct a broadcast subnetwork whose maximum amount of its nodes' bandwidth is minimized. This is an extension of a similar application discussed in [11] which minimizes the maximum degree of a network. Similarly, in sensor networks where nodes have limited powers, such spanning trees can be used to save energy in aggregate operations [13, 10] . Similar results have been obtained for minimum degree Steiner trees in graphs [9] .
Various problems of computing spanning trees which satisfy given constraints have been studied before [3, 4, 6, 14] . One of these problems which is to find the minimum cost spanning trees with bounded maximum degree has been studied in [1, 2, 5, 7, 12, 16] . In these solutions, the weighted degrees are not considered. The problem of finding the minimum degree spanning tree has also been studied before in simple and weighted graphs. For example, it is shown in [9] that there is a polynomial-time algorithm that approximates this problem within one from the optimal solution.
Our problem has been studied in the general weighted graphs in [15] where the author has designed an O(log n)-approximation algorithm for finding MWDST. In [8] , the authors propose a polynomial O(log n)-approximation algorithm which finds the minimum degree spanning tree in directed non-weighted graphs.
In this paper, we consider weighted metric graphs and, in Section 2, propose a 4.5-approximation algorithm for finding MWDST. In Section 3, we will prove that it is NP-hard to approximate this problem within a 2 − ε factor.
4.5-Approximation for MWDST
In this section, we develop a 4.5-approximation algorithm for MWDST problem. Initially, we propose a 5-approximation algorithm which specially creates a Hamiltonian path which is then used in the 4.5-approximation algorithm.
Lemma 1. Given a metric graph G and a spanning tree T of G rooted at r, there is a polynomial-time algorithm for finding a Hamiltonian path h(T , r) in G with wdcost at most 5M, where
w(e) . 
h(T , r) is of the form

. , e n−1 . Hamiltonian path h(T , r)
has also the following properties:
• v 1 = r and v n is one of r's children in T , • w(e 1 ) and w(e n−1 ) do not exceed 2M, and
2M, and
Proof. We propose a recursive algorithm and prove it by induction on n. The solution is trivial for n 2. 
where X R is the reverse of sequence X. This is shown in Fig. 1 . The first property of the h(T , r) is obvious from its construction. Clearly, w(e 1 ) 2M is true due to the triangle inequality, and w(e n−1 ) 2M comes from the induction hypothesis as it was already in h(T m , r m ).
It is now sufficient to prove the last property in order to show that the wd-cost of h(T , r) is at most 5M. The condition holds true for the internal nodes of h(T i , r i ) (where 1 i m) by the induction hypothesis. The first node of h(T i , r i ), r i (i ∈ {1, 2, . . . , m − 1}), 2 is adjacent to two other vertices in h(T , r) through edges e j and e j +1 (for some j ). The induction hypothesis gives us the result w(e j ) 2M and we have w(e j +1 ) 3M as a consequence of the triangle inequality. Now, consider the last node of h(T i , r i ) (i ∈ {1, 2, . . . , m}) and its two incident edges e j and e j +1 in h(T , r). Again, w(e j +1 ) 2M is a result of the induction hypothesis, and w(e j ) 3M comes from the triangle inequality. Note that in case of i = 1 the stronger result w(e j ) 2M holds. 2 Lemma 2. Assume that the metric graph G has a spanning tree of wd-cost at most R. We can find a spanning tree T of G with wd-cost at most 4.5R in polynomial time.
Proof. Construct the graph G by deleting each edge of G that is heavier than R 2 in weight. Assume that G has connected components C 1 , C 2 , . . . , C k , and G i is the induced subgraph of G by vertex set C i . We know that each G i has a spanning tree with total edge weights no more than R 2 . According to Lemma 
We also know that G has a spanning tree T R with wd-cost no more than R. As we know that the weight of each edge in E 1 is at least R 2 . Therefore, each vertex in T R is incident to at most one edge of E 1 . Define G as a simple non-weighted graph with edge set E 2 . Consider spanning subgraph of G whose edge set is the union of E 1 ∩ E(T R ) and edges of Hamiltonian paths P i where E(T R ) is the edge set of T R and 1 i k. We assert that this subgraph is connected. This is because the vertices inside each G i are connected through P i and two different components G i and G j are connected via edge set E 1 ∩ E(T R ). Therefore, G has a spanning tree with maximum degree at most 3, since each of its vertices uses at most one edge of E 1 ∩E(T R ) and two edges of P i 's. We conclude that a spanning tree T of G with maximum degree of at most 4 can be found in polynomial time using the algorithm of [9] . Considering T as a spanning tree of G, we now prove that the maximum weighted degree of each vertex in T is at most 4.5R. Each vertex v in T is incident to at most 4 edges and there are three possible cases:
• Two edges are from E 1 and two from P i (for some 1 i k). In this case, the weighted degree of v in T ∩ P i is at most 5R/2. So its weighted degree in T is at most 2 × R + 5R/2 = 4.5R.
• Three edges are from E 1 and one from P i (for some 1 i k). In this case, the weight of any edge from P i is at most 3R/2 using Lemma 1. So the weighted degree of v in T is at most 3 × R + 3R/2 = 4.5R.
• All edges are from E 1 . So, the weighted degree of v in T is at most 4R.
Therefore, wd-cost(T ) is at most 4.5R. 2
Theorem 1. MWDST problem in metric graphs can be approximated within a 4.5 factor in polynomial time.
Proof. Let G be a metric graph with n vertices. Assume wd-cost of MWDST in G is R. We know that R is at least 0 and at most (n − 1)W , where W is the maximum weight of the edges in G. We use a binary search to find an spanning tree T with wd-cost of at most 4.5R by the following simple algorithm:
1. Set L = 0 and U = (n − 1)W which are the lower and upper bounds for wd-cost. 2. Set M = (L + U)/2 and use Lemma 2 by assuming that G has a spanning tree of wd-cost at most M. We know that if M R, then the algorithm in this lemma will find an spanning tree with wd-cost at most 4.5M. Therefore, get the result of Lemma 2 and check whether its wd-cost is more than 4.5M. If we could not find such spanning tree, it means than M is less than R. So set L = M and go to step 3. If we find an spanning tree of wd-cost at most 4.5M, save the result as T M , set U = M, and go to step 3.
We know if the algorithm saves an spanning tree T M whose wd-cost is at most 4.5M. On the other hand, it is clear that the algorithm will save a T M with M R. Therefore, the algorithm will find an spanning tree with the desired properties. 2
(2 − ε) Inapproximability for MWDST
In this section we prove that MWDST is hard to approximate.
Theorem 2.
For every constant ε (0 < ε 1), it is N Phard to approximate MWDST in metric graphs within a 2 − ε factor in polynomial time.
Proof. We prove that, if MWDST can be approximated within a 2 − ε factor, then the Hamiltonian path problem can be solved in polynomial time. Let G(V , E) be an instance of Hamiltonian path problem, where V = v 1 , . . . , v n is the set of its vertices and E is its edges.
We construct a graph H from G as follows. For each i (1 i n) Let T be a spanning tree in H with wd-cost of 1. It is clear that T does not have any edge of weight 2. Also, no vertex in T is incident to two edges of weight 1. From H , we construct a spanning tree P in G as follows. Connect v i and v j in P if and only if T has at least one of the edges (u i , u j ), (u i , u j ), (u i , u j ) , and (u i , u j ). If a vertex v i is incident to 3 edges in P , then either u i or u i is incident to the two edges of weight 1 in T . Connectivity of T in H implies the connectivity of P in G. So P is a Hamiltonian path or a Hamiltonian cycle.
If MWDST has a polynomial-time α-approximation algorithm with α < 2, we can run it on H and this will determine whether or not H has a spanning tree with wd-cost of 1. Therefore, we can determine in polynomial time whether G has a Hamiltonian path. 2
By setting ε = 1 in Theorem 2, we can conclude finding MWDST in metric graphs is N P-hard.
Conclusion
We considered the problem of finding the minimum weighted degree spanning tree in metric graphs. In such a graph G, we look for a spanning tree whose maximum weighted degree is minimized. The weighted degree of a vertex is defined as the sum of the weights of its incident edges. In this paper, we proposed a 4.5-approximation algorithm for this problem. We also proved that this problem cannot be approximated within a 2 − ε factor. So, the problem of finding a close-to-2-approximation for this problem remains open and seems to be challenging.
