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MARCINKIEWICZ-TYPE SPECTRAL MULTIPLIERS ON
HARDY AND LEBESGUE SPACES ON PRODUCT SPACES OF HOMOGENEOUS TYPE
PENG CHEN, XUAN THINH DUONG, JI LI, LESLEY A. WARD AND LIXIN YAN
Abstract. Let X1 and X2 be metric spaces equipped with doubling measures and let L1 and L2 be
nonnegative self-adjoint second-order operators acting on L2(X1) and L2(X2) respectively. We study
multivariable spectral multipliers F(L1, L2) acting on the Cartesian product of X1 and X2. Under the
assumptions of the finite propagation speed property and Plancherel or Stein–Tomas restriction type
estimates on the operators L1 and L2, we show that if a function F satisfies a Marcinkiewicz-type
differential condition then the spectral multiplier operator F(L1, L2) is bounded from appropriate Hardy
spaces to Lebesgue spaces on the product space X1×X2. We apply our results to the analysis of second-
order elliptic operators in the product setting, specifically Riesz-transform-like operators and double
Bochner–Riesz means.
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1. Introduction
Our goal in this paper is to build a theory of Marcinkiewicz-type spectral multipliers in the gen-
eral setting of spaces of homogeneous type and self-adjoint operators. Our key assumptions on the
operators are the finite propagation speed property and restriction type estimates. We work in the
multivariable setting and we focus on the boundedness of spectral multipliers acting on Lebesgue
spaces and on Hardy spaces associated to the self-adjoint operators. In this section we review these
ideas, present our results, and put them in context.
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Let us first explain the definition of multivariable spectral multipliers. Suppose that X1 × X2 is
the Cartesian product of measure spaces X1 and X2 and that L1 and L2 are two nonnegative self-
adjoint operators acting on the spaces L2(X1) and L2(X2), respectively. There is a unique spectral
decomposition E such that for all Borel subsets A ⊂ R2, E(A) is a projection on L2(X1 × X2) and such
that for all Borel subsets Ai ⊂ R, i = 1, 2, one has E(A1 × A2) = EL1(A1) ⊗ EL2(A2). Hence for a
bounded Borel function F : R2 → C, one may define the spectral multiplier operator F(L1, L2) acting
on the space L2(X1 × X2) by the formula
F(L1, L2) :=
∫
R2
F(λ1, λ2) dE(λ1, λ2).(1.1)
Clearly F(L1, L2) is bounded on L2(X1 × X2).
A natural question that arises is to find sufficient conditions on the multiplier function F guaran-
teeing that the operator F(L1, L2) is bounded on Lp(X1 × X2), for 1 < p < ∞. A similar question can
also be asked for F(L1, L2) acting on appropriate Hardy spaces. The desired conditions are variants
of those to be found in the multiplier theorems of Marcinkiewicz, Mikhlin, and Ho¨rmander; see for
instance [13, 15, 20, 24, 25, 28, 33, 36, 38, 39, 40, 41, 45, 46].
The following brief summary outlines three areas of progress in this direction.
i) One early result along these lines, due to Gundy and Stein in 1979 (see [28]), concerns the
operator F(∆1,∆2) where F : R2 → C is a given bounded function and ∆i = −∑nik=1 ∂2xk is the standard
Laplace operator on the Euclidean space Rni , for i = 1, 2. This operator F(∆1,∆2) is initially defined
by Fourier analysis on L2(Rn1 × Rn2), and extends to a bounded operator on Lp(Rn1 × Rn2) for all
p ∈ (1,∞) provided the function F satisfies∣∣∣∂β
λ2
∂αλ1 F(λ1, λ2)
∣∣∣ . λ−α1 λ−β2 for all α ≤ α0 and β ≤ β0,(1.2)
for some sufficiently large α0 and β0. The proof is based on the idea of pointwise majorization of
F(∆1,∆2) by the Littlewood-Paley product g and gλ functions. One cannot obtain (H1, L1) bounded-
ness without requiring the function F to have a considerable degree of smoothness.
The complicated structure of Hardy spaces and BMO on product spaces is illustrated by the coun-
terexample of Carleson [6], which disproved the rectangle atomic decomposition conjectures about
those spaces. Nevertheless, due to the boundedness criterion established by R. Fefferman [23] and
by Journe´ [34], in order to prove the (H1, L1) estimates for L2-bounded linear operators it suffices
to work on the rectangle atoms (we explain the details in Sections 3 and 5). Using this criterion
L.K. Chen [11] proved several results on multiplier operators, one of which asserts that if∣∣∣∂β
λ2
∂αλ1 F(λ1, λ2)
∣∣∣ . λ−α1 λ−β2 for α ≤ [n12
]
+ 1, β ≤
[
n2
2
]
+ 1,
then F(∆1,∆2) is bounded on Lp(Rn1 × Rn2) for all p ∈ (1,∞).
ii) For multivariable spectral multipliers F(L1, L2), Sikora proved a multiplier theorem (see [44,
Theorem 2.1]) under the assumption that the integral kernels pt(xi, yi), i = 1, 2, of the semigroups e−tLi
satisfy Gaussian estimates. He showed that if F : R2 → C is a continuous function satisfying the
following estimate on its Sobolev norms:
sup
t>0
‖η(λ1 + λ2)F(tλ1, tλ2)‖W s,∞(R2) < ∞ for some s > (n1 + n2)/2,(1.3)
then the operator F(L1, L2) is of weak type (1, 1), and hence by interpolation and duality, F(L1, L2)
is bounded on Lp(X1 × X2) for all 1 < p < ∞. Here Xi, i = 1, 2, is a metric space equipped with a
doubling measure, ni is the exponent in the doubling condition (see (1.9) below) and η ∈ C∞0 (0,∞) is
a nonzero auxiliary cut-off function.
Note that the condition (1.3) on F is similar to the condition in the Ho¨rmander–Mikhlin Fourier
multiplier result (see for example [33, 45, 46]). It was noted on page 322 of [44] that it would be
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interesting to obtain a version of [44, Theorem 2.1] with condition (1.3) replaced by condition (1.2).
This problem was addressed in [19], as explained in (iii) below. In this paper, we will obtain results
in this direction for multivariable spectral multipliers in general settings.
iii) In [19], the second, third and fifth authors of this paper addressed Marcinkiewicz-type mul-
tipliers on Hardy and Lebesgue spaces on Rn1 × Rn2 . More precisely, they considered nonnegative
self-adjoint operators Li on L2(Rni), i = 1, 2, satisfying Gaussian estimates. One can define a class of
product Hardy spaces H1L1,L2(Rn1 × Rn2) associated with such operators L1, L2 (see [19]). Suppose the
following mixed Sobolev norm on functions is defined on R × R :
‖F‖W(s1 ,s2),2(R×R) :=
∥∥∥∥∥∥∥
(
I − ∂
2
∂λ21
)s1/2 (
I − ∂
2
∂λ22
)s2/2
F(λ1, λ2)
∥∥∥∥∥∥∥
L2(R2)
.(1.4)
With this norm, if
sup
t1,t2>0
‖η(λ1)η(λ2)F(t1λ1, t2λ2)‖W(s1 ,s2),2(R×R) < ∞,(1.5)
sup
t1>0
‖η(λ1)F(t1λ1, λ2)‖W(s1 ,s2),2(R×R) < ∞,(1.6)
and
sup
t2>0
‖η(λ2)F(λ1, t2λ2)‖W(s1 ,s2),2(R×R) < ∞(1.7)
for some s1 > (n1 + 1)/2, s2 > (n2 + 1)/2, then the operator F(L1, L2) extends to a bounded operator
from H1L1,L2(Rn1 × Rn2) to L1(Rn1 × Rn2), and hence by interpolation and duality, F(L1, L2) is bounded
on Lp(Rn1 × Rn2) for all 1 < p < ∞.
In this paper we continue the line of research described above. We build a theory of Marcinkiewicz-
type multipliers, in the sense of condition (1.5), which applies in a rather general setting of self-adjoint
operators and metric measure spaces satisfying the doubling condition (1.9). In particular, these
spaces are of homogeneous type. We reduce the number of derivatives required from si > (ni + 1)/2
to si > ni/2, by replacing the assumption of Gaussian estimates by the finite propagation speed
property (see Subsection 2.1) and Plancherel or restriction type estimates (see Subsection 2.2).
In the strategy adopted in this work, we observe that Plancherel or restriction type estimates play
a crucial role. Restriction type estimates originate from classical Fourier analysis where one consid-
ers the so-called restriction problem: describe all pairs of exponents (p, 2) such that the restriction
operator
Rλ( f )(ω) = f̂ (λω)
is bounded from Lp(Rn) → L2(Sn−1). Here f̂ is the Fourier transform of f and ω ∈ Sn−1 is a point on
the unit sphere. The classical Stein–Tomas restriction theorem establishes the Lp → L2 boundedness
of the restriction operator Rλ for 1 ≤ p ≤ (2n + 3)/(n + 1); see [46].
The restriction operator Rλ is fundamentally linked to the standard Laplacian ∆ =
∑n
i=1 ∂
2
xi
on Rn,
as follows. Let dE √−∆(λ) be the spectral measure of
√
−∆. A short calculation shows that
dE √−∆(λ) =
λn−1
(2π)n R
∗
λRλ,(1.8)
(compare [27]). By a standard T ∗T argument, dE √−∆(λ) is bounded from Lp(Rn) to Lp
′(Rn), where p′
is the conjugate exponent of p (1/p+1/p′ = 1). In other words, the Stein–Tomas restriction estimates
on the Lp → L2 norm of Rλ can be expressed purely in terms of spectral resolutions of the self-adjoint
operator −∆.
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Motivated by these considerations for the standard Laplace operator −∆ on Rn, restriction type esti-
mates (ST2p,2) (described below) for general self-adjoint operators L on metric measure spaces X were
introduced in [13]. An important step in obtaining the boundedness of spectral multiplier operators is
to prove restriction type estimates (ST2p,2). Some results in this direction were obtained in [13, 20, 27].
In preparation for stating our main results, we describe our setting for this paper. We consider two
nonnegative self-adjoint operators Li, i = 1, 2, on L2(Xi) where (Xi, di, µi) is a metric measure space,
di is a metric and the measure µi satisfies the doubling condition: there exist positive constants C, ni
such that
Vi(xi, λr) ≤ CλniVi(xi, r) for all xi ∈ Xi, λ ≥ 1, r > 0.(1.9)
Here Vi(xi, r) denotes the volume of the open ball Bi(xi, r) of center xi and radius r. In particular, Xi
is a space of homogeneous type, as defined by Coifman and Weiss [16, Chapter III]. For simplicity,
however, in this paper we assume that di is a metric, not just a quasimetric.
In addition, we assume that the operators Li, i = 1, 2, satisfy the finite propagation speed property
for the corresponding wave equation. With all these assumptions in place, one can define a class of
product Hardy spaces HpL1,L2(X1 × X2), 1 ≤ p ≤ 2, associated with the operators L1 and L2 (see [12]).
Following [13], we say that the operators Li, i = 1, 2, satisfy the Stein–Tomas restriction type
estimates (STqp,2) if for every R > 0 and all Borel functions F such that supp F ⊆ [0,R],
(STqp,2) ‖F(
√
Li)PBi(xi ,r)‖Lp(Xi)→L2(Xi) ≤ CVi(xi, r)−(1/p−1/2)(Rr)ni(1/p−1/2)‖F(Rλ)‖Lq(R)
for all xi ∈ Xi and all r ≥ 1/R.
We note that if the volume is polynomial, in other words, if Vi(xi, r) ∼ rni , then (ST2p,2) is equivalent
to the (p, 2) restriction estimate of Stein–Tomas (see Section 2 below).
Our main results on spectral multipliers are as follows. (They are restated as Theorems 4.1 and 4.2
below.) They involve restriction type estimates of the form (ST2pi ,2) and (ST∞pi,2) respectively, along
with corresponding Sobolev conditions.
Main Result 1.1. Let (X1, d1, µ1) and (X2, d2, µ2) be metric measure spaces satisfying the doubling
condition (1.9) with exponents n1, n2 respectively. Let L1 and L2 be nonnegative self-adjoint operators
acting on L2(X1) and L2(X2) respectively. Suppose L1 and L2 satisfy the finite propagation speed
property as well as restriction type estimates (ST2p1,2) and (ST2p2 ,2) respectively, for some p1, p2 with
1 ≤ p1 < 2, 1 ≤ p2 < 2. Suppose s1 > n1/2 and s2 > n2/2. Let F be a bounded Borel function
satisfying the following Sobolev conditions with respect to the L2 norm: the mixed Sobolev condition
sup
t1,t2>0
‖η(λ1)η(λ2)F(t1λ1, t2λ2)‖W(s1 ,s2),2(R×R) < ∞,(1.10)
and the two one-variable Sobolev conditions
sup
t1>0
‖η(λ1)F(t1λ1, 0)‖W s1 ,2(R) < ∞,(1.11)
and
sup
t2>0
‖η(λ2)F(0, t2λ2)‖W s2 ,2(R) < ∞,(1.12)
where η ∈ C∞0 (0,∞) is a nonzero auxiliary cut-off function. Then the operator F(L1, L2) extends to a
bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2). Moreover, the operator F(L1, L2) is bounded
on Lp(X1 × X2) for all p ∈ (pmax, p′max), where pmax = max{p1, p2}.
Main Result 1.2. Let (X1, d1, µ1) and (X2, d2, µ2) be metric measure spaces satisfying the doubling
condition (1.9) with exponents n1, n2 respectively. Let L1 and L2 be nonnegative self-adjoint operators
acting on L2(X1) and L2(X2) respectively. Suppose that L1 and L2 satisfy the finite propagation speed
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property as well as restriction type estimates (ST2p1,2) and (ST2p2 ,2) respectively, for some p1, p2 with
1 ≤ p1 < 2, 1 ≤ p2 < 2. Suppose s1 > n1/2 and s2 > n2/2. Let F be a bounded Borel function
satisfying the following Sobolev conditions with respect to the L∞ norm: the mixed Sobolev condition
sup
t1,t2>0
‖η(λ1)η(λ2)F(t1λ1, t2λ2)‖W(s1 ,s2),∞(R×R) < ∞,(1.13)
and the two one-variable Sobolev conditions
sup
t1>0
‖η(λ1)F(t1λ1, 0)‖W s1 ,∞(R) < ∞,(1.14)
and
sup
t2>0
‖η(λ2)F(0, t2λ2)‖W s2 ,∞(R) < ∞,(1.15)
where η ∈ C∞0 (0,∞) is a nonzero auxiliary cut-off function. Then the operator F(L1, L2) extends to a
bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2). Moreover, the operator F(L1, L2) is bounded
on Lp(X1 × X2) for all p ∈ (pmax, p′max), where pmax = max{p1, p2}.
Remark 1.3. If the operator F(L1, L2) is bounded from H1L1,L2(X1 × X2) to L1(X1 × X2), then by the
interpolation theorem (Theorem 3.6 below), we know that F(L1, L2) is bounded from HpL1,L2(X1 × X2)
to Lp(X1 × X2) not just for p ∈ (pmax, 2], but for all p ∈ (1, 2]. However, Proposition 3.2 below, which
guarantees that the Hardy spaces HpL1,L2(X1 × X2) coincide with Lp(X1 × X2), relies on the assumption
that p ∈ (pmax, 2]. Thus we obtain the Lp boundedness only for all p ∈ (pmax, 2] and by duality for all
p ∈ (pmax, p′max).
Remark 1.4. Note that if Li, i = 1, 2, are nonnegative self-adjoint operators on L2(Xi) satisfying
Gaussian estimates, then estimates (FS) and (ST∞1,2) hold (see Section 2.2 below). Hence for any
bounded Borel function satisfying conditions (1.13), (1.14) and (1.15) for some s1 > n1/2, s2 > n2/2,
the operator F(L1, L2) extends to a bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2). It follows
by interpolation and duality that F(L1, L2) is bounded on Lp(X1 × X2) for all p with 1 < p < ∞. See
Corollary 4.3 below.
Remark 1.5. If we assume in addition that the spectrum of L1 (or L2) does not include the point 0,
or that 0 belongs to the absolutely continuous spectrum of L1 (or L2), then the conclusions of Main
Results 1.1 and 1.2 still hold without assuming the one-variable Sobolev conditions (1.12) (or (1.11))
and (1.15) (or (1.14)). For more detail see Remark 6.3 at the end of Section 6. For example, when L1
and L2 are standard Laplacians on Euclidean spaces, the mixed Sobolev condition (1.10) alone on F
is enough to yield the Lp-boundedness of F(L1, L2) for all 1 < p < ∞. We note that in this setting
of Laplacians on Euclidean spaces, under the same condition (1.10) Carbery and Seeger proved the
H1 → H1 boundedness of the multiplier, using a different approach (see [5, Corollary 5.2]).
Remark 1.6. We note that our methods could be extended to establish k-parameter analogues of our
results, for the spectral multiplier F(L1, . . . , Lk) with k ≥ 3.
Our main contribution in this paper is to draw together three disparate components in order to
establish the desired boundedness results for the Marcinkiewicz-type spectral multiplier F(L1, L2) on
product spaces. These three components are: (a) Hardy spaces H1L1,L2(X1×X2) associated to operators
L1, L2, and their atomic decomposition, (b) two-parameter restriction type estimates, and their use in
proving off-diagonal estimates, and (c) the use of Journe´’s Lemma in the proofs of our main results.
We should mention that unlike the one-parameter case, under the hypotheses of Main Result 1.1
or 1.2 we cannot expect the operator F(L1, L2) in the setting of X1 × X2 to satisfy the weak-type (1, 1)
estimate, since, as shown in [19], even in the setting of Euclidean spaces Rn1×Rn2 the weak-type (1, 1)
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estimate does not hold for F(L1, L2). That is, there does not exist a uniform constant C such that for
every f ∈ L1(Rn1 × Rn2), the endpoint estimate∣∣∣{(x1, x2) ∈ Rn1 × Rn2 : |T f (x)| > α}∣∣∣ ≤ C
α
‖ f ‖L1(Rn1×Rn2 ), for allα > 0
holds. From the point of view of interpolation theory, Main Results 1.1 and 1.2 show that the
Caldero´n–Zygmund theory on product domains shifts the focus of attention from the ‘weak’ L1 theory
to the ‘strong’ (H1, L1)-theory (see for example [4, 7, 8, 9, 19, 23]). The recently developed atomic
decomposition for the Hardy spaces H1L1,L2(X1 × X2) (see Section 3.1 below and [12]) plays a key role
in the proofs of our main results in Section 6.
A novel aspect of this paper is the two-parameter restriction type estimates obtained in Lemmas 5.1
and 5.2; to our knowledge these have not appeared in the literature before. They play a crucial role in
the chain of implications from the one-parameter restriction type estimates (ST2p,2) and (ST∞p,2) to our
off-diagonal estimates.
In the multiparameter setting, we make use of Journe´’s Lemma [35], which acts as a multiparameter
substitute for the usual one-parameter covering lemmas.
We note two important ways in which our paper is not simply a straightforward generalization
of [19]. First, here we prove the boundedness of the spectral multiplier assuming the existence of
fewer derivatives (ni/2 instead of (ni + 1)/2 derivatives). Second, for a large class of operators,
we show that the only condition required on the bounded Borel function F is the mixed Sobolev
condition (1.13) (as discussed in Remarks 1.5 and 6.3). Each of these points requires numerous
innovations in the proofs.
The layout of the paper is as follows. In Section 2 we give our notation and recall some basic
properties of heat kernels, the notion of the finite propagation speed property for the wave equation,
and the Stein–Tomas restriction type estimates. In Section 3 we recall the theory of the Hardy spaces
HpL1,L2(X1 × X2), 1 ≤ p ≤ 2, associated with operators L1, L2. Our main results, Theorems 4.1
and 4.2, are stated in Section 4, along with some examples of operators for which the assumptions
of Theorems 4.1 and 4.2 hold, namely the standard Laplace operator, Schro¨dinger operators with
inverse-square potential, and sub-Laplacians on homogeneous groups. In Section 5 we use the Stein–
Tomas restriction type estimates to obtain off-diagonal estimates of multivariable spectral multipliers,
which play an important role in the proofs of Theorems 4.1 and 4.2 in Section 6. Finally, in Section 7
we conclude our paper by applying our results to the analysis of second-order elliptic differential
operators, specifically Riesz-transform-like operators and double Bochner–Riesz means.
Throughout, the symbols “c” and “C” will denote (possibly different) constants that are indepen-
dent of the essential variables.
2. Notation and preliminary results
We begin by describing our notation and basic assumptions. As is usually the case in the theory of
spectral multipliers, we require the doubling condition for the underlying spaces, together with some
estimates for semigroups generated by operators (see for instance [20, 22, 41, 44]). We assume that
the ambient spaces Xi, i = 1, 2, are each equipped with a Borel measure µi and metric di. We suppose
throughout that for i = 1, 2, µi is a doubling measure: there exists a constant Ci > 0 such that
Vi(xi, 2r) ≤ CiVi(xi, r) for all r > 0, xi ∈ Xi,(2.1)
where Vi(xi, r) denotes the volume of the open ball Bi = Bi(xi, r) := {yi ∈ Xi : di(yi, xi) < r} (see [16]).
Equivalently, there exist positive constants C and ni such that the doubling condition (1.9) holds:
Vi(xi, λr) ≤ CλniVi(xi, r) for all xi ∈ Xi, λ ≥ 1, r > 0.
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Throughout this paper we always assume that Vi(Xi) = ∞ and condition (1.9) holds.
In particular, X1 and X2 are spaces of homogeneous type, as defined in [16, Chapter III]. We recall
that a space of homogeneous type is a set X equipped with a quasimetric ρ for which all the balls
B(x, r) are open, and with a nonnegative Borel measure µ that is a doubling measure:
µ(B(x, 2r)) ≤ A1µ(B(x, r)) for all x ∈ X, r > 0,
where A1 is finite and independent of x and r. Also the volume µ(B(x, r)) of each ball is required to
be finite. A quasimetric satisfies the same conditions as a metric, except that the triangle inequality is
weakened to the condition
ρ(x, y) ≤ A0(ρ(x, z) + ρ(z, y)) for all x, y, z ∈ X,
where A0 is finite and independent of x, y and z.
Given λ > 0 and a ball Bi in Xi, we write λBi for the λ-dilated ball, which is the ball with the same
center as Bi and with radius rλBi = λrBi. We define the sets
(2.2) U0(Bi) := Bi and Uk(Bi) := 2kBi\2k−1Bi for k = 1, 2, . . . .
Let X1 × X2 be the Cartesian product of X1 and X2 with the product measure µ = µ1 × µ2. For
functions f defined on X1 × X2, we will use the mixed Lebesgue norms ‖ · ‖Lp1 (X1; Lp2 (X2)) and ‖ ·
‖Lp1 (X2; Lp2 (X1)) for p1, p2 ∈ [1,∞] defined by
‖ f ‖Lp1 (X1; Lp2 (X2)) :=
∥∥∥∥∥∥∥ f (x1, x2)∥∥∥Lp2 (X2)∥∥∥∥Lp1 (X1)
and
‖ f ‖Lp1 (X2; Lp2 (X1)) :=
∥∥∥∥∥∥∥ f (x1, x2)∥∥∥Lp2 (X1)∥∥∥∥Lp1 (X2) ,
respectively. In particular, when p1 = p2 = p for some 1 ≤ p ≤ ∞, we see that ‖ f ‖Lp1 (X1; Lp2 (X2)) =
‖ f ‖Lp1 (X2; Lp2 (X1)) = ‖ f ‖Lp(X1×X2).
For functions F defined on R × R, to avoid ambiguity, we use the notation
‖F‖Lp1
λ1
(R; Lp2
λ2
(R)) :=
∥∥∥∥∥∥∥∥F(λ1, λ2)∥∥∥Lp2
λ2
(R)
∥∥∥∥∥
Lp1
λ1
(R)
and
‖F‖Lp1
λ2
(R; Lp2
λ1
(R)) :=
∥∥∥∥∥∥∥∥F(λ1, λ2)∥∥∥Lp2
λ1
(R)
∥∥∥∥∥
Lp1
λ2
(R)
.
We use the following mixed Sobolev norms:
‖F‖W(s1 ,s2),p(R×R) :=
∥∥∥∥∥∥∥
(
I − ∂
2
∂λ21
)s1/2 (
I − ∂
2
∂λ22
)s2/2
F
∥∥∥∥∥∥∥
Lp(R2)
,
‖F‖Lp2
λ2
(R; W s,p1
λ1
(R)) :=
∥∥∥∥∥∥∥
(
I − ∂
2
∂λ21
)s/2
F
∥∥∥∥∥∥∥
Lp2
λ2
(R; Lp1
λ1
(R))
,
and
‖F‖Lp1
λ1
(R; W s,p2
λ2
(R)) :=
∥∥∥∥∥∥∥
(
I − ∂
2
∂λ22
)s/2
F
∥∥∥∥∥∥∥
Lp1
λ1
(R; Lp2
λ2
(R))
.
We write ‖T‖B1→B2 for the operator norm of a bounded linear operator T : B1 → B2 between
Banach spaces B1 and B2.
Given a subset E ⊆ X1 × X2, we denote by χE the characteristic function of E and set
PE f (x) := χE(x) f (x).
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Given R > 0 and a one-variable function F on R, the dilation δRF is defined by δRF(λ) := F(Rλ).
Given R1, R2 > 0 and a function F on R2, the dilation δ(R1,R2)F is defined by
(δ(R1,R2)F)(λ1, λ2) := F(R1λ1,R2λ2).(2.3)
In particular, δ(R1,1)F := F(R1λ1, λ2) represents dilation in the first variable only, by a factor of R1, and
similarly for δ(1,R2)F := F(λ1,R2λ2). For F ∈ L2(R2), the Fourier transform of F is given by
F̂(ξ1, ξ2) := 1(2π)2
∫
+∞
−∞
∫
+∞
−∞
F(λ1, λ2)e−i(ξ1λ1+ξ2λ2) dλ1dλ2.
As usual, p′ denotes the conjugate exponent of p ∈ [1,∞], so that 1/p + 1/p′ = 1.
2.1. Finite propagation speed property for the wave equation. For i = 1, 2, and for ρ > 0, we
define the diagonal subset Diρ of Xi × Xi by
Diρ := {(xi, yi) ∈ Xi × Xi : di(xi, yi) ≤ ρ}.
Consider an operator Ti from Lp(Xi) to Lq(Xi), for some p, q. Fix ρ > 0. We say that
(2.4) supp KTi ⊆ Diρ
if 〈Ti f , g〉 = 0 for all f , g in C(Xi) whose supports are far apart with respect to ρ, in the following
sense:
(i) f is supported in some ball Bi(x( f )i , r( f )),
(ii) g is supported in some ball Bi(x(g)i , r(g)), and
(iii) r( f ) + r(g) + ρ < di(x( f )i , x(g)i ).
Note that if Ti is an integral operator with a kernel KTi , then (2.4) coincides with the standard meaning
of supp KTi ⊆ Diρ, namely KTi(xi, yi) = 0 for all (xi, yi) < Diρ.
Definition 2.1. For i = 1, 2, let Li be a nonnegative self-adjoint operator on L2(Xi), where Xi is a
metric measure space. We say that the operators Li, i = 1, 2, satisfy the finite propagation speed
property if
(FS) supp Kcos(t√Li) ⊆ Dit for all t > 0.
Property (FS) holds for most second-order self-adjoint operators. It is equivalent to the Davies–
Gaffney estimates, which state that the semigroup e−tLi has integral kernels pt(xi, yi) satisfying the
following estimates
(DG)
∥∥∥PBi(xi ,√t)e−tLi PBi(yi,√t)∥∥∥L2(Xi)→L2(Xi) ≤ C exp
(
−cd
2
i (xi, yi)
t
)
for all t > 0 and all xi, yi ∈ Xi. See for example [10, 17, 43].
Recall that the semigroup e−tLi generated by Li, i = 1, 2, is said to satisfy Gaussian estimates if
there exist constants C, c > 0 such that for all t > 0 and all xi, yi ∈ Xi, the semigroup e−tLi has integral
kernels pt(xi, yi) satisfying the following estimates
(GE) |pt(xi, yi)| ≤ C
Vi(xi,
√
t) exp
(
−cd2i (xi ,yi)t
)
.
It is immediate that (GE) ⇒ (DG). However, there are many operators which satisfy Davies–Gaffney
estimates (DG) but for which classical Gaussian estimates (GE) fail. For example, Schro¨dinger oper-
ators with inverse-square potential fall into this category [37]. See also Section 4 below.
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2.2. Stein–Tomas restriction type estimates. In this subsection we recall the restriction type esti-
mates (STqp,2), which were originally introduced in [20] for p = 1, and then in [13] for general p.
These estimates control the Lp → L2 operator norm of the composition of a multiplier F(√Li) with a
suitable projection, in terms of the Lq(R) norm of a suitable dilate of F.
Definition 2.2. Let Xi, i = 1, 2, be metric measure spaces satisfying the doubling condition (1.9)
with exponent ni. Consider nonnegative self-adjoint operators Li, i = 1, 2, and numbers p, q such that
1 ≤ p < 2 and 1 ≤ q ≤ ∞. We say that Li satisfies the Stein–Tomas restriction type estimates (STqp,2) if
there is a constant C > 0 such that for each R > 0 and for all Borel functions F with supp F ⊂ [0,R],
we have
(STqp,2)
∥∥∥F(√Li)PBi(xi ,r)∥∥∥Lp(Xi)→L2(Xi) ≤ C ( (Rr)niVi(xi, r)
)1/p−1/2∥∥∥F(Rλ)∥∥∥Lq(R)
for all xi ∈ Xi and for all r ≥ 1/R.
Note that if restriction type estimates (STqp,2) hold for some q ∈ [1,∞), then (STq˜p,2) holds for all
q˜ ≥ q including the case q˜ = ∞.
It is known that for the standard Laplace operator ∆i on Rni , restriction type estimates (ST2p,2) are
equivalent to the (p, 2) restriction estimates of Stein–Tomas, namely∥∥∥dE √
∆i
(λ)
∥∥∥
Lp(Rni )→Lp′ (Rni ) ≤ Cλni(1/p−1/p
′)−1
for all p ∈ [1, 2(n + 1)/(n + 3)]; see [13, Proposition 2.4].
The following result, which was proved in [13, Proposition 2.3], shows that if q = ∞ then restriction
type estimates (ST∞p,2) follow from the standard elliptic estimates.
Proposition 2.3 ([13]). Assume that the metric measure spaces Xi, i = 1, 2, satisfy the doubling
condition (1.9) with exponent ni. Suppose 1 ≤ p < 2 and N > ni(1/p − 1/2). Let Li, i = 1, 2, be
nonnegative self-adjoint operators. Then (ST∞p,2) is equivalent to each of the following conditions:
(a) For all xi ∈ Xi and r ≥ t > 0,
(Gp,2)
∥∥∥e−t2Li PBi(xi ,r)∥∥∥Lp(Xi)→L2(Xi) ≤ CVi(xi, r)1/2−1/p (rt
)ni(1/p−1/2)
.
(b) For all x ∈ X and r ≥ t > 0,
(Ep,2)
∥∥∥(I + t√Li)−NPBi(xi ,r)∥∥∥Lp(Xi)→L2(Xi) ≤ CVi(xi, r)1/2−1/p (rt
)ni(1/p−1/2)
.
Note that when Li, i = 1, 2, are nonnegative self-adjoint operators on L2(Xi) satisfying Gaussian
estimates (GE), it follows from Proposition 2.3 that estimate (ST∞1,2) holds.
3. The Hardy space HpL1,L2(X1 × X2)
The theory of the Hardy spaces H1L1,L2(Rn1 ×Rn2) associated to operators Li, i = 1, 2, was introduced
and studied in [18, 19] in the case where the underlying space Rn1 × Rn2 is the product of Euclidean
spaces and the operators Li, i = 1, 2, are self-adjoint and nonnegative and possess Gaussian upper
bounds on their heat kernels. This theory was generalized in [12] to the case where the underlying
space X1 × X2 is the product of metric measure spaces Xi, i = 1, 2, satisfying the doubling condi-
tion (1.9) with exponent ni, and Li, i = 1, 2, are nonnegative self-adjoint operators satisfying the finite
propagation speed property. We give a brief presentation of this generalization, which is needed for
our study of multivariable spectral multipliers. For more detail, see [12].
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Given a function f on L2(X1 × X2), the square function S ( f ) associated with operators L1 and L2 is
defined by
S ( f )(x) :=
("
Γ(x)
∣∣∣(t21L1e−t21 L1 ⊗ t22L2e−t22 L2) f (y)∣∣∣2 dydtt1t2V1(x1, t1)V2(x2, t2)
)1/2
,(3.1)
where Γ(x) is the product cone Γ(x) := Γ1(x1) × Γ2(x2) and Γi(xi) := {(yi, ti) ∈ Xi × R+ : di(xi, yi) < ti},
i = 1, 2. It is known that there exist constants C1,C2 with 0 < C1 ≤ C2 < ∞ such that for any
f ∈ L2(X1 × X2),
C1‖ f ‖L2(X1×X2) ≤ ‖S ( f )‖L2(X1×X2) ≤ C2‖ f ‖L2(X1×X2).(3.2)
Definition 3.1. Suppose 1 ≤ p ≤ 2. The Hardy space HpL1,L2(X1 × X2) associated to L1 and L2 is
defined as the completion of the set
{ f ∈ L2(X1 × X2) : ‖S ( f )‖Lp(X1×X2) < ∞}
with respect to the norm
‖ f ‖HpL1,L2 (X1×X2) := ‖S ( f )‖Lp(X1×X2).
Using Fubini’s theorem and the spectral theorem, it can be shown that H2L1,L2(X1 × X2) = L2(X1 × X2)
with equivalent norms. Additionally, the set H1L1,L2(X1 × X2)∩L2(X1 × X2) is dense in H1L1,L2(X1 × X2).
Note that in the special case of Rn1 ×Rn2 with Li being the usual Laplacian ∆ni on Rni , the Hardy space
HpL1,L2(X1 × X2) from Definition 3.1 coincides with the Hardy space H1(Rn1 × Rn2), with equivalent
norms; see [8, 9].
Proposition 3.2. Let Li, i = 1, 2, be nonnegative self-adjoint operators on L2(Xi) satisfying the finite
propagation speed property (FS) and the estimate (Gpi,2) for some pi with 1 ≤ pi < 2. Then for each
p with max{p1, p2} < p ≤ 2, the Hardy space HpL1,L2(X1 × X2) and the Lebesgue space Lp(X1 × X2)
coincide and their norms are equivalent.
Proof. This proof is an extension of a similar proof of the corresponding result for the one-parameter
Hardy space HpL(X) (see [32, Proposition 9.1(v)] and [1]). For the proof of Proposition 3.2, we refer
the reader to [12]. 
3.1. Atomic decomposition for the Hardy space H1L1,L2(X1 × X2). Following [12], we introduce the
notion of (H1L1,L2, 2, N)-atoms associated to operators L1 and L2. As noted in the introduction, our
metric measure spaces (Xi, di, µi), i = 1, 2, are examples of spaces of homogeneous type. Thus the
following result of M. Christ (see [14] and the references therein) shows that they possess a dyadic
grid analogous to that of Euclidean space.
Theorem 3.3 ([14], Theorem 11). Let (X, ρ, µ) be a space of homogeneous type (as defined in Sec-
tion 2). Then there exist a collection of open subsets {Ikα ⊂ X : k ∈ Z, α ∈ Λk}, where Λk denotes some
(possibly finite) index set depending on k, and constants δ ∈ (0, 1), a0 > 0, η > 0 and C1, C2 < ∞
such that
(i) µ(X\ ∪α Ikα) = 0 for all k ∈ Z.
(ii) If ℓ ≥ k then either Iℓ
β
⊂ Ikα or Iℓβ ∩ Ikα = ∅.
(iii) For each (k, α) and each ℓ < k, there is a unique β such that Ikα ⊂ Iℓβ.
(iv) Diameter (Ikα) ≤ C1δk.
(v) Each Ikα contains some ball B(zkα, a0δk).
(vi) µ(x ∈ Ikα : ρ(x, X \ Ikα) ≤ tδk) ≤ C2tηµ(Ikα) for all k, α, for all t > 0.
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The sets Ikα are known as dyadic cubes. We write ℓ(Ikα) for the diameter of Ikα. By the s-fold dilate
sIkα of a dyadic cube Ikα for s > 0, we mean the ball B(zkα, sC1δk/2) centred at zkα of radius sC1δk/2.
Let Xi, i = 1, 2, be spaces of homogeneous type. The open set Ik1α1 × Ik2α2 , for k1, k2 ∈ Z, α1 ∈ Λk1
and α2 ∈ Λk2 , is called a dyadic rectangle of X1 × X2. Let Ω ⊂ X1 × X2 be an open set of finite
measure. Denote by m(Ω) the maximal dyadic subrectangles ofΩ. By the s-fold dilate sR of a dyadic
rectangle R = Ik1α1 × Ik2α2 for s > 0, we mean the the product sR := sIk1α1 × sIk2α2 of the s-fold dilates of
the factors.
Definition 3.4. Let N be a positive integer. A function a ∈ L2(X1 × X2) is called an (H1L1,L2 , 2, N)-atom
if it satisfies the conditions
1) supp a ⊂ Ω, where Ω is an open set of X1 × X2 with finite measure; and
2) a can be further decomposed into
a =
∑
R∈m(Ω)
aR,
where m(Ω) is the set of all maximal dyadic subrectangles of Ω, and there exists a function bR ∈
L2(X1 × X2) such that for each k1, k2 ∈ {0, 1, . . . , N}, bR belongs to the range of Lk11 ⊗Lk22 , and moreover
such that
(i) aR = (LN1 ⊗ LN2 )bR;
(ii) supp (Lk11 ⊗ Lk22 )bR ⊂ 10R, k1, k2 ∈ {0, 1, . . . , N};
(iii) ||a||L2(X1×X2) ≤ µ(Ω)−
1
2 and
N∑
k2=0
N∑
k2=0
∑
R∈m(Ω)
ℓ(IR)−4Nℓ(JR)−4N
∥∥∥∥(ℓ(IR)2 L1)k1 ⊗ (ℓ(JR)2 L2)k2bR∥∥∥∥2
L2(X1×X2)
≤ V(Ω)−1.
We are now able to define an atomic Hardy space, H1L1,L2,at,N(X1 × X2). It is shown in [12] that this
atomic Hardy space is equivalent to the Hardy space H1L1,L2(X1 × X2) that is defined above via square
functions.
Definition 3.5. Let N > max{n1/4, n2/4}. The Hardy space H1L1,L2,at,N(X1 × X2) is defined as follows.
We say that f = ∑ λ ja j is an atomic (H1L1 ,L2, 2, N)-representation of f if {λ j}∞j=0 ∈ ℓ1, each a j is an
(H1L1,L2 , 2, N)-atom, and the sum converges in L2(X1 × X2). Set
H
1
L1,L2,at,N(X1 × X2) :=
{
f : f has an atomic (H1L1,L2, 2, N)-representation
}
,
with the norm given by
‖ f ‖H1L1,L2 ,at,N (X1×X2) := inf
 ∞∑j=0 |λ j| : f =
∑
j
λ ja j is an atomic (H1L1,L2 , 2, N)-representation
 .(3.3)
The Hardy space H1L1,L2,at,N(X1 × X2) is then defined as the completion of H1L1,L2,at,N(X1 × X2) with
respect to this norm.
Consequently, when N > max{n1/4, n2/4} one may simply write H1L1 ,L2,at(X1 × X2) in place of
H1L1,L2,at,N(X1 × X2), as these spaces are all equivalent. Thus the Hardy space H1L1,L2(X1 × X2) is given
by
H1L1,L2(X1 × X2) = H1L1,L2,at(X1 × X2) = H1L1,L2,at,N(X1 × X2)
for each N > max{n1/4, n2/4}.
12 PENG CHEN, XUAN THINH DUONG, JI LI, LESLEY A. WARD AND LIXIN YAN
3.2. An interpolation theorem. Finally, we state the following Marcinkiewicz-type interpolation
theorem. For its proof, we refer the reader to [12].
Theorem 3.6. Let Li, i = 1, 2, be nonnegative self-adjoint operators on L2(Xi) satisfying the finite
propagation speed property (FS). Let T be a sublinear operator bounded from H1L1,L2(X1 × X2) into
L1(X1 × X2) and bounded on L2(X1 × X2) with operator norms C1 and C2, respectively. If 1 < p ≤ 2,
then T is bounded from HpL1,L2(X1 × X2) into Lp(X1 × X2) and
(3.4) ‖T f ‖HpL1,L2 (X1×X2) ≤ C‖ f ‖Lp(X1×X2),
where C depends only on C1,C2, and p.
For more detail on Hardy spaces associated to operators in the one-parameter and multiparameter
settings, see also [2, 12, 18, 19, 21, 30, 31, 32] and the references therein.
4. Multivariable spectral multiplier theorems
In this section we state our main results, which show that restriction type estimates together with
the finite propagation speed property can be used to obtain Marcinkiewicz-type multiplier theorems
on Hardy and Lebesgue spaces. We defer the proofs to Section 6. We assume that the metric measure
spaces Xi satisfy the doubling condition (1.9) with exponent ni, for i = 1, 2.
In what follows, we shall be working with a nontrivial auxiliary function φ with compact support.
Let φ be a C∞0 (R) function such that
suppφ ⊆ (1, 4) and
∑
ℓ∈Z
φ(2−ℓλ) = 1 for all λ > 0.(4.1)
Set
η1(λ1) := φ(λ1), η2(λ2) := φ(λ2) and η(1,2)(λ1, λ2) := φ(λ1)φ(λ2).(4.2)
The aim of this paper is to prove the following two Marcinkiewicz-type theorems, which involve
restriction type estimates of the form (ST2pi,2) and (ST∞pi,2) respectively, together with corresponding
Sobolev conditions.
Theorem 4.1. Let Xi, i = 1, 2, be metric measure spaces satisfying the doubling condition (1.9) with
exponent ni. Let Li, i = 1, 2, be nonnegative self-adjoint operators on L2(Xi) satisfying the finite
propagation speed property (FS) and restriction type estimates (ST2pi,2) for some pi with 1 ≤ pi < 2.
Suppose s1 > n1/2 and s2 > n2/2. Let F be a bounded Borel function satisfying the following Sobolev
conditions with respect to the L2 norm: the mixed Sobolev condition
sup
t1,t2>0
∥∥∥η(1,2)δ(t1 ,t2)F∥∥∥W(s1 ,s2),2(R×R) < ∞,(4.3)
and the two one-variable Sobolev conditions
sup
t1>0
∥∥∥η1δ(t1 ,1)F(·, 0)∥∥∥W s1 ,2(R) < ∞,(4.4)
and
sup
t2>0
∥∥∥η2δ(1,t2)F(0, ·)∥∥∥W s2 ,2(R) < ∞.(4.5)
Then
(i) the operator F(L1, L2) extends to a bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2),
and
(ii) F(L1, L2) is bounded on Lp(X1 × X2) for all p ∈ (pmax, p′max), where pmax := max{p1, p2}.
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Theorem 4.2. Let Xi, i = 1, 2, be metric measure spaces satisfying the doubling condition (1.9) with
exponent ni. Let Li, i = 1, 2, be nonnegative self-adjoint operators on L2(Xi) satisfying the finite
propagation speed property (FS) and restriction type estimates (ST∞pi,2) for some pi with 1 ≤ pi < 2.
Suppose s1 > n1/2 and s2 > n2/2. Let F be a bounded Borel function satisfying the following Sobolev
conditions with respect to the L∞ norm: the mixed Sobolev condition
sup
t1,t2>0
∥∥∥η(1,2)δ(t1 ,t2)F∥∥∥W(s1 ,s2),∞(R×R) < ∞,(4.6)
and the two one-variable Sobolev conditions
sup
t1>0
∥∥∥η1δ(t1 ,1)F(·, 0)∥∥∥W s1 ,∞(R) < ∞,(4.7)
and
sup
t2>0
∥∥∥η2δ(1,t2)F(0, ·)∥∥∥W s2 ,∞(R) < ∞.(4.8)
Then
(i) the operator F(L1, L2) extends to a bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2),
and
(ii) F(L1, L2) is bounded on Lp(X1 × X2) for all p ∈ (pmax, p′max), where pmax := max{p1, p2}.
As we have seen in Section 2.2, in the important special case when Li, i = 1, 2, are nonnegative
self-adjoint operators on L2(Xi) satisfying Gaussian estimates (GE), it follows from Proposition 2.3
that estimates (FS) and (ST∞1,2) hold. Therefore in this case one can omit the hypotheses of the finite
propagation speed property and restriction type estimates in Theorem 4.2. We describe the details in
Corollary 4.3 below.
Corollary 4.3. Let Xi, i = 1, 2, be metric measure spaces satisfying the doubling condition (1.9) with
exponent ni. Let Li, i = 1, 2, be nonnegative self-adjoint operators on L2(Xi) satisfying Gaussian
estimates (GE). Additionally, assume that F is a bounded Borel function satisfying conditions (4.6),
(4.7) and (4.8) for some s1 > n1/2, s2 > n2/2. Then the operator F(L1, L2) extends to a bounded op-
erator from H1L1,L2(X1 × X2) to L1(X1 × X2). Hence by interpolation and duality, F(L1, L2) is bounded
on Lp(X1 × X2) for all p such that 1 < p < ∞.
Proof. Corollary 4.3 follows from Theorem 4.2 and Proposition 3.2. 
The proofs of Theorems 4.1 and 4.2 are given in Section 6; they rely on the off-diagonal estimates
established in Section 5.
We end this section by describing three types of nonnegative self-adjoint operators L that satisfy
property (FS) together with restriction type estimates (ST2p,2) for some p with 1 ≤ p < 2.
1) Standard Laplace operator. As mentioned in the introduction, when ∆ denotes the usual Lapla-
cian on Rn, n ≥ 2, we have
(4.9)
∥∥∥dE √
∆
(λ)
∥∥∥
Lp(Rn)→Lp′ (Rn) ≤ Cλn(1/p−1/(p
′ ))−1, λ > 0
for 1 ≤ p ≤ 2(n + 1)/(n + 3). Thus the restriction type estimates (ST2p,2) for the standard Laplace
operator on Rn are valid for 1 ≤ p ≤ 2(n + 1)/(n + 3).
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2) Schro¨dinger operators with inverse-square potential. Consider an inverse square potential
V(x) = c/|x|2. Fix n > 2 and assume that c > −(n − 2)2/4. Define L := −∆ + V on L2(Rn, dx)
by the quadratic form method. The classical Hardy inequality
(4.10) − ∆ ≥ (n − 2)
2
4
|x|−2
shows that for all c > −(n − 2)2/4, the self-adjoint operator L is nonnegative. If c ≥ 0, then the
semigroup exp(−tL) is pointwise bounded by the Gaussian semigroup and hence acts on all Lp spaces
with 1 ≤ p ≤ ∞. For c < 0, set p∗c = n/σ where σ = (n− 2)/2−
√
(n − 2)2/4 + c ; then exp(−tL) acts
as a uniformly bounded semigroup on Lp(Rn) for p ∈ ((p∗c)′, p∗c), and the range ((p∗c)′, p∗c) is optimal
(see for example [37]).
It is known (see for instance [13]) that L satisfies restriction type estimates (ST2p,2) for all p ∈
[1, 2n/(n + 2)] if c ≥ 0, and for all p ∈ ((p∗c)′, 2n/(n + 2)] if c < 0.
3) Sub-Laplacians on homogeneous groups. Let G be a Lie group of polynomial growth and let
X1, . . . , Xk be a system of left-invariant vector fields on G satisfying the Ho¨rmander condition. We
define the Laplace operator L acting on L2(G) by the formula
L := −
k∑
i=1
X2i .(4.11)
If B(x, r) is the ball defined by the distance associated with the system X1, . . . , Xk, then there exist
natural numbers n0, n∞ ≥ 0 such that V(x, r) ∼ rn0 for r ≤ 1 and V(x, r) ∼ rn∞ for r > 1 (see
for example [47, Chapter III.2]). It follows that the doubling condition (1.9) holds with exponent
n = max{n0, n∞}, that is,
V(x, λr) ≤ Cλmax{n0,n∞}V(x, r) for all x ∈ G, λ ≥ 1, r > 0.
We call G a homogeneous group if there exists a family of dilations on G. A family of dilations on
a Lie group G is a one-parameter group (˜δt)t>0 (thus ˜δt ◦ ˜δs = ˜δts) of automorphisms of G determined
by
˜δtY j = tn jY j,
where Y1, . . . , Yℓ is a linear basis of the Lie algebra of G and n j ≥ 1 for 1 ≤ j ≤ ℓ (see [24]). We
say that an operator L defined by (4.11) is homogeneous if ˜δtXi = tXi for 1 ≤ i ≤ k and the system
X1, . . . , Xk satisfies the Ho¨rmander condition. Then for the sub-Riemannian geometry corresponding
to the system X1, . . . , Xk, one has n0 = n∞ =
∑ℓ
j=1 n j (see [24]). Hence in a homogeneous group,
n = max{n0, n∞} = n0 = n∞. It is well known that the heat kernel corresponding to the sub-Laplacian L
on a homogeneous group satisfies Gaussian estimates (GE). It is also not difficult to check that for
some constant C > 0, ∥∥∥F(√L)∥∥∥2L2(G)→L∞(G) = C ∫ ∞
0
|F(t)|2tn−1 dt.
See for example [20, equation (7.1)] or [15, Proposition 10]. It follows from the above equality that
the operator L satisfies estimate (ST21,2).
See also Section 7 for applications of Theorems 4.1 and 4.2 and Corollary 4.3.
5. Off-diagonal estimates for multivariable spectral multipliers
In this section we show that restriction type estimates (ST2pi,2) or (ST∞pi,2) can be used to obtain
off-diagonal estimates on spectral multipliers in the abstract setting of self-adjoint operators acting
on product metric measure spaces. As usual, we assume that the metric measure spaces Xi, i = 1,
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2, satisfy the doubling condition (1.9) with exponent ni. We use these off-diagonal estimates in the
proofs of Theorems 4.1 and 4.2, in Section 6.
We begin with two lemmas showing that the estimates (ST2pi ,2) or (ST∞pi,2) imply corresponding
two-parameter restriction type estimates.
Lemma 5.1. Assume that the nonnegative self-adjoint operators Li, i = 1, 2, satisfy restriction type
estimates (ST2pi,2) for some pi with 1 ≤ pi < 2. Then we have the following two-parameter restriction
type estimates:
(i) For every R1,R2 > 0 and all Borel functions F such that supp F ⊆ [0,R1] × [0,R2],∥∥∥F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2) ≤ C 2∏
i=1
( (Riri)ni
Vi(xi, ri))
)1/pi−1/2 ∥∥∥δ(R1,R2)F∥∥∥L2(R2)
for all xi ∈ Xi and all ri ≥ 1/Ri, i = 1, 2.
(ii) For every R1 > 0 and all Borel functions F such that supp F ⊆ [0,R1] × [0,∞),∥∥∥F( √L1, √L2)PB1(x1 ,r1)×X2∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2) ≤ C
( (R1r1)n1
V1(x1, r1)
)1/p1−1/2 ∥∥∥δ(R1,1)F∥∥∥L∞
λ2
(R; L2
λ1
(R))
for all x1 ∈ X1 and all r1 ≥ 1/R1.
(iii) For every R2 > 0 and all Borel functions F such that supp F ⊆ [0,∞) × [0,R2],∥∥∥F( √L1, √L2)PX1×B2(x2 ,r2)∥∥∥Lp2 (X2; L2(X1))→L2(X1×X2) ≤ C
( (R2r2)n2
V2(x2, r2)
)1/p2−1/2 ∥∥∥δ(1,R2)F∥∥∥L∞
λ1
(R; L2
λ2
(R))
for all x2 ∈ X2 and all r2 ≥ 1/R2.
Proof. Suppose that F is a Borel function with supp F ⊆ [0,R1] × [0,R2]. For i = 1, 2, we consider
Riemann partitions of [−1,Ri]:
−1 = λ(i)1 < λ(i)2 < . . . < λ(i)ni = Ri, ∆(i)ℓi := λ
(i)
ℓi+1 − λ
(i)
ℓi
.
Let ˜λ(i)
ℓi
∈ (λ(i)
ℓi
, λ
(i)
ℓi+1]. Taking the limit of the Riemann approximation (see [48, page 310]),
F
( √
L1,
√
L2
)
= lim
∆
(1)
ℓ1
→0
∆
(2)
ℓ2
→0
n1∑
ℓ1=1
n2∑
ℓ2=1
F(˜λ(1)
ℓ1
, ˜λ
(2)
ℓ2
)χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
(√
L1
)
χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
,
which gives∥∥∥F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)g∥∥∥2L2(X1×X2)
≤ lim
∆
(1)
ℓ1
→0
∆
(2)
ℓ2
→0
n1∑
ℓ1=1
n2∑
ℓ2=1
|F(˜λ(1)
ℓ1
, ˜λ
(2)
ℓ2
)|2
∥∥∥χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
( √
L1
)
χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
(√
L2
)
PB1(x1 ,r1)×B2(x2 ,r2)g
∥∥∥2
L2(X1×X2).(5.1)
We then apply the restriction type estimates (ST2pi,2) for Li to obtain∥∥∥χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
(√
L1
)
χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
PB1(x1 ,r1)×B2(x2 ,r2)
∥∥∥
Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
2∏
i=1
∥∥∥χ(λ(i)
ℓi
,λ
(i)
ℓi+1
]
( √
Li
)
PBi(xi ,ri)
∥∥∥
Lpi (Xi)→L2(Xi)
≤ C
2∏
i=1
( (Riri)ni
V(xi, ri)
)1/pi−1/2 √λ(i)
ℓi+1 − λ
(i)
ℓi
Ri
.
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Substituting this estimate back into inequality (5.1) and taking the limit, we obtain item (i).
Turning to item (ii), suppose that F is a Borel function with supp F ⊆ [0,R1] × [0,∞). Consider
Riemann partitions of [−1,R1) × [−1,∞):
−1 = λ(1)1 < λ(1)2 < · · · < λ(1)n1 = R1, −1 = λ
(2)
1 < λ
(2)
2 < · · · < λ(2)ℓ2 < λ
(2)
ℓ2+1 < · · · .
For every i = 1, 2, we set ∆(i)
ℓi
:= λ
(i)
ℓi+1−λ
(i)
ℓi
for ℓ1 = 1, 2, . . . , n1 and ℓ2 = 1, 2, . . .. Let ˜λ(i)ℓi ∈ (λ
(i)
ℓi
, λ
(i)
ℓi+1].
Again, taking the limit of the Riemann approximation, an argument as in item (i) shows that∥∥∥F( √L1, √L2)PB1(x1 ,r1)×X2g∥∥∥2L2(X1×X2)
≤ lim
∆
(1)
ℓ1
→0
∆
(2)
ℓ2
→0
n1∑
ℓ1=1
∞∑
ℓ2=1
|F(˜λ(1)
ℓ1
, ˜λ
(2)
ℓ2
)|2
∥∥∥χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
( √
L1
)
χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
PB1(x1 ,r1)×X2g
∥∥∥2
L2(X1×X2).(5.2)
We then apply the restriction type estimates (ST2p1,2) for L1 and Minkowski’s inequality to obtain∥∥∥χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
( √
L1
)
χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
PB1(x1 ,r1)×X2 f
∥∥∥2
L2(X1×X2)
≤
∥∥∥χ(λ(1)
ℓ1
,λ
(1)
ℓ1+1
]
( √
L1
)
PB1(x1 ,r1)
∥∥∥2
Lp1 (X1)→L2(X1)
∥∥∥χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
) f ∥∥∥2L2(X2; Lp1 (X1))
≤ C
( (R1r1)n1
V(x1, r1)
)2/p1−1 λ(1)
ℓ1+1 − λ
(1)
ℓ1
R1
∥∥∥χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
(√
L2
) f ∥∥∥2Lp1 (X1; L2(X2)).
This, together with (5.2), yields∥∥∥F( √L1, √L2)PB1(x1 ,r1)×X2g∥∥∥2L2(X1×X2)
≤ lim
∆
(1)
ℓ1
→0
∆
(2)
ℓ2
→0
∞∑
ℓ2=1
 n1∑
ℓ1=1
|F(˜λ(1)
ℓ1
, ˜λ
(2)
ℓ2
)|2
( (R1r1)n1
V(x1, r1)
)2/p1−1 λ(1)
ℓ1+1 − λ
(1)
ℓ1
R1
 (∥∥∥χ(λ(2)ℓ2 ,λ(2)ℓ2+1]( √L2)g∥∥∥2Lp1 (X1; L2(X2))
)
≤ lim
∆
(2)
ℓ2
→0
( (R1r1)n1
V1(x1, r1)
)2/p1−1 ∥∥∥δ(R1,1)F∥∥∥2L∞
λ2
(R; L2
λ1
(R))
 ∞∑
ℓ2=1
∥∥∥χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
g
∥∥∥2
Lp1 (X1; L2(X2))

≤
( (R1r1)n1
V1(x1, r1)
)2/p1−1 ∥∥∥δ(R1,1)F∥∥∥2L∞
λ2
(R; L2
λ1
(R))‖g‖2Lp1 (X1; L2(X2)),
where we have used the fact that ∞∑
ℓ2=1
∥∥∥χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
g
∥∥∥2
Lp1 (X1,L2(X2))
 ≤

∫
X1
 ∞∑
ℓ2=1
∥∥∥χ(λ(2)
ℓ2
,λ
(2)
ℓ2+1
]
( √
L2
)
g
∥∥∥2
L2(X2)

p1/2
2/p1
≤ C
(∫
X1
‖g‖p1L2(X2)
)2/p1
= C‖g‖2Lp1 (X1; L2(X2))
by Minkowski’s inequality. This proves item (ii).
Item (iii) can be obtained by a symmetric argument. Hence the proof of Lemma 5.1 is complete. 
Lemma 5.2. Assume that the nonnegative self-adjoint operators Li, i = 1, 2, satisfy restriction type
estimates (ST∞pi,2) for some pi with 1 ≤ pi < 2. Then we have the following two-parameter restriction
type estimates:
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(i) For every R1, R2 > 0 and all bounded Borel functions F such that supp F ⊆ [0,R1] × [0,R2],∥∥∥F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2) ≤ C 2∏
i=1
( (Riri)ni
Vi(xi, ri)
)1/pi−1/2 ∥∥∥δ(R1,R2)F∥∥∥L∞(R2)
for all xi ∈ Xi and all ri ≥ 1/Ri, i = 1, 2.
(ii) For every R1 > 0 and all bounded Borel functions F such that supp F ⊆ [0,R1] × [0,∞),∥∥∥F( √L1, √L2)PB1(x1 ,r1)×X2∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2) ≤ C
( (R1r1)n1
V1(x1, r1)
)1/p1−1/2 ∥∥∥δ(R1,1)F∥∥∥L∞(R2)
for all x1 ∈ X1 and all r1 ≥ 1/R1.
(iii) For every R2 > 0 and all bounded Borel functions F such that supp F ⊆ [0,∞) × [0,R2],∥∥∥F( √L1, √L2)PX1×B2(x2 ,r2)∥∥∥Lp2 (X2; L2(X1))→L2(X1×X2) ≤ C
( (R2r2)n2
V2(x2, r2)
)1/p2−1/2 ∥∥∥δ(1,R2)F∥∥∥L∞(R2)
for all x2 ∈ X2 and all r2 ≥ 1/R2.
Proof. Suppose that F is a bounded Borel function with supp F ⊆ [0,R1] × [0,R2]. We set
H1(λ1) := e−λ1/R1χ[0,R1](λ1), H2(λ2) := e−λ2/R2χ[0,R2](λ2), and G(λ1, λ2) := F(λ1, λ2)eλ1/R1eλ2/R2 .
Then we have
F(λ1, λ2) = G(λ1, λ2)H1(λ1)H2(λ2).
It is immediate that ‖G‖L∞(R2) ≤ C‖F‖L∞(R2). Since the operators L1 and L2 satisfy restriction type
estimates (ST∞p1,2) and (ST∞p2,2) respectively, we have∥∥∥F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
=
∥∥∥∥∥G( √L1, √L2) 2∏
i=1
Hi
( √
Li
)
PBi(xi ,ri)
∥∥∥∥∥
Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
∥∥∥G( √L1, √L2)∥∥∥L2(X1×X2)→L2(X1×X2) 2∏
i=1
∥∥∥Hi( √Li)PBi(xi ,ri)∥∥∥Lpi (Xi)→L2(Xi)
≤ C‖G‖L∞(R2)
2∏
i=1
( (Riri)niVi(xi, ri)
)1/pi−1/2 ∥∥∥δRi Hi∥∥∥L∞(R)

≤ C
2∏
i=1
( (Riri)ni
Vi(xi, ri)
)1/pi−1/2 ∥∥∥δ(R1,R2)F∥∥∥L∞(R2),
which implies (i) for the pair of operators (L1, L2).
The proofs of (ii) and (iii) can be obtained by making minor modifications to the argument for (i).
We omit the details. This proves Lemma 5.2. 
Define
Seven :=
{
F : R × R→ C : F(λ1, λ2) is even in each variable separately} .
The aim of this section is to prove Propositions 5.3 and 5.5, which play important roles in the
proofs of our multivariable spectral multipliers results, Theorems 4.1 and 4.2, respectively. We begin
with Proposition 5.3, which involves restriction type estimates of the form (ST2pi,2).
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Proposition 5.3. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy the doubling condi-
tion (1.9) with exponent ni. Further assume that Li, i = 1, 2, are nonnegative self-adjoint operators
satisfying the finite propagation speed property (FS) and restriction type estimates (ST2pi ,2), for some
pi with 1 ≤ pi < 2. Suppose that F ∈ Seven.
(i) If the function F is supported on [−R1,R1] × [−R2,R2], then for each s > 0 and t > 0, for
each ε > 0 there exists a constant Cs,t such that for every B1(x1, r1) × B2(x2, r2) and for every
j, k = 1, 2, . . . ,∥∥∥∥PB1(x1 ,2 jr1)c×B2(x,2kr2)c F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤ Cs,t
2∏
i=1
max
{ (
Riri
)ni
Vi(xi, ri) ,
1
Vi(xi,R−1i )
}1/pi−1/2
(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥W(s+ε, t+ε),2(R×R);(5.3)
(ii) If the function F is supported on [−R1,R1] × R, then for each s > 0 and for each ε > 0, there
exists a constant Cs such that for every ball B1(x1, r1) and for every j = 1, 2, . . . ,∥∥∥∥PB1(x1 ,2 jr1)c×X2F( √L1, √L2)PB1(x1 ,r1)×X2∥∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2)
≤ Cs max
{ (
R1r1
)n1
V1(x1, r1) ,
1
V1(x1,R−11 )
}1/p1−1/2
(2 jr1R1)−s
∥∥∥δ(R1,1)F∥∥∥L∞
λ2
(R; W s+ε, 2
λ1
(R));(5.4)
(iii) If the function F is supported on R × [−R2,R2], then for each t > 0 and for each ε > 0, there
exists a constant Ct such that for every ball B2(x2, r2) and for every k = 1, 2, . . . ,∥∥∥∥PX1×B2(x2 ,2kr2)c F( √L1, √L2)PX1×B2(x2 ,r2)∥∥∥∥Lp2 (X2; L2(X1))→L2(X1×X2)
≤ Ct max
{ (
R2r2
)n2
V2(x2, r2) ,
1
V2(x2,R−12 )
}1/p2−1/2
(2kr2R2)−t
∥∥∥δ(1,R2)F∥∥∥L∞
λ1
(R; W t+ε,2
λ2
(R)).(5.5)
To prove Proposition 5.3, we use the following lemma. For ρ1 > 0 and ρ2 > 0, we define the double
diagonal set D(ρ1,ρ2) by
D(ρ1,ρ2) := {(x1, x2; y1, y2) ∈ (X1 × X2) × (X1 × X2) : d1(x1, y1) ≤ ρ1 and d2(x2, y2) ≤ ρ2} .
Lemma 5.4. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy the doubling condition (1.9)
with exponent ni, and that L1 and L2 are nonnegative self-adjoint operators satisfying the finite prop-
agation speed property (FS). Suppose that F ∈ Seven.
(i) If supp F̂ ⊂ [−ρ1, ρ1] × R, then
supp KF( √L1,√L2)(x1, x2, y1, y2) ⊂ D(ρ1,∞).
(ii) If supp F̂ ⊂ R × [−ρ2, ρ2], then
supp KF( √L1,√L2)(x1, x2, y1, y2) ⊂ D(∞,ρ2).
(iii) If supp F̂ ⊂ ([−ρ1, ρ1] × R) ∪ (R × [−ρ2, ρ2]), then
supp KF(√L1,√L2)(x1, x2, y1, y2) ⊂ D(ρ1,∞) ∪D(∞,ρ2).
Proof. Since F ∈ Seven, it follows from the Fourier inversion formula that
F
( √
L1,
√
L2
)
=
1
4π2
∫
R2
F̂(t1, t2) cos(t1
√
L1) cos(t2
√
L2) dt1dt2,
which gives
KF
(√
L1,
√
L2
)(x1, x2, y1, y2)
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=
1
4π2
∫
R2
F̂(t1, t2)Kcos(t1 √L1)(x1, y1)Kcos(t2 √L2)(x2, y2) dt1dt2.
By a standard argument, as in [13, Lemma 2.1], Lemma 5.4 follows. 
Proof of Proposition 5.3. To prove item (i), we consider four cases separately.
Case (1): r1R1 ≥ 1 and r2R2 ≥ 1.
Recall that φ is a C∞0 (R) function such that suppφ ⊆ (1, 4) and
∑
ℓ∈Z φ(2−ℓλ) = 1 for all λ > 0. Set
φ0(λ) := 1 −
∑
ℓ>0
φ(2−ℓλ), and φℓ(λ) := φ(2−ℓλ) for ℓ ≥ 1.
Define the functions
ψ(ξ1, ξ2) := 1 −
(
1 − φ0
(
ξ1
2 j−3r1
)) (
1 − φ0
(
ξ2
2k−3r2
))
and
ψ0(ξ1, ξ2) := δ(1/R1 ,1/R2)ψ(ξ1, ξ2).
Set T̂ψF := ψF̂, where F̂ denotes the Fourier transform of F. It follows from Lemma 5.4(iii) that
supp KTψF(√L1,√L2) ⊆
{
(z1, z2, y1, y2) : d1(z1, y1) ≤ 2 j−1r1 or d2(z2, y2) ≤ 2k−1r2
}
.
Therefore
KF( √L1,√L2)(z1, z2, y1, y2) = K[F−TψF](√L1,√L2)(z1, z2, y1, y2),(5.6)
when d1(z1, y1) > 2 j−1r1 and d2(z2, y2) > 2k−1r2. We may write
1 ≡
∑
ℓ≥0
(δ1/R1φℓ)(λ1)
 ∑
m≥0
(δ1/R2φm)(λ2)
 .(5.7)
Set Φℓ,m(λ1, λ2) := φℓ(λ1)φm(λ2). Observe that for every ℓ,m ≥ 0,
supp
(
(δ(1/R1 ,1/R2)Φℓ,m)[F − TψF]
)
⊆ [−2ℓ+2R1, 2ℓ+2R1] × [−2m+2R2, 2m+2R2],
This, in combination with equalities (5.6) and (5.7) and (i) of Lemma 5.1, shows that∥∥∥PB(x1 ,2 jr1)c×B(x,2kr2)c F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
∥∥∥(F − TψF)( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
∑
ℓ≥0
∑
m≥0
∥∥∥((δ(1/R1 ,1/R2)Φℓ,m)[F − TψF])( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤ C
2∏
i=1
( (Riri)ni
Vi(xi, ri)
)1/pi−1/2
× Mφ,F,R1,R2,(5.8)
where
Mφ,F,R1,R2 :=
∥∥∥φ0(λ1)φ0(λ2)δ(R1,R2)[F − TψF](λ1, λ2)∥∥∥L2(R2)
+
∑
m≥1
2m(n2(1/p2−1/2)−1/2)
∥∥∥φ0(λ1)φm(λ2)δ(R1 ,R2)[F − TψF](λ1, λ2)∥∥∥L2(R2)
+
∑
ℓ≥1
2ℓ(n1(1/p1−1/2)−1/2)
∥∥∥φℓ(λ1)φ0(λ2)δ(R1,R2)[F − TψF](λ1, λ2)∥∥∥L2(R2)
+
∑
ℓ≥1
∑
m≥1
2m(n2(1/p2−1/2)−1/2)2ℓ(n1(1/p1−1/2)−1/2)
∥∥∥φℓ(λ1)φm(λ2)δ(R1,R2)[F − TψF](λ1, λ2)∥∥∥L2(R2)
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=: (I) + (II) + (III) + (IV).(5.9)
For the term (I), we recall that ψ0(ξ1, ξ2) = δ(1/R1 ,1/R2)ψ(ξ1, ξ2) and use the Plancherel theorem to
obtain
(I) ≤ C
∥∥∥δ(R1,R2)[F − TψF]∥∥∥L2(R2) ≤ C ∥∥∥(1 − ψ0) ̂δ(R1,R2)F∥∥∥L2(R2) .
Now we estimate
∥∥∥(1 − ψ0) ̂δ(R1,R2)F∥∥∥L2(R2) . Observe that if either ℓ < ℓ0 := log2(2 j−4r1R1) or m <
m0 := log2(2k−4r2R2) holds, then
φℓ(ξ1)φm(ξ2)[1 − ψ0](ξ1, ξ2) = 0,
which, together with equality (5.7), gives∥∥∥(1 − ψ0) ̂δ(R1,R2)F∥∥∥L2(R2)(5.10)
=
∥∥∥∥∥∥∥
∑
ℓ≥0
φℓ(ξ1)
 ∑
m≥0
φm(ξ2)
 [(1 − ψ0) ̂δ(R1,R2)F] (ξ1, ξ2)
∥∥∥∥∥∥∥
L2(R2)
≤
∥∥∥∥∥∥∥
∑
ℓ≥ℓ0
φℓ(ξ1)

∑
m≥m0
φm(ξ2)
 ̂δ(R1,R2)F(ξ1, ξ2)
∥∥∥∥∥∥∥
L2(R2)
≤ 2−(ℓ0s+m0t)
∥∥∥∥∥∥∥∥∥
∑
m≥m0
2mt
∥∥∥∥∥∥∥φm(ξ2)
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1,R2)F(ξ1, ξ2)

∥∥∥∥∥∥∥
L2
ξ2
(R)
∥∥∥∥∥∥∥∥∥
L2
ξ1
(R)
.
Let us now estimate the right hand side of (5.10). It follows from suppφm ⊂ [2m, 2m+2] that for every
ε > 0, ∑
m≥m0
2mt
∥∥∥∥∥∥∥φm(ξ2)
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1 ,R2)F(ξ1, ξ2)

∥∥∥∥∥∥∥
L2
ξ2
(R)
=
∑
m≥m0
2mt
∥∥∥∥∥∥∥(1 + ξ22)−(t+ε)/2 (1 + ξ22)(t+ε)/2 φm(ξ2)
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1,R2)F(ξ1, ξ2)

∥∥∥∥∥∥∥
L2
ξ2
(R)
≤ C
∑
m≥m0
2mt2−(t+ε)m
∥∥∥∥∥∥∥(1 + ξ22)(t+ε)/2 φm(ξ2)
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1,R2)F(ξ1, ξ2)

∥∥∥∥∥∥∥
L2
ξ2
(R)
≤ Cε
∥∥∥∥∥∥∥(1 + ξ22)(t+ε)/2
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1 ,R2)F(ξ1, ξ2)

∥∥∥∥∥∥∥
L2
ξ2
(R)
.(5.11)
This yields
RHS of (5.10) ≤ Cε2−(ℓ0s+m0t)
∥∥∥∥∥∥∥∥∥
∥∥∥∥∥∥∥(1 + ξ22)(t+ε)/2
∑
ℓ≥ℓ0
2sℓ0φℓ(ξ1) ̂δ(R1 ,R2)F
 (ξ1, ξ2)
∥∥∥∥∥∥∥
L2
ξ2
(R)
∥∥∥∥∥∥∥∥∥
L2
ξ1
(R)
≤ Cε2−(ℓ0s+m0t)
∥∥∥∥∥∥∥(1 + ξ22)(t+ε)/2 ∑
ℓ≥ℓ0
2sℓ
∥∥∥φℓ(ξ1) ̂δ(R1,R2)F(ξ1, ξ2)∥∥∥L2
ξ1
(R)
∥∥∥∥∥∥∥
L2
ξ2
(R)
.(5.12)
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On the other hand, we apply a similar argument to that in (5.11) to obtain∑
ℓ≥ℓ0
2sℓ
∥∥∥φℓ(ξ1) ̂δ(R1,R2)F(ξ1, ξ2)∥∥∥L2
ξ2
(R) ≤ Cε
∥∥∥∥(1 + ξ21)(s+ε)/2 ̂δ(R1,R2)F(ξ1, ξ2)∥∥∥∥L2
ξ1
(R)
,
which, in combination with estimates (5.12), (5.10) and the fact that ℓ0 = log2(2 j−4r1R1) and m0 =
log2(2k−4r2R2), yields∥∥∥(1 − ψ0) ̂δ(R1,R2)F∥∥∥L2(R2) ≤ Cε(2 jr1R1)−s(2kr2R2)−t∥∥∥δ(R1 ,R2)F∥∥∥W(s+ε, t+ε),2(R×R)
as desired.
Now we consider the term (II). Set
ψ˜(ξ1, ξ2) :=
(
1 − φ0
(
ξ1
2 j−3r1R1
))
φ0
(
ξ2
2k−3r2R2
)
.
First, we observe that for each m ≥ 1 and for each fixed λ1, δ(R1,R2)F(λ1, λ2) equals zero when λ2 is in
the support of the function φm. Thus for m ≥ 1 we have∥∥∥φ0(λ1)φm(λ2)δ(R1,R2)[F − TψF]∥∥∥L2(R2) = ∥∥∥φ0(λ1)φm(λ2)Tψ˜δ(R1,R2)F∥∥∥L2(R2)
=
∥∥∥∥∥∥φm(λ2)Tφ0( ξ22k−3r2R2 )F˜(λ1, λ2)
∥∥∥∥∥∥
L2(R2)
,(5.13)
where F˜ denotes the function
F˜(λ1, λ2) := φ0(λ1)T(1−φ0( ξ12 j−3r1R1
))δ(R1,R2)F(λ1, λ2).
Next, note that φ0 ∈ C∞0 (R). Thus for every N > 0, there exists a constant CN such that φ̂0(ξ) ≤
CN(1 + |ξ|)−N. This, together with the fact that suppφm ⊂ [2m, 2m+2] and supp F˜ ⊂ R × [−1, 1], shows
that for all λ1, λ2 we have∣∣∣∣φm(λ2)T
φ0
(
ξ2
2k−3r2R2
)F˜(λ1, λ2)
∣∣∣∣ ≤ CNφm(λ2)∫
R
∣∣∣F˜(λ1,w)∣∣∣ 2k−3r2R2(1 + 2k−3r2R2|λ2 − w|)N dw
≤ CN(2kr2R22m)−N+1φm(λ2)‖F˜(λ1, ·)‖L2(R).(5.14)
Again, we can apply a similar argument to that for the term (I) to show that for every λ2,∥∥∥∥∥∥φ0(λ1)T(1−φ0( ξ12 j−3r1R1 ))δ(R1,R2)F(λ1, λ2)
∥∥∥∥∥∥
L2
λ1
(R)
≤ C(2 jr1R1)−s
∥∥∥δ(R1,R2)F(λ1, λ2)∥∥∥W s+ε,2
λ1
(R).
This, in combination with (5.14), yields that
RHS of (5.13) ≤ CN(2 jr1R1)−s(2kr2R22m)−N+2
∥∥∥δ(R1,R2)F∥∥∥L2
λ2
(R;W s+ε,2
λ1
(R)).
Choosing N large enough that N > max{n2/2, t + 2}, we obtain
(II) ≤ C
∑
m≥1
2m(n2−1)/2CN(2 jr1R1)−s(2kr2R22m)−N+1
∥∥∥δ(R1,R2)F∥∥∥L2
λ2
(R;W s+ε,2
λ1
(R))
≤ CN(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥L2
λ2
(R;W s+ε,2
λ1
(R)).
A symmetric argument yields
(III) ≤ C(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥L2
λ1
(R; W t+ε,2
λ2
(R)).
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Finally, we estimate the term (IV). Set˜˜
ψ(ξ1, ξ2) := φ0
(
ξ1
2 j−3r1R1
)
φ0
(
ξ2
2k−3r2R2
)
.
Then for ℓ ≥ 1 and m ≥ 1, we have∥∥∥φℓ(λ1)φm(λ2)δ(R1 ,R2)[F − TψF]∥∥∥L2(R2) = ∥∥∥∥φℓ(λ1)φm(λ2)T˜˜ψ δ(R1,R2)F∥∥∥∥L2(R2) .
An argument as in (5.14) shows that∥∥∥∥φℓ(λ1)φm(λ2)T˜˜ψ δ(R1,R2)F∥∥∥∥L2(R2)
≤ CN1,N2(2 jr1R12ℓ)−N1+2(2kr2R22m)−N2+2
∥∥∥δ(R1,R2)F∥∥∥L2(R2).(5.15)
Taking N1 and N2 large enough such that N1 > max{n1/2, s+ 2} and N2 > max{n2/2, t+ 2}, we obtain
(IV) ≤ CN1,N2
∑
ℓ≥1
∑
m≥1
2ℓ(n1−1)/22m(n2−1)/2(2 jr1R12ℓ)−N1+2(2kr2R22m)−N2+2
∥∥∥δ(R1,R2)F∥∥∥L2(R2)
≤ C(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥W(s+ε,t+ε),2(R×R).
Substituting our estimates of (I), (II), (III) and (IV) back into (5.9), we see that
LHS of (5.8) ≤ C
2∏
i=1
( (
Riri
)ni
Vi(xi, ri)
)1/pi−1/2
(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥W(s+ε,t+ε),2(R×R),
which implies (5.3) in the case r1R1 ≥ 1 and r2R2 ≥ 1.
Case (2): r1R1 < 1 and r2R2 ≥ 1.
In this case, we have that r1 < 1/R1. Let Mφ,F,R1,R2 be as in (5.9). By (i) of Lemma 5.1, it can be
verified that ∥∥∥PB1(x1 ,2 jr1)c×B2(x2 ,2kr2)c F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
∥∥∥(F − TψF)( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤
∥∥∥(F − TψF)( √L1, √L2)PB1(x1 ,1/R1)×B2(x2 ,r2)∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤ C
(
1
V1(x1,R−11 )
)1/p1−1/2 ( (R2r2)n2
V2(x2, r2)
)1/p2−1/2
× Mφ,F,R1,R2.(5.16)
Substituting our estimates of (I), (II), (III) and (IV) of Case (1) back into (5.16), we find that
LHS of (5.16) ≤ C
(
1
V1(x1,R−11 )
)1/p1−1/2 ( (R2r2)n2
V2(x2, r2)
)1/p2−1/2
(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥W(s+ε, t+ε),2(R×R),
which implies (5.3) in the case r1R1 < 1 and r2R2 ≥ 1.
Case (3): r1R1 ≥ 1 and r2R2 < 1.
By a symmetric argument to that in Case (2), we can prove Case (3).
Case (4): r1R1 < 1 and r2R2 < 1.
A similar argument to that for Case (2) establishes Case (4).
This completes the proof of (i). The proofs of items (ii) and (iii) can be obtained by making minor
modifications to that of item (i); we omit the details. This completes the proof of Proposition 5.3. 
We end this section by stating Proposition 5.5, which is the analogue for restriction type estimates
of the form (ST∞pi,2) of Proposition 5.3 for (ST2pi,2). The proof can be obtained by making minor
modifications to that of Proposition 5.3; we omit the details.
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Proposition 5.5. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy the doubling condi-
tion (1.9) with exponent ni. Further assume that Li, i = 1, 2, are nonnegative self-adjoint operators
satisfying the finite propagation speed property (FS) and restriction type estimates (ST∞pi ,2), for some
pi with 1 ≤ pi < 2. Suppose that F ∈ Seven.
(i) If the function F is supported on [−R1,R1] × [−R2,R2], then for each s > 0 and t > 0, for
each ε > 0 there exists a constant Cs,t such that for every B1(x1, r1) × B2(x2, r2) and for every
j, k = 1, 2, . . . ,∥∥∥∥PB(x1 ,2 jr1)c×B(x,2kr2)c F( √L1, √L2)PB1(x1 ,r1)×B2(x2 ,r2)∥∥∥∥Lp1 (X1; Lp2 (X2))→L2(X1×X2)
≤ Cs,t
2∏
i=1
max
{ (
Riri
)ni
Vi(xi, ri) ,
1
Vi(xi,R−1i )
}1/pi−1/2
(2 jr1R1)−s(2kr2R2)−t
∥∥∥δ(R1,R2)F∥∥∥W(s+ε, t+ε),∞(R×R);
(ii) If the function F is supported on [−R1,R1] × R, then for each s > 0 and for each ε > 0, there
exists a constant Cs such that for every ball B1(x1, r1), and for every j = 1, 2, . . . ,∥∥∥∥PB(x1 ,2 jr1)c×X2F( √L1, √L2)PB1(x1 ,r1)×X2∥∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2)
≤ Cs max
{ (
R1r1
)n1
V1(x1, r1) ,
1
V1(x1,R−11 )
}1/p1−1/2
(2 jr1R1)−s
∥∥∥δ(R1,1)F∥∥∥L∞
λ2
(R; W s+ε,∞
λ1
(R));
(iii) If the function F is supported on R × [−R2,R2], then for each t > 0 and for each ε > 0 there
exists a constant Ct such that for every ball B2(x2, r2) and for every k = 1, 2, . . . ,∥∥∥∥PX1×B2(x2 ,2kr2)c F( √L1, √L2)PX1×B2(x2 ,r2)∥∥∥∥Lp2 (X2; L2(X1))→L2(X1×X2)
≤ Ct max
{ (
R2r2
)n2
V2(x2, r2) ,
1
V2(x2,R−12 )
}1/p2−1/2
(2kr2R2)−t
∥∥∥δ(1,R2)F∥∥∥L∞
λ1
(R; W t+ε,∞
λ2
(R)).
6. Proofs of Theorems 4.1 and 4.2
The proof of Theorems 4.1 and 4.2 is based on a pair of lemmata. The following lemma is a
standard result in the theory of singular integrals on product spaces. It is a version of [19, Lemma
3.5] adjusted to the setting of spaces of homogeneous type.
Lemma 6.1. Fix N > max{n1, n2}/4. Assume that T is a linear operator, or a nonnegative sublinear
operator, satisfying the weak-type (2,2) bound
| {x ∈ X1 × X2 : |T f (x)| > η} | ≤ CTη−2‖ f ‖2L2(X1×X2), for all η > 0,
and that for every (H1L1,L2, 2, N)-atom a, we have
‖Ta‖L1(X1×X2) ≤ C(6.1)
with constant C independent of a. Then T is bounded from H1L1,L2,at,N(X1 × X2) to L1(X1 × X2), and
‖T f ‖L1(X1×X2) ≤ C‖ f ‖H1L1,L2 ,at,N (X1×X2).
Consequently, by density, T extends to a bounded operator from H1L1,L2,at,N(X1 × X2) to L1(X1 × X2).
Proof. Let f ∈ H1L1,L2,at,N(X1 × X2), where f =
∑
λ ja j is an atomic (H1L1,L2, 2, N)-representation such
that
‖ f ‖H1L1,L2 ,at,N (X1×X2) ∼
∞∑
j=0
|λ j|.
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Since the sum converges in L2 (by definition), and since T is of weak type (2, 2), we have that at
almost every point,
(6.2) |T ( f )| ≤
∞∑
j=0
|λ j| |T (a j)|.
Indeed, for every η > 0, we have that, if f K := ∑ j>K λ ja j, then∣∣∣ {x : |T f (x)| − ∞∑
j=0
|λ j| |Ta j(x)| > η}
∣∣∣ ≤ lim sup
K→∞
∣∣∣{x : |T f K(x)| > η}∣∣∣
≤ CT η−2 lim sup
N→∞
‖ f K‖22 = 0,
from which (6.2) follows. In turn, (6.1) and (6.2) imply the desired L1 bound for T f . 
Now we recall Journe´’s covering lemma (see [35, 42]) in the setting of spaces of homogeneous
type. Let (Xi, di, µi), i = 1, 2, be spaces of homogeneous type and let {Ikiαi ⊂ Xi}, i = 1, 2, be the same
dyadic cubes as in Theorem 3.3. The open set Ik1α1 × Ik2α2 for k1, k2 ∈ Z, α1 ∈ Λk1 and α2 ∈ Λk2 is called
a dyadic rectangle of X1 × X2. Let Ω ⊂ X1 × X2 be an open set of finite measure. Denote by m(Ω)
the maximal dyadic subrectangles in Ω. For i = 1, 2, denote by mi(Ω) the family of dyadic rectangles
R ⊂ Ω which are maximal in the xi-direction. In what follows, we denote by R := I1 × I2 any dyadic
rectangle of X1 × X2. Given R = I1 × I2 ∈ m1(Ω), let I∗2 be the largest dyadic cube containing I2 such
that
V(I1 × I∗2 ∩Ω) >
1
2
V(I1 × I∗2).
Similarly, given R = I1 × I2 ∈ m2(Ω), let I∗1 be the largest dyadic cube containing I1 such that
V(I∗1 × I2 ∩Ω) >
1
2
V(I∗1 × I2).
The following lemma is proved in [29].
Lemma 6.2 ([29]). Let all the notation be the same as above. Assume that Ω ⊂ X1 × X2 is an open
set with finite measure. Then for each δ > 0, there exists a constant C such that∑
R=I1×I2∈m1(Ω)
V(R)
(
ℓ(I2)
ℓ(I∗2)
)δ
≤ CV(Ω)(6.3)
and ∑
R=I1×I2∈m2(Ω)
V(R)
(
ℓ(I1)
ℓ(I∗1)
)δ
≤ CV(Ω).(6.4)
With these results in hand, we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Observe that
sup
t1,t2>0
∥∥∥η(1,2)δ(t1 ,t2)F∥∥∥W(s1 ,s2),2(R×R) ∼ sup
t1,t2>0
∥∥∥η(1,2)δ(t1 ,t2)G∥∥∥W(s1 ,s2),2(R×R),
where G(λ1, λ2) = F(√λ1, √λ2). Hence we can replace F(L1, L2) by F(√L1, √L2) in the proof.
To prove (i) of Theorem 4.1, by Lemma 5.2 it suffices to show that F(√L1, √L2) is uniformly
bounded on each (H1L1,L2, 2, N)-atom a with N > max{n1/4, n2/4}, that is, there exists a constant
C > 0 independent of a such that∥∥∥F( √L1, √L2)(a)∥∥∥L1(X1×X2) ≤ C.(6.5)
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From Definition 3.4 of (H1L1,L2, 2, N)-atoms, we have that the atom a is supported in an open set
Ω ⊂ X1 × X2 with finite measure and a can be further decomposed into a =
∑
R∈m(Ω) aR. For each
dyadic rectangle R = I × J ∈ m(Ω), let I∗ be the largest dyadic cube containing I such that I∗ × J ⊂ Ω˜,
where Ω˜ := {x ∈ X1 × X2 : Ms(χΩ)(x) > 1/2}. Here Ms denotes the strong maximal operator.
Next, let J∗ be the largest dyadic cube containing J, so that I∗ × J∗ ⊂ ˜˜Ω, where ˜˜Ω := {x ∈ X1 × X2 :
Ms(χΩ˜)(x) > 1/2}. Now let R˜ be the 100-fold dilate of I∗×J∗, as defined in Section 3.1. An application
of the strong maximal function theorem shows that V(∪R⊂ΩR˜) ≤ CV(˜˜Ω) ≤ CV(Ω˜) ≤ CV(Ω). From
(iii) in the definition of (H1L1,L2 , 2, N)-atoms, we obtain that∥∥∥F( √L1, √L2)a∥∥∥L1(∪R˜) ≤ V(∪R˜)1/2∥∥∥F( √L1, √L2)a∥∥∥L2(X1×X2) ≤ CV(Ω)1/2‖a‖L2(X1×X2) ≤ C.
Here the union ∪R˜ is over all dyadic rectangles R = I × J ∈ m(Ω). Therefore, the proof of (6.5)
reduces to showing that ∫(
∪R˜
)c |F( √L1, √L2)(a)(x)| dµ(x) ≤ C,(6.6)
where x = (x1, x2) ∈ X1 × X2 and µ = µ1 × µ2. Since a = ∑R∈m(Ω) aR, we can write∫(
∪R˜
)c |F( √L1, √L2)a(x)| dµ(x) ≤ ∑
R∈m(Ω)
∫
R˜ c
|F( √L1, √L2)aR(x)| dµ(x)
≤
 ∑
R∈m(Ω)
∫
(100I∗)c×X2
+
∑
R∈m(Ω)
∫
X1×(100J∗)c
 |F( √L1, √L2)aR(x)| dµ(x)(6.7)
=: D + E.
Let us estimate the term D. One writes∑
R∈m(Ω)
∫
(100I∗)c×X2
|F(√L1, √L2)(a)(x)| dµ(x)(6.8)
=
∑
R∈m(Ω)
(∫
(100I∗)c×100J
+
∫
(100I∗)c×(100J)c
)
|F( √L1, √L2)(a)(x)| dµ(x) =: D1 + D2.
Estimate of D1. Choose M ∈ N large enough that M > s/2. Recall that R = I × J ∈ m(Ω), and ℓ(I)
denotes the diameter of I. Following (8.7) and (8.8) in [31], we write
111 = 2
(
ℓ(I)−2
∫ √2ℓ(I)
ℓ(I)
w dw
)
· 111
= 2ℓ(I)−2
∫ √2ℓ(I)
ℓ(I)
w(111 − e−w2L1)M dw +
M∑
κ=1
cκ,Mℓ(I)−2
∫ √2ℓ(I)
ℓ(I)
we−κw
2L1 dw,(6.9)
where cκ,M ∈ R are constants depending only on κ and M. However, ∂we−κw2L1 = −2κwL1e−κw2L1 , and
therefore
2κL1
∫ √2ℓ(I)
ℓ(I)
we−κw
2L1 dw = e−κℓ(I)2L1 − e−2κℓ(I)2L1
= e−κℓ(I)
2L1(111 − e−ℓ(I)2L1)
κ−1∑
i=0
e−iℓ(I)
2L1 .(6.10)
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Applying the procedure outlined in (6.9) and (6.10) M times, we have
111 = 2M
ℓ(I)−2 ∫
√
2ℓ(I)
ℓ(I)
w(111 − e−w2L1)M dw
M
+
M∑
m=1
ℓ(I)−2m
(2M−1)m∑
κ=1
cm,κ,Me
−κℓ(I)2L1 ×
×(111 − e−ℓ(I)2L1)m
2ℓ(I)−2 ∫
√
2ℓ(I)
ℓ(I)
w(111 − e−w2L1)M dw
M−m L−m1 .(6.11)
Recall that aR = (LM1 ⊗ LM2 )bR. For every 0 ≤ mi ≤ M, i = 1, 2, we set
a
(m1,m2)
R (x) := (LM−m11 ⊗ LM−m22 )bR(x).
With this notation, we apply (6.11) to obtain
F
( √
L1,
√
L2
)
a(x)
=
M−1∑
m=0
ℓ(I)−2mGm,M(L1)
ℓ(I)−2 ∫
√
2ℓ(I)
ℓ(I)
w(111 − e−w2L1)M dw
 F( √L1, √L2)a(m,0)R (x)
+ ℓ(I)−2M
(2M−1)M∑
κ=1
cM,κ,Me
−κℓ(I)2L1(111 − e−ℓ(I)2L1)MF( √L1, √L2)a(M,0)R (x),(6.12)
where G0,M(L1) := 111 and for m = 1, . . . , M − 1,
Gm,M(L1) :=
(2M−1)m∑
κ=1
cm,κ,Me
−κℓ(I)2L1(111 − e−ℓ(I)2L1)m
2ℓ(I)−2 ∫
√
2ℓ(I)
ℓ(I)
w(111 − e−w2L1)M dw
M−m−1 .
Substituting (6.12) back into the term D1, we estimate the term D1 by examining m in two cases:
m = 0, 1, . . . , M − 1 and m = M.
Case (1) m = 0, 1, . . . , M − 1.
In this case, we want to estimate∫
(100I∗)c×100J
∣∣∣∣∣∣∣Gm,M(L1)
ℓ(I)−2 ∫
√
2ℓ(I)
ℓ(I)
w(111 − e−w2L1)MF( √L1, √L2)a(m,0)R (x) dw

∣∣∣∣∣∣∣ dµ(x)
≤ ℓ(I)−2
∫ √2ℓ(I)
ℓ(I)
w
∥∥∥∥Gm,M(L1)(111 − e−w2L1)MF( √L1, √L2)a(m,0)R ∥∥∥∥L1((100I∗)c×100J) dw.(6.13)
Recall that φ is a nonnegative C∞0 function as in (4.1). Then for every w ∈ [ℓ(I),
√
2ℓ(I)] and for all
λ1, λ2 ≥ 0,
Gm,M(λ21)(1 − e−w
2λ21)MF(λ1, λ2) =
∑
ℓ∈Z
φ(2−ℓλ1)Gm,M(λ21)(1 − e−w
2λ21)MF(λ1, λ2).
Set
Fℓw,m,M(λ1, λ2) := φ(2−ℓλ1)Gm,M(λ21)(1 − e−w
2λ21)MF(λ1, λ2).
Therefore, ∥∥∥∥Gm,M(L1)(111 − e−w2L1)MF( √L1, √L2)a(m,0)R ∥∥∥∥L1((100I∗)c×100J)
≤
∑
ℓ∈Z
∥∥∥∥Fℓw,m,M( √L1, √L2)a(m,0)R ∥∥∥∥L1((100I∗)c×100J)
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≤
∑
ℓ∈Z
∞∑
j=6
(
V(U j(I∗) × 100J)
)1/2 ∥∥∥Fℓw,m,M(L1, L2)a(m,0)R ∥∥∥L2(U j(I∗)×100J)
≤
∑
ℓ∈Z
∞∑
j=6
2 jn1/2
(
V1(I∗)
V1(I)
)1/2
V(R)1/2
∥∥∥Fℓw,m,M(L1, L2)a(m,0)R ∥∥∥L2(U j(I∗)×100J) .(6.14)
To go further, there are two cases to consider: 2ℓℓ(I) ≥ 1 and 2ℓℓ(I) ≤ 1.
Subcase (1.1) 2ℓℓ(I) ≥ 1.
In this case, we note that supp Fℓ
w,m,M ⊆ [−2ℓ+2, 2ℓ+2] × R and supp a(m,0)R ⊆ 10R. By (ii) of Proposi-
tion 5.3, choosing n1/2 < s < 2M, we have∥∥∥Fℓw,m,M(√L1, √L2)a(m,0)R ∥∥∥L2(U j(I∗)×100J)
≤
∥∥∥PU j(I∗)×X2 Fℓw,m,M(√L1, √L2)P10I×X2∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2) ∥∥∥a(m,0)R ∥∥∥Lp1 (X1; L2(X2))
≤ C
( (2ℓℓ(I))n1
V1(xI, ℓ(I))
)1/p1−1/2
(2 j+ℓℓ(I∗))−s
∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥Lp1 (X1; L2(X2))
≤ C(2ℓℓ(I))n1(1/p1−1/2)(2 j+ℓℓ(I∗))−s
∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥L2(X1×X2)
≤ C2− js(2ℓℓ(I))n1(1/p1−1/2)−s
(
ℓ(I)
ℓ(I∗)
)s ∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥L2(X1×X2).(6.15)
Subcase (1.2) 2ℓℓ(I) < 1.
By (ii) of Proposition 5.3, choosing n1/2 < s < 2M, we have∥∥∥Fℓw,m,M(√L1, √L2)a(m,0)R ∥∥∥L2(U j(I∗)×100J)
≤
∥∥∥PU j(I∗)×X2Fℓw,m,M(√L1, √L2)P10I×X2∥∥∥Lp1 (X1; L2(X2))→L2(X1×X2) ∥∥∥a(m,0)R ∥∥∥Lp1 (X1; L2(X2))
≤ C
(
1
V1(xI , 2−ℓ)
)1/p1−1/2
(2 j+ℓ(I∗))−s
∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥Lp1 (X1; L2(X2))
≤ C
(
V1(xI , ℓ(I))
V1(xI , 2−ℓ)
)1/p1−1/2
(2 j+ℓℓ(I∗))−s
∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥L2(X1×X2)
≤ C2− js(2ℓℓ(I))−s
(
ℓ(I)
ℓ(I∗)
)s ∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
∥∥∥a(m,0)R ∥∥∥L2(X1×X2).(6.16)
On the other hand, we use the Sobolev embedding theorem to obtain that for every u ∈ [ℓ(I), √2ℓ(I)],∥∥∥δ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R))
= sup
λ2
∥∥∥∥∥∥∥
(
I +
∂2
∂x21
)s/2
δ(2ℓ ,1)Fℓw,m,M(·, λ2)
∥∥∥∥∥∥∥
L2
λ1
(R)
≤
{
sup
t2>0
∥∥∥η(1,2)δ(2ℓ ,t2)F∥∥∥W(s,1/2+ε),2(R×R) + ∥∥∥η1δ(2ℓ ,1)F(·, 0)∥∥∥W s,2(R)}min {1, (2ℓw)2M}
≤ C min
{
1, (2ℓℓ(I))2M
}
.(6.17)
Since we chose M > s/2, we have∑
ℓ∈Z:2ℓℓ(I)≥1
(2ℓℓ(I))n1(1/p1−1/2)−s +
∑
ℓ∈Z:2ℓℓ(I)≤1
(2ℓℓ(I))2M−s ≤ C.
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This, in combination with estimates (6.14)–(6.17), yields that the right-hand side of inequality (6.14)
is bounded by
∞∑
j=1
2− j(s−
n1
2 )
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2
∥∥∥a(m,0)R ∥∥∥L2(X1×X2)
≤ C
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2
∥∥∥a(m,0)R ∥∥∥L2(X1×X2).(6.18)
Case (2) m = M.
An argument similar to that in Case (1) shows that∫
(100I∗)c×100J
∣∣∣∣∣∣∣
(2M−1)M∑
κ=1
cM,κ,Me
−κℓ(I)2L1(111 − e−ℓ(I)2L1)MF( √L1, √L2)a(M,0)R
∣∣∣∣∣∣∣ dµ(x)
≤ C
(2M−1)M∑
κ=1
∥∥∥∥e−κℓ(I)2L1(111 − e−ℓ(I)2L1)MF( √L1, √L2)a(M,0)R ∥∥∥∥L1((100I∗)c×100J)
≤ C
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2
∥∥∥a(M,0)R ∥∥∥L2(X1×X2).
With formula (6.12) and the estimates in Cases (1) and (2) in hand, we use the properties of (H1L1,L2 , 2, N)-
atoms and Journe´’s covering lemma to get
D1 ≤ C
M∑
m=0
∑
R∈m(Ω)
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2ℓ(I)−2m
∥∥∥a(m,0)R ∥∥∥2
≤ C
M∑
m=0
 ∑
R∈m(Ω)
(
ℓ(I)
ℓ(I∗)
)2s−n1
V(R)

1/2  ∑
R∈m(Ω)
ℓ(I)−4m
∥∥∥a(m,0)R ∥∥∥22

1/2
≤ CV(Ω)−1/2V(Ω)1/2 ≤ C(6.19)
as desired.
Estimate of D2. Recall that a(m1,m2)R (x) = (LM−m11 ⊗ LM−m22 )bR(x) for each m1, m2 ∈ {0, 1, . . . , M}. We
use a similar argument to that in (6.11) and (6.12) to obtain
D2 ≤
∑
R∈m(Ω)
M−1∑
m1=0
M−1∑
m2=0
ℓ(I)−2(m1+1)ℓ(J)−2(m2+1)
∫ √2ℓ(I)
ℓ(I)
∫ √2ℓ(J)
ℓ(J)
w1w2
∥∥∥Hm1 ,m2,w1,w2,M∥∥∥L1((100I∗)c×(100J)c) dw1dw2
+
M−1∑
m1=0
(2M−1)M∑
κ2=1
ℓ(I)−2(m1+1)ℓ(J)−2M
∫ √2ℓ(I)
ℓ(I)
w1
∥∥∥Um1,w1,κ2,M∥∥∥L1((100I∗)c×(100J)c ) dw1
+
(2M−1)M∑
κ1=1
M−1∑
m2=0
ℓ(I)−2Mℓ(J)−2(m2+1)
∫ √2ℓ(J)
ℓ(J)
w2
∥∥∥Vm2,κ1,w2,M∥∥∥L1((100I∗)c×(100J)c ) dw2
+
(2M−1)M∑
κ1=1
(2M−1)M∑
κ2=1
ℓ(I)−2Mℓ(J)−2M
∥∥∥Zκ1,κ2,M∥∥∥L1((100I∗)c×(100J)c)

=: D21 + D22 + D23 + D24,
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where
Hm1,m2,w1,w2,M(x) := Gm1,M(L1)(111 − e−w
2
1L1)M(112 − e−w22L2)MF( √L1, √L2)a(m1,m2)R (x),
Um1,w1,κ2,M(x) := Gm1,M(L1)e−κ2ℓ(J)
2L2(111 − e−w21L1)M(112 − e−ℓ(J)2L2)MF( √L1, √L2)a(m1,M)R (x),
Vm2,κ1,w2,M(x) := Gm2,M(L2)e−κ1ℓ(I)
2L1(111 − e−ℓ(I)2L1)M(112 − e−w22L2)MF( √L1, √L2)a(M,m2)R (x),
Zκ1,κ2,M(x) := e−κ1ℓ(I)
2L1e−κ2ℓ(J)
2L2(111 − e−ℓ(I)2L1)M(112 − e−ℓ(J)2L2)MF( √L1, √L2)a(M,M)R (x).
By (i) of Proposition 5.3, a similar argument to that for D1 shows
D21 ≤ C
∑
R∈m(Ω)
M−1∑
m1=0
M−1∑
m2=0
ℓ(I)−2m1ℓ(J)−2m2
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2
∥∥∥a(m1,m2)R ∥∥∥L2(X1×X2).
A similar argument to the one above shows that
D21 + D23 + D24
≤ C
∑
R∈m(Ω)
(
ℓ(I)
ℓ(I∗)
)s− n12
V(R)1/2
M−1∑
m1=0
ℓ(I)−2m1ℓ(J)−2M
∥∥∥a(m1,M)R ∥∥∥L2(X1×X2)
+
M−1∑
m2=0
ℓ(I)−2Mℓ(J)−2m2
∥∥∥a(M,m2)R ∥∥∥L2(X1×X2) + ℓ(I)−2Mℓ(J)−2M∥∥∥a(M,M)R ∥∥∥L2(X1×X2)
 .
From the estimates of D21, D22, D23 and D24, Ho¨lder’s inequality, Journe´’s covering lemma and the
properties of (H1L1,L2 , 2, N)-atoms, we have
D2 ≤ CV(Ω)−1/2V(Ω)1/2 ≤ C.(6.20)
This, together with estimate (6.19), shows that D ≤ C. By a symmetric argument, we find that E ≤ C,
which completes the proof of estimate (6.6). This proves (i) of Theorem 4.1.
We then apply Theorem 3.6 to interpolate with the L2 result to obtain that the operator F(L1, L2) is
bounded from HpL1,L2(X1 × X2) to Lp(X1 × X2) for 1 < p ≤ 2. From Proposition 3.2 and by duality, (ii)
of Theorem 4.1 follows readily. The proof of Theorem 4.1 is complete. 
Proof of Theorem 4.2. Using Proposition 5.5 in place of Proposition 5.3, the proof of Theorem 4.2
is similar to that of Theorem 4.1 with minor modifications. We omit the details. 
Remark 6.3. We note that the one-variable Sobolev conditions (4.4) and (4.5) in Theorem 4.1 and
(4.7) and (4.8) in Theorem 4.2 are only used at one point in the proofs (see details below), and
indeed for certain operators one or both of these one-variable Sobolev assumptions can be dropped.
Specifically, let L1 and L2 be operators as in Theorem 4.1, and in addition suppose that either 0 is not
in the spectrum of L1 or 0 is in the absolutely continuous spectrum of L1. If F is a bounded Borel
function satisfying the Sobolev conditions (4.3) and (4.4) of Theorem 4.1, then the conclusions of
Theorem 4.1 hold; the second one-variable Sobolev condition (4.5) is not necessary for such an F.
Similarly, for the conclusions of Theorem 4.2 to hold, it suffices for F to satisfy conditions (4.6)
and (4.7); condition (4.8) is not necessary. Further, by symmetry, the corresponding statements apply
if either 0 is not in the spectrum of L2 or 0 is in the absolutely continuous spectrum of L2.
We sketch the necessary modifications to the proofs, for L1 and Theorem 4.1; the other cases
are similar. If the spectrum of L1 does not include the point 0, or if 0 belongs to the absolutely
continuous spectrum of L1, then the L2 → L2 operator bound of a spectral multiplier operator can
be controlled by the L∞ norm of the multiplier function on the open interval (0,∞), not including
the point 0. Thus in the term ‖δ(1,R2)F‖L∞λ1 (R; L2λ2 (R)) in Lemma 5.1(iii), the L
∞
λ1
norm is taken on the
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open interval (0,∞), not including the point 0. Therefore in estimate (5.5) in Proposition 5.3, the
L∞
λ1
norm of the function δ(1,R2)F is taken on the open interval (0,∞), not including the point 0. So
in estimate (6.17) in the proof of Theorem 4.1, we can control
∥∥∥φδ(2ℓ ,1)Fℓw,m,M∥∥∥L∞
λ2
(R; W s,2
λ1
(R)) simply by
supt2>0
∥∥∥η(1,2)δ(2ℓ ,t2)F∥∥∥W(s,1/2+ε),2(R×R) ·min {1, (2ℓw)2M}. We no longer need the term ∥∥∥η1δ(2ℓ ,1)F(·, 0)∥∥∥W s,2(R).
7. Applications
As an illustration of our results, we discuss two applications. Our main results, Theorems 4.1 and
4.2 and Corollary 4.3, can be applied to second-order operators (see for instance [13, 20]), including
standard Laplace operators, Schro¨dinger operators with inverse-square potential, and sub-Laplacians
on homogeneous groups. Here we present applications to Riesz-transform-like operators and to dou-
ble Bochner–Riesz means.
7.1. Riesz-transform-like operators. One motivation for multivariable spectral multipliers comes
from operators that resemble the Riesz transform. For example, the operators
Lα11 L
α2
2
(L1 + L2)α , α = α1 + α2 with α1, α2 > 0(7.1)
and
√
L1√
L1 + iL2
(7.2)
are known to be bounded on L2(X1 × X2).
Applying Theorem 4.1, we have the following result.
Proposition 7.1. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy the doubling condi-
tion (1.9) with exponent ni. Suppose that Li, i = 1, 2, satisfy the finite propagation speed property
(FS) and restriction type estimates (ST2pi,2) for some pi with 1 ≤ pi < 2. Then
(i) the operators in (7.1) and (7.2) extend to bounded operators from H1L1,L2(X1 × X2) to L1(X1 × X2),
and
(ii) the operators in (7.1) and (7.2) are bounded on Lp(X1 × X2) for all p with max{p1, p2} < p ≤
2.
Proof. It can be verified that the multipliers
λ
2α1
1 λ
2α2
2
(λ21 + λ22)α
, α = α1 + α2 with α1, α2 > 0
and
λ1
λ1 + iλ22
satisfy conditions (4.3), (4.4) and (4.5) (see paragraph 6.2.4 on page 110, [45]). The desired results
then follow readily. 
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7.2. Double Bochner–Riesz means. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy
the doubling condition (1.9) with exponent ni. Further assume that Li, i = 1, 2, are nonnegative
self-adjoint operators satisfying the finite propagation speed property (FS). Define
(7.3) S δR1,R2(λ1, λ2) :=

(
1 − λ
2
1
R21
− λ
2
2
R22
)δ
for
λ21
R21
+
λ22
R22
≤ 1,
0 for
λ21
R21
+
λ22
R22
> 1.
We then define the operator S δR1,R2
(√
L1,
√
L2
)
using (1.1). We call S δR1,R2
(√
L1,
√
L2
)
the double
Bochner–Riesz mean of order δ. The basic question in the theory of Bochner–Riesz means is to
establish the critical exponent for uniform continuity with respect to R1,R2 and convergence of the
Riesz means on Lp(X1 × X2) spaces for various p with 1 ≤ p ≤ ∞.
For δ = 0, S 0R1,R2
(√
L1,
√
L2
)
is the spectral projector E √L1,√L2([0,R1] × [0,R2]), while for δ >
0, S δR1,R2
(√
L1,
√
L2
)
can be seen as a smoothed version of this spectral projector. Bochner–Riesz
summability describes the range of δ for which the above operators are bounded on Lp(X1 × X2), uni-
formly in R1,R2. Note that if 0 < s < δ+1/2, then S δR1,R2(λ1, λ2) ∈ W s,2(R2); see [3, Lemma 4.4]. Also,
W s,2(R2) ֒→ W (s1,s2),2(R × R) for s1 + s2 = s. As a consequence of Theorem 4.1 and Proposition 3.2,
we obtain the following result.
Proposition 7.2. Suppose that the metric measure spaces Xi, i = 1, 2, satisfy the doubling condi-
tion (1.9) with exponent ni. Further assume that Li, i = 1, 2, are nonnegative self-adjoint operators
satisfying the finite propagation speed property (FS) and restriction type estimates (ST2pi,2) for some
pi with 1 ≤ pi < 2. Then for all δ > (n1 + n2)/2 − 1/2,
(i) the operator S δR1,R2
(√
L1,
√
L2
)
extends to a bounded operator from H1L1,L2(X1 × X2) to L1(X1 × X2),
and
(ii) S δR1,R2
(√
L1,
√
L2
)
is bounded on Lp(X1 × X2) for all pi with max{p1, p2} < p ≤ 2. In addition,
sup
R1,R2>0
∥∥∥S δR1,R2(√L1, √L2) f ∥∥∥Lp(X1×X2) ≤ C‖ f ‖Lp(X1×X2).
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