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1. Introduction
It is a well known result in Riemannian and Pseudo-Riemannian Geometry that the theory
of codimension-1 (admissible) immersions of a simply connected manifold M into a space
form is completely described by the study of two tensors on M , the first fundamental form
and the shape operator of the immersion, corresponding respectively to the pull-back metric
and to the derivative of a local normal vector field.
On the one hand, for a given immersion the first fundamental form and the shape operator
turn out to satisfy two equations known as Gauss and Codazzi equations. On the other hand,
given a metric and a self-adjoint (1,1)-tensor onM satisfying these equations, there exists one
admissibile immersion into the space form with that pull-back metric and that self-adjoint
tensor respectively as first fundamental form and shape operator; moreover, such immersion
is unique up to post-composition with ambient isometries of the space form. This class of
results are often denoted as Gauss-Codazzi Theorems, Bonnet Theorems or as Fundamental
Theorem of hypersurfaces. See for instance [13], [17].
In this article we approach the study of immersions of smooth manifolds into holomorphic
Riemannian space forms of constant curvature −1. A proper definition of holomorphic
Riemannian metrics and sectional curvature will be given later in this paper (see Section
2), let us just mention that holomorphic Riemannian metrics are a natural analogue of
Riemannian metrics in the complex setting and a good class of examples is given by complex
semisimple Lie groups equipped with the Killing form (extended globally on the group via
translations).
The study of this kind of immersions turns out to have some interesting consequences,
including some remarks concerning geometric structures on surfaces. In order to give a
general picture:
• it provides a formalism for the study of immersions of surfaces into SL(2,C) and
into the space of geodesics of H3, that we will denote by G;
• it generalizes the classical theory of immersions into non-zero curvature space forms,
leading to a model to study the transitioning of hypersurfaces among Hn, AdSn,
dSn and Sn;
• it furnishes a tool to construct holomorphic maps from complex manifolds to the
character variety of SO(n,C) (including PSL(2,C) ∼= SO(3,C)), providing also an
alternative proof for the holomorphicity of the complex landslide map (see [2]);
• it introduces a notion of complex metrics which extends Riemannian metrics and
which turns out to be useful to describe the geometry of couples of projective struc-
tures with the same monodromy. We also show a uniformization theorem in this
setting which is in a way equivalent to the classic Bers Theorem for quasi-Fuchsian
representations.
1.1. Holomorphic Riemannian manifolds. The notion of holomorphic Riemannian met-
rics on complex manifolds can be seen as a natural analogue of Riemannian metrics in the
complex setting: a holomorphic Riemannian metric onM is a holomorphic never degenerate
section of SymC(T
∗M ⊗ T ∗M), namely it consists pointwise of C-bilinear inner products
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on the holomorphic tangent spaces whose variation on the manifold is holomorphic. Such
structures turn out to have several interesting geometric properties and have been largely
studied (e.g. see the works by LeBrun, Dumitrescu, Zeghib, Biswas as in [15], [16] [5], [6]).
In an attempt to provide a self-contained introduction to the aspects we will deal with,
Section 2 starts with some basic results on holomorphic Riemannian manifolds. After a short
overview in the general setting - where we recall the notions of Levi-Civita connections (with
the corresponding curvature tensors) and sectional curvature in this setting - we will focus
on holomorphic Riemannian space forms, namely geodesically-complete simply-connected
holomorphic Riemannian manifolds with constant sectional curvature. We prove a theorem
of existence and uniqueness of the holomorphic Riemannian space form of prescribed con-
stant curvature and dimension and then focus on the ones of curvature −1, that we will
denote as Xn. The space Xn can be defined as
Xn = {(z1, . . . , zn+1) ∈ Cn+1 |
n+1∑
i=1
z21 + · · ·+ z2n+1 = −1}
with the metric inherited as a complex submanifold on Cn+1 equipped with the standard
C-bilinear inner product.
This quadric model of Xn may look familiar: it is definitely analogue to some models of
Hn, AdSn, dSn and Sn. In fact, all the pseudo-Riemannian space forms of curvature −1
immerge isometrically in Xn: as a result, H
n, AdSn embed isometrically while dSn and
Sn embed anti-isometrically, i.e. −dSn and −Sn (namely, dSn and Sn equipped with the
opposite of their standard metric) embed isometrically.
For n = 1, 2, 3, Xn turns out to be familiar also in another sense:
• X1 is isometric to C∗ equipped with the metric given by the quadratic differential
dz2
z2
;
• X2 is isometric to the space G of oriented lines of H3, canonically identified with
CP1×CP1\∆, equipped with the only PSL(2,C)-invariant holomorphic Riemannian
metric of curvature −1;
• X3 is isometric up to a scale to SL(2,C) equipped with the Killing form.
1.2. Immersions of manifolds into Xn. In Section 3, we approach the study of immer-
sions of smooth manifolds into Xn. The idea is to try to emulate the usual approach as in
the pseudo-Riemannian case, but things turn out to be slightly more complicated.
Given a smooth map σ : M → Xn, the pull-back of the holomorphic Riemannian metric
is some C-valued symmetric bilinear form, so one can extend it to a C-bilinear inner product
on CTM = TM ⊗ C; it now makes sense to require it to be non-degenerate. This is
the genesis of what we define as complex (valued) metrics on smooth manifolds, namely
smoothly varying non-degenerate inner products on each CTxM , x ∈ M . We will say that
an immersion σ : M → Xn is admissible if the pull-back metric is a complex valued metric.
By elementary linear algebra, σ is admissible only if dim(M) ≤ n: the real codimension is n
and, despite it seems high, it cannot be lower than that. It therefore makes sense to redifine
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the codimension of σ as n− dim(M). In this paper we focus on immersions of codimension
1 and 0.
It turns out that this condition of admissibility is the correct one in order to have extrinsic
geometric objects that are analogue to the ones of the pseudo-Riemannian case. Complex
metrics come with some complex analogue of the Levi-Civita connection, which in turn
allows to define a curvature tensor and a notion of sectional curvature. In codimension 1,
admissible immersions come with a notion of local normal vector field (unique up to a sign)
that allows to define a second fundamental form and a shape operator.
Section 3 ends with Theorem 3.8 in which we deduce some analogue of Gauss and Codazzi
equations.
Section 4 is mainly devoted to the proof of a Gauss-Codazzi theorem for immersions into
Xn in codimension 1, as stated in Theorem 4.1.
For immersions of surfaces into X3 ∼= SL(2,C) Theorems 3.8 and 4.1 can be stated in
the following way.
Theorem A. Let S be a smooth simply connected surface. Consider a complex metric g
on S, with induced Levi-Civita connection ∇ and curvature Kg, and a g-self adjoint bundle
homomorphism Ψ: CTS → CTS.
The couple (g,Ψ) satisfies
1)d∇Ψ ≡ 0; (1)
2)Kg = −1 + det(Ψ). (2)
if and only if there exists an isometric immersion σ : (S, g)→ SL(2,C) whose corresponding
shape operator is Ψ.
Such immersion σ is unique up to post-composition with elements in Isom0(SL(2,C)) ∼=
SL(2,C)× SL(2,C)upslope{±(I2, I2)}.
The almost uniqueness of the immersion grants that if Γ is a group acting on S preserving
g and Ψ, then the immersion σ is (Γ, Isom0(SL(2,C)))-equivariant, namely there exists a
representation
monσ : Γ→ Isom0(SL(2,C))
such that for all γ ∈ Γ
monσ(γ) ◦ σ = σ ◦ γ.
As a result if S is not simply connected, solutions of Gauss-Codazzi equations correspond
to (π1(S), Isom0(SL(2,C)))- equivariant immersions of its universal cover into SL(2,C).
1.3. Immersions in codimension zero and into pseudo-Riemannian space forms.
The study of immersions into Xn in codimension zero leads to an interesting result.
Theorem B. Let M =Mn be a smooth manifold, g a complex metric on M .
Then g has constant sectional curvature −1 if and only if there exists an isometric im-
mersion (M, g)→ Xn.
Such immersion is unique up to post-composition with elements in Isom(Xn).
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This result can be deduced by the Gauss-Codazzi Theorem: in fact immersions in Xn of
codimension 0 correspond to codimension-1 totally geodesic immersions in Xn+1, namely
immersions with shape operator Ψ = 0. A full proof is in section 4.
As a result, every pseudo-Riemannian space form of constant curvature −1 and dimension
n admits an essentially unique isometric immersion into Xn.
In fact, the last remark and the similar description of Gauss-Codazzi equations for im-
mersions into pseudo-Riemannian space forms lead to Theorem 4.11: as regards the case of
SL(2,C), the result can be stated in the following way.
Theorem C. Let σ : S → SL(2,C) be an admissible immersion with pull-back metric g
and shape operator Ψ.
• σ(S) is contained in the image of an isometric embedding of H3 if and only if g is
Riemannian and Ψ is real.
• σ(S) is contained in the image of an isometric embedding of AdS3 if and only if
either g is Riemannian and iΨ is real, or if g has signature (1, 1) and Ψ is real.
• σ(S) is contained in the image of an isometric embedding of −dS3 if and only if
either g has signature (1, 1) and iΨ is real, or if g is negative definite and Ψ is real.
• σ(S) is contained in the image of an isometric embedding of −S3 if and only if g is
negative definite and iΨ is real.
1.4. Holomorphic dependence of the monodromy on the immersion data. Given
a smooth manifold M of dimension n, we say that (g,Ψ) is a couple of immersion data for
M if there exists a π1(M)-equivariant immersion M˜ → Xn+1 with pull-back metric g˜ and
shape operator Ψ˜. As a result of the essential uniqueness of the immersion, each immersion
data comes with a monodromy map monσ : π1(M)→ Isom0(Xn+1).
In section 5, we consider families of immersion data {(gλ,Ψλ)}λ∈Λ for M .
Let Λ be a complex manifold. We say that the family {(gλ,Ψλ)}λ∈Λ is holomorphic if for
all x ∈M , the functions
Λ→ Sym2(CT ∗xM)
λ 7→ gλ(x)
and
Λ→ EndC(CTxM)
λ 7→ Ψλ(x)
are holomorphic.
For a fixed hyperbolic Riemannian metric h on a surface S, an instructive example is
given by the family {(gz, ψz)}z∈C defined bygz = cosh
2(z)h;
ψz = tanh(z)id
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whose monodromy is going to be the monodromy of an immersion into H3 for z ∈ R and
the monodromy of an immersion into AdS3 for z ∈ iR.
The main result of section 5 is the following.
Theorem D. Let Λ be a complex manifold and M be a smooth manifold of dimension n.
Let {(gλ,Ψλ)}λ∈Λ be a holomorphic family of immersion data for π1(M)-equivariant
immersions M˜ → Xn+1. Then there exists a smooth map
σ : Λ× M˜ → Xn+1
such that, for all λ ∈ Λ and x ∈M :
• σλ := σ(λ, ·) : M˜ → Xn+1 is an admissible immersion with immersion data (gλ,Ψλ);
• σ(·, x) : Λ→ Xn+1 is holomorphic.
Moreover, the monodromy map
Λ→ X (π1(M), SO(n+ 2,C))
λ 7→ mon(σλ)
is holomorphic.
In section 5.2 we show an alternative proof of the holomorphicity of the complex landslide
using D.
1.5. Uniformizing complex metrics and Bers Theorem. In Section 6 we focus on
complex metrics on surfaces.
Even in dimension 2, complex metrics can have a rather wild behaviour. Nevertheless, we
point out a neighbourhood of the Riemannian locus whose elements have some nice features:
we will call these elements positive complex metrics (Definition 6.3).
In Theorem 6.8 we prove that the standard Gauss-Bonnet Theorem also holds for positive
complex metrics on closed surfaces.
The most relevant result in Section 6 is a version of the Uniformization Theorem for
positive complex metrics.
Theorem E. Let S be a surface with χ(S) < 0.
For any positive complex metric g on S there exists a smooth function f : S → C∗ such
that the positive complex metric f · g has constant curvature −1 and has quasi-Fuchsian
monodromy.
The proof of this result uses Bers Simultaneous Uniformization Theorem (Theorem 6.9
in this paper) and in a sense is equivalent to it.
Indeed, by Theorem B, complex metrics on S with constant curvature −1 correspond
to equivariant isometric immersions of S˜ into G = CP1 × CP1 \ ∆: hence, they can be
identified with some couple of maps S˜ → CP1 with the same monodromy. In this sense,
Bers Theorem provides a whole group of immersions into CP1 ×CP1 \∆: such immersions
correspond to complex metrics of curvature −1 which prove to be positive. The proof of
the uniformization consists in showing that every complex positive metric is conformal to a
metric constructed with this procedure.
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2. Geometry of holomorphic Riemannian space forms
2.1. Holomorphic Riemannian metrics. Let M be a complex analytic manifold, with
complex structure J, let n = dimCM and TM→M be the tangent bundle.
Local coordinates (x1, y1, . . . , xn, yn) : U → R2n ≡ Cn, U ⊂M, are holomorphic if
J
(
∂
∂xk
)
=
∂
∂yk
J
(
∂
∂yk
)
= − ∂
∂xk
.
A function f : U → CN is holomorphic if, in local holomorphic coordinates, it can be seen
as a holomorphic function from an open subset of Cn to CN . Equivalently, f is holomorphic
if and only if df ◦ J = idf .
A local vector field X on M is holomorphic if dzk(X) is a holomorphic function for all
k ∈ {1, . . . , n}, where dzk = dxk + idyk.
Definition 2.1. A holomorphic Riemannian metric 〈·, ·〉 on M is a symmetric 2-form on
TM , i.e. a section of Sym2(T ∗M), such that:
• 〈·, ·〉 is C-bilinear, i.e. for all X,Y ∈ TpM we have 〈JX,Y 〉 = 〈X,JY 〉 = i〈X,Y 〉;
• non-degenerate as a complex bilinear form at each point;
• for all X1, X2 local holomorphic vector fields, 〈X1, X2〉 is a holomorphic function;
equivalently, for all local coordinates (x1, y1, . . . , xn, yn), the functions 〈 ∂∂xk , ∂∂xh 〉
(or equivalently the functions 〈 ∂
∂xk
, ∂
∂yh
〉 and 〈 ∂
∂yk
, ∂
∂yh
〉) are all holomorphic.
We also denote ‖X‖2 := 〈X,X〉.
Observe that, for a given holomorphic Riemannian metric 〈·, ·〉, both the real part Re〈·, ·〉
and the imaginary part Im〈·, ·〉 are pseudo-Riemannian metrics on M with signature (n, n).
Taking inspiration from basic (Pseudo-)Riemannian Geometry, one can define several con-
structions associated to a holomorphic Riemannian metric, such as a Levi-Civita connection
- leading to notions of a curvature tensor, (complex) geodesics and completeness - and sec-
tional curvatures. We recall the basic notion, the reader may find a more detailed analysis
in [16].
There exists an analogous result to the Levi-Civita Theorem.
Proposition 2.2 (See [16]). Given a holomorphic Riemannian metric 〈·, ·〉 on M, there
exists a unique connection D over TM, that we will call Levi-Civita connection, such that
for all X,Y ∈ Γ(TM) the following conditions stand:
d〈X,Y 〉 = 〈DX,Y 〉+ 〈X,DY 〉 (D is compatible with the metric); (3)
[X,Y ] = DXY −DYX (D is torsion free). (4)
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Such connection coincides with the Levi-Civita connections of Re〈·, ·〉 and Im〈·, ·〉 and DJ =
0.
Remark 2.3. • A direct computation shows that the Levi-Civita connection D for a
holomorphic Riemannian metric 〈·, ·〉 is explicitly described, for allX,Y, Z ∈ Γ(TM),
by
〈DXY, Z〉 = 1
2
(
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X,Y 〉+
+〈[X,Y ], Z〉 − 〈[Y, Z], X〉+ 〈[Z,X ], Y 〉
)
.
(5)
• Let M = G be a complex semisimple Lie group and let 〈·, ·〉 : Lie(G)× Lie(G)→ C
be the Killing form. Since the Killing form is non-degenerate and Ad-invariant, it
can be extended to a holomorphic Riemannian metric on G equivalently by left
or right multiplication. In this case, the induced Levi-Civita connection admits a
simple description.
Indeed, let X,Y, Z be left-invariant vector fields for G (namely, for all g ∈ G,
X(g) = (Lg)∗X(eG), Y (g) = (Lg)∗Y (eG), Z(g) = (Lg)∗Z(eG)).
Then 〈X,Y 〉, 〈Y, Z〉 and 〈X,Z〉 are constant functions and 〈[Z, Y ], X〉+〈[Z,X ], Y 〉 =
0 since the Killing form is ad-invariant. In conclusion, by the explicit expression (5),
we get that
DXY =
1
2
[X,Y ]
for all X,Y left-invariant vector fields.
The notion of Levi-Civita connectionD for the metric 〈·, ·〉 leads to the standard definition
of the (1, 3)-type and (0, 4)-type curvature tensors, that we will denote with R, defined by
R(X,Y, Z, T ) := −〈R(X,Y )Z, T 〉 = −〈∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, T 〉
for all X,Y, Z, T ∈ Γ(TM).
Since D is the Levi-Civita connection for Re〈·, ·〉 and for Im〈·, ·〉, it is easy to check
that all of the standard symmetries of curvature tensors for (the Levi-Civita connections of)
pseudo-Riemannian metrics hold for (the Levi-Civita connections of) holomorphic Riemann-
ian metrics, too. So, for instance,
R(X,Y, Z, T ) = −R(X,Y, T, Z) = R(Z, T,X, Y ) = −R(Z, T, Y,X).
Since the (0, 4)-type R is obviously C-linear on the last component, we conclude that it is
C-multilinear.
Remark 2.4. Consider the Levi-Civita connection D for the Killing form for a complex
semisimple Lie group G. Let [·, ·] denote the Lie bracket on TeG = g. Then, for all
V1, V2, V3 ∈ g
R(V1, V2)V3 = −1
4
[[V1, V2], V3]
See [18] for a proof.
Definition 2.5. A non-degenerate plane of TpM is a complex vector subspace V < TpM
with dimCV = 2 and such that 〈·, ·〉|V is a non degenerate bilinear form.
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For holomorphic Riemannian metrics, we can define the complex sectional curvature of a
nondegenerate complex plane V = SpanC(V,W ) < TpM as
K(SpanC(V,W )) =
−〈R(V,W )V,W 〉
‖V ‖2‖W‖2 − 〈V,W 〉2 . (6)
This definition of K(SpanC(V,W )) is well-posed since R is C-multilinear.
2.2. Holomorphic Riemannian space forms. We will say that a connected holomorphic
Riemannian manifold M = (M, 〈·, ·〉) is complete if geodesic curves - with respect to the
Levi-Civita connection - can be extended indefinitely, equivalently if the exponential map is
defined on the whole TM.
We will call holomorphic Riemannian space form a complete, simply connected holomor-
phic Riemannian manifold with constant sectional curvature.
Theorem 2.6. For all n ∈ Z+ and k ∈ C there exists exactly one holomorphic Riemannian
space form of dimension n with constant sectional curvature k up to isometry.
We first prove uniqueness, then existence will follow from an explicit description of the
space forms.
2.2.1. Uniqueness. In order to prove uniqueness, we extend some standard results in pseudo-
Riemannian geometry to the context of holomorphic Riemannian manifolds.
Lemma 2.7. Let f, g : M→M′ be two isometries between holomorphic Riemannian mani-
folds withM connected such that, for some point p ∈ M, f(p) = g(p) and f∗p = g∗p : TpM→
Tf(p)M′. Then f ≡ g.
Proof. It is sufficient to observe that f and g are isometries for the real part of the holo-
morphic Riemannian metric, then the thesis follows by standard Pseudo-Riemannian Geom-
etry. 
Lemma 2.8. If M is a manifold of constant sectional curvature k ∈ C, then, for any
X,Y, Z ∈ Γ(TM),
R(X,Y )Z = −k(〈X,Z〉Y − 〈Y, Z〉X).
In particular, R(X,Y )Z ∈ Span(X,Y ).
Proof. Define the tensor T = k(〈X,Z〉〈Y,W 〉 − 〈Y, Z〉〈X,W 〉). We show that R0,4 − T ≡ 0.
Clearly, (R − T )(X,Y,X, Y ) = 0. Via the simmetries of the curvature tensor and of T , for
all X,Y, Z, U,∈ Γ(TM) we have
(R− T )(X,Y + Z,X, Y + Z) = 0 =⇒ (R − T )(X,Y,X,Z) = 0;
(R− T )(X + U, Y,X + U,Z) = 0 =⇒ (R− T )(X,Y, U, Z) = (R − T )(Y, U,X,Z);
(R− T )(X,Y, U, Z) + (R− T )(U,X, Y, Z) + (R − T )(Y, U,X,Z) = 0 =⇒
=⇒ 2(R− T )(X,Y, U, Z) = (R− T )(X,U, Y, Z).
Then 4(R−T )(X,Y, U, Z) = 2(R−T )(X,U, Y, Z) = (R−T )(X,Y, U, Z). We conclude that
R − T ≡ 0. 
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We can now prove uniqueness in Theorem 2.6.
Proof of Theorem 2.6 -Uniqueness. Let (M, 〈·, ·〉M), (M′, 〈·, ·〉M′) be two holomorphic Rie-
mannian space forms with the same dimension n and constant sectional curvature k ∈ C. Fix
any p ∈M and q ∈ M′. Since all the non-degenerate complex bilinear forms on a complex vec-
tor space are isomorphic, there exists a linear isometry L : (TpM, 〈·, ·〉M)→ (TqM′, 〈·, ·〉M′).
For all X ∈ TpM and for all t ∈ [0, 1], the composition of L with the parallel transports
via the geodesics γ(t) = expM(tX) and γ′L(t) = exp
M
′
(tL(X)) induces a linear isometry
Lγ : TexpMp (X)M→ TexpM′q (L(X))M
′.
The explicit description of the curvature tensor in Lemma 2.8 and the fact that Lγ is an
isometry imply that
L∗γ(1)(R
M
′
) = RM
both when R is meant as a (0, 4)-tensor and as a (1, 3) tensor.
By iteration, for any piecewise geodesic curve γ : [0, 1]→M with γ(0) = p, one as a well-
defined notion of corresponding piecewise geodesic curve γ′L : [0, 1] → M′, which induces a
linear isometry
Lγ : Tγ(1)M→ Tγ′
L
(1)M
′
such that L∗γ(R
M
′
) = RM.
The classical Cartan-Ambrose-Hicks Theorem for affine connections (e.g. see [19]) allows
to conclude that there exist a diffeomorphism
f : M→M′
such that f∗(DM
′
) = DM, f(p) = q and such that, for every piecewise geodesic curve
γ : [0, 1]→ M with γ(0) = p, and f∗,γ(1) = Lγ . Since any point on M can be linked to p by
a piecewise geodesic curve, f is an isometry. 
2.2.2. Existence - the spaces Xn ∼= SO(n+ 1,C)upslopeSO(n,C). The simplest example of com-
plex manifold with a holomorphic Riemannian metric is Cn with the usual inner product
〈z, w〉0 =t z · w =
n∑
i=1
ziwi.
In this paper, we will focus on another important class of examples we are going to work
with in the article.
Consider the complex manifold
Xn = {z ∈ Cn+1 | tz · z = −1}.
The restriction to Xn of the metric 〈·, ·〉0 of Cn defines a holomorphic Riemannian metric.
Indeed,
TpXn = p
⊥ = {z ∈ Cn+1 | 〈p, z〉0 = 0}
and the restriction of the inner product to p⊥ is non degenerate since < p, p >Cn+1 6= 0;
moreover, since Xn ⊂ Cn+1 is a complex submanifold, local holomorphic vector fields on
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Xn extend to local holomorphic vector fields on Cn+1, proving that the inherited metric is
in fact holomorphic.
Since SO(n+1,C) acts transitively by isometries on Cn+1 with its inner product, it acts
transitively by isometries on Xn as well. Moreover, for e = (0, . . . , 0, i) ∈ Xn,
Stab(e) =
(
SO(n,C) 0
t0 1
)
∼= SO(n,C);
we conclude that Xn has a structure of homogeneous space
Xn
∼= SO(n+ 1,C)upslopeSO(n,C).
Theorem 2.9. The n−dimensional space form with constant sectional curvature k ∈ C is:
• Cn with the usual inner product 〈·, ·〉0 for k = 0;
• (Xn,− 1k 〈·, ·〉) for k ∈ C∗.
It is clear that Cn is the flat space form: its real and imaginary parts are indeed the pseudo-
Riemannian spaces Rn,n which are flat pseudo-Riemannian space forms and for which the
curvature tensor is constantly zero.
It is also clear that, if we prove that Xn = (Xn, 〈·, ·〉) is the space form for constant sec-
tional curvature −1, then, for all α ∈ C∗, (Xn,− 1α 〈·, ·〉) has the same Levi-Civita connection
and is the space form of constant sectional curvature α.
We give a proof of the fact that Xn = (Xn, 〈·, ·〉) is the space form of constant sectional
curvature −1 among the following remarks on the geometry of this space.
Remark 2.10. (1) Define a complex orientation for Xn as a holomorphic non-zero
n-form with the property of being SO(n + 1,C)-invariant. At least one complex
orientation exists: any C-multilinear n-form on TeXn is SO(n,C)-invariant (indeed,
it is SL(n,C)-invariant), so the action of SO(n+ 1,C) defines a well-posed SO(n+
1,C)-invariant n-form on Xn.
By Lemma 2.7, we have that
SO(n+ 1,C) ∼= Isom0(Xn) ∼= Isom(Xn, ω0).
Moreover, Isom0(Xn) is a subgroup of index 2 of Isom(Xn) ∼= O(n+ 1,C).
(2) The Levi-Civita connection D for Xn is the tangent component of the canonical
connection d for Cn+1: in other words, seeing TXn as a subbundle of TC
n+1
|Xn
≡
Xn × Cn+1, smooth vector fields on TXn can be seen as smooth functions Xn →
Cn+1, then
DX(p)Y = (dp(Y ) ·X(p))T
where (dp(Y )·X(p))T is the tangent component of the vector (dp(Y )·X(p)) along
TpXn.
This follows by observing that dT is a linear connection for Xn which satisfies
the same properties as the Levi-Civita connection.
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(3) The exponential map at a point p ∈ Xn ⊂ Cn+1 is given by
expp : TpXn → Xn
v 7→
cosh(
√〈v, v〉)p+ sinh(√〈v,v〉)√
〈v,v〉
v if 〈v, v〉 6= 0
p+ v if 〈v, v〉 = 0.
(7)
Indeed, if γ is a geodesic onXn, then, setting the conditionsDγ˙(t)γ˙(t) = (
dγ˙(t)
dt
)T = 0
and d〈γ˙(t),γ˙(t)〉
dt
= 0, one gets the equation γ¨(t) = 〈γ˙(t), γ˙(t)〉γ(t) which brings to the
expression above.
Notice that the description of the exponential map is independent of the choice
of the square root.
(4) The space Xn is diffeomorphic to TS
n.
Regard TSn as {(u, v) ∈ Rn+1 × Rn+1 | ‖u‖Rn+1 = 1, 〈u, v〉Rn+1 = 0}. Then a
diffeomorphism Xn
∼−→ TSn is given by
z = x+ iy 7→ ( 1‖y‖Rn+1 y, x),
which is well-posed since
〈x+ iy, x+ iy〉 = −1⇐⇒
‖y‖2Rn+1 = ‖x‖2Rn+1 + 1 > 0〈x, y〉0 = 0 .
In particular, Xn is simply connected for n ≥ 2.
(5) For n ≥ 2, Xn has constant sectional curvature −1.
It is clear that it has constant sectional curvature since SO(n,C) acts transitively
on complex nondegenerate planes of (TeX, 〈·, ·〉). In order to compute the value of
the sectional curvature, observe that the embedding
R2,1 →֒ Cn+1
(x1, x2, x3) 7→ (x1, x2, 0, . . . , 0, ix3)
induces an isometric embedding
H
2 →֒ Xn
which is totally geodesic by Formula (7).
(6) Consider the projective quotient pn : Cn+1 \ 0→ CPn.
Then pn|Xn is a two-sheeted covering on its image PXn, which corresponds to
the complementary in CPn of the non-degenerate hyperquadric
Qn = {z21 + · · ·+ z2n+1 = 0}.
The SO(n + 1,C)-invariancy of the the metric on Xn implies that the action of
SO(n + 1,C) on CPn fixes PXn globally (hence the complementary hyperquadric)
and acts by isometries on it.
The group of isometries of PXn is given by PO(n+1,C) acting on the whole CPn
as a subgroup of PGL(n+1,C). Conversely, it is simple to check that PO(n+1,C)
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coincides exactly with the subgroup of elements of PGL(n + 1,C) that fix PXn
globally (or, equivalently, that fix Qn globally).
(7) From the expression of the exponential map given in Formula (7) it is immediate to
see that ifW is a complex subspace ofCn+1 thenW∩Xn is a totally geodesic complex
submanifold. Equivalently, the intersection of PXn with a projective subspace of
CPn is a totally geodesic complex submanifold.
It turns out that the intersection of PXn with a complex line L concides with the
exponential of a complex subspace of (complex) dimension 1 of the tangent plane at
any point of L ∩ PXn. As a result, any totally geodesic complex submanifold is in
fact the intersection of PXn with a complex projective subspace.
We remark that if 〈·, ·〉|W is not degenerate then W ∩ Xn is isometric to Xk,
where k=dimCW − 1.
(8) If L = P(W ) is a projective line in CPn, then L ∩ Q can contain either one point
(if L is tangent to Q) or two points (if the intersection is transverse). In the latter
case the restriction of the product 〈·, ·〉 to W admits two isotropic directions, and in
particular is not degenerate. In the former case there is only one isotropic direction
that in fact is contained in the orthogonal subspace of W . The product in this case
is degenerate and the restriction of the metric on L ∩Q is totally isotropic.
(9) We stress that there are totally geodesic submanifolds of Xn which are not complex
submanifolds. For instance, ifW is a real subspace such that 〈·, ·〉|W is real, then (7)
shows that W ∩Xn is totally geodesic. In particular if 〈·, ·〉|W is not degenerate real
bilinear form, thenW ∩Xn is a pseudo-Riemannian space-form of constant sectional
curvature −1.
(10) In the above example, the condition that 〈·, ·〉|W is real is essential.
For instance, let v1, v2 ∈ Cn+1 be such that 〈vi, vj〉0 = δij and define W =
SpanR(iv1,
√
iv2). Then, W ∩Xn has real dimension 1 and passes through iv1 ∈ Xn
where it is tangent to the vector
√
iv2. By Formula (7) it is clear that the geodesic
of Xn by
√
iv2 is not contained in W .
This example shows both that the intersection of Xn with a generic vector sub-
space of Cn+1 need not be totally geodesic and that smooth totally geodesic sub-
manifolds of Xn need not be planar.
2.3. X1 as CP1 endowed with a holomorphic quadratic differential. By regarding
X1 as {(z1, z2) ∈ C2 | z21 + z22 = −1} = {(i cos(z), i sin(z)) | z ∈ C}, one can define the map
F1 : X1
∼−→ C∗
(z1, z2) = (i cos(z), i sin(z)) 7→ z2 − iz1 = eiz
which is in fact a biholomorphism.
Denote with 〈·, ·〉 also the push-forward Riemannian holomorphic metric on C∗.
A straightforward calculation shows that the automorphisms of (C∗, 〈·, ·〉) correspond to
multiplications by a constant: indeed, for all
(
cos(α) − sin(α)
sin(α) cos(α)
)
∈ SO(2,C), α ∈ C, we
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have
F1
t
((
cos(α) − sin(α)
sin(α) cos(α)
)
·
(
i cos(z)
i sin(z)
))
= F1((i cos(z + α), i sin(z + α)) = e
iαeiz .
Using this isotropy, we can compute explicitly the holomorphic Riemannian metric. At
each point z ∈ C∗, we have
〈·, ·〉z = λ(z)dz2
for some holomorphic function λ : C∗ → C.
Invariance by constant multiplication implies λ(z) = λ(1)
z2
. In order to compute λ(1), set
the condition for which the vector F∗(0,i)
((
1
0
))
= −i ∈ TiC∗ has norm 1 to get λ(1) = 1:
we conclude that
〈·, ·〉 = dz
2
z2
.
In general, we can see X1 as CP1 \ {p1, p2} and the holomorphic Riemannian metric as
some holomorphic quadratic differential on CP1 with exactly two poles of order 2 in p1 and
p2.
Finally, a direct computation via F shows that geodesics in (C∗, 〈·, ·〉) are all of the form
t 7→ µ1etµ2 with µ1 ∈ C∗, µ2 ∈ C: the images correspond either to a circumference with
center 0, a straight ray connecting 0 and ∞ or a spiraling ray connecting 0 and ∞. As a
result, the geodesics for 〈·, ·〉 coincide with the geodesics for the flat structure |dz|2|z|2 induced
by the metric seen as a holomorphic quadratic differential.
i i
i
0 0 0
2.4. X2 as the space of geodesics of H
3. In order to get a useful description of X2,
we study PX2 ⊂ CP2 which corresponds to the complementary of the projective conic
∂PX2 = Q := {z21 + z22 + z23 = 0}.
Notice thatQ can be seen as the image of some adapted version of the Veronese embedding
v : CP1 → Q ⊂ CP2
(t1 : t2) 7→ (i(t21 + t22) : 2t1t2 : t21 − t22)
A straightforward computation shows that there exists an isomorphism
δ : PSL(2,C)→ SO(3,C) ⊂ PGL(3,C)
such that v is δ-equivariant with respect to the action of PSL(2,C) on CP1 and of PGL(3,C)
on CP2.
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We can therefore describe a holomorphic 2-sheeted covering, hence a universal covering,
of PX2 via the map
u : G := (CP1 × CP1) \∆→ PX2
(p, q) 7→ ℓv(p) ∩ ℓv(q)
(8)
where ℓv(x) denotes the tangent line to the quadric Q in the point v(x). The fact that u is
a 2-sheeted covering follows from the fact that Q is a conic, hence, for every fixed external
point, there are exactly two lines passing by that point and tangent to Q. Observe that u
is δ-equivariant, too.
A useful remark is that u(p, q) = [z] where z ∈ C3 is the vector - unique up to a scalar-
such that any representatives in C3 of v(p) and v(q) are orthogonal to z, namely u(p, q) =
[v(p) × v(q)].
By uniqueness of the universal cover, we conclude that X2 is biholomorphic to G =
CP1 ×CP1 \∆. Identifying oriented lines in H3 with the oriented couple of their endpoints
in ∂H3 ∼= CP1, one can see G as the space of maximal oriented unparametrized geodesics
of H3.
From now on, we see G as CP1 × CP1 \ ∆ endowed with the pull-back holomorphic
Riemannian metric through (8).
Let (U, z) be an affine chart for CP1, so (U × U \∆, z × z) is a holomorphic chart for G,
set z × z =: (z1, z2)
Proposition 2.11. The pull-back Riemannian holomorphic on G is locally described by
− 4
(z1 − z2)2 dz1dz2,
so G endowed with this Riemannian holomorphic metric is isometric to X2.
Moreover, Isom0(G) ∼= PSL(2,C) acting diagonally on G via Möbius maps and the
immersion
H
2 → G
z 7→ (z, z),
with H2 in the upper half-plane model, is an equivariant isometric embedding.
Proof. • Isotropic complex geodesics in G correspond to the factor components, i.e.
they are of the form (CP1 \ {p2})× {p2} and {p1} × (CP1 \ {p1}).
Indeed, the map (8) sends {p}× (CP1 \ {p}) into the projective line L(p) tangent
to Q at v(p) by Remark 2.10.8, we conclude that this line is totally isotropic.
• We fix an affine chart (U, z) for CP1 and we want to write the metric on the chart
(U × U \∆, z × z) for G. Denote z × z = (z1, z2).
Since the isotropic directions for 〈·, ·〉G are the factor components, the metric at
the point (1, 0) is of the form
〈·, ·〉1,0 = λ0dz1dz2
for some λ0 ∈ C∗.
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Since the metric is invariant by the action of PSL(2,C), consider for all (z1, z2) ∈
C× C \∆ the morphism ψ : w 7→ z2w + z1(1 − w) and use it to deduce that
〈·, ·〉(z1,z2) = ψ−1∗ 〈·, ·〉0,1 = λ0
1
(z1 − z2)2 dz1dz2.
• We show that for λ0 = −4 we have constant curvature −1. Emulating our proof
of the fact that X2 ⊂ C3 has constant curvature −1, it is sufficient to show that,
for this choice of λ0, there exists an isometric embedding H
2 → (G, 〈·, ·〉) which is
totally geodesic.
Consider the immersion
σ : H → G
z 7→ (z, z)
where H = {z ∈ C | Im(z) > 0} is the upper half plane.
For λ0 = −4, the pull-back metric on H is
λ0
1
−4(Im(z))2 dz · dz =
1
(Im(z))2
dzdz,
so σ is an isometric immersion of the hyperbolic plane H2.
Moreover, observe that σ(H) is the fixed locus of the involution (z, w) 7→ (w, z).
A direct computation shows that this involution is an isometry for the pseudo-
Riemannian metric given by Re
(
1
(z1−z2)2
dz1dz2
)
, hence it is an isomorphism for
the induced Levi-Civita connection which coincides with the one induced by 〈·, ·〉:
we conclude that σ is totally geodesic.

2.5. X3 as SL(2,C). We show that X3 is isometric (up to a scale) to the complex Lie group
SL(2,C) = {A ∈ Mat(2,C) | det(A) = 1} equipped with the holomorphic Riemannian
metric given by the Killing form, globally pushed forward from I2 equivalently by left or
right translation.
Consider onMat(2,C) the non-degenerate quadratic form given byM 7→ −det(M), which
corresponds to the complex bilinear form
〈M,N〉Mat2 =
1
2
(
tr(M ·N)− tr(M) · tr(N)
)
.
In the identification TMat(2,C) = Mat(2,C) ×Mat(2,C), this complex bilinear form in-
duces a holomorphic Riemannian metric on Mat(2,C).
Observe that the action of SL(2,C) × SL(2,C) on Mat(2,C) given by (A,B) · M :=
AMB−1 is by isometries, because it preserves the quadratic form.
Since all the non-degenerate complex bilinear forms on complex vector spaces of the same
dimension are isomorphic, there exists a linear isomorphism F : (C4, 〈·, ·〉0)→ (Mat(2,C), 〈·, ·〉Mat2 )
which is also an isometry of holomorphic Riemannian manifolds: such isometry F restricts
to an isometry between X3 and SL(2,C), where SL(2,C) is equipped with the submanifold
metric.
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For all A ∈ SL(2,C), TASL(2,C) = A · TI2SL(2,C) and
TI2SL(2,C) = sl(2,C) = {M ∈Mat(2,C) | tr(M) = 0}
can be endowed with the structure of complex Lie algebra associated to the complex Lie
group SL(2,C).
The induced metric on SL(2,C) at a point A is given by
〈AV,AW 〉A = 〈V,W 〉I2 = 〈V,W 〉Mat2 =
1
2
tr(V ·W ),
as a consequence we have 〈·, ·〉I2 = 18Kill where Kill is the Killing form of sl(2,C), which
is an Ad-invariant bilinear form (e.g see [3]) and 〈·, ·〉A is the symmetric form on TASL(2,C)
induced by pushing forward the Killing form equivalently by right or left translation by A.
We will often focus on PSL(2,C) = SL(2,C)upslope{±I2} ∼= PX3 too.
Proposition 2.12.
Isom0(SL(2,C)) ∼= SL(2,C)× SL(2,C)upslope{±(I2, I2)}
where the action of SL(2,C)× SL(2,C) is given by
SL(2,C)× SL(2,C)× SL(2,C)→ SL(2,C)
(A,B) · C := A C B−1
(9)
Proof. Since Isom0(X3) ∼= Isom0(C4, 〈·, ·〉0) ∼= SO(4,C), one has Isom0(SL(2,C)) ∼=
Isom0(Mat(2,C)) ∼= SO(4, C). Since, for all A,B ∈ SL(2,C), det(A M B−1) = det(M),
the action above preserves the quadratic form, hence it is by isometries. We therefore have a
homomorphism SL(2,C)×SL(2,C)→ Isom(SL(2,C)) whose kernel is {±(I2, I2)}. Finally,
since
dimC
(
SL(2,C)× SL(2,C)upslope{±(I2, I2)}
)
= 6 = dimCIsom(SL(2,C)),
we conclude that Isom0(SL(2,C)) ∼= SL(2,C)× SL(2,C)upslope{±(I2, I2)} 
2.5.1. The immersion G →֒ SL(2,C). There is a geometric description of an isometric em-
bedding of G into SL(2,C).
Observe that one example of isomorphism between (C4, 〈·, ·〉0) and (Mat(2,C), 〈·, ·〉Mat2)
is given by
F : C4 →Mat(2,C)
(z1, z2, z3, z4) 7→
(
−z1 − iz4 −z2 − iz3
−z2 + iz3 z1 − iz4
)
.
(10)
As we previously observed, it restricts to an isometry F : X3 → SL(2,C). By regarding X2
as {(z1, z2, z3, 0) ∈ X3}, F induces an isometry F : X2 → sl(2,C) ∩ SL(2,C). With respect
to the standard action of SL(2,C) on H3, it is simple to check that sl(2,C) ∩ SL(2,C)
corresponds exactly to orientation-preserving isometries of order 2, i.e. to rotations of angle
π around some axis in H3. We therefore have a 2-sheeted covering map
Axis : SL(2,C) ∩ sl(2,C)→ G∼ = (CP1×CP1\∆)/(x,y)∼(y,x)
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that sends each matrix to the Axis of the corresponding isometry in H3.
By uniqueness of the universal cover, Axis lifts to some diffeomorphism
A˜xis : SL(2,C) ∩ sl(2,C)→ G.
One can also explicitly check that the following diagram commutes:
X2 SL(2,C) ∩ sl(2,C) G∼
PX2 G
F
2:1
Axis
2:1
(8)
showing that Axis is a biholomorphism and that the holomorphic Riemannian metric on G
obtained by pushing-forward via A˜xis coincides with the one we had previously defined.
2.5.2. Orientation and cross product. Given a complex vector space V equipped with a non-
degenerate complex bilinear form, we will say that a vector V ∈ V is respectively spacelike,
isotropic, timelike if ‖V ‖2 is a real number and, respectively, positive, equal to zero, negative.
We also say that a real vector subspaceW ⊂ V is spacelike, isotropic, timelike respectively if
the Killing form restricted to W is real and positive-definite, degenerate, negative-definite.
We say that two vectors V1, V2 ∈ V are orthonormal if 〈Vi, Vj〉 = δij . An orthonormal
basis is a basis of pairwise orthonormal vectors.
Lemma 2.13. For all V,W ∈ sl(2,C),
‖[V,W ]‖2 = −4‖V ‖2‖W‖2 + 4〈V,W 〉2.
Moreover, if V,W are orthonormal, then (V,W, 12i [V,W ]) is an orthonormal basis with re-
spect to 〈·, ·〉.
Proof. Using Remark 2.4, Lemma 2.8 and the fact that the Killing form is ad-invariant, one
has
〈[V,W ], [V,W ]〉 = −〈W, [V, [V,W ]]〉 = −4〈W,R(V,W )V 〉 = −4‖V ‖2‖W‖2 + 4〈V,W 〉2

The previous lemma suggests the definition of a cross-product
× : sl(2,C)× sl(2,C)→ sl(2,C)
given by
V ×W := 1
2i
[V,W ].
Since PSL(2,C) acts on TI2SL(2,C) via the adjoint representation and the bracket of
sl(2,C) is ad-invariant, we observe that, for all Φ ∈ Stab0(I2) ∼= PSL(2,C), the image via
Φ of a basis (V,W, V ×W ) for TI2SL(2,C) is (Φ∗V,Φ∗W,Φ∗V × Φ∗W ).
As a result, defining a complex orientation ω0 for SL(2,C) so that ω0(V,W, V ×W ) = 1
for some orthonormal basis (V,W, V ×W ) ⊂ TI2SL(2,C), we can conclude that, for any
orthonormal frame (V ′,W ′, X ′), ω0(V
′,W ′, V ′ × W ′) = 1 if and only if X ′ = V ′ × W ′.
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We will call positive such bases. Isom0(SL(2,C)) acts transitively on the set of positive
orthonormal bases.
3. Immersed hypersurfaces in Xn+1
In this section we study the geometry of smooth immersions of the form
M → Xn+1
where M is a smooth manifold of (real) dimension n and Xn+1 is the Riemannian holomor-
phic space form of constant sectional curvature −1 and complex dimension n+ 1.
As an immersion between smooth manifolds, it has very high codimension. Nevertheless,
we can define a suitable class of immersions for which we can translate in this setting
some aspects of the classical theory of immersions of hypersurfaces. In order to do it, we
will introduce a new structure on manifolds that extends the notion of Riemannian metric:
complex valued metrics.
We will use X, Y, Z to denote elements (and sections) of TM andX,Y, Z to denote elements
(and sections) of the complexified tangent bundle CTM := TM ⊕ iTM = C⊗R TM whose
elements can be seen as complex derivations of germs of complex-valued functions.
Let M be a smooth manifold of (real) dimension m and σ : M → Xn+1, with n+ 1 ≥ m,
be a smooth immersion. Since Xn+1 is a complex manifold, the differential map σ∗ extends
by C-linearity to a map
σ∗ : CTM → TXn
X = X + iY 7→ σ∗(X) + Jσ∗(Y) =: σ∗(X).
Now, consider the C−bilinear pull-back form σ∗〈·, ·〉 on CTM defined by
σ∗〈·, ·〉p : CTpM × CTpM → C
(X,Y ) 7→ 〈σ∗X,σ∗Y 〉.
σ∗〈·, ·〉p is C-bilinear and symmetric since 〈·, ·〉σ(p) is C-bilinear and symmetric.
Definition 3.1. • A complex (valued) metric g on M is a non-degenerate smooth
section of the bundle Sym(CT ∗M ⊗CT ∗M), i.e. it is a smooth choice at each point
p ∈M of a non-degenerate symmetric complex bilinear form
gp : CTpM × CTpM → C.
• A smooth immersion σ : M → Xn+1 is admissible if g = σ∗〈·, ·〉 is a complex valued
metric for M , i.e. if σ∗〈·, ·〉p is non-degenerate.
• If g is a complex metric on M , an immersion σ : (M, g) → Xn+1 is isometric if
σ∗〈·, ·〉 = g.
Remark 3.2. If σ is an admissible immersion, then σ∗p : CTpM → Tσ(p)Xn+1 is injective.
Indeed, if σ∗p(X) = 0 then clearly σ
∗〈X, ·〉 ≡ 0, hence X = 0.
In particular, every admissible immersion is a topological immersion.
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3.1. Levi-Civita connection and curvature for complex metrics. Let M be a man-
ifold of dimension m and g be a complex valued metric on CTM . Recall that for sections
X,Y of CTM we have a well-posed Lie bracket [X,Y ] which coincides with the C-bilinear
extension of the usual Lie bracket for vector fields.
Definition 3.3. Define a connection on CTM as the C-linear application
∇ : Γ(CTM)→ Γ(HomC(CTM,CTM))
α 7→ ∇α( : X 7→ ∇Xα)
such that, for all f ∈ C∞(M,C), ∇X(fα) = f∇Xα+X(f)α.
In a similar way as in classical Riemannian geometry, a complex valued metric g induces
a canonical choice of a linear connection on CTM .
Proposition 3.4. For every complex valued metric g onM , there exists a unique connection
∇ on CTM , that we will call Levi-Civita connection, such that for all X,Y ∈ Γ(CTM) the
following conditions stand:
d(g(X,Y )) = g(∇X,Y ) + g(X,∇Y ) (∇ is compatible with the metric);
[X,Y ] = ∇XY −∇YX (∇ is torsion free).
Observe that if g is obtained as a C-bilinear extension of some (pseudo-)Riemannian
metric, then the induced Levi-Civita connection is the complex extension of the Levi-Civita
connection for the (pseudo-)Riemannian metric on M .
We can also define the (0, 4)-type and the (1, 3)-type curvature tensors for g defined by
R(X,Y, Z, T ) := −g(R(X,Y )Z, T ) = −g
(
∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, T
)
with X,Y, Z, T ∈ Γ(CTS). The curvature tensor is C-multilinear and has all of the standard
symmetries of the curvature tensors induced by Riemannian metrics.
Finally, for avery complex plane SpanC(X,Y ) ∈ CTpM such that g|SpanC(X,Y ) is non-
degenerate, we can define the sectional curvature K(X,Y ) := K(SpanC(X,Y )) as
K(X,Y ) =
−g(R(X,Y )X,Y )
g(X,X)g(Y, Y )− g(X,Y )2 (11)
where the definition of K(X,Y ) is independent from the choice of the basis {X,Y } for
SpanC(X,Y ).
It is simple to check, via the Gram-Schmidt algorithm, that in a neighbourhood of any
point p ∈ M it is possible to construct a local g−orthonormal frame (Xj)mj=1 on M . We
show it explicitly.
Fix a orthonormal basis (Wj(p))
m
j=1 for CTpM and locally extend, in a neighbourhood of
p, each Wj(p) to a complex vector field Wj . Up to shrinking the neighbourhood in order to
ON IMMERSIONS OF SURFACES INTO SL(2,C) AND GEOMETRIC CONSEQUENCES 21
make the definition well-posed, define by iteration the local vector fields Yj by
Yj :=Wj −
j−1∑
k=1
g(Wj , Yk)
g(Yk, Yk)
Yk
which are such that Yj(p) =Wj(p) and by construction the Yj ’s are pairwise orthogonal. Fi-
nally, up to shrinking the neighbourhood again, the vectors Xj =
Yj√
g(Yj ,Yj)
(defined for any
local choice of the square root) determine a local g-orthonormal frame around p. Similarly,
every set of orthonormal vector fields can be extended to a orthonormal frame.
Let (Xj)
m
j=1 be a local orthonormal frame for g, with Xj ∈ CTM . Let (θj)mj=1 be the
correspondent coframe, θi ∈ CT ∗M , defined by θi = g(Xi, ·).
We can define the Levi-Civita connection forms θij for the frame (Xi)i by
∇Xi =
∑
h
θhi ⊗Xh.
or, equivalently, by the equationsdθi = −
∑
j θ
i
j ∧ θj
θij = −θji
.
3.2. Extrinsic geometry of hypersurfaces in Xn+1. From now on, assume dim(M) = n.
Let σ : M → Xn+1 be an admissible immersion and g = σ∗〈·, ·〉 be the induced complex
metric. Denote withD be the Levi-Civita connection onXn+1 and with∇ be the Levi-Civita
connection for g. We want to adapt the usual extrinsic theory for immersed hypersurfaces
to our setting.
Define the pull-back vector bundle Λ = σ∗(TXn+1) → M , which is a complex vector
bundle and is endowed on each fiber with the pull-back complex bilinear form.
If U is an open subset of M over which σ restricts to an embedding, then Λ|U ∼=
TXn+1|σ(U).
Observe that Λ has a structure of complex vector bundle defined by iσ∗(v) := σ∗(Jv) for
all v ∈ TXn+1. Each fiber can also be equipped with the pull-back complex bilinear form
that we will still denote with 〈·, ·〉.
Since the map σ∗ : CTM → Xn+1 is injective, CTM can be seen canonically as a complex
sub-bundle of Λ via the correspondence
CTM →֒ Λ
X 7→ σ∗(σ∗X),
Moreover, the complex bilinear form on Λ corresponds to the one on CTM when restricted
to it, since σ is an isometric immersion.
We pull back the Levi-Civita connectionD of TXn+1 in order to get a R-linear connection
∇ on Λ,
∇ = σ∗D : Γ(Λ)→ Γ
(
HomR(TM,Λ)
)
= Γ
(
HomC(CTM,Λ)
)
.
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Observe that ∇ is completely defined by the Leibniz rule and by the condition
∇X σ∗ξ := σ∗
(
Dσ∗X ξ
)
∀ξ ∈ Γ(TXn+1), X ∈ Γ(TM).
By C-linearity, we can see ∇ as a map
∇ : Γ(Λ)→ Γ
(
HomC(CTM,Λ)
)
.
by defining
∇X1+iX2 ξˆ := ∇X1 ξˆ + i∇X2 ξˆ.
Via the canonical immersion of bundles CTM →֒ Λ, it makes sense to consider the vector
field ∇XY with X,Y ∈ Γ(CTM).
Since DJ = 0 on Xn+1, for all X ∈ Γ(TM) and Y ∈ Γ(CTM) we have that
∇X(iσ∗(ξ)) = σ∗
(
Dσ∗X(Jξ)
)
= σ∗
(
Dσ∗XJ ξ
)
=
= σ∗
(
JDσ∗X ξ
)
= i∇Xσ∗ξ.
We can conclude that ∇ is C-bilinear.
We observed that CTM is a sub-bundle of Λ over which the restriction of the complex
bilinear form of Λ is non-degenerate. Hence, we can consider the normal bundle N = CTM⊥
over M defined as the orthogonal complement of CTM in Λ. N is a rank-1 complex bundle
on M .
For all local fields X,Y ∈ Γ(CTM) we can define II(X,Y ) as the component in N of
∇XY .
Proposition 3.5. For all X,Y ∈ Γ(CTM), the component in CTM of∇XY is∇XY , where
∇ is the Levi-Civita connection on M . In other words:
∇XY = ∇XY + II(X,Y ).
Moreover, II is a symmetric, C-bilinear tensor.
Proof. By C-linearity of ∇ and ∇, it is enough to prove it for X,Y ∈ Γ(TM). The proof
just follows the standard proof in the Riemannian case: defining AXY := ∇XY − II(X,Y ),
one can show that A is a connection on CTM , that it is torsion free and compatible with
the metric, hence A = ∇. 
For all p ∈ M , consider on a suitable neighbourhood Up ⊂ M a norm-1 section ν of N :
we call such ν a local normal vector field for σ.
A local normal vector field fixed, we can locally define the second fundamental form of
the immersion σ as the tensor
II := 〈II, ν〉 = 〈∇, ν〉.
Since there are two opposite choices for the section ν, II is defined up to a sign.
We define the shape operator Ψ associated to the immersion σ : M → Xn+1 as the tensor
Ψ ∈ Γ
(
Sym(CT ∗M ⊗C CTM)
)
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such that, ∀p ∈M and ∀X, Y ∈ TpM , g(Ψ(X), Y) = −〈II(X, Y), ν〉 = −II(X, Y). As II is defined
up to a sign, Ψ is defined up to a sign as well.
We will say that σ is totally geodesic if and only if II ≡ 0, i.e. Ψ ≡ 0.
Remark 3.6. Recall that the curvature tensor of ∇ is the pull-back of the curvature tensor
D. That is:
R(X, Y)Z = σ∗
(
RD(σ∗X, σ∗Y)σ∗Z
)
Hence,
g(R(X, Y)Y, X) = 〈R(σ∗X, σ∗Y)σ∗Y, σ∗X〉
= −(g(X, X)2g(Y, Y)2 − g(X, Y)2).
Proposition 3.7. Let ν be an normal vector field and let Ψ be the corresponding shape
operator. Then,
Ψ = ∇ν
Proof. For all X ∈ Γ(TM) and Y ∈ Γ(CTM),
g(Ψ(X), Y ) = −II(X, Y ) = −〈∇XY, ν〉 =
= 〈Y,∇Xν〉 − d(〈Y, ν〉)(X) =
= 〈Y,∇Xν〉.
Moreover,
〈∇Xν, ν〉 = 1
2
d(〈ν, ν〉)(X) = 0.
Hence, ∇Xν ∈ CTM and Ψ(X) = ∇Xν. The proof follows by C-linearity. 
3.3. Gauss and Codazzi equations. Consider the exterior covariant derivative d∇ asso-
ciated to the Levi-Civita connection ∇ on CTM , namely
(d∇Ψ)(X,Y ) = ∇X(Ψ(Y ))−∇Y (Ψ(X))−Ψ([X,Y ])
for all X,Y ∈ Γ(CTM).
Fix a local orthonormal frame (Xi)
n
i=i with coframe (θ
i)ni=1. We can see the shape oper-
ator Ψ in coordinates:
Ψ =: Ψij · θj ⊗Xi =: Ψi ⊗Xi,
where Ψij ∈ C∞(U,C), with Ψij = Ψji , and Ψi ∈ Ω1(CTM). Notice that
II(Xi, ·) = −〈Ψ(Xi), ·〉 = −〈ΨjiXj , ·〉 = −Ψjiθj = −Ψijθj = −Ψi (12)
We are ready to state the first part of an adapted version of Gauss-Codazzi Theorem.
Theorem 3.8 (Gauss-Codazzi, first part). Let σ : Mn → Xn+1 be an admissible immersion
and g = σ∗〈·, ·〉 be the induced complex metric.
Let ∇ be the Levi-Civita connection on M , RM the curvature tensor of g and Ψ the
shape operator associated to σ.
Fix a g-orthonormal frame (Xi)i with corresponding coframe (θ
i)i.
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Then the following equations hold:
1)d∇Ψ ≡ 0 (Codazzi equation); (13)
2)RM (Xi, Xj, ·, ·)−Ψi ∧Ψj = −θi ∧ θj (Gauss equation). (14)
Proof. In a neighbourhood U of a point p ∈ M , fix a local normal vector field ν. Let
Z ∈ Γ(CTU), let X(p), Y(p) ∈ TpM and let X, Y ∈ Γ(TU) be local extensions of X(p) and Y(p)
such that [X, Y] = 0 (such extensions can be constructed through a local chart).
By definition,
∇YZ = ∇YZ + II(Z, Y),
hence, by second derivation,
∇X∇YZ = ∇X∇YZ +∇X(II(Z, Y)ν) =
= ∇X∇YZ + II(X,∇YZ)ν +∇X(II(Z, Y˜)ν) =
= ∇X∇YZ + II(X,∇YZ) + d(II(Z, Y))(X)ν + II(Z, Y)∇Xν =
= ∇X∇YZ + II(Z, Y)Ψ(X) +
(
II(X,∇YZ) + d(II(Z, Y))(X)
)
ν.
We compute R(X, Y)Z. Since [X, Y] = 0, we have
R(X, Y)Z =RM (X, Y)Z − g(Ψ(Y), Z)Ψ(X) + g(Ψ(X), Z)Ψ(Y)+
+
(
II(X,∇YZ)− d(II(Z, X))(Y)− II(Y,∇XZ) + d(II(Z, Y))(X)
)
ν =
=RM (X, Y)Z − g(Ψ(Y), Z)Ψ(X) + g(Ψ(X), Z)Ψ(Y)+
+
(
(∇YII)(Z, X)− (∇XII)(Z, Y) + II(∇XY−∇YX, Z)
)
ν =
=RM (X, Y)Z − g(Ψ(Y), Z)Ψ(X) + g(Ψ(X), Z)Ψ(Y) +
(
(∇YII)(Z, X)− (∇XII)(Z, Y)
)
ν.
Recall that R(X, Y)Z = σ∗
(
RD(σ∗X, σ∗Y)σ∗Z
)
.
Also recall that by Lemma 2.8, for all V1, V2, V3 ∈ TzXn+1
RD(V1, V2)V3 ∈ SpanC(V1, V2)
thus 〈R(X, Y)Z, ν〉 = 0.
As a result, we have the equalities
(a) : (∇XII)(Z, Y)− (∇YII)(Z, X) = 0;
(b) : R(X, Y)Z = RM (X, Y)Z − g(Ψ(Y), Z)Ψ(X) + g(Ψ(X), Z)Ψ(Y).
We deduce (13) from (a) and (14) from (b).
By manipulation of (a), we get:
(∇YII)(Z, X)− (∇XII)(Z, Y) =− d(g(Ψ(X), Z))(Y) + g(∇YZ,Ψ(X)) + g(Z,Ψ(∇YX))+
+ d(g(Ψ(Y), Z))(X)− g(∇XZ,Ψ(Y))− g(Z,Ψ(∇XY)) =
=g(Z,∇XΨ(Y))− g(Z,∇YΨ(X)) =
=g(Z, d∇Ψ(X, Y))
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Since this holds for all Z in Γ(CTM), d∇Ψ(X, Y) = 0 for all X, Y ∈ TpM , hence d∇Ψ = 0.
In order to prove (14), observe that by C-linearity (b) is equivalent to
b′ : R(X,Y )Z = RM (X,Y )Z − g(Ψ(Y ), Z)Ψ(X) + g(Ψ(X), Z)Ψ(Y )
for all X,Y, Z ∈ Γ(CTM).
Recalling Lemma 2.8 and equation (12), in the orthonormal frame we have
R(Xi, Xj , Xk, Xh) =R
M (Xi, Xj , Xk, Xh)+
+ g(Ψ(Xi), Xh)g(Ψ(Xj), Xk)− g(Ψ(Xj), Xh)g(Ψ(Xi), Xk) =⇒
−(g(Xi, Xk)g(Xj , Xh)−g(Xi, Xh)g(Xj , Xk)) = RM (Xi, Xj , Xk, Xh)+(Ψi∧Ψj)(Xh, Xk) =⇒
−θi ∧ θj = RM (Xi, Xj, ·, ·)−Ψi ∧Ψj .
The proof follows.

For n = 2, the Gauss equation (14) can be written in an simpler way. Fixed an or-
thonormal frame {X1, X2} on the surface M , the curvature tensor R is completely deter-
mined by its value R(X1, X2, X1, X2) which is the curvature of M . Similarly, Ψ
1 ∧ Ψ2 =
(Ψ11Ψ
2
2 −Ψ21Ψ12)θ1 ∧ θ2 = det(Ψ)θ1 ∧ θ2. Therefore, equation (14) is equivalent to
Gauss equation for surfaces in PSL(2,C): K − det(Ψ) = −1 (15)
4. Integration of Gauss-Codazzi equations and immersion data
The main aim of this section is to show that the converse of Theorem 3.8 is also true for
simply connected manifolds, in the way explained in the following theorem.
Theorem 4.1 (Gauss-Codazzi, second part). LetM be a smooth simply connected manifold
of dimension n. Consider a complex metric g on M with induced Levi-Civita connection ∇,
and a g-symmetric bundle-isomorphism Ψ: CTM → CTM .
Assume g and Ψ satisfy
1)d∇Ψ ≡ 0;
2)R(Xi, Xj, ·, ·)−Ψi ∧Ψj = −θi ∧ θj
for every local g-frame (Xi)
n
i=1 with corresponding coframe (θ
i)ni=1 and with Ψ = Ψ
i ⊗Xi.
Then, there exists an isometric immersion σ : (M, g)→ Xn+1 with shape operator Ψ.
Such σ is unique up to post-composition with an element in Isom0(Xn+1) ∼= SO(n+ 2,C).
More precisely, if σ′ is another isometric immersion with the same shape operator, there
exists a unique φ ∈ Isom0(Xn+1) such that σ′(x) = φ · σ(x) for all x ∈M
We state the case of surfaces in SL(2,C) as a corollary.
Corollary 4.2. Let S be a smooth simply connected surface. Consider a complex metric
g on S, with induced Levi-Civita connection ∇, and a g-symmetric bundle-isomorphism
Ψ: CTS → CTS.
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Assume g and Ψ satisfy
1)d∇Ψ ≡ 0; (16)
2)K = −1 + det(Ψ). (17)
Then, there exists an isometric immersion σ : S → SL(2,C) whose corresponding shape
operator is Ψ.
Moreover, such σ is unique up to post-composition with elements in Isom0(SL(2,C)) =
P(SL(2,C)× SL(2,C)).
Let G be a Lie group. Recall that the Maurer-Cartan form of G is the 1−form ωG ∈
Ω1(G,Lie(G)) defined by
(ωG)g(g˙) = (L
−1
g )∗(g˙),
hence it is invariant by left translations. Moreover, it is completely characterized by the
differential equation
dωG + [ωG, ωG] = 0.
The proofs of both existence and uniqueness of Theorem 4.1 are based on the following
result on Lie groups.
Lemma 4.3. Let M be a simply connected manifold and G be a Lie group.
Let ω ∈ Ω1(M,Lie(G)).
Then
dω + [ω, ω] = 0 (18)
if and only if there exists a smooth Φ: M → G such that ω = Φ∗ωG, where ωG denotes the
Maurer-Cartan form of G.
Moreover, such Φ is unique up to post-composition with some Lg, g ∈ G.
A proof of Lemma 4.3 follows by constructing a suitable Cartan connection - depending
on ω - on the trivial principal bundle πM : M ×G→ M so that its curvature being zero is
equivalent to condition (18). In Section 5 we will prove Proposition 5.5 which can be seen
as a more general version of Lemma 4.3.
Lemma 4.3 provides a remarkable one-to-one correspondence between immersions M →
SO(n+ 2,C) up to translations and elements in Ω1(M, o(n+ 2,C)) satisfying (18).
4.1. Proof of Theorem 4.1. We start the proof of Theorem 4.1 providing a way, which will
turn out to be very useful for our pourposes, to construct (local) immersions into SO(n+2,C)
from immersions into Xn+1.
Let dim(M) = n and let σ : (M, g) → Xn+1 be an isometric immersion with shape
operator Ψ.
Let (Xi)
n
i=1 be a local orthonormal frame for CTM on some open subset U ⊂ M and
ν be a normal vector field for the immersion σ. Recalling that Xn+1 ⊂ Cn+2, notice that
(σ∗(X1), . . . σ∗(Xn), σ∗ν(x),−iσ(x)) is an orthonormal basis for Cn+2. Up to switching ν
with −ν, we can assume that this basis of Cn+2 lies in the same SO(n+ 2,C)-orbit as the
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canonical basis (v01, . . . , v
0
n+2) of C
n+2. Recall that we defined
e =

0
. . .
0
i
 = iv0n+2 ∈ Xn+1.
Given an immersion σ : U → Xn+1, we construct the smooth map
Φ: U → SO(n+ 2,C)
defined, for all x ∈ U , by
Φ(x)(vi) = σ∗x(Xi) i = 1, . . . n
Φ(x)(vn+1) = σ∗x(ν),
Φ(x)(vn+2) = −iΦ(x)(e) = −iσ(x)
(19)
We denote by α, β, γ indices in {1, . . . , n+ 2} and by i, j, k, h indices in {1, . . . , n}
Let ωG be the Maurer-Cartan form for SO(n+2,C) and define ωΦ := Φ∗ωG ∈ Ω1(CTU, o(n+
2,C)), where we consider the canonical identification o(n+ 2,C) = Skew(n+ 2,C).
By definition of the Maurer-Cartan form, ωΦ satisfies
ωΦ(x)(X) = (L
−1
Φ(x))∗ ◦ Φ∗x(X) = Φ(x)−1 ·
(
Φ∗x(X)
)
We are now able to prove the following.
Proposition 4.4 (Uniqueness in Theorem 4.1). Let M be a connected smooth manifold of
dimension n. Let σ, σ′ : M → Xn+1 be two admissible immersions of a hypersurface with
the same induced complex metric g = σ∗〈·, ·〉 = (σ′)∗〈·, ·〉 and the same shape operator Ψ.
Then, there exists a unique φ ∈ Isom0(Xn+1) such that σ′(x) = φ · σ(x) for all x ∈M .
Proof. We first prove that φ is unique. Assume φ1◦σ = φ2◦σ for some φ1, φ2 ∈ SO(n+2,C),
then, for any x ∈ U , φ−12 ◦φ1 coincides with the identity on SpanC(σ(x), σ∗(TxM)) ⊂ Cn+2
which is a complex vector subspace of dimension n+ 1, so φ1 = φ2.
We now prove that φ exists. Observe that it is enough to show that the statement holds
for any open subset of M that admits a global g-orthonormal frame, then the thesis follows
by the uniqueness of φ and by the fact that M is connected. We therefore assume in the
proof that M admits a global ortonormal frame without loss of generality.
Consider an isometric immersion σ : M → Xn+1 with immersion data (g,Ψ), fix a g-frame
(Xi)i construct the lifting Φ: M → Isom0(Xn+1) as in (19).
In order to prove the statement, it is enough to show that the form ωΦ depends on σ
only through g and Ψ. Indeed, assume that σ and σ′ are two isometric immersions with the
same immersion data (g,Ψ): the induced maps Φ,Φ′ : M 7→ G = SO(n + 2,C) would be
such that Φ∗ωG = (Φ
′)∗ωG, hence, by Lemma 4.3, there exists φ ∈ SO(n + 2,C) such that
Φ′(x) = φ · Φ(x) for all x ∈M , hence σ′(x) = φ · σ(x).
28 FRANCESCO BONSANTE AND CHRISTIAN EL EMAM
For α = 1, . . . , n+ 2, define
Φα(x) := Φ(x)v
0
α.
Notice that iΦα ∈ Xn+1 for all α and that Φβ(x) ∈ TiΦα(x)Xn+1 for all α 6= β. In particular,
for β 6= n+ 2, Φβ can be seen as a vector field on Xn+1 along σ(U).
As usual, denote with θij be the Levi-Civita connection forms for (Xi)
n
i=1, so ∇Xi =
θji ⊗Xj . Also recall the notation Ψ = Ψi ⊗Xi.
For all x ∈ U and Y ∈ TxU ,
Φ(x)ωΦ(Y)v
0
α = Φ∗x(Y)v
0
α =
(
Φ(·)v0α
)
∗x
(Y) = (Φα)∗x(Y).
In particular,
ωΦ(Y) · v0n+2 = (Φ(x))−1(Φ(·)v0n+2)∗(Y) = −i(Φ(x))−1σ∗(Y) =
=
n∑
k=1
−i〈Y, Xk〉
(
(Φ(x))−1σ∗(Xk)
)
=
n∑
k=1
−i〈Y, Xk〉v0k =
n∑
k=1
−iθk(Y)v0k
We now compute ωΦ · v0j with j = 1, . . . , n. Recall that the Levi-Civita connection on
Xn+1 ⊂ Cn+2 is the tangent component of the standard differentiation on Cn+2 to deduce
that
Φ(x)ωΦ(Y)v
0
j = (Φj)∗x(Y) =
∂Φj
∂Y
= σ∗x(∇YΦj) + 〈(Φj)∗Y,Φn+2〉Φn+2 =
= σ∗(∇YXj) + II(Y, Xj)σ∗(ν) − 〈Φj , (Φn+2)∗Y〉Φn+2 =
=
∑
k
θkj (Y)Φk + II(Y, Xj)Φn+1 + i〈Φj , σ∗(Y)〉Φn+2.
As a result,
ωΦ(Y)v
0
j = θ
k
j v
0
k + II(Y, Xj)v
0
n+1 + i〈Xj, Y〉v0n+2 =
= θkj v
0
k −Ψj(Y)v0n+1 + iθj(Y)v0n+2.
We therefore have a complete description of ωΦ ∈ Γ(CTM, o(n+2,C)) = Skew(n,Γ(CTM))
in terms of g (and of the induced connection ∇) and Ψ only:
ωΦ =

Θ
−Ψ1 −iθ1
. . . . . .
−Ψn −iθn
Ψ1 . . . Ψn
iθ1 . . . iθn
0 0
0 0

where Θ = (θij)i,j . The proof follows.

Corollary 4.5. Let σ, σ′ : (Mn, g) → Xn+1 be two isometric immersions with the same
shape operator Ψ. Assume σ(x) = σ′(x) and σ∗x = σ
′
∗x, then σ ≡ σ′.
ON IMMERSIONS OF SURFACES INTO SL(2,C) AND GEOMETRIC CONSEQUENCES 29
Proof. By Proposition 4.4, there exists φ ∈ SO(n + 2,C) such that φ ◦ σ = σ′. Since there
exists at most one matrix in SO(n + 2,C) sending n + 1 given vectors in Cn+2 into other
n+ 1 given vectors, we have dσ(x)φ = id, hence φ = id. 
We are finally able to prove existence.
Proof of Existence in Theorem 4.1. We prove the statement in two steps.
Step 1. Assume M = U is such that there exists a globally defined g-orthonormal frame
(Xi)
n
i=1 in CTU with dual frame (θ
i)i.
Our aim is to construct a suitable form ω ∈ Ω1(U, o(n+ 2,C)) satisfying (18) in order to
be able to apply Lemma 4.3.
Let Θ = (θij) be the skew-symmetric matrix of the Levi-Civita connection forms for (Xi)i
and recall the notation Ψ = Ψi ⊗Xi = Ψij · θj ⊗Xi.. Also define
Ψ :=

Ψ1
Ψ2
. . .
Ψn
 and θ :=

θ1
θ2
. . .
θn
 .
The proof in Proposition 4.4 suggests to define ω as
ω =

Θ
−Ψ1 −iθ1
. . . . . .
−Ψn −iθn
Ψ1 . . . Ψn
iθ1 . . . iθn
0 0
0 0

We want to prove that dω + ω ∧ ω = 0.
By the explicit computation, we get that
dω + ω ∧ ω =
dΘ+Θ ∧Θ−Ψ ∧
t Ψ+ θ ∧t θ −dΨ−Θ ∧Ψ −idθ − iΘ ∧ θ
dΨ+Θ ∧Ψ 0 −itΨ ∧ θ
itdθ + itθ ∧Θ −itθ ∧Ψ 0

We now observe the following.
• By definition of the Levi-Civita connection forms,
dθj + θij ∧ θj = 0,
hence dθ +Θ ∧ θ = 0.
• Since Ψ is symmetric, we have
tΨ ∧ θ =
∑
j,k
Ψjkθ
j ∧ θk = 0.
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• Expanding d∇Ψ, one gets
g
(
(d∇Ψ)(Xi, Xj), Xh
)
=
(∇Xi(Ψk(Xj)Xk), Xh)−
− (∇XjΨk(Xi)Xk, Xh)−Ψh([Xi, Xj ]) =
=Xi(Ψ
h(Xj)) + Ψ
k(Xj)θ
h
k (Xi)−
−Xj(Ψh(Xi))−Ψk(Xi)θhk (Xj)−Ψh([Xi, Xj ]) =
=(dΨh)(Xi, Xj) + (Θ ∧Ψ)(h)(Xi, Xj).
which leads to the standard formula
d∇Ψ = dΨ+Θ ∧Ψ,
(see also [12]). Thus, by Codazzi equation,
dΨ+Θ ∧Ψ = 0
• By a straightforward computation
dθij +
∑
t
θik ∧ θkj = R(Xi, Xj, ·, ·).
Now use equation (16) to get
dθij +
∑
k
θik ∧ θkj − ψi ∧ ψj + θi ∧ θj = 0
for all i, j = 1, . . . , n, i.e.
dΘ+Θ ∧Θ−Ψ ∧t Ψ+ θ ∧t θ = 0.
We can finally conclude that dω + ω ∧ ω = 0.
By Lemma 4.3 there exists Φ: U → SO(n+2,C) such that ω = ωΦ = Φ∗ωG where ωG is
the Maurer-Cartan form of SO(n+ 2,C).
Define σ : M → Xn+1 as σ(x) := Φ(x) · e = iΦ(x)v0n+2.
Observe that
σ∗x(Xj) = i
(
Φ(·)v0n+2
)
∗
(Xj) = iΦ∗x(Xj)v
0
n+2 =
= iΦ(x)ω(Xj)v
0
(n+2) = θ
k(Xj)Φ(x)v
0
k = Φ(x)v
0
j .
We conclude that σ is an immersion at every point and that it is an isometric immersion
since its differential sends an orthonormal basis into orthonormal vectors.
Observe that this construction is in fact inverse to construction (19).
Step 2. We extend the result for simply connected manifoldM with immersion data (g,Ψ).
We will say that an open subset of M is immersible if it admits an isometric immersion into
Xn+1.
Fix a point x ∈ M and an immersible open neighbourhood U0 of x and an isometric
immersion σ0 : U0 → Xn+1. In fact, one can just fix the germ of an immersion.
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For all y ∈M , let α : [0, 1]→M be a simple path connecting x to y. Consider a collection
of open subsets {Ui}mi=0 of Xn+1 with the property of being a good cover for α([0, 1]), i.e.
such that:
_ α([0, 1]) ⊂ ⋃mi=0 Ui;
_ Ui is immersible for all i;
_ α−1(Ui) is a connected interval;
_ Ui ∩Uj ∩α([0, 1]) 6= ∅ iff |i− j| ≤ 1 and Ui ∩Uj is either empty or connected for all
i, j.
By Corollary 4.5, we can construct a unique family {σi}mi=0 such that σi : Ui → Xn+1 is
an isometric immersion and σi|Ui∩Ui−1 = σi−1|Ui∩Ui−1 for all i = 1, . . .m.
We prove that the germ of σm around q does not depend on the choice of the good cover for
α. Let {U ′j}mj=0, with U ′0 = U0, be another good cover for α with associated set of immersions
{σ′j}pj=0, with σ′0 = σ0. For all i ∈ {0, . . . ,m} and j ∈ {0, . . . , p}, Ui ∩U ′j ∩α([0, 1]) is either
empty or connected, since it is the image of a connected interval; we define Ci,j as the
connected component of Ui ∩ U ′j which intersects α([0, 1]).
By contradiction, assume (i0, j0) ∈ {0, . . . ,m}×{0, . . . , p} be such that Ui0∩U ′j0∩α(I) 6= ∅
and such that σi0 and σ
′
j0
do not coincide over Ci0,j0 ; also take (i0, j0) so that this does not
hold for any other couple (i, j) with i ≤ i0 and j ≤ j0. One can see that, for such (i0, j0),
either Ui0−1 ∩ Ui0 ∩ U ′j0 6= ∅ or U ′j0−1 ∩ Ui0 ∩ Uj0 6= ∅; assume the former without loss of
generality. Then, by minimality σi0−1 and σ
′
j0
coincide over Ci0−1,j0 , while by construction
σi0−1 and σi0 coincide over Ui0∩Ui0−1: as a result σi0 and σ′j0 coincide on Ci0,j0∩Ui0 ∩Ui0−1
which is nonempty, hence they coincide on Ci0,j0 , which is a contradiction.
Finally, we use the simply-connectedness of M to prove that the germ of σm over y does
not depend on the path α either. Indeed, any two paths from x to y are linked by some
homotopy H : [0, 1]× [0, 1]→M ; by compactness, it is clear that if {Ui}mi=0 is a good cover
for the path αt := H(t, ·), then there exists εt such that {Ui}i is a good cover for αs for
all |s − t| < ε; as a result, the function that assigns to each time t ∈ [0, 1] the germ of the
corresponding σtn in q constructed via αt is locally constant, hence constant.
We can therefore extend σ0 to an isometric immersion σ : M → Xn+1. 
Remark 4.6. _ By Theorem 4.1, every pseudo-Riemannian space form of constant
curvature −1 of dimension n admits an essentially unique isometric immersion into
Xn+1.
_ Let (M, g) be a manifold with a complex metric g and a symmetric (1, 1) form Ψ
such that (g,Ψ) satisfy the Gauss-Codazzi equation.
Consider its universal cover (M˜, g˜), over which π1(M) acts by isometries, and
the lifting Ψ˜ of Ψ, which is π1(S)-invariant; by the previous result, there exists an
isometric immersion
σ : (M˜, g˜)→ Xn+1
with shape operatore Ψ˜, unique up to an ambient isometry. It is now trivial to check
that σ is (π1(M), SO(n + 2,C))-equivariant. Indeed, for all α ∈ π1(M), σ ◦ α is a
new isometric embedding, hence there exists a unique ψ =: mon(α) ∈ SO(n+ 2,C)
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such that
σ ◦ α = mon(α) ◦ σ.
We will call such a pair (g,Ψ) immersion data for S.
4.2. Totally geodesic hypersurfaces in Xn+1. A particular case of immersions M →
Xn+1 is given by totally geodesic immersions, namely immersions with Ψ = 0. The study
of this case leads to several interesting results.
Lemma 4.7. If g is a complex metric on a smooth manifold M with constant sectional
curvature k ∈ C, then, for any X,Y, Z,W ∈ Γ(CTM),
R(X,Y, Z,W ) = k(〈X,Z〉〈Y,W 〉 − 〈Y, Z〉〈X,W 〉).
In particular, R(X,Y )Z ∈ SpanC(X,Y ).
Proof. The proof is exactly as in Lemma 2.8. 
Theorem 4.8. Let M be a smooth manifold of dimension n.
Then, g is a complex metric for M with constant sectional curvature −1 if and only if
there exists an isometric immersion
(M˜, g˜)→ Xn
which is unique up to post-composition with elements in Isom(Xn) and therefore is (π1(M), O(n+
1,C))-equivariant.
Proof. Let ι : Cn+1 →֒ Cn+2 be the immersion ι(z1, . . . zn+1) = (z1, . . . , zn+1, 0).
Assume there exists an isometric immersion σ : (M, g) → Xn, then σ = ι ◦ σ : (M, g) →
Xn+1 is another immersion and it has σ
∗vn+20 as a global normal vector field. The induced
shape operator is therefore
Ψ = ∇(σ∗vn+20 ) = 0.
By Gauss equation, this means that, for every local orthonormal frame (Xi)i, R(Xi, Xj , Xi, Xj) =
−1, i.e. (M, g) has constant sectional curvature −1.
Conversely, assume (M, g) has constant sectional curvature −1. Then, by taking Ψ ≡ 0,
the couple (g,Ψ) trivially satisfies the Codazzi equation and, by the previous lemma, we
have R(Xi, Xj , ·, ·) = −θ1 ∧ θj , so the Gauss equation holds as well. By Theorem 4.1, there
exists an isometric π1(M)-equivariant immersion σ : (M, g) → Xn+1. Let ν = σ∗ν0 be a
normal local vector field w.r.t. σ, with ν0(x) ∈ Tσ(x)Xn+1. As ν0 is unitary it turns out
that ν˙0 is orthogonal to ν0. On the other hand, differentiating 0 = 〈ν0(t), γ(t)〉 and using
that ν0 is orthogonal to γ˙, we deduce that ν˙0 is orthogonal to the vector γ(t). Thus ν˙0 is
contained in σ∗(CTM), and
ν˙0 = σ∗Ψ(γ˙) = 0.
We conclude that ν˙0(t) ≡ 0, hence ν0 is a constant vector and Im(σ) ⊂ ν⊥0 . Up to
composition with elements in SO(n+2,C), we can assume ν0 = (0, . . . , 0, 1), so Imσ ⊂ Xn.
Finally, an isometric immersion of (M˜, g˜) inXn is unique up to composition with elements
in SO(n+ 2,C) that stabilize Xn, namely up to elements in O(n,C). 
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An interesting case we are going to treat in Section 6 is the case n = 2. In this setting,
the previous theorem can be stated in the following way.
Proposition 4.9. Let (S, g) be a surface equipped with a complex metric, denote with
(S˜, g˜) the universal covering. Then:
• (S, g) has constant curvature −1 if and only if there exists an isometric immersion
σ = (f1, f2) : (S˜, g˜)→ G = (CP1 × CP1 \∆,− 4
(z1 − z2)2 dz1dz2)
which is (π1(S), Isom(G))-equivariant. In particular, g induces a monodromy map
mong : π1(S)→ PSL(2,C)× Z2
defined up to conjugation. Being σ admissible, the maps fj : S˜ → CP1 are such that
rk((fj)∗) ≥ 1.
• By composing with some affine chart (U × U \∆, z × z) of G, a complex metric g
with constant curvature −1 can be locally expressed as
g = − 4
(f1 − f2)2 df1df2.
• The maps f1, f2 are local diffeomorphisms if and only if no real vector X ∈ TS \ {0}
is isotropic for g = σ∗〈·, ·〉 = (f1, f2)∗〈·, ·〉.
Proof. We only need to prove the last part of the proposition. There exists X ∈ TxS such
that g(X, X) = 0 if and only if df1(X) · df2(X) = 0 for some v, which holds if and only if one
between f1 and f2 is not a local diffeomorphism. 
Example 1. The hyperbolic plane H2 in the upper half-plane model admits the isometric
immersion z 7→ (z, z) as described in section 2.
Consider the immersion of S2 given by
(f1, f2) : S
2 ≈ C→ G
z 7→ (z,−1
z
)
which in fact embeds S2 into the graph of the antipodal map. The pull-back metric is given
by
(f1, f2)
∗〈·, ·〉 = − 4
(1 + |z|2)2 dzdz
which coincides with the negative definite space form of curvature −1, namely −S2, the
sphere equipped with the opposite of the standard elliptic metric.
Another example is given by the universal cover of the Anti-de Sitter plane A˜dS2 which
is isometric to each of the two connected components of R× R \∆ ⊂ G.
4.3. Connections with immersions into pseudo-Riemannian space forms. For all
n, p ∈ N with n ≥ 2 and n ≥ p ≥ 0, denote with Hn−p,p the n-dimensional pseudo-
Riemannian space form of signature (n − p, p) and constant sectional curvature −1. One
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has:
Hn,0 ∼= Hn the hyperbolic space
Hn−1,1 ∼= A˜dSn the universal Anti-de Sitter space
H1,n−1 ∼= −d˜Sn the de Sitter space with opposite metric (d˜Sn = dSn for n ≥ 3)
H0,n ∼= −Sn the Riemannian sphere with opposite metric.
It is well known that Hn−p,p is isometric to the universal covering of
Qn−p,p = {(x1, . . . , xn+1) | x21 + · · ·+ x2n−p − x2n−p+1 − · · · − x2n+1 = −1} ⊂ Rn−p,p+1
where Rn−p,p+1 is the Minkowski space of signature (n− p, p+ 1).
By Theorem 4.8, one has a unique isometric immersion of Hn−p,p→ Xn up to composition
with ambient isometries. In fact, one can explicitly check that the embedding
Qn−p,p →֒ Xn+1 ⊂ Cn+1
(x1, . . . , xn+1) 7→ (x1, . . . , xn−p, ixn−p+1, . . . , ixn+1)
is isometric, so its lifting to the universal covering provides an isometric immersion of Hn−p,p
into Xn+1.
There exists a general theory of immersions of hypersurfaces into Hn−p,p, see for instance
[17]. One can define an immersion Mn−1 → Hn−p,p to be admissible if the pull-back metric
is a (non-degenerate) pseudo-Riemannian metric. By composition with the isometric immer-
sion ι : Hn−p,p → Xn, one can see immersions into Hn−p,p as immersions into Xn and the
extrinsic geometry of the latter extends the one of the former.
Indeed:
• The map ι∗ induces a canonical bundle inclusion of σ∗THn−p,p into σ¯∗TXn: indeed,
since SpanC(ι∗(TxHn−p,p)) = Tι(x)Xn, one has
σ∗THn−p,p ⊗R C ∼= σ¯∗TXn.
Since ι is isometric, the pull-back Levi-Civita connections coincide on σ∗THn−p,p.
• If σ¯∗〈·, ·〉 has signature (n− p− 1, p), then one can define a local normal vector field
ν as a local section of σ∗THn−p,p with 〈ν, ν〉 = 1; we denote this case as case a).
Conversely, if σ¯∗〈·, ·〉 has signature (n−p, p−1), then any local section of σ∗THn−p,p
orthogonal to TM is timelike, so one can define a local normal vector field ν as a
local section of σ∗THn−p,p with 〈ν, ν〉 = −1; denote this case as case b).
In case a), ν is also a normal vector field for σ¯ as we defined in section 3; in case
b), iν is norm-1 and is a normal vector field for σ¯.
• The exterior derivative of the local normal vector field defines a shape operator ψ,
which coincides in case a) with the shape operator Ψ induced by σ¯, while in case b)
one has Ψ = iψ.
• For immersions into Hn−p,p there exists a Bonnet theorem analogous to the one we
proved for immersions into Xn.
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Proposition 4.10. Let h be a pseudo-Riemannian metric on M with signature
(n − p − 1 + δ, p − δ) with δ ∈ {0, 1}. Let ψ : TM → TM be a h-self adjoint
(1, 1)-form. The data (h, ψ) satisfy
1)d∇hψ ≡ 0;
2)R(Xi, Xj , ·, ·)− (2δ − 1)ψi ∧ ψj = −θi ∧ θj
for every local h-frame (Xi)
n
i=1 with corresponding
coframe (θi)ni=1 and with ψ = ψ
i ⊗Xi.
if and only if there exists a π1(S)-equivariant isometric immersion σ : (M˜, h˜) →
Hn−p,p with shape operator ψ.
If σ : M → Hn−p,p is an admissible immersion with data (h, ψ), then ι ◦ σ : M →
Xn is an admissible immersion with immersion data (g,Ψ) = (h, (iδ + 1− δ)ψ). By
the other hand, the data (g,Ψ) uniquely determines the immersion of M˜ into Xn
up to ambient isometry. Since also ι is the unique isometric immersion of Hn,p−n
into Xn up to ambient isometry, one can conclude the following.
Theorem 4.11. Let M =Mn−1, (g,Ψ) be immersion data for a π1(M)-equivariant immer-
sion of M˜ into Xn. Assume that g is real, namely that g|TM is pseudo-Riemannian, and has
signature (n− 1− p, p), 0 ≤ p ≤ n− 1.
Then, if Ψ is real, i.e. if Ψ restricts to a bundle homomorphism Ψ: TM → TM , there
exists an isometric π1(S)-equivariant immersion σ : M˜ → Xn such that σ(M˜ ) ⊂ ι(Hn−p,p).
Similarly, if iΨ is real, then there exists an isometric π1(M)-equivariant immersion
σ : M˜ → Xn such that σ(M˜) ⊂ ι(Hn−p−1,p+1).
4.4. From immersions into H3 to immersions into G. Given σ : S˜ → H3 a π1(S)-
equivariant immersion with immersion data (h, ψ) and normal field ν, one can define the
immersion
σ : S˜ → G
where σ(x) is the oriented maximal geodesic of H3 tangent to ν(x). In the identification
G = CP1×CP1\∆, one has σ = (σ+∞, σ−∞) corresponding to the endpoints of the geodesic
rays starting at σ(x) with tangent directions respectively ν(x) and −ν(x).
The map σ is π1(S)-equivariant with the same monodromy as σ.
We want to prove the following formula for the pull-back metric for σ.
Proposition 4.12. Let J be the complex structure induced by h and inducing the same
orientation as ν. Under the notation above, the pull-back g = σ∗〈·, ·〉 of the metric is the
π1(S)-invariant complex bilinear form on CTS given by
g = h((id+ iJψ)·, (id+ iJψ)·) = h− h(ψ·, ψ·) + ih((ψJ − Jψ)·, ·)
which is non degenerate (i.e. a complex metric) in x if and only if Kh(x) 6= 0
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In order to prove the proposition, we regard σ as the composition of the normal section
ν : S˜ → T 1H3 with the natural projection Π : T 1H3 → G, whose fibers are the leaves of the
geodesic flow.
First of all let us recall that the tangent space T(p,v)(T
1H3) is naturally identified with
TpH
3 ⊕ v⊥, where v⊥ is the orthogonal space to v in TpH3. The identification works as
follows: given a path α : (−ǫ, ǫ) → T 1H3, which can be written as α(t) = (p(t), v(t)) with
v(t) being a unit vector field along the path p(t), the identification is given by
α˙(0) = (p˙(0),
Dv
dt
(0)).
Notice that, since v is unitary, by differentiating gH3(v(t), v(t)) = 1 one gets that the vector
Dv
dt
(0) is orthogonal to v, so the correspondence is well-posed.
This identification allows us to get a simple expression for the differential of the normal
section ν : S˜ → T 1H3.
Lemma 4.13. Up to the above identification, for any x ∈ S˜ and v ∈ TxS˜ we have
(dxν)(v) = (v, ψ(v)) .
Proof. The proof is trivial by definition of the shape operator. 
Lemma 4.14. Let us fix (p, v) ∈ T 1H3 and w1, w2 ∈ v⊥. Then
〈d(p,v)Π(w1, w2), d(p,v)Π(w1, w2)〉G = gH3(w1, w1)−gH3(w2, w2)+i(gH3(w1, v×w2)−gH3(w2, v×w1)),
where × is the vector product on TH3.
Proof. We consider the half-space model of H3 = C × R+. Set p = (0, 1) and, in the
identification TpH
3 = C× R, set v = (1, 0). As a result, v⊥ = SpanR((i, 0), (0, 1)) < TpH3,
we can canonically see ∂H3 = C and Π(p, v) is the geodesic with endpoints Π+(p, v) = 1 and
Π−(p, v) = −1. The tangent space T(1,−1)G can be trivially identified with T1C × T−1C ∼=
C× C.
Let us consider the following 1-parameter groups of isometries of H3
a(t) = exp(tX), b(t) = exp(itX),
c(t) = exp(tY ), d(t) = exp(itY ) .
where X,Y ∈ sl(2,C) are defined as X =
(
1/2 0
0 −1/2
)
, and Y =
(
0 −i/2
i/2 0
)
.
Notice that a(t) and c(t) are groups of hyperbolic transformations with axis respectively
(0,∞) and (i,−i). On the other hand, b(t) and d(t) are pure rotations around the corre-
sponding axes. We have chosen the normalization so that the translation lengths of a(t) and
c(t) equal t, and so that the rotation angle of b(t) and d(t) is t.
Observe that p lies on all the axes of a(t), b(t), c(t), d(t). It follows that t → a(t) · v is a
parallel vector field along the axis of a(t), so the derivative of a(t) · (p, v) corresponds under
the natural identification to the vector ((0, 1), (0, 0)). On the other hand, the variation of
the endpoints of the family of geodesics a(t) · (−1, 1) ∈ G is given by (−1, 1) ∈ T(−1,1)G.
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Using that the map Π is equivariant under the action of PSL(2,C), we conclude that
d(p,v)Π((0, 1), (0, 0)) = (−1, 1) .
In the same fashion, using c(t) we deduce that
d(p,v)Π((−i, 0), (0, 0)) = (−i,−i) .
On the other side, b(t)p = p for all t, therefore one can explcitly compute that
b(t) · v = dpb(t)v = cos tv + sin t(0, 1)× v ∈ TpH3.
It follows that the derivative at t = 0 of b(t)·(p, v) corresponds to ((0, 0), (i, 0)). We conclude
as above that
d(p,v)Π((0, 0), (i, 0)) = (−i, i)
and analogously for d(t) we get
d(p,v)Π((0, 0), (0, 1)) = (1, 1).
Finally, we can explcitly compute d(p,v)Π|v⊥ : v
⊥ ∼= iR× R+ → T(1,−1)G ∼= C× C:
dΠ((iα, β), (iγ, δ)) = ((δ − β) + i(α− γ), (δ + β) + i(α+ γ)).
Using the description of the metric as in Proposition 2.11, we get that
||dΠ((iα, β), (iγ, δ))||2 = −4 [(δ − β) + i(α− γ)][(δ + β) + i(α+ γ))]
(1− (−1))2 =
= α2 + β2 − γ2 − δ2 − 2i(αδ − βγ) =
= ||(iα, β)||2 − ||(iγ, δ))||+ 2igH3((iα, β), (1, 0)× (iγ, δ)))
and the thesis follows. 
Proof of Proposition 4.12. The proof follows directly by Lemmas 4.13 and 4.14.
If (X1, X2) is a h-orthonormal frame of eigenvectors for ψ, with corresponding eigenvalues
λ1 and λ2 respectively, the pull-back bilinear form via σ is described by
g ↔
(
1− λ21 i(λ1 − λ2)
i(λ1 − λ2) 1− λ22
)
whose determinant is (1 − λ1λ2)2: hence, by Gauss equation, g is a complex metric at x if
and only if Kh(x) 6= 0. 
5. On holomorphic dependence on the initial data
5.1. The main result. In this section we discuss holomorphic dependence on the immersion
data for immersions into Xn+1 and their monodromy.
Given a smooth manifoldM of dimension n and any point x ∈M , CTxM is a complex vec-
tor space and provides a natural complex structure to the manifolds CT ∗xM , Sym
2(CT ∗xM)
and End(CTxM) = CTxM ⊗ CT ∗xM .
Given a complex manifold Λ, we will say that a family of immersion data {(gλ, ψλ)}λ∈Λ
for π1(M)-equivariant immersions of M˜ into Xn+1 is holomorphic if, for all x ∈ M , the
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maps
Λ→ Sym2(CT ∗xM)
λ 7→ gλ(x)
and
Λ→ End(CTxM)
λ 7→ ψλ(x)
are both holomorphic. We remark that this definition does not require any holomorphic
structure on M .
This section is devoted to the proof of the following theorem.
Theorem 5.1. Let Λ be a complex manifold and M be a smooth manifold of dimension n.
Let {(gλ,Ψλ)}λ∈Λ be a holomorphic family of immersion data for π1(M)-equivariant
immersions M˜ → Xn+1. Then there exists a smooth map
σ : Λ× M˜ → Xn+1
such that, for all λ ∈ Λ and x ∈M :
• σλ := σ(λ, ·) : M˜ → Xn+1 is an admissible immersion with immersion data (gλ,Ψλ);
• σ(·, x) : Λ→ Xn+1 is holomorphic.
Moreover, defined the character variety
X (π1(M), SO(n+ 2,C) = Hom
(
π1(S), PSL(2,C)
)
//PSL(2,C),
the monodromy map
Λ→ X (π1(M), SO(n+ 2,C))
λ 7→ mon(σλ)
is holomorphic.
Example 2. Let h be a hyperbolic metric on a closed surface S and let b : TS → TS be
a h-self-adjoint (1,1)-form such that d∇hb = 0 and det(b) = 1; one may choose for instance
b = id. Then, the family {(gz, ψz)}z∈C defined bygz = cosh
2(z)h˜;
ψz = − tanh(z)˜b
is a holomorphic family of π1(S)-equivariant immersion data for constant curvature immer-
sions S˜ → SL(2,C), with Kgz = − 1cosh(z)2 . Observe that z ∈ R corresponds to an immersion
data into H3, while z ∈ iR corresponds to an immersion data into AdS3.
By Theorem 5.1, there exists a family of immersions σz : S˜ → SL(2,C) with data (gz, ψz)
whose monodromy is a holomorphic function in z.
5.2. An application: the complex landslide is holomorphic. We postpone the proof
of Theorem 5.1 to Sections 5.3 and 5.4.
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In this section, we would like to provide a direct application of Theorem 5.1: we show an
alternative proof for the fact that the holonomy of the complex landslide, defined in [2], is
holomorphic.
We briefly recall some basic notions on projective structures, the notions of landslide,
smooth grafting and complex landslide. One can use as main references [4] and [2].
Let S be an oriented closed surface of genus g ≥ 2.
Denote the character variety into PSL(2,C) by
X (S) := Hom(π1(S), PSL(2,C)) // PSL(2,C).
We recall that a (complex) projective structure on S is a (PSL(2,C),CP1)-structure on
S. A projective structure induces a complex structure and an orientation, we will stick to
projective structures compatible with the orientation on S. As a (PSL(2,C),CP1)-structure,
a projective structure is determined by a (π1(S), PSL(2,C))-equivariant developing map
S˜ → CP1, which is unique up to post-composition with elements in PSL(2,C). We therefore
define
P˜(S) := {projective structures on S} =
=
(f, ρ)
∣∣∣∣ ρ : π1(S)→ PSL(2,C),
f : S˜ → CP1 ρ-equiv. orientation-preserving local diffeo
upslopePSL(2,C)
P(S) := P˜(S)upslopeDiff0(S)
Equip the set of pairs {(f, ρ)} with the compact-open topology, and P˜(S) and P(S) with
the quotient topology. The space P(S) is a topological manifold and one can define on
it a smooth and complex structures - compatible with the topology - via the Schwarzian
parametrization (e.g. see [4]).
Also define the holonomy map
H˜ol : P˜(S)→ X (S),
which passes to the quotient to a map
Hol : P(S)→ X (S).
Theorem 5.2. (Hejhal [10], Hubbard [11], Earle [8]) The holonomy map Hol is a local
biholomorphism.
Let é(S) be the Teichmüller space of S.
In [2], the authors define two smooth functions satisfying several interesting properties:
the Landslide map
L : é(S)×é(S)× R→ é(S)×é(S)
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and the Smooth Grafting map
SGr : é(S)×é(S)× R+ → P(S)
which turn out to have several interesting geometric properties and are related respectively
to the earthquake map and to the grafting map.
There are several equivalent definitions of L and SGr, we mention the ones most fitted
to our pourposes.
Let h be a hyperbolic metric. As a consequence of some works by Schoen [20] and
Labourie [14], it has been proved that the map
b : TS → TS
bundle isomorphism
such that:
∣∣∣∣∣
h-self adjoint,
d∇hb = 0,
det(b) = 1
 ∼−→ é(S)
b 7→ [h(b·, b·)]
is well-posed and bijective. We will denote the tensors in the domain as h-regular.
• Given ([h], [h(b·, b·)]) ∈ é(S) × é(S) with b h-regular, define for all t ∈ R the
operator βt = cos(
t
2 )id + sin(
t
2 )Jb where J is the complex structure induced by h.
The landslide map is defined as
L([h], [h(b·, b·)], t) =
([
h
(
βt ·, βt ·
)]
,
[
h
(
βt+pi ·, βt+pi ·
)])
• Given ([h], [h(b·, b·)]) ∈ é(S)×é(S), the data (h, b) satisfy Gauss-Codazzi equations
for H3 and so does the data
(hs, bs) := (cosh
2(
s
2
)h, tanh(
s
2
)b)
for all s ∈ R. As a result, for all s there exists a unique π1(S)-equivariant isometric
immersion
σs : (S˜, h˜s)→ H3
with shape operator bs (here the notation is σ
∗(DH
3
)−∇hs = IIσsνs = −hs(bs·, ·)νs,
where II is the second fundamental form of σs and νs is the normal vector field).
The tensor bs having positive determinant for all s 6= 0, σs is convex for all s 6= 0
and the normal is oriented towards the concave side for s > 0. As a result, for s > 0
the map σs induces a local diffeomorphism
σs,+∞ : S˜ → ∂H3 ∼= CP1
defined by σs,+∞(x) being the endpoint of the geodesic ray starting at σ(x) with
tangent direction ν(x). The map σs,+∞ is equivariant inducing the same monodromy
into PSL(2,C) as σs, thus it defines a projective structure on S. The smooth grafting
is defined by
Sgr([h], [h(b·, b·)], s) = [σs,+∞].
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In the same article, for every hyperbolic metric h and h-regular tensor b, they define
Ph,b : H → P(S) (20)
z = t+ is 7→ Sgr
(
L
(
[h], [h(b·, b·)],−t
)
, s
)
(21)
where H ⊂ C is the upper half-plane.
Theorem 5.3 (Bonsante - Mondello - Schlenker). Ph,b is holomorphic.
The argument for the proof in [2] uses analytic methods. Here we provide an alternative
proof using Theorem 5.1 and Proposition 4.12.
Theorem 5.4. The holonomy of the projective structure Ph,b(z) is equal to the monodromy
of the complex metric
gz = h
(
(cos(z)id− sin(z)Jb) ·, (cos(z)id− sin(z)Jb) ·
)
which has constant curvature −1.
As a consequence of Theorem 5.1 and Theorem 5.2, Ph,b is holomorphic.
Proof of Theorem 5.4. Let z = t+ is and recall Ph,b(z) = Sgr
(
L
(
[h], [h(b·, b·)],−t
)
, s
)
.
Defining h¯x := h
(
βx ·, βx ·
)
for all x ∈ R, one has
L
(
[h], [h(b·, b·)],−t
)
=
(
[h¯−t], [h¯−t+pi]
)
.
It is easy to convince oneself that
h¯−t+pi = h¯−t(βtbβ−t·, βtbβ−t·) =: h¯−t(b¯−t, b¯−t)
and that the complex structure induced by h¯−t is
J¯−t = βtJβ−t.
In order to compute the monodromy of Sgr([h¯−t], [h¯−t+pi], s), consider the immersion into
H3 with immersion data (cosh2(s)h¯−t, tanh(s)b¯−t) and apply Proposition 4.12 to conclude
that it has the same monodromy as the metric
cosh2(s)h¯−t
(
(id+ i tanh(s)J¯−tb¯−t)·, (id+ i tanh(s)J¯−tb¯−t) ·
)
=
=h¯−t
(
(cosh(s)id+ i sinh(s)βtJbβ−t)·, (cosh(s)id+ i sinh(s)βtJbβ−t) ·
)
=
=h
((
(cos(is)id− sin(is)Jb) ◦ β−t)·, ((cos(is)id− i sinh(s)Jb) ◦ β−t) ·) =
=h
(
(cos(is)id− sin(is)Jb)(cos(t)id− sin(t)Jb)·, (cos(is)id− sin(is)Jb)(cos(t)id− sin(t)Jb) ·
)
=
=h
(
(cos(z)− sin(z)Jb)·, (cos(z)− sin(z)Jb) ·
)
= gz
where in the last passage we used - as one can check explicitly - that JbJb = −id.
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By construction, (gz, 0) is an immersion data for an immersion into G for all z.
Clearly, for any X,Y ∈ Γ(TS),
gz(X,Y ) = cos
2(z)h(X,X)− sin2(z)h(bX, bY )− sin z cos z(h(X, JbY ) + h(JbX, Y ))
is holomorphic in z. By Theorem 5.1, the monodromy of gz, hence the holonomy of Ph,b, is
holomorphic in z; by Theorem 5.2, the projective structure Ph,b(z) depends on z holomor-
phicly. 
5.3. Some Lie Theory lemmas. We start the proof of Theorem 5.1.
A great part of the proof of this result is a matter of integrating a distribution on a
manifold. We start from a technical result which extends Lemma 4.3.
Proposition 5.5. Let M and Λ be two simply connected manifolds, G a Lie group with
Lie algebra g.
Consider a smooth family of forms {ωλ}λ∈Λ ⊂ Ω1(M, g), namely a smooth map Λ →
Ω1(M, g).
The following are equivalent:
• for all λ ∈ Λ
dωλ + [ωλ, ωλ] = 0; (22)
• there exists a smooth map Φ: Λ ×M → G such that, for all λ ∈ Λ,
(Φ(λ, ·))∗ωG = ωλ, (23)
where ωG is the Maurer-Cartan form of G.
Moreover, both Φ and Φ′ satisfy equation (23) if and only if
Φ′(λ, x) = ψ(λ) · Φ(λ, x)
for some smooth ψ : Λ→ G.
In other words, for every fixed x0 ∈ M , smooth ψ0 : Λ → G and for every smooth
collection of g-valued 1-forms {ωλ}λ∈Λ, there exists a unique Φ: Λ×M → G such that ωλ = Φ(λ, ·)∗ωGΦ(λ, x0) = ψ0(λ)
For Λ = {pt} one has Lemma 4.3.
Proof. It is clear by the differential equation of the Maurer-Cartan form that the second
statement implies the first one. We prove the opposite implication.
Endow the trivial bundles πΛ×M : Λ×M ×G→ Λ×M and πM : M ×G→M with the
natural left action of G given by left translations on the last component.
On the tangent bundle of Λ×M ×G, let D = {D(λ,x,g)}(λ,x,g) be the distribution
D(λ,x,g) = {(λ˙, x˙, g˙) ∈ T(λ,x,g)(Λ×M ×G) | ωλ(x˙) = ωG(g˙)} = T(λ,x,g)Λ⊕D0(λ,x,g).
where
D0(λ,x,g) = {(0, x˙, g˙) ∈ T(λ,x,g)Λ×M ×G | ωλ(x˙) = ωG(g˙)}.
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Both D and D0 are invariant under the left action of G because the Maurer-Cartan form
on G is left invariant.
Step 1. The distribution D0 is integrable.
For all λ ∈ Λ, consider on M ×G the g-valued form
ω˜λ = π
∗
GωG − π∗Mωλ ∈ Ω1(M ×G, g).
If ιλ : M ×G→ Λ×M ×G is the inclusion (x, g) 7→ (λ, x, g), then
D0 =
⋃
λ∈Λ
(ιλ)∗
(
Ker(ω˜λ)
)
.
For all X,Y ∈ Γ(Ker(ω˜λ)), one has
dω˜λ(X,Y ) = X(ω˜λ(Y ))− Y (ω˜λ(X))− ω˜λ([X,Y ]) = −ω˜λ([X,Y ]),
therefore
dω˜λ(X,Y ) = dωG(πG∗X,πG∗Y )− dωλ(πM ∗X,πM ∗Y ) =
= −[ωG(πG∗X), ωG(πG∗Y )] + [ωλ(πM ∗X), ωλ(πM ∗Y )] =
= −[ωG(πG∗X), ωG(πG∗Y )] + [ωG(πG∗X), ωG(πG∗Y )] = 0
so [X,Y ] ∈ Ker(ω˜λ): by Frobenius Theorem, the distribution Ker(ω˜λ) is integrable,
call Fλ the integral foliation. As a result, D0 is integrable with integral foliation⋃
λ∈Λ
ιλ(Fλ).
Step 2. The distribution D is integrable.
Recall that D = TΛ ⊕ D0 and that D0 is integrable. Then, clearly, for all
X1, Y1 ∈ Γ(TΛ) and X2, Y2 ∈ Γ(D0),
[(X1, X2), (Y1, Y2)] = ([X1, Y1], [X2, Y2]) ∈ Γ(TΛ)⊕ Γ(D0) = Γ(D)
and the integrability ofD follows by Frobenius Theorem. Denote with F the integral
foliation.
Step 3 Each leaf of F projects diffeomorphically onto Λ×M .
Since the distribution D on Λ ×M × G is invariant by the left action of G, G
has a well-posed left action on the foliation, namely, given a maximal leaf Σ passing
by the point (λ0, x0, g0), Lg(Σ) = g · Σ is the maximal leaf passing by the point
(λ0, x0, gg0).
Since ωG(g˙) = 0 if and only if g˙ = 0, the fibers of πΛ×M are transverse to the
distribution D, hence transverse to any maximal leaf of F . As a result, for each leaf
Σ ∈ F , the projection map (πΛ×M )|Σ : Σ→ Λ×M is a local diffeomorphism.
We show that it is also a proper map. Assume {(λn, xn, gn)}n ⊂ Σ is a sequence
such that (λn, xn) ∈ Λ×M converges to some (x, λ) in Λ×M , then, for any choice
of g¯ ∈ G, the maximal leaf Σˆ passing by (λ, x, g¯) projects via a local diffeomorphism
to Λ×M : so, definetely for n, there exists gˆ such that (λn, xn, gˆgn) ∈ Σ′, therefore
Σ = gˆ−1Σˆ and the sequence (λn, xn, gn) ∈ Σ converges in Σ to (λ, x, gˆ−1g¯).
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Since (πΛ×M )|Σ : Σ→ Λ×M is a local diffeomorphism and a proper map, it is a
covering map, hence a diffeomorphism because M is simply connected.
For any fixed leaf Σ ∈ F , one can finally conclude that the map
Φ = πG ◦ (πΛ×M )−1|Σ : Λ×M → G
is smooth and such that Σ = Graph(Φ), therefore
F = {g ·Σ}g∈G = {g ·Graph(Φ)}g∈G = {Graph(Lg ◦ Φ)}g∈G.
As a result, for all (λ˙, x˙) ∈ T(λ,x)Λ×M , one has that
ωλ(x˙) = ωG(Φ∗(λ˙, x˙)),
in particular,
ωλ(x˙) = ωG(Φ∗(0, x˙)) = ωG(Φ(λ, ·)∗(x˙)).
We prove uniqueness.
Assume Φ1,Φ2 : Λ×M → G both satisfy
(Φ1(λ, ·))∗ωG = (Φ2(λ, ·))∗ωλ
for all λ ∈ Λ, i.e.
ωλ(x˙) = ωG((Φ1(λ, ·))∗x˙) = ωG((Φ2(λ, ·))∗x˙).
Then, the graphs of Φ1(λ, ·) and Φ2(λ, ·) are both integral manifolds for the distribution D0.
As a result, since D0 is left invariant, for each λ ∈ Λ there exists ψ(λ) ∈ G such that
Φ2(λ, x) = ψ(λ) ·Φ1(λ, x)
for all x ∈M . A posteriori, ψ is smooth. 
With the same notations as in the previous theorem, let {ωλ}λ∈Λ ⊂ Ω1(M, g) be a smooth
family of g-valued 1-forms, fix x0 ∈M and let e ∈ G be the unity. Let Φ: Λ×M → G such
that  ωλ = Φ(λ, ·)∗ωGΦ(λ, x0) = e . (24)
for all λ.
Denote Φλ = Φ(λ, ·) : M → G.
The following technical Lemma will be useful to compute the derivatives of Φ with respect
to the parameter λ.
Lemma 5.6. With the above notation, assume (24) holds. Let λ0 ∈ Λ and λ˙ ∈ Tλ0Λ.
The Cauchy problem  f∗(·) = Ad(Φλ0 ) ◦ ∂λ˙
(
ω(·)) : TM → g
f(x0) = 0
(25)
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with unknown quantity f : M → g has
f(x) = ∂λ˙
(
Φ(λ, x) · (Φ(λ0, x))−1
)
as unique solution.
Proof. Assume f1 and f2 are both solutions to (25), then (f1 − f2)∗ = 0, hence f1 − f2 is a
constant, and f1(x0) = f2(x0), hence f1 ≡ f2. This proves uniqueness.
Define ξ : Λ×M → G as
ξ(λ, x) = ξλ(x) = Φ(λ, x)(Φ(λ0 , x))
−1. (26)
In particular, ξ(λ0, ·) = ξ(·, x0) ≡ e.
We need to prove that ∂λ˙ξ : M → g satisfies (25). Clearly, ∂λ˙ξ(x0) = 0.
Differentiating
Φλ(x) = ξλ(x) ·Φλ0(x).
one gets
(Φλ)∗x = (Lξ(λ,x))∗ ◦ (Φλ0)∗x + (RΦλ0 (x))∗ ◦ (ξλ)∗x.
Recalling that ωG is left-invariant, the ωλ’s satisfy
ωλ − ωλ0 = Φ∗λ(ωG)− ωλ0 = Φ∗λ0(ωG) + (ξλ)∗
(
Ad(Φλ0 (x)
−1)(ωG)
)
− ωλ0 =
= Φ∗λ0(ωG) +Ad(Φλ0 (x)
−1)
(
(ξλ)
∗(ωG)
)
− ωλ0 =
= Ad(Φλ0(x)
−1)
(
(ξλ)
∗(ωG)
)
.
(27)
We will deduce the first equation of (25) with f = ∂λ˙ξ by differentiating equation (27).
Extend ξ to
Ξ: Λ×M ×G→M ×G
(λ, x, g) 7→ (x, g · ξ(λ, x)),
so that Ξ(λ, ·, ·) can be seen as a family of diffeomorphisms of M ×G depending on λ.
Clearly (λ, x, e) = (x, ξλ(x)) and
∂λ˙Ξ ∈ Γ(T (M ×G))
satifies
(∂λ˙Ξ)(x,g) = (0, (Lg)∗(∂λ˙ξ)x),
hence, defining ω˜ := π∗G(ωG),
ω˜(∂λ˙Ξ) = ∂λ˙ξ .
Differentiating equation (27) and evaluating in the direction λ˙ one gets
∂λ˙ω = Ad
(
(Φλ0 (x))
−1
)(
j∗e (L∂λ˙Ξ ω˜)
)
(28)
where je : M → M × G is the immersion je(x) = (x, e) and ω˜ := π∗G(ωG) is a g-valued
1-form on M ×G, πG being the projection πG : M ×G→ G.
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Recalling the properties of the Lie derivative with respect to differentiation and contrac-
tion, for all x˙ ∈ TM ,
j∗e
(L∂λ˙Ξω˜)(x˙) = (L∂λ˙Ξ ω˜)(x˙, 0) =
= dω˜(∂λ˙Ξ, (x˙, 0)) + d
(
ω˜(∂λ˙Ξ)
)
((x˙, 0)) =
= dωG(∂λ˙ξ, 0) + (d ∂λ˙ξ)(x˙) =
= (∂λ˙ξ)∗(x˙).
From the last equation and (28), the thesis follows. 
5.4. Proof of Theorem 5.1. We are now able to discuss the holomorphic dependence on
the immersion data for immersions into Xn+1.
Proof of Theorem 5.1. We prove that for all (λ0, x0) ∈ Λ ×M there exists an open neigh-
bourhood U × V and a σ : U × V → Xn+1 as in the statement of Theorem 5.1 and that, for
any other σ′ satisfying the thesis like σ, σ′(λ, x) = φ(λ) ◦ σ(λ, x) with φ : U 7→ Isom(Xn)
holomorphic. Then, since M × Λ is simply connected, the proof of the Theorem follows by
the standard analytic continuation method as in the proof of Theorem 4.1.
Choose the neighbourhood U × V so that there exists on V a gλ0 -orthonormal frame
(X1, . . .Xn) and the Gram-Schmidt algorithm applies on U × V to this frame in order to
have for all λ ∈ U a gλ-orthonormal frame (e1;λ, . . . , en;λ) on V in the form
ei;λ(x) =
∑
j
T ji (λ, x)Xj(x)
where
T = (T ji )i,j : U × V →Mat(n,C)
is such that T (·, x) is holomorphic for all x ∈ V . Define {θiλ}i as the dual coframe. Both
the ei;λ’s and the θ
i
λ’s are holomorphic in λ.
We recall the steps in the construction of the immersions from the immersion data, as we
showed in section 4, and show the holomorphic dependence is preserved at each step.
• From (gλ,Ψλ), locally construct the form ωλ ∈ Ω1(V, o(n+ 2,C))
ωλ =

Θλ
−Ψ1λ −iθ1λ
. . . . . .
−Ψnλ −iθnλ
Ψ1λ . . . Ψ
n
λ
iθ1λ . . . iθ
n
λ
0 0
0 0

where (θiλ)
n
i=1 is the dual of (ei,λ)
n
i=1, Θλ = (θ
i
j,λ)
n
i,j=1 is the matrix of the Levi-Civita
connection forms w.r.t. the θiλ’s and Ψλ = Ψ
i
λ ⊗ ei,λ.
Let us show that the map λ 7→ ωλ is holomorphic in λ. One can easily check in
coordinate charts that the dθiλ’s are holomorphic in λ; defining
dθi =: αij,k;λθ
j ∧ θk,
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the coefficients αij,k;λ’s are holomorphic in λ, hence after checking that
θik;λ := −αij,k;λθj
one concludes that Θλ is holomorphic in λ; finally, the Ψ
i
λ’s are holomorphic in λ
since Ψλ = Ψ
i
λ ⊗ ei;λ.
• Up to shrinking U and V , assume they are simply connected. By Proposition 5.5,
there exists a smooth map Φ: U × V → SO(n + 2,C) such that Φ(·, x0) ≡ e and
Φ(λ, ·)∗ωG = ωλ where ωG is the Maurer-Cartan form of G.
We prove that Φ is holomorphic w.r.t. λ.
Define ξ as in Equation (26). For all λ˙ ∈ Tλ0Λ, using Lemma 5.6 and the fact
that the ωλ’s vary in a holomorphic way in λ, one has
d(∂iλ˙ξ) = Ad(Φλ0) ◦ ∂iλ˙ω = Ad(Φλ0) ◦
(
i∂λ˙ω
)
= id(∂λ˙ξ).
As a result, both ∂iλ˙ξ and i∂λ˙ξ solve the Cauchy problem (25) for iλ˙, hence they
coincide.
By (26), one has that for all x ∈ V and λ ∈ U
(∂iλ˙Φ)(λ0, x) = (LΦ(λ0,x))∗((∂iλ˙ξ)(λ0, x)) = (LΦ(λ0,x))∗(i(∂λ˙ξ)(λ0, x)) =
= i(∂λ˙Φ)(λ0, x).
• By the proof of Theorem 4.1, defining the map
σ : U × V → Xn+1
by
σ(λ, x) = Φ(λ, x) · e,
one has that σ(λ, ·) : V → Xn+1 is an immersion with immersion data (gλ,Ψλ).
Finally, σ is holomorphic w.r.t. λ since Φ is.
• By Theorem 4.1, if σ′ satisfies the statement of Theorem 5.1 like σ, then σ′(λ, x) =
φ(λ) · σ(λ, x) for a unique function φ : U → Isom0(Xn) ∼= SO(n+ 2,C).
We prove that φ is holomorphic.
Fix x ∈ V and a basis X1, . . . , Xn ∈ TxV . Then, the functions M,M ′ : U →
GL(n+ 2,C) defined by
M(λ) =
(
σ(λ, ·)∗(X1) . . . σ(λ, ·)∗(Xn) νσ(λ,·)(x) σ(x)
)
and
M ′(λ) =
(
σ′(λ, ·)∗(X1) . . . σ′(λ, ·)∗(Xn) νσ′(λ,·)(x) σ′(x)
)
are holomorphic with respect to λ: this is an elementary consequence of the assump-
tions on σ and σ′ and of the fact that vector fields on U and on V commute with
each other when seen as vector fields on U ×V . By definition of φ and by the chain
rule, φ(λ) =M ′(λ)(M(λ))−1, hence φ is holomorphic.
By the analytic continuation argument mentioned above, one gets the existence of a global
equivariant σ : M × Λ→ Xn+1 as in the statement.
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It is now simple to check that the monodromy of σ(λ, ·) is holomorphic with respect to
λ. Indeed, for all γ ∈ π1(M), the map
monγ : Λ→ SO(n+ 2,C)
is defined by
σ(λ, γ(x)) = monγ(λ) ◦ σ(λ, x) :
since both σ and σ ◦ γ satisfy the conditions in the statement of the theorem for the data
(g,Ψ), by the previous step monγ is holomorphic in λ.
Similarly as in the previous step, the map monγ(λ) is uniquely defined by the image of
the point σ(λ, x) and by the image of vectors of the form σ(λ, ·)∗x(Xi) where (X1, . . . , Xn)
is a basis for TxM : this way one gets a description of monγ(λ) ∈ SO(n+ 2,C) 
6. A Gauss-Bonnet Theorem and a Uniformization Theorem for complex
metrics
6.1. Positive complex metrics. In this section we suggest an intrinsic study of complex
metrics on surfaces. To this aim, we will introduce a natural generalization of the concept of
complex structure for surfaces and we will present a uniformization theorem in this setting.
Given a surface S, the natural inclusion TS →֒ CTS factors to a bundle inclusion
PR(TS) PC(CTS)
S
.
Fiberwise, for every x ∈ S, PR(TxS) is mapped homeomorphicly into a circle in PC(CTxS)
whose complementary is the disjoint union of two open discs. The conjugation map on CTS
descends to a bundle isomorphism on PC(CTS) that fixes PR(TS) and that swaps the two
discs fiberwise.
Definition 6.1. A bicomplex structure on a surface S is a tensor J ∈ Γ(CT ∗S⊗CTS) such
that
• J2 = J ◦ J = −idCTS ; as a result, J is diagonalizable with eigenvalues ±i and
eigenspaces Vi(J), V−i(J) with complex dimension 1.
• for all x ∈ S, the eigenspaces Vi(Jx) and V−i(Jx) of Jx have trivial intersection
with TxS and are such that the points PC(Vi(Jx)) and PC(V−i(Jx)) lie in different
connected components of PC(CTxS) \ PC(TxS).
Remark 6.2. Clearly complex structures extend to bicomplex structures. Observe that a
bicomplex structure J is not a complex structure for S in general, since it may not restrict
to a section of TS ⊗ T ∗S. In other words, J(X) 6= J(X) in general.
Nevertheless, J induces two complex structures J1, J2 defined by the conditions
Vi(J) = Vi(J2) = V−i(J2) and V−i(J) = V−i(J1) = Vi(J1)
which totally characterize J1 and J2.
ON IMMERSIONS OF SURFACES INTO SL(2,C) AND GEOMETRIC CONSEQUENCES 49
Also observe that J1 and J2 induce the same orientation. Indeed, representing the set of
complex structures on S as C(S) ⊔ C(S), the map
C(S) ⊔ C(S)→ PC(CTxS) \ PR(TxS)
J0 7→ PC(Vi(J0)x)
induces a bijection between the connected components.
As a result, every bicomplex structure induces an orientation. An orientation of S fixed,
denote with BC(S) the set of orientation-consistent bicomplex strucures. With the notations
above, we therefore have a bijection
BC(S)
∼−→ C(S)× C(S)
J 7→ (J1, J2).
(29)
Endow BC(S) with the pull-back topology for which, in particular, it is connected.
Definition 6.3. Let g be a complex metric on S.
• Denote the set of isotropic vectors of g as
ll(g) := {v ∈ CTS | g(v, v) = 0} \ {0S}
and define ll(gx) := ll(g) ∩ CTxS. Notice that ll(gx) is the union of two complex
lines with trivial intersection.
• A positive complex metric on a surface S is a complex metric g such that the two
points PC(ll(gx)) lie in different connected components of PC(CTxS) \PC(TxS).
• Denote with CM+(S) the space of positive complex metrics on S with the usual
C∞-topology for spaces of sections.
Proposition 6.4. Let g be a positive complex metric on a surface S.
1) For all x ∈ S there exist exactly two opposite endomorphisms Jx,−Jx ∈ End(CTS)
such that gx(Jx·,Jx·) = gx(·, ·),J2x = −idx . (30)
The two solutions Jx,−Jx depend smoothly on x and on gx.
2) For all x0 ∈ S, there exists a local neighbourhood U = U(x0) over which J =
{Jx}x∈U and −J = {−Jx}x∈U define two bicomplex structures and
ll(gx) = Vi(Jx) ∪ V−i(Jx).
We will say that J and −J are (locally) compatible with g.
3) If J is compatible with g and J ≡ (J1, J2) in correspondence (29), then locally
g = fdw1 · dw2
where f is a C-valued smooth function and w1, w2 are local holomorphic coordinates
for the complex structures J1 and J2 respectively.
4) If J is compatible with g on U , for any norm-1 local vector field X on U , a local
g-orthonormal frame on U is given by {X,JX}.
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Proof. 1) With respect to two local g-orthonormal vector fields X1 and X2, Jx is rep-
resented by a matrix Bx ∈Mat(2,C) satisfying:B2x = −I2tBxBx = I2 ,
which admits exactly two opposite constant solutions forBx, namelyBx = ±
(
0 1
−1 0
)
,
so the two solutions Jx and −Jx are smooth.
2) The equation comes directly from (30). Since g is positive, PC(Vi(Jx)) andPC(V−i(Jx))
lie in different connected components of PC(CTxS) \ PC(TxS), so J and −J are bi-
complex structures.
3) A C-bilinear form on a 2-dimensional C−vector space is determined up to a constant
by its isotropic directions. For local holomorphic coordinates w1, w2 for J1 and J2,
we have
Vi(J) = Vi(J2) = C
∂
∂w2
V−i(J) = V−i(J1) = C
∂
∂w1
,
hence the locally defined complex metrics g and dw1 ·dw2 = 12 (dw1⊗dw2+dw2⊗dw1)
are pointwise equal up to a constant since they have the same isotropic directions.
Explicitly, we have
g = g(
∂
∂w1
,
∂
∂w2
)dw1dw2
4) The thesis follows directly by the compatibility of J with g.

Theorem 6.5. Let g be a positive complex metric on a surface S.
The following are equivalent:
• S is orientable;
• there exists a global positive bicomplex structure J on S compatible with g;
• there exists a complex 1-form dA ∈ Ω2(CTS,C), unique up to a sign, such that
‖dA‖2g = 1, i.e. for all local g−orthonormal frame (X1, X2) one has dA(X1, X2) ∈ {−1, 1}.
We will call dA the area form of g.
Proof. As we showed, a bicomplex structure induces two complex structures which induce
an orientation on S. Conversely, given an orientation on S, locally there exists a unique
bicomplex structure compatible with g and inducing the same orientation, hence there exists
a unique global one.
If J is a bicomplex structure compatible with g, then dA = g(J·, ·) is a 2-form of norm 1.
Conversely, if J is a local bicomplex structure compatible with g, the local 2-forms g(J·, ·)
and g(−J·, ·) are opposite, have module 1 and locally they are the only 2-forms of g-module
1, since dimC
∧2CTxS = 1: as a result, for a given dA, one has dA = g(J·, ·) for a unique
global J.

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We will say that {X,Y } is a positive orthonormal frame for CTS with respect to the
orientation induced by J if J(X) = Y .
With the language of fiber bundles, a positive complex metric on a surface S provides a
reduction of the frame bundle of CTS → S to the structure group O(2,C), while the pair
of a positive complex metric and an orientation on S provides a reduction to SO(2,C).
Corollary 6.6. Given an oriented surface S, the map that sends a positive complex metric
g to the orientation-consistent bicomplex structure J compatible with g induces a homeo-
morphism
CM+(S)upslopeC∞(S,C∗)
∼−→ BC(S) ∼= C(S)× C(S)
C∞(S,C∗) · g 7→ Jg
(31)
Conformal structures of Riemannian metrics correspond to elements of the diagonal of
C(S)× C(S).
Proof. We showed that the map is continuous. In order to construct an inverse, fix a real
volume form α ∈ Ω2(TS), which extends by C-bilinearity to an element in Ω2(CTS,C), and
define for any bicomplex structure J the metric
g := α(J·, ·) + α(·,J·);
such complex metric induces J in turn, hence it is a positive complex metric.
By choosing α as a real volume form for S, one gets an explicit correspondence between
the diagonal of C(S)×C(S) and the set of conformal structures of Riemannian metrics. 
Finally, we remark that Proposition 4.9 can be restated in an interesting way for positive
complex metrics in terms of developing maps for projective structures.
Theorem 6.7. Let S be an oriented surface and g a positive complex metric on S. Denote
with (S˜, g˜) the universal cover.
(S, g) has constant curvature −1 if and only if there exists a smooth map
(f1, f2) : S˜ → G = CP1 × CP1 \∆
such that:
• g˜ = (f1, f2)∗〈·, ·〉 = − 4(f1−f2)2 df1 · df2
• f1 and f2 are local diffeomorphisms, respectively preserving and reversing the orien-
tation.
• f1 and f2 are (π1(S), PSL(2,C))-equivariant local diffeomorphisms with the same
monodromy
monf1 = monf2 = mon(f1,f2) : π1(S)→ PSL(2,C)
Moreover, if J is the bicomplex structure on S induced by g, then, in identification (29),
J ≡ (f∗1 (JCP
1
), f∗2 (−JCP
1
))
where JCP
1
is the standard complex structure on CP1.
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Proof. As we observed in Proposition 4.9, the fact that the complex metric g is positive
implies that f1 and f2 are local diffeomorphisms.
Let wk be a local holomorphic chart on x ∈ S for the pull-back complex structure f∗kJCP
1
.
Then, by Cauchy-Riemann equations,
Ker(dfk : CTxS → C) = SpanC
( ∂
∂wk |x
)
so by the explicit description of the metric one has
ll(gx) =
(
SpanC
( ∂
∂w1 |x
)
⊕ SpanC
( ∂
∂w2 |x
))
\ {0x}
and the two points of PC(ll(gx)) lie in two different components of PC(CTxS) \ PC(TxS) if
and only if the two pull-back complex structures via f1 and f2 induce opposite orientations.
The choice of (f1, f2) inducing the same g˜ is unique up to post-composition with elements
of PSL(2,C), since the composition with the diagonal swap s : (x, y) 7→ (y, x) on G gives
an immersion with orientation-reversing first component.
All the elements of π1(S) are orientation-preserving, hence σ is (π1(S), PSL(2,C))-equivariant
and, since PSL(2,C) acts diagonally on G, both f1 and f2 are equivariant with the same
holonomy.
From the description of ll(g) above, one can conclude the last part of the theorem. 
6.2. A Gauss-Bonnet Theorem for positive complex metrics. In this subsection, our
aim is to prove a generalization of Gauss-Bonnet Theorem in the setting of positive complex
metrics.
Let g be a positive complex metric on an oriented surface. We defined the area form dA
of g as the unique 2-form with constant g-norm 1 and compatible with the orientation on S,
in the sense explained in Theorem 6.5. Locally,
dA = θ1 ∧ θ2
for a local positive g-coframe {θ1, θ2}.
Theorem 6.8. Let S be an oriented surface and g a complex metric of constant curvature
K. Then ∫
S
KdA = 2πχ(S)
where χ(S) is the Euler-Poincaré characteristic of S.
Proof. Consider a real vector field X ∈ Γ(TS) with finite set of zeros Λ = {x1, . . . , xn}. Since
the complex metric is positive, ‖X‖2 6= 0 over S \ Λ. Let the index i vary in {1, . . . , n}.
Consider for all i two open disks Bi and B˜i in S, such that
xi ∈ Bi ⊂ Bi ⊂ B˜i
and such that Bi ∩Bj 6= ∅ iff i = j.
Let J be the bicomplex structure induced by g and by the orientation on S. The g-frame(
X
‖X‖ ,J
(
X
‖X‖
))
can be defined locally on S\Λ but is defined globally only up to a sign and the
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same holds for the induced dual frame ±(θ1, θ2). Nevertheless, the area form dA = θ1 ∧ θ2
is globally well-defined on S \ Λ and so is the corresponding Levi-Civita connection form ω
defined by
dθ1 = ω ∧ θ2
dθ2 = −ω ∧ θ1.
On the whole S \ Λ we have dω = −KdA as in standard Riemannian Geometry (see [12]).
On each B˜i we fix a norm-1 complex vector field ei and consider the coframe (θ
1
i , θ
2
i )
defined as the dual of (ei,J(ei)); let ωi be the Levi-Civita connection form with respect to
(θ1i , θ
2
i ). Orient each ∂B˜i with the orientation induced by B˜i. By Stokes formula,∫
S
KdA =
∫
S\
⋃
i
Bi
KdA+
n∑
i=1
∫
Bi
KdA =
=−
∫
S\
⋃
i
B˜i
dω −
n∑
i=1
∫
Bi
dωi =
=
n∑
i=1
∫
∂Bi
ω − ωi.
We prove that
∫
S
KdA is a conformal invariant.
For all smooth f : S → C, g = fg is a positive complex metric conformal to g. For
some local choice of a square root of f and of g(X, X), one can define a local g-orthonormal
frame ( X√
f‖X,X‖2g
, JX√
f‖X,X‖2g
) with g-dual given by the coframe (θ
1
, θ
2
), which in turn defines
a Levi-Civita connection form ω for g independent of the choice of the root. On each B˜i,
fix a square root
√
f of f , so a g-orthonormal frame is given by ( e1√
f
, J(e1)√
f
) with associated
g-coframe (θ
1
i , θ
2
i ) and Levi-Civita connection form ωi. By an explicit computation, one can
check that on each B˜i \ {xi}
ω − ω = ωi − ωi = − 1
2f
df ◦ J.
As a result, ∫
S
KgdAg =
n∑
i=1
∫
∂Bi
ω − ωi =
n∑
i=1
∫
∂Bi
ω − ωi =
∫
S
KgdAg.
Now, on each B˜k \ {xk}, the coframes (θ1i , θ2i ) and (θ1, θ2) (the last one is well-defined
only locally) are both m-orthonormal and J-oriented, so we locally have(
θ1
θ2
)
=
(
cos(αk) sin(αk)
− sin(αk) cos(αk)
)(
θ1k
θ2k
)
where eiαk ∈ C∗ is a locally defined smooth function, defined only up to a sign on B˜k \ {xk}.
Nevertheless, e2iαk : ∂Bk → S1 is a well defined smooth function and dαk is a well-defined
one form on ∂Bk.
A standard calculation shows that ω − ωk = dαk, hence
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∫
S
KdA =
n∑
k=1
∫
∂Bk
ω − ωk =
n∑
k=1
∫
∂Bk
dαk =
=
n∑
k=1
∫
∂Bk
1
2i
d(e2iαk)
e2iαk
=
n∑
k=1
πdeg(e2iαk) ∈ πZ.
Recalling that BC(S) is connected and that the quantity
∫
S
KgdAg is a conformal invari-
ant, the map ∫
S
K : BC(S)→ πZ
is well-posed and continuous, hence it is constant. Since
∫
S
KdA = 2πχ(S) for Riemannian
metrics, the thesis follows. 
6.3. A Uniformization Theorem through Bers Theorem. The aim of this subsection
is to prove a generalization of the classic Riemann’s Uniformization Theorem for bicomplex
structures and complex metrics.
Before stating the main theorem, we recall some notions about quasi-Fuchsian represen-
tations.
A representation ρ : π1(S) → PSL(2,C) is quasi-Fuchsian if its limit set Λρ ⊂ CP1,
i.e. the set of accumulation points of any ρ(π1(S))−orbit in CP1, is a Jordan curve in
CP1. Since this condition is preserved by the action of PSL(2,C), the set of quasi-Fuchsian
representations defines an open subset of the character variety QF (S) ⊂ X (S).
Theorem 6.9 (Bers Simultaneous Uniformization Theorem, [1]). Let S be an oriented
surface with χ(S) < 0. For all J1, J2 complex structures over S, there exists a unique quasi-
Fuchsian representation ρ = ρ(J1, J2) : π1(S)→ PSL(2,C) such that, defined Λρ ⊂ CP1 as
the limit set of ρ and Ω+,Ω− as the connected components of CP1 \ Λρ,
• there exists a unique diffeomorphism f1 : S˜ → Ω+, which is J1-holomorphic and
ρ-equivariant;
• there exists a unique diffeomorphism f2 : S˜ → Ω−, which is J2-antiholomorphic and
ρ-equivariant.
Moreover, (ρ, f1, f2) are continuous functions of (J1, J2) ∈ BC(S).
This correspondence determines a homeomorphism in the quotient
B : é(S)×é(S) ∼−→ QF (S) (32)
where é(S) is the Teichmüller space of S.
Define
P˜QF (S) = H˜ol
−1
(QF (S)),
PQF (S) = Hol−1(QF (S))
which, by continuity of the holonomy maps, are open subsets of P˜(S) and of P(S).
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Theorem 6.10 (W. Goldman, [9]). Let S be a compact oriented surface of genus g(S) ≥ 2.
An open connected component of the space P˜QF (S) is
P˜0(S) := {f : S˜ → CP1, ρ-equivariant for some quasi-Fuchsian ρ : π1(S)→ CP1, with f(S˜)∩Λρ = ∅}.
Moreover, the restriction
Hol : P˜0(S)upslopeDiff0(S) =: P0(S)→ QF (S)
is a homeomorphism.
With the notations of Theorem 6.9 and equation (32), the inverse is given by
[ρ] 7→ [f1(ρ)] =
[
f1
(
B−1([ρ])
)]
.
We are now able to state a generalization of the Uniformization Theorem.
For an oriented surface S, define
CM+−1(S) := {Positive complex metrics with constant curvature −1}
endowed with the subspace topology from CM+(S).
Theorem 6.11. Let S be an oriented surface with χ(S) < 0.
1) For all g ∈ CM+(S), there exists a smooth f : S → C∗ such that f · g has constant
curvature −1 and quasi-Fuchsian holonomy.
More precisely, the map
J : CM+(S)→ BC(S)
g 7→ [g] = Jg
admits a continuous right inverse
U : C(S)× C(S) ∼= BC(S)→ CM+−1(S)
such that the diagram
C(S)× C(S) ∼= BC(S) CM+−1(S)
é(S)×é(S) X (S)
U
mon
B
commutes, where B is defined as in (32).
2) If S is closed, the image of U is the connected component of CM+−1(S) containing
Riemannian metrics.
Proof of Theorem 6.11. 1) Consider J ∈ BC(S), which corresponds to two complex
structures (J1, J2) ∈ C(S)× C(S).
Applying Theorem 6.9 to the couple (J2, J1), there exist:
– ρ = ρ(J1, J2) : π1(S)→ PSL(2,C) quasi-Fuchsian;
– f1 : S˜ → CP1 J1-antiholomorphic and ρ-equivariant embedding;
– f2 : S˜ → CP1 J2-holomorphic and ρ-equivariant embedding
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with Im(f1) ∩ Im(f2) = ∅. Hence, we have an admissible, ρ-equivariant embedding
σ = (f1, f2) : S˜ → G = CP1 × CP1 \∆.
By Theorem 6.7, the pull-back complex metric on S˜ is positive and projects to a
positive complex metric g on S.
After we show that the constructed g is compatible with J, the thesis follows by
defining U(J) := g. Let w1 and w2 be the complex coordinates on S˜ induced by J1
and J2 respectively. Then,
g =
4
(f1 − f2)2 f
∗
1 dz1 · f∗2 dz2 =
4
(f1 − f2)2 df1 · df2 =
=
4
(f1 − f2)2
∂f1
∂w1
∂f2
∂w2
dw1 · dw2;
hence Vi(J1) = Vi(J) and V−i(J2) = V−i(J) are the isotropic directions of g.
2) Since one can see
Im(U) = {g | (U ◦ J)(g) = g} ⊂ CM+−1(S),
Im(U) is a closed connected subset of CM+−1(S). We need to prove that it is also
open.
As we stated in Theorem 6.7, for any g ∈ CM+−1 there exist two developing maps
for projective structures f1 and f2 on S and S respectively, uniquely defined up to
post-composition with elements in PSL(2,C), such that σ = (f1, f2) : (S˜, g˜)→ G is
an isometric immersion. We therefore have a map
proj : CM+−1(S)→ P˜(S)× P˜(S)
g = (f1, f2)
∗〈·, ·〉G 7→ ([f1], [f2]).
The thesis follows after we show that
Im(U) = proj−1(P˜0(S)× P˜0(S))
since P˜0(S) is an open subset of P˜QF (S), hence of P˜(S).
By construction of U, clearly
Im(U) ⊆ proj−1(P˜0(S)× P˜0(S)).
Conversely, assume g = (f1, f2)
∗〈·, ·〉G ∈ proj−1(P˜0(S) × P˜0(S)). Since holf1 =
holf2 : π1(S) → PSL(2,C), f1 and f2, by Theorem 6.10, the maps f1 and f2 corre-
spond exactly to the maps one gets through Theorem 6.9 from the couple of complex
structures (f∗1 (J
CP
1
), f∗2 (−JCP
1
), hence
(f1, f2)
∗〈·, ·〉G = U(f∗1 (JCP
1
), f∗2 (−JCP
1
)).

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