ABSTRACT Switch antenna array (SAA) frequency modulated continuous-wave (FMCW) radar has garnered a great deal of research attention in recent years due to its low cost and small volume. The phase shift caused by a target's movement may lead to an inaccurate estimation of the target's direction. A direction estimation method for moving targets with low signal-to-noise ratio (SNR) is proposed in this paper for SAA FMCW radar applications. In the proposed method, digital beam forming (DBF) is applied twice. The improvement of the SNR of the echo signal is implemented by the first DBF. Meanwhile, the synthesized signal is used for distance and velocity estimation. The estimated velocity is then used to complete the phase compensation of the moving target. Finally, the direction estimation is implemented by the second DBF. The feasibility of the method is validated by numerical and experimental results. This method avoids the use of optimization algorithms and does not require eigenvalue decomposition calculations, which ensures its applicability under strict real-time requirements.
I. INTRODUCTION
Microwave radar sensors are common components in today's automotive and security applications. The frequency modulated continuous wave (FMCW) has several advantages over the pulse waveform, including low peak transmit power and simple hardware structures, making it especially popular for low-cost applications [1] . In conventional multi-channel antenna array (MAA) radars, each antenna requires an independent receive channel thus resulting in formidable cost [2] . The time division switch antenna array (SAA) radar system, in which all antenna elements share a single receive channel, was proposed to reduce the cost of phased-array radar as well as its system complexity [3] , [4] . In SAA, each antenna is switched to the receiver according to a designated time sequence.
The time division multiplexing (TDM) mode of SAA FMCW can be divided into two categories. The first is the single-cycle TDM (SC-TDM) mode [5] - [7] . The SAA completes signal reception in a single modulation period through rapid switching of the RF switch. In extreme cases, the switching time between the array elements is equal to the sampling interval, which places strict requirements on the switching speed and control accuracy of the RF switch. The sampling frequency also must be increased by N times (where N is the number of the array) to ensure the appropriate spectral resolution.
The second category is the multi-cycle TDM (MC-TDM) mode, wherein the switching time between the array elements is equal to the modulation period. A total of N cycles are required for complete signal reception. This method has no special restrictions on the performance of the RF switch or the sampling frequency of the system. It has been widely used in automotive radar [8] , imaging radar [9] , and other fields [10] . The research in this paper is also based on multi-cycle TDM.
In the case of static targets, the direction estimation method of the MAA can be directly applied to the SAA. In the case of moving targets, however, the SAA encounters phase distortion which leads to an inaccurate direction estimation. The phase compensation method for different TDM modes is proposed to solve this problem.
A random switching method was developed for the SC-TDM mode in a previous study [7] which realizes the focusing of moving targets through timing optimization and FOCUSS algorithm, but has several shortcomings. The target azimuth focus cannot be achieved through a classic DBF algorithm (such as the conventional beam-former, Capon). The switching timing also must be re-optimized for different application scenarios, which is difficult for applications with strict real-time requirements. Guetlein [11] found that the phase difference introduced by the target motion can be ignored by fast switching, but this method is only applicable to Multiple Input Multiple Output (MIMO) radar systems.
The previously published direction estimation methods for SAA FMCW radar in the MC-TDM mode can be divided into two categories as well.
The first includes several multi-parameter estimation methods. In [12] , a phase compensation method based on sparse reconstruction was developed. However, it is limited to MIMO radar. Yang et al. [4] successfully estimated direction and velocity using two-dimensional MUSIC signal processing. In [13] , the ''time-invariant steering vector'' was introduced to modify the conventional Capon beam-former algorithm and the estimations of range, velocity and direction were achieved simultaneously. The disadvantage of these methods is that they require a large amount of calculation to solve the energy distribution function, which renders them possibly inapplicable to systems that require high real-time performance. Additionally, eigenvalue decomposition is difficult to implement, especially in the Field-Programmable Gate Array (FPGA).
The second category includes phase compensation methods based on signals received by a single antenna element. For example, the phase shift introduced by movement can be calculated using signals of redundant antenna elements [14] , [15] , however, this method is only applicable to MIMO radar. In [3] , a method based on object matching of two cycles was proposed. However, when moving objects have a very high velocity or the system works at very high frequency band, the mismatch between cycles may appear and lead to wrong direction estimation. Dominik and Ziroff [16] used the echo signal of the first antenna element to estimate a target's velocity, then used this velocity to construct a term to compensate for the phase response of the moving target. However, due to phase distortion problems, DBF processing has not been used to improve the SNR of echo signals in these methods. In other words, the array gain at the receiver was wasted. Therefore, when the SNR of the echo signal received by the antenna element is low, the target may not be detected by these methods.
In summary, the direction estimation of moving targets for SAA FMCW radar has several aspects which merit further study, namely: 1) The phase compensation method of moving targets that can be applied to the SAA radar; 2) The phase compensation method for low-SNR moving targets, in which the target is flooded by noise in the echo signal received by a single antenna element; 3) Low-complexity algorithms which are not overly time-consuming. Complicated eigenvalue decomposition operations must be avoided to ensure sufficient real-time performance and facilitate the algorithm's implementation in the FPGA.
We addressed the above three aspects in this study. This paper proposes a direction estimation method for SAA FMCW radar tailored to moving targets with low-SNR. Only fast Fourier transformation (FFT) and conventional beam-forming are used in signal processing, which avoids time-consuming optimization algorithms and complex eigenvalue decomposition. We first analyze the influence of motion-induced phase shift on the array beam pattern in Section II. We find that the target motion leads to the beam offset, but the gain of the array remains unchanged. Thus, although the beam of the moving target is directed in the ghost direction, the SNR of the echo signal can be improved using DBF technique. Section III introduces the signal processing flow of the low-SNR moving targets direction estimation method, where DBF is applied twice. The first DBF is used to increase the SNR of the echo signal and its synthesized signal is used to estimate the range and velocity of the target. Then, phase compensation of moving targes is performed using the estimated velocity. Finally, the second DBF is used to estimate the target's direction. We conducted numerical and experimental analyses to validate the proposed method in Section IV. Section V compares the performance of this method with other algotithms. The beam pattern analysis procedure of the SAA is based on following assumptions:
II. BEAM PATTERN WITH TARGET MOTION
1) The target is in the far field of the array;
2) The target moves with constant radial velocity and the angular movement of the target can be neglected [7] ;
3) The target moves without range migration throughout the observation period, which means the change in beat frequency can be neglected [7] . (1) where ψ is the relative phase difference between adjacent elements. For the static target located at direction θ t , the phase response of the SAA is equivalent to that of the conventional MAA:
where β is the wave-number. For a moving target with the speed v, the motion-induced phase difference between adjacent elements can be written as
The phase response of the moving target can be obtained by plugging (3) into (2)
The beam pattern of the SAA for the moving target can be synthesized by inserting (4) into (1) . The beam of the moving target is shifted in the ghost direction, which is determined by the following formula
Simplification yields the following formula
The ghost direction θ ghost depends on d r ,v, θ t , and T . Generally, d r and T are fixed in the radar system. Therefore, the additional phase difference in (3) is a constant value when the velocity of the target remains unchanged. When ψ v = 2mπ, that is, v = mλ/4T (where λ is the wavelength in free space), θ ghost = θ t . At this point, the ghost direction is exactly equal to the target angle. In practice, whether or not the target velocity satisfies this condition is unpredictable. Moving target phase compensation is necessary to estimate the target angle correctly. Suppose a target is located at θ t = 0 • . Fig. 4 shows the phase response of SAA (N = 32, f = 10 GHz, T = 0.1 ms, d r = 15 mm) with different velocities, such as −7, 0, 7 m/s. The synthesized beam pattern with the phase response given in Fig. 4 is presented in Fig. 5 , where the beam is forced into the ghost direction due to the target motion while the gain of the array remains undistorted. Fig. II shows the ghost direction θ ghost with ψ v /λ, which indicates the velocity from −187.5 to 187.5 m/s. As the velocity changes, θ ghost changes periodically from −90 • to 90 • . When ψ v = 2mπ, θ ghost = θ t = 0 • . It means motion-induced phase difference has no effect on the direction estimation when ψ v = 2mπ. Fig. 7 shows the synthesized beam pattern with ψ v /λ. It can be found that the array gain remains undistorted although the beam is directed in the ghost direction. The same conclusion can be drawn from (1) . The direction of the beam is determined by the relative phase difference ψ. However, the gain of the SAA is 10log 10 N dB, which is a fixed value VOLUME 6, 2018 independent of ψ. This is a crucial condition relevant to the proposed phase compensation method.
III. DIRECTION ESTIMATION PROCEDURE
As described above, the array gain remains undistorted although the beam of the moving target is directed in the ghost direction. Thus, the SNR of the echo signal can be improved using the DBF technique. In theory, DBF can increase the SNR by 10log 10 N dB, which is equal to the gain of the SAA. Assume that the beat signals of up-chirp and down-chirp received by SAA are respectively expressed as S up (i) and
where The signal processing flow of the conventional scheme for MAA FMCW radar [18] is shown in Fig.8(a) and the signal processing flow of the proposed direction estimation method for SAA FMCW radar is shown in Fig.8(b) . In the conventional scheme, range, velocity and direction estimations are implemented after a single DBF processing. In the proposed method, the distance, velocity, and direction estimations are gathered in a two-step process due to the phase distortion problem in the SAA. The first DBF is used to increase the SNR of the echo signal; its synthesized signal is used to estimate the range and velocity of the target. The estimated velocity is then used for phase compensation of the moving target before the second DBF process. The compensated signal is then applied to estimate the direction of each target wherein the angle processing is carried out with the conventional beam-former. The signal processing flow of the proposed direction estimation method can be split into four steps.
Step 1: Range processing is carried out via FFT. The range compressed signal of both chirps are obtained as follows
where f up , f down represent the beat frequency of the up-chirp and down-chirp, respectively.
Step 2: DBF processing is carried out with a conventional beam-former to improve the SNR; each target can be detected in its own ghost direction using the constant false alarm rate (CFAR) detection [19] . The synthesized signal can then be applied to estimate the range and velocity of each target regardless of the ghost direction. Suppose there are K targets detected. The kth (k = 1, 2, âĂę, K ) target's synthesized signal is given as follows
where
is the steering vector of the kth target. θ k ghost is the estimated ghost direction of the kth target.
The distance and radial velocity of the kth target for the triangular FMCW signal are estimated as follows [20] :
where r k , v k are the estimated distance and velocity, respectively; f k up , f k down is the kth target's beat frequency of the up-chirp and down-chirp, respectively; c is the light propagation constant.
Step 3: The kth target's phase compensation term ϕ k com constructed using the estimated velocity v k is denoted as
This term can then be applied to the kth target's range compressed signal to compensate for the motion-induced phase shift via the following equation.
where ''·×'' represents the corresponding multiplication of vector elements;
is the range compressed signal of the kth target extracted from (8)
The accuracy of the phase compensation depends on the accuracy of the estimated velocity. However, the accuracy of the estimated velocity depends on the accuracy of the beat frequency. Zero-padding FFT is applied in Step 1 to enhance the beat frequency calculation accuracy.
Step 4: The compensated range compressed signal can be directly applied to estimate the direction of each target. In this study, as mentioned above, the angle processing is carried out with the conventional beam-former.
IV. SIMULATION AND MEASUREMENT

A. SIMULATION RESULTS
The simulated FMCW radar operates at 10 GHz, frequency modulation period is T = 0.1 ms, sweep bandwidth is BW = 100 MHz. We use an antenna with a cosine pattern as the transmitting antenna and SAA element. (99.75 m, −10.03 m/s) and (129.8 m, 4.9 m/s), respectively. Then, the phase responses of these two targets were compensated separately using their respective estimated velocities. Fig.10 shows the phase response with and without compensation for up-chirp. Without compensation, the phase response of both targets had motion-induced distortion. With compensation, the phase response was in good agreement with the theoretical value, which represents the phase response of the MAA.
The angle processing results with and without compensation for up-chirp are presented in Fig.11 . Without compensation, the estimated ghost directions for target 1 and target 2 were −16 • and 40 • , respectively. With compensation, target 1 and target 2 were correctly estimated at 0 • and 30 • , respectively. The angle processing results for down-chirp are consistent with those of up-chirp. For brevity, these results are omitted here.
B. MEASUREMENT RESULTS
The first measurement scenario is presented in Fig.12 . The operation frequency of the FMCW is 10.15-10.25 GHz and the frequency modulation period is T = 1 ms. We used a substrate integrated waveguide (SIW) slot array antenna as The range processing results with and without DBF for up-chirp and down-chirp are shown in Fig.13 . For element 1 without DBF, the targets were submerged in noise. After DBF processing, the SNR significantly increased and the targets were instead visible as distinct peaks. The target was detected at 14.9 m with a velocity of −0.21 m/s. The angle processing results with and without compensation for up-chirp are shown in Fig.14. Without compensation, the estimated ghost direction for the target was −6 • . With compensation, the target was correctly estimated at 0 • . The second measurement scenario is presented in Fig.15 . The operation frequency of the FMCW is 10.15-10.25 GHz and the frequency modulation period is T = 0.1 ms. The target is a small consumer drone (DJI Phantom 3). To eliminate the influence of ground clutter on measurement results, we remotely piloted the target at bore sight at a velocity of 5 m/s and 100 m distance. The range processing results with and without DBF for up-chirp and down-chirp are shown in Fig.16 . The target VOLUME 6, 2018 was visible as the peak in the result of element 1 without DBF because the target was close to the radar and the SNR of the echo signal was sufficiently strong. When the target was flown higher, it was submerged in noise. The range of the target was set to 100 m because UAV flight altitude is limited to 0-120 m by local regulations. We found that the SNR significantly increased after DBF processing. The target was detected at 99.5 m with a velocity of −4.95 m/s. The angle processing results with and without compensation for up-chirp are shown in Fig.17 . Without compensation, the estimated ghost direction for the target was −9 • . With compensation, the target was correctly estimated at −1 • . We did find some error between the estimated result and the real location of the target, but this error is effectually inevitable -a target flying in the air is affected by air flow, so it is difficult to accurately control its location. The phase response with and without compensation for these two measurement scenarios will be discussed in Section V.
V. COMPARISON WITH OTHER ALGORITHMS
We compared the performance of Dominik' method [16] with the proposed method. The data for both measurement scenarios described in Section III(B) were first processed using Dominik' method. (Figs. 18 and 19) show the results of phase response and angle processing obtained by the proposed method and Dominik's method. Without compensation, the phase responses had motion-induced distortion. For measurement scenario 1, as shown in Figs. 18(a) and 19(a) , that the compensated phase response obtained by the Dominik' method markedly deviates from the theoretical value and the target was incorrectly estimated at 10 • . The compensated phase response obtained by the proposed method was in good agreement with the theoretical value; the target was correctly estimated at 0 • . For measurement scenario 2, as shown in Figs. 18(b) and 19(b) , the compensated phase responses obtained by Dominik' method and the proposed method were both consistent with the theoretical value and correctly estimated the target at 0 • . Dominik' method does not yield a correct target direction estimation in measurement scenario 1, but does perform well in scenario 2 because it reveals the target's velocity using the echo signal of the first antenna element then applies the estimated velocity for phase compensation of the moving target. In measurement scenario 1, the SNR of the echo signal received by the first antenna element is low. As shown in Fig.13(a) , the target was submerged in noise. The estimated velocity obtained by this method was −0.59 m/s, which deviates significantly from the target's real velocity of −0.2 m/s. The compensated phase response obtained using this estimated velocity is inaccurate and leads to an inaccurate direction estimation. In measurement scenario 2, the SNR of the echo signal received by the first antenna element is sufficiently high to resolve this problem. The estimated velocity obtained by this method was −5.1 m/s, which is in good agreement with the target's real velocity of −5 m/s. The accurate compensated phase response leads to an accurate target direction estimation.
The root-mean-square errors (RMSEs) with various SNRs of the proposed method and Dominik'method are computed using 100 independent Monte Carlo simulation runs. The operation frequency of the FMCW in this trial is Fig. 20 shows the results. We found that the RMSE obtained by the proposed method was smaller than that of Dominik' method as the SNR decreased. For example, when RMSE < 1.5 • was required, Dominik' method allowed SNR > 2 dB. By contrast, the proposed method allowed SNR > −6.5 dB. This result indicates that the proposed method yields accurate direction estimations of low-SNR moving targets.
It should be noted that the low-SNR scenario described in this paper is a relative concept. As mentioned in Section I, due to phase distortion problems, DBF processing has not been used to improve the SNR of echo signals in direction estimation methods shown in [3] , [7] , and [16] . In other words, the array gain at the receiver was wasted. The low-SNR described in this paper refers to such a situation: the SNR of an echo signal received by a single antenna element is relatively low, indicating that the target is flooded by noise in the echo signal received by a single element, whereas the SNR of a synthesized signal after first DBF processing is high enough for further signal processing, such as distance and velocity estimation. The amount of SNR improvement which DBF processing can provide is related to the SAA gain, which in turn depends on the number of array elements. A larger array aperture allows for lower SNR under the proposed method. A qualitative comparison of the proposed method with other algorithms is shown in Table 1 . We conducted this comparison from four aspects. Among them, the real-time performance of the algorithm depends on whether or not an optimization algorithm is used and whether eigenvalue decomposition operations are required. We found that the proposed method is suitable for low-SNR moving targets and SAA FMCW radar. It does not require an optimization algorithm or eigenvalue decomposition operation, which makes it well-suited to scenarios with strict real-time requirements.
VI. CONCLUSION
This paper introduced a low-SNR moving target direction estimation method for SAA FMCW radar. DBF processing is applied twice in this method: first to increase the SNR of the VOLUME 6, 2018 echo signal, then the synthesized signal is used to estimate the range and velocity of the target. Phase compensation of the moving target is performed using the estimated velocity. Finally, DBF is applied again to estimate the direction of the target. Numerical and experimental results were gathered to validate the proposed method. Compared to previously published methods for moving target direction estimation, the proposed method effectively achieves phase compensation of low-SNR targets; further, it only needs basic signal processing techniques and does not require a large amount of calculation, which ensures that it functions well under strict real-time requirements.
