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Abstract
Under the assumption of the product τ := l+l of the regular differential expression l and its ad-
joint l+, being well-formed, a complete characterization of all the positive self-adjoint extensions of
the minimal operator generated by τ in terms of boundary conditions is given.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let l denote a regular ordinary linear differential expression of order n on the closed
interval [a, b], and l+ be its formally adjoint expression. The coefficients of l are assumed
to be sufficiently differentiable so that the formal product τ := l+l is well-formed, that is,
τ is a regular differential expression of order 2n on [a, b]. It is known from [3, p. 177;
see also Section 2] that the product τ is formally symmetric and the minimal operator
Tmin(τ ) generated by τ in L2[a, b] is symmetric and positive definite. If l is a formally
symmetric differential expression, i.e., l = l+, the self-adjointness of the product T2(l)T1(l)
of two differential operators T1(l) and T2(l) has been studied in [1,6], and it was proved
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496 G. Wei, J. Wu / J. Math. Anal. Appl. 296 (2004) 495–503that T2(l)T1(l) is self-adjoint if and only if T2(l) = T ∗1 (l) where T ∗1 (l) is the adjoint of
T1(l). Obviously, the operator T ∗1 (l)T1(l) is a positive self-adjoint extension of Tmin(τ )
(see [3, p. 174]). But, it is easy to see that these product operators cannot be the realization
of all the positive self-adjoint extensions of Tmin(τ ). So, the characterization of all the
positive self-adjoint extensions of Tmin(τ ) is far unsolved. This paper is to deal with this
problem, and the complete characterization will be given.
The paper is organized as follows. In Section 2 we introduce some notation and basic
results needed later. Based on the Friedrichs extension of the minimal operator Tmin(τ ) and
the solutions of the equations ly = 0 and τy = 0, we establish a direct sum decomposition
for the domain of the maximal operator Tmax(τ ) associated with τ . In Section 3, using
the representation of the real and imaginary parts of the quadratic form (Tmax(τ )· , ·), we
give a complete description of the positive self-adjoint extensions of Tmin(τ ) in terms of
boundary conditions.
2. Notation and preliminaries
Let C be the complex field and Cm = {α = [c1, . . . , cm]: ci ∈ C, 1 i m}. A matrix
A with m rows and n columns is denoted by A = [aij ]m×n or A = [aij ]1im,1jn,
where aij is the element of A in the ith row and j th column. Let AT and A∗ denote the
transpose and Hermite adjoint of A, respectively. A symmetric operator T with domain
D(T ) in a Hilbert space H is called positive if its lower bound λ0(T ) 0, that is,
λ0(T ) := inf
{
(T u,u): u ∈ D(T ), ‖u‖ = 1} 0; (2.1)
the operator T is called strictly positive if (Tf,f ) > 0 for all f = 0 in D(T ) and T is
called positive definite if λ0(T ) > 0.
Throughout this paper, we consider not necessarily formally symmetric differential ex-
pression l and its formally adjoint expression l+, i.e.,
ly =
n∑
i=0
pi(t)y
(i), l+y =
n∑
i=0
(−1)i( p¯i (t)y)(i), t ∈ [a, b], (2.2)
where the coefficients pi(t), 0 i  n, satisfy the following basic conditions:
pn(t) = 0, t ∈ [a, b], pi(t): [a, b] → C, pi(t) ∈ C(n+i)[a, b]. (2.3)
These conditions ensure that both formal differential expressions l and l+ are regular on
[a, b] and the formal product l+l, defined by
τy := l+ly = l+(ly), (2.4)
can be well-formed, that is, τ is a regular formally symmetric differential expression of
order 2n on [a, b] (see [3, p. 176]).
In this paper, all differential expressions are considered in the Hilbert space L2[a, b],
with inner product and norm defined by
(f, g) =
b∫
f (t)g(t) dt and ‖f ‖ = (f,f )1/2.a
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introduce for l are applicable for l+ and τ .
Two differential operators Tmax(l) and Tmin(l) associated with l, are respectively called
the maximal operator and minimal operator, and defined as follows (see also [5, Sec-
tion 17]). Denote
Dmax(l) =
{
y ∈ L2[a, b]: y(n−1) ∈ AC[a, b], ly ∈ L2[a, b]}, (2.5)
Dmin(l) =
{
y ∈ Dmax(l): y(k)(a)= 0 = y(k)(b), 0 k  n − 1
}
, (2.6)
where AC[a, b] is the set of absolutely continuous, complex-valued functions on [a, b].
Then
Tmax(l)y = ly for y ∈ Dmax(l), Tmin(l)y = ly for y ∈ Dmin(l).
It is well known (see [5, Section 17]) that both operators Tmax(l) and Tmin(l) are closed,
densely defined in L2[a, b], and satisfied
T ∗min(l) = Tmax
(
l+
)
, T ∗max(l) = Tmin
(
l+
)
. (2.7)
Let Tmax(τ ) and Tmin(τ ) be the maximal and minimal operators associated with the expres-
sion τ, respectively. Based on the conditions (2.3), we have from [3, p. 191] that Tmin(τ ) is
a symmetric operator with deficiency indices def(Tmin(τ )) = (2n,2n), T ∗min(τ ) = Tmax(τ ),
and
Tmax(τ ) = Tmax
(
l+
)
Tmax(l), Tmin(τ ) = Tmin
(
l+
)
Tmin(l). (2.8)
For any y in Dmin(τ ), by a combination of this result with (2.7), we obtain that(
Tmin(τ )y, y
)= (Tmin(l)y, T ∗min(l+)y)= (Tmin(l)y, Tmax(l)y)= (ly, ly) 0, (2.9)
which leads to the positivity of the symmetric operator Tmin(τ ). Thus we obtain the exis-
tence of the Friedrichs extension of Tmin(τ ).
Lemma 2.1. Let TF (τ) denote the Friedrichs extension of Tmin(τ ) with domain DF (τ).
Then
TF (τ) = Tmax
(
l+
)
Tmin(l), λ0
(
TF (τ)
)= λ0(Tmin(τ ))> 0, (2.10)
where λ0(TF (τ )) is defined by (2.1).
Proof. Since τ is a regular formally symmetric differential expression of order 2n on
[a, b], it follows from [4, Theorem 3.2] that
DF (τ) =
{
y ∈ Dmax(τ ): y(k)(a) = 0 = y(k)(b), 0 k  n− 1
}
,
TF (τ )y = l+ly, y ∈ DF (τ). (2.11)
Note that Tmin(l) ⊂ Tmax(l) and Tmax(τ ) = Tmax(l+)Tmax(l). Then
DF (τ) =
{
y ∈ D(Tmax(l+)Tmax(l)): y(k)(a)= 0 = y(k)(b), 0 k  n − 1}
= {y ∈ Dmin(l): ly ∈ Dmax(l+)}
= D(Tmax(l+)Tmin(l)).
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tension of Tmin(τ ), λ0(TF (τ )) = λ0(Tmin(τ ))  0. Note that the expression τ is regular
on [a, b]. Then we have that the spectrum of TF (τ) consists of eigenvalues. Thus, if
λ0(TF (τ )) = 0, it follows from the max–min principle (see [2, p. 489]) that 0 is an eigen-
value of TF (τ). Let yF ( ≡ 0) be the associated eigenfunction. Then
0 = (Tmax(l+)Tmin(l)yF , yF )= (Tmin(l)yF ,Tmin(l)yF )
and therefore lyF = 0 with y(k)F (a) = 0 = y(k)F (b), 0  k  n − 1. This contradicts the
existence-uniqueness theorem of regular differential equation (see [3, Theorem 1.3]).
Hence λ0(TF (τ )) > 0. This completes the proof. 
For any y ∈ Dmax(l), z ∈ Dmax(l+), by the Green’s formula (see [3, Theorem 2.2]), we
have
b∫
a
[
(ly)z¯− y( l+z )]dt = [y, z]n(b)− [y, z]n(a), (2.12)
where
[y, z]n(t) = Rn(y)(t)Qn(t)R∗n(z)(t), (2.13)
Rn(y)(t) =
(
y(t), y ′(t), . . . , y(n−1)(t)
)
, t ∈ [a, b], (2.14)
and Qn(t) = (qijt (l))0i,jn−1 with
q
ij
t (l) =
{∑n−j−1
k=i (−1)k
(
k
i
)
p
(k−i)
j+k+1(t), i + j  n− 1,
0, i + j < n− 1. (2.15)
Hereafter, [· , ·]n(t) is the Lagrange bilinear form corresponding to l on [a, b], and
[· , ·]2n(t) is the Lagrange bilinear form of τ. Since τ is formally symmetric, it follows from
[5, Section 17] that [y, z]2n(t) = −[z, y]2n(t) for any y, z ∈ Dmax(τ ). By (2.3) and (2.15),
we obtain
rankQn(t) = n, t ∈ [a, b]. (2.16)
Lemma 2.2. For any y, z ∈ Dmax(τ ), we have
[y, z]2n(t) = −[z, ly]n(t) + [y, lz]n(t), t ∈ [a, b]. (2.17)
Proof. Let t ∈ [a, b), and the functions Y (x) and Z(x) be defined by
Y (x) =
{
φ(x), for x  t + ε,
y(x), for x < t + ε, Z(x)=
{
ψ(x), for x  t + ε,
z(x), for x < t + ε,
where 0 < ε < b − t , φ,ψ ∈ C∞0 [a, b), φ(k)(t + ε) = y(k)(t + ε), and ψ(k)(t + ε) =
z(k)(t + ε), k = 0,1, . . . ,2n − 1. It follows that Y,Z ∈ Dmax(τ ) ⊂ Dmax(l). From (2.12),
we have
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b∫
t
(τY )Z¯ dx −
b∫
t
Y ( τZ ) dx =
b∫
t
l+(lY )Z¯ dx −
b∫
t
Y ¯l+( lZ ) dx
= [Z, lY ]n(t)− [Y, lZ]n(t).
This implies that (2.17) holds for t ∈ [a, b). The similar method can be used to show that
(2.17) holds at t = b. This completes the proof. 
Lemma 2.3. There exist n linearly independent solutions of τy = 0, denoted by φn+1, . . . ,
φ2n, respectively, satisfying
Φ21(a)= 0n and Φ21(b)= In, (2.18)
where 0n and In are 0 matrix and identity matrix of order n, respectively, and
Φ21(t) :=
[
RTn (φn+1)(t), . . . ,RTn (φ2n)(t)
]
, t ∈ [a, b]. (2.19)
Proof. Since τ is regular on [a, b], there exist n solutions of the differential equation
τy = 0, denoted by φn+1, . . . , φ2n, respectively, satisfying the following initial conditions:
[
RT2n(φn+1)(a), . . . ,RT2n(φ2n)(a)
]= [0n
In
]
.
Obviously, φn+1, . . . , φ2n are linearly independent. We claim that rankΦ21(b) = n. If not,
there is a function φ =∑ni=1 ciφn+i ≡ 0 such that Rn(φ)(a)= Rn(φ)(b) = 0, which yields
that 0 is an eigenvalue of TF (τ) (see (2.11)). This contradicts the fact of TF (τ) being
a positive definite operator. So the above claim is proved. Hence, rankΦ21(b) = n, and
there exist n linearly independent solutions of τy = 0 such that (2.18) holds. The proof is
completed. 
Next, let φ1, . . . , φn be the solutions of the differential equation ly = 0, satisfying
Φ11(a) :=
[
RTn (φ1)(a), . . . ,R
T
n (φn)(a)
]= In, (2.20)
and let φn+1, . . . , φ2n be the solutions of τy = 0 satisfying (2.18). It is easy to check that
φ1, . . . , φ2n are the solutions of the equation τy = 0 and linearly independent.
Lemma 2.4. We have
Dmax(τ ) = DF (τ) +˙ span{φ1, . . . , φ2n}, (2.21)
where symbol +˙ denotes a direct sum and span{φ1, . . . , φ2n} denotes the linear span of
φ1, . . . , φ2n.
Proof. Let θ˜i , 1 i  4n, be the linearly independent solutions of τy = λy and τy = λ¯y
(Im(λ) = 0). Since Tmin(τ ) is symmetric and T ∗min(τ ) = Tmax(τ ), it follows from the first
formula of von Neumann (see [7, p. 237]) that
Dmax(τ ) = Dmin(τ ) +˙ span{θ˜1, . . . , θ˜4n}. (2.22)
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of Tmin(τ ), it follows from [7, p. 238] that TF (τ) is a 2n-dimensional extension of Tmin(τ )
and there exist θi ∈ span{θ˜1, . . . , θ˜4n}, i = 1,2, . . . ,4n, such that
DF (τ) = Dmin(τ ) +˙ span{θ2n+1, . . . , θ4n},
Dmax(τ ) = DF (τ) +˙ span{θ1, . . . , θ2n}. (2.23)
Set Θ11(t) = (RTn (θ1)(t), . . . ,RTn (θ2n(t)). From (2.11) and (2.23), we have
φi = yiF +
2n∑
j=1
cij θj , yiF ∈ DF (τ), (2.24)
and [
In 0
Φ11(b) In
]
=
[
Φ11(a) Φ21(a)
Φ11(b) Φ21(b)
]
=
[
Θ11(a)
Θ11(b)
]
CT , (2.25)
where C = (cij )1i,j2n. This yields that rankC = 2n and each θj has a unique represen-
tation
θj = y˜jF +
2n∑
s=1
bjsφs, 1 j  2n, (2.26)
where y˜jF ∈ DF (τ). It follows from (2.23) and (2.26) that, for each y ∈ Dmax(τ ),
y = yF +
2n∑
j=1
a′j θj = yF +
2n∑
j=1
a′j
(
y˜jF +
2n∑
s=1
bjsφs
)
= y˜F +
2n∑
s=1
asφs,
where yF , y˜F = yF +∑2nj=1 a′j y˜jF ∈ DF (τ) and as =∑2nj=1 a′j bjs . By the uniqueness of
the representation of y and θj (see (2.23) and (2.26)), the proof of the lemma is com-
pleted. 
3. Positive self-adjoint extensions
In this section, we characterize all positive self-adjoint extensions of Tmin(τ ) by estab-
lishing the representation of the real and imaginary parts of the quadratic form (Tmax(τ )· , ·)
on Dmax(τ ).
Denote
R(y) = [Rn(y)(a),Rn(y)(b),Rn(ly)(a),Rn(ly)(b)], (3.1)
A =
[
KQ∗2n +Q2nK∗ Q2n
Q∗2n 02n
]
, Qˇ =
[ 02n Q2n
−Q∗2n 02n
]
, (3.2)
where
Q2n =
[
Qn(a) 0n
]
, K =
[
ΦT11(b)Dn(a) Φ
T
11(b)Dn(b)
]
, (3.3)0n −Qn(b) −Dn(a) −Dn(b)
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and (2.20), respectively. Then we have the following lemma.
Lemma 3.1. For any y ∈ Dmax(τ ), we have
2 Im
(
Tmax(τ )y, y
)= iR(y)QˇR∗(y), (3.4)
2 Re
(
Tmax(τ )y, y
)= 2(Tmin(l)yF ,Tmin(l)yF )+R(y)AR∗(y), (3.5)
where i = √−1 and y = yF +∑2ni=1 ciφi , yF ∈ DF (τ) (cf. (2.21)).
Proof. By the Green’s formula (cf. (2.12)) and Lemma 2.2, we have for any y ∈ Dmax(τ ),
2i Im
(
Tmax(τ )y, y
)= [y, y]2n(b)− [y, y]2n(a)
= −[y, ly]n(b)+ [y, ly]n(b)+ [y, ly]n(a)− [y, ly]n(a)
= −Rn(ly)(b)Q∗n(b)R∗n(y)(b)+Rn(y)(b)Qn(b)R∗n(ly)(b)
+Rn(ly)(a)Q∗n(a)R∗n(y)(a)−Rn(y)(a)Qn(a)R∗n(ly)(a)
= −R(y)QˇR∗(y).
This implies that (3.4) holds. By the combination of (2.12), (2.19)–(2.21), and (3.1), we
have that for each y ∈ Dmax(τ ), y = yF +∑2ni=1 ciφi , yF ∈ DF (τ), and
(
Tmax(τ )y, y
)=
(
l+(lyF ), yF +
2n∑
i=1
ciφi
)
= (Tmin(l)yF ,Tmin(l)yF )+
(
lyF ,
2n∑
i=n+1
cilφi
)
−
[ 2n∑
i=1
ciφi , lyF
]
n
(b)+
[ 2n∑
i=1
ciφi, lyF
]
n
(a)
= (Tmin(l)yF ,Tmin(l)yF )+Rn(lyF )(a)Q∗n(a)[In,0n]α∗
−Rn(lyF )(b)Q∗n(b)
[
Φ¯11(b), In
]
α∗, (3.6)
where α = [c1, . . . , c2n]. Denoting Γ (y)= [α,Rn(lyF )(a),Rn(lyF )(b)], then we get
2 Re
(
Tmax(τ )y, y
)= 2(Tmin(l)yF ,Tmin(l)yF )+ Γ (y)A0Γ ∗(y), (3.7)
where
A0 =
[ 02n B0Q2n
Q∗2nB∗0 02n
]
with B0 =
[
In Φ
T
11(b)
0n In
]
. (3.8)
It follows from (2.11) and (2.21) that[
Rn(y)(a),Rn(y)(b)
]= [c1, . . . , c2n]B0,[
Rn(ly)(a),Rn(ly)(b)
]= [Rn(lyF )(a),Rn(lyF )(b)]
+ [cn+1, . . . , c2n]
[
Dn(a),Dn(b)
]
.
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Γ (y) = R(y)F with F =
[
B−10 −B−10 ∆
02n I2n
]
, ∆ =
[ 0n 0n
Dn(a) Dn(b)
]
. (3.9)
Substituting (3.9) into (3.7), we obtain that (3.5) holds. This completes the proof. 
We are proceed to present the characterization of the positive self-adjoint extensions of
Tmin(τ ) in terms of boundary conditions.
Theorem 3.2. Assume that the coefficients pi(t) of the formal differential expression l
(see (2.2)) satisfy the basic conditions (2.3). Then the operator T (τ) is a positive self-
adjoint extension of Tmin(τ ) if and only if there exists a 2n× 4n matrix M such that
(i) rankM = 2n,
(ii) MQˇ−1M∗ = 0,
(iii) MA−1M∗ is a negative semidefinite matrix or negative definite matrix,
and T (τ)y = τy, y ∈ D(T (τ)), where
D
(
T (τ)
)= {y ∈ Dmax(τ ): MR∗(y) = 0}. (3.10)
Here A−1 and Qˇ−1 are the inverse matrices of A and Qˇ, respectively, and defined in (3.2).
Proof. Suppose the operator T (τ) is a positive self-adjoint extension of Tmin(τ ). Then
by (3.1) and [3, Theorem 2.14], we have that R(·): D(Tmax(τ )) → C4n is linear and sur-
jective. By the self-adjointness of T (τ) and [6, Lemma 4], we know there exists a 2n× 4n
matrix M such that rankM = 2n, MQˇ−1M∗ = 0, and (3.10) holds. It follows from the
positivity of T (τ) that (T (τ )y, y) 0 for all y ∈ D(T (τ)).
We next show the following result holds:
R(y)AR∗(y) 0 for all y ∈ D(T (τ)). (3.11)
If not, there is a function y1 in D(T (τ)) such that R(y1)AR∗(y1) =: −2ε1 < 0. Not-
ing the definition of the Friedrichs extension (cf. [4, Section 3]) and the representation
(2.21) of y1 (y1 = y1F +∑2ni=1 ciφi, y1F ∈ D(LF )), we conclude that Dmin(τ ) is densely
defined in D(TF (τ)) with respect to the inner product (Tmin(l)· , Tmin(l)·), and for the pos-
itive number ε1/2, there exists a function y0 in D(Tmin(τ )) such that (Tmin(l)(y1F − y0),
Tmin(l)(y1F − y0)) ε1/2. Since the linear manifold D(T (τ)) is an extension of Dmin(τ ),
it follows from (2.6) and (3.5) that y1 − y0 ∈ D(T (τ)), and
0
(
T (τ)(y1 − y0), y1 − y0
)
= (Tmin(l)(y1F − y0), Tmin(l)(y1F − y0))+ (1/2)R(y1)AR∗(y1)
−ε1/2,
which leads to a contradiction. Therefore, (3.11) holds.
Furthermore, if we write MQˇ−1 as [αi]1i2n, where αi ∈ C4n, and Qˇ is defined
in (3.2), then from conditions (i) and (ii) and (3.10) we see that
D
(
T (τ)
)= {y ∈ Dmax(τ ): R(y) ∈ span{α1, . . . , α2n}}. (3.12)
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semidefinite matrix. By (2.12), (3.2), and (3.3), we have
Qˇ−1AQˇ∗−1 =
[
02n −Q∗−12n
Q−12n 02n
][
KQ∗2n +Q2nK∗ Q2n
Q∗2n 02n
][ 02n Q−1∗2n
−Q−12n 02n
]
=
[
02n −Q∗−12n
−Q−12n Q−12n K +K∗Q∗
−1
2n
]
= −A−1. (3.13)
So, MA−1M∗ is a negative definite or negative semidefinite. Then the necessity of this
theorem is proved.
Conversely, if the matrix M satisfies conditions (i) and (ii) and (3.10), then, by (3.4) and
[6, Lemma 4], we can conclude that the operator T (τ) defined by (3.10) is a self-adjoint
extension of Tmin(τ ). Writing MQˇ−1 as [αi ]1i2n, and by (3.11), (3.13), and (3.5), we
have (T (τ )y, y) 0 for all y ∈ D(T (τ)). This implies that T (τ) is a positive self-adjoint
extension of Tmin(τ ). The proof of Theorem 3.2 then is completed. 
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