A DATA SONIFICATION APPROACH TO COGNITIVE STATE IDENTIFICATION by Gomez, Imanol & Ramirez, Rafael
The 17th International Conference on Auditory Display (ICAD-2011) June 20-24, 2011, Budapest, Hungary














The study of human brain functions has dramatically increased
greatly due to the advent of Functional Magnetic Resonance Imag-
ing (fMRI), arguably the best technique for observing human brain
activity that is currently available. However, fMRI techniques pro-
duce extremely high dimensional, sparse and noisy data which is
difficult to visualize, monitor and analyze. In this paper, we pro-
pose two different sonification approaches to monitor fMRI data.
The goal of the resulting fMRI data sonification system is to allow
the auditory identification of cognitive states produced by differ-
ent stimuli. The system consists of a feature selection component
and a sonification engine. We explore different feature selection
methods and sonification strategies. As a case study, we apply our
system to the identification of cognitive states produced by volume
accented and duration accented rhythmic stimuli.
1. INTRODUCTION
The human brain is an extremely complex information process-
ing system and the understanding of most of its functions is still a
major challenge. Many techniques have been developed to detect
and measure neural activity in humans (e.g. EEG, fMRI, CAT)
and various methods have been proposed for analyzing the result-
ing data. In particular, Functional Magnetic Resonance Imaging
(fMRI) has been used extensively to test hypothesis regarding the
location of activation for different brain functions. However, fMRI
provides extremely high dimensional, sparse and noisy data which
is difficult to visualize, monitor and analyze.
The goal of exploratory data analysis is to render high dimen-
sional data in such a way that we can use our natural pattern recog-
nition capabilities in order to search for regularities and structures.
This approach has mainly focused on human visual capabilities.
Many visualization techniques have been developed such as Self-
Organizing Maps [1, 2], Multidimensional Scaling [3] and Pro-
jection Pursuit [4] which creates low-dimensional imaging of the
original data.
Motivated by the acknowledged human capacity to make ac-
curate and rapid processing and discrimination of sounds, in this
paper we investigate human auditory perception for exploring and
analyzing fMRI data. In particular, we propose a sonification ap-
proach to monitor and exploring fMRI data. Our goal is to allow
the auditory identification of cognitive states produced by differ-
ent stimuli. The detection of sequences of cognitive states can
help in the diagnosis of difficulties in performing a complex task.
We have implemented a system consisting of two parts: a feature
selection component, and a sonification engine. For the feature se-
lection component we investigate different feature selection meth-
ods, while for the sonification engine we explore different data to
sound mapping strategies. We apply our system to fMRI data pro-
duced by auditory stimuli consisting of rhythmic and non-rhythmic
audio signals.
The rest of the paper is organized as follows: Section 2 sets
out the background for this research. In Section 3, we describe our
approach to fMRI data sonification, and finally Section 4 presents
some conclusions and indicates some areas of future research.
2. BACKGROUND
2.1. Functional Magnetic Resonance Imaging
Functional Magnetic Resonance Imaging (fMRI) is a brain imag-
ing technique that allows the observation of brain activity in hu-
man subjects based on the increase in blood flow to the local
vasculature that accompanies neural activity in the brain. More
precisely, fMRI measures the ratio of oxygenated hemoglobin to
deoxygenated hemoglobin in the blood with respect to a control
baseline, at many individual locations within the brain. The blood
oxygen level is believed to be influenced by local neural activity,
and thus this blood oxygen level dependent (BOLD) response is
normally taken as an indicator of neural activity. An fMRI scanner
measures the value of the fMRI signal (BOLD response) at all the
points in a three dimensional image.
An fMRI scanner produces time-series data that represents
brain activity in a collection of 2D slices of the brain. The col-
lection of the 2D slices form a 3D image of the brain containing in
the order of 60000 voxels, i.e. cubes of tissue about 2 millimeters
on each side. Images are usually taken every 1-5 seconds. De-
spite the limitations in temporal resolution, fMRI is arguably the
best technique for observing human brain activity that is currently
available. While the spatial resolution of fMRI is dramatically
better than that provided by earlier brain imaging methods, each
voxel nevertheless contains on the order of hundreds of thousands
of neurons. Figure 1 shows fMRI data collected while a person
listened to auditory stimuli.
fMRI has been widely applied to the task of identifying the
regions in the brain which are activated when a human performs a
particular cognitive function. Most of the reported research sum-
marizes average fMRI responses when a human is presented with
a particular stimulus repeatedly. Regions in the brain activated by
a particular task are identified by comparing fMRI activity during
the period where the stimulus is presented with the activity de-
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Figure 1: fMRI data collected while a person listened to auditory
stimuli. The figure represents nine 2D slices from a 3D image
of the brain. Every slice is 64x64 voxels and their intensities are
represented with a ”jet” colormap . This colormap begins with
blue (lowest intensity) , and passes through cyan, yellow, orange,
and red (highest intensity).
tected under a control condition. In this paper, the aim is to iden-
tify different cognitive states from fMRI data using sonification.
2.2. Sonification
Sonification refers to the use of (non-speech) audio in order to
convey information about data. Due to the characteristics of au-
ditory perception, such as excellent temporal and pressure resolu-
tion, sonification provides an interesting alternative or complement
to visualization techniques. Sonification has been a well estab-
lished technique in applications that require a constant awareness
of some information (e.g. vital body functions during an opera-
tion). Success stories of sonification include the Geiger counter,
sonar, the auditory thermometer, and numerous medical auditory
displays. Recently, several tools have been developed to explore
data streams through sonification. This is the case of Sonifyer, a
Mac users interface for listening to data, mainly based on audifica-
tion and FM synthesis [5]. Two other sonification tools are AeSon
Toolkit which is motivated by user-centred customisation of the
aesthetic representation and scope of the data[6], and SUMO [7]
for the sonification of chemical data.
Nowadays, with abundance of high-dimensional data, audi-
tory data exploration has become an important tool to compre-
hend high-dimensional data and to uncover important structures
and patterns [8, 9] in complex data. It is particularly appropriate to
improve insight into biomedical data, which are naturally multidi-
mensional. Sonification based on Electroencephalography (EEG)
has been widely used for the study of the brain [10, 11, 12, 13].
One of the first attempts to auditory EEG exploration was re-
ported in 1934 by E. Adrian and B. Matthews [10]. They measured
the brain activity from a human subject by electrodes applied to the
head, and the channels were viewed optically on bromide paper
using the Matthews oscillograph, while being directly transduced
into sound. They could demonstrate the synchronization between
brain activity and external stimuli.
More recently, T. Hermann et al. in 2002 [11] presented dif-
ferent strategies of sonification for human EEG: spectral mapping,
by analysing the spectral properties of the signals; Distance Ma-
trix Sonification , using the Euclidean distance among all signals;
and Differential Sonification, where they compare the data from
different conditions and different channels.
In [14] T. Hermann and G. Baier analysed the rhythmical
structure of EEG using auditory exploration. They used a set of
differential equations to process the data and extract the parameters
to feed the Model-Based Sonification [15]. In 2006 T. Hermann
and G. Baier [16] used an articulatory speech model driven by vari-
able features. Both personalized and generic features were used,
such as transient activity, spatial distribution or correlation matrix
features. T. Hermann and G. Baier also explored multi-channel
sonification [13]. The system was intended to allow the listener to
perceive spatial characteristics of the data in a multi-speaker en-
vironment. They explored the idea of Event-Based Sonification
(EBS), where features are defined as events that trigger sound syn-
thesis. In this case, local maxima was thought to be suitable both
for real-time sonifications and meaningful to the clinician.
There has also been attempts to translate human EEG into mu-
sic. D. Wu et al. worked to represent mental states by using mu-
sic [17]. The EEG features were extracted by wavelet analysis
and they would control musical parameters such as pitch, tempo,
rhythm, and tonality. To give more musically meaning, some rules
were taken into account like harmony or structure. One of the main
challenges of this work was to find the precise trade-off between
directly sonification of the features and music composition.
However, to the best of our knowledge, no similar research
projects based on fMRI data have been reported in the scientific
literature.
3. THE FMRI SONIFICATION SYSTEM
3.1. Feature Selection
Given the high dimensionality of the data considered, before any
attempt to sonification it is necessary to apply feature selection
methods. In this paper, we explore the following feature selection
strategies:
• Voxel discriminability. For each voxel and considered cog-
nitive state, a t-test is performed comparing the fMRI activity
of the voxel in examples belonging to the two stimuli of in-
terest. In the case of more than two cognitive states, instead
of the t-test, an f-test is performed comparing the fMRI of
the voxel in examples belonging to the different stimuli of in-
terest. n voxels are then selected by choosing the ones with
larger t-values.
• Voxel activity. For each voxel and considered cognitive state,
a t-test is performed comparing the fMRI activity of the voxel
in examples belonging to a particular stimulus to its activity
in examples belonging to fixation periods. For each cognitive
state, n voxels are then selected by choosing the ones with
larger t-values. Note that these voxels may discriminate only
one target class from fixation.
The feature selection strategies are motivated by the fact that
fMRI binary cognitive state identification problems naturally give
rise to three types of data (similarly for non-binary identification
problems): data corresponding to the two target classes, C1 and
C2, and data corresponding to the fixation condition. Data corre-
sponding to C1 and C2 is composed of signal plus noise, while
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data corresponding to the fixation condition contains only noise,
i.e. it contains no relevant signal. Thus, two natural feature selec-
tion methods are voxel discriminability, i.e. how well the feature
discriminates C1 and C2, and voxel activity, i.e. how well the
feature distinguishes C1 or C2 from the fixation class. While the
former selection method is a straightforward method for select-
ing voxels which discriminate the two classes, the later focuses on
choosing voxels with large signal-to-noise ratios, although it ig-
nores whether the feature actually discriminates the two classes.
Within the fMRI community it is common to use voxel activity to
select a subset of relevant voxels.
In conjunction with the voxel discriminability and voxel ac-
tivity strategies, we have explored Spherical Multivariate Search-
light. Spherical Multivariate Searchlight is used to obtain a con-
tinuous map in which informative regions are marked, by moving
a spherical multivariate searchlight through the measured volume
of brain activity. The searchlight is centered on each voxel in turn.
To combine the signals from all voxels falling into the searchlight,
we compute the average of their t-valiues.
3.2. Voxel sonification
The core of sonification is the processes and algorithms that define
the mapping of data to sound for any particular application. The
term mapping refers, to mathematical transformations applied to
real-time data received from controllers or sensors so that they may
be used as effective control for sound synthesis parameters.
For our purpose we have used Parameter-Mapping Sonifica-
tion, in which data values are mapped to the various parameters of
a sound. This approach is particularly suited for multivariate rep-
resentation, as many data dimensions can be listened to at the same
time. Nevertheless, connecting the parameters to components of a
real-time sound synthesis system is not trivial.
To effectively perform a musically satisfying mapping, we
must understand well the nature of the data sources and the nature
of the sounds and music we want to produce. This poses signif-
icant problems in the case of biologically controlled sonification
in that the goal is to have an unambiguous interpretation of the
meaning of biological signals whether direct or derived. More-
over, we should ask ourselves, how should human brain activity
sound? how consistent would a sonar interpretation be for various
listeners?
The artificial sound synthesis has been implemented by addi-
tive synthesis controlled by the features extracted from the data
as explained in section 3.1. According to this technique, we have
implemented and compared two different sonifications strategies.
In the first approach, every selected feature controls the level
of a single note, creating minor blues chords, within several oc-
taves. In order to do that every feature is normalized by its energy
activation range to avoid preferences on higher energetic features.
However, for each time instant, only the five features with high-
est activation value will be synthesized. Hence, a singular sound
will be created at every instant by means of timbre, pitch and loud-
ness, that represents the activation patterns of the selected features.
The intension of this approach is to create harmonic and pleasant
sounds. However, the number of extracted features must remain
low, limited by the number of octaves that the human auditory sys-
tem is able to perceive. A sonification sample using this approach
can be found at www.upf.dtic.edu/∼rramirez/blues.mp3.
The second sonification strategy uses a larger number of fea-
tures, approximately 200. The idea is to create a sound tex-
ture, that would represent the data by summing partials with ad-
ditive synthesis. In this case, the normalized energy from ev-
ery feature is mapped to the frequency of a sine tone within the
human hearing range. The resulting sound has a noisy nature
due to the fact that there are no harmonic restrictions. Nonethe-
less, it is the representation of the evolution of the selected fea-
tures across time. A fragment of the sound spectrogram can
be seen in Figure 2 and a sonification sample can be found at
www.upf.dtic.edu/∼rramirez/additive.mp3.
The chosen software environment for sonification has been
Pure Data [18], since it makes available rapid prototyping of real-
time sound generators. It also supports the Open Sound Control
protocol for communication between the core and the sound gen-
erator. A piece of the sound engine for the first approach can be
seen at Figure 3.
Finally, the combination of both visualization and sonification
of the data may lead to a better understanding of it. For that pur-
pose, we have implemented an interface, Figure 4, that allows the
user to visually explore the data, while hearing the sonification of
the selected features, as explained in section 3.1.
Figure 2: Sound spectrogram fragment from the second sonifi-
cation approach. The x and y axes represent time and frequency
respectively, and the color represents the intensity of the frequency
components. The horizontal lines show the partials mapped from
the selected features and the vertical lines is the consequence of
the abrupt transitions between time slots.
3.3. Experiments and data
The fMRI data used in this study (for details see [19]) was pro-
duced by volume accented and duration accented rhythmic stimuli
were used. The stimuli were between 14 and 18 s long. There
were four rhythm types: volume beat, volume non-beat, duration
beat and duration non-beat. Thus, the first rhythm type (Volume
accented with Beat) consisted of 81 tones, in which every 4th tone
was louder by 6.6 dB, in order to give rise to the perception of a
regular beat (occurring 21 times per trial). For each trial, the tone
length was chosen from a range of 180 to 228 ms (in 8 ms steps) so
that a new beat would be induced in each trial, not simply carried
over from a previous trial. Accordingly, the beat occurred at a rate
of 720 to 912 ms. The second rhythm type (Volume accented with
no beat) also had 81 tones. However, the tone volumes were not
isochronous, so no regular beat could be fit to the rhythm.
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Figure 4: fMRI Data Interface. The plots at the top and at the bottom left represent three different slices of a 3D image of the brain,
according to the X,Y, Z axes. The fourth plot represents the energy of the voxel selected by the user, across time. The bottom panel is used
a video player and the left panel shows different information about the system and the selected voxel.
4. CONCLUSIONS AND FUTURE WORK
We have proposed two different fMRI data sonification approaches
to cognitive state identification. The first approach brings a har-
monic sonification to explore the data by using blues chords as
reference. The second approach creates a complex texture sound
by using a large amount of features coming from the data.
The system’s objective is the auditory detection of cognitive
states produced by different auditory stimuli, and combines soni-
fication and visualization in order to incorporate the benefits of
both techniques. We have explored different feature selection tech-
niques in order to reduce the dimensionality of the date before
sonification. In particular we have explored voxel discriminabil-
ity and voxel activity feature selection. The work reported is still
in progress but the results we have so far obtained are encouraging.
This preliminary results seem to indicate that the fMRI data con-
sidered contain sufficient information to identify different cogni-
tive states by sonifying a small number of features (i.e. 20 voxels)
extracted from the studied fMRI data, and with no prior anatomi-
cal knowledge. The problem provides a very interesting instance
of sonification with extremely high dimensional, sparse and noisy
data. As future work, we plan to explore additional feature extrac-
tion methods and to conduct a series of experiments for quantita-
tively evaluating the system.
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