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Abstract
Building on the framework of Zhang & Shu [1, 2], we develop a realizability-preserving
method to simulate the transport of particles (fermions) through a background material
using a two-moment model that evolves the angular moments of a phase space distribu-
tion function f . The two-moment model is closed using algebraic moment closures; e.g.,
as proposed by Cernohorsky & Bludman [3] and Banach & Larecki [4]. Variations of this
model have recently been used to simulate neutrino transport in nuclear astrophysics ap-
plications, including core-collapse supernovae and compact binary mergers. We employ
the discontinuous Galerkin (DG) method for spatial discretization (in part to capture
the asymptotic diffusion limit of the model) combined with implicit-explicit (IMEX)
time integration to stably bypass short timescales induced by frequent interactions be-
tween particles and the background. Appropriate care is taken to ensure the method
preserves strict algebraic bounds on the evolved moments (particle density and flux) as
dictated by Pauli’s exclusion principle, which demands a bounded distribution function
(i.e., f ∈ [0, 1]). This realizability-preserving scheme combines a suitable CFL condition,
a realizability-enforcing limiter, a closure procedure based on Fermi-Dirac statistics, and
an IMEX scheme whose stages can be written as a convex combination of forward Eu-
ler steps combined with a backward Euler step. The IMEX scheme is formally only
first-order accurate, but works well in the diffusion limit, and — without interactions
with the background — reduces to the optimal second-order strong stability-preserving
explicit Runge-Kutta scheme of Shu & Osher [5]. Numerical results demonstrate the
realizability-preserving properties of the scheme. We also demonstrate that the use of
algebraic moment closures not based on Fermi-Dirac statistics can lead to unphysical
moments in the context of fermion transport.
Keywords: Boltzmann equation, Radiation transport, Hyperbolic conservation laws,
Discontinuous Galerkin, Implicit-Explicit, Moment Realizability
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1. Introduction
In this paper we design numerical methods to solve a two-moment model that gov-
erns the transport of particles obeying Fermi-Dirac statistics (e.g., neutrinos), with the
ultimate target being nuclear astrophysics applications (e.g., neutrino transport in core-
collapse supernovae and compact binary mergers). The numerical method is based on
the discontinuous Galerkin (DG) method for spatial discretization and implicit-explicit
(IMEX) methods for time integration, and it is designed to preserve certain physical
constraints of the underlying model. The latter property is achieved by considering
the spatial and temporal discretization together with the closure procedure for the two-
moment model.
In many applications, the particle mean free path is comparable to or exceeds other
characteristic length scales in the system under consideration, and non-equilibrium effects
may become important. In these situations, a kinetic description based on a particle
distribution function may be required. The distribution function, a phase space density
f depending on momentum p ∈ R3 and position x ∈ R3, is defined such that f(p,x, t)
gives at time t ∈ R+ the number of particles in the phase space volume element dp dx
(i.e., dN = f dp dx). The evolution of the distribution function is governed by the
Boltzmann equation, which states a balance between phase space advection and particle
collisions (see, e.g., [6, 7, 8]).
Solving the Boltzmann equation numerically for f is challenging, in part due to the
high dimensionality of phase space. To reduce the dimensionality of the problem and
make it more computationally tractable, one may instead solve (approximately) for a
finite number of angular moments mN = (m
(0),m(1), . . . ,m(N))T of the distribution
function, defined as
m(k)(ε,x, t) =
1
4pi
∫
S2
f(ω, ε,x, t) g(k)(ω) dω, (1)
where ε = |p| is the particle energy, ω is a point on the unit sphere S2 indicating the
particle propagation direction, and g(k) are momentum space angular weighing func-
tions. In problems where collisions are sufficiently frequent, solving a truncated moment
IThis research is sponsored, in part, by the Laboratory Directed Research and Development Program
of Oak Ridge National Laboratory (ORNL), managed by UT-Battelle, LLC for the U. S. Department
of Energy under Contract No. De-AC05-00OR22725. This research was supported by the Exascale
Computing Project (17-SC-20-SC), a collaborative effort of the U.S. Department of Energy Office of
Science and the National Nuclear Security Administration. This material is based, in part, upon work
supported by the U.S. Department of Energy, Office of Science, Office of Advanced Scientific Computing
Research. Eirik Endeve was supported in part by NSF under Grant No. 1535130.
IIThis manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725
with the U.S. Department of Energy. The United States Government retains and the publisher, by
accepting the article for publication, acknowledges that the United States Government retains a non-
exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this
manuscript, or allow others to do so, for United States Government purposes. The Department of
Energy will provide public access to these results of federally sponsored research in accordance with the
DOE Public Access Plan(http://energy.gov/downloads/doe-public-access-plan).
∗Corresponding author. Tel.:+1 865 576 6349; fax:+1 865 241 0381
Email addresses: rchu@vols.utk.edu (Ran Chu), endevee@ornl.gov (Eirik Endeve),
hauckc@ornl.gov (Cory D. Hauck), mezz@utk.edu (Anthony Mezzacappa)
2
problem can provide significant reductions in computational cost since only a few mo-
ments are needed to represent the solution accurately. On the other hand, in problems
where collisions do not sufficiently isotropize the distribution function, more moments
may be needed. In the two-moment model considered here (N = 1), angular moments
representing the particle density and flux (or energy density and momentum) are solved
for. Two-moment models for relativistic systems appropriate for nuclear astrophysics
applications have been discussed in, e.g., [9, 10, 11, 12, 13]. However, in this paper,
for simplicity (and clarity), we consider a non-relativistic model, leaving extensions to
relativistic systems for future work.
In a truncated moment model, the equation governing the evolution of the N -th mo-
ment m(N) contains higher moments {m(k)}Mk=N+1 (M > N), which must be specified
in order to form a closed system of equations. For the two-moment model, the symmet-
ric rank-two Eddington tensor (proportional to the pressure tensor) must be specified.
Approaches to this closure problem include setting m(k) = 0, for k > N (PN equations
[14] and filtered versions thereof [15, 16]), Eddington approximation (when N = 0) [17],
Kershaw-type closure [18], and maximum entropy closure [19, 3, 20]. The closure proce-
dure often results in a system of nonlinear hyperbolic conservation laws, which can be
solved using suitable numerical methods (e.g., [21]).
One challenge in solving the closure problem is constructing a sequence of moments
that are consistent with a positive distribution function, which typically implies algebraic
constraints on the moments [18, 22]. Moments satisfying these constraints are called
realizable moments (e.g., [23]). When evolving a truncated moment model numerically,
maintaining realizable moments is challenging, but necessary in order to ensure the well-
posedness of the closure procedure [23, 24, 25]. In addition to putting the validity of the
numerical results into question, failure to maintain moment realizability in a numerical
model may, in order to continue a simulation, require ad hoc post-processing steps with
undesirable consequences such as loss of conservation.
Here we consider a two-moment model for particles governed by Fermi-Dirac statis-
tics. It is well known from the two-moment model for particles governed by Maxwell-
Boltzmann statistics (“classical” particles with f ≥ 0), that the particle density is non-
negative and the magnitude of the flux vector is bounded by the particle density. (There
are further constraints on the components of the Eddington tensor [22].) Furthermore,
the set of realizable moments generated by the particle density and flux vector constitutes
a convex cone [26]. In the fermionic case, there is also an upper bound on the distri-
bution function (e.g., f ≤ 1) because Pauli’s exclusion principle prevents particles from
occupying the same microscopic state. The fermionic two-moment model has recently
been studied theoretically in the context of maximum entropy closures [27, 28, 29] and
Kershaw-type closures [4]. Because of the upper bound on the distribution function, the
algebraic constraints on realizable moments differ from the classical case with no upper
bound, and can lead to significantly different dynamics when the occupancy is high (i.e.,
when f is close to its upper bound). In the fermionic case, the set of realizable moments
generated by the particle density and flux vector is also convex. It is “eye-shaped” (as
will be shown later; cf. Figure 1 in Section 3) and tangent to the classical realizabil-
ity cone on the end representing low occupancy, but is much more restricted for high
occupancy.
In this paper, the two-moment model is discretized in space using high-order Dis-
continuous Galerkin (DG) methods (e.g., [30, 31]). DG methods combine elements from
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both spectral and finite volume methods and are an attractive option for solving hy-
perbolic partial differential equations (PDEs). They achieve high-order accuracy on a
compact stencil; i.e., data is only communicated with nearest neighbors, regardless of the
formal order of accuracy, which can lead to a high computation to communication ratio,
and favorable parallel scalability on heterogeneous architectures has been demonstrated
[32]. Furthermore, they can easily be applied to problems involving curvilinear coor-
dinates (e.g., beneficial in numerical relativity [33]). Importantly, DG methods exhibit
favorable properties when collisions with a background are included, as they recover the
correct asymptotic behavior in the diffusion limit, characterized by frequent collisions
(e.g., [34, 35, 36]). The DG method was introduced in the 1970s by Reed & Hill [37] to
solve the neutron transport equation, and has undergone remarkable developments since
then (see, e.g., [38] and references therein).
We are concerned with the development and application of DG methods for the
fermionic two-moment model that can preserve the aforementioned algebraic constraints
and ensure realizable moments, provided the initial condition is realizable. Our approach
is based on the constraint-preserving (CP) framework introduced in [1], and later ex-
tended to the Euler equations of gas dynamics in [2]. (See, e.g., [39, 40, 26, 41, 42, 43, 44]
for extensions and applications to other systems.) The main ingredients include (1) a
realizability-preserving update for the cell averaged moments based on forward Euler time
stepping, which evaluates the polynomial representation of the DG method in a finite
number of quadrature points in the local elements and results in a Courant-Friedrichs-
Lewy (CFL) condition on the time step; (2) a limiter to modify the polynomial represen-
tation to ensure that the algebraic constraints are satisfied point-wise without changing
the cell average of the moments; and (3) a time stepping method that can be expressed
as a convex combination of Euler steps and therefore preserves the algebraic constraints
(possibly with a modified CFL condition). As such, our method is an extension of the
realizability-preserving scheme developed by Olbrant el al. [26] for the classical two-
moment model.
The DG discretization leaves the temporal dimension continuous. This semi-discretization
leads to a system of ordinary differential equations (ODEs), which can be integrated
with standard ODE solvers (i.e., the method of lines approach to solving PDEs). We
use implicit-explicit (IMEX) Runge-Kutta (RK) methods [45, 46] to integrate the two-
moment model forward in time. This approach is motivated by the fact that we can
resolve time scales associated with particle streaming terms in the moment equations,
which will be integrated with explicit methods, while terms associated with collisional
interactions with the background induce fast time scales that we do not wish to resolve,
and will be integrated with implicit methods. This splitting has some advantages when
solving kinetic equations since the collisional interactions may couple across momentum
space, but are local in position space, and are easier to parallelize than a fully implicit
approach.
The CP framework of [1] achieves high-order (i.e., greater than first-order) accu-
racy in time by employing strong stability-preserving explicit Runge-Kutta (SSP-RK)
methods [5, 47], which can be written as a convex combination of forward Euler steps.
Unfortunately, this strategy to achieve high-order temporal accuracy does not work as
straightforwardly for standard IMEX Runge-Kutta (IMEX-RK) methods because im-
plicit SSP Runge-Kutta methods with greater than first-order accuracy have time step
restrictions similar to explicit methods [47]. To break this “barrier,” recently proposed
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IMEX-RK schemes [48, 49] have resorted to first-order accuracy in favor of the SSP
property in the standard IMEX-RK scheme, and recover second-order accuracy with a
correction step.
We consider the application of the correction approach to the two-moment model.
However, with the correction step from [48] we are unable to prove the realizability-
preserving property without invoking an overly restrictive time step. With the correction
step from [49] the realizability-preserving property is guaranteed with a time step compa-
rable to that of the forward Euler method applied to the explicit part of the scheme, but
the resulting scheme performs poorly in the asymptotic diffusion limit. Because of these
challenges, we resort to first-order temporal accuracy, and propose IMEX-RK schemes
that are convex-invariant with a time step equal to that of forward Euler on the explicit
part, perform well in the diffusion limit, and reduce to a second-order SSP-RK scheme
in the streaming limit (no collisions with the background material).
The realizability-preserving property of the DG-IMEX scheme depends sensitively on
the adopted closure procedure. The explicit update of the cell average can, after employ-
ing the simple Lax-Friedrichs flux and imposing a suitable CFL condition on the time
step, be written as a convex combination. Realizability of the updated cell average is
then guaranteed from convexity arguments [1], provided all the elements in the convex
combination are realizable. Realizability of individual elements in the convex combina-
tion is conditional on the closure procedure (components of the Eddington tensor must
be computed to evaluate numerical fluxes). We prove that each element in the convex
combination is realizable provided the moments involved in expressing the elements are
moments of a distribution function satisfying the bounds implied by Fermi-Dirac statis-
tics (i.e., 0 ≤ f ≤ 1). For algebraic two-moment closures, which we consider, the so-called
Eddington factor is given by an algebraic expression depending on the evolved moments
and completely determines the components of the Eddington tensor. Realizable compo-
nents of the Eddington tensor demand that the Eddington factor satisfies strict lower
and upper bounds (e.g., [22, 27]). We discuss algebraic closures derived from Fermi-Dirac
statistics that satisfy these bounds, and demonstrate with numerical experiments that the
DG-IMEX scheme preserves realizability of the moments when these closures are used.
We also demonstrate that further approximations to algebraic two-moment closures for
modeling particle systems governed by Fermi-Dirac statistics may give results that are
incompatible with a bounded distribution and, therefore, unphysical. The example we
consider is the Minerbo closure [19], which can be obtained as the low occupancy limit
of the maximum entropy closure of Cernohorsky & Bludman [3].
The paper is organized as follows. In Section 2 we present the two-moment model. In
Section 3 we discuss moment realizability for the fermionic two-moment model, while al-
gebraic moment closures are discussed in Section 4. In Section 5 we briefly introduce the
DG method for the two-moment model, while the (convex-invariant) IMEX time step-
ping methods we use are discussed in Section 6. The main results on the realizability-
preserving DG-IMEX method for the fermionic two-moment model are worked out in
Sections 7 and 8. In Section 8 we also discuss the realizability-enforcing limiter. Nu-
merical results are presented in Section 9, and summary and conclusions are given in
Section 10. Additional details on the IMEX schemes are provided in Appendices.
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2. Mathematical Model
In this section we give a summary of the mathematical model.
2.1. Boltzmann Equation
We consider approximate solutions to the Boltzmann equation for the transport of
massless particles through a static material in Cartesian geometry, which, after scaling
to dimensionless units, can be written as
∂tf + ` · ∇f = 1
τ
C(f), (2)
where the distribution function f : (ω, ε,x, t) ∈ S2×R+×R3×R+ → R+ gives the number
of particles propagating in the direction ω ∈ S2 := {ω = (ϑ, ϕ) | ϑ ∈ [0, pi], ϕ ∈ [0, 2pi) },
with energy ε ∈ R+, at position x ∈ R3 and time t ∈ R+. Here we use spherical
momentum space coordinates (ε, ω), and the unit vector `(ω) ∈ R3 (independent of ε
and x) is parallel to the particle three-momentum p = ε `. We also define the energy-
position coordinates z := {ε,x} ∈ R+ × R3. On the right-hand side of Eq. (2), τ is
the ratio of the particle mean-free path (due to interactions with a background) to some
characteristic length scale of the problem. In opaque regions, τ  1, while for free
streaming particles, τ  1. The collision operator, which models emission, absorption,
and isotropic and elastic scattering, is given by
C(f) = ξ ( f0 − f )+ (1− ξ) ( 1
4pi
∫
S2
f dω − f ), (3)
where ξ = σA/σT ∈ [0, 1] is the ratio of the absorption opacity σA (≥ 0) to the total
opacity σT = σA +σS, and σS (≥ 0) is the scattering opacity. In particular, ξ = 1 models
pure emission and absorption, while ξ = 0 models pure scattering. In general, σA and σS
(and τ and ξ) depend on z. The equilibrium distribution function is denoted by f0(z).
Here, we consider transport of Fermions (e.g., neutrinos), so the equilibrium distribution
function takes the form
f0(z) =
1
e(ε−µ(x))/T (x) + 1
, (4)
where the temperature T and the chemical potential µ depend on properties of the
background.
2.2. Angular Moment Equations: Two-Moment Model
The Boltzmann equation is often too expensive to solve directly. Instead, approximate
equations for angular moments of the distribution function are solved. To this end, we
define the angular moments of the distribution function{J ,H,K}(z, t) = 1
4pi
∫
S2
f(ω,z, t) { 1, `, `⊗ ` } dω. (5)
We refer to J (zeroth moment) as the particle density, H (first moment) as the particle
flux, and K (second moment) as the stress tensor. Note that the moments defined in
Eq. (5) are spectral moments (depending on energy as well as position and time). The
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grey moments (depending only on position and time) are obtained by integration over
energy: {
J,H,K
}
(x, t) =
∫
R+
{J ,H,K}(ε,x, t) ε2dε. (6)
Taking the zeroth and first moments of Eq. (2) gives the two-moment model, com-
prising a system of conservation laws with sources
∂tM+∇ ·F = 1
τ
C(M), (7)
where M = (J ,H)T and F = (H,K)T . Components of the fluxes in each coordinate
direction are F i = ei ·F = (ei ·H, ei ·K)T , where ei is the unit vector parallel to the
ith coordinate direction. On the right-hand side of Eq. (7), the source term is
C(M) = η −DM, (8)
where η = (ξ f0,0)
T and D = diag(ξ, I), with I the identity matrix.
In order to close the system given by Eq. (7), the components of the stress tensor
K must be related to the lower moments through a closure procedure. To this end,
Levermore [22] defined the Eddington tensor k = K/J and assumed that the radiation
field is symmetric about a preferred direction ĥ = H/|H| so that
k =
1
2
[ (
1− χ) I + (3χ− 1) ĥ⊗ ĥ ], (9)
where χ = χ(J , |H|) is the Eddington factor. The two-moment model is then closed
once the Eddington factor is determined from J and H. We will return to the issue of
determining the Eddington factor in Section 4.
3. Moment Realizability for the Fermionic Two-Moment Model
Our goal is to simulate massless fermions (e.g., neutrinos) and study their interactions
with matter. The principal objective is to obtain the fermionic distribution function f
(or moments of f as in the two-moment model employed here). The Pauli exclusion
principle requires the distribution function to satisfy the condition 0 ≤ f ≤ 1, which
puts restrictions on the admissible values for the moments of f . In this paper, we seek to
design a numerical method for solving the system of moment equations given by Eq. (7)
that preserves realizability of the moments; i.e., the moments evolve within the set of
admissible values as dictated by Pauli’s exclusion principle. (Since we are only concerned
with the angular dependence of f in this section, we simplify the notation by suppressing
the z and t dependence and write f(ω,z, t) = f(ω).)
We begin with the following definition of moment realizability.
Definition 1. The moments M = (J ,H)T are realizable if they can be obtained from a
distribution function satisfying 0 < f(ω) < 1 ∀ ω ∈ S2. The set of all realizable moments
R is
R := {M = (J ,H)T | J ∈ (0, 1) and γ(M) > 0}, (10)
where we have defined the concave function γ(M) ≡ (1− J )J − |H|.
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Remark 1. Following [27], in Definition 1, and in the rest of this paper, we exclude the
cases f = 0 and f = 1 almost everywhere (a.e.) on S2, which would give J = 0, H = 0
and J = 1, H = 0, respectively.
The algebraic constraints in Eq. (10) are proven in [4] (see also [27, 28]).
Lemma 1. The realizable set R is convex.
Proof. Let Ma =
(Ja,Ha)T and Mb = (Jb,Hb)T be two arbitrary elements in R, and
let Mc = θMa + (1− θ)Mb, with 0 ≤ θ ≤ 1. The first component of Mc is
Jc = θJa + (1− θ)Jb.
Since Ja,Jb ∈ (0, 1), it follows that Jc ∈ (0, 1). Concavity of γ implies that
γ(Mc) ≥ θ γ(Ma) + (1− θ) γ(Mb) > 0.
Hence, Mc ∈ R.
Figure 1 illustrates the geometry of the convex set R in the (H,J )-plane (light blue
region). The boundary ∂R (black curves) is given by γ(M) = 0. The realizable domain
of positive distribution functions, R+ (no upper bound on f), which is a convex cone
defined by
R+ := {M = (J ,H)T | J > 0 and J > |H|}, (11)
is partially shown as the light red region above the red lines, which mark the boundary
of R+ (denoted ∂R+). The realizable set R is a bounded subset of R+.
8
Figure 1: Illustration of the realizable set R (light blue region) defined in Eq. (10). The black lines
define the boundary ∂R, while the red lines indicate the boundary of the realizable set R+ (light red
region) defined in Eq. (11).
For the realizability-preserving scheme developed in Section 7, we state some addi-
tional results. Lemma 2 is used to help prove the realizability-preserving property of
explicit steps in the IMEX scheme, while Lemmas 3 and 4 are used to prove realizability-
preserving properties of implicit steps.
Lemma 2. Let
{Ja,Ha,Ka} and {Jb,Hb,Kb} be moments defined as in Eq. (5) with
distribution functions fa and fb, respectively, such that fa(ω), fb(ω) ∈ (0, 1)∀ω ∈ S2.
Let Φ±(M,K) = 12
(M± ê ·F), where ê ∈ R3 is an arbitrary unit vector, and ê ·F =(
ê ·H, ê ·K)T . Then
Mab ≡ Φ+(Ma,Ka) + Φ−(Mb,Kb) ∈ R.
Proof. The components of Mab are
Jab = 1
4pi
∫
S2
fab(ω) dω and Hab = 1
4pi
∫
S2
fab(ω) `(ω) dω,
where fab(ω) = ϑ fa(ω) + (1− ϑ) fb(ω) and ϑ(ω) = (1 + ê · `(ω))/2 ∈ [0, 1]. Then, since
fab(ω) ∈ (0, 1)∀ω ∈ S2, it follows that Mab ∈ R.
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Lemma 3. Let Ma = (Ja,Ha)T ∈ R and α > 0. Let Mb = (Jb,Hb)T satisfy
Mb = Ma + αC(Mb), (12)
where C(M) = η −DM is the collision term in Eq. (8). Then Mb ∈ R.
Proof. Solving Eq. (12) for Mb gives Mb =
(
I +αD)−1(Ma +αη). The first compo-
nent of Mb can be written as
Jb = 1
4pi
∫
S
fb(ω) dω,
where fb(ω) = ζ fa(ω) + (1 − ζ) f0, ζ = 1/(1 + α ξ) ∈ [0, 1], and f0 and ξ are defined in
Eq. (3) in Section 2. Then, since fb(ω) ∈ (0, 1)∀ω ∈ S2, Jb ∈ (0, 1). Meanwhile,
Hb = (1 + α ξ)
(1 + α)
H˜b, where H˜b = 1
4pi
∫
S2
fb(ω) `(ω) dω.
It follows that M˜b = (Jb, H˜b)T ∈ R. Then, since 0 ≤ ξ ≤ 1, |Hb| ≤ |H˜b| < (1 −
Jb)Jb.
Lemma 4. Let Ma = (Ja,Ha)T ∈ R and α > 0. Let Mb satisfy
Mb = Ma + αDC(Mb),
where D and C(M) are given by Eq. (8). Then Mb ∈ R.
The proof of Lemma 4 follows along the same lines as the proof of Lemma 3 and is
omitted.
4. Algebraic Moment Closures
The two-moment model given by Eq. (5) is not closed because of the appearance of
the second moments K (the normalized pressure tensor). Algebraic moment closures for
the two-moment model are computationally efficient as they provide the Eddington fac-
tor in Eq. (9) in closed form as a function of the density J and the flux factor h = |H|/J .
For this reason they are used in applications where transport plays an important role,
but where limited computational resources preclude the use of higher fidelity models.
Examples include simulation of neutrino transport in core-collapse supernovae [50] and
compact binary mergers [51]. Algebraic moment closures in the context of these afore-
mentioned applications have also been discussed elsewhere (e.g., [52, 53, 54, 55, 56]).
Here we focus on properties of the algebraic closures that are critical to the development
of numerical methods for the two-moment model of fermion transport. For the algebraic
closures we consider, the Eddington factor in Eq. (9) can be written in the following form
[3]
χ(J , h) = 1
3
+
2 (1− J ) (1− 2J )
3
Θ
( h
1− J
)
, (13)
where the closure function Θ(x) depends on the specifics of the closure procedure. We
will consider two basic closure procedures in more detail below: the maximum entropy
(ME) closure and the Kershaw (K) closure.
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In the low occupancy limit (J  1), the Eddington factor in Eq. (13) depends solely
on h; i.e.,
χ(J , h)→ χ0(h) = 1
3
+
2
3
Θ
(
h
)
. (14)
This for of χ yields a moment closure that is suitable for particle systems obeying
Maxwell-Boltzmann statistics.
4.1. Maximum Entropy (ME) Closure
The ME closure constructs an approximation of the angular distribution as a function
of J and H [3, 27]. The ME distribution fME is found by maximizing the entropy
functional, which for particles obeying Fermi-Dirac statistics is given by
S[fME] =
∫
S2
[
(1− fME) log(1− fME) + fME log fME ] dω, (15)
subject to the constraints
1
4pi
∫
S2
fME(ω) dω = J and 1
4pi
∫
S2
fME(ω) `(ω) dω = H. (16)
The solution that maximizes Eq. (15) takes the general form [3]
fME(ω; a, b) =
1
ea+b·`(ω) + 1
, (17)
where the Lagrange multipliers a and b are implicit functions of J and H. The ME
distribution function satisfies 0 < fME < 1, but a and b are unconstrained. Specification
of a and b from M = (J ,H)T gives fME, and any number of moments can in principle
be computed. Importantly, for the maximum entropy problem to be solvable, we must
have M ∈ R [27].
To arrive at an algebraic form of the ME closure, Cernohorsky & Bludman [3] pos-
tulate (but see [27]) that, as a function of the flux saturation
x := h/(1− J ), (18)
the closure function Θ is independent of J and can be written explicitly in terms of the
inverse Langevin function. To avoid inverting the Langevin function for Θ, they provide
a polynomial fit (accurate to 2%) given by
ΘCBME(x) =
1
5
(
3− x+ 3x2 )x2. (19)
More recently, Larecki & Banach [27] have shown that the explicit expression given in
[3] is not exact and provide another approximate expression
ΘBLME(x) =
1
8
(
9x2 − 5 +
√
33x4 − 42x2 + 25 ), (20)
which is accurate to within 0.35%. On the interval x ∈ [0, 1], the curves given by Eqs. (19)
and (20) lie practically on top of each other. The closure functions given by Eqs. (19)
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and (20), together with the Eddington factor in Eq. (13) and the pressure tensor in
Eq (9), constitute the algebraic maximum entropy closures for fermionic particle systems
considered in this paper. We will refer to the ME closures with ΘCBME and Θ
BL
ME as the CB
(Cernohorsky & Bludman) and BL (Banach & Larecki) closures, respectively.
We also note that using the closure function given by Eq. (19) with the low occupancy
Eddington factor in Eq (14) results in the algebraic maximum entropy closure attributed
to Minerbo [19], which is currently in use in simulation of neutrino (fermion) transport in
the aforementioned nuclear astrophysics applications. In a recent comparison of algebraic
(or analytic) closures for the two-moment model applied to neutrino transport around
proto-neutron stars, Murchikova et al. [56] obtained nearly identical results when using
the closures of CB and Minerbo. For these reasons, we include the Minerbo closure in
the subsequent discussion and in the numerical tests in Section 9.
4.2. Kershaw (K) Closure
Another algebraic closure we consider is a Kershaw-type closure [18], developed for
fermion particle systems in [4]. The basic principle of the Kershaw closure for the two-
moment model is derived from the fact that the realizable set generated by the triplet of
scalar moments
{J ,H,K} = 1
2
∫ 1
−1
f(µ)µ{0,1,2} dµ, (21)
is convex. For the moments in Eq. (21), the realizable set is the set of moments obtained
from distribution functions satisfying 0 < f(µ) < 1, ∀µ ∈ [−1, 1]. (The moments in
Eq. (21) are the unique moments obtained from the moments in Eq. (5) under the
assumption that the distribution function is isotropic about a preferred direction, and µ
is the cosine of the angle between this preferred direction and the particle propagation
direction given by `.)
For a bounded distribution 0 < f < 1, it is possible to show (e.g., [28]) that the
second moment satisfies
KL(J , h) < K < KU(J , h), (22)
where KL = J
(
1
3 J 2 + h2
)
, KU = KL + J (1−J ) (1− x2), and x is the flux saturation
defined in Eq. (18). By convexity of the realizable set generated by the moments in
Eq. (21), the convex combination
K(β,J , h) = βKL(J , h) + (1− β)KU(J , h), (23)
with β ∈ [0, 1], is realizable whenever (J ,H)T ∈ R. The Kershaw closure for the two-
moment model is then obtained from Eq. (23) with the additional requirement that it
be correct in the limit of isotropic distribution functions; i.e., K(β,J , 0) = J /3. One
choice for β, which leads to a strictly hyperbolic and causal two-moment model (and a
particularly simple closure function) [4], is β = (2−J )/3, so that KK(J , h) = χK(J , h)J ,
where
χK(J , h) = 1
3
+
2 (1− J ) (1− 2J )
3
ΘK
( h
1− J
)
, (24)
and the Kershaw closure function is given by
ΘK(x) = x
2. (25)
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For multidimensional problems, the Kershaw closure is obtained by using the Eddington
factor in Eq. (24) in Eq. (9). Finally, we point out that for the two-moment Kershaw
closure (see [4] for details), a distribution function fK(ω,J ,H), satisfying 0 < fK < 1, and
reproducing the moments J , H, and K, can be written explicitly in terms of Heaviside
functions.
4.3. Realizability of Algebraic Moment Closures
It is not immediately obvious that all the algebraic moment closures discussed above
are suitable for designing realizability-preserving methods for the two-moment model of
fermion transport. In particular, the realizability-preserving scheme developed in this
paper is based on the result in Lemma 2, which must hold for the adapted closure. The
Kershaw closure is consistent with a bounded distribution, f
K
∈ (0, 1), and should be
well suited, but the algebraic ME closures are based on approximations to the closure
function, and we need to consider if these approximate closures remain consistent with
the assumed bounds on the underlying distribution function. To this end, we rely on
results in [22, 27] (see also [18, 57]), which state that realizability of the moment triplet
{J ,H,K} (with K given by Eq. (9)), is equivalent to the following requirement for the
Eddington factor
χmin = max
(
1− 2
3J , h
2
)
< χ < min
(
1,
1
3J −
J
1− J h
2
)
= χmax. (26)
Fortunately, these bounds are satisfied by the algebraic closures based on Fermi-Dirac
statistics. (Note that for J  1 the bounds in Eq. (26) limit to the bounds for positive
distributions given by Levermore [22]; i.e., h2 < χ < 1.)
In Figure 2, we plot the Eddington factor χ versus the flux factor h for the various
algebraic closures discussed above and for different values of J ∈ (0, 1): 0.01 (upper left
panel), 0.4 (upper right panel), 0.6 (lower left panel), and 0.99 (lower right panel). The
lower and upper bounds on the Eddington factor for realizable closures (χmin and χmax,
respectively) are also plotted. We note that for all the closures, the Eddington factor
χ→ 1/3 as h→ 0+.
When J = 0.01, the maximum entropy closures (CB, BL, and Minerbo) are practi-
cally indistinguishable, while the Eddington factor of the Kershaw closure is larger than
that of the other closures over most of the domain. When J = 0.4, the Eddington factor
for the closures based on Fermi-Dirac statistics (CB, BL, and Kershaw) remain close
together, while the Eddington factor for the Minerbo closure is larger than the other
closures for h & 0.2. The Eddington factor for all closures remain between χmin and χmax
when J = 0.01 and J = 0.4.
When J = 0.6, the Eddington factor for the closures based on Fermi-Dirac statistics
remain close together and within the bounds in Eq. (26). The dependence of the Ed-
dington factor on h for the Minerbo closure differs from the other closures (i.e., increases
vs decreases with increasing h), and exceeds χmax for h & 0.34. When J = 0.99, the
Eddington factor of the CB and BL closures (indistinguishable) and the Kershaw closure
remain within the bounds given in Eq. (26). The Eddington factor of the Minerbo closure
is nearly flat, and exceeds χmax for h & 0.006.
13
Figure 2: Plot of Eddington factors χ versus flux factor h for different values of J for various algebraic
closures: J = 0.01 (upper left panel), J = 0.4 (upper right panel), J = 0.6 (lower left panel), and
J = 0.99 (lower right panel). In each panel we plot the Eddington factors of Kershaw (solid blue lines),
Cernohorsky & Bludman (CB, solid red lines), Banach & Larecki (BL, dashed orange lines), and Minerbo
(dash-dot purple lines). We also plot χmin and χmax defined in Eq. (26) (lower and upper solid black
lines, respectively).
We have also checked numerically that for all the algebraic closures based on Fermi-
Dirac statistics (CB, BL, and Kershaw), the bounds on the Eddington factor in Eq. (26)
holds for allM ∈ R. Thus, we conclude that these closures are suited for development of
realizability-preserving numerical methods for the two-moment model of fermion trans-
port.
In Figure 3, we further illustrate properties of the algebraic closures by plotting Mab
as defined in Lemma 2 for the maximum entropy closures of CB and Minerbo. In both
panels, we plot Mab constructed from randomly selected pairs Ma,Mb ∈ R (each blue
dot represents one realization of Mab). Results for the maximum entropy closure of CB
are plotted in the left panel, while results for the Minerbo closure are plotted in the right
panel. As expected for the closure consistent with moments of Fermi-Dirac distributions
(CB), we find Mab ∈ R. For the Minerbo closure, which is consistent with positive
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distributions, Mab is not confined to R.
Figure 3: Illustration of Mab, as defined in Lemma 2, computed with algebraic maximum entropy
closures of Cernohorsky & Bludman (left) and Minerbo (right). In each panel, Mab was computed
using the respective closure, using 106 random pairs (Ma,Mb ∈ R), and plotted as a light-blue point.
The solid black lines mark the boundary of R: γ(M) = 0.
5. Discontinuous Galerkin Method
Here we briefly outline the DG method for the moment equations. (See, e.g., [30], for a
comprehensive review on the application of DG methods to solve hyperbolic conservation
laws.) Since we do not include any physics that couples the energy dimension, the particle
energy ε is simply treated as a parameter. For notational convenience, we will suppress
explicit energy dependence of the moments. Employing Cartesian coordinates, we write
the moment equations in d spatial dimensions as
∂tM+
d∑
i=1
∂
∂xi
(F i(M) ) = 1
τ
C(M), (27)
where xi is the coordinate along the ith coordinate dimension. We divide the spatial
domain D into a disjoint union T of open elements K, so that D = ∪K∈TK. We
require that each element is a d-dimensional box in the logical coordinates; i.e.,
K = {x : xi ∈ Ki := (xiL, xiH), | i = 1, . . . , d }, (28)
with surface elements denoted K˜
i
= ×j 6=iKj . We let |K| denote the volume of an
element
|K| =
∫
K
dx, where dx =
d∏
i=1
dxi. (29)
We also define x˜i as the coordinates orthogonal to the ith dimension, so that as a set
x = {x˜i, xi}. The width of an element in the ith dimension is |Ki| = xiH − xiL.
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We let the approximation space for the DG method, Vk, be constructed from the
tensor product of one-dimensional polynomials of maximal degree k. Note that functions
in Vk can be discontinuous across element interfaces. The semi-discrete DG problem is
to find Mh ∈ Vk (which approximates M in Eq. (27)) such that
∂t
∫
K
Mh v dx+
d∑
i=1
∫
K˜
i
( F̂ i(Mh) v∣∣xiH − F̂ i(Mh) v∣∣xiL ) dx˜i
−
d∑
i=1
∫
K
F i(Mh) ∂v
∂xi
dx =
1
τ
∫
K
C(Mh) v dx, (30)
for all v ∈ Vk and all K ∈ T .
In Eq. (30), F̂ i(Mh) is a numerical flux, approximating the flux on the surface of K
with unit normal along the ith coordinate direction. It is evaluated with a flux function
F i using the DG approximation from both sides of the element interface; i.e.,
F̂ i(Mh)
∣∣
xi
= F i(Mh(xi,−, x˜i),Mh(xi,+, x˜i)), (31)
where superscripts −/+ in the arguments of Mh indicate that the function is evaluated
to the immediate left/right of xi. In this paper we use the simple Lax-Friedrichs (LF)
flux given by
F iLF(Ma,Mb) =
1
2
(F i(Ma) +F i(Mb)− αi (Mb −Ma ) ), (32)
where αi is the largest eigenvalue (in absolute value) of the flux Jacobian ∂F i/∂M. For
particles propagating at the speed of light, we can simply take αi = 1 (i.e., the global
LF flux).
Remark 2. For simplicity, in Eq. (30), we have approximated the opacities σA and σS
(and thus ξ and τ) on the right-hand side of Eq. (27) with constants in each element;
i.e., σA, σS ∈ V0.
6. Convex-Invariant IMEX Schemes
In this section we discuss the class of IMEX schemes that are used for the realizability-
preserving DG-IMEX method developed in Section 7 (see also Appendix A for additional
details). The semi-discretization of the moment equations with the DG method given by
Eq. (30) results in a system of ordinary differential equations (ODEs) of the form
u˙ = T (u) + 1
τ
Q(u), (33)
where u = {uK}K∈T are the degrees of freedom evolved with the DG method; i.e., for
a test space spanned by {φi(x)}Ni=1 ∈ Vk, we let
uK =
1
|K|
( ∫
K
Mh φ1 dx,
∫
K
Mh φ2 dx, . . . ,
∫
K
Mh φN dx
)T
. (34)
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Thus, for φ1 = 1, the first components of uK are the cell averaged moments. In Eq. (33),
the transport operator T corresponds to the second and third term on the left-hand side
of Eq. (30), while the collision operator Q corresponds to the right-hand side of Eq. (30).
Eq. (33) is to be integrated forward in time with an ODE integrator. Since the
realizable set R is convex, convex-invariant schemes can be used to design realizability-
preserving schemes for the two-moment model.
Definition 2. Given sufficient conditions, a convex-invariant time integration scheme
preserves the constraints of a model if the set of admissible states satisfying the constraints
forms a convex set.
As an example, high-order explicit strong stability-preserving Runge-Kutta (SSP-RK)
methods form a class of convex-invariant schemes.
6.1. Second-Order Accurate, Convex-Invariant IMEX Schemes
In many applications, collisions with a background induce stiffness (τ  1) in regions
of the computational domain that must be treated with implicit methods. Meanwhile,
the time scales induced by the transport term can be treated with explicit methods. This
motivates the use of IMEX methods [45, 46]. Our goal is to employ IMEX schemes that
preserve realizability of the moments, subject only to a time step governed by the explicit
transport operator and comparable to the time step required for numerical stability of
the explicit scheme. We seek to achieve this goal with convex-invariant IMEX schemes.
Unfortunately, high-order (second or higher order temporal accuracy) convex-invariant
IMEX methods with time step restrictions solely due to the transport operator do not
exist (see for example Proposition 6.2 in [47], which rules out the existence of implicit
SSP-RK methods of order higher than one). To overcome this barrier, Chertock et al.
[48] presented IMEX schemes with a correction step. These schemes are SSP but only
first-order accurate within the standard IMEX framework. The correction step is intro-
duced to recover second-order accuracy. However, the correction step in [48] involves
both the transport and collision operators, and we have found that, when applied to
the fermionic two-moment model, realizability is subject to a time step restriction that
depends on τ in a way that becomes too restrictive for stiff problems. More recently, Hu
et al. [49], presented similar IMEX schemes for problems involving BGK-type collision
operators, but with a correction step that does not include the transport operator. In
this case, the scheme is convex-invariant, subject only to time step restrictions stemming
from the transport operator, which is more attractive for our target application. These
second-order accurate, s-stage IMEX schemes take the following form [49]
u(i) = un + ∆t
i−1∑
j=1
a˜ij T (u(j)) + ∆t
i∑
j=1
aij
1
τ
Q(u(j)), i = 1, . . . , s, (35)
u˜n+1 = un + ∆t
s∑
i=1
w˜i T (u(i)) + ∆t
s∑
i=1
wi
1
τ
Q(u(i)), (36)
un+1 = u˜n+1 − α∆t2 1
τ2
Q′(u∗)Q(un+1), (37)
where, as in standard IMEX schemes, (a˜ij) and (aij), components of s×s matrices A˜ and
A, respectively, and the vectors w˜ = (w˜1, . . . , w˜s)
T and w = (w1, . . . , ws)
T must satisfy
17
certain order conditions [46]. The coefficient α in the correction step is positive, and Q′
is the Fre´chet derivative of the collision term evaluated at u∗. For second-order accuracy,
Q′ can be evaluated using any of the stage values (un, u(i), or u˜n+1). For second-order
temporal accuracy, the order conditions for the IMEX scheme in Eqs. (35)-(37) are [49]
s∑
i=1
w˜i =
s∑
i=1
wi = 1, (38)
and
s∑
i=1
w˜i c˜i =
s∑
i=1
w˜i ci =
s∑
i=1
wi c˜i =
s∑
i=1
wi ci − α = 1
2
, (39)
where c˜i and ci are given in Appendix A. For globally stiffly accurate (GSA) IMEX
schemes, w˜i = a˜si and wi = asi for i = 1, . . . , s, so that u˜
n+1 = u(s) [45]. This property
is beneficial for very stiff problems and also simplifies the proof of the realizability-
preserving property of the DG-IMEX scheme given in Section 7, since it eliminates the
assembly step in Eq. (36).
Hu et al. [49] rewrite the stage values in Eq. (35) in the following form
u(i) =
i−1∑
j=0
cij
[
u(j) + cˆij ∆tT (u(j))
]
+ aii ∆t
1
τ
Q(u(i)), i = 1, . . . , s, (40)
where cij , and cˆij = c˜ij/cij are computed from a˜ij and aij (see Appendix A). In Eq. (40),
u(0) = un. Two types of IMEX schemes are considered: type A [46, 58] and type ARS
[45]. For IMEX schemes of type A, the matrix A is invertible. For IMEX schemes of
type ARS, the matrix A can be written as(
0 0
0 Aˆ
)
,
where Aˆ is invertible. In writing the stages in the IMEX scheme in the general form
given by Eq. (40), it should be noted that c˜i0 = 0 for IMEX schemes of Type A, and
ci1 = c˜i1 = 0 for IMEX schemes of Type ARS [49]. Type A schemes can be made
convex-invariant by requiring
aii > 0, ci0 ≥ 0, for i = 1, . . . , s,
and cij , c˜ij ≥ 0, for i = 2, . . . , s, and j = 1, . . . , s− 1. (41)
Similarly, type ARS schemes can be made convex-invariant by requiring
aii > 0, ci0, c˜i0 ≥ 0, for i = 2, . . . , s,
and cij , c˜ij ≥ 0, for i = 3, . . . , s, and j = 2, . . . , i− 1. (42)
Coefficients were given in [49] for GSA schemes of type A with s = 3 and type ARS with
s = 4. (It was also proven that s = 3 and s = 4 are the necessary number of stages
needed for GSA second-order convex-invariant IMEX schemes of type A and type ARS,
respectively.)
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In Eq. (40), the explicit part of the IMEX scheme has been written in the so-called
Shu-Osher form [5]. For the scheme to be convex-invariant, the coefficients cij must also
satisfy
∑i−1
j=0 cij = 1. Then, if the expression inside the square brackets in Eq. (40) —
which is in the form of a forward Euler update with time step cˆij ∆t — is in the (convex)
set of admissible states for all i = 1, . . . , s, and j = 0, . . . , i− 1, it follows from convexity
arguments that the entire sum on the right-hand side of Eq. (40) is also admissible. Thus,
if the explicit update with the transport operator is admissible for a time step ∆tEx, the
IMEX scheme is convex-invariant for a time step ∆t ≤ cSch ∆tEx, where
cSch = min
i=2,...,s
j=1,...,i−1
1
cˆij
(Type A), cSch = min
i=2,...,s
j=0,2,...,i−1
1
cˆij
(Type ARS). (43)
Here, cSch is the CFL condition, relative to ∆tEx, for the IMEX scheme to be convex-
invariant. It is desirable to make cSch as large (close to 1) as possible. Note that for
u(i) to be admissible also requires the implicit solve (equivalent to implicit Euler) to be
convex-invariant. In [49], Hu et al. provide examples of GSA, convex-invariant IMEX
schemes of type A (see scheme PA2 in Appendix A) and type ARS. In Appendix A, we
provide another example of a GSA, convex-invariant IMEX scheme of type A (scheme
PA2+), with a larger cSch (a factor of about 1.7 larger).
6.2. Convex-Invariant, Diffusion Accurate IMEX Schemes
Unfortunately, the correction step in Eq. (37) deteriorates the accuracy of the IMEX
scheme when applied to the moment equations in the diffusion limit. The diffusion limit
is characterized by frequent collisions (τ  1) in a purely scattering medium (ξ = 0),
and exhibits long-time behavior governed by (e.g., [59])
∂tJ +∇ ·H = 0 and H = −τ ∇ ·K. (44)
Here the time derivative term in the equation for the particle flux has been dropped
(formally O(τ2)) so that, to leading order in τ , the second equation in Eq. (44) states a
balance between the transport term and the collision term. Furthermore, in the diffusion
limit, the distribution function is nearly isotropic so that K ≈ 13 J I and H ≈ − 13 τ ∇J .
The absence of the transport operator in the correction step in Eq. (37), destroys the
balance between the transport term and the collision term. We demonstrate the inferior
performance of IMEX schemes with this correction step in the diffusion limit in Sec-
tion 9.1. We have also implemented and tested one of the IMEX schemes in Chertock et
al. [48] (not included in Section 9.1), where the transport operator is part of the correc-
tion step, and found it to perform very well in the diffusion limit. However, we have not
been able to prove the realizability-preserving property with this approach without in-
voking a too severe time step restriction. We therefore proceed to design convex-invariant
IMEX schemes without the correction step that perform well in the diffusion limit. We
limit the scope to IMEX schemes of type ARS. (It can be shown that IMEX schemes of
type A conforming to Definition 3 below do not exist; cf. Appendix C.)
We take a heuristic approach to determine conditions on the coefficients of the IMEX
scheme to ensure it performs well in the diffusion limit. We leave the spatial discretization
unspecified. Define the vectors
~J = (J (1), . . . ,J (s))T and ~H = (H(1), . . . ,H(s))T . (45)
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(The components of ~J and ~H can, e.g., be the cell averages evolved with the DG method.)
We can then write the stages of the IMEX scheme in Eq. (35) applied to the particle
density equation as
~J = J n ~e−∆t A˜∇ · ~H, (46)
where ~e is a vector of length s containing all ones, and the divergence operator acts
individually on the components of ~H. Similarly, for the particle flux equation we have
~H = Hn ~e−∆t ( 1
3
A˜∇ ~J + 1
τ
A ~H ). (47)
In the context of IMEX schemes, the diffusion limit (cf. the second equation in (44))
implies that the relation A ~H = − 13 τ A˜∇ ~J should hold. Define the pseudoinverse of the
implicit coefficient matrix for IMEX schemes of type ARS as
A−1 =
(
0 0
0 Aˆ−1
)
.
Then, for the stages i = 1, . . . , s,
H(i) = −1
3
τ ~eTi A
−1A˜~e∇J n +O(∆t τ2), (48)
where ~ei is the ith column of the s × s identity matrix and we have introduced the
expansion ~J = J n~e+O(∆t τ). For H(i) to be accurate in the diffusion limit, we require
that
eTi A
−1A˜ e = 1, i = 2, . . . , s. (49)
(The case i = 1 is trivial and does not place any constraints on the components of A and
A˜.) If Eq. (49) holds, then
J (s) − J n
∆t
= −w˜T (∇ · ~H) = 1
3
τ ∇2J n +O(∆t τ2), (50)
which approximates a diffusion equation for J with the correct diffusion coefficient τ/3.
(For a GSA IMEX scheme without the correction step, J n+1 = J (s).)
Unfortunately, the “diffusion limit requirement” in Eq. (49), together with the order
conditions given by Eqs. (38) and (39) (with α = 0), and the positivity conditions on cij
and c˜ij , result in too many constraints to obtain a second-order accurate convex-invariant
IMEX scheme.1 To reduce the number of constraints and accommodate accuracy in the
diffusion limit, we relax the requirement of overall second-order accuracy of the IMEX
scheme. Instead, we only require the scheme to be second-order accurate in the streaming
limit (Q = 0). This gives the order conditions
s∑
i=1
w˜i = 1 and
s∑
i=1
w˜i c˜i =
1
2
, (51)
1It was shown in [49] — without the diffusion limit requirement — that the minimum number of
stages for convex-invariant IMEX schemes of type ARS is four.) We are also concerned about increasing
the number of stages, and thereby the number of implicit solves, since the implicit solve will dominate the
computational cost of the IMEX scheme with more realistic collision operators (e.g., inelastic scattering).
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where the first condition (consistency condition) is required for first-order accuracy. We
then seek to design IMEX schemes of Type ARS conforming to the following working
definition
Definition 3. Let PD-IMEX be an IMEX scheme satisfying the following properties:
1. Consistency of the implicit coefficients
s∑
i=1
wi = 1. (52)
2. Second-order accuracy in the streaming limit; i.e., satisfies Eq. (51).
3. Convex-invariant; i.e. satisfies Eq. (42), with
∑i−1
j=0 cij = 1, for i = 1, . . . , s, and
cSch > 0.
4. Well-behaved in the diffusion limit; i.e., satisfies Eq. (49).
5. Less than four stages (s ≤ 3).
6. Globally stiffly accurate (GSA): asi = wi and a˜si = w˜i, i = 1, . . . , s.
Fortunately, IMEX schemes of type ARS satisfying these properties are easy to find,
and we provide an example with s = 3 (two implicit solves) in Appendix A (scheme
PD-ARS; see Appendix B for further details). In the streaming limit, this scheme
is identical to the optimal second-order accurate SSP-RK method [47]. It is also very
similar to the scheme given in [60] (see scheme PC2 in Appendix A), which is also a GSA
IMEX scheme of type ARS with s = 3. Scheme PC2 is second-order in the streaming
limit, has been demonstrated to work well in the diffusion limit [60, 61], and satisfies the
positivity conditions in Eq. (42). However, cSch = 0 (our primary motivation for finding
an alternative). In Section 9, we show numerically that the accuracy of scheme PD-ARS
is comparable to the accuracy of scheme PC2.
6.3. Absolute Stability
Here we analyze the absolute stability of the proposed IMEX schemes, PA2+ and
PD-ARS (given in Appendix A), following [49]. As is commonly done, we do this in the
context of the linear scalar equation
u˙ = λ1 u+ λ2 u, (53)
where λ1 ∈ C and λ2 ≤ 0. On the right-hand side of Eq. (53), the first (oscillatory) term
is treated explicitly, while the second (damping) term is treated implicitly. The IMEX
schemes can then be written as un+1 = P (z1, z2)u
n, where P (z1, z2) is the amplification
factor of the scheme, z1 = ∆t λ1 = x + iy, and z2 = ∆t λ2 ≤ 0. Stability of the
IMEX scheme requires |P (z1, z2)| ≤ 1. The stability regions of PA2+ and PD-ARS are
plotted in Figure 4. As can be seen from the figures, the absolute stability region of both
schemes increases with increasing |z2| (increased damping). For a given |z2| > 0, the
stability region of PD-ARS is larger than that of PA2+. In the linear model in Eq. (53),
a time step that satisfies the absolute stability for the explicit part of the IMEX scheme
(|z2| = 0) fulfills the stability requirement for the IMEX scheme as whole (|z2| ≥ 0). This
holds for all PD-ARS schemes with  ∈ [0, 0.5).
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Figure 4: Boundary of the absolute stability region in the xy-plane (x = Re(z1), y = Im(z1)) for different
values of z2 for PD-ARS (with  = 0.1; left panel) and PA2+ (right panel). Contours of constant z2 are
included, and the stability region for a given z2 is enclosed by the corresponding contour.
7. Realizability-Preserving DG-IMEX Scheme
We proceed to develop realizability-preserving DG schemes for the two-moment model
based on the IMEX schemes discussed in the previous section (cf. Eqs. (35)-(37)). Fol-
lowing the framework in [2] for high-order DG schemes, the realizability-preserving DG-
IMEX scheme is designed to preserve realizability of cell averages over a time step ∆t
in each element K. Realizability of the cell average is leveraged to limit the polynomial
approximation Mh in the stages of the IMEX scheme. If the polynomial approxima-
tion Mh is not realizable in a finite number of points in K, the high-order components
are damped (see Section 8). The main result of this section is stated in Theorem 1.
The realizability-preserving property of the DG-IMEX scheme is stated in Theorem 2 in
Section 8, after the discussion of the limiter.
The cell average of the moments is defined as
MK = 1|K|
∫
K
Mh dx. (54)
With v = 1 in Eq. (30), the stage values for the cell average in the IMEX scheme (cf.
Eq. (40)) can be written as
M(0)K =MnK ,
M(i)K =
i−1∑
j=0
cijM(ij)K + aii ∆t
1
τ
(
η −DM(i)K
)
, i = 1, . . . , s, (55)
where cij ≥ 0,
∑i−1
j=0 cij = 1, aii > 0,
M(ij)K = M(j)K − cˆij ∆t
〈∇ ·F(M(j)h ) 〉K , (56)
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and cˆij ≥ 0. The cell average of the divergence operator is
〈∇ ·F(M(j)h ) 〉K = 1|K|
d∑
k=1
∫
K˜
k
( F̂k(M(j)h )∣∣xkH − F̂k(M(j)h )∣∣xkL ) dx˜k. (57)
We first establish conditions for realizability of the stage values in Eq. (55).
Lemma 5. Let M(i)K satisfy Eq. (55). Assume that M(ij)K ∈ R ∀ i = 1, . . . , s, j ≤ i− 1.
Then, M(i)K ∈ R, for i = 1, . . . , s.
Proof. For i = 1, . . . , s,
i−1∑
j=0
cijM(ij)K ∈ R,
since it is a convex combination of elements in K. The Result follows from Lemma 3.
We next establish conditions under which M(ij)K ∈ R.
Lemma 6. Let {βk}dk=1 be a set of strictly positive constants satisfying
∑d
k=1 βk = 1.
If for each k ∈ {1, . . . , d},
Γk
[M(j)h ; cˆij] (58)
:=
1
|Kk|
[ ∫
Kk
M(j)h dxk −
cˆij ∆t
βk
( F̂k(M(j)h )∣∣xkH − F̂k(M(j)h )∣∣xkL ) ]
is realizable, then M(ij)K ∈ R.
Proof. It is easy to show that M(ij)K can be expressed as the convex combination
M(ij)K =
d∑
k=1
βk
1
|K˜k|
∫
K˜
k
Γk
[M(j)h ; cˆij] dx˜k. (59)
The result follows immediately.
Remark 3. If a quadrature rule Q˜
k
: C0(K˜
k
) → R, with positive weights, and points
defined by the set S˜
k
, is used to approximate the integral over K˜
k
in Eq. (59), then it is
sufficient for Eq. (58) to hold in the quadrature points S˜
k ⊂ K˜k.
Next, we establish conditions for which Eq. (58) holds. To this end, let Qˆk : C0(Kk)→
R denote the N -point Gauss-Lobatto (GL) quadrature rule on the interval Kk = (xkL , xkH),
with points
Sˆk =
{
xkL = xˆ
k
1 , . . . , xˆ
k
N = x
k
H
}
, (60)
and weights wˆq ∈ (0, 1], normalized so that
∑N
q=1 wˆq = 1. (The hat is used to denote the
GL rule, which includes the endpoints of the interval Kk.) This quadrature integrates
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polynomials in xk ∈ R with degree ≤ 2N − 3 exactly. If M(j)h is represented by such
polynomials, then∫
Kk
M(j)h (xk) dxk = Qˆk[M(j)h ] ≡ |Kk|
N∑
q=1
wˆqM(j)h (xˆkq ), (61)
where for simplicity of notation, we have suppressed the explicit dependence on x˜k
to denote M(j)h (xˆkq , x˜k) = M(j)h (xˆkq ). In each element, we also denote M(j)h (xˆk1) =
M(j)h (xk,+L ) and M(j)h (xˆkN ) = M(j)h (xk,−H ). Similarly, the solution on K˜
k
to the imme-
diate left of xkL is denoted M(j)h (xk,−L ), and the solution on K˜
k
to the immediate right
of xkH is denoted M(j)h (xk,+H ).
Using Eq. (61), Γk can be expressed as the convex combination
Γk
[M(j)h ; cˆij] = N−1∑
q=2
wˆqM(j)h (xˆkq )
+ wˆ1
[M(j)h (xk,+L ) + λkijF k(M(j)h (xk,−L ),M(j)h (xk,+L )) ]
+ wˆN
[M(j)h (xk,−H )− λkijF k(M(j)h (xk,−H ),M(j)h (xk,+H )) ], (62)
where λkij = cˆij ∆t/(βk wˆN |Kk|). (With the GL quadrature rule in Eq. (61), wˆ1 = wˆN ).
The following Lemma establishes sufficient conditions for realizability of Γk
[M(j)h ; cˆij],
and hence M(ij)K .
Lemma 7. Assume thatM(j)h (xˆkq ) ∈ R for all q = 1, . . . , N and all K ∈ T . Let the time
step ∆t be chosen so that λkij ≤ 1. Let the numerical flux be given by the Lax-Friedrichs
flux in Eq. (32) with αk = 1. Then Γk
[M(j)h ; cˆij] ∈ R.
Proof. In Eq. (62), Γk
[M(j)h ; cˆij] is expressed as a convex combination. By assumption,
M(j)h (xˆkq ) ∈ R (q = 2, . . . , N − 1). Thus it remains to show that
Φ
[M(j)h (xk,−L ),M(j)h (xk,+L ),M(j)h (xk,−H ),M(j)h (xk,+H ); cˆij ]
:=
1
2
[M(j)h (xk,+L ) + λkijF k(M(j)h (xk,−L ),M(j)h (xk,+L )) ]
+
1
2
[M(j)h (xk,−H )− λkijF k(M(j)h (xk,−H ),M(j)h (xk,+H )) ]
is realizable. Using the Lax-Friedrichs flux in Eq. (32), with αk = 1 (k ∈ {1, . . . , d}), it
is straightforward to show that
Φ = (1− λkij) Φ0 +
1
2
λkij Φ1 +
1
2
λkij Φ2, (63)
where
Φ0 =
1
2
(M(j)h (xk,+L ) +M(j)h (xk,−H ) ),
Φ1 = Φ
+
[M(j)h (xk,−L )]+ Φ−[M(j)h (xk,−H )],
Φ2 = Φ
+
[M(j)h (xk,+L )]+ Φ−[M(j)h (xk,+H )],
24
and Φ±(M) = 12
(M ± ek · Fk(M)); cf. Lemma 2. Since λkij ≤ 1, Φ is expressed
as a convex combination of Φ0, Φ1, and Φ2. By assumption, M(j)h (xk,−L ), M(j)h (xk,+L ),
M(j)h (xk,−H ), M(j)h (xk,+H ) ∈ R, which immediately implies realizability of Φ0. Realizabil-
ity of Φ1 and Φ2 follows by invoking Lemma 2. This completes the proof.
Remark 4. For the IMEX scheme to be realizability-preserving it is sufficient to set the
time step such that
∆t ≤ cSch min
k
(
βk wˆN |Kk|
)
, (64)
where cSch is defined in (43).
Remark 5. Lemma (7) is proven without specification of x˜k. In the numerical scheme,
we need Γk
[M(j)h ; cˆij] to be realizable in the quadrature set S˜k used to approximate the
integral over K˜
k
in Eq. (58). (Typically, S˜
k
is a tensor product of Gauss-Legendre
quadrature points.) We thus require M(j)h to be realizable in the quadrature set Sˆ
k
=
S˜
k ⊗ Sˆk ⊂K, where S˜k ⊂ K˜k, and Sˆk ⊂ Kk are the GL quadrature points.
Remark 6. Lemmas 5, 6, and 7 establish sufficient conditions for realizability of the
cell average of each IMEX stage M(i)K , for i = 1, . . . , s. Within each IMEX stage,
the realizability-enforcing limiter discussed in Section 8 is invoked to ensure that the
numerical solution M(i)h (x) is realizable in the quadrature points Sˆ
k
, for k = 1, . . . , d.
For GSA IMEX schemes, M˜n+1K = M(s)K . For IMEX schemes incorporating the
correction step in Eq. (37), the cell average at tn+1 is obtained by solving
Mn+1K = M˜
n+1
K + α
∆t2
τ2
D (η −DMn+1K ), (65)
where η and D are defined in Eq. (8). For these IMEX schemes, realizability of Mn+1K
is established by the following lemma.
Lemma 8. Suppose that M˜n+1K ∈ R and Mn+1K is obtained by solving Eq. (65). Then
Mn+1K ∈ R.
Proof. The result follows immediately from Lemma 4.
Remark 7. For IMEX scheme PD-ARS (Appendix B), which does not invoke the
correction step (i.e., α = 0), Mn+1K = M(s)K .
We are now ready to state the main result of this section.
Theorem 1. Consider the stages of the IMEX scheme in Eq. (35) applied to the DG
discretization of the two-moment model in Eq. (30). Suppose that
1. For all k ∈ {1, . . . , d}, the Gauss-Lobatto quadrature rule Qˆk is chosen such that
Eq. (61) holds.
2. For all k ∈ {1, . . . , d}, x ∈ Sˆk, and 0 ≤ j ≤ i− 1 < s,
M(j)h (x) ∈ R.
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3. The time step ∆t is chosen such that Eq. (64) holds.
Then M(i)K ∈ R.
Proof. The cell average M(i)K is obtained by solving (cf. Eq. (55))
M(i)K =
i−1∑
j=0
cijM(ij)K + aii
∆t
τ
(
η −DM(i)K
)
,
where, after invoking the quadrature rule Q˜
k
to integrate over K˜
k
in Eq. (59),
M(ij)K =
d∑
k=1
βk
|K˜k|
Q˜
k(
Γk
[M(j)h ; cˆij]).
Since M(j)h ∈ R on Sˆ
k
, for each k ∈ {1, . . . , d} and j ∈ {0, . . . , i − 1}, it follows from
Lemma 7 that Γk
[M(j)h ; cˆij] ∈ R on S˜k. Then, realizability of M(ij)K follows from
Lemma 6, after which M(i)K ∈ R follows by invoking Lemma 5.
8. Realizability-Enforcing Limiter
Condition 2 of Theorem 1 requires that the polynomial approximation Mh = M(j)h
(j ∈ {0, . . . , i − 1}) is realizable in every point in the quadrature set S = ∪dk=1Sˆ
k
.
Following Zhang & Shu [1] we use the limiter in [62] to enforce the bounds on the zeroth
moment J . We replace the polynomial Jh(x) with the limited polynomial
J˜h(x) = ϑ1 Jh(x) + (1− ϑ1)JK , (66)
where the limiter parameter ϑ1 is given by
ϑ1 = min
{ ∣∣∣ M − JK
MS − JK
∣∣∣, ∣∣∣ m− JK
mS − JK
∣∣∣, 1}, (67)
with m = 0 and M = 1, and
MS = max
x∈S
Jh(x) and mS = min
x∈S
Jh(x). (68)
In the next step, we ensure realizability of the moments by following the framework
of [2], developed to ensure positivity of the pressure when solving the Euler equations of
gas dynamics. We let M˜h =
(J˜h,Hh)T . Then, if M˜h lies outside R for any quadrature
point xq ∈ S, i.e., γ(M˜h) < 0, there exists an intersection point of the straight line,
sq(ψ), connecting MK ∈ R and M˜h evaluated in the troubled quadrature point xq,
denoted M˜q, and the boundary of R. This line is given by the convex combination
sq(ψ) = ψM˜q + (1− ψ)MK , (69)
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where ψ ∈ [0, 1], and the intersection point ψq is obtained by solving γ(sq(ψ)) = 0
for ψ, using the bisection algorithm2. We then replace the polynomial representation
M˜h → M̂h, where
M̂h(x) = ϑ2 M˜h(x) + (1− ϑ2)MK , (70)
and ϑ2 = minq ψq is the smallest ψ obtained in the element by considering all the
troubled quadrature points. This limiter is conservative in the sense that it preserves the
cell-average M̂K = M˜K = MK .
The realizability-preserving property of the DG-IMEX scheme results from the fol-
lowing theorem.
Theorem 2. Consider the IMEX scheme in Eqs. (35)-(37) applied to the DG discretiza-
tion of the two-moment model in Eq. (30). Suppose that
1. The conditions of Theorem 1 hold.
2. With M(i)K ∈ R, the limiter described above is invoked to enforce
M(i)h (x) ∈ R for all x ∈ S.
3. The IMEX scheme is GSA.
Then Mn+1K ∈ R.
Proof. By Theorem 1 (with i = 1), we have M(1)K ∈ R. Application of the realizability-
enforcing limiter gives M(1)h (x) ∈ R for all x ∈ S. Repeated application of these steps
give M(i)h (x) ∈ R for all x ∈ S and i ∈ {1, . . . , s}. Since the IMEX scheme is GSA,
M˜n+1K ∈ R. Finally, Mn+1K ∈ R follows from Lemma 8.
9. Numerical Tests
In this section we present numerical results obtained with the DG-IMEX scheme
developed in this paper. The first set of tests (Section 9.1) are included to compare
the time integration schemes in various regimes. We are not concerned with moment
realizability in Section 9.1, and we do not apply the realizability-enforcing limiter in
these tests. The tests in Sections 9.2 and 9.3 are designed specifically to demonstrate the
robustness of the scheme to dynamics near the boundary of the realizable set R. The
test in Section 9.4 (Homogeneous Sphere) is of astrophysical interest. Here we consider
moment realizability and compare results obtained with various moment closures.
2In practice, ψ needs not be accurate to many significant digits, and the bisection algorithm can be
terminated after a few iterations.
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9.1. Problems with Known Smooth Solutions
To compare the accuracy of the IMEX schemes, we present results from smooth
problems in streaming, absorption, and scattering dominated regimes in one spatial di-
mension. For all tests in this subsection, we use third order accurate spatial discretization
(polynomials of degree k = 2) and we employ the maximum entropy closure in the low
occupancy limit (i.e., the Minerbo closure). We compare results obtained using IMEX
schemes proposed here (PA2+ and PD-ARS) with IMEX schemes from Hu et al. [49]
(PA2), McClarren et al. [60] (PC2), Pareschi & Russo [46] (SSP2332), and Cavaglieri
& Bewley [63] (RKCB2). In the streaming test, we also include results obtained with
second-order and third-order accurate explicit strong stability-preserving Runge-Kutta
methods [47] (SSPRK2 and SSPRK3, respectively). See Appendix A for further details.
The time step is set to ∆t = 0.1×∆x.
When comparing the numerical results to analytic solutions, errors are computed in
the L1-error norm. We compare results either in the absolute error (E1Abs) or the relative
error (E1Rel), defined for a scalar quantity uh (approximating u) as
E1Abs[uh](t) =
1
|D|
∑
K∈T
∫
K
|uh(x, t)− u(x, t)| dx (71)
and
E1Rel[uh](t) =
1
|D|
∑
K∈T
∫
K
|uh(x, t)− u(x, t)|/|u(x, t)| dx, (72)
respectively. The integrals in Eqs. (71) and (72) are computed with a simple 3-point
equal weight quadrature.
9.1.1. Sine Wave: Streaming
The first test involves the streaming part only, and does not include any collisions
(σA = σS = 0). We consider a periodic domain D = {x : x ∈ [0, 1]}, and let the initial
condition be given by
J (x, t = 0) = Hx(x, t = 0) = 0.5 + 0.49× sin
(
2pi x
)
. (73)
We evolve until t = 10, when the sine wave has completed 10 crossings of the computa-
tional domain. We vary the number of elements (N) from 8 to 128 and compute errors
for various time stepping schemes.
In Figure 5, the absolute error for the number density E1Abs[Jh](t = 10) is plotted
versus N (see figure caption for details). Errors obtained with SSPRK3 are smallest and
decrease as N−3 (cf. bottom black dash-dot reference line), as expected for a scheme com-
bining third-order accurate time stepping with third-order accurate spatial discretization.
For all the other schemes, using second-order accurate explicit time stepping, the error
decreases as N−2. Among the second-order accurate methods, SSP2332 has the smallest
error, followed by RKCB2. Errors for the remaining schemes (including SSPRK2) are
indistinguishable on the plot.
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Figure 5: Absolute error (cf. Eq. (71)) versus number of elements N for the streaming sine wave test.
Results employing various time stepping schemes are compared: SSPRK2 (cyan triangles pointing up),
SSPRK3 (cyan triangles pointing down), PA2 (red), PA2+ (purple), PC2 (blue), RKCB2 (dark green),
SSP2332 (green), and PD-ARS (light red circles). Black dash-dot reference lines are proportional to
N−1 (top), N−2 (middle), and N−3 (bottom), respectively.
9.1.2. Sine Wave: Damping
The next test we consider, adapted from [64], consists of a sine wave propagating with
unit speed in a purely absorbing medium (f0 = 0, σS = 0), which results in exponential
damping of the wave amplitude. We consider a periodic domain D = {x : x ∈ [0, 1]},
and let the initial condition (t = 0) be given as in Eq. (73). For a constant absorption
opacity σA, the analytical solution at t > 0 is given by
J (x, t) = J0(x− t)× exp(−σAt) and Hx(x, t) = J (x, t), (74)
where J0(x) = J (x, 0).
We compute numerical solutions for three values of the absorption opacity (σA = 0.1,
1, and 10), and adjust the end time tend so that σAtend = 10, and the initial condition
has been damped by factor e−10. Thus, for σA = 0.1 the sine wave crosses the domain
100 times, while for σA = 10, it crosses the grid once.
Figure 6 shows convergence results, obtained using different values of σA, for various
IMEX schemes at t = tend. Results for σA = 0.1, 1, and 10 are plotted with red, green,
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and blue lines, respectively (see figure caption for further details). All the second-order
accurate schemes (PA2, PA2+, RKCB2, and SSP2332) display second-order convergence
rates (cf. bottom, black dash-dot reference line). For σA = 0.1, SSP2332 is the most
accurate among these schemes, while PA2+ is the most accurate for σA = 10. On
the other hand, PC2 and PD-ARS are indistinguishable and display at most first-order
accurate convergence, as expected. (For σA = 0.1, PC2 and PD-ARS are the most
accurate schemes for N = 8 and N = 16.)
Figure 6: Relative error (cf. Eq. (72)) versus number of elements for the damping sine wave test. Results
for different values of the absorption opacity σA, employing various IMEX time stepping schemes, are
compared. Errors for σA = 0.1, 1, and 10 are plotted with red, green, and blue lines, respectively. The
IMEX schemes employed are: PA2 (triangles pointing left), PA2+ (triangles pointing right), PC2 (aster-
isk), RKCB2 (×), SSP2332 (+), and PD-ARS (circles). Black dash-dot reference lines are proportional
to N−1 (top) and N−2 (bottom), respectively.
9.1.3. Sine Wave: Diffusion
The final test with known smooth solutions, adopted from [61], is diffusion of a sine
wave in a purely scattering medium (f0 = 0, σA = 0). The computational domain
D = {x : x ∈ [−3, 3]} is periodic, and the initial condition is given by
J0(x) = 0.5 + 0.49× sin
(pi x
3
)
and Hx,0 = − 1
3σS
∂J0
∂x
. (75)
For a sufficiently high scattering opacity, the moment equations limit to a diffusion
equation for the number density (deviations appear at the 1/σ2S-level). With the initial
conditions in Eq. (75), the analytical solution to the limiting diffusion equation is given
by
J (x, t) = J0(x)× exp
(− pi2 t
27σS
)
, (76)
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and Hx = (3σS)−1∂xJ . When computing errors for this test, we compare the numerical
results obtained with the two-moment model to the analytical solution to the limiting
diffusion equation. We compute numerical solutions using three values of the scattering
opacity (σS = 10
2, 103, and 104), and adjust the end time so that tend/σS = 1. The
initial amplitude of the sine wave has then been reduced by a factor e−pi
2/27 ≈ 0.694 for
all values of σS.
Figure 7: Absolute error (cf. Eq. (71)) for the number density J versus number of elements for the sine
wave diffusion test. Results with different values of the scattering opacity σS, employing different IMEX
schemes, are compared. Errors with σS = 10
2, 103, and 104 are plotted with red, green, and blue lines,
respectively. The IMEX schemes employed are: PA2 (triangle pointing left), PA2+ (triangle pointing
right), PC2 (asterisk), RKCB2 (cross), SSP2332 (plus), and PD-ARS (circle). Black dash-dot reference
lines are proportional to N−1 (top) and N−2 (bottom), respectively.
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Figure 8: Same as in Figure 7, but for the number flux Hx.
In Figures 7 and 8 we plot the absolute error, obtained using different values of σS,
for various IMEX schemes at t = tend. Results for σS = 10
2, 103, and 104 are plotted with
red, green, and blue lines, respectively (see figure caption for further details). (Scheme
PC2 has been shown to work well for this test [61], but is included here for comparison
with the other IMEX schemes.) Schemes PD-ARS, RKCB2, and SSP2332 are accurate
for this test, and display third-order accuracy for the number density J and second-oder
accuracy for Hx. For σ = 102, the errors do not drop below 10−6 because of differences
between the two-moment model and the diffusion equation used to obtain the analytic
solution. For larger values of the scattering opacity, the two-moment model agrees better
with the diffusion model, and we observe convergence over the entire range of N . Schemes
PA2 and PA2+ do not perform well on this test (for reasons discussed in Section 6). For
σS = 10
2, errors in J and Hx decrease with increasing N , but for σS = 104, errors remain
constant with increasing N over the entire range.
9.2. Packed Beam
Next we consider a one-dimensional test with discontinuous initial conditions. The
purpose of this test is to further gauge the accuracy of the two-moment model and
demonstrate the robustness of the DG scheme for dynamics close to the boundary of the
realizable set R. The computational domain is D = {x : x ∈ [−1, 1]}, and the initial
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condition is obtained from a distribution function given by
f(x, µ) =
 1 if x ≤ xD, µ ≥ µDδ if x ≤ xD, µ < µD
δ otherwise,
(77)
so that, with µD = 0, M ≡ML =
(
0.5 (1 + δ), 0.25 (1 − δ))T for x ≤ xD, and M ≡
MR =
(
δ, 0
)T
for x > xD, where δ > 0 is a small parameter (δ  1). We let δ = 10−8,
so that the initial conditions are very close to the boundary of the realizable domain
(cf. Figure 1). The analytical solution can be easily obtained by solving the transport
equation for all angles µ (independent linear advection equations), and taking the angular
moments. The numerical results shown in this section were obtained with the third-order
scheme (polynomials of degree k = 2 and the SSPRK3 time stepper) using 400 elements.
The time step is set to ∆t = 0.1×∆x
Figure 9 shows results for various times obtained with the two-moment model. In
the upper panels we plot the number density, while the number flux density is plotted in
the lower panels. Numerical solutions are plotted with solid lines, while the analytical
solution is plotted with dashed lines. In the left panels, the algebraic maximum entropy
closure of Cernohorsky & Bludman (CB) [3] (cf. Eqs. (13) and (19)) was used, while in
the right panels the Minerbo closure (cf. Eqs. (14) and (19)) was used. For this test, the
use of the realizability-preserving limiter described in Section 8 was essential in order to
avoid numerical problems. For the results obtained with the CB closure, the limiter was
enacted whenever moments ventured outside the realizable set given by Eq. (10). For the
results obtained with the Minerbo closure, which is not based on Fermi-Dirac statistics,
we used a modified limiter, which was enacted when the moments ventured outside the
realizable domain of positive distributions; i.e., not bounded by f < 1, so that J > 0
and J >H| (e.g., [22]; see red line in Figure 1).
Figure 9: Numerical results from the packed beam problem at various times: t = 0 (cyan), t = 0.2
(magenta), t = 0.4 (blue), and t = 0.8 (black). Results obtained with the Cernohorsky & Bludman
closure are displayed in the left panels, while results obtained with the Minerbo closure are displayed in
the right panels. The analytical solution (dashed lines) is also plotted.
As can be seen in Figure 9, with the CB closure the numerical solution obtained
with the two-moment model tracks the analytic solution well, while with the Minerbo
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closure the numerical solution deviates substantially from the analytic solution. With the
Minerbo closure, the solution also evolves outside the realizable domain for Fermi-Dirac
statistics.
In the left panel in Figure 10 we plot γ(M) = (1 − J )J − |H| versus position
for various times. With the Minerbo closure, γ(M) becomes negative in regions of the
computational domain (dashed lines), while γ(M) remains positive for all x and t the
CB closure. In the right panel of Figure 10 we plot the numerical solutions in the (H,J )-
plane. Initially, the moments are located in two points: ML and MR, for x ≤ 0 and
x > 0, respectively (marked by circles in Figure 10). For t > 0, the solutions trace out
curves in the (H,J )-plane, connecting ML and MR. With the CB closure, the solution
curve (blue points) follows the boundary of the realizable set R defined in Eq. (10) (cf.
black line in Figure 10). With the Minerbo closure (magenta points), the solution follows
a different curve — outside the realizable domain for distribution functions bounded by
f ∈ (0, 1), but inside the realizable domain of positive distributions (cf. red line in
Figure 10). We have also run this test using the algebraic maximum entropy closure
of Larecki & Banach [27] and the simpler Kershaw-type closure in [4]. The numerical
solutions obtained with both of these closures follow the analytic solution well, and
remain within the realizable set R. We point out that simply using the realizability-
preserving limiter described in Section 8 with the Minerbo closure does not result in a
realizability-preserving scheme for Fermi-Dirac statistics because of the properties of this
closure discussed in Section 4, and plotted in the right panel of Figure 3.
Figure 10: In the left panel, γ(M) = (1−J )J − |H| is plotted versus x for various times in the packed
beam problem: t = 0 (cyan), t = 0.2 (magenta), t = 0.4 (blue), and t = 0.8 (black). Results obtained
with the CB closure, which remain positive throughout the evolution, are plotted with solid lines, while
results obtained with the Minerbo closure are plotted with dashed lines. In the right panel, the moments
are plotted in the (H,J )-plane for the same times as in the left panel. Results obtained with the CB
and Minerbo closures are plotted in blue and magenta, respectively. The solid black and red lines are
contours where (1−J )J = H and J = H, respectively. The initial states are marked with black circles.
9.3. Fermion Implosion
The next test is inspired by line source benchmark (cf. [65, 66]), which is a challenging
test for approximate transport algorithms. The original line source test consists of an
initial delta function particle distribution in radius R = |x|; i.e., f0 = δ(R). For t > 0,
a radiation front propagates in the radial direction, away from R = 0. Apart from
34
capturing details of the exact transport solution, maintaining realizability of the two-
moment solution is challenging.
Here, a modified version of the line source — dubbed Fermion Implosion, designed to
test the realizability-preserving properties of the two-moment model for fermion transport
— is computed on a two-dimensional domain D = {x ∈ R2 : x1 ∈ [−1.28, 1.28], x2 ∈
[−1.28, 1.28]}. Instead of initializing with a delta function, we follow the initialization
procedure in [66], and approximate the initial condition using an isotropic Gaussian
distribution function. However, different from [66], the initial distribution function is
bounded f0 ∈ (0, 1), and reaches a minimum in the center of the computational domain
(hence implosion)
f0 = 1−max
[
e−R
2/(2σ20), 10−8
]
. (78)
We set σ0 = 0.03, and evolve to a final time of t = 1.0. We run this test using a grid of
5122 elements, polynomials of degree k = 1, and the SSPRK2 time stepping scheme with
∆t = 0.1 ×∆x1. (There are no collisions included in this test; i.e., σA = σS = 0.) For
comparison, we present results using the algebraic closures of Cernohorsky & Bludman
(CB) and Minerbo.
35
Figure 11: Numerical results for the Fermion Implosion problem, computed both the CB and Minerbo
closures. Spatial distribution of the number density J (CB closure only) at t = 1 (upper left panel). In
the upper right panel we plot the number density J versus radius R = |x| for various times (t = 0, 0.1,
0.2, and 0.4) for the CB (blue), the Minerbo (magenta) closures, and the reference transport solution
(dashed black lines). (The initial condition, which is the same for all models, is plotted with cyan.)
Numerical solutions in the (Hx,J )-plane (lower left panel), for the same times as plotted in the upper
right panel are plotted for CB and Minerbo. Limiter parameters ϑ1 (solid) and ϑ2 (dashed) in Section 8
(minimum over the whole computational domain) versus time (lower right panel).
Numerical results for the Fermion Implosion problem are plotted in Figure 11. For
t > 0, the low-density region in the center of the computational domain is quickly filled
in, and a cylindrical perturbation propagates radially away from the center. For the
model with the CB closure, this perturbation, seen as a depression in the density relative
to the ambient medium, has reached R ≈ 1 for t = 1 (upper left panel in Figure 11).
The right panel in Figure 11 illustrates the difference in dynamics resulting from the
two closures. (We also plot a reference transport solution obtained using the filtered
spherical harmonics scheme described in [66]; dashed black lines.3) With the CB closure
(blue lines), the central density increases towards the maximum value of unity, and an
low-density pulse propagates radially. The amplitude of the pulse decreases with time
due to the geometry of the problem. For t = 0.4, the peak depression in located around
R = 0.34 (with J ≈ 0.96). With the Minerbo closure, the central density continues to
3Kindly provided by Dr. Ming Tse Paul Laiu (private communications).
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increase beyond unity, and reaches a maximum of about J ≈ 1.37 at t = 0.1. The central
density starts to decrease beyond this point in time, and a steepening pulse propagates
radially away from the center. (This pulse is trailing the pulse in the model computed
with the CB closure.) At t = 0.4, a discontinuity appears to have formed around R = 0.2,
resulting in numerical oscillations. Except for the realizability-enforcing limiter (which is
not triggered for this model), no other limiters are used to prevent numerical oscillations.
Although the solutions obtained with the two-moment model differ from the reference
transport solution, the results obtained with the CB closure are in closer agreement
with the transport solution. This is likely because the CB closure is consistent with
the bound f < 1 satisfied by the transport solution in this test. (For tests involving
lower occupancies, the CB and Minerbo closures are expected to perform similarly.) In
the lower left panel in Figure 11, the moments are plotted in the (Hx,J )-plane for the
same times as plotted in the upper left panel. (Each dot represents the moments at
a specific spatial point and time.) Initially, H = 0, and all the moments lie on the
line connecting (0, 0) and (0, 1); cyan points. With the CB closure (blue points), the
moments are confined to evolve inside the realizable domain R (black), while with the
Minerbo closure, the moments are not confined to R, but to the region above the red
lines (the realizable domain for moments of positive distribution functions), and this is
the reason for the difference in dynamics in the two models. For the model with the CB
closure, some moments evolve very close to the boundary of the realizable domain, and
the positivity limiter is continuously triggered to damp these moments towards the cell
average, which is realizable by the design of the numerical scheme. In the lower right
panel in Figure 11 we plot the limiter parameters ϑ1 (solid) and ϑ2 (dashed) (cf. (66)
and (70)) versus time for the CB closure model (blue) and the Minerbo closure model
(magenta); the minimum over the whole computational domain is plotted. For the CB
closure model, the limiter is triggered to prevent both density overshoots and γ(M) < 0.
Late in the simulation (t & 0.7), the minimum value of ϑ2 is around 0.1. For the model
using the Minerbo closure, the limiter is not triggered (ϑ1 = ϑ2 = 1).
9.4. Homogeneous Sphere
The homogeneous sphere test (e.g., [67]) considers a sphere with radius R. Inside the
sphere (radius < R), the absorption opacity σA and the equilibrium distribution function
f0 are set to constant values. The scattering opacity σS is set to zero in this test (i.e.,
ξ = 1). Outside the sphere, the absorption opacity is zero. The steady state solution,
obtained by solving the transport equation in spherical symmetry, is given by
fA(r, µ) = f0
(
1− e−χ0 s(r,µ)), (79)
where r = |x|,
s(r, µ) =

r µ+Rg(r, µ) if r < R, µ ∈ [−1,+1],
2Rg(r, µ) if r ≥ R, µ ∈ [(1− (R/r)2)1/2,+1],
0 otherwise,
(80)
and g(r, µ) = [1− (r/R)2(1− µ2)]1/2. Thus, fA(r, µ) ∈ (0, f0) ∀ r, µ.
Here, this test is computed using a three-dimensional Cartesian domain D = {x ∈
R3 : x1 ∈ [0, 2], x2 ∈ [0, 2], x3 ∈ [0, 2]}. Because of the symmetry of the problem, and to
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save computational resources, we only compute the solution in one octant. On the inner
boundaries, we impose reflecting boundary conditions, while we impose ’homogeneous’
boundary conditions on the outer boundary in all three coordinate dimensions; i.e., values
for all moments in a boundary element are set equal to the corresponding values in the
nearest element just inside D. Since this test is computed with Cartesian coordinates
using a relatively low spatial resolution (643), we have found it necessary to smooth out
the opacity over a finite radial extent to avoid numerical artifacts due to a discontinuous
absorption opacity. Specifically, we use an absorption opacity of the following form
σA(r) =
σA,0
(r/R0)p + 1
. (81)
We set f0 = 1, and compute three versions of this test: one with σA,0 = 1, R0 = 1,
and p = 80 (Test A), one with σA,0 = 10, R0 = 1, and p = 80 (Test B), and one with
σA = 10
3, R0 = 0.85, and p = 40 (Test C). (These values for R0 and p result in similar
radius for where the optical depth equals 2/3 in Test B and Test C.) We compute until
t = 5, when the system has reached an approximate steady state. In all the tests, we
use the IMEX scheme PD-ARS with ∆t = 0.1 ×∆x1 — the least compute-intensive of
the convex-invariant IMEX schemes presented here. The main purpose of this test is to
compare the results obtained using the different algebraic closures discussed in Section 4.
In Figure 12, we plot results obtained for all tests at t = 5: Test A (top panels),
Test B (middle panels), and Test C (bottom panels). The particle density J and the
flux factor h = |H|/J (left and right panels, respectively) are plotted versus radius
r = |x|. In each panel, results obtained with the various algebraic closures discussed in
Section 4 are plotted: Minerbo (magenta), CB (blue), BL (green), and Kershaw (cyan).
The analytical solution is also plotted (dashed black lines).
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Figure 12: Results obtained for the homogeneous sphere problem with the two-moment model for differ-
ent values of the absorption opacity σA,0: 1 (top panels), 10 (middle panels), and 1000 (bottom panels).
The particle density (left panels) and the flux factor (right panels) are plotted versus radius. Numerical
results obtained with the algebraic closures of Minerbo (magenta), CB (blue), BL (green), and Kershaw
(cyan) are compared with the analytic solution (dashed black lines).
We find good overall agreement between the results obtained with the two-moment
model and the analytical solution. Partly due to the smoothing of the absorption opacity
around the surface, the numerical and analytical solutions naturally differ around r = 1.
Aside from some differences discussed in more detail below, the numerical and analytical
39
solutions — for all values of the absorption opacity σA,0 and all closures — agree well as
r tends to zero, as well as when r  1. The results obtained with the maximum entropy
closures CB and BL are practically indistinguishable on the plots. This is consistent
with the similarity of the Eddington factors for these two closures, as shown in Figure 2.
We also find that the results obtained with the fermionic Kershaw closure agree well
with the maximum entropy closures based on Fermi-Dirac statistics (CB and BL). From
the plots of the particle density (left panels in Figure 12), the results obtained with all
the closures, including Minerbo, appear very similar. (For Test A, the particle density
obtained with the Minerbo closure deviates the most from the analytic solution inside
r ≈ 0.75; upper left panel). From the plots of the flux factor (right panels in Figure 12),
it is evident that the results obtained with the Minerbo closure — the only closure not
based on Fermo-Dirac statistics — deviates the most from the analytic solution outside
r = 1, where the flux factor is consistently higher than the analytical solution for all
values of σA,0. The fermionic closures (CB, BL, and Kershaw) track the analytic solution
better. Similar agreement between the numerical and analytical solutions was reported
by Smit et al. [67], when using the CB maximum entropy closure with f0 = 0.8 and
an unsmoothed absorption opacity σA = 4. We also note that our results appear to
be somewhat at odds with the results recently reported by Murchikova et al. [56], who
compared results obtained with the two-moment model using a large number of algebraic
closures for this same problem (albeit using an unsmoothed and slightly different value
for the absorption opacity). Murchikova et al. do not plot the particle density, but find
essentially no difference in the flux factor and the Eddington factor when comparing
results obtained with the maximum entropy closures of Minerbo and Cernohorsky &
Bludman (CB).
In Figure 13, we further compare the results obtained when using the Minerbo and
CB closures by plotting the solutions to the homogeneous sphere problem for Test C
at t = 5 in the (|H|,J )-plane (cf. the realizable domain in Figure 1). The numerical
solution at each spatial point is represented by a blue (CB) or magenta (Minerbo) dot
in the panels. In the lower two panel we zoom in on the results obtained with the two
closures around the top and lower right regions of the realizable domain (lower left and
lower right panel, respectively; cf. green boxes in the upper right panel).
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Figure 13: Scatter plots of the numerical solution to the homogeneous sphere problem for Test C in the
(|H|,J )-plane. Results obtained with the CB and Minerbo closures are plotted in the upper panel, blue
and magenta points, respectively. Zoom-ins on the solutions obtained with the two closures are plotted
in the lower two panels (cf. green boxes in the upper panel). The boundaries of the realizable domains
R and R+ are indicated with solid black and solid red curves, respectively. See text for further details.
As can be seen in the upper panel in Figure 13, the solutions to the homogeneous
sphere problem obtained with the two closures trace out distinct curves relative to the
realizable domain R, whose boundary is indicated by solid black curves in each panel.
When using the CB closure, the realizability-preserving DG-IMEX scheme developed
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here maintains solutions within R. When using the Minerbo closure, the appropriate
realizable domain is given by R+ (cf. Eq. (11)), whose boundary is indicated by solid
red lines in Figure 13, and we find that the numerical solution ventures outside R. Near
the surface around r = 1, the number density slightly exceeds unity (lower left panel),
while for larger radii, the computed flux may exceed the value allowed by Fermi-Dirac
statistics (lower right panel).
10. Summary and Conclusions
We have developed a realizability-preserving DG-IMEX scheme for a two-moment
model of fermion transport. The scheme employs algebraic closures based on Fermi-Dirac
statistics and combines a time step restriction (CFL condition), a realizability-enforcing
limiter, and a convex-invariant time integrator to maintain point-wise realizability of
the moments. Since the realizable domain is a convex set, the realizability-preserving
property is obtained from convexity arguments, building on the framework in [1].
In the applications motivating this work, the collision term is stiff in regions of the
computational domain, and we have considered IMEX schemes to avoid treating the
transport operator implicitly. We have considered two recently proposed second-order
accurate, convex-invariant IMEX schemes [48, 49], that restore second-order accuracy
with an implicit correction step. However, we are unable to prove realizability (without
invoking a very small time step) with the approach in [48], and we have demonstrated that
the approach in [49] does not perform well in the diffusion limit. For these reasons, we
have resorted to first-order, convex-invariant IMEX schemes. While the proposed scheme
(dubbed PD-ARS) is formally only first-order accurate, it works well in the diffusion limit,
is convex-invariant with a reasonable time step, and reduces to the optimal second-order
accurate explicit SSP-RK scheme in the streaming limit.
For each stage of the IMEX scheme, the update of the cell-averaged moments can
be written as a convex combination of forward Euler steps (implying the Shu-Osher
form for the explicit part), followed by a backward Euler step. Realizability of the cell-
averaged moments due to the explicit part requires the DG solution to be realizable in
a finite number of quadrature points in each element and the time step to satisfy a CFL
condition. For the backward Euler step, realizability of the cell-averages follows easily
from the simple form of the collision operator (which includes emission, absorption, and
isotropic scattering without energy exchange), and is independent of the time step. The
CFL condition is then solely due to the transport operator, and the time step can be as
large as that of the forward Euler scheme applied to the explicit part of the cell-average
update. After each stage update, the limiter enforces moment realizability point-wise
by damping towards the realizable cell average. Numerical experiments are presented to
demonstrate the accuracy and realizability-preserving property of the DG-IMEX scheme.
The applicability of the PD-ARS scheme is not restricted to the fermionic two-moment
model. It may therefore be a useful option in other applications of kinetic theory where
physical constraints confine solutions to a convex set and capturing the diffusion limit is
important.
Realizability of the fermionic two-moment model depends sensitively on the closure
procedure. For the algebraic closures adapted in this work, realizability of the scheme
demands that lower and upper bounds on the Eddington factor are satisfied [22, 27].
The Eddington factors deriving from the maximum entropy closures of Cernohorsky
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& Bludman [3] and Larecki & Banach [27], and the Kershaw-type closure of Larecki &
Banach [4] all satisfy these bounds and are suitable for the fermionic two-moment model.
Further approximations of the closure procedure (e.g., employing the low occupancy limit,
which results in the Minerbo closure [19] when starting with the maximum entropy closure
of [3]) is not compatible with realizability of the fermionic two-moment model, and we
caution against this approach to modeling particle systems governed by Fermi-Dirac
statistics; particularly if the low occupancy approximation is unlikely to hold (e.g., when
modeling neutrino transport in core-collapse supernovae).
In this work, we started with a relatively simple kinetic model. In particular, we
adopted Cartesian coordinates, and assumed a linear collision operator and a fixed ma-
terial background. Scattering with energy exchange and relativistic effects (e.g., due to
a moving material and the presence of a strong gravitational field) were not included.
To solve more realistic problems of scientific interest, some or all of these physical effects
will have to be included. In the context of developing realizability-preserving schemes,
these extensions will provide significant challenges suitable for future investigations, for
which the scheme presented here may serve as a foundation.
Appendix A. Butcher Tableau for IMEX Schemes
For easy reference, we include the Butcher tableau for the IMEX schemes considered
in this paper, which can be written in the standard double Butcher tableau
c˜ A˜
w˜T
c A
α wT
. (A.1)
The explicit tableau (left; components adorned with a tilde) represents the explicit part
of the IMEX scheme, and the implicit tableau (right; unadorned components) represents
the implicit part of the IMEX scheme. For s stages, A˜ = (a˜ij), a˜ij = 0 for j ≥ i,
and A = (aij), aij = 0 for j > i, are s × s matrices, and w˜ = (w˜1, . . . , w˜s)T and
w = (w1, . . . , ws)
T . The vectors c˜ = (c˜1, . . . , c˜s)
T and c = (c1, . . . , cs)
T , used for non
autonomous systems, satisfy c˜i =
∑i−1
j=1 a˜ij and ci =
∑i
j=1 aij . For the implicit tableau,
we have included the scalar α, used for the correction step in Eq. (37).
For the analysis of convex-invariant IMEX schemes, additional coefficients are defined
[49] (cf. Eq. (40)). First, let
bii =
1
aii
, bij = − 1
aii
i−1∑
l=j
ailblj , b˜ij = − 1
aii
(
a˜ij +
i−1∑
l=j+1
ailb˜lj
)
. (A.2)
Then, for IMEX schemes of Type A [58],
ci0 = 1−
i−1∑
j=1
i−1∑
l=j
ailblj , cij =
i−1∑
l=j
ailblj ,
c˜i0 = 0, c˜ij = a˜ij +
i−1∑
l=j+1
ailb˜lj ;
(A.3)
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for IMEX schemes of Type ARS [45],
ci0 = 1−
i−1∑
j=2
i−1∑
l=j
ailblj , cij =
i−1∑
l=j
ailblj
c˜i0 = a˜i1 +
i−1∑
j=2
aij b˜j1, c˜ij = a˜ij +
i−1∑
l=j+1
ailb˜lj .
(A.4)
Note that ci1 = c˜i1 = 0 in Eq. (A.4) so that
∑i−1
j=0 cij = 1. Also note the difference
between the matrix coefficients in Eqs. (A.3) and (A.4) and the vector components defined
below Eq. (A.1).
IMEX PA2. A second-order accurate, convex-invariant IMEX scheme of type A (the
matrix A is invertible) with four implicit solves was given in [49]. We refer to this
scheme as IMEX PA2. For this scheme, the non-zero components of A˜ and A are given
by
a˜21 = 0.7369502715,
a˜31 = 0.3215281691, a˜32 = 0.6784718309,
a11 = 0.6286351712,
a21 = 0.2431004655, a22 = 0.1959392570,
a31 = 0.4803651051, a32 = 0.0746432814, a33 = 0.4449916135.
The coefficient in the correction step is α = 0.2797373792 and the CFL constant is
cSch = 0.5247457524. This scheme is globally stiffly accurate (GSA), so that w˜i = a˜3i and
wi = a3i for i ≤ 3.
IMEX PA2+. We have found another second-order accurate, convex-invariant IMEX
scheme of type A with four implicit solves, which we refer to as IMEX PA2+. This
scheme allows for a larger value of cSch than IMEX PA2 (i.e., a larger time step while
maintaining admissible solutions). The scheme was found by random sampling of the
parameter space spanned by the IMEX coefficients and selecting the scheme with the
largest cSch. For IMEX PA2+, cSch = 0.895041066934. The non-zero components of A˜
and A are given by
a˜21 = 0.909090909090909,
a˜31 = 0.450000000000000, a˜32 = 0.550000000000000,
a11 = 0.521932391842510,
a21 = 0.479820781424967, a22 = 0.002234534340252,
a31 = 0.499900000000000, a32 = 0.001100000000000, a33 = 0.499000000000000.
The coefficient in the correction step is α = 0.260444263529413. This scheme is also
GSA; w˜i = a˜3i and wi = a3i for i ≤ 3.
The rest of the IMEX schemes we consider here do not include the correction step in
Eq. (37); i.e., α = 0.
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IMEX PC2. Another IMEX scheme was given in [60] (referred to there as a semi-implicit
predictor-corrector method). This scheme has two implicit solves and can be written in
the double Butcher tableau form, and we refer to this scheme as IMEX PC2. The non-
zero components of A˜ and A are given by
a˜21 = 0.5, a˜32 = 1,
a22 = 0.5, a33 = 1.0,
α = 0, and w˜i = a˜3i = wi = a3i for i ≤ 3. IMEX PC2 is not convex-invariant, since
cSch = 0 (cf. discussion in Section 6).
IMEX PD-ARS. We have found a family of convex-invariant, diffusion accurate IMEX
schemes of type ARS that are second-order accurate in the streaming limit, which we
refer to as IMEX PD-ARS; see Appendix B. For these schemes, cSch = 1 − 2 with
 ∈ [0, 1/2). Here we give an example by setting  = 0.1:
a˜21 = 1.0,
a˜31 = 0.5, a˜32 = 0.5,
a22 = 1.0,
a32 = 0.4 (= 0.5−  ), a33 = 0.6 (= 0.5 +  ).
This scheme is GSA, α = 0, and requires two implicit solves per time step (same as
IMEX PC2).
IMEX RKCB2. We compare the performance of the convex-invariant IMEX schemes
with two other (not convex-invariant) IMEX schemes. The first one is the second-order
accurate IMEX scheme given in [63] with two implicit solves. We refer to this scheme as
IMEX RKCB2. The non-zero components of A˜ and A are given by
a˜21 = 2/5, a˜32 = 1,
a22 = 2/5,
a32 = 5/6, a33 = 1/6,
α = 0, and wi = a3i = w˜i (stiffly accurate [46]).
IMEX SSP2332. Another scheme that we use for comparison is the second-order accurate
IMEX scheme given in [46] with three implicit solves. We refer to this scheme as IMEX
SSP2332. The non-zero components of A˜ and A are given by
a˜21 = 1/2,
a˜31 = 1/2, a˜32 = 1/2,
a11 = 1/4,
a22 = 1/4,
a31 = 1/3, a32 = 1/3, a33 = 1/3,
α = 0, and wi = a3i = w˜i (stiffly accurate).
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SSPRK2 and SSPRK3. To compare the performance of the IMEX schemes in the stream-
ing limit (no collisions), we also compute results with explicit strong stability-preserving
Runge-Kutta methods [47]. (All elements of the implicit Butcher tableau are zero.) The
optimal second-order accurate, strong-stability-preserving Runge-Kutta scheme (SSPRK2)
has the following non-zero components:
a˜21 = 1,
w˜1 = 1/2, w˜2 = 1/2.
The optimal third-order accurate, strong-stability-preserving Runge-Kutta scheme (SSPRK3)
has the following non-zero components:
a˜21 = 1,
a˜31 = 1/4, a˜32 = 1/4,
w˜1 = 1/6, w˜2 = 1/6, w˜3 = 2/3.
Appendix B. Construction of IMEX Scheme PD-ARS
Here we construct a three-stage PD-IMEX scheme of Type ARS, conforming to Def-
inition 3. We refer to the resulting IMEX scheme as PD-ARS. For a 3-stage scheme, the
double Butcher tableau is
0 0 0 0
c˜2 a˜21 0 0
c˜3 a˜31 a˜32 0
a˜31 a˜32 0
0 0 0 0
c2 0 a22 0
c3 0 a32 a33
0 a32 a33
(B.1)
The problem is then to find the coefficients {a˜21, a˜31, a˜32, a22, a32, a33} satisfying the
constraints in Definition 3 while maximizing
cSch = min
{ c20
c˜20
,
c30
c˜30
,
c32
c˜32
}
. (B.2)
By imposing the equality constraints (i.e., Eqs. (49), (51), and (52)), the double Butcher
tableau can be written in terms of two independent parameters (x, y ∈ R) as
0 0 0 0
1
2x
1
2x 0 0
1 1− x x 0
1− x x 0
0 0 0 0
1
2x 0
1
2x 0
1 0 1− y y
0 1− y y
(B.3)
Computing the relevant coefficients in Eq. (A.4), we find c20 = 1, c30 = 1 − 2x(1 − y),
c32 = 2x(1− y), c˜20 = 12x , c˜30 = (y − x), and c˜32 = x, so that
cSch = min
{
2x,
1− 2x(1− y)
y − x , 2(1− y)
}
. (B.4)
The convex-invariant property requires imposing the inequality constraints a22, a33 > 0,
c20, c30, c32 ≥ 0, and c˜20, c˜30, c˜32 ≥ 0, which imply that
0 < x ≤ y and 0 < y ≤ 1. (B.5)
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We chose x = 12 , so that the explicit part of the IMEX scheme is equivalent to the optimal
second-order SSP-RK scheme in [47] (SSPRK2 in Appendix A). Then, y = 12 + , where
 ∈ [0, 12 ), and cSch = 1 − 2 results in the PD-ARS IMEX scheme. Setting  = 0 gives
the optimal scheme with cSch = 1.
Appendix C. Nonexistence of Three-Stage PD-IMEX Scheme of Type A
Here we prove that a PD-IMEX scheme of type A (i.e., conforming to Definition 3,
but with Eq. (41) replacing Eq. (42) in item 3) does not exist. First, for a three-stage,
GSA IMEX scheme of type A the double Butcher tableau is
0 0 0 0
c˜2 a˜21 0 0
c˜3 a˜31 a˜32 0
a˜31 a˜32 0
c1 a11 0 0
c2 a21 a22 0
c3 a31 a32 a33
a31 a32 a33
.
First we consider the equality constraints. Consistency of the implicit coefficients and
second-order accuracy in the streaming limit (Eqs. (52) and (51), respectively) give
a31 + a32 + a33 = 1, a˜31 + a˜32 = 1, and a˜32 a˜21 =
1
2
. (C.1)
Accuracy in the diffusion limit (Eq. (49)) requires
a˜21
a22
= 1 and − a32 a˜21
a22 a33
+
a˜31 + a˜32
a33
= 1. (C.2)
Eq. (C.2) together with the second constraint in Eq (C.1) gives a32 + a33 = 1, which
together with the first constraint in Eq. (C.1) gives
a31 = 0. (C.3)
Next we consider the inequality constraints. The convex-invariant property in Eq. (41)
requires a11, a22, a33 > 0, and
c21 =
a21
a11
≥ 0, c31 = a31
a11
− a32 a21
a22 a11
≥ 0, and c32 = a32
a22
≥ 0. (C.4)
As a consequence, a21, a32 ≥ 0. However, since a31 = 0,
c31 = −a32a21
a22a11
≤ 0.
Thus the inequality constraints in Eq. (C.4) hold only for c31 = 0, which gives cSch =
min
{
c21
c˜21
, c31c˜31 ,
c32
c˜32
}
= 0. Therefore, a three-stage PD-IMEX scheme (Definition 3) of
type A does not exist.
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