TM kernel that provides significant improvements in multiprocessor scalability by eliminating the writer-delay problem of readers-writer locking. RCU implementations to date, however, have had the side effect of expanding non-preemptible regions of code, thereby degrading real-time response. We present here a variant of RCU that allows preemption of read-side critical sections and thus is better suited for real-time applications. We summarize priority-inversion issues with locking, present an overview of the RCU mechanism, discuss our counter-based adaptation of RCU for real-time use, describe an additional adaptation of RCU that permits general blocking in readside critical sections, and present performance results. We also discuss an approach for replacing the readers-writer synchronization with RCU in existing implementations.
INTRODUCTION
In this paper we focus on environments in which real-time applications are running on shared-memory multiprocessor systems with the Linux** operating system. Such environments require both realtime response and multiprocessor scalability. Realtime response means that the hardware and the operating system perform within real-time constraints; that is, the response times to certain events are subject to operational deadlines. Multiprocessor scalability means that the system can process growing amounts of work when the level of multiprocessing is proportionally increased. Techniques exist for meeting these requirements independently, but real-time response is often attained at the expense of multiprocessor scalability, and vice versa. Given the recent advent of low-cost multiprocessor systems, techniques that address both requirements are now needed.
Common sources of delay that affect real-time response in existing kernels include: (a) priority inversions due to locking; (b) writer delay due to concurrent readers in readers-writer locking; and (c) non-preemptible sections of code.
Priority inversion, first noted by Lampson and Redell, 1 occurs when a high-priority thread is blocked in lock acquisition by a lower-priority lock holder. It is further possible for the lower-priority lock holder to experience an indefinite scheduling delay due to the existence of a medium-priority thread executing outside the critical section (i.e., the section of code that accesses a shared resource that must not be concurrently accessed by more than one thread). Hence, the low-priority lock holder may never be scheduled to run and release the lock required by the high-priority thread. A common solution to the priority-inversion problem is to use a locking-aware scheduling approach, called priority inheritance. With priority inheritance, the scheduling priority of the lock holder is temporarily boosted to the priority of the highest-priority thread blocked in lock acquisition.
Priority inheritance works well for conventional locks, but is difficult to apply to readers-writer locks without negatively impacting concurrency. 2 Consider the case of a high-priority writer blocked by the existence of one or more low-priority readers. In this case, the priority of the existing readers must be boosted, but it is unclear how to handle the additional readers that arrive prior to the completion of the preexisting boosted readers. If their priority is not boosted, then the priority-inversion problem remains. If they are delayed until the writer completes, then concurrency is reduced. And if priority boosting is applied to them, this introduces the possibility of a nonvanishing queue of priorityboosted threads that can delay the writer indefinitely. This problem is inherent to readers-writer locking: either the writer is expedited at the expense of reader concurrency, or the writer risks indefinite delay.
Fair readers-writer locks that take requests in firstin, first-out (FIFO) order 3 expedite writers at the expense of reader concurrency, and suffer especially low concurrency in the presence of interleaved reader and writer requests. This concurrency problem can be mitigated by a batch-fair readers-writer lock that services a limited number of read requests out of order, but writers can still experience excessively long wait times, especially in the presence of readers with long-executing critical sections (execution of critical sections may include waiting for a resource). In short, no matter what scheduling policy is used, the presence of large numbers of readers can unduly delay writers, particularly if the readers are subject to preemption or blocking. Given that readers-writer locking is specifically designed to be used in scenarios with large numbers of readers, this potential for delay is a matter of serious concern.
An alternative to readers-writer synchronization is read-copy update (RCU). 4 With RCU synchronization, writers create a new version of an object, while allowing readers to operate concurrently on the old version. Mechanisms resembling RCU have proven useful in a number of operating-system kernels, including the IBM VM/XA Hypervisor*, 5 DYNIX*/ PTX*, 4 Tornado, 6 K42, 7 and, more recently, Linux. 8 Because RCU allows readers and writers to run concurrently, writers may proceed even in the presence of an arbitrary number of higher-priority readers. Hence, RCU does not suffer from the aforementioned priority-inversion problems. Furthermore, RCU writers are largely immune to RCU reader delays.
However, existing implementations of RCU trade away real-time response for scalability. Because RCU writers create new versions of objects rather than updating them in place, RCU implementations must utilize a garbage collector to reclaim the old versions. For multiprocessor scalability reasons, existing implementations of RCU utilize a quiescentstate-based reclamation policy 9, 10 to keep track of old versions that are no longer in use. This approach has the advantage of minimizing the need for memory barriers and removing the need for expensive read-modify-write instructions. However, quiescent-state-based reclamation involves the suppression of preemption during read-side critical sections, which degrades the real-time response of the kernel. Subsequent sections describe in detail the mechanisms used by RCU implementations to reclaim memory and discuss their impact on realtime response. Several new variants of RCU that avoid suppressing preemption are then presented, and their performance is analyzed. In this paper we use RCU to denote the RCU synchronization mechanism as well as its implementation-the context will make the meaning clear.
The RCU family of application programming interfaces (APIs) has grown over time in response to both technical and ease-of-programming issues. The earliest use of RCU-like mechanisms provided only reclamation primitives, similar to synchronize_rcu() or call_rcu() in Linux. However, ease-of-debugging concerns led the designers of DYNIX/PTX to add primitives similar to rcu_read_lock() and rcu_read_unlock() in Linux.
Early RCU implementations for Linux dispensed with rcu_read_lock() and rcu_read_unlock(), but the addition of preemptibility to the Linux kernel forced their introduction in order to prevent RCU read-side critical sections from being preempted, as required for correct operation of RCU. Objections to the use of explicit memory barriers within the Linux community lead to the suggestion they be hidden in the list-traversing primitives of the kernel, the implementation of which greatly increased the popularity of RCU in the community. Similar concerns led in 2004 to the introduction of rcu_dereference()and rcu_assign_pointer(), which eliminated the need for coding explicit memory barriers when manipulating RCU-protected pointers.
By 2003, a number of network-based denial-ofservice-attack scenarios exposed some weaknesses in the RCU implementation in Linux. These could not be fixed without adding overhead to the RCU read-side primitives, so the first alternate member of the RCU API family was added in the form of rcu_read_lock_bh(), rcu_read_unlock_bh(), and call_rcu_bh(). The RCU implementations that were vulnerable to such attacks were then migrated to this new API.
In 2004, work began in earnest on extending the real-time capability of Linux, with the introduction of Ingo Molnar's -rt patchset. 11 In the course of this work, it became apparent that Linux kernel developers had used RCU to obtain some side effects peculiar to the classic implementation, and that these side effects would not carry over to a realtime-friendly implementation of RCU. Therefore, we created a new RCU API family featuring the synchronize_sched() primitive, which waits for all code segments to complete over which preemption has been disabled. Creating this API family enabled the implementation of the real-time variant of RCU described in this paper.
In 2006, the need arose for an implementation of RCU in which readers could block, resulting in the sleepable RCU (SRCU) member of the RCU API family. 15 SRCU supports blocking readers, but cannot support priority boosting and cannot serve as a drop-in replacement for the other RCU API family members (i.e., generating a new family by simple name substitutions).
Our contributions in this paper include a description of how RCU may be used to solve a long-standing problem involving priority inheritance for readerswriter locking in real-time systems, a presentation of the informal semantics of RCU, a description of the priority-boosting technique of the RCU read-side critical sections, a presentation of SRCU, an implementation that permits general blocking in RCU read-side critical sections, and a presentation of read-and update-side micro-benchmark performance of the RCU API family members found in both real-time and non-real-time builds of the Linux kernel. We also summarize several conference papers that present real-time-safe RCU implementations that permit preemption of read-side critical sections, give an overview of system-level RCU performance results that are discussed in more detail elsewhere, and summarize methods for transforming algorithms using readers-writer locking to ones that use RCU instead.
The remainder of the paper is organized as follows.
In the next section we present an overview of RCU, in which we cover the RCU API, informal semantics of RCU primitives, and the relation of RCU to priority inversion. Next, we show how RCU can be extended for use in real-time environments by describing how preemption may be permitted in RCU read-side critical sections, describing efficient implementations of real-time RCU read-side primitives, and discussing preventing low-priority processes from unduly delaying RCU reclamation. In the following section we describe variants of RCU that permit generalized blocking; such a variant is required to handle waiting for general events, such as timeouts and I/O completion. Then, we discuss RCU performance, which includes performance using micro-benchmarks and system-level workloads. We then discuss an approach to extend the use of RCU by converting code that uses the readerswriter synchronization to code that uses RCU. The last section contains closing comments.
RCU: AN OVERVIEW
The multiple implementations of RCU correspond to a family of APIs for concurrent programming. Each implementation also includes a garbage collector suitable for use in a multiprocessor operatingsystem kernel. Each API distinguishes between readers and writers, and provides calls that support communication among readers, writers, and the garbage collector.
The basic strategy for writing an object is to create a copy of the object, modify the copy, and then replace the pointer to the old copy with a pointer to the new one. Hence, RCU uses an update-in-place strategy for modifying pointers to objects, but not for modifying the objects themselves, which normally remain immutable once published. This copybased update strategy allows a writer to proceed immediately rather than wait until the completion of the tasks associated with concurrent readers. Whereas this feature of RCU improves real-time response, it also introduces a new problem: reclaiming old copies of an object, that is, the copies used by readers' tasks when these copies are no longer needed because all the tasks have terminated.
The RCU API contains calls to coordinate pointer updates and dereference operations, to delineate the lifetime of pointers, and to trigger the reclaiming of old copies. The following subsections describe this RCU API in more detail.
Publishing and dereferencing pointers
Writers publish pointers using the rcu_assign_pointer() interface, which returns the new pointer after publishing it and after executing any memory barriers required for a given processor architecture. Such memory barriers are often required in order to ensure that initialization operations for the object pointed to are not reordered later than the assignment (publishing) of its pointer. 13 Readers dereference pointers using the rcu_dereference() interface, which returns a pointer value that is safe to dereference and ensures correct memory ordering with respect to a corresponding rcu_assign_pointer() primitive. It is common coding practice to use rcu_dereference() to copy a shared pointer to a local variable, and then to dereference this local variable, as shown in this example:
The rcu_dereference() interface is currently of no consequence on all processor architectures other than DEC Alpha 11 because the memory-ordering semantics of these other processors already guarantee the desired behavior.
Version collection primitives
The RCU API defines explicit calls for delineating the lifetime of pointers and for reclaiming memory. We refer to the process of reclaiming the memory associated with stale copies of an object as version collection. Although RCU uses explicit calls to allocate and free memory, many issues of version collection are similar to issues arising in automatic garbage collection. For example, to determine when it is safe to invoke free(), it is necessary to consider what objects a garbage detection algorithm would consider live.
RCU defines several distinct families of API for version collection. Each family of APIs is used to implement the same basic reclamation strategy, but in a slightly different kernel context. These different contexts will be discussed following an overview of the generic approach.
Following the creation of a new version, writers invoke the garbage collector either synchronously or asynchronously. The garbage collector, whose job is to reclaim the memory associated with old versions, must defer the freeing of memory until it is safe to do so. Safe collection points are determined synchronously using the synchronize_rcu() primitive, which blocks the caller until it is safe to free the old version. Freeing memory asynchronously in RCU is accomplished using the call_rcu() primitive. Instead of blocking, it registers a function to be invoked after it is safe to free the old version. This asynchronous variant is particularly useful in situations where it is illegal to block, such as in the context of an interrupt.
Determining a safe point for version collection is based on determining when the union of global and local root sets for the version is empty. The global root set consists of the global pointers to any of the data structures in that version. The local root sets for a version consist of all thread-local memory that holds pointers to any of the data structures in that version. The global root set becomes empty when a version of the object is published using the rcu_assign_pointer() primitive, which updates the unique global pointer in place. Because garbage collection is not automatic in RCU, good programming practice involves placing a call to synchronize_rcu() or call_rcu() after the call to rcu_assign_pointer() in order to inform the collector that the global root set is now empty.
RCU read-side primitives: Efficiently tracking local root sets The local root sets for a version are held in the local memory of all threads that have dereferenced the global pointer to that version. Keeping track of this information in an accurate way is difficult, and is the fundamental challenge when implementing version collection in a multiprocessor operating-system kernel.
One approach would be to explicitly keep track of all version pointers in thread-local memory, for example by forcing each thread to maintain a list of its currently active pointers, and ensuring that the collector check these lists prior to reclamation. This is the approach taken in the hazard pointers methodology. 13 The problem with this approach in particular (and with non-blocking synchronization in general) is that it requires expensive operations in the read path. 9 RCU takes a more conservative, but more scalable, approach; it keeps track of the lifetime of thread-local memory, and assumes that if a thread has local memory that was live at the time that the global root set of the version became empty, then that memory might contain a pointer to the version. Thus, RCU defines the local root set for a version to be the set of all thread-local memory whose lifetime overlaps the time during which the global root set for the version was non-empty. This is conservative and imprecise because the local root set of a thread really contains only those pointers that it actually dereferenced. However, this approach improves performance, especially in the read path, because it avoids the need to use expensive memory barriers or synchronization instructions in the implementation of the dereference primitive, a design decision that has fundamental performance implications for many read-mostly scenarios.
The start and end of lifetime for this thread-local memory are delimited explicitly by RCU readers invoking, respectively, the rcu_read_lock() and rcu_read_unlock() primitives. Despite their names, these primitives do not actually acquire or release any explicit locks; instead, they demark a region of code throughout which all accessible RCU-protected data structures are guaranteed to continue to exist. If, however, the rcu_read_lock() and rcu_read_unlock() primitives directly implemented communication with the collector, they would incur significant overhead. Instead, RCU uses a quiescentstate-based reclamation approach in which threads prevent the occurrence of quiescent states while their local memory is live. The collector indirectly observes quiescent states in all threads and uses this information to infer when certain versions can no longer be live.
For example, consider a context switch (preemption by the scheduler or voluntary blocking) as a quiescent state. In this case, rcu_read_lock() disables preemption, rcu_read_unlock() enables preemption, and it is illegal for a thread to voluntarily block within a critical section delimited by rcu_read_lock() and rcu_read_unlock(). If the collector observes all processors pass through a context switch, it can safely collect any versions whose global root set became empty prior to the first of those context switches because no new reader can have obtained a reference to those versions. In RCU terminology, a period during which all processors have passed through a quiescent state is called a grace period. Reclamation of an object must be deferred by at least a grace period to ensure that concurrent readers cannot access freed or potentially reused memory, which would result in undefined behavior. This case also provides a trivial conceptual implementation of synchronize_rcu():
By running on each CPU in turn, this implementation guarantees that each CPU has passed through a voluntary context switch, and thus through a quiescent state. Therefore, once this function has completed, all prior RCU read-side critical sections will be guaranteed to have completed; in other words, a grace period will have elapsed.
This choice of context switch as a quiescent state is especially interesting because it allows the collector to ignore all threads that are not executing. The fact that they are not executing means that they are in the middle of a context switch event, and hence cannot have live references. Therefore, the union of all local root sets for non-active threads is guaranteed to be empty. The choice of context switch also allows the signaling that occurs conceptually between threads and collectors to be piggybacked on the pre-existing context-switch events. However, these efficiency advances come at the price of delaying collection for longer than is strictly necessary, and more significantly for real-time systems, introducing non-preemptible sections of code in the RCU read-path. Hence, the RCU generic version collection strategy is safe, but it is imprecise and conservative in a number of dimensions, and degrades real-time response. This definition is also used by the rcu_read_lock() and rcu_read_unlock() primitives in preemptiblekernel builds of the Linux kernel. In this case, realtime response is affected by the disabling of preemption during RCU read-side critical sections.
Informal semantics of RCU primitives
The RCU primitives partition code into distinct sets, as shown in Figure 1 . Read-side primitives, such as rcu_read_lock() and rcu_read_unlock() (shown at the top of the figure), partition code into sets R 0 outside of the critical section and R 1 within it. Update-side primitives, such as synchronize_rcu() (shown at the bottom of the figure), partition code into sets G -1 preceding the grace period, G 0 concurrent with the grace period, and G 1 following the grace period. This partitioning applies globally to all code in all threads. As shown in the diagram, the set G 0 extends from the call to synchronize_rcu() through the return. In the case of the call_rcu() primitive, the set G 0 extends from the invocation of call_rcu() to the invocation of the callback function passed to the call_rcu() primitive.
Given these sets defined with respect to a given RCU grace period, the fundamental definition of RCU states that if any statement in a given RCU read-side critical section's set R 1 precedes any statement in a given grace period's G -1 , then all statements in that critical section's R 1 must precede any statement in that grace period's G 1 .
Of course, both compiler optimizations and weakly ordered processors 13 can reorder code. It is the responsibility of the RCU primitives either to prevent such reordering or to define the sets so as to make any reordering harmless, which means that users of RCU almost never need to specify compiler or memory barriers explicitly. For example, the set R 1 may often be extended to subsume portions of set R 0 while still maintaining correctness. Similarly, the set G 0 may be extended to cover a greater time duration; however, it clearly cannot be allowed to subsume the portion of set G 1 that immediately follows the synchronize_rcu() primitive. Figure 2 illustrates the steps associated with deleting an element B from a linked list in an environment with concurrent readers and RCU. Initially, the list contains elements A, B, and C, as shown at the top. Element B is removed from the list by causing A's ''next'' pointer to reference C rather than B. Given that A's ''next'' pointer is properly aligned so that loads and stores of that pointer are atomic, concurrent readers will fetch a pointer either to B or to C, and not some bitwise combination of the two pointers.
The updating thread then executes synchronize_rcu(), which blocks until all current readers finish, ensuring that there are no remaining references to element B. To infer this, note that any RCU read-side critical section that obtained a pointer to element B has at least one statement that precedes the removal (via the list_del_rcu() primitive), which is in set G -1 . Therefore, from the definition of RCU, all statements in that read-side critical section must precede any statement in G 1 , so that the entire critical section must have completed before invocation of the free() statement that reclaims element B. In short, any RCU read-side critical section that obtains a reference to element B is guaranteed that element B will still exist throughout that critical section.
RCU does in fact implement a variant of mutual exclusion, albeit a temporal variant. Unlike readerswriter locking, in which the mere presence of a reader prevents an updater (writer) from running, in RCU only sufficiently old readers are permitted to block updaters via the grace-period computation, and even then, these readers are only permitted to block the reclamation phase of the update.
RCU and priority inversion
Given this background on RCU, it is time to revisit priority inheritance, but this time using RCU in conjunction with an exclusive updater lock in place of the readers-writer lock. In this revised example, readers use RCU read-side primitives while writers acquire the exclusive lock. As before, there are an arbitrary number of low-priority readers and a single high-priority real-time writer. Because the readers no longer acquire the lock, the writer can acquire it immediately, regardless of the number of readers and regardless of whether or when the readers might have been preempted. Use of RCU can thus greatly reduce the worst-case real-time latencies of the updater, comparing favorably both to locking and to retry-based schemes such as the Linux kernel sequence locks, both of which can impose large latencies on readers. However, the RCU read-side primitives may be used both by real-time and by low-priority readers. If any of the low-priority readers have been indefinitely delayed while executing within their RCU read-side critical sections, for example, due to being preempted by real-time processes, the corresponding grace period will extend indefinitely. Any invocation of synchronize_rcu() will therefore block indefinitely, ruining the real-time response of the writing thread. However, the solution is simply to use the asynchronous form call_rcu(). This primitive posts a callback function that is invoked after the end of a grace period, permitting the writing thread to continue processing without having to wait for this possibly indefinite grace period to end. Of course, the callback cannot be invoked until the grace period ends, and therefore the corresponding memory cannot be reclaimed until the grace period ends. Therefore, an indefinite grace period might eventually block the attempt of a writing thread to allocate memory once memory has been exhausted (assuming finite memory).
This discussion assumes first, that it is possible to substitute RCU for standard uses of readers-writer locking, and second, that it is possible to prevent preempted RCU read-side critical sections from blocking by extending grace periods indefinitely. Such indefinite blocking would prevent any elements removed from RCU-protected lists from ever being reclaimed, eventually exhausting the available memory. We examine both of these assumptions in greater depth later in this paper.
ADAPTING RCU FOR REAL-TIME KERNELS
Real-time systems require low response times for high-priority threads, which means that such threads must be able to preempt even those lowpriority threads that are executing critical-section code. Unfortunately, preemption can greatly extend the duration of critical-section execution, and therefore it is no longer appropriate to guard them with a spinlock (i.e., the thread waits in a loop until the lock is available) because, as critical-section duration increases, spinlock acquisition consumes an increasing number of processor cycles. Instead, real-time systems use blocking locks, which often must be acquired within RCU read-side critical sections (pure spinlocks are still required in some special cases, for which the Linux kernel provides ''raw'' spinlocks). Thus, RCU read-side critical sections must be permitted to block while acquiring locks. The only problem remaining, then, is to produce an RCU implementation that allows RCU readers to block on locks (or to be preempted) while still allowing timely reclamation of memory released by RCU updaters.
Permitting preemption of RCU read-side critical sections If RCU read-side critical sections are to be preempted, then it is necessary to track threads in such critical sections so that it is possible to determine when a grace period can end. In principle, this can be as simple as a single global counter that is atomically incremented by rcu_read_lock() and atomically decremented by rcu_read_unlock(), so that any statement outside the RCU read-side critical section can be a quiescent state. Once this single global counter reaches zero, all prior RCU read-side critical sections are guaranteed to have completed. In practice, as the number of processors increases, there is a point beyond which at least one processor can be expected to be executing in an RCU read-side critical section at any given time, and the counter might never reach zero and grace periods will never terminate.
This situation can be addressed as described by Gamsa et al., 6 by providing a two-element array of counters along with an index indicating which of the two should be atomically incremented by the rcu_read_lock() primitive. The rcu_read_unlock() primitive then atomically decrements the same counter that was incremented by the corresponding rcu_read_lock() invocation. At the beginning of a grace period, the sense of the index is inverted, at which point the old counter (that is, the counter no longer referenced by the index value) will no longer be incremented, but will continue to be decremented by rcu_read_unlock(). The value of this old counter must therefore eventually reach zero, marking the end of the grace period.
Unfortunately, use of a single pair of counters leads to high overhead due to memory contention and the resulting cache misses. Although this overhead does not affect the underlying real-time properties of the RCU read-side primitives, as their latency remains bounded (deterministic), low overhead is important because a number of RCU-based algorithms were designed with the zero-overhead non-real-time RCU read-side primitives in mind.
Reducing overhead of RCU read-side primitives
We describe now a mechanism for avoiding the cache-miss overhead. The mechanism is based on a 23N array of counters, where N is the number of threads. Thus, there are two counters for each thread. In addition, a global index points to one of the two columns of the array, as illustrated in Figure 3 . The rcu_read_lock() primitive increments the current counter from the pair corresponding to the processor on which the rcu_read_lock() is running, and also retains the value of the global index used, 0 or 1. The rcu_read_unlock() primitive then uses this value to select the counter to decrement from the pair corresponding to the processor on which the rcu_read_unlock() is running. This mechanism avoids cache misses, atomic instructions, and memory barriers, but requires that the grace-period detection mechanism be a state machine that determines when each processor has observed a change to the global index, that forces each processor to periodically execute memory barriers, and that sums the non-current counters from each CPU to determine when the global index may safely be incremented. See Reference 16 for a full description of this approach.
As of this writing (July 2007), the -rt patchset 11 contains an older implementation that requires readers to execute expensive atomic instructions and memory barriers. We expect this older implementation to be replaced once the new version has proven itself trustworthy on all relevant CPU architectures. Of course, we also expect the number of relevant CPU architectures to increase as porting of the -rt patchset continues. However, because the new implementation has passed the ''RCU-torture'' test suite on Intel 32-bit Xeon** (i386), AMD 64-bit Opteron** (x86_64), and IBM POWER* (PowerPC*) processor architectures, and because the new implementation is, just like the old one, architecture independent, we do not anticipate major problems from additional CPU architectures.
Preventing indefinite delay within RCU read-side critical sections As noted earlier, indefinite delay within a thread executing an RCU read-side critical section will indefinitely extend grace periods, which can exhaust the available memory, which will in turn delay indefinitely any updaters attempting to allocate memory. It is therefore necessary to prevent lowpriority threads from being indefinitely preempted when executing within RCU read-side critical sections.
A straightforward solution would be to boost the priority of RCU readers when the available memory has been exhausted. However, this must be done carefully in order to preserve the performance of RCU read-side primitives. In particular, maintaining a list of all tasks in RCU read-side critical sections would not be advisable, even if the list were very cleverly implemented. Instead, we note that RCU read-side critical sections tend to be short and rarely preempted, especially if the system has been appropriately provisioned and there is significant idle time, as is typical for systems that must maintain bounded response times (otherwise, response times can be degraded due to queuing delays in the scheduler). Furthermore, if a given RCU readside critical section has not been preempted, boosting its priority will not make the processor that it is running on go any faster. Instead, this suggests having the scheduler check for preemption or blocking within RCU read-side critical sections. Because such preemption or blocking is relatively rare, heavyweight linked-list operations can be tolerated in this case.
Because most preempted or blocked threads in RCU read-side critical sections can be expected to become runnable in short order, and because priority boosting is a relatively expensive operation, it makes sense to defer priority boosting for a short time. Such deferral should normally allow the threads to become runnable and complete their critical sections without the need for expensive priority boosting. Although preemption of RCU critical sections is rare, that does not mean that we may simply choose never to preempt them, as such a choice would degrade worst-case scheduling latencies.
Figures 4A and 4B show a pair of snapshots of a data structure designed for this purpose. Each processor has a pair of four-element arrays, one of which is labeled ''Boosting Old Aging New'' in the upper half of each snapshot and the other of which is labeled ''Boosted'' in the lower half of each snapshot. Each entry of these per-CPU array pairs is a linked list of tasks that might soon require priority boosting. In Figure 4A , element 3 of the upper array accepts tasks that block or are preempted while executing in an RCU read-side critical section, as indicated by the ''Index¼3.'' Figure 4B shows a later point in time when the index has been incremented modulo the number of elements in the array, so that element 0 of the upper array accepts tasks that block or are preempted while executing in an RCU readside critical section-and the other elements of the array also change roles as indicated in the two figures. If a task remains in its RCU read-side critical section for three such time periods, it advances through the ''Aging,'' ''Old,'' and finally ''Boosting'' roles, at which point it is eligible for priority boosting. Tasks eligible for boosting are periodically moved from the ''Boosting'' element of the upper array to the ''Local List.'' Tasks on the ''Local List'' that are successfully boosted are moved to the ''Boosted'' element of the lower list, while tasks for which boosting has been unsuccessful are placed back onto the ''Boosting'' element of the upper array, and, if the boosting is successful, it is moved into the lower array of the set. When a task exit its RCU read-side critical section, it removes itself from whatever list it is on at the time, as indicated by the arrows pointing to the ''Tasks Removed at End of RCU Critical Section'' labels. Each processor maintains four locking domains, one for each element of its pair of per-CPU arrays. Each task, once enqueued on a given array element for a given CPU, remains enqueued either on that array element or on the corresponding element of the other array of that CPU. This therefore means that a task, once enqueued, is always protected by the same lock, which minimizes lock contention while eliminating races that would otherwise occur if a given task were to be moved among different locking domains.
GENERAL BLOCKING IN RCU READ-SIDE CRITICAL SECTIONS
The preceding sections discussed a counter-based RCU implementation that permits preemption and blocking during lock acquisition. Although this is sufficient in many situations, it is sometimes necessary to block for other reasons, such as completion of I/O, memory allocation, or for fixed time durations. Unfortunately, software-engineering considerations prevent direct use of the counterbased real-time RCU implementations in this manner.
The problem is that the RCU API provides a global set of grace periods, so that a single thread blocking for an excessive time in an RCU read-side critical section will delay reclamation for all updaters, even if completely unrelated to the blocked reader. The solution to this problem is to provide separate sets of grace periods by introducing the concept of an RCU control block. All related invocations of a blocking variant of RCU would then share a single RCU control block, which must be passed to each such invocation. Updaters can then be delayed only by readers using the same RCU control block, containing the effects of excessive delays by RCU readers.
For example, the sleepable RCU (SRCU) 15 implementation uses the following two primitives to delimit the start and end of thread-local memory lifetime respectively:
The scb variable is the SRCU control block; different users would each specify their own control block. The synchronize_srcu(&scb) primitive blocks until the end of a subsequent per-scb-variable grace period, permitting the following idiom to delay the actual freeing of memory until the counter values indicate that all threads have subsequently passed through a safe collection point:
Because SRCU is optimized for minimal read-side overhead, it places responsibility for memory ordering onto the synchronize_srcu() primitive, resulting in that primitive having significant latency. Nevertheless, with slight modifications to the RCU API, it is now possible to permit general blocking within RCU read-side critical sections. This modification to the RCU API is necessary in order to address the need for multiple RCU ''domains,'' preventing an RCU reader in one domain from blocking reclamation in some other domain. Software environments permitting dynamically allocated thread-local storage may be able to provide multiple RCU domains within the confines of the classic RCU API.
RCU PERFORMANCE
In this section we first describe results of evaluating the overhead of individual RCU primitives using micro-benchmarks. Then we briefly discuss RCU performance results obtained with system-level workloads.
Micro-benchmarks
For RCU to be generally useful, its read-side performance must not only exceed that of uncontended locking, but it must also be competitive with that of best-case cache-local compare-and-swap (CAS). RCU does achieve this level of performance, as shown in Table 1 for a number of implementations in different builds of the 2.6.21 version of the Linux kernel, running on a 4-processor, 1.8-GHz AMD Opteron 844 system.
The first column of this table identifies the RCU variant. The second column identifies the type of Linux kernel build: S for server, r for the lessaggressive CONFIG_PREEMPT real-time, R for the more-aggressive -rt real-time patch set, and A for all builds. The three columns headed by Reads list the overhead in nanoseconds of read-side primitives on single-processor, two-processor, and four-processor runs, and the three columns headed by Updates list the latency of update-side primitives, also on singleprocessor, two-processor, and four-processor runs. The repeatability of these measurements is quite good, with the maximum standard deviation being about 6 percent of the mean, and most being orders of magnitude below the mean. The final column lists the quiescent state used by the corresponding RCU implementation. The RCU primitives map to the rows of the table as follows:
1. rcu_read_lock(), rcu_read_unlock(), and synchronize_rcu() map to ''rcu'' in a server build, to ''rcu-preempt'' in a CONFIG_PREEMPT build, and to ''rcu-rt'' in a -rt aggressive real-time build. In the future, we expect that these primitives will map to ''rcu-rt (new)'' in a -rt build. The ''rcu-rt (new)'' implementation differs from the ''rcu-rt'' implementation in that it avoids use of atomic instructions and memory barriers in read-side RCU primitives.
2. rcu_read_lock_bh() and rcu_read_unlock_bh() map to ''rcu-bh'' in both the server and the CONFIG_PREEMPT builds, and map to rcu_read_lock() and rcu_read_unlock() in a -rt aggressive real-time build. 3. preempt_disable(), preempt_enable(), and synchronize_sched() map to ''rcu'' in a server build, ''rcu-preempt'' in a CONFIG_PREEMPT build, and to ''sched-rt'' in a -rt aggressive real-time build. 4. srcu_read_lock(), srcu_read_unlock(), and synchronize_srcu() map to ''srcu'' in all builds.
In a perfect world, we would present the worst-case overheads of the read-side primitives, as worst-case overheads are relevant to real-time workloads. Unfortunately, the extremely low overheads of these primitives render such an approach infeasible. In addition, even given an extremely fine-grained and low-access-overhead clock, it would be necessary to reject measurements within which interrupts occurred, which in this case was infeasible. We therefore measured the overhead of long repeating sequences of these operations, and calculated the average overhead. However, the fact that the readside primitives are implemented using a short, fixed sequence of instructions means that execution time has a definite upper bound.
The read-side performance of all RCU implementations is independent of the number of processors, all differences being within the bounds of statistical error, as is to be expected, given that these primitives have deterministic overhead and do not access any shared variables. All are well below the 65.6-ns contention-free zero-cache-miss combined overhead of lock acquisition and release, and, with the exception of the ''rcu-rt'' variant on four processors, all are well below the 37.9-ns best-case zero-cache-miss CAS overhead. For purposes of comparison, the overhead of a single cache miss on this system is 139.5 ns, and the overhead of the read-then-modify pair of cache misses resulting from a load followed by a CAS of a given variable is 306.0 ns. These overheads will of course increase when additional processors are concurrently modifying the same variable, due to the resulting increase in memory contention.
The lowest-overhead read-side primitive is that of the ''rcu'' implementation, which is expected given that the rcu_read_lock() and rcu_read_unlock() primitives for this implementation generate zero machine instructions, so that the 1.1 ns is a measure of loop overhead. Free is a very good price, but this implementation operates only in non-preemptible kernels, which are completely unfit for aggressive real-time use. Only the ''rcu-rt'' variants and ''srcu'' permit preemption of RCU read-side critical sections, and of these, only the ''rcu-rt (new)'' implementation permits the read-side primitives to be invoked from non-maskable interrupt (NMI) handlers. This variant is more expensive, and further reducing its overhead is important future work. That said, the overhead of ''rcu-rt (new)'' read-side primitives when nested in an enclosing RCU read-side critical section are second only to ''rcu'' in speed, at 8.4-ns overhead per critical section. Furthermore, even the full 33.0-ns latency for the outermost RCU read-side critical section is better than that of uncontended locking and bestcase CAS. Finally, the overheads of all of the readside primitives exhibit perfect scaling up to four CPUs. These results give hope that significant system-level performance benefits might result from use of RCU, a topic that is taken up in the following section.
The update latencies for RCU are quite large, typically many milliseconds, due to the graceperiod-detection state machine that is driven by the scheduling-clock interrupt, which in turn allows concurrent readers to take few if any precautions against concurrent updates. It is important to note that updaters block rather than busy-wait. In fact, for all the four-updater tests other than ''sched-rt,'' CPU utilization is negligible, as is contention for locks used by the state machine on systems with up to many tens of CPUs. Finally, latency-sensitive updaters can make use of asynchronous interfaces such as call_rcu(), which have sub-microsecond overheads. That said, these large update latencies are one motivation for reserving RCU for readmostly situations, or in situations where the need for read-side determinism outweighs the need for low update-side latency. However, several of the updateside implementations have excellent scalability (assuming fixed read-side critical-section duration), so that RCU-based software retains its performance advantages as the number of processors increases. The ''rcu'' and ''rcu-preempt'' variants show some increase in latency with number of CPUs due to the batching algorithm used: if a grace period is already in progress, a subsequent request must wait for both this grace period and another to complete. The ''sched-rt'' algorithm is known to have poor scalability because it visits each CPU in turn, and will be replaced once real-time systems gain sufficient CPUs for this to be an issue. Finally, the ''srcu'' algorithm contains multiple serial uses of the ''rcu_preempt'' update-side algorithm, and in addition uses a single per-SRCU-domain lock.
More detailed performance measurements of RCU may be found in Hart et al., 9 showing that RCU enjoys substantial performance advantages over other deferred-reclamation mechanisms over a wide variety of operating parameters.
System-level workloads Ideally, the system-level performance of RCU would be evaluated by first replacing RCU with some other synchronization primitive in a recent version of the Linux kernel, and then comparing system-level performance using the two versions of the kernel. Unfortunately, most uses of RCU in the Linux kernel have come to rely heavily on a number of properties unique to RCU, in particular, its read-side immunity to deadlock, so that all attempts thus far to map RCU to other synchronization primitives have failed. 9 Therefore, the best available way to evaluate the system-level performance of RCU is to review comparisons made when RCU-based algorithms were proposed for inclusion into Linux. A survey of such comparisons 10 has shown performance improvements ranging from several percentage points to orders of magnitude on benchmarks up to and including transactional database workloads.
TRANSFORMING READERS-WRITER LOCKING TO RCU
The performance and determinism benefits of RCU are of immediate value only if it can reasonably be incorporated into existing operating-system kernels. Although the fact that there are more than 1000 invocations of the RCU API in the 2.6.21 version of the Linux kernel 8 gives empirical evidence that RCU can in fact replace the readers-writer lock as the synchronization mechanism in an operating-system kernel, a conceptual framework is needed to help determine when readers-writers lock may most readily be replaced by RCU, as well as how to handle more difficult conversions from readerswriter lock to RCU. This section provides such a framework, giving a method of classifying readerswriter locking uses to determine which may be trivially converted, and also providing methods for converting more difficult cases.
Two major issues arise when converting the readerswriter lock to RCU: consistency and freshness. Here, consistency means that readers ''see'' a single version throughout any given read-side critical section, and freshness means that readers always ''see'' that version of each referenced data structure installed by its most recent writer. Readers-writer locking guarantees that readers see data that is both consistent and fresh by excluding (and thus delaying) writers. However, taking this approach would destroy an extremely important property of RCU for real-time systems, namely, deterministic readers (bounded overhead).
A key insight drawn from past uses of RCU is that a surprising number of algorithms can dispense with consistency, freshness, or even both. The canonical example of this is Internet routing-because the routing algorithms take significant time to propagate updates across Internet, and because there is little or no synchronization between changes in different regions of the Internet, routing updates may be both stale and inconsistent upon arrival at a given network node. Nor is this an isolated case: consistency and freshness are unavailable in many situations in which an external physical state at a remote location must be tracked by internal data structures, particularly in those situations similar to routing, where updates either add an element to or remove an element from a larger data structure, but never modify an element in place. Such algorithms can often be converted from readers-writer locking to RCU by mechanical substitution of RCU API members for those of readers-writer locking.
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Providing data consistency with RCU If updates modify preexisting elements in a data structure, and if readers must observe consistent values from a given update, then more care is required. The standard approach is to hide complex updates behind an atomic pointer assignment, so that an update can be carried out through use of the following steps:
1. Allocate a new version of the data structure that is to be updated. 2. Copy the contents of the old data structure to the new version. 3. Update the new version. Note that this new version is not yet accessible to readers. 4. Replace any pointers to the old version with pointers to the new version. (Note that the rcu_assign_pointer() primitive that is normally used to perform this step includes any memory barrier instructions that might be required when running on weakly ordered systems.
)
This approach works well, and is used repeatedly within the Linux kernel. However, in some cases, copying introduces excessive overhead. In cases where the data elements are large, but the number of updated fields is small, the updated fields may be moved to a separate, small data element linked from the main data structure. This small data structure may then be updated by copying it, as described above. This approach also works well in cases where there are a large number of pointers to the enclosing data structure.
Another approach is simply to introduce for each data element a lock that both readers and updaters must acquire. This approach has the disadvantage of introducing nondeterminism to readers, but for data structures containing a very large number of data elements, lock contention may be acceptably low for many workloads. In this case, use of RCU reduces the domain of contention from the full data structure to the individual data elements comprising that structure.
Providing data consistency and freshness with RCU Some algorithms require both data consistency and freshness, one example being the System V inter-process communication (IPC) implementation, which was the first use of RCU in the Linux kernel. 8 Such algorithms start with the per-data-element lock described in the previous section, but with the addition of a flag indicating stale data. RCU readside critical sections can then be structured as follows:
1. Enter an RCU read-side critical section (for example, using rcu_read_lock()). 2. Traverse the data structure, locating the desired element. If the desired element cannot be located, exit the RCU read-side critical section and indicate failure. 3. Acquire the lock of that element (or other mutualexclusion mechanism). 4. Check the stale-data flag. If set, release the lock, exit the RCU read-side critical section, and indicate failure. 5. Access the element. 6. Exit the RCU read-side critical section.
7. Indicate success.
Updaters, upon removing a given data element, set that element's flag while holding that element's lock. These methods for providing consistency and freshness with use of RCU have been used in a number of operating-system kernels, though more work is needed to enable conversion of additional readers-writer locking cases to be converted gracefully to RCU.
CONCLUSION
In this paper, we showed how RCU can be adapted for use in a real-time operating-system kernel for solving long-standing problems with readers-writer synchronization. RCU read-side primitives offer deterministic overhead as well as better performance than either uncontended locking or best-case CAS. There is a growing body of experience with conversion from readers-writer lock to RCU, and we have identified a number of methods to ease such conversions.
Of course, RCU is not a panacea-it is instead another tool in the synchronization toolbox with a specific area of applicability: low-overhead, deterministic read-side primitives for read-mostly data structures. In other situations, use of other synchronization mechanisms may be preferable. However, RCU-like mechanisms have proven useful in a number of operating-system kernels, including the IBM VM/XA Hypervisor, DYNIX/PTX, Tornado/ K42, and, more recently, Linux. Future work includes further reducing the overhead of the readside primitives of real-time RCU, improving tooling used to validate RCU usage, and developing additional methods of converting readers-write locking to RCU, perhaps including a group of ''universal'' methods that permit all uses of readerswriter locking to be converted to RCU. We expect that these enhancements will establish RCU as the mechanism of choice for read-mostly situations, particularly in general-purpose operating systems providing real-time response.
