An analytic representation with Theta functions on a torus, for systems with variables in Z(d), is considered. Another analytic representation with Theta functions on a strip, for systems with positions in a circle S and momenta in Z, is also considered. The reproducing kernel formalism for these two systems is studied. Wigner and Weyl functions in this language, are also studied.
I. INTRODUCTION
Analytic representations in quantum mechanics, represent the quantum states with analytic functions.
Then the powerful theory of analytic functions can be used in a quantum mechanical context. Various analytic representations have been studied in the literature: the Bargmann representation in the complex plane for the harmonic oscillator [1] , analytic representations in the unit disc for systems with SU (1, 1) symmetry, analytic representations in the extended complex plane for systems with SU (2) symmetry, etc (for reviews see [2] [3] [4] [5] ).
Refs. [6] [7] [8] have used an analytic representation based on theta functions [9] [10] [11] on a torus, for systems with variables in Z(d) (the ring of integers modulo d). The d zeros of the analytic function were used to describe the time evolution of these systems in terms of d paths in the torus. A related representation has also been used in [12] in studies of chaos. Work on other aspects of systems with finite Hilbert space have been reviewed in [13] [14] [15] [16] [17] [18] [19] . It is known that there are differences in the formalism in the cases that d is an odd or even number, and here we consider the case of odd d. In this case the inverse of 2 in Z(d) exists (if d = 2j + 1 then 2 −1 = j + 1), and it enters in many of the formulas below.
In this paper we study this analytic representation on a torus, as a subject in its own right analogous to the Bargmann formalism. In particular we develop a reproducing kernel formalism in this context. We also introduce an analogous formalism on a strip for quantum systems on a circle. Quantum mechanics on a circle, has been studied for a long time [20] [21] [22] [23] [24] [25] [26] [27] , and coherent states on a circle have been considered in [28] [29] [30] [31] . Our approach complements this work, using an analytic language with Theta functions. For simplicity, we consider periodic boundary conditions (zero Aharonov-Bohm magnetic flux).
In section II, we introduce briefly the basic formalism for both finite systems with variables in Z(n),
and also systems with positions on circle S and momenta in Z, in order to define the notation. In section III we introduce an analytic representation on a torus for systems with variables in Z(n), using Theta functions. We also introduce an analytic representation on a strip for systems on a circle, using Theta functions. In section IV we study the reproducing kernel formalism for finite systems. Analogous results for systems on a circle, are presented in section V. Proposition IV.1 for finite systems and V.3 for the circle, are the main results of this paper. In section VI we study Wigner and Weyl functions in this language. We conclude in section VII with a discussion of our results.
II. PRELIMINARIES A. Finite quantum systems
We consider a finite quantum system with variables in Z(d), described with Hilbert space H(d) of dimension d, which we assume to be an odd integer. Let |X; m where m ∈ Z(d), be a basis which we call position states. With a finite Fourier transform we get the momentum basis |P ; n = F |X; n ;
The position-momentum phase space in this case is the toroidal lattice
operators in this phase space are defined as
They obey the relations
We also define the displaced Fourier operator and the displaced parity operator:
and we can show that
B. Quantum systems on a circle
A particle on a circle S with radius 1, is described with the wavefunction q(x) where
With a Fourier expansion, we get
Let |x , |N be position and momentum eigenstates. Then:
where δ(x − y) is the 'comb delta function' with period 2π (x, y ∈ R/2πZ). It satisfies the relation
The scalar product is given by
Displacement operators in the S × Z phase space are given by [27] 
D(a, K) is periodic in a, with period is 2π if K is even and 4π if K is odd:
We also define the parity operator as:
We note that only the D(a, 2K), with even displacements 2K in the momentum direction, appear in the right hand side.
We consider the displaced parity operator
There is an asymmetry in the even and odd cases in these formulas.
It is related to the displacement operator, through the Fourier transform:
III. ANALYTIC REPRESENTATIONS
A. Analytic representations on a torus for finite quantum systems
Let |g be an arbitrary pure normalized state
We use the notation
In ref [6] we represented the state |g of Eq. (17), with the function
where Θ 3 is Theta function defined as
It is known that
G(z) is an analytic function. The scalar product is given by
z R and z I are the real and imaginary parts of z, correspondingly. These relations are proved using the orthogonality relation [7] 2
Using the properties of Theta functions we prove that
It is seen that
(M, N ) are integers labelling the cell. We call A the space of these functions.
The coefficients g m , g m in Eq. (17) are given by
Example III.1. The momentum states |P ; k are represented with the function
In order to prove this we use the
Using Eq. (21) we prove Eq. (26) .
(2) If the d zeros ζ ν are given (and obey the above constraint), then the function G(z) is given by
Here N is the integer in the constraint of Eq. (28), and C is a constant determined by the normalization condition.
Proof. The proof has been given in [6] . Eq.(28) has also been given in [12] .
We note that in finite systems the d − 1 zeros define uniquely the state (the last zero is determined from Eq. (28)). In infinite systems the zeros do not define uniquely the state.
B. Analytic representations on a strip for systems on a circle
The state |q , is represented with the function q(x) in the x-representation, and it is now represented with the analytic function
The integrand in this integral is periodic with period 2π. The function Q(z) is periodic:
Therefore it is sufficient to define the function Q(z) on the strip A = [0, 2π] × R in the complex plane.
As examples we consider the states
Proof. Using the definition of Theta functions in Eq. (20), we get
Using this proposition we find that the scalar product is given by
IV. THE REPRODUCING KERNEL FORMALISM FOR FINITE QUANTUM SYSTEMS
Given a 'fiducial state' |f , let F (z) be its analytic representation. Below we consider the (17), we find that the overlap of two coherent states is
The analytic functions representing the states D(α, β)|f , are
The f in the notation, indicates the dependence on the fiducial state. They obey periodicity relations analogous to Eq. (24):
For a fixed fiducial vector |f , the set of the d 2 analytic functions D(z; α, β; f ) with α, β ∈ Z(d), are the analogue in the present context, of the coherent states for a harmonic oscillator.
Proposition IV.1.
(1) The D(z; γ, δ; f ) is a two-dimensional Fourier transform of D(−z; α, β; f ):
(2) The D(z; α, β; f ) of the coherent state D(α, β)|f is related to F (z) of the fiducial vector as follows:
The zeros ζ ν of the analytic representation F (z) of the fiducial state, are related to the zeros ζ ν (α, β)
of D(z; α, β; f ), as follows:
(3) The resolution of the identity in the language of analytic representation is
where K(z, w * ) is the reproducing kernel, and is given by
K(z, w * ) does not depend on the fiducial vector |f .
(4) Reproducing kernel relation: For any G(z) in the space
and also
The inverses of these relations are:
and
The g(γ, δ; f ) is related to g(α, β; f ) through a two-dimensional Fourier transform
(6) The following equations, which can be called 'marginal properties', relate our analytic representation to the X-and P -representation:
Proof.
(1) We first define the P(z; α, β; f ) = π
Using Eq. (5), we prove that
For odd d, we use the relations
to prove that P(z; α, β; f ) = D(−z; −2α, −2β; f ).
We then insert Eq.(55) into Eq.(53) and we get Eq.(40).
(2) We first point out that 
From this follows that
Therefore
Summation over m and n gives in part of Eq.(43). 
In order to prove the second equation we use again Eq.(57) and we get
We change the variables (m, β) into (µ = m + β, λ = m − β). This is bijective map from
The existence of 2 −1 in Z(d) with odd d, is important in proving this. Therefore
Eq. (26) has been used in the last step.
The physical meaning of the various parts of the above proposition is as follows:
(1) P(z; α, β; f ) in Eq. (52) 
B. Coherent states with F|f as fiducial vector
In general, if we change the fiducial vector we get a different set of coherent states. Here we consider the fiducial vector F |f , and show that we get the same set of coherent states.
In analogy to Eq.(75), we introduce the d 2 analytic functions F(z; α, β; f ), which are defined a s follows:
Eq. (4) shows that they are coherent states with F |f as fiducial vector. They are related to D(z; α, β; f ), as follows:
We then use Eq.(26) and we prove Eq.(67).
V. THE REPRODUCING KERNEL FORMALISM FOR SYSTEMS ON A CIRCLE
Coherent states on a circle have been studied in [28] [29] [30] . Here we approach them using the language of analytic representations. Let |r be a 'fiducial state' with analytic representation R(z). The fiducial state should be a 'generic vector' (not a position or a momentum state). Coherent states are defined as
The overlap of two coherent states is
Proposition V.1. The coherent states obey the resolution of the identity
Proof. We calculate the matrix elements of the operators in Eq.(74) with momentum states, and we get
Remark V.2. In the special case of fiducial vectors such that
we get the following τ resolutions of the identity
The proof is analogous to the above.
The coherent states |a, K coh are represented by the analytic functions
The r in the notation, indicates the dependence on the fiducial state. Here 
(2) The d(z; a, K; r) of the coherent state |a, K coh is related to R(z) of the fiducial vector as follows:
The zeros ζ n of R(z) are related to the zeros ζ n (a, K) of d(z; a, K; r), as follows:
The resolution of the identity is
where
is the reproducing kernel. The index c indicates 'circle'. 
(4) The reproducing kernel relation is given by
The inverse of these relations are
The q(b, M ; r) is related to q(a, K; r) as follows
(6) The relation between the analytic representation and X and P representations is given by the following 'marginal properties':
(1) Using Eqs. (75), (11) we get
Inserting Eq. (16) we get
from which follows Eq.(77).
(2) We use Eqs. (11), (75) and we get
We next use the definition of Theta function in Eq. (20) and we get d(z; a, K; r) = exp 1 2 iKa
We then change variables N + K = M and eventually we get
from which follows Eq.(78). 
This proves Eq.(82). 
The second of Eqs.(88) is proved in an analogous way.
We have checked that all equations in this proposition are consistent with Eq.(76).
The physical meaning of proposition V.3 is analogous to the one discussed in section IV A. But there are differences which we now point out:
• Eq.(79) shows that the zeros of all d(z; a, K; r) are on horizontal lines at integer values of the imaginary axis.
• For the marginal properties, we can compare and contrast Eqs.(51),(88).
VI. WIGNER AND WEYL FUNCTIONS
The whole phase space formalism [33] can be expressed in the analytic language. In this section we express briefly the Wigner and Weyl functions in terms of the coefficients g(α, β; f ) that describe the state |g in the analytic language for the finite systems, and also in terms of the coefficients q(a, K; r)
that describe the state |q in the analytic language for the systems on circles.
A. Finite systems
The Weyl and Wigner functions of a state |g are defined as
Proposition VI.1. The Weyl function is given in terms of the g(α, β; f ) by
The Wigner function is given in terms of the g(α, β; f ) by
Proof. Using Eq.(59) we get
For the Wigner function, we use Eq.(59) and we get
We then use Eqs. 
We then use Eqs. (11), (84), (87) We have studied the reproducing kernel formalism for these two systems, in proposition IV.1 for the finite case, and in proposition V.3 for the circle. These two propositions are the main results of this paper. We have also studied the Wigner and Weyl functions, in this language.
There are other applications of theta functions in various topics in quantum physics. They include the Heisenberg-Weyl groups [34] , discrete Fourier transforms [35] , quantum theta functions [36] , applications to quantum field theory [37] , etc. There are also applications in harmonic analysis and time-frequency
