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1. Introduction
In this paper,we introduce a newmethod to associate vector spaces endowedwith an inner product
and graphs, through orthonormal bases, motivated by the theory of submanifolds associated with
graphs developed by the last two authors in [3,4] (jointly with A. Rodríguez-Hidalgo), even if the
first paper in which graphs were used to visualize the behavior of submanifolds was really [2]. In all
∗ Corresponding author.
E-mail addresses: boza@us.es (L. Boza), carriazo@us.es (A. Carriazo), lmfer@us.es (L.M. Fernández).
1 The first author is partially supported by the PAIDI group P06-FQM-1649 (Junta de Andalucía, Spain, 2011).
2 The second and the third authors are partially supported by the PAIDI group FQM-327 (Junta de Andalucía, Spain, 2011) and by
the MEC project MTM 2011-22621 (MEC, Spain, 2011).
0024-3795/$ - see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2012.01.038
L. Boza et al. / Linear Algebra and its Applications 437 (2012) 60–76 61
those papers, submanifolds of almost Hermitianmanifolds are considered. Let us recall that an almost
Hermitian manifold (M˜, J, g) is a triple made up by a differentiable manifold M˜ of even dimension
2n, a tensor field J of type (1,1) on M˜ such that J2 = −Id, and a Riemannian metric g on M˜ such
that g(JX, JY) = g(X, Y), for any vector fields X, Y on M˜ (for more background on this theory, we
recommend, for example, [15]).
Given an m-dimensional Riemannian manifold M isometrically immersed in (M˜, J, g), let B =
{X1, . . . , X2n} be a local orthonormal frame of M˜ defined on a neighborhood U of a point p ∈ M. Then,
for any q ∈ U, we define the weighted graph GB,q given by the set of vertices {1, . . . , 2n} such that
the edge {i, j} exists if and only if gq(JqXiq, Xjq) = 0, with weight g2q (JqXiq, Xjq).
As this procedure produces labeled and weighted graphs, it was necessary to take into account
a slightly different notion of isomorphism in [3,4], by imposing that isomorphisms preserve labels
and, sometimes, weights. Hence, for the purpose of those papers, an isomorphism (resp. weak isomor-
phism) between two such graphs with 2n vertices is just the identity map from {1, . . . , 2n} into itself,
preserving adjacency and edgeweights (resp. adjacency). As usual, we say that two graphs are isomor-
phic (resp. weakly isomorphic) if there exists an isomorphism (resp. a weak isomorphism) between
them.
Now we can define the association between submanifolds and graphs. Let G be a weighted graph
with vertices {1, . . . , 2n}. Then, we say thatM is associated (resp. weakly associated) with G if for any
p ∈ M there exists a neighborhood U(p) and a local orthonormal frame B = {X1, . . . , X2n} on U
satisfying the following conditions:
(a) {X1, . . . , Xm} are tangent toM and {Xm+1, . . . , X2n} are normal toM.
(b) For any q ∈ U, the graph GB,q is isomorphic (resp. weakly isomorphic) to G.
Obviously, every submanifold associatedwith a graph is also weakly associatedwith it, since graph
isomorphisms are in particular weak isomorphisms. On the other hand, it is not necessary for G to
be a weighted graph to define the weak association. Moreover, as it was pointed out in [4], the weak
association of submanifolds with graphs is not so strange at all. Indeed, it was proved there that it is
a natural local fact: given any submanifoldM of an almost Hermitian manifold, there always exists an
open submanifold ofM which is weakly associated with a graph [4, Theorem 3.1].
Let us look at this association pointwise: if a submanifold M is weakly associated with a graph G
through a local orthonormal frame
B = {X1, . . . , X2n},
then, for any point p ∈ M, the graph GB,p is weakly isomorphic to G and hence, G is associated with
the orthonormal basisBp = {X1(p), . . . , X2n(p)} of the 2n-dimensional Euclidean vector space Tp(M˜),
endowed with the inner product gp and the isometry Jp.
From this starting point, in this paper we shall associate graphs with Euclidean even dimensional
vector spaces (due to the fact that almost Hermitian manifolds are of even dimension too), where the
inner product plays the role of the almost Hermitian metric. We shall show how, on these spaces, it
is always possible to consider an isometry F such that F2 = −Id (which corresponds to the almost
complex structure from the Theory of Submanifolds setting).
It is necessary to notice here that to associate vector spaces and graphs is not a new subject. For
instance, see Chapter 6 of [6]. Moreover, vector representations of graphs (see [12] for definition) are of
interest because they allow one to use linear algebra to study properties of graphs being represented.
In particular, orthogonal representations in the real field R were used by Lovász [9] in his solution of
the Shannon capacity of the pentagon. A related constructionwas considered by Erdös and Simonovits
[5]. The smallest dimension where these vectors can be constructed is quite interesting and it is called
the geometrical dimension of the graph, but other problems concerning graphs have been also studied
(see [7,10,11] for more details). We recommend [8] for more background on this subject.
The importance of the new association introduced in this paper resides first in the fact that it
naturally arises from the one of papers [3,4] and thus, it can reinforce the established link between two
traditionally remote areas inMathematics like DiscreteMathematics andDifferential Geometry, hence
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becoming a very useful tool for the general problem of the classification of submanifolds. However,
this new association is also important by itself because it sets up a general framework with many
interesting problems to solve: the shape of the graphs admitting such an association, their behavior
under possible changes of orthonormal bases, the characterizationof suchgraphsbelonging to relevant
families, etc.
The paper is organized as follows: after a preliminaries section in which we present the basic con-
cepts and results of Graph Theory for later use, in Section 3 we define the association between graphs
and orthonormal bases which corresponds to the weak association between graphs and submanifolds
introduced in [3,4]. We provide several examples in dimensions 2, 4, 6 and 8 and we study some
appropriate changes of bases producing very useful ones. Next, Section 4 is dedicated to investigate
the shape of these graphs. We show some general conditions for them and we prove that a graph is
associated with an orthonormal basis if and only if each of its components also is. We use this fact to
completely determine the graphs of maximum degree at most 3 admitting such an association. All the
results presented in this section are applicable to the Theory of Submanifolds setting. In particular,
Proposition 4.1 and Corollaries 4.5 to 4.8 generalize Lemmas 3.5, 3.6, 3.10 and 3.11, Propositions 3.7,
3.12 and 3.13, Theorem 5.5 and Corollary 5.6 of [4]. Furthermore, from Theorems 4.11, 4.15 and 4.16
we can easily deduce similar results for submanifolds weakly associated with graphs. Finally, we can
close a question left open in [4] concerning submanifolds weakly associated with graphs in dimen-
sion 6. There, it was proved that the only graphs with 6 vertices which can be weakly associated with
submanifolds are those ones of Table 1 and explicit examples of such associations were given for all
of them except G207. Now, we can adapt the orthonormal basis included in the table to produce the
corresponding orthonormal frame establishing theweak association of this graphwith a submanifold.
2. Preliminaries
A graph G is a pair (V(G), E(G)), where V(G) is a nonempty finite set of vertices and E(G) is a
prescribed set of unordered pairs of distinct vertices of V(G), called edges. Given a pair {i, j} in E(G),
i and j are said to be adjacent vertices and {i, j} is said to be incident to both i and j. The degree of a
vertex is the number of edges incident to it. A vertex of degree 0 is called an isolated vertex. A vertex
subset is an independent set and its vertices are said to be independent if no two of them are adjacent.
A graph is said to be regular of degree d is all its vertices are of degree d. In particular, a regular graph
of degree 3 is called a cubic graph.
The complement of a graph G = (V(G), E(G)) is the graph G such that V(G) = V(G) and an edge
e ∈ E(G) if and only if e /∈ E(G).
If G is a graph and e is one of its edges, the graph G − e is that one obtained from G by deleting e.
Given two graphsG1 andG2, their union G = G1∪G2 is the graph such that V(G) = V(G1)⊔ V(G2)
and E(G) = E(G1)⊔ E(G2) (that is, the graph made by putting together G1 and G2 with no additional
edges between them). We use the notation kG (k ∈ N) for the graph G ∪ · · · ∪ G︸ ︷︷ ︸
k
.
The graph consisting of n vertices, all of them ofmaximumdegree n−1 is denoted by Kn and called
the complete graph of n vertices. A path is a graph determined by an alternating sequence of distinct
vertices and edges in which each edge is incident with the two vertices immediately preceding and
following it. The path ofn  2 vertices is denoted by Pn. A cycle is a closedpath, that is, a path beginning
and ending with the same vertex. The cycle of n  3 vertices is denoted by Cn. The d-cube graph Qd
(d  1) is the 1-skeleton of the d-dimensional hypercube {(x1, . . . , xd) : 0  xj  1, j = 1, . . . , d}
(that is, the graph consisting of the vertices and edges of the hypercube). Obviously, Qd is a regular
graph with 2d vertices of degree d. In particular, Q3 is a cubic graph.
A graph is said to be bipartite if its vertices can be partitioned into two sets, called partite sets, in
such a way that no edge joins two vertices in the same set. A complete bipartite graph is a bipartite
graph in which each vertex in one partite set is adjacent to all the vertices in the other partite set. In
this case, if the two partite sets have cardinal numbers n andm, respectively, then this graph is denoted
by Kn,m.
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Throughout this paper, we are labeling graphs by distinguishing their vertices from one another by
consecutive natural numbers. Therefore, we identify the vertex set of a graph with n vertices with the
set {1, . . . , n}.
In Graph Theory, an isomorphism between two graphs is a one-to-one correspondence between
their vertex sets which preserves adjacency. We say that two graphs are isomorphic if there exists an
isomorphism between them. For more background on Graph Theory, we refer to [6].
3. Associating graphs with orthonormal bases
Let V be a Euclidean vector space of dimension 2n endowed with an inner product (denoted by ·)
and let F be an isometry on V (that is, Fv·Fw = v·w, for any v,w ∈ V) such that F2 = −Id. Observe
that, for any v ∈ V , it is known that v is orthogonal to Fv because v·Fv = −F2v·Fv = −Fv·v and thus
v·Fv = 0.
In these conditions it is always possible to construct special orthonormal bases of V as follows: let
w1 be any unit vector of V . Then, Fw1 is a unit vector too and, moreover, orthogonal to w1. Next, if
n > 1, let w2 be any unit vector of V orthogonal to both w1 and Fw1. It is easy to show that Fw2 is
another unit vector orthogonal to w1, Fw1 and w2. Continuing this procedure, we get an orthonormal
basis {w1, . . . ,w2n} ofV , wherewe are denotingwn+k = Fwk , k = 1, . . . , n. Furthermore,we observe
that Fwn+k = −wk , for any k = 1, . . . , n. The orthonormal bases obtained this way are called F-bases.
Conversely, it is also easy to prove that if {w1, . . . ,w2n} is an orthonormal basis of V , then there exists
a unique isometry F on V such that F2 = −Id and {w1, . . . ,w2n} is an F-basis. In fact, F is defined as
Fwk = wn+k and Fwn+k = −wk , for any k = 1, . . . , n.
Now, let B = {v1, . . . , v2n} be an arbitrary orthonormal basis of V . We can define a graph GB by
following these steps:
1. We consider a vertex for every vector in the basis, labeled with its corresponding natural index.
Actually, we will sometimes identify vectors and vertices by using the same notation.
2. We say that the {vi, vj} edge exists if and only if Fvi·vj = 0. Notice that there are no loops in GB ,
since Fvi·vi = 0, for any i = 1, . . . , 2n, as we have already pointed out above.
We say that a labeled graph G and the basis B are associated if G is isomorphic to GB .
Now, we are going to present some examples.
Example 3.1. Let V be a 2-dimensional Euclidean vector space and F an isometry of V such that
F2 = −Id. Ifweconsider an F-basis, {w1,w2}, then it is associatedwith thegraphK2 because Fw1·w2 =
Fw1·Fw1 = w1·w1 = 1.
Example 3.2. Let V be a 4-dimensional Euclidean vector space and F an isometry of V such that
F2 = −Id and let us consider an F-basis {w1,w2,w3,w4}. Then, it is associated with the graph
K2 ∪ K2.
Now, let θ ∈ (0, π/2). If we choose
v1 = cos θw1 + sin θw2, v2 = w3, v3 = w4, v4 = − sin θw1 + cos θw2,
it is easy to see that {v1, v2, v3, v4} is an orthonormal basis of V associated with the graph C4.
Finally, if we choose
v˜1 = cos θv1 + sin θv2, v˜2 = sin θv1 − cos θv2, v˜3 = v3, v˜4 = v4,
then, {˜v1, v˜2, v˜3, v˜4} is an orthonormal basis of V associated with the graph K4.
Actually, the three graphs from Example 3.2 are the only non-isomorphic ones which can be asso-
ciated with an orthonormal basis in a 4-dimensional vector space, as we will show in Section 4.
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Example 3.3. Let V be a 6-dimensional Euclidean vector space, α1, α2, α3 ∈ (0, π/2) and F an
isometry of V such that F2 = −Id. Let us choose an F-basis
{w1,w2,w3,w4 = Fw1,w5 = Fw2,w6 = Fw3}.
If we consider the orthonormal bases given in Table 1, then they are associated with the indicated
graphs, numbered as in [13, pp. 9–11].
Example 3.4. Let V be a 8-dimensional Euclidean vector space, α1, α2 ∈ (0, π/2) and F an isometry
of V such that F2 = −Id. Let us consider an F-basis
{w1,w2,w3,w4,w5 = Fw1,w6 = Fw2,w7 = Fw3,w8 = Fw4}.
Then, if we put
v1 = cosα1 cosα2w1 + sinα1 cosα2w2 + cosα1 sinα2w3 + sinα1 sinα2w4,
v2 = w5,
v3 = w7,
v4 = − cosα1 sinα2w1 − sinα1 sinα2w2 + cosα1 cosα2w3 + sinα1 cosα2w4,
v5 = cosα2w6 + sinα2w8,
v6 = − sinα1w1 + cosα1w2,
v7 = − sinα1w3 + cosα1w4,
v8 = − sinα2w6 + cosα2w8,
it is easy to see that {v1, . . . , v8} is an orthonormal basis of V associated with the cubic graph Q3
shown in Fig. 1.
A first question concerning this association can be its dependence on the chosen orthonormal basis.
For example, let us consider n = 2 and the basis B = {w1, . . . ,w4} given in Example 3.2 which is
associated with Graph 1 (K2 ∪ K2) shown in Fig. 2. If we now put B˜ = {
√
2/2(w1 +w2),
√
2/2(w1 −
w2),w3,w4}, then B˜ is also an orthonormal basis of V which is associatedwith Graph 2 (K2,2) in Fig. 2.
Obviously, these two graphs are far from being isomorphic.
Therefore, it is interesting to look for appropriate changes of bases preserving association with
graphs. In this sense, we will introduce some operators, which will allow us to simplify the structure
of the orthonormal bases associated with a given graph. Then, if B = {w1, . . . ,w2n} is an F-basis of V
and v ∈ V is written as v = ∑nk=1 akwk +∑nk=1 bkwn+k , we define the following operators:
(i) For any integer p such that 1  p  n,
op(v) =
n∑
k=1,k =p
akwk +
n∑
k=1,k =p
bkwn+k − apwp − bpwn+p.
(ii) For any integer p such that 1  p  n and any α ∈ [0, 2π ],
φp,α(v) =
n∑
k=1,k =p
akwk +
n∑
k=1,k =p
bkwn+k
+ (ap cosα − bp sinα)wp + (bp cosα + ap sinα)wn+p.
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Table 1
Graphs and orthonormal bases of Example 3.3.
Graph Corresponding orthonormal basis
v1 = w1; v2 = w4;
G61 = 3K2 v3 = w2; v4 = w5;
v5 = w3; v6 = w6.
v1 = w1; v2 = w4; v3 = w3;
G85 = C4 ∪ K2 v4 = sinα1w2 − cosα1w6; v5 = cosα1w2 + sinα1w6;
v6 = w5.
v1 = w1; v2 = w4;
G166 = K4 ∪ K2 v3 = 1√
2
w3 − 12 (w2 + w6) ; v4 = 1√2w3 + 12 (w2 + w6) ;
v5 = w5; v6 = 1√
2
(w6 − w2) .
v1 = w1; v2 = 1√
2
(w4 + w5) ;
G154 = K3,3 − e v3 = 1√
2
(w5 − w4) ; v4 = 1√
2
(w2 + w6) ;
v5 = 1√
2
(w6 − w2) ; v6 = w3.
v1 = 1√
2
(sinα1w1 + cosα1w2 + w3) ; v2 = 1√
2
(w4 + w6) ;
G174 = K3,3 v3 = cosα1w1 − sinα1w2; v4 = w5;
v5 = 1√
2
(sinα1w1 + cosα1w2 − w3) ; v6 = 1√
2
(w6 − w4) .
v1 = 1√
2
(w2 + w3) ; v2 = 1√
2
w3 − 12 (w6 − w2) ;
G194 = K1,3 ∪ K2 v3 = 1√
2
w3 + 12 (w6 − w2) ; v4 = 1√2 (w4 + w5) ;
v5 = 1√
2
(w5 − w4) ; v6 = w1.
v1 = 1√
2
(w1 − w2) ; v2 = 1√
2
(w4 + w6) ;
G202 = P4 ∪ 2K1 v3 = 12 (w1 + w2 + w3 + w5) ; v4 = 12 (w1 + w2 − w3 − w5) ;
v5 = 1√
2
(w4 − w6) ; v6 = 1√
2
(w3 − w5) .
v1 = sinα1w1 + cosα1w2; v2 = sinα3w4 + cosα3w6;
G204 = 3K2 v3 = sinα2w3 + cosα2w5; v4 = sinα1w2 − cosα1w1;
v5 = sinα2w5 − cosα2w3; v6 = sinα3w6 − cosα3w4.
v1 = w6; v2 = 1√
2
(w6 − w5) ;
G205 = P3 ∪ 3K1 v3 = 12 (w1 − w2) − 1√2w4; v4 = 12 (w1 − w2) + 1√2w4;
v5 = 12 (w1 + w2 + w3 + w5) ; v6 = 12 (w1 + w2 − w3 − w5) .
v1 = 12 (w1 + w2 + w3 + w5) ; v2 = 1√2 (w1 − w2) ;
G206 = 2K2 ∪ 2K1 v3 = 12 (w3 − w5) + 1√2w4; v4 = 12 (w1 + w2 − w3 − w5) ;
v5 = 12 (w3 − w5) − 1√2w4; v6 = w6.
v1 = w1; v2 = w2;
G207 = K6 − e v3 = 1√
3
(w3 + w4 + w5); v4 = 1√
15
(−3w3 + w4 + 2w5 + w6);
v5 = 1√
3
(w4 − w5 + w6); v6 = 1√
15
(−w3 + 2w4 − w5 − 3w6).
v1 = 12 (w1 + w2 + w3 + w5) ;
v2 = 1√
2
w4 + 12 (w1 − w2) ; v3 = 1√2w6 − 12 (w3 − w5) ;
G208 = K6 v4 = 12 (w1 − w2) − 1√2w4;
v5 = 12 (w3 − w5) + 1√2w6;
v6 = 12 (w1 + w2 − w3 − w5) .
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1 2
3 4
5 6
7 8
Fig. 1. The graph Q3.
(iii) For any integers p = q such that 1  p, q  n and any α ∈ [0, 2π ],
ϕp,q,α(v) =
n∑
k=1,k =p,q
akwk +
n∑
k=1,k =p,q
bkwn+k
+ (ap cosα − aq sinα)wp + (aq cosα + ap sinα)wq
+ (bp cosα − bq sinα)wn+p + (bq cosα + bp sinα)wn+q.
Thus, we have the following immediate results.
Lemma 3.5. For any integers p = q such that 1  p, q  n and any α ∈ [0, 2π ], the above operators
are isometries, they commute with F and, therefore, the following properties are satisfied, for any v, v′ ∈ V:
(i) F(op(v))·op(v′) = Fv·v′.
(ii) F(φp,α(v))·φp,α(v′) = Fv·v′.
(iii) F(ϕp,q,α(v))·ϕp,q,α(v′) = Fv·v′.
Corollary 3.6. For any integers p = q such that 1  p, q  n and any α ∈ [0, 2π ], an orthonormal
basis associated with a graph is transformed by the operators op, φp,α , ϕp,q,α in another orthonormal basis
associated with the same graph.
Now, we can prove:
Theorem 3.7. Let B = {w1, . . . ,w2n} be an F-basis and let G be a graph associated with a certain
orthonormal basis. Then, there exists another orthonormal basis B′ = {v1, . . . , v2n} associated with G
such that, for any j = 1, . . . , 2n, we have:
vj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
w1 if j = 1,
j∑
k=2
aj,kwk +
j−1∑
k=1
bj,kwn+k if 2 ≤ j ≤ n,
n∑
k=2
aj,kwk +
n∑
k=1
bj,kwn+k if n + 1 ≤ j ≤ 2n.
Moreover, we can suppose that ak,k  0, for any k = 2, . . . , n.
L. Boza et al. / Linear Algebra and its Applications 437 (2012) 60–76 67
1 2
3 4
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Graph 1 Graph 2
Fig. 2. Changing bases.
Proof. Let {v1, . . . , v2n} be an orthonormal basis associatedwithG. For any j = 1, . . . , 2n, we identify
vj = ∑nk=1 aj,kwk +∑nk=1 bj,kwn+k with the vector −→v j = (aj,1, . . . , aj,n, bj,1, . . . , bj,n).
If we successively apply to any
−→
v j the operators φh,− arctan(b1,h/a1,h), with 1  h  n, then, the
vector
−→
v 1 changes to one like
(a′1,1, . . . , a′1,n, 0, . . . , 0︸ ︷︷ ︸
n
).
Thus, we can suppose without loss of generality that b1,h = 0, for any h = 1, . . . , n. Now, if we
successively apply to any
−→
v j the operators
ϕ1,h,− arctan(a1,h/a1,1), 2  h  n,
the vector
−→
v 1 changes to
(a′1,1, 0, . . . , 0︸ ︷︷ ︸
2n−1
).
Hence, we can also suppose without loss of generality that a1,h = 0, for any h = 2, . . . , n. Finally,
applying o1, if necessary, to any
−→
v j , we get that the vector
−→
v 1 is transformed into
(1, 0, . . . , 0︸ ︷︷ ︸
2n−1
).
Given that
−→
v j , with 2  j  2n, is orthogonal to −→v 1, we have that aj,1 = 0.
Next, we denote again by aj,k and bj,k the coefficients of
−→
v j . If we successively apply to any
−→
v j the
operators φh,− arctan(b2,h/a2,h), with 2  h  n, the vector −→v 2 changes to one like
(0, a′2,2, . . . , a′2,n, b′2,1, 0, . . . , 0︸ ︷︷ ︸
n−1
)
and we can suppose without loss of generality that b2,h = 0, for any h = 2, . . . , n. Now, if we
successively apply to any
−→
v j the operators
ϕ2,h,− arctan(a2,h/a2,2), 3  h  n,
the vector
−→
v 2 is transformed into
(0, a′2,2, 0, . . . , 0︸ ︷︷ ︸
n−2
, b′2,1, 0, . . . , 0︸ ︷︷ ︸
n−1
).
Then, we can suppose without loss of generality that a2,h = 0, for any h = 3, . . . , n. If a′2,2 < 0, we
can apply o2 to obtain that the second coefficient of
−→
v 2 is non-negative.
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As before, we denote again by aj,k and bj,k the coefficients of
−→
v j . By using an inductive process, let
us suppose that
−→
v p = (0, ap,2, . . . , ap,p, 0, . . . , 0︸ ︷︷ ︸
n−p
, bp,1, . . . , bp,p−1, 0, . . . , 0︸ ︷︷ ︸
n−p+1
)
for a certain value of p ∈ {2, . . . , n − 1} and that ap,p  0. Next, let us successively apply to any−→
v j the operators φh,− arctan(bp+1,h/ap+1,h), with p + 1  h  n, in order for the vector −→v p+1 to be
transformed into one like
(0, a′p+1,2, . . . , a′p+1,n, b′p+1,1, . . . , b′p+1,p, 0, . . . , 0︸ ︷︷ ︸
n−p
).
Therefore we can suppose without loss of generality that bp+1,h = 0, for any h = p + 1, . . . , n. Now,
if we successively apply to any
−→
v j the operators
ϕp+1,h,− arctan(ap+1,h/ap+1,p+1),
with p + 2  h  n, the vector −→v p+1 changes to
(0, a′p+1,2, . . . , a′p+1,p+1, 0, . . . , 0︸ ︷︷ ︸
n−p−1
, b′p+1,1, . . . , b′p+1,p, 0, . . . , 0︸ ︷︷ ︸
n−p
),
so we can suppose without loss of generality that ap+1,h = 0, for any h = p + 2, . . . , n. Finally, if
a′p+1,p+1 < 0,we just have to apply op+1 in order to get a non-negative (p+1)-th coefficient in−→v p+1,
which completes the inductive proof of this result. 
Theorem 3.8. Let B = {w1, . . . ,w2n} be an F-basis and let G be a graph associated with a certain
orthonormal basis such that its first r vertices are independent. Then, there exists another orthonormal
basis B′ = {v1, . . . , v2n} associated with G and such that, for any j = 1, . . . , 2n, we have:
vj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wj if j  r,
j∑
k=r+1
aj,kwk +
j−1∑
k=1
bj,kwn+k if r + 1  j  n,
n∑
k=r+1
aj,kwk +
n∑
k=1
bj,kwn+k if n + 1  j  2n,
with ak,k  0, for any k = r + 1, . . . , n.
Proof. Let {v1, . . . , v2n} be an orthonormal basis associated with G given by Theorem 3.7. Then,
v1 = w1. Next, by using an inductive process, we suppose that there exists an orthonormal basis{v1, . . . , v2n} associated with G such that vj = wj if j  p  r − 1 and
vp+1 =
p+1∑
k=2
ap+1,kwk +
p∑
k=1
bp+1,kwn+k.
Since vj·vp+1 = 0, we have that ap+1,j = 0. On the other hand, as we shall shown in Theorem 4.9
it follows that r  n and so, p + 1  n. Therefore, vn+j·vp+1 = 0 and we get that bp+1,j = 0. Thus,
vp+1 = ap+1,p+1wp+1.
Now, since vp+1·vp+1 = 1 and ap+1,p+1  0, we have that ap+1,p+1 = 1 which completes the
inductive proof of vj = wj if j  r.
Finally, if k  r and j  r + 1, since vk·vj = 0, it follows that aj,k = 0 and the result holds. 
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Example 3.9. In Example 3.4, we gave an orthonormal basis {v1, . . . , v8} associated with the cube
Q3. Now, if we reorder it by defining
v˜1 = v6; v˜2 = v7; v˜3 = v1; v˜4 = v4; v˜5 = v3; v˜6 = v2; v˜7 = v8; v˜8 = v5
and we consider the operator
 = φ4,π ◦ ϕ3,4,α2+π ◦ ϕ2,4,α1− π2 ◦ ϕ2,3, π2 ◦ ϕ1,2,−α1+ π2 ,
then we obtain:
(˜vi) = wi, i = 1, . . . , 4,
(˜v5) = − sinα1w6 + cosα1 sinα2w7 + cosα1 cosα2w8,
(˜v6) = − sinα1w5 + cosα1 cosα2w7 − cosα1 sinα2w8,
(˜v7) = − cosα1 sinα2w5 + cosα1 cosα2w6 + sinα1w8,
(˜v8) = cosα1 cosα2w5 + cosα1 sinα2w6 + sinα1w7.
Let us notice that {(˜v1), . . . , (˜v8)} is an orthonormal basis associated with the cube Q3, having
the form described in Theorem 3.8 with r = 4.
4. The shape of graphs associated with orthonormal bases
In this section, we study how a graph associated with an orthonormal basis can be. From now on,
all considered graphs will be labeled ones.
Proposition 4.1. A graph associated with an orthonormal basis has not isolated vertices.
Proof. Let us suppose that a graph G with an isolated vertex is associated with an orthonormal basis
{v1, . . . , v2n}. Let vi be the vector corresponding to the isolated vertex. Then, Fvi·vj = 0 for any j,
which implies that Fvi = 0. But this is a contradiction with the fact that F is an isometry. 
Now, we present two general results:
Theorem 4.2. Let G be a graph with 2n vertices v1, . . . , v2n such that:
(1) v1, . . . , vn−1 are independent vertices.
(2) vn is not adjacent to either vn+1 or vn+2.
(3) vn is adjacent to some of vn+3, . . . , v2n.
(4) vn+1 and vn+2 are adjacent.
Then, G is not associated with any orthonormal basis.
Proof. Suppose that G is associatedwith an orthonormal basis. Then, from Theorem 3.8, this basis can
be written as
vj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wj if j  n − 1,
an,nwn +
n−1∑
k=1
bn,kwn+k if j = n,
aj,nwn +
n∑
k=1
bj,kwn+k if n + 1  j  2n,
where {w1, . . . ,w2n} is an F-basis. Thus,
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Fvn = an,nw2n −
n−1∑
k=1
bn,kwk, (4.1)
Fvn+1 = an+1,nw2n −
n∑
k=1
bn+1,kwk. (4.2)
By using the fact that vn is not adjacent to either vn+1 or vn+2, from (4.1) and (4.2) it follows that
0 = Fvn · vn+1 = an,nbn+1,n and 0 = Fvn · vn+2 = an,nbn+2,n. If an,n = 0, then bn+1,n = bn+2,n = 0
and so, Fvn+1 · vn+2 = −an+2,nbn+1,n + an+1,nbn+2,n = 0, which is a contradiction with vn+1 and
vn+2 being adjacent. Therefore, an,n = 0. Now, if j  n+ 3, Fvn · vj = an,nbj,n = 0, which contradicts
the fact that vn is adjacent to one of vn+3, . . . ,w2n and the results holds. 
Theorem 4.3. Given a graph, if it has two subsets of vertices W1 and W2, non-necessarily disjoint, such
that
(i) W1 has m1 vertices (m1  2) and W2 has m2 vertices with m2 < m1,
(ii) any vertex of W1 is adjacent to, at least, one vertex of W2, and
(iii) the common neighbors of any pair of vertices of W1 always lay in W2,
then the graph cannot be associated with any orthonormal basis.
Proof. Suppose that thegraph is associatedwith anorthonormal basis, say {v1, . . . , v2n}. Let us choose
vh, vk ∈ W1, h = k and let us denote by w′1, . . . ,w′m2 the vectors of the reference corresponding to
the vertices ofW2. Then,
0 =
2n∑
i=1
(Fvh·vi)(Fvk·vi) =
m2∑
i=1
(Fvh·w′i)(Fvk·w′i).
Consequently, the vectors of Rm2 ,
(Fvh·w′1, . . . , Fvh·w′m2) and (Fvk·w′1, . . . , Fvk·w′m2)
are orthogonal. Therefore, we have m1 non-null and mutually orthogonal vectors in R
m2 , which is a
contradiction. 
The above two theorems provide us with some conditions for a graph not to be associated with an
orthonormal basis. However, there are graphs that do not satisfy them nor are associated, as we show
in the following example:
Example 4.4. Let G be the graph with 8 vertices {v1, . . . , v8} and edges:
{{v1, v4}, {v1, v7}, {v1, v8}, {v2, v4}, {v2, v7}, {v2, v8},
{v3, v4}, {v3, v5}, {v3, v6}, {v3, v8}, {v4, v6}, {v4, v7},
{v4, v8}, {v5, v6}, {v5, v7}, {v5, v8}, {v6, v7}, {v7, v8}}.
Let us suppose that G is associated with an orthonormal basis denoted by {v1, . . . , v8} too. Since
v1, v2 and v3 are independent vertices, by using Theorem 3.8, this basis can be written as
vj =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
wj if j  3,
a4,4w4 +
3∑
k=1
b4,kw4+k if j = 4,
aj,4w4 +
4∑
k=1
bj,kw4+k if 5  j  8,
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where {w1, . . . ,w8} is an F-basis. Given that the edges {v1, v5}, {v1, v6}, {v2, v5}, {v2, v6} and {v3, v7}
are not in the graph, we deduce that b5,1 = Fv1 · v5 = 0, b5,2 = Fv2 · v5 = 0, b6,1 = Fv1 · v6 = 0,
b6,2 = Fv2 · v6 = 0 and b7,3 = Fv3 · v7 = 0.
Now, since {v4, v6} is an edge ofG, 0 = Fv4 ·v6 = a4,4b6,4 and so, a4,4 = 0 and b6,4 = 0.Moreover,
as {v3, v5} and {v3, v6} are also edges in the graph, 0 = Fv3 · v5 = b5,3 and 0 = Fv3 · v6 = b6,3, that
is b5,3, b6,3 = 0. Finally, since {v4, v5} is not an edge in G, 0 = Fv4 · v5 = a4,4b5,4, so b5,4 = 0.
Next, applying that the basis is orthonormal, 0 = v4 · v5 = a4,4a5,4 + b4,3b5,3, which gives
a5,4 = −b4,3b5,3
a4,4
.
Furthermore, 0 = v4 · v6 = a4,4a6,4 + b4,3b6,3, which implies
a6,4 = −b4,3b6,3
a4,4
and
0 = v5 · v6 = a5,4a6,4 + b5,3b6,3 = (a
2
4,4 + b24,3)b5,3b6,3
a24,4
,
which contradicts the fact that a4,4 = 0, b5,3 = 0 and b6,3 = 0. Consequently, the graph G cannot be
associated with any orthonormal basis.
Nevertheless, Theorem 4.3 is very useful in order to determine some properties about the shape
of graphs associated with orthonormal bases. For instance, in the case m1 = 2, we get the following
immediate result:
Corollary 4.5. If two vertices of a graph G associated with an orthonormal basis have a common neighbor,
then they have another one. Consequently:
(i) The connected component of any vertex of degree 1 is K2.
(ii) The only possible isolated cycle contained in G is C4. In particular, G has no isolated triangles.
It iswell known (see [13]) that there are 11non-isomorphic graphswith4vertices. FromProposition
4.1 and the above corollary, it is easy to check that only the graphs K2 ∪K2, C4 and K4 can be associated
with an orthonormal basis. In fact, they are, as we showed in Example 3.2.
We have more interesting consequences of Theorem 4.3:
Corollary 4.6. Let G be a graph associated with an orthonormal basis and vi be a vertex of G with degree
t  2 and vj1 , . . . , vjt its adjacent vertices. If there is another vertex vh, different from them, which is
adjacent to any of the vertices vjr , 1  r  t, then vh is adjacent to, at least, another of the vertices vjk ,
1  k  t and k = r (see Fig. 3).
Fig. 3. Graphic representation of Corollary 4.6.
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Fig. 4. Graphic representation of Corollary 4.7.
Proof. If we suppose that vh is not adjacent to any vjk , k = r, then,we apply Theorem4.3 to the subsets
W1 = {vi, vh} andW2 = {vjr }. 
Corollary 4.7. Let G be a graph associatedwith an orthonormal basis and let vi be a vertex of G with degree
2. Denote by vj, vk its adjacent vertices. Then, vj and vk cannot be adjacent vertices. Moreover, if there is
another vertex vl, different from vi and vk, which is adjacent to vj, then vl is also adjacent to vk (see Fig. 4).
Proof. Let us suppose that vj and vk are adjacent vertices. Then, it is enough to apply Theorem 4.3
to the subsets W1 = {vi, vj} and W2 = {vk}. The second part of the statement is a particular case of
Corollary 4.6. 
Another particular case of Corollary 4.6 is the following:
Corollary 4.8. Let G be a graph associated with an orthonormal basis and vi be a vertex of G with degree
3. Let vj, vk, vl denote the adjacent vertices to vi. The following properties are satisfied:
(i) If vj and vk are adjacent, then vl is adjacent to both vj and vk.
(ii) If there is another vertex vh, different from vi, vk, vl which is adjacent to vj, then, vh is also adjacent
to either vk or vl (see Fig. 5).
We observe that, actually, statement (i) of this corollary can be obtained from statement (ii). In
fact, it implies that if there is a triangle in a graph associated with an orthonormal basis and one of its
vertices has degree 3, then the triangle lies in a tetrahedron.
By using the above general results, we can now analyze the 6-dimensional case. There are 156
different (in the sense of being non-isomorphic) graphs of 6 vertices; they can be found in pages 9–11
of [13]. Having a look at these graphs, we realize that it is possible to reject all of them, except possibly
15, for being associatedwith an orthonormal basis. In Example 3.3 we have shown that 12 of them are,
in fact, associated with orthonormal bases, by giving specifically such bases in Table 1. The other three
are, numbered as in [13], G146 = K2,4, G195 = C4 ∪ 2K1 and G201 = K3 ∪ 3K1. It is easy to check, by
using Theorem 4.3, that G146 and G195 are not associated with any orthonormal basis, taking, in both
cases,W1 as the set whose elements are three of the vertices of minimumdegree of the corresponding
graph andW2 the set whose elements are the two vertices of maximum degree. What about G201? To
give an answer, we need a new result.
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Fig. 5. Graphic representation of Corollary 4.8.
Theorem 4.9. The number of independent vertices of a graph associated with an orthonormal basis is, at
most, half of its total number of vertices. Moreover, if in such a graph with 2n vertices there are n of them
independent, then the other n vertices also are.
Proof. Let G be a graph with 2n vertices associated with an orthonormal basis {v1, . . . , v2n} and
suppose that there exist n + k (0 < k < n) independent vertices in G. Let W1 be the set of such
independent vertices and W2 a set of n + k − 1 vertices of G containing the n − k vertices of the
complementary set ofW1. Byusing the fact thatG hasno isolated vertices, it is easy to showthatW1 and
W2 satisfy the conditions of the statement of Theorem 4.3 and, consequently, G cannot be associated
with an orthonormal basis, which is a contradiction. Therefore, G has, at most, n independent vertices.
Moreover, suppose that vn+1, . . . , v2n are independent vertices, that is, Fvh·vk = 0 when n + 1 
h, k  2n. Since∑2nj=1(Fvp·vj)2 = 1, for any p = 1, . . . , 2n, then:
n =
2n∑
p=n+1
2n∑
j=1
(Fvp·vj)2 =
2n∑
p=n+1
n∑
j=1
(Fvp·vj)2 =
n∑
j=1
2n∑
p=n+1
(Fvp·vj)2
=
n∑
j=1
2n∑
p=n+1
(Fvj·vp)2 =
n∑
p=1
2n∑
j=n+1
(Fvp·vj)2.
On the other hand,
n =
n∑
p=1
2n∑
j=1
(Fvp·vj)2 =
n∑
p=1
n∑
j=1
(Fvp·vj)2 +
n∑
p=1
2n∑
j=n+1
(Fvp·vj)2
=
n∑
p=1
n∑
j=1
(Fvp·vj)2 + n.
Consequently, Fvp·vj = 0 if 1  p, j  n and the first n vertices are also independent. 
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From this theorem, we can check that the graph G201 cannot be associated with an orthonormal
basis because the three vertices of degree 3 are independent vertices and the other ones are not. This
completes the study of the 6-dimensional case.
Another immediate consequence of the above theorem is given in the following corollary.
Corollary 4.10. If a bipartite graph G of 2n vertices is associated with an orthonormal basis, then G is a
subgraph of Kn,n.
Next, a natural idea to continue the study of the shape of graphs associatedwith orthonormal bases
could be to increase the number of vertices of the graphs (equivalently, the dimension of the vector
spaces) to 8, 10, 12, and so on. But, actually, this is not such a good idea because the number of those
graphs grows too much. Nevertheless, we can offer more general results.
First, we recall that a matching in a graph G is a subset of edges no two of which have a common
vertex and a perfect matching or 1-factor is that one in which each vertex of V(G) is incident on exactly
one edge of the matching. Actually, if |V(G)| = 2n, a 1-factor in G is just a subgraph isomorphic to
nK2. Hence, we can use a well-known theorem of Tutte (see [1,14]), which establishes that a nontrivial
graph G contains a 1-factor if and only if, for any proper S ⊆ V(G), the number of odd-components
(that is, components with an odd number of vertices) in the graph G− S, obtained by removing from G
all the vertices of S and all the edges incident to them, is lower or equal than the cardinal of S. Therefore,
we can prove:
Theorem 4.11. Let G be a graph with 2n vertices associated with an orthonormal basis. Then, G admits
nK2 as a subgraph.
Proof. Let us suppose that G does not admit nK2 as a subgraph. From Tutte’s Theorem, there exists a
proper S ⊆ V(G) such that the number of odd-components Ha in the graph G − S is greater than the
cardinal of S. For any Ha, we consider one vertex va ∈ V(Ha) adjacent to one vertex of S. LetW1 be the
set of all of these va andW2 = S. Applying Theorem 4.3, G cannot be associated with an orthonormal
basis. 
The converse of the above theorem in not true. For example, consider the graph of four vertices P4.
We know that it is not associated with an orthonormal basis, but it contains 2K2 as a subgraph. We
should like to point out that, adapting the proof of Theorem 4.11 and denoting by k(G) the number
of components in a graph G, we obtain the following result which is, in some sense, an extension of
Tutte’s Theorem for graphs associated with orthonormal bases:
Proposition 4.12. Let G be a connected graph associatedwith an orthonormal basis. Then, k(G−S)  |S|,
for any nonempty subset S of V(G).
Again, the converse is not true. This can be shown by considering Example 4.4: the above inequality
holds for this graph (because it does not satisfy the conditions of Theorem 4.3) but it is not associated
with any orthonormal basis.
Next, a vectorial subspace W of V is said to be invariant by F if Fw ∈ W , for any w ∈ W . It is easy
to show, by using the same reasoning as above, that any invariant subspace of V is of even dimension
and admits an F-basis.
Lemma 4.13. Let G be a graph associated with an orthonormal basis. Then, the vertices of a component of
G span an invariant subspace of V. Moreover, two of such subspaces are mutually orthogonal.
Proof. Let us denote by B′ = {v1, . . . , v2n} the orthonormal basis associated with G and by Wi the
subspace spanned by the vertices of a component Gi of G. We can suppose that {v1, . . . , vm} are the
vectors of B′ spanning Wi. Hence, for any w = ∑mk=1 akvk ∈ Wi and any h ∈ {m + 1, . . . , 2n}, we
have that Fw·vh = ∑mk=1 akFvk·vh = 0 and so Fw must be inWi.
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Moreover, if i = j, then Wi and Wj are mutually orthogonal because their corresponding compo-
nents Gi and Gj have no adjacent vertices. 
Theorem 4.14. A graph is associated with an orthonormal basis if and only if any of its components also is.
Proof. Let G be a graph associated with an orthonormal basis {v1, . . . , v2n} and let Gi be a component
of G. We denote by Wi the subspace of V spanned by the vectors {vi1 , . . . , vim} corresponding to the
vertices of Gi. We consider inWi the inner product induced by the one in V and the linear application
Fi = F|Wi , which is an endomorphism of Vi because of Lemma 4.13. It is clear that Fi is an isometry of
Wi such that F
2
i = −Id and that Gi is associated with the orthonormal basis {vi1 , . . . , vim}.
Conversely, if any component Gi (i = 1, . . . , r) of G is associated with an orthonormal basis, then
there exist a vectorial space Vi (endowed with an inner product and an isometry Fi of Vi such that
F2i = −Id) and an orthonormal basis {vi1, . . . , vi2ni} of Vi associated with Gi. We consider the direct
sum V = ⊕iVi with its natural component-to-component inner product and the isometry F of V given
by Fv = ∑i Fivi, for each v = ∑i vi ∈ V . It is clear that F2 = −Id and that G is associated with the
orthonormal basis
{v11, . . . , v12n1 , . . . , vr1, . . . , vr2nr }. 
Finally, using the above results, we are now going to study the shape of graphs whose vertices have
degree less than or equal to 3 and are associated with orthonormal bases.
Theorem 4.15. A cubic graph is associated with an orthonormal basis if and only if its connected compo-
nents are K4, K3,3 or Q3.
Proof. Let G be a cubic graph associated with an orthonormal basis and let C be one of its connected
components. We have the following cases:
Case 1: K2,3 is a subgraph of C. We denote by v1 and v5 the vertices of degree 3 in the subgraph K2,3
and by v2, v3 and v4 their common neighbors. Let v6 be the neighbor of v2 which is neither v1 nor v5.
By using Corollary 4.8 (ii) v6 is adjacent to either v3 or v4. We can suppose, without loss of generality,
that v6 is adjacent to v3. If it is also adjacent to v4, then C must be K3,3. On the other hand, if v6 is not
adjacent to v4, let v7 be the neighbor of v4 which is neither v1 nor v5. From Corollary 4.8 (ii) again v7
should be adjacent to either v2 or v3, but this is impossible because G is a cubic graph.
Case 2: K3 is a subgraph of C. Let v1, v2 and v3 be the vertices of K3 and v4 be the other neighbor of v1.
By using Corollary 4.8 (i), v4 is adjacent to both v2 and v3. Then, C must be K4.
Case 3: Neither K2,3 nor K3 is a subgraph of C. Let v1 be any vertex of C and v2, v4, v5 be its neighbors.
SinceK3 is not a subgraph of C, v2, v4 and v5 are not adjacent two by two. Now, let v3 be a neighbor of v2
different from v1. By virtue of Corollary 4.8 (ii), v3 is adjacent to either v4 or v5.We can suppose,without
loss of generality, that v3 is adjacent to v4. Therefore, it cannot be also adjacent to v5 because K2,3 is
not a subgraph of C. Let v6, v7 and v8 be the neighbors of v2, v3 and v4, respectively, not belonging to{v1, v2, v3, v4}. Since neither K2,3 nor K3 is a subgraph of C, it is easy to see that v5, v6, v7 and v8 are
different two by two. From Corollary 4.8 (ii), v5 and v7 are adjacent to both v6 and v8 and C is Q3.
Conversely, if the components of a cubic graph G are K4, K3,3 and Q3, then it is enough to apply
Theorem 4.14 and the existence of orthonormal basis associated with K4, K3,3 and Q3 (see Example
3.2, G174 from Table 1 and Example 3.4, respectively). 
Theorem 4.16. The only graphs of maximum degree at most 3 which are associated with an orthonormal
basis are those whose connected components are K2, C4, K4, K3,3 − e, K3,3 or Q3.
Proof. We have already shown in Examples 3.1–3.4 that K2, C4, K4, K3,3 − e = G154, K3,3 and Q3 are
associated with orthonormal bases. Thus, from Theorem 4.14, any graph having some of them as its
connected components also is.
76 L. Boza et al. / Linear Algebra and its Applications 437 (2012) 60–76
To prove the uniqueness, let G be a graph of maximum degree at most 3 associated with an ortho-
normal basis and let us consider any connected component C of G. Then, if G is a cubic graph, by using
Theorem 4.15, C is K4, K3,3 or Q3. On the other hand, if there is a vertex of degree 1 in C, from Corollary
4.5, C is K2. Therefore, we just have to consider the case in which all vertices of C have degree either 2
or 3 with al least one of them of degree 2. Denote this one by v1. Let v2 and v3 be its neighbors. From
Corollary 4.5, there exists another common neighbor v4 of v2 and v3. There are two cases:
Case 1: v2 is of degree 2. Suppose that v3 is of degree 3 and let v5 be its neighbor which is neither v1 nor
v4. Then, from Corollary 4.5, v1 and v5 have a common neighbor different from v3. However, the only
neighbor of v1 different from v3 is v2, but, since v2 is of degree 2, it cannot be adjacent to v5, which is
a contradiction and so, v3 is of degree 2.
Next, if v4 has a neighbor, say v5, different from v2 and v3, fromCorollary 4.5, v2 and v5 have another
common neighbor, which is not v4. But the only neighbor of v2 different from v4, is v1, which is not
adjacent to v5 and we deduce that v4 cannot be of degree 3. Consequently, C is C4.
Case 2: v2 is of degree 3. Let v5 be the neighbor of v2 which is neither v1 nor v5. From Corollary 4.5,
v1 and v5 have another common neighbor, but since v1 is of degree 2, this common neighbor has to
be v3. Now, by using Theorem 4.3 for m = 3 and since v1 is of degree 2, v4 and v5 have a common
neighbor, say v6, different from v2 and v3. Then, v6 cannot be of degree 2 because, if there exists a
vertex adjacent to v6, denoted by v7, which is neither v4 nor v5, from Corollary 4.5, v4 and v7 should
have another common neighbor, different from v6, but v2 and v3, the other neighbors of v4, cannot be
adjacent to v7. Consequently, v6 is of degree 2 and C is K3,3 − e. 
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