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We examine the robust counterpart of the classical Capacitated Vehicle Routing Problem (CVRP). We
consider two types of uncertainty sets for the customer demands: the classical budget polytope introduced
by Bertsimas and Sim (2003), and a partitioned budget polytope proposed by Gounaris et al. (2013). We
show that using the set-partitioning formulation it is possible to reformulate our problem as a deterministic
heterogeneous vehicle routing problem. Thus, many state-of-the-art techniques for exactly solving determin-
istic VRPs can be applied to the robust counterpart, and a modern branch-cut-and-price algorithm can be
adapted to our setting by keeping the number of pricing subproblems strictly polynomial. More importantly,
we introduce new techniques to significantly improve the efficiency of the algorithm. We present analyti-
cal conditions under which a pricing subproblem is infeasible. This result is general and can be applied to
other combinatorial optimization problems with knapsack uncertainty. We also introduce robust capacity
cuts which are provably stronger than the ones known in the literature. Finally, a fast iterated local search
algorithm is proposed to obtain heuristic solutions for the problem. Using our branch-cut-and-price algo-
rithm incorporating existing and new techniques, we are able to solve to optimality all but one of the open
instances from the literature.
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1. Introduction
Vehicle routing problems (VRPs) form a highly studied class of combinatorial optimization prob-
lems with applications in a large number of fields, most often related to freight transportation
and logistics. Vehicle routing concerns the distribution of goods between depots and customers.
Distribution is performed by vehicles which use a road network modeled as a graph. A solution of
a VRP is a set of routes each performed by a vehicle starting and ending at its depot such that
operational constraints are satisfied, requirements of customers are fulfilled, and the transportation
cost is minimized. A fundamental variant of VRP is the Capacitated Vehicle Routing Problem
(CVRP), in which a unique product type is delivered from a single depot to customers using a
fleet of identical vehicles. The only operational constraint here is that the total product demand
of clients in the same route should not exceed the vehicle capacity.
The state-of-the-art approaches for exactly solving the CVRP and many other vehicle routing
problems are based on branch-cut-and-price algorithms. These approaches formulate the problem
using a set of binary variables, each of which is associated with the selection of a route that satisfies
operational constraints. The number of such variables is usually exponential so that the linear
relaxation of the formulation is solved by column generation. The pricing problem is a resource
constrained elementary shortest path problem, typically solved by a labeling dynamic programming
algorithm (Irnich and Desaulniers 2005). While already quite strong, the continuous relaxation
of these formulations can be further reinforced using cutting planes (Fukasawa et al. 2006) and
strong branching can be used to close the gap between the primal and dual bound if needed.
Branch-cut-and-price algorithms have witnessed an important progress in the past 12 years: the
bidirectional labeling algorithm was introduced by Righini and Salani (2006) to solve the pricing
subproblem faster; an arc elimination by reduced costs (Irnich et al. 2010) was employed to reduce
the size of the graph and to further speed up the labeling algorithm; ng-path relaxation (Baldacci
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et al. 2011) replaced the path elementarity requirement in pricing; a route enumeration technique
was suggested by Baldacci et al. (2008) in order to close the instance by a MIP solver when the
primal-dual gap is sufficiently low; a limited memory technique for subset row cuts (Jepsen et al.
2008) and more generally for Chvatal-Gomory rank-1 cuts was proposed by Pecin et al. (2017b)
for limiting the resulting solution time increase in the pricing subproblem due to the increase in
the number of dynamic programming states.
The branch-cut-and-price algorithm of Pecin et al. (2017b), employing the aforementioned tech-
niques, has proved that it was possible to solve exactly CVRPs much larger than ever before in
reasonable amounts of time. Yet, it neglects to consider that the demands to be attended are
rarely known with precision at the time the routes are planned. As pointed out by Ghosal and
Wiesemann (2019), this uncertainty may arise because the delivery companies use simplified mod-
els for the volume occupied by the goods to be delivered (see Ghosal and Wiesemann (2019) for
details). Uncertainty is also natural in problems where some goods must be picked up, rather than
delivered, such as waste collection problems. Notice that both pickup and delivery problems can
be modeled by the aformentionned CVRP. In the absence of a decision making tool modeling this
uncertainty, decision makers are forced to largely overestimate the demands or to rely on expensive
recourse actions to attend the additional demands. Fortunately, different frameworks have arisen in
the past decades to take such uncertainty into account when solving optimization problems, such
as stochastic programming (Birge and Louveaux 2011), robust optimization (Ben-Tal et al. 2009,
Ben-Tal and Nemirovski 1998, Kouvelis and Yu 2013), and more recently, distributionally robust
optimization (Wiesemann et al. 2014). Stochastic variants of the CVRP have been extensively
studied in the literature, see Gendreau et al. (1996) for an early survey and Dinh et al. (2018) for a
more recent one and an advanced solution algorithm. Yet, these approaches result in optimization
problems that tend to be significantly more complex than their deterministic counterparts, making
them difficult to apply to large industrial applications. In addition, these techniques require exact
knowledge about the probability distributions of the uncertain parameters, which can be hard to
obtain in some applications.
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Robust and distributionally robust counterparts of the CVRP avoid these two issues by describing
the uncertain demands through either given uncertainty sets or probability distributions lying in
given ambiguity sets. Hence, these approaches assume that only partial information about the
distribution of the uncertain problem data is available. To our knowledge, the first study on the
robust CVRP dates back to Sungur et al. (2008) who consider a variant of the robust CVRP
where travel time is uncertain and the total travel time of each vehicle is bounded. They further
study conditions under which all uncertain parameters reach simultaneously their extreme values,
yielding a deterministic conservative reformulation. Their work was followed by the description
of more general models in Ordónez (2010). Later, Gounaris et al. (2013) study the robust CVRP
and compare several compact mixed-integer formulations for the problems, including formulations
involving recourse variables, modeled with the help of affine decision rules (Ben-Tal et al. 2004).
Gounaris et al. (2013) also study the relationship between the robust CVRP and its chance-
constrained distributionally robust counterpart. The latter problem is addressed more recently
by Ghosal and Wiesemann (2019) where the authors characterize ambiguity sets that make the
problem amenable to efficient numerical solutions. Heuristic algorithms have also been developed for
the robust CVRP, among which Gounaris et al. (2016) develop an adaptive memory programming
framework for the problem.
This previous research studies have provided excellent exact or heuristic solutions to robust
and distributionally robust CVRP, allowing one to solve larger instances than before. Yet, perfor-
mance still stands significantly behind those offered by the recent algorithms for the deterministic
CVRP (Pecin et al. 2017b). One theoretical reason explaining this difference lies in the complexity
of robust optimization with arbitrary uncertainty sets. For instance, it is known that even optimiz-
ing a linear function over a robust knapsack constraint (an important substructure of the CVRP)
is NP-hard in the strong sense for finite uncertainty sets of unbounded cardinality (Talla Nobibon
and Leus 2014), contrasting with the weak NP-hardness of the deterministic case. In fact, it is
well-known that arbitrary uncertainty sets make robust combinatorial optimization problems much
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harder than their deterministic counterparts, and most polynomially solvable problems become
NP-hard when considering robust variants with arbitrary uncertainty sets (Aissi et al. 2009).
This complexity gap has motivated the introduction of structured uncertainty sets that lead to
robust counterparts almost as easy as the deterministic problems, namely, budgeted uncertainty
sets (Bertsimas and Sim 2003). The latter models the uncertainty on demands through nominal
values, deviations, and a budget of uncertainty. Then, any demand vector in the budgeted uncer-
tainty polytope has a number of components that deviate from their mean that is controlled by the
budget of uncertainty. Bertsimas and Sim (2003) prove that budgeted uncertainty leads to robust
counterparts of min-max problems with cost uncertainty that are fundamentally as easy as the
deterministic problems. Their results have been improved in subsequent works by Álvarez-Miranda
et al. (2013), Lee and Kwon (2014), Lee et al. (2012) and extended to knapsack uncertainty sets
by Poss (2018). In addition to its desirable computational properties, budgeted uncertainty sets also
benefit from probabilistic guarantees, providing safe approximations to chance constraints (Bertsi-
mas and Sim 2004, Poss 2013, 2014). While these probabilistic guarantees are rather conservative,
one can easily construct relevant budgeted/knapsack uncertainty sets from historical demands,
leading to highly reliable solutions, as illustrated in Munari et al. (2019), Pugliese et al. (2019)
among others. Unfortunately, applying the result from Bertsimas and Sim (2003) to classical for-
mulations of the CVRP with m vehicles would lead to solving O(nm) deterministic CVRP with
perturbed data, explaining the current lack of interest in solving the robust CVRP with these
techniques.
The main achievement of our present work is to bridge the gap between the advanced solution
algorithms available for the deterministic CVRP and the iterative algorithms initiated by Bertsimas
and Sim (2003). Specifically, we show that, by using the set-partitioning formulation, one can
transpose all classical techniques of the CVRP to its robust counterpart. With that approach,
we solve for the first time many instances proposed in the literature for the robust CVRP. In
the process, we also introduce new techniques that apply to more general robust combinatorial
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optimization problems under knapsack uncertainty. We can summarize the contributions of our
paper as follows.
1. We show how to reformulate the robust CVRP with knapsack uncertainty as a deterministic
heterogeneous VRP that involves a polynomial number of pricing subproblems which are not harder
than the pricing problem for the deterministic CVRP.
2. Using complementary slackness conditions, we can empirically verify that many pricing sub-
problems are infeasible, thus reducing their number. This technique can be applied to any robust
combinatorial optimization problem with knapsack uncertainty.
3. We introduce new robust capacity inequalities and prove that they are stronger than those
proposed by Gounaris et al. (2013).
4. We develop a fast iterated local search heuristic for the problem which uses four neighbor-
hoods. We show how to check the feasibility of a neighbor either exactly or approximately in
constant time. The heuristic is shown to empirically outperform the one by Gounaris et al. (2016).
5. Combining these new developments with a deterministic state-of-the-art branch-cut-and-price
algorithm for the heterogeneous fleet VRP, we are able to solve to proven optimality all but one
instance for the partition uncertainty set considered previously by Gounaris et al. (2013).
6. We generate new robust CVRP instances for the classic cardinality constrained uncertainty
set and show experimentally that they are more difficult than the ones proposed by Gounaris et al.
(2013). The smallest open instance has only 50 customers.
7. We illustrate on a small case sudy how the budgeted uncertainty set can be calibrated in
practice, providing more reliable solutions than the nominal model.
The rest of the paper is structured as follows. Section 2 defines the uncertainty sets, states
the extension of the result from Bertsimas and Sim (2003) to knapsack uncertainty and provides
extensions to reduce the number of problems solved. Section 3 describes the set-partitioning for-
mulation that can be combined with the results from Section 2, and presents the key features
of our branch-cut-and-price algorithm. Sections 4 and 5 detail our capacity inequalities and pri-
mal heuristics, respectively. The numerical experiments are presented in Section 6 and concluding
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remarks are provided in Section 7. Proofs, detailed numerical experiments, further examples and
algorithmic specifications are deferred to an electronic companion. The latter also provides raw
results to ease reproducibility of our experiments. The data files for our instances are available
as part of the online supplement, and the solver presented throughout is available at the website
https://allgo.inria.fr/app/robustcapacitatedvehiclerouting.
2. Robust model
This paper addresses the CVRP by using a formulation that assigns customers to individual routes,
where a route is a path starting and ending at the depot and going at most once to each other
node of the graph. In this formulation, the uncertainty on the clients’ demands constrains the set
of feasible routes, where a route is feasible if the total demand of clients visited by the route does
not exceed the vehicle capacity for any demand realization in the given uncertainty set.
The purpose of this section is to show how the set of robust routes can be expressed as the union of
sets of routes with deterministic customer demands, albeit for different demand and capacity values.
Some of the techniques introduced next are classical in the robust combinatorial optimization
literature, while others are novel and could benefit other robust problems with capacity constraints,
such as the bin-packing problem (Song et al. 2018), among others. For this reason, we present our
approach in a general context and consider a general combinatorial optimization problem with n
variables. The feasibility set of that general problem is {y ∈ Y 0 |∑ni=1 diyi ≤ C}, where d ∈ IRn+
denotes the vector of weights, C ∈ IR+ is the available capacity, and Y 0 ⊆ {0,1}n is a discrete set
describing the combinatorial structure of the problem at hand. For instance, in the case of the
CVRP any y ∈ Y 0 represents a route, while di is the demand of client i and C is the capacity of
each vehicle.
2.1. Uncertainty polytopes
The simplest polyhedral uncertainty set is the box [d̄, d̄+ d̂] ⊂ IRn+ defined by the vectors d̄, d̂ ∈
IRn+, where d̄ represents the nominal values and d̂ the deviations. Notice that it is irrelevant to
consider downward deviations of d in our context because we focus on capacity constraints so that
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downward deviations do not lead to infeasibility. The box is usually not considered as good choice
of uncertainty set as it is overly conservative. Indeed, it contains the vector d̄ + d̂ having each
component at its peak value, which seldom occurs in practice. For that reason, classical uncertainty
polytopes add one more linear constraints to the box, to obtain a smaller and less conservative
uncertainty polytope. We focus in this paper on the set
D≡
{
d∈ [d̄, d̄+ d̂] |
∑
i∈Vk
w′idi ≤ b′k, k= 1, . . . , s
}
,
where V1, . . . , Vs form a partition of {1, . . . , n}, w′ ∈ IRn+ and b′ ∈ IRs+. Notice that the requirement
that V1, . . . , Vs cover all of {1, . . . , n} is non-restrictive since the budgets b′k can always be chosen
sufficiently large to cover those elements of {1, . . . , n} that should not belong to any set Vk.
Set D is general enough to ecompass two classical uncertainty polytopes from the robust opti-
mization literature. The first one is the budgeted polytope introduced in Bertsimas and Sim (2003,
2004), widely used in the robust optimization literature,
Dcard ≡
{








obtained from D by setting s= 1, w′i = 1/d̂i for i= 1, . . . , n, and b′1 = Γ +
∑n
i=1 d̄i/d̂i. The second
one was previously introduced for the CVRP by Gounaris et al. (2013) and is defined by
Dpart ≡
{
d∈ [d̄, d̄+ d̂] |
∑
i∈Vk
(di− d̄i)≤ ak, k= 1, . . . , s
}
,




The purpose of the next subsection is to reformulate the robust feasibility set
Y ≡
{





as the union of finitely many sets of the form {y ∈ Y 0,∑ni=1 d′iyi ≤ C ′} for some d′ ∈ IRn+ and
C ′ ∈ IR+. For the robust CVRP, this reformulation will have two advantages:
1. It allows us to reformulate the robust CVRP with uncertain demand taking any value in D
as a deterministic heterogeneous CVRP so the available code for solving the latter problem can be
easily adapted to the robust CVRP.
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2. A key part of the branch-cut-and-price algorithm lies in the generation of new routes, by
solving pricing problems of the form
min{c∗>y s.t. y ∈Y}, (1)
where c∗ is the reduced cost vector. The above reformulation implies that the robust pricing
problems can be solved through a sequence of nominal pricing problems.
2.2. Reducing robust problems to deterministic ones
In the following, we use classical techniques from robust combinatorial optimization (first intro-
duced by Bertsimas and Sim (2003)) to reformulate Y as the union of feasibility sets described by
deterministic inequalities. To ease the derivations that follow, we express any d∈D as di = d̄i+ξid̂i,
where the uncertain parameter ξi measures the fraction of deviation d̂i assigned to di. Thus, each
d∈D is in one-to-one correspondance with a vector ξ in the polytope
Ξ≡
{
ξ ∈ [0,1]n |
∑
i∈Vk
wiξi ≤ bk, k= 1, . . . , s
}
,





w′id̄i for each k = 1, . . . , s and wi = w
′
id̂i for each i = 1, . . . , n. Hence, the
robust capacity constraint of Y can be reformulated as
n∑
i=1













wiξi ≤ bk, k= 1, . . . , s
}
≤C (2)
Next, we introduce the vectors of dual variables θ ∈ IRs and z ∈ IRn, where z and θ are the
dual variable vectors associated to the upper bounds on ξ and the remaining s linear constraints,
respectively. Recalling that {Vk, k= 1, . . . , s} forms a partition of {1, . . . , n}, we let k(i) be the only
value of k such that i∈ Vk and replace the linear programming problem from the left-hand side of









zi s.t. zi +wiθk(i) ≥ d̂iyi, i= 1, . . . , n
}
≤C, (3)
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following the classical reformulation technique in robust linear optimization. In the dual problem
from (3), each variable zi belongs to a single constraint, in addition to the non-negative con-
straint. Therefore, as the cost of each zi is positive, it can be replaced by max{0, d̂iyi−wiθk(i)}=
max{0, d̂i−wiθk(i)}yi (where the equality holds because yi ∈ {0,1} and wiθk(i) ≥ 0) for each i =



























(d̄i + max{0, d̂i−wiθk(i)})yi
}
≤C. (4)
When θ is fixed, the left-hand side of (4) becomes a deterministic capacity constraint with capacity
C − b>θ and weight dθi = d̄i + max{0, d̂i − wiθk(i)} for each i = 1, . . . , n. Let us define Yθ ≡ {y ∈




Expression (5) has rewritten the robust constraint as the union of feasibility sets, each of which is
characterized by a single deterministic capacity constraint. Yet, the union is indexed by the infinite
set IRs+, limiting its usefulness. Fortunately, not all θ ∈ IRs+ need to be considered in (5). Let us
define θ0k = 0 for k= 1, . . . , s, θ
i
k(i) = d̂i/wi for i= 1, . . . , n, and introduce the set
Θ = ({0}∪ {θik(i) | i∈ V1})× · · ·× ({0}∪ {θik(i) | i∈ Vs})⊂ IRs+. (6)
Set Θ contains the knickpoints of the function minimized in (4), so that the minimum of that func-
tion belongs to Θ, implying in turn that only θ ∈Θ needs to be considered in (5), and leading to the
following result (whose detailed proof is provided in Section EC.1.1 of the electronic companion).
Theorem 1. Y = ⋃
θ∈Θ
Yθ.
The theorem implies immediately that the robust pricing problem (1) can be rewritten as follows.
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The above results are particularly useful when s is small or {θik(i) | i ∈ Vs} does not contain too
many elements, which is the case for Dcard and Dpart, respectively. In the case of Dpart, we see that
formula (6) leads to Θpart = {0,1}s, the cardinality of which does not depend on n. This means
that the number of determinisic problems involved in the reformulation does not depend on the
dimension of the robust problem (assuming that s is constant). For the CVRP for instance, we
obtain that the number of deterministic problems involved in Theorem 1 does not depend on the
size of the considered graphs.
Remark 1. If wi = d̂i for each i= 1, . . . , n, then Θ = Θ
part.
In the case of Dcard, we obtain Θ = {0, d̂1, d̂2, . . . , d̂n}. In fact, for that set a stronger result is
known.
Theorem 2 (Lee and Kwon (2014)). Suppose D = Dcard and, w.l.o.g., that d̂1 ≥ d̂2 ≥ · · · ≥
d̂n ≥ d̂n+1 = 0. Define Θcard = {d̂Γ+1, d̂Γ+3, d̂Γ+5, . . . , d̂Γ+γ ,0} where γ is the largest odd integer such
that Γ + γ < n+ 1. For any y ∈ {0,1}n, we have arg min
θ∈IR1+
(bθ+ (dθ)>y)∩Θcard 6= ∅.
Theorem 2 implies that for the uncertainty setDcard, the robust feasibility set Y can be reformulated
as the union of roughly n−Γ
2
deterministic feasibility sets.
Corollary 2. If D=Dcard, Y = ⋃
θ∈Θcard
Yθ.
2.3. Reducing the cardinality of Θ
The following contains a new idea to reduce the number of elements of Θ that need to be considered
in Theorem 1 and Corollary 2. We outline next its bottom line, based on two main steps. Recall
that the feasibility sets involved in Theorem 1 and Corollary 2 are denoted Yθ = {y ∈ Y 0 | (dθ)>y≤
C− b>θ} for each θ ∈Θ. The first step introduces a smaller set Ỹθ ⊆Yθ for each θ ∈Θ. Sets Ỹθ do
not have the structure of the original deterministic problem (they can be much more complex) so
we do not wish to use them in the decomposition from Theorem 1. However, we can prove that we




As proving Ỹθ = ∅ is hard in general, the second step introduces sufficient conditions for testing
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whether Ỹθ is empty. These sufficient conditions amount to executing quick heuristic algorithms in
a pre-processing phase, before the branch-cut-and-price algorithm is started.
Let us now detail the two steps of the approach. First, we define for any θ ∈Θ the set
Ỹθ ≡
y ∈Yθ
∣∣∣∣ bk ≤ ∑
i∈Vk:d̂i≥wiθk
wiyi,∀k ∈ {`∈ {1, . . . , s} |θ` > 0}
 ,
see Section EC.1.2 of the electronic companion for the motivation behind that definition. We see
that for each θ ∈ Θ, Ỹθ contains up to s constraints in addition to those already present in Yθ.
Hence, considering the counterpart of Corollary 1 for Ỹθ would involve solving min{c∗>y s.t. y ∈ Ỹθ}
for each θ ∈Θ. Since optimizing over set Ỹθ can be cumbersome, we will use the set only to remove





Proving (7) is enough to reduce the number of feasibility sets considered in Theorem 1 to {θ ∈
Θ | Ỹθ 6= ∅} ⊆Θ. However, we need to prove a slightly stronger result to encompass also the case
of Corollary 2 because the latter relies on Θcard instead of Θ. For that reason, the following
theorem introduces a technical assumption that considers any set Θ∗ ⊆Θ large enough to contain
a minimizer of the function being minimized in (4) for each y ∈ Y 0. Its proof is provided in
Section EC.1.2 of the electronic companion.
Theorem 3. Let Θ∗ ⊆Θ be such that arg min
θ∈IRs+
(b>θ+ (dθ)>y)∩Θ∗ 6= ∅ for each y ∈ Y 0. Then, it
holds that Y = ⋃
θ∈Θ∗:Ỹθ 6=∅





The second step of our approach stems from the observation that testing the feasibility of Ỹθ
can be difficult since already testing the feasibility of Yθ is hard in general.
Remark 2. For s= 1 and θ= 0, Ỹθ coincide with Yθ, these sets being defined as {y ∈ Y 0 | (d̄+
d̂)>y ≤ C}. Hence, testing the feasibility of Ỹθ amounts to deciding whether the combinatorial
optimization problem min
y∈Y 0
(d̄+ d̂)>y has a solution of objective value not greater than C, which is
NP-complete in the strong sense for many classical problems.
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From the numerical viewpoint, one can expect that the presence of the possible s additional con-
straints in the definition of Ỹθ makes the feasibility test even harder to carry out exactly. To
overcome this computational burden, we verify instead the feasibility of the set heuristically. Let us
define the relaxation Ŷθ of Ỹθ by omitting the combinatorial structure Y 0 and considering instead
{0,1}n. Formally, we define K(θ) = {k ∈ {1, . . . , s} |θk > 0}, V̂k = {i ∈ Vk | d̂i ≥ wiθk}, and Ŷθ ≡{
y ∈ {0,1}n | b>θ+ (dθ)>y≤C,∑i∈V̂k wiyi ≥ bk,∀k ∈K(θ)}. Since Ỹθ ⊆ Ŷθ, proving Ŷθ = ∅ implies
Ỹθ = ∅. Moreover, we show below that the feasibility of Ŷθ can be verified in pseudo-polynomial
time, see Section EC.1.3 of the electronic companion for a proof.
Lemma 1. The feasibility of Ŷθ can be tested in pseudo-polynomial time by solving s knapsack
problems.
For the special case Dcard, checking the feasibility of Ŷθ is much simpler, see the next result, proved
Section EC.1.4 of the electronic compantion.






∣∣∣S ⊆ {i∈ {1, . . . , n} | d̂i ≥ θ}, |S|= Γ} ≤
C −Γθ, which can be answered in polynomial time.
For the special case Dpart and assuming that d̂ = κd̄ for some scalar κ > 0 (which is true for all
current literature instances), we can provide an easy sufficient condition for Ŷθ to be empty, by
considering the linear programming relaxation of Ŷθ, see the next result, proved in Section EC.1.5
of the electronic compantion.
Lemma 3. When D=Dpart and d̂= κd̄ for some scalar κ> 0, (b>θ)/κ>C−b>θ implies Ŷθ = ∅.
Lemmas 2 and 3 are applied in a pre-processing phase.
3. Set partitioning formulation and the solution algorithm
In what follows we use the results from the previous section to reformulate the robust homogeneous
CVRP as a heterogeneous deterministic CVRP. We start by recalling the classical set-partitioning
formulation for the homogeneous CVRP before turning to the heterogeneous reformulation for the
robust CVRP.
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3.1. Deterministic problem
Let G= (V,A) be a complete digraph with nodes V = {0,1, . . . , n} and arcs {(i, j)∈ V ×V : i 6= j}.
Node 0∈ V represents the unique depot, and each node i∈ V 0 = V \{0} corresponds to a customer
with demand di ∈ IR+. The depot hosts m homogeneous vehicles of capacity C. Each vehicle incurs
a transportation cost cij ∈ IR+ if it traverses the arc (i, j) ∈A. The objective is to find a set of m
routes starting and ending at the depot, each one serving a total demand of at most C, such that
each customer is visited exactly once and the total transportation cost is minimized.
We describe next the classical set partitioning formulation for the CVRP. We define R0 as the
set of all routes in G starting and ending at the depot. For each r ∈R0, we denote the cost of the
route by cr, and indicate whether node i pertains to the route by the binary number a
r
i . Then, we









The classical path formulation for the CVRP relies on a set of binary variables, denoted by λ,













λr ∈Z+, r ∈R. (11)
In the above formulation, constraints (9) ensure that each customer is covered by exactly one
vehicle, while constraint (10) sets the number of used vehicles to m.
The above integer program typically contains too many variables, so when solving this program
by branch-and-bound, one generally solves the linear programming relaxation using a column
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generation procedure, i.e., generating the routes dynamically. Let R∗ ⊆ R be the set of routes
generated so far, the restricted master linear program is obtained from (8)–(11) by replacing R
with R∗. Given an optimal dual solution (π∗, σ∗) to the linear programming relaxation of (8)–(11)








i , adding the obtained solution if their cost is smaller than mσ
∗.
3.2. Robust counterpart
In the heterogeneous variant of the CVRP, each vehicle type θ has a different capacity Cθ and possi-
bly different routing costs. Exact algorithms for heterogeneous VRPs based on the set-partitioning
formulation can easily be adapted to take into account a non-standard variant of the problem in
which the demand of a client depends on the type of the vehicle which serves the client. We show
next how we can exploit these vehicle types to reformulate the robust homogeneous CVRP as a
deterministic heterogeneous CVRP.









Notice that the results of Section 2 apply to sets of binary vectors, rather than sets of routes.
Nevertheless, one readily verifies that all these results can be extended to sets of routes, by using the
correspondence between any route r ∈R0 and the binary vector indicating the nodes that belong
to r (the order in which the nodes are visited is irrelevant for the capacity constraint considered




i ≤C − b>θ} and R̃θ ≡ {r ∈
Rθ | bk ≤
∑
i∈r:d̂i≥wiθk










∩Θ∗ 6= ∅ for each r ∈ R0, and its subset Θ̃ ≡ {θ ∈ Θ∗ : R̃θ 6= ∅}.
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Equation (13) underlines that the set of routes that are feasible for the robust capacity constraint is
nothing else than the union of sets of routes feasible for different deterministic capacity constraints.


















λr ∈Z+, θ ∈ Θ̃, r ∈Rθ. (17)












which can be decomposed into subproblems, one for each θ ∈ Θ̃.
3.3. Branch-cut-and-price algorithm
To solve formulation (14)–(17), we adopt the branch-cut-and-price method by Sadykov et al. (2017)
which is the one of the state-of-the-art algorithms for the (heterogeneous) vehicle routing problem
with time windows. The extension to our problem is the following: the set of vehicle types here
corresponds to set Θ̃; vehicle type θ ∈ Θ̃ is characterized by specific vector dθ of customer demands
and vehicle capacity C − b>θ; the limit m on the number of vehicles is global over all vehicle
types; no time windows are considered. We overview the techniques used in the algorithm in
Section EC.3.1 of the electronic companion. The reader is invited to read Sadykov et al. (2017) to
obtain the detailed description.
Two key elements of that complex algorithm concern (i) the separation of rounded capacity
inequalities, and (ii) the computation of an initial feasible solution. We detail in the next section
our new capacity inequalities, while the initial feasible solution is obtained by the specific iterated
local search heuristic described in Section 5.
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4. Capacity inequalities
In what follows we take a closer look at the rounded capacity inequalities classically used to solve
the CVRP and introduce robust counterparts. Let xij be a binary variable equal to 1 if and only
if there is a vehicle going though arc (i, j). Then, for any subset of customers S ⊆ V , the rounded
capacity inequalities state that the number of vehicles entering S must not be smaller than the
total demand of the customers in S divided by the vehicle capacity. Stated formally for the robust














, S ⊆ V 0, (18)
which has already been used by Gounaris et al. (2013) for the robust CVRP in the two-index
vehicle flow formulation, here referred to as RVRP-2IF. The maximization over D can be computed
easily for both uncertainty polytopes considered. For Dcard, one must rely on a sorting algorithm
that ranks the elements of S ∩ Vk according to the non-decreasing values of d̂i. For Dpart, the


















arijλr. We present next a reinforcement of the capacity inequalities (18).
Let r̃(S) denote the right-hand side of (18), which is a lower bound on the number of vehicles
required to serve all demand of vertices in S. We remark that the lower bound can be weak if
many routes are needed to cover the vertices of S. Intuitively, this is because the robust CVRP
models the demand uncertainty for each route independently so that different vectors d may be
used to obtain the maximum demand for each route while r̃(S) assumes that the same d must be
used for all routes. Formally, consider that t≤m routes are used, leading to the following partition
S = S1∪· · ·∪St where S` denotes the clients served by route `. On the one hand, the total demand




di, so the total demand occuring in all







di. On the other hand, r̃(S) considers only maxd∈D
∑
i∈S di as the
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and the inequality is likely to hold strictly. The difference between the two sides of the inequality
tends to increase with the number of elements in the partition, therefore reducing the quality of
the bound r̃(S) when the number of routes used is large.
In order to strengthen (18), we define next a new lower bound ṙ(S) on the number of routes
required to visit S, which tends to be larger than r̃(S) when t is large. The new lower bound
leads to a new type of valid inequalities for the problem as stated below, see Section EC.1.6 of the
electronic companion for a proof.













xij ≥ ṙ(S) (19)
We provide in Section EC.2 of the electronic companion three examples showing that one cannot
compare (18) and (19) in general, as each of them can dominate the other. These examples show




xij ≥max{ṙ(S), r̃(S)} S ⊆ V 0. (20)
We separate the robust capacity inequalities (20) at each node of the branch-and-bound tree
using a straightforward extension of the separation heuristic used in Uchoa et al. (2008). We
also separate (19), altough weaker, using the classical procedure from Lysgaard et al. (2004), see
Section EC.3.2 of the electronic companion for details.
We conclude the section by showing how to further strengthen the robust capacity inequalities
for the specific case of Dpart, with the additional assumption that the demand deviations are
proportional to their nominal values. Namely, we assume that d̂i = κd̄i for all i∈ V 0 for some κ> 0.
The following theorem presents a stronger version of the capacity inequalities, see Sections EC.1.7
and EC.1.8 of the electronic companion for its proof and the one of the subsequent proposition.



































for k= 1, . . . , s.
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Proposition 1. r̂(S)≥max{ṙ(S), r̃(S)} always holds and can be strict in some cases.
5. Heuristics
Efficient primal heuristics are usually required to provide good quality upper bounds on the optimal
cost before running exact algorithms. For Dpart, Gounaris et al. (2016) proposed the AMP heuristic
and showed that it helps the previously proposed branch-and-cut (BC) algorithm (Gounaris et al.
2013) to solve additional instances. Here we develop an iterated local search (ILS) heuristic with
variable neighborhood search (VNS) in the same spirit as Penna et al. (2013), which handles both
Dpart and Dcard. This heuristic procedure is improved by a data structure specially designed to
allow a faster evaluation of neighborhood solutions. In the next subsection, we show some properties
of robust solutions explored by this data structure. Then, we give the full algorithm description in
the subsection that follows.
5.1. Vehicle routing neighborhoods
A large number of neighborhoods known for vehicle routing problems (Vidal et al. 2013) can be
extended to the robust CVRP. In this paper, we consider four neighborhoods: two intra-route and
two inter-route. The intra-route neighborhoods are subpath inversions (2-OPT) and single customer
moves between positions of the same route (reinsertion), and the inter-route ones are single-point
crossovers of two routes (2-OPT∗) and single customer moves from one route to another (insert).
See the formal definitions of 2-OPT∗ below. For all these neighborhoods, the cost of a neighbor
solution can be evaluated in O(1) time by updating the cost of the original solution considering
only the costs of edges that change. For the deterministic version of the problem, a similar approach
can be applied to check the feasibility of each neighbor in O(1) time at the cost of maintaining,
for each customer, the total demand served by the corresponding route up to that point, which
is updated in linear time upon every change in the incumbent solution. The techniques presented
here allow one to check the feasibility of neighbor solutions exactly in O(s) time for Dpart. For Dcard
we introduce a fast approach that checks in O(1) a necessary condition for the candidate route to
be feasible. Being only a necessary condition, the success of the test must be complemented by an
exact verification, as detailed below.
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Figure 1 Illustration of r′′ and d̂(r′′ ∩ Vk) for k ∈ {1,2,3,4}. In that example, ∆̂2(ip) = ∆̂3(ip) = ∆̂4(jq) =
∆̂4(j|r′|) = 0 while ∆̂1(jq) = ∆̂1(j|r′|), so d̂(r
′′∩V1) = ∆̂1(ip), d̂(r′′∩V2) = ∆̂2(j|r′|)−∆̂2(jq), d̂(r′′∩V3) =










Consider a robust CVRP solution containing two routes r = (i1, . . . , ip, ip+1, . . . , i|r|), and r
′ =
(j1, . . . , jq, jq+1, . . . , j|r′|), each one defined by the sequence of customers they visit. A 2-OPT
∗move
consists of either exchanging (ip+1, . . . , i|r|) with (jq+1, . . . , j|r′|) or exchanging (ip+1, . . . , i|r|) with
(j1, . . . , jq) and then reversing both subroutes. Moreover, an insert move of ip+1 into r
′ can be viewed
as two successive 2-OPT∗moves: one exchanging (ip+1, . . . , i|r|) with (jq+1, . . . , j|r′|), and another
exchanging (jq+1, . . . , j|r′|) with (ip+2, . . . , i|r|). Hence, we describe the proposed feasibility test only
for the route r′′ = (i1, . . . , ip, jq+1, . . . , j|r′|), as it can be analogously used for the modified routes
of all neighbors of a given solution containing r and r′, using the fact that subroute reversions do
not affect the route feasibility.










di. Let us introduce the notations d̄(S) =
∑
i∈S
d̄i and d̂(S) =
∑
i∈S
d̂i for any set of clients
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For each i ∈ V 0, let R(i) be the set of customers served by the only route that visits customer
i in the current incumbent solution, until this visit (and including it). For example, considering
the previously defined route r, R(ip) = {i1, . . . , ip}. Then, we maintain the following values: ∆̄(i) =∑
j∈R(i)
d̄j for each i ∈ V 0, and ∆̂k(i) =
∑
j∈R(i)∩Vk
d̂j, for each i ∈ V 0 and k = 1, . . . , s. As illustrated in
Figure 1, we can then compute (21) in O(s) through d̄(r′′) = ∆̄(ip) + ∆̄(j|r′|)− ∆̄(jq) and d̂(r′′ ∩
Vk) = ∆̂k(ip) + ∆̂k(j|r′|)− ∆̂k(jq). If r′′ becomes a part of the incumbent solution, matrix ∆̂ can be
updated in O(s+ |r′′|).











so the total demand of route r′′ is equal to d̄(r′′) + d̂Γ(r
′′). Computing d̂Γ(r
′′) from r and r′ is not
as easy as in the case of Dpart, so we consider instead a lower bound d̃(r′′)≤ d̂Γ(r′′) introduced
below. Let ξ∗ represent the worst case scenario for the current incumbent solution, e.g., ξ∗i > 0 if
the deviation d̂i is used to compute the total demand of the route that contains client i. We store





j , and Λ(i) =
∑
j∈R(i)
ξ∗j , and define
d̃(r′′) =

d̃1Γ1 + d̃2Γ2 if Γ1 + Γ2 ≤ Γ,
d̃1Γ1 + d̃2(Γ−Γ1) if Γ1 + Γ2 > Γ and d̃1 ≥ d̃2,
d̃1(Γ−Γ2) + d̃2Γ2 if Γ1 + Γ2 > Γ and d̃1 < d̃2,
where Γ1 = Λ(ip), Γ2 = Λ(j|r′|)−Λ(jq), d̃1 = ∆̂(ip)Γ1 , and d̃2 =
∆̂(j|r′|)−∆̂(jq)
Γ2
. Note that Γ1 and Γ2 are
the number of deviated demands in the subroutes (i1, . . . , ip) and (jq+1, . . . , j|r′|), respectively, and
that d̃1 and d̃2 represent the average demand deviations in the same two subroutes. The next
proposition shows that d̃(r′′) is a lower bound for d̂Γ(r
′′); its proof is deferred to Section EC.1.9 of
the electronic companion.
Proposition 2. We have that d̃(r′′) ≤ d̂Γ(r′′), so that d̃(r′′) > C−d̄(r′′) implies that route r′′
exceeds the capacity.
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If d̃(r′′) ≤ C−d̄(r′′), route r′′ is feasible when considering the lower bound d̄(r′′) + d̃(r′′) on the
demand. To test the feasibility of the route for the true demand d̄(r′′) + d̂Γ(r
′′), we must compute
d̂Γ(r
′′) exactly, using a O(|r′′|)-time selection algorithm to find the Γ-th largest demand deviation
in r′′. The routes faced in our numerical experiments are typically not long enough to justify using
a more specialized algorithm than using an O(|r′′| log |r′′|) implementation that sorts the demand
deviations of r′′.
5.2. Iterated local search
Our ILS-VNS uses the four previously mentioned neighborhoods to improve the current solution.
For each neighborhood, O(n2) possible neighbor solutions are evaluated at each iteration using the
previously described data structures. For the inter-route neighborhoods the routes are searched in
a random order that is updated upon each reached local optimum.
Each iteration of the main heuristic algorithm consists of two phases. In the first phase, a
random single-route solution is generated and improved until reaching a local optimum with respect




c2ij − 0.5(c0i− c0j)2
}
for each edge (i, j). The
expression used for c̃ij aims to reduce the penalty for moving towards the depot. Then, this route
is split into m non-empty subpaths. Each subpath is derived from the original route by taking
from it the maximum number of consecutive vertices that fits into the vehicle capacity, starting
from the first unvisited customer, and stopping when the number of vertices that remain is equal
to the number of unused vehicles. If the obtained subpaths do not cover all customers, this initial
solution is discarded and a new iteration is started. At most 100 iterations are performed trying
to find a feasible solution. In the last iteration, however, the feasibility problem for the considered
instance (packing all customers into m vehicles ignoring the transportation cost) is assumed to
be hard enough for a special treatment. In this case, the well-known first-fit decreasing heuristic
for the bin packing problem is used to pack the customers into vehicles, considering customers in
a non-increasing order of their sum of mean and deviation demands. For every feasible solution
found, the algorithm starts phase two to try to improve it. In this phase, each current solution
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is improved until reaching a local optimum with respect to the four neighborhoods previously
mentioned. To escape from local optima, perturbations consisting of 3 customer exchanges between
routes are applied. After each perturbation, the obtained solution is improved until reaching a local
optimum. If the combination of perturbation and improvement does not lead to a smaller cost,
the original solution is restored. Infeasible solutions that result from perturbations are discarded.
The iteration finishes when no improvement is obtained after α perturbations are applied, where
α is set to 1000 or 200. The first setting is applied in the case when the current solution cost is
at most 2% greater than the best solution cost obtained so far. The second setting is applied in
the opposite case. Additional mechanisms are implemented to further speed-up the search over
inter-route neighborhoods. These mechanisms are described in Section EC.3.3 of the electronic
companion.
6. Computational experiments
Our objective in this section is two-fold. First and foremost, our main purpose is to prove the
numerical validity of our algorithm. Hence, extensive experiments have been performed to com-
pare the proposed approach against the best known algorithms from the literature and to measure
the impact of the proposed techniques over our algorithm. For Dpart, the results from Section 6.1
use the 90 literature instances derived from the classical CVRP benchmark. For Dcard, the results
from Section 6.2 rely on new instances. All experiments have run in an Intel(R) Core(TM) i7-3770
machine with 3.4 GHz and 12 gigabytes of RAM, using a single core. Our branch-cut-and-price
algorithm was coded in C++ using i) the BaPCod package (Vanderbeck et al. 2017) which imple-
ments the branch-cut-and-price framework, ii) the code by Sadykov et al. (2017) which implements
the labelling algorithm to solve the pricing problems, and iii) CPLEX version 12.7.1 which solves
LPs and MIPs. Second, we illustrate in Section 6.3 on a numerical example how the uncertainty
set could be built in practice if historical demand vectors were available.
6.1. Experiments for Dpart
The instances used to test our algorithms for Dpart have been proposed by Gounaris et al. (2013)
based on 90 classical CVRP instances ranging from 15 to 150 customers. Each deterministic instance
has been used to generate one robust CVRP instance as follows:
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• nominal demands and deviations are equal to the deterministic values multiplied by 0.9 and
0.2, respectively;
• vehicle capacities are increased by a factor of 1.2 with respect to the original ones;
• four partitions are created, each one corresponding to the set of customers positioned in one
of the four quadrants of the customer area;
• the maximum sum of deviations allowed for each partition is computed as the sum of demand
deviations of all customers in the corresponding quadrant multiplied by 0.75.
6.1.1. Heuristic performance In this subsection, we compare our ILS-VNS heuristic against
the AMP heuristic proposed by Gounaris et al. (2016) and the combination of this heuristic with
the branch-and-cut algorithm proposed by Gounaris et al. (2013) (AMP+BC). For the ILS-VNS
heuristic, we measure for each instance the gap between the cost of the best solution found in a
first run after 100 iterations and the best known solution cost. All best known solutions are in
fact optimal except for the instance F-n135-k7. We also measure the average, best and worst time
required to find a solution at least as good as in the first run over 10 runs. For comparison, we report
averages of the results available in the literature for both AMP and AMP+BC which correspond
to experiments run in an Intel 2.66 GHz processor with 3 GB RAM. The solution costs obtained by
AMP are the best ones after 1 hour (3,600 seconds) of execution, and, for AMP+BC, are the best
ones after running AMP for 5 minutes (300 seconds), and then BC for for 24 hours (86,400 seconds).
For the instances that could be solved by BC, we used only the BC time reported in Gounaris et al.
(2013). We also point out that considering 1 hour of runtime for AMP may be overestimated as the
authors report that their results do not change much after the first 5 minutes. The overall results
are summarized in Table 1. In this table, besides the headers, each row reports average results
for one of the six instance classes of the corresponding classical CVRP benchmark. The last row
reports averages over all instances. Tables 2, and EC.1,EC.2, EC.3 from the electronic companion
follow the same row structure. For all these tables, the first two columns show respectively the
instance class and the number of considered instances. For Table 1, the following three rows show
Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
Article submitted to ; manuscript no. 25
the average solution cost gaps for ILS-VNS, AMP, and AMP+BC, respectively, each gap being
followed by the number of optimal solutions between parenthesis. The remaining four columns
report the geometric means of the three time measures (in seconds) taken for ILS-VNS and the
runtimes of AMP+BC, respectively. Geometric means are preferred for all runtimes aggregated
over different instances because many runtimes have different orders of magnitude.
Table 1 ILS-VNS heuristic results for Dpart
In. GAP (#opt.) ILS-VNS AMP+BC
cls #in. ILS-VNS AMP AMP+BC avg t. min t. max t. t.
A 26 0.0531% (23) 0.3037% (17) 0.0218% (25) 1.51 0.67 2.76 3440.31
B 23 0.0000% (23) 0.0972% (18) 0.0289% (22) 1.15 0.62 1.78 250.96
E 11 0.0000% (11) 0.6254% (5) 0.0000% (11) 1.78 0.86 3.01 573.01
F 3 0.0000% (2) 0.6610% (1) 0.2080% (2) 5.84 3.44 10.37 55.76
M 3 0.0677% (2) 0.7104% (1) 0.2707% (2) 26.53 6.82 47.21 40681.81
P 24 0.0000% (23) 0.2122% (14) 0.0000% (23) 0.86 0.48 1.45 976.36
all 90 0.0176% (84) 0.2913% (56) 0.0296% (85) 1.42 0.71 2.41 981.90
By Table 1, it is clear that ILS-VNS significantly outperforms both AMP and AMP-BC even
considering a runtime of 5 minutes (300 seconds) for AMP. ILS-VNS largely improves the solution
quality with respect to AMP for all instances classes, in a time that is orders of magnitude smaller.
The average gap improvement with respect to AMP+BC is smaller but still significant, except
for the instance class A, where it is slightly worse. In this case, however, the difference between
the runtimes of the two methods is even larger in most cases. Moreover, ILS-VNS found optimal
solutions for all but 6 instances, only one less than the exact method AMP+BC, while AMP found
such solution for a little more than half of the instances.
6.1.2. Branch-cut-and-price performance We also report in Table 2 consolidated results
of the proposed branch-cut-and price method (BCP) and its comparison against AMP+BC. This
table contains five columns reporting statistical data of the BCP root node, followed by three
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columns regarding the complete BCP runs and other three columns about AMP+BC. The BCP
root columns report the average gaps between the pure column generation lower bounds and the
best know solution costs (gap 0), the mean runtime to obtain such bounds (t. 0), the average
number of applied cut rounds (#c.r.), the average gaps between the final root node lower bounds
and the best know solution costs (gap 1), and the mean runtime to obtain such bounds (t. 1).
For both BCP and AMP+BC, the corresponding last two columns report the mean total runtime
(t.) and the number of instances for which the solution optimality has been proved (#opt). For
both methods, a runtime of 86,700 seconds is used when the instance cannot be solved within this
time. This time limit was employed for a fair comparison against AMP+BC while using strictly the
results reported in (Gounaris et al. 2016). Moreover, for BCP, the first column gives the average
number of branch-cut-and-price nodes (#n.), and for AMP-BC, the first column gives the final gap
between the obtained lower bound and the best known solution cost (gap).
Table 2 Branch-cut-and-price results for Dpart
In. BCP root BCP AMP+BC
cls #in. gap 0 t. 0 #c.r. gap 1 t. 1 #n. t. #opt. gap t. #opt.
A 26 2.16% 0.70 3.7 0.00% 2.91 1.00 2.91 26 1.97% 3440.31 12
B 23 3.68% 1.31 2.8 0.01% 5.95 1.05 5.98 23 1.39% 250.96 13
E 11 2.31% 2.79 5.4 0.00% 11.40 1.00 11.40 11 2.19% 573.01 5
F 3 3.01% 139.10 5.0 0.30% 309.40 5.37 833.42 2 1.10% 55.76 2
M 3 1.66% 12.49 14.7 0.20% 52.44 3.33 153.51 3 2.70% 40681.81 1
P 24 1.27% 0.51 2.8 0.00% 1.47 1.00 1.48 24 2.09% 976.36 10
all 90 2.34% 1.17 3.9 0.02% 4.43 1.11 4.75 89 1.87% 981.90 43
By Table 2, it can be seen that the proposed BCP outperforms AMP+BC for all instance classes
except F, where both methods solve two out of three instances having 44, 71 and 134 customers.
In this case, the two smaller instances are harder for BCP because they have relatively long routes.
Overall, BCP solves all instances but one while less than half of them are solved by AMP+BC.
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Although the only open instance has been tried for more than 24 hours without success, all other
instances have been solved in less than 2 hours (7,200 seconds). Note that the mean runtime of
BCP is two orders of magnitude smaller than that of AMP+BC. It is worth to mention that BCP
used the solution cost found by ILS-VNS as an initial upper bound (we have used an upper bound
one unit larger for all instances with up to 120 customers for testing purposes). However, it can
be seen in Table 1 that adding the heuristic time to the total BCP time would not change much
the results. It is also remarkable from Table 2 that the cuts closed almost all the gap left by the
column generation lower bound, which allows us to solve almost all instances at the root node.
Note however that the root node for BCP includes the resolution of IP problems generated through
the enumeration of all useful elementary routes by CPLEX, when such problems are small enough.
Nevertheless, the root lower bound used to compute the numbers in the column gap 1 does not
include this resolution step.
6.1.3. Preprocessing Applying the pre-processing detailed in Section 2.3, we could remove
nearly 80% of the subproblems, and 22 of 90 instances were reduced to deterministic homogeneous
CVRP (with one subproblem). Further details are provided in Section EC.5.1.1 of the electronic
companion.
6.1.4. New capacity cuts The literature cuts are already very effective, closing more than
60% of the gap. Yet, the new cuts close 33% of the remaining gap, which is a significant improve-
ment. We refer to Section EC.5.2 of the electronic companion for details.
6.2. Experiments for Dcard
6.2.1. New Instances The new instances are also derived from the classical CVRP instances.
As the uncertainty set Dcard makes the problem harder, the considered 90 instances range from
12 to 120 customers (we included the instances E-n13-k4 and A-n45-k7 not present in the Dpart
data set and removed the largest F-n135-k7 and M-n151-k12). The additional data required to the
robust counterpart has been generated based on the following three parameters: µ is the relative
magnitude of demand deviations, ρ is the multiplicative factor applied to the average route length
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to compute the value of Γ, and τ is proportional to the difference between the vehicle capacity
and the minimum required to make the instance feasible, where the scale factor applied makes
τ equal to one if the capacity is the minimum required to use m− 1 vehicles. Smaller values of
τ lead to tighter capacities. Further details on the generation of the specific robust counterpart
parameters are given in Section EC.4 to ensure the reproducibility of results. We generated one
main configuration and six additional ones to evaluate the sensitivity of results with respect to
each instance parameter. Table 3 shows the assigned name (first row), and the value set to each
parameter (remaining three rows) for each configuration. For example, in the main configuration,
each demand deviation value is equal to 30% of the corresponding nominal demand value, Γ is
(approximately) equal to 75% of the average route length, and the difference between the vehicle
capacity and its minimum is 30% of the difference between the capacity required to discard one
vehicle and the minimum capacity. These values were derived from both practical observations
and preliminary experiments. We consider that the range chosen for demand deviations cover
most practical applications. For ρ, we have chosen values that result in different Γ values even for
instances where the average number of customers per vehicle is as small as four. Moreover, we tried
to avoid values that result in Γ = 0 or Γ not smaller than the longest route in an optimal solution.
The values chosen for τ were derived from preliminary experiments that showed that finding an
initial feasible solution for instances with τ = 0.15 using a greedy approach is not so easy, and
that instances with τ = 0.6 are relatively loose. For the intermediate value τ = 0.3, we observed a
behavior clearly between the two previous ones.
Table 3 New benchmark set for Dcard
Conf. Main Low d̂ High d̂ Low Γ High Γ Low C High C
µ 0.3 0.1 0.5 0.3 0.3 0.3 0.3
ρ 0.75 0.75 0.75 0.5 1 0.75 0.75
τ 0.3 0.3 0.3 0.3 0.3 0.15 0.6
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6.2.2. Heuristic and branch-cut-and-price performance Table 4 summarizes the results
of running both ILS-VNS and BCP for the new benchmark instances. The ILS-VNS runs follow the
same scheme as the one described in Subsection 6.1.1, and each BCP run was limited to 2 hours
(7,200 seconds). We remark that all instances that were solved for Dpart were solved in less than 2
hours, which motivated the use of this time limit. In Table 4, the eight columns labeled by BCP
root and BCP follow the same structure as in Table 2, and the last five columns report for ILS-VNS,
the average gap (gap), the mean values for the average, minimum and maximum runtimes (avg t.,
min t., and max t.), and the number of optimal solutions found (#opt.), respectively. These values
were computed in the same way as in Table 1.
Table 4 Heuristic and branch-cut-and-price results for Dcard
BCP root BCP ILS-VNS
In. cls #in. gap 0 t. 0 #c. gap 1 t. 1 #n. t. #opt. gap avg t. min t. max t. #opt.
A 27 2.19% 2.50 4.4 0.02% 17.88 1.11 18.81 27 0.03% 1.98 0.76 4.14 24
B 23 5.14% 3.44 5.9 0.23% 41.48 1.50 69.54 20 0.00% 2.57 1.01 5.04 19
E 13 1.91% 5.69 5.3 0.03% 24.84 1.16 27.79 13 0.12% 2.85 1.07 4.97 10
F 2 2.00% 154.53 0.5 0.00% 222.81 1.00 222.83 2 0.00% 1.26 1.20 1.33 2
M 2 4.03% 39.31 6.5 0.00% 108.21 1.00 108.23 2 0.00% 5.72 2.87 10.53 2
P 23 1.59% 2.28 3.4 0.00% 10.74 1.00 10.75 23 0.00% 1.93 0.74 3.85 23
all 90 2.79% 3.48 4.6 0.07% 22.47 1.17 26.47 87 0.03% 2.25 0.89 4.37 80
Low d̂ 90 2.79% 3.80 4.3 0.03% 26.14 1.13 28.60 89 0.00% 2.37 0.82 4.67 87
High d̂ 90 2.68% 3.36 4.9 0.16% 19.69 1.35 25.84 86 0.02% 3.50 0.94 7.14 82
Low Γ 90 2.74% 4.28 5.4 0.10% 27.71 1.20 30.97 89 0.01% 2.99 1.04 5.65 81
High Γ 90 2.67% 2.66 4.6 0.07% 14.77 1.17 17.20 87 0.02% 2.53 0.86 5.02 81
Low C 90 3.10% 3.79 6.5 0.43% 26.89 1.37 34.40 85 0.13% 6.10 1.46 13.58 69
High C 90 2.92% 3.83 4.6 0.18% 23.91 1.41 33.80 84 0.01% 1.95 0.85 3.35 80
By Table 4, it can be seen that the overall performance of the proposed methods for the new
benchmark set is roughly similar to that observed for the literature instances: ILS-VNS can find
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the great majority of the optimal solutions in a few seconds, most of the gap left by the column
generation lower bound is closed but the combination of the proposed cuts with the literature cuts
previously proposed for the deterministic version, and only a few instances could not be solved
exactly withing two hours of runtime. A more detailed analysis however reveals that there are some
cases where instances can still be challenging for the proposed algorithms. For instance, ILS-VNS
could not find optimal solutions for 21 out of 90 low-capacity instances and the average gap with
respect to the best-known solutions is more than four times the gap of any other configuration.
We observed that this is because it is harder to find feasible solutions with this configuration
and the proposed method is not prepared to handle that. Moreover, for the main class, the three
instances that could not be solved belong to the class B, having 50, 56 and 63 customers. It is
worth mentioning that four larger instances of the same class could be solved relatively easily. The
main reason for not solving such instances is that all of them have root gaps larger than 1.5%,
which is more than 20 times larger than the average gap for the whole benchmark set in the main
configuration. Regarding other configurations, it can be seen that the instances with lower demand
deviations are easier for both ILS-VNS and BCP in the sense that more optimal solutions are
found by the heuristics, more instances could be solved exactly, and both the root gaps of BCP
and the gaps of ILS-VNS with respect to the best known solution are smaller. We also observe that
the root gaps of BCP are significantly larger for high demand deviations, and for both higher and
lower capacities, in the latter case being more than six times larger than in the main configuration.
For the lower capacity, we observed that the higher root gap is compensated by the stronger effect
of fixing by reduced cost and enumeration in these instances, which leads to a number of solved
instances than is not very much different from the main configuration. Overall, only 23 out of 630
instances could not be solved exactly within 2 hours, ranging from 50 to 100 customers, where 18
of them are from the class B, 4 are from the class E and 1 is from the class A.
6.2.3. Effect of approximate feasibility testing We have also measured the effect of the
proposed approximate feasibility checking procedure. For that, we measured the average runtime
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for each instance with this technique disabled and enabled. The average ratio between the two
times is 2.7 for the main configuration. For separate instance classes, this average ratio does not
change much except for the classes F and M, which are 1.66 and 3.68, respectively. For more
detailed results, we refer to Section EC.5.3 on the electronic companion.
6.2.4. Preprocessing The number of pricing problems left after the preprocessing is roughly
15% smaller than before, see Section EC.5.1.2 of the electronic companion for details.
6.2.5. New capacity cuts The literature cuts close 40% of the gap for these instances, and
the new ones close nearly 40% of the remaining gap, see Section EC.5.2 of the electronic companion.
6.3. Data-driven illustration
We illustrate in this section on a small case study the usefulness of the robust solutions, and more
particularly, of those provided by uncertainty set Dcard. Assuming the decision maker is given a set
of historical demands with mean µ and standard deviation σ, we calibrate Dcard by setting d̄= µ
and d̂= σ. The value of Γ is then chosen by the decision-maker, depending on her risk-aversness.
We illustrate next this contruction on a numerical example.
Consider instance E-n51-k5 such that the mean µ is equal to the original (deterministic) demands,
and the standard deviation σ= 0.25µ (notice m= 5 in the instance). We run the robust CVRP for
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each value of Γ in {0, . . . , n}, obtaining up to n+ 1 different optimal solutions to the robust model.
Notice that for Γ≥ 1, the problem is no longer robust feasible so we provide the solutions obtained
with m = 6 and m = 7 (for Γ ≥ 7) for these instances. Using Γ ≥ 9 does not change further the
optimal solution. Next, using the heuristic by Høyland et al. (2003), we generated 1000 scenarios
in which each demand follows the normal distribution with mean µ and standard deviation 0.25µ.
Both uncorrelated and correlated sets of scenarios were generated. For the latter set, the correlation
matrices were constructed following the procedure by Dinh et al. (2018), which correlates demands
by geographical proximity of the nodes. We associate to each robust solution its cost and its failure
probabilities for the uncorrelated and correlated cases. The results are presented in Figure 2, where
the cost is presented as the increase relatively to the cost of the solution with Γ = 0.
Consider now the problem faced by a company owning 6 vehicles. Ignoring uncertainty and
setting the demands to their mean values leads to a high failure probability (nearly 0.9), which
is unacceptable for the company. Fortunately, using the robust models, the company can use
alternative solutions that are slightly more expensive, while being much more reliable. For instance,
the solution provided by Γ = 6 reduces the failure probability to about 0.05 and 0.1 (depending on
the presence of correlation or not) while being less than 10% more expensive than the deterministic
solution. If the failure probability needs to be reduced even further, the company may always
consider renting an additional vehicle. We notice that the picture is similar for the cases of correlated
and uncorrelated demands, the failure probability being higher in the former case.
7. Conclusion
Modern branch-cut-and-price algorithms have solved vehicle routing instances larger and faster
than ever before. In this work, we carry over these techniques to the robust capacitated vehicle
routing problems with knapsack uncertainty. Extending existing results in robust combinatorial
optimization and providing original reduction strategies, new valid inequalities, and improved pri-
mal heuristics we are able to solve all but one instance proposed by Gounaris et al. (2013) for the
partition polytope, while obtaining very good results for the new instances generated for the bud-
get polytope. We also suggest a construction for the budgeted uncertainty set based on historical
data, which illustrates the practical usefulness of the robust model.
Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
Article submitted to ; manuscript no. 33
Some of our results encompass problems much more general than the robust CVRP and could
benefit other combinatorial optimization problems under uncertainty. This is particularly the case
for the reformulations of the robust feasibility set as polynomial number of deterministic feasibility
sets. While the idea had been introduced before, we have shown how to significantly reduce the
number of deterministic feasibility sets. We expect that approach to be particularly useful for prob-
lems for which efficient algorithms rely on decomposition methods, isolating the robust capacity
constraints in the subproblems. This happens, for instance, when considering richer variants of the
CVRP as those considered by Baldacci and Mingozzi (2009), as well as with other classical combi-
natorial optimization problems, such as the bin packing problem with item size uncertainty (Song
et al. 2018), or the vector packing problem (Caprara and Toth 2001).
References
Aissi H, Bazgan C, Vanderpooten D (2009) Min-max and min-max regret versions of combinatorial opti-
mization problems: A survey. European Journal of Operational Research 197(2):427–438.
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Detailed experimental results and proofs
EC.1. Missing proofs
EC.1.1. Proof of Theorem 1
Following the notation introduced in the paper, we denote {y ∈ Y | (dθ)>y ≤ C − b>θ} as Yθ. Let
us first prove Y ⊆ ⋃
θ∈Θ







, and (θ∗, z∗) be an optimal
solution of the dual of the latter maximization problem such that θ∗ ∈Θ. Such an optimal solution
exists because the dual of the previous maximization problem is equivalent to the left-hand side of
(4), the latter problem minimizing a convex piecewise linear function whose breakpoints belong to
















where the last inequality holds because y ∈Y. Thus, y ∈Yθ∗ .































As a result, y ∈Y, finishing the proof. 
EC.1.2. Proof of Theorem 3
Recall the notation Yθ ≡ {y ∈Y | (dθ)>y≤C− b>θ}. Analyzing the proof of Theorem 1, we see that
not all θ ∈ Θ are needed in the decomposition formulated in the theorem, but only those which







Hence, the proof of Theorem 1 leads immediately to the following result.
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Corollary EC.1. Y = ⋃
θ∈Θ′
Yθ
Next, we prove that Ỹθ =Yθ for each θ ∈Θ′.




∣∣∣∣ bk ≤ ∑
i∈Vk:d̂i≥θk
wiyi,∀k ∈ {`∈ {1, . . . , s} |θ` > 0}
 .
By definition, Ỹθ ⊆Yθ for any θ ∈Θ. To prove the reverse inclusion, let ξ∗ be an optimal solution









wiξi ≤ bk, k= 1, . . . , s
}
(EC.1)







zi s.t. zi +wiθk(i) ≥ d̂iyi, i= 1, . . . , n
}
. (EC.2)
The complementary slackness conditions imply that





i = bk (EC.3)
for k= 1, . . . , s, and
ξ∗i > 0 =⇒ z∗i +wiθ∗k(i) = d̂iyi, (EC.4)
for i= 1, . . . , n. Consider any vector y ∈Yθ. We can assume w.l.o.g. that the optimal solution ξ∗ is
such that yi = 0 =⇒ ξ∗i = 0, which is equivalent to
ξ∗i > 0 =⇒ yi = 1. (EC.5)
Consider k ∈ {1, . . . , s} such that θ∗k > 0. Applying subsequently (EC.3), ξ∗ ≤ 1, and (EC.5), we
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Using (EC.5) and z∗ ≥ 0, (EC.4) can be reformulated as ξ∗i > 0 =⇒ wiθ∗k(i) ≤ d̂i, so that
{i∈ Vk : ξ∗i > 0} ⊆ {i∈ Vk : d̂i ≥wiθ∗k}. (EC.7)






Proof of Theorem 3. From Corollary EC.1, we have that Y = ⋃
θ∈Θ′:Yθ 6=∅
Yθ. Using Proposi-
tion EC.1, we rewrite the latter as Y = ⋃
θ∈Θ′:Ỹθ 6=∅
Yθ, and the result follows from Θ′ ⊆Θ. 
Out of completeness we provide a stronger variant of Proposition EC.1 below, showing that for
θ ∈Θ′, any y ∈Y satisfies additional constraints.









wiyi ≤ bk,∀k ∈ {`∈ {1, . . . , s} |θ` > 0}
 .
Proof. Let ξ∗, z∗, θ∗ and y be as in the proof of Proposition EC.1 and consider k ∈ {1, . . . , s}














Let us introduce the additional complementary slackness condition
z∗i > 0 =⇒ ξ∗i = 1. (EC.9)
If yi = 1 and d̂i >wiθ
∗
k, then zi > 0, so that (EC.9) yields ξ
∗
i = 1. Therefore,
{i∈ Vk : ξ∗i = 1} ⊇ {i∈ Vk : d̂i >wiθ∗k, yi = 1}. (EC.10)
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Consider next k ∈ {1, . . . , s} such that θ∗k = 0. We prove first that for each i∈ Vk
yi = 1 =⇒ ξ∗i = 1. (EC.11)
Linear programs (EC.1) and (EC.2) are decomposable by k ∈ {1, . . . , s} and the strong duality
holds for each k ∈ {1, . . . , s} so that
∑
i∈Vk






From θ∗k = 0, we have that z
∗

















Notice that the above proposition has not been used in our numerical experiments since they
rely on testing the feasibility of the larger set Ŷθ.
EC.1.3. Proof of Lemma 1



































where the second equality holds because dθi ≥ 0, so we can put to 0 all components of y not
appearing in the constraint. Let z∗k be the optimal solution cost of the k-th knapsack problem
considered in (EC.13). The value z∗ can be computed in pseudo-polynomial time by solving a
knapsack problem for each k ∈K(θ). If one of these knapsack problems is infeasible, then we set
z∗k =∞. Then, having z∗ >C − b>θ implies that Ŷθ is empty.
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EC.1.4. Proof of Lemma 2
Clearly, Θcard satisfies the hypothesis of Theorem 3 whenever s= 1, b1 = Γ, and w1 = · · ·=wn = 1.











Note that the minimum is attained at the left-hand side of the previous inequality when yi = 1 for
the indices i that correspond to the Γ smallest values of d̂i that are not smaller than θ. 
EC.1.5. Proof of Lemma 3
In the case of Dpart, we see that θik(i) = 1 for each i ∈ Vk and k ∈K(θ), so that V̂k(θ) = Vk and
dθ = d̄. Now, we further assume that d̂ = κd̄ for some scalar κ > 0 (which is true for all current
literature instances), and consider the linear relaxation of the of Ŷθ written for for Dpart
ŶLPθ ≡
{
y ∈ [0,1]n | b>θ+ d̄>y≤C,
∑
i∈Vk
κd̄iyi ≥ bk,∀k ∈K(θ)
}
.











for each k ∈K(θ), so that the counterpart of z∗ for Dpart is ∑k∈K(θ) bk/κ=(b>θ)/κ. Hence, ŶLPθ is
necessarily empty when (b>θ)/κ>C − b>θ. 
EC.1.6. Proof of Theorem 4
We provide next a lower bound on the number of vehicles required to cover the customers of S.
Having the heterogeneous formulation (14)–(17) in mind, our bound is based on an integer program
specifying how many vehicles of each type one needs to cover all customers. Specifically, for each
vehicle type θ ∈ Θ̃ we introduce the integer variable wθ which represents how many vehicles of type
θ are used, each of which having a capacity C − b>θ, and the binary variable viθ which is equal to
1 iff customer i is assigned to a vehicle of type θ. In particular, the formulation does not assign









viθ ≥ 1, i∈ S, (µi) (EC.15)
∑
i∈S
dθi viθ ≤ (C − b>θ)wθ, θ ∈ Θ̃, (νθ) (EC.16)
wθ ∈Z, θ ∈ Θ̃, viθ ∈Z, i∈ V, θ ∈ Θ̃. (EC.17)
where the corresponding dual variables of the continuous relaxation are denoted between paren-
thesis. In this formulation, (EC.14) represents the minimum number of routes required to serve
S, (EC.15) ensures that every customer in S is served, and (EC.16) avoids using more than the
available capacity for each θ ∈ Θ̃. The value ř(S) is the ideal value one would like to put in the
right-hand-side of (18) since it states how many vehicles are needed to serve all customers of S,
taking only into account the type of vehicle each customer is assigned to. Unfortuntaly, computing
ř(S) requires solving the integer program (EC.14)–(EC.17), which is impractical. Therefore, we
consider instead the continuous relaxation of (EC.14)–(EC.17), the optimal solution of which we





s.t. µi ≤ dθi νθ, i∈ S, θ ∈ Θ̃,
(C − b>θ)νθ ≤ 1, θ ∈ Θ̃,
µ, ν ≥ 0.
Clearly, ṙ(S)≤ř(S), so ṙ(S) is a valid value for the right-hand-side of (18). What is more, in any
optimal solution of the dual, we have νθ =
1









C − b>θ . (EC.18)

EC.1.7. Proof of Theorem 5
In order to be able to prove the theorem, we define a new optimization problem that turns out to
be a relaxation of the problem of assigning the vertices of S to the minimum number of routes,
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respecting the vehicle capacities for demands in Dpart = {d= d̄+ξ | ∑
i∈Vk
ξi ≤ bk, k= 1, . . . , s, ξ ≤ κd̄}.
We call it the Stripe Crossing Problem (SCP).
In SCP, we are given s striped boards, where board k has height qk(S), for k = 1, . . . , s. Each
board k has alternated gray and white horizontal stripes, the lowest one being gray. All gray stripes
in board k have height bk
κ
, and all its white stripes have height max{0,C− 1+κ
κ
bk}, for k= 1, . . . , s.
Only the highest stripe may have a truncated height if it does not fit into the remaining board
space. Note that board k is completely gray if C ≤ 1+κ
κ
bk. SCP asks for a way to draw vertical lines
crossing all stripes of all boards, from bottom to top, minimizing the number of used pens. It is
assumed that each pen has a limited amount C of ink, and spends 1 and 1 +κ units of ink per line
length unit in white and gray stripes, respectively. Moreover, each pen is allowed to draw at most
one contiguous line segment in each board. Figure EC.1 illustrates SCP by depicting an instance
with 3 boards and a solution using 6 pens. The stripe heights of board 1 and the height of board
3 are indicated in the figure. Drawn lines are represented as wide dark-gray vertical lines with the



















BOARD 1 BOARD 2 BOARD 3
q3(S)
PEN 1
Figure EC.1 A Stripe Crossing Problem instance.
Next, we present two propositions that demonstrate the link between SCP and the minimum
number of vehicles required to serve all customers in a given set S. In this link, boards represent
partitions, pens represent vehicles, gray stripes represent demands that deviate in a gives scenario,
and white stripes represent demands that do not deviate from their mean values. We also give an
additional proposition proving that the newly proposed inequality strictly dominates (20).
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Proposition EC.3. The total line length drawn with a given pen over the gray stripes of a
given board is at most bk
κ
.
Proof. If C ≤ 1+κ
κ
bk, the proposition holds because the pen spends 1 + κ ink per length unit,




. Otherwise, suppose that a given pen draws a line length
` > bk
κ
over the gray stripes of a board k. Since the height of any gray stripe in this board is not
greater than bk
κ
, the pen has to cross one of its white stripes completely. For that, it must spend
at least C − 1+κ
κ
bk + (1 + κ)` > C, which contradicts the limit on the amount of available ink for
this pen, finishing the proof. 
Proposition EC.4. The optimal solution r∗(S) of SCP is a lower bound on the number of
routes required to serve all customers in S in the robust CVRP with the uncertainty set Dpart.
Proof. Let y be a variable matrix representing a feasible solution for the robust CVRP with
Dpart, where y`i = 1 if vertex i∈ V 0 is served by route `∈ {1, . . . ,m}, and 0 otherwise. We assume
w.l.o.g. that routes `= 1, . . . , r, and only them, visit S. Then, it is enough to prove that there is a
feasible solution to the corresponding SCP instance using r pens.
Associate each pen with a route `, for ` = 1, . . . , r. Then, for each board k, build a crossing
vertical line by concatenating line segments drawn by all pens, such that the length of the line
segment drawn by pen ` is given by
∑
i∈S∩Vk
d̄iy`i. Note that the total line length drawn over the





d̄iy`i = qk(S) since all the demand of S is served by the r routes. Now,
let α`k and β`k be the total line length drawn by pen ` over the white and the gray stripes of board










































where the first inequality is a consequence of Proposition EC.3, and the last one holds because `
is a feasible route for the robust CVRP. Hence, the constructed solution is feasible for the SCP
instance, finishing the proof. 
We are now able to prove the main result of this section.
Proof of Theorem 5 First, we show that γk is the exact line length drawn contiguously by a
pen with ink C over the board k if it is used exclusively in this board. To see this, note that, for
C ≤ 1+κ
κ
bk, where board k is completely gray, γk =
C
1+κ
gives the exact length that can be drawn
by a pen with ink C over a gray area. Otherwise, when C > 1+κ
κ




drawing a total length of bk
κ
over the gray stripes, and the remaining ink to draw a total length of
C − 1+κ
κ






is the number of times a pen becomes empty when crossing a board
k (assuming that none of the pens used in this board is used elsewhere). Moreover, q̂k(S) is the
remaining height of board k after excluding the part crossed by these pens. Given that, the exact













for k= 1 . . . , s. Thus, summing it up for all boards, dividing by C, and rounding the result up gives
a lower bound on r∗(S) which is exactly equal to r̂(S). Hence, by Proposition EC.4, r̂(S) is a valid
lower bound on the left-hand side of (5) for any feasible robust CVRP solution. 
EC.1.8. Proof of Proposition 1
Note that, for the particular case considered here, r̃(S) can be rewritten as
s∑
k=1
(qk(S) + min{bk, κ qk(S)})
C
 ,



















































where ek represents a vector with the kth component equal to one, and all remaining ones equal
to zero. The first equality holds because the minimum of
dθi
C−b>θ over Θ̃ (here assumed to be equal
to Θ) is always achieved when θ` = 0 for all ` 6= k. Hence, to prove that r̂(S)≥max{ṙ(S), r̃(S)}, it






+ q̂k(S) + min{bk, κ q̂k(S)}
≥max
{


























for k= 1, . . . , s.
We divide the proof of (EC.19) into two cases. First, assume that C
1+κ










= γk. Moreover, by definition of q̂k(S), it is smaller than γk.
Hence, we have that
bk >κ q̂k(S).
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which is greater than or equal to the rhs of (EC.19).
Now, it remains to prove (EC.19) for the case where C
1+κ
<C − bk = γk, which implies that
C < (C − bk) +κγk
bk < κγk. (EC.21)































which can be shown to be greater than or equal to the rhs of (EC.19) by applying (EC.21).
To show that the inequality can be strict, we extend Example EC.3 by including the customers
5 and 6 in S ∩ V2, with d̄5 = d̄6 = d̂5 = d̄6 = 2. In this case, r̃(S) remains equal to 2 because
the deviation considered for partition 2 is already at its maximum, and the total demand to be








C−2 = 1, becoming also equal to 2. However, r̂(S) = 3 since γ2 = 4, q2(S) = 8, and q̂1(S) = 1.

EC.1.9. Proof of Proposition 2








we use the fact that ξ∗ is the worst-case scenario for both r and r′. Clearly, if Γ1 + Γ2 ≤ Γ the












. Next, we prove that it also holds only for





ξ∗` if `∈ {jq+1, . . . , j|r′|}
ξ∗` otherwise.
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Clearly ξ̇ ∈ Ξ. Moreover, since
|r′|∑
`=q+1












d̂j` ξ̇j` = d̃(r
′′), completing the proof. 
EC.2. Three examples for the new capacity cuts
To simplify the cut strength analysis that follows, we assume from now on that Θ̃ = Θ. The first
two examples look at the case D=Dcard.
Example EC.1. Consider that S = {1, . . . ,20}, Γ = 1, C = 3, and d̄1 = · · · = d̄20 = d̂1 = · · · =
d̂20 = 1. In this case, since only one deviation is allowed for all d ∈ D, we obtain that r̃(S) =
d21/3e= 7. Alternatively, since Θ̃ = {0,1}, we have that ṙ(S) = 20min{2/3,1/2}= 10.
Although ṙ(S) is usually much larger than r̃(S) when the number of routes required to serve S is
large, the next example shows that the opposite scenario may occur if only two routes are required.
Example EC.2. Consider S = {1, . . . ,5}, Γ = 3, C = 15, d̄1 = d̂1 = 5, and d̄2 = · · ·= d̄5 = d̂2 =
· · ·= d̂5 = 1. In this case, since the total demand to be served in S can reach 16>C (by deviating
d1, d2, and d3, for example), we obtain that r̃(S) = 2. However, since Θ̃ = {0,1}, we have that
ṙ(S) = min{10/15,9/12}+ 4min{2/15,1/12}= 1.
Note that Example EC.1 can be easily adapted for D =Dpart because all deviations are unitary.
For that, it is enough to assume that all customers in S belong to the same partition Vk of V
0, and
that bk = Γ = 1. This shows that ṙ(S) can also be strictly larger than r̃(S) for the uncertainty set
proposed in Gounaris et al. (2013). It is worth mentioning that all deviations in this example are
proportional to the corresponding nominal demand values, which is an assumption of the special
case addressed by Theorem 5. The third example shows that the opposite strict inequality may
also occur regardless of whether deviations are proportional to nominal values or not.
Example EC.3. In this case, assume that V 0 is partitioned into two sets (s= 2), S = {1,2,3,4},
and S ∩ V1 = {1}. Moreover, we have C = 6, d̄1 = · · ·= d̄4 = d̂1 = · · ·= d̂4 = 1, and b1 = b2 = 2. In
this case, note that r̃(S) = 2 since the total deviation of d2, d3, and d4 can reach the limit of the
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partition 2, and d1 can deviate by one unit since it is in another partition, resulting in a total

















C − 2 = 1.
EC.3. Further algorithmic details
EC.3.1. Branch-cut-and-price outline
In the algorithm, the linear relaxation of the formulation (14)–(17) is solved by column generation,
stabilized using the automatic dual price smoothing technique by Pessoa et al. (2018). To accelerate
the solution of each pricing subproblem θ ∈ Θ̃ we use the ng-path relaxation (Baldacci et al. 2011)
of Rθ. This relaxation includes non-elementary routes, i.e. that may pass by the same customer
more than once. The ng-path relaxation is dynamically adjusted using the approach of Bulhoes
et al. (2018).
The pricing problems are solved using the bi-directional bucket graph based labelling algorithm
proposed by Sadykov et al. (2017). In it, each label represents a partial path started at the depot.
Labels are grouped into buckets based on their final vertices and on ranges defined for the accu-
mulated demand. As dθ is continuous in general, such bucket definition has an advantage in our
setting over a more traditional way based on resource discretisation, used for example in Pecin
et al. (2017b). A bucket arc exists between a pair of buckets if a label in the first bucket can be
extended to a label in the second one. The bucket graph (which consists of buckets and bucket
arcs) is useful because it helps to determine an efficient order for label extensions. Additionally,
the bucket graph is used to avoid label extensions that are proved not to contribute to a solution
that improves the current best one. This is performed by removing bucket arcs from the bucket
graph based on a reduced cost argument, as in (Sadykov et al. 2017).
We separate capacity cuts which are specific for the robust CVRP and which are presented below
in Section 4. We also separate generic rank-1 Chvatal-Gomory cuts for up to 5 rows (Pecin et al.
2017a). The limited memory technique by Pecin et al. (2017b) is used to decrease the negative
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impact of rank-1 cuts on the difficulty of the pricing subproblems. Strong branching on edge
variables is performed as in Pecin et al. (2017b). The elementary route enumeration procedure
proposed by Baldacci et al. (2008) is employed to enumerate routes with reduced costs smaller
that the current primal-dual gap. If the number of enumerated routes is small enough, the current
branch-and-bound node is solved by the CPLEX MIP solver.
EC.3.2. Separation of capacity cuts
Let x̄ be a fractional solution to RVRP-2IF. We have both types of separation procedures: one
specialized in the separation of (20), and another one that separates the weaker inequalities (19)
using the procedure of Lysgaard et al. (2004).
We separate robust capacity inequalities (20) at each node of the branch-and-bound tree using
the heuristic described in Algorithm 1, which is based on the separation heuristic used in Uchoa
et al. (2008). In this algorithm, the limit on the number of inserted cuts is set to 500.
Moreover, we use the procedure of Lysgaard et al. (2004) to separate the weaker version (19)
obtained by replacing its right-hand side with dṙ(S)e= d∑i∈S ḋi/Ċe where ḋi = minθ∈Θ̃{dθi /(C −
b>θ)} and Ċ = 1. Note that this is the exact expression for the right-hand side of the rounded
capacity cuts separated by Lysgaard et al. (2004) with ḋi and Ċ replacing d̄i and C, respectively.
Since the available implementation of this separation procedure requires that all demands and the
vehicle capacity are integer, we multiply them by a large scale factor and round them properly to
ensure the validity of the cuts.
EC.3.3. Speeding-up the search over inter-route neighborhoods
In Algorithm 2, lines 2-5 implement the search in the two intra-route neighborhoods, where the
incumbent solution is updated upon every found improvement. Inter-route neighborhoods are tried
only after no more intra-route change can be made. Lines 7-21 and 22-31 implement the search
in the 2-OPT∗and the insert neighborhoods, respectively. For the 2-OPT∗, since the change is
symmetric, if the pair of routes (r, r′) is tried in line 7, (r′, r) is not tried. However, the pair (r, the
reverse of r′) is also tried. In this case, the proposed mechanism to avoid trying useless changes
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Algorithm 1: Separation heuristic for inequalities (20) or (5)
for i∈ V 0 do
Si := {i};
repeat
Add to Si the node j ∈ V 0 \Si that leads to the largest cut violation (or smallest
slack) and results in a set not generated so far;
Check if Si leads to a violation;
if the number of violated cuts found reaches the limit then
return All violated cuts found
until no such node j exists;
return All violated cuts found
uses the fact that, if a modified route is infeasible, the same route with one additional customer is
still infeasible. This is done in lines 13 and 19 for route r, and lines 15 and 20 for route r′. A similar
mechanism is implemented for the insert neighborhood, where an insertion that causes infeasibility
will make the route infeasible regardless of the insertion position. This is implemented in lines 27
and 30, which avoid trying to insert the same customer in other positions in this case.
EC.4. Instance generation
Here, we precisely describe the generation of the uncertainty set data for the new benchmark set
proposed for Dcard. Given a deterministic CVRP instance and parameters µ, ρ and τ for a given
configuration, the full specification of Dcard is computed as follows.









4. This last step is more involved since it aims to define a modified value for the vehicle capacity
C ensuring that the resulting instance is feasible and the capacity is not too loose (otherwise using
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Algorithm 2: Local Search (parameter: an incumbent solution INC)
1 repeat
2 for each possible 2-OPT move over INC do
3 if it improves INC then replace INC by the new solution
4 for each possible reinsertion move over INC do
5 if it improves INC then replace INC by the new solution
6 if INC was not changed in the current iteration then
7 for each pair of routes r and r′ in INC do
8 for p= 0, . . . , |r| do
9 q0← 0;
10 for q= q0, . . . , |r′| do
11 try exchanging the last |r| − p customers of r with the last |r′| − q
customers of r′;
12 if r fails in the approximate feasibility test then
13 q0← q+ 1; continue for;
14 if r′ fails in the approximate feasibility test then
15 exit for;
16 if it improves the cost of INC then
17 if INC fails in the exact feasibility test then
18 if INC failed because of r then
19 q0← q+ 1; continue for;
20 else exit for;
21 else replace INC by the new solution
22 for each pair of routes r and r′ in INC do
23 for p= 1, . . . , |r| do
24 for q= 0, . . . , |r′| do
25 try inserting the pth customer of r after q customers in r′;
26 if r′ fails in the approximate feasibility test then
27 exit for;
28 if it improves the cost of INC then
29 if r′ fails in the exact feasibility test then
30 exit for;
31 else replace INC by the new solution
32 until INC does not change in the current iteration;
a smaller number of vehicles would be desirable in practice). For that, we define a function BP(c)
that receives a tentative capacity value c and computes an upper approximation of the minimum
number of vehicles required to make the current robust CVRP instance feasible with c as the vehicle
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capacity. The algorithm used to evaluate BP is detailed later. Then, we set C = τCmax +(1−τ)Cmin,
where Cmin = min{c∈ IN |BP(c)≤m} and Cmax = min{c∈ IN |BP(c)≤m− 1}.
First, we remark that function BP(c) can be fulfilled by any heuristic for the robust counterpart
of the Bin Packing Problem (BPP). To see this, note that BP ignores the objective function of the
robust CVRP instance being processed and tries to pack the customer into the minimum number
of identical vehicles with capacity c. Thus, we compute BP using the well-known first-fit decreasing
heuristic for the deterministic version of BPP, where customers are ordered in a non-increasing
order by the sum of their maximum demands allowed by the uncertainty set. At each iteration,
the heuristic searches in the ordered list of customers for the first one that fits into the current
vehicle. Whenever no customers can be inserted in the current vehicle, a new vehicle is inserted in
the solution. Although this method is not guaranteed to compute the minimum number of vehicles
required, we observed that instances created with τ = 0 were not realistic since their solution costs
(now considering the CVRP objective function) usually increased by large factors with respect to
the deterministic version of the problem. Thus, we decided to restrict our attention to instances
with τ ≥ 1.5. For the sake of easy reproducibility of our results, we report the values of Cmin and
Cmax for all instances of the proposed benchmark set in Subsection EC.6.1.
EC.5. Detailed numerical experiments
EC.5.1. Effect of preprocessing
EC.5.1.1. Uncertainty set Dpart Table EC.1 shows the effect of the preprocessing technique
introduced in Subsection 2.3 based on Lemma 3 for Dpart. In this table, the last 4 columns show the
average number of vehicles (m), the average number of subproblems after preprocessing (#sp), the
percentage reduction (%red.) obtained with respect to the initial number of subproblems, which is
always equal to 2s = 16, and the number of instances that could be solved as deterministic CVRP
because only one subproblem remained.
From Table EC.1, it can be seen that the proposed preprocessing method is very effective for the
literature instances. Almost 80% of the subproblems have been removed, and 22 of 90 instances
were solved as deterministic CVRP. Moreover, the preprocessing method seems to be more effective
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Table EC.1 Effect of preprocessing for Dpart
In. cls #in. m #sp %red. #det.
A 26 7.1 2.7 83.4% 7
B 23 7.2 3.9 75.8% 0
E 11 7.3 3.6 77.3% 4
F 3 5.0 5.0 68.8% 0
M 3 9.7 1.3 91.7% 2
P 24 7.3 4.3 73.2% 9
all 90 7.2 3.6 77.8% 22
for instance classes where the average number of vehicles is larger. We believe that this is not a
coincidence and that the way instances have been generated favors the observed reduction. Recall
that the limit on the total demand deviation for each quadrant is fixed as 75% of the sum of demand
deviations. Since each quadrant has roughly 25% of the total demand to be served and deviations
are proportional to nominal demand values, the limit imposed to the total demand deviation can
only be reached for a route that serves roughly 18.75% (> 1/6) of the total demand. Thus, if the
number of vehicles is much larger than 6, the preprocessing step is likely to prove that the total
deviation limit cannot be reached for many quadrants. This hypothesis is confirmed by the chart of
Figure EC.2, where each point represents one or more instances whose coordinates are the number
of vehicles and the number of remaining subproblems after preprocessing. The decrease on the
number of subproblems as the number of vehicles increases is very clear.
Although the previous observation has been caused by a specific artificial property of the bench-
mark set, we believe that similar situations may occur in real-life applications, leading to impressive
reductions on the number of subproblems. For testing robust optimization algorithms however, it
is now desirable that the new benchmark sets are designed to avoid the existence of redundant
constraints in the uncertainty set description. This is the case for the new benchmark set proposed
in Subsection 6.2.1.
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Figure EC.2 Relation between the number of vehicles and the number of subproblems remaining after
preprocessing.
EC.5.1.2. Uncertainty set Dcard Table EC.2 presents a measure of the effect of preprocess-
ing the subproblems. In this table, the first seven rows after the headers refer to the main configura-
tion described in the previous subsection, containing results for each instance class separately, and
then aggregated results. The additional six rows provide aggregated results for all instance classes
considering the remaining configurations. The results in these rows should be compared with that
in the seventh row. The first two columns contain the instance class or configuration identifier (In.
cls), and the number of instances in that subset (#in.). Tables 4, EC.4, and EC.3 follow the same
format except that results for configurations other than the main one are not presented in the last
two tables. The last four columns of Table EC.2 contain the average number of distinct demand
values (#dem.), the average number of subproblems without preprocessing (#sp lit.) according
to Theorem 2, and the average number of subproblems after preprocessing(#sp new), and the
percentage reduction (%red.).
From Table EC.2, we observe that the effect of preprocessing is not so expressive but still
significant for the new benchmark instances. This was expected since the instances have been
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Table EC.2 Effect of preprocessing for Dcard
In. cls #in. #dem. #sp lit. #sp new %red.
A 27 20.7 16.6 13.7 16.7%
B 23 21.6 16.9 14.0 16.9%
E 13 24.3 17.4 14.1 16.0%
F 2 53.5 24.5 21.5 11.9%
M 2 14.0 10.5 8.5 26.3%
P 23 25.5 18.3 16.2 9.4%
all 90 22.7 17.0 14.4 14.7%
Low d̂ 90 22.7 17.0 14.8 12.4%
High d̂ 90 22.7 17.0 14.1 16.1%
Low Γ 90 22.7 17.8 17.7 0.8%
High Γ 90 22.7 16.1 10.6 32.6%
Low C 90 22.7 17.0 14.2 16.0%
High C 90 22.7 17.0 14.9 11.6%
generated in a way that Γ is never larger than the average route length. We also observe that the
effect of preprocessing increases for larger values of Γ, and that Theorem 2 provides an important
reduction on the number of subproblems with respect to the number of distinct demand values but
it is far away from dividing it by two because most instances have a large number of customers
with the same associated demand.
EC.5.2. Effect of new capacity cuts
The aim of this subsection is to present a measure of the effect of the strengthened robust capacity
cuts introduced in Subsection 4 for the generic uncertainty set D, and its specific version given
by Theorem 5 for Dpart assuming demand deviations proportional to the corresponding nominal
demand value. The results presented in this table were obtained in a run of BCP only for the root
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node, with all other cuts, fixing by reduced cost and enumeration of useful elementary routes dis-
abled. We compare two runs. In the first one, only the capacity inequalities proposed by Gounaris
et al. (2013) are separated using the procedure described in Section EC.3.2 of the electronic com-
panion. The second one separates the new cuts using both this procedure and the one proposed by
Lysgaard et al. (2004) for the deterministic CVRP. In the second case, the separation algorithm
receives modified demands described in Subsection 4, and the violated cuts found are replaced by
the strongest available ones, which are the specific version for Dpart and the more generic version
for Dcard. For Dcard, we considered only the main configuration.
Table EC.3 presents the obtained results. In this table, the columns labeled by “#in.” report the
number of instances considered in each row, which are different for Dpart and Dcard. These numbers
may be smaller than in the previous tables because we disregard all instances for which the gap
left by the pure column generation lower bound is zero. The columns labeled by “cl. gap” and
“gap rd.” show the averages of the percentage gap closed by the literature cuts and the percentage
reduction of the gap obtained by replacing the literature cuts with the newly proposed strengthened
cuts. Let 1stLB, litLB, and newLB be the root lower bounds obtained by BCP without any cut,
with literature cuts only, and with the new cuts. Let also UB be the best known solution cost.
The percentage gap closed by the literature cuts and the percentage gap reduction obtained with
the new cuts are given by litLB−1stLBUB−1stLB × 100% and
newLB−litLB
UB−litLB
× 100%, respectively. Because
of that, the instances for which the gap left by the literature cuts is zero are disregarded in the
columns under the header “New cuts”. The remaining six columns show two additional measures
for each run of each benchmark set: the number of closed instances, i.e. that with final gap zero,
labeled by “#cl.”, and the average number of cut rounds needed, labeled by “#c.r.”.
Overall, Table EC.3 shows that the literature cuts are very effective for Dpart as they close more
than 60% of the gap, and that the new cuts close 33% of the remaining gap, which is a significant
improvement. However, the performance of the new cuts is highly dependent on the instance class.
For example, it closes almost 80% of the remaining gap for the class M and more than 50% for the
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Table EC.3 Effect of the new capacity cuts
Dpart Dcard
In. Lit. cuts New cuts Lit. cuts New cuts
cls #in. cl. gap #cl. #c.r. gap rd. #cl. #c.r. #in. cl. gap #cl. #c.r. gap rd. #cl. #c.r.
A 25 55.9% 1 2.8 36.2% 0 2.9 27 33.4% 0 2.7 37.9% 0 2.9
B 23 81.4% 5 2.7 51.5% 8 2.8 23 53.3% 0 2.7 64.5% 0 2.9
E 11 45.7% 2 2.5 9.3% 2 2.5 13 38.2% 3 1.8 25.3% 4 2.2
F 2 91.6% 1 1.5 58.7% 1 2 2 43.5% 0 1 -14.6% 0 2
M 2 68.8% 0 2.5 77.6% 1 3 2 67.5% 0 3 27.2% 0 3
P 22 51.4% 4 2.3 17.6% 5 2.3 22 32.2% 2 2.1 17.6% 2 2.8
all 85 61.5% 13 2.6 33.5% 17 2.6 89 39.9% 5 2.4 37.3% 6 2.7
classes B and F. Moreover, the number of instances with gap zero increases from 13 to 17 with the
new cuts. It is also clear that a small number of cut rounds are required for convergence in both
cases. For Dcard, we note that the gap zero is obtained for less instances (only 5 with the literature
cuts and 6 with the new cuts), and the literature cuts are less effective in general, closing roughly
40% of the column generation gap only. From that gap, the new cuts close more than 37% in the
average, again with a large variation from one instance class to the other. For example, for the class
B, which is the hardest one for BCP, the gaps closed by both the literature cuts and the new cuts
are much larger than for other classes. This suggests that further improving these cuts may be a
way to solve the instances left open by this work. However, for the class F, the new cuts provided
lower bounds that are worse in the average than that of the literature cuts. This is only possible
because the cut separation routine used is not exact. In fact, this happened only for the instance
F-n45-k4, where the literature cuts closed 87.1% of the initial gap and the new cuts closed only
81.4% of this initial gap, resulting in a gap 43.4% larger than the gap left by the literature cuts.
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EC.5.3. Effect of approximate feasibility checking for Dcard
Table EC.4 compares the runtimes of ILS-VNS with and without performing approximate feasibility
checks, for Dcard. The last three columns of this table contain the mean runtimes performing these
checks (app.t.time), the mean runtimes not performing them, i.e. performing only exact checks
(ex.t.time), and the average ratio between the time spent not performing the checks and the time
spent performing them (ex.app.ratio).
Table EC.4 Effect of the approximate feasibility testing for Dcard
In. # app.t. ex.t. ex.app.
cls in. time time ratio
A 27 1.98 5.82 2.96
B 23 2.57 7.09 2.78
E 13 2.85 6.79 2.47
F 2 1.26 2.07 1.66
M 2 5.72 21.04 3.68
P 23 1.93 4.47 2.47
all 90 2.25 5.88 2.70
EC.6. Raw data for Reproducibility
EC.6.1. Capacity ranges for the new benchmark set
Table EC.5: Minimum and maximum capacities for Dcard
Inst. Cmin Cmax Inst. Cmin Cmax Inst. Cmin Cmax
A-n32-k5 104 126 B-n38-k6 108 126 E-n76-k14 123 132
A-n33-k5 111 135 B-n39-k5 111 135 E-n101-k8 228 258
A-n33-k6 115 134 B-n41-k6 120 141 E-n101-k14 130 140
A-n34-k5 116 139 B-n43-k6 110 129 F-n45-k4 2275 3019
ec24 e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
A-n36-k5 112 137 B-n44-k7 115 132 F-n72-k4 36382 48097
A-n37-k5 104 128 B-n45-k5 124 151 M-n101-k10 231 251
A-n37-k6 119 140 B-n45-k6 124 146 M-n121-k7 244 280
A-n38-k5 121 148 B-n50-k7 110 127 P-n19-k2 194 358
A-n39-k5 121 148 B-n50-k8 116 129 P-n20-k2 196 363
A-n39-k6 110 129 B-n51-k7 123 141 P-n21-k2 186 347
A-n44-k6 120 141 B-n52-k7 109 125 P-n22-k2 193 357
A-n45-k6 125 147 B-n56-k7 110 126 P-n22-k8 3420 3790
A-n45-k7 114 129 B-n57-k7 127 145 P-n23-k8 50 57
A-n46-k7 108 123 B-n57-k9 112 124 P-n40-k5 155 188
A-n48-k7 114 130 B-n63-k10 116 127 P-n45-k5 173 210
A-n53-k7 121 140 B-n64-k9 124 137 P-n50-k7 170 195
A-n54-k7 121 138 B-n66-k9 121 134 P-n50-k8 148 166
A-n55-k9 116 129 B-n67-k10 114 124 P-n50-k10 117 128
A-n60-k9 115 128 B-n68-k9 117 130 P-n51-k10 96 106
A-n61-k9 124 138 B-n78-k10 119 130 P-n55-k7 184 209
A-n62-k8 116 131 E-n13-k4 5820 7420 P-n55-k8 164 184
A-n63-k9 124 138 E-n22-k4 6940 9000 P-n55-k10 131 143
A-n63-k10 117 129 E-n23-k3 5330 6266 P-n55-k15 85 90
A-n64-k9 120 133 E-n30-k3 5330 7865 P-n60-k10 141 155
A-n65-k9 123 137 E-n31-k7 163 190 P-n60-k15 91 96
A-n69-k9 118 131 E-n33-k4 9260 12129 P-n65-k10 150 165
A-n80-k10 118 130 E-n51-k5 194 237 P-n70-k10 164 181
B-n31-k5 103 126 E-n76-k7 245 280 P-n76-k4 427 553
B-n34-k5 115 141 E-n76-k8 214 241 P-n76-k5 341 416
e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty ec25
B-n35-k5 111 137 E-n76-k10 170 186 P-n101-k4 457 594
EC.6.2. Raw ILS-VNS results for Dpart
Inst. UB avg t. min t. max t. Inst. UB avg t. min t. max t.
A-n32-k5 748 0.30 0.30 0.31 B-n66-k9 1251 2.75 0.93 6.49
A-n33-k5 642 0.28 0.24 0.31 B-n67-k10 1007 1.15 1.04 1.61
A-n33-k6 717 0.30 0.26 0.55 B-n68-k9 1205 31.25 1.84 112.23
A-n34-k5 715 0.32 0.29 0.38 B-n78-k10 1131 6.57 1.29 20.89
A-n36-k5 755 0.40 0.30 0.64 E-n22-k4 373 0.14 0.14 0.14
A-n37-k5 650 0.41 0.37 0.45 E-n23-k3 563 0.29 0.22 0.52
A-n37-k6 892 0.31 0.30 0.33 E-n30-k3 475 0.29 0.28 0.29
A-n38-k5 704 1.20 0.40 3.84 E-n33-k4 814 0.37 0.37 0.37
A-n39-k5 777 0.64 0.37 1.36 E-n51-k5 516 0.84 0.81 0.88
A-n39-k6 787 0.40 0.38 0.49 E-n76-k7 661 4.20 1.56 8.87
A-n44-k6 909 2.35 0.60 4.32 E-n76-k8 709 7.30 1.43 13.69
A-n45-k6 896 2.50 1.42 4.52 E-n76-k10 796 42.78 5.95 173.49
A-n46-k7 888 0.62 0.53 1.04 E-n76-k14 952 1.78 0.93 3.50
A-n48-k7 1033 0.63 0.53 0.96 E-n101-k8 789 8.90 2.93 21.58
A-n53-k7 974 0.71 0.59 0.93 E-n101-k14 1011 7.40 1.98 16.40
A-n54-k7 1106 2.32 0.52 7.68 F-n45-k4 718 0.85 0.64 1.18
A-n55-k9 1030 3.68 1.49 8.98 F-n72-k4 232 2.10 2.04 2.20
A-n60-k9 1280 1.66 0.86 4.14 F-n135-k7 1122 112.18 30.99 428.40
A-n61-k9 983 87.32 1.74 309.07 M-n101-k10 809 2.97 2.84 3.34
A-n62-k8 1219 4.29 1.05 10.08 M-n121-k7 994 6.83 3.11 13.04
A-n63-k9 1505 7.75 1.66 14.44 M-n151-k12 987 921.55 35.81 2416.68
A-n63-k10 1244 3.34 1.36 7.73 P-n16-k8 439 0.05 0.05 0.05
ec26 e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
A-n64-k9 1326 2.78 0.89 5.08 P-n19-k2 195 0.12 0.12 0.12
A-n65-k9 1106 4.85 1.28 13.12 P-n20-k2 208 0.15 0.15 0.15
A-n69-k9 1109 7.13 1.71 12.66 P-n21-k2 208 0.17 0.16 0.17
A-n80-k10 1662 16.17 3.48 38.97 P-n22-k2 213 0.17 0.17 0.17
B-n31-k5 651 0.25 0.24 0.28 P-n22-k8 537 0.09 0.09 0.09
B-n34-k5 768 0.31 0.30 0.31 P-n23-k8 504 0.14 0.09 0.30
B-n35-k5 883 0.31 0.26 0.37 P-n40-k5 447 0.60 0.41 1.15
B-n38-k6 729 0.39 0.38 0.39 P-n45-k5 501 0.64 0.60 0.67
B-n39-k5 532 0.42 0.39 0.52 P-n50-k7 539 2.43 0.59 7.15
B-n41-k6 796 0.39 0.35 0.50 P-n50-k8 592 0.60 0.45 0.97
B-n43-k6 681 0.49 0.47 0.52 P-n50-k10 656 0.58 0.43 0.90
B-n44-k7 835 0.37 0.35 0.38 P-n51-k10 707 1.58 0.82 2.98
B-n45-k5 701 0.56 0.55 0.58 P-n55-k7 549 2.27 0.74 5.54
B-n45-k6 660 0.51 0.44 0.89 P-n55-k8 572 1.24 0.69 2.67
B-n50-k7 679 0.73 0.66 0.97 P-n55-k10 670 1.59 0.60 2.56
B-n50-k8 1224 5.97 0.98 15.52 P-n55-k15 889 1.04 0.48 2.17
B-n51-k7 961 2.85 0.66 7.22 P-n60-k10 712 0.82 0.65 1.95
B-n52-k7 675 0.88 0.71 1.32 P-n60-k15 931 26.82 2.50 74.61
B-n56-k7 623 0.78 0.76 0.80 P-n65-k10 765 8.40 1.33 21.81
B-n57-k7 1055 0.86 0.67 1.27 P-n70-k10 785 2.59 0.71 6.69
B-n57-k9 1540 25.60 2.42 67.59 P-n76-k4 590 3.75 2.45 6.01
B-n63-k10 1407 3.05 0.60 7.17 P-n76-k5 616 3.64 1.94 8.64
B-n64-k9 803 0.93 0.90 0.99 P-n101-k4 673 5.43 4.60 7.08
EC.6.3. Raw BCP results for Dpart
Inst. root LB UB time Inst. root LB UB time
e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty ec27
A-n32-k5 748.0 748 0.42 B-n66-k9 1249.2 1251 47.11
A-n33-k5 630.7 642 2.65 B-n67-k10 1006.0 1007 13.03
A-n33-k6 705.7 717 0.60 B-n68-k9 1204.1 1205 24.46
A-n34-k5 708.8 715 0.60 B-n78-k10 1130.3 1131 24.73
A-n36-k5 742.0 755 1.46 E-n22-k4 362.5 373 1.75
A-n37-k5 645.4 650 1.96 E-n23-k3 550.3 563 8.23
A-n37-k6 881.0 892 0.72 E-n30-k3 475.0 475 19.62
A-n38-k5 698.5 704 1.37 E-n33-k4 807.3 814 35.91
A-n39-k5 775.2 777 1.87 E-n51-k5 515.0 516 5.44
A-n39-k6 777.3 787 0.81 E-n76-k7 660.2 661 20.89
A-n44-k6 902.5 909 2.99 E-n76-k8 707.5 709 12.72
A-n45-k6 894.2 896 1.82 E-n76-k10 793.7 796 8.54
A-n46-k7 885.0 888 2.68 E-n76-k14 947.6 952 2.03
A-n48-k7 1026.4 1033 4.78 E-n101-k8 788.7 789 232.46
A-n53-k7 972.0 974 12.01 E-n101-k14 1011.0 1011 7.16
A-n54-k7 1105.5 1106 7.70 F-n45-k4 715.1 718 38.41
A-n55-k9 1023.8 1030 1.89 F-n72-k4 232.0 232 173.85
A-n60-k9 1276.2 1280 4.65 F-n135-k7 1111.8 1122 86700.00
A-n61-k9 978.4 983 5.28 M-n101-k10 806.3 809 3.18
A-n62-k8 1202.6 1214 15.46 M-n121-k7 993.4 994 163.50
A-n63-k9 1503.1 1505 4.79 M-n151-k12 979.1 985 6949.66
A-n63-k10 1233.0 1233 14.47 P-n16-k8 434.5 439 0.02
A-n64-k9 1321.8 1325 16.45 P-n19-k2 195.0 195 0.63
A-n65-k9 1101.8 1106 1.09 P-n20-k2 207.8 208 0.61
A-n69-k9 1105.5 1109 8.75 P-n21-k2 207.3 208 1.14
ec28 e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
A-n80-k10 1659.1 1662 13.68 P-n22-k2 209.9 213 1.21
B-n31-k5 649.8 651 0.90 P-n22-k8 537.0 537 0.13
B-n34-k5 768.0 768 10.43 P-n23-k8 500.8 504 0.04
B-n35-k5 883.0 883 1.51 P-n40-k5 442.2 447 1.18
B-n38-k6 728.3 729 1.16 P-n45-k5 496.7 501 4.73
B-n39-k5 532.0 532 9.64 P-n50-k7 535.0 539 2.47
B-n41-k6 793.9 796 4.29 P-n50-k8 586.8 592 0.34
B-n43-k6 678.7 681 4.36 P-n50-k10 650.7 656 0.24
B-n44-k7 833.7 835 1.51 P-n51-k10 698.7 707 0.42
B-n45-k5 698.5 701 16.32 P-n55-k7 546.4 549 5.44
B-n45-k6 656.9 660 5.50 P-n55-k8 569.1 572 6.43
B-n50-k7 679.0 679 2.40 P-n55-k10 666.3 670 3.48
B-n50-k8 1222.5 1224 5.35 P-n55-k15 880.8 889 0.20
B-n51-k7 956.9 961 5.57 P-n60-k10 707.0 712 1.36
B-n52-k7 672.0 675 7.88 P-n60-k15 922.8 931 0.71
B-n56-k7 622.1 623 6.76 P-n65-k10 761.9 765 4.06
B-n57-k7 1052.9 1055 7.99 P-n70-k10 782.4 785 1.44
B-n57-k9 1539.1 1540 4.62 P-n76-k4 589.4 590 98.61
B-n63-k10 1407.0 1407 5.40 P-n76-k5 615.4 616 73.24
B-n64-k9 801.4 803 6.45 P-n101-k4 672.7 673 373.37
* Root LB value corresponds to gap 1 value on Table 2.
** Only underlined UB values are not proved to be optimal.
EC.6.4. Raw ILS-VNS results for Dcard
Inst. UB avg t. min t. max t. Inst. UB avg t. min t. max t.
e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty ec29
A-n32-k5 857 0.27 0.24 0.29 B-n64-k9 865 260.78 38.08 976.54
A-n33-k5 675 0.27 0.25 0.34 B-n66-k9 1319 4.14 1.62 10.42
A-n33-k6 758 0.42 0.25 1.09 B-n67-k10 1086 1.13 0.63 1.68
A-n34-k5 776 0.29 0.28 0.31 B-n68-k9 1298 20.30 2.50 69.54
A-n36-k5 823 0.42 0.30 0.79 B-n78-k10 1261 1305.63 157.17 3065.41
A-n37-k5 706 0.38 0.36 0.40 E-n13-k4 277 0.02 0.02 0.02
A-n37-k6 948 2.76 0.69 9.44 E-n22-k4 373 0.13 0.12 0.13
A-n38-k5 714 0.37 0.36 0.40 E-n23-k3 570 0.23 0.23 0.23
A-n39-k5 818 0.88 0.40 1.74 E-n30-k3 495 0.33 0.32 0.34
A-n39-k6 850 0.63 0.35 0.92 E-n31-k7 379 0.21 0.17 0.23
A-n44-k6 930 0.55 0.45 0.93 E-n33-k4 836 0.37 0.35 0.42
A-n45-k6 918 1.44 0.46 6.10 E-n51-k5 519 1.32 0.69 2.92
A-n45-k7 1163 8.31 0.55 29.40 E-n76-k7 699 5.07 1.85 11.90
A-n46-k7 988 0.52 0.39 0.84 E-n76-k8 736 11.34 1.93 29.46
A-n48-k7 1129 2.91 0.52 9.89 E-n76-k10 830 385.70 66.56 895.89
A-n53-k7 1019 1.91 0.99 4.47 E-n76-k14 1022 171.57 61.57 421.72
A-n54-k7 1169 3.41 0.77 8.77 E-n101-k8 826 25.06 3.41 81.78
A-n55-k9 1107 2.72 1.09 7.46 E-n101-k14 1121 419.22 6.58 1557.43
A-n60-k9 1408 6.62 2.45 12.19 F-n45-k4 736 0.74 0.72 0.78
A-n61-k9 1022 2.55 0.89 4.76 F-n72-k4 236 2.13 2.00 2.26
A-n62-k8 1339 9.73 3.11 18.01 M-n101-k10 918 3.87 1.80 7.70
A-n63-k9 1620 7.85 1.44 23.39 M-n121-k7 1030 8.47 4.58 14.39
A-n63-k10 1348 9.87 1.77 26.70 P-n19-k2 195 0.14 0.14 0.15
A-n64-k9 1417 26.56 4.24 65.36 P-n20-k2 208 0.18 0.18 0.18
A-n65-k9 1184 3.69 1.01 12.21 P-n21-k2 208 0.19 0.19 0.19
ec30 e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
A-n69-k9 1177 16.96 4.21 28.54 P-n22-k2 213 0.20 0.20 0.20
A-n80-k10 1803 33.70 6.34 116.94 P-n22-k8 601 0.19 0.12 0.29
B-n31-k5 694 0.23 0.19 0.47 P-n23-k8 527 0.29 0.17 0.47
B-n34-k5 789 0.29 0.27 0.33 P-n40-k5 468 0.47 0.44 0.72
B-n35-k5 986 0.23 0.22 0.26 P-n45-k5 512 2.17 0.51 5.97
B-n38-k6 823 0.32 0.27 0.49 P-n50-k7 563 0.92 0.50 1.48
B-n39-k5 561 0.34 0.30 0.52 P-n50-k8 614 1.32 0.42 2.82
B-n41-k6 838 2.96 0.30 6.36 P-n50-k10 695 3.06 0.98 8.78
B-n43-k6 779 1.69 0.43 2.88 P-n51-k10 736 1.96 0.44 6.52
B-n44-k7 943 0.93 0.46 2.47 P-n55-k7 583 1.98 0.60 3.42
B-n45-k5 739 0.61 0.53 0.74 P-n55-k8 624 2.92 0.80 9.46
B-n45-k6 668 0.38 0.37 0.40 P-n55-k10 718 14.52 1.13 49.25
B-n50-k7 758 1.48 0.44 3.28 P-n55-k15 945 1.91 0.99 3.56
B-n50-k8 1330 24.06 8.89 73.10 P-n60-k10 755 7.40 1.44 19.94
B-n51-k7 1027 2.26 0.54 5.66 P-n60-k15 1020 117.25 37.21 310.22
B-n52-k7 775 0.58 0.45 0.84 P-n65-k10 809 8.17 1.78 18.45
B-n56-k7 740 1.20 0.96 1.75 P-n70-k10 824 37.48 2.81 88.71
B-n57-k7 1132 2.02 0.76 4.79 P-n76-k4 590 7.49 2.33 20.40
B-n57-k9 1656 21.47 4.64 52.27 P-n76-k5 621 4.24 1.77 11.39
B-n63-k10 1588 19.13 2.17 56.77 P-n101-k4 681 6.84 4.50 15.75
EC.6.5. Raw BCP results for Dcard
Inst. root LB UB time Inst. root LB UB time
A-n32-k5 857.0 857 3.79 B-n64-k9 852.0 866 7200.00
A-n33-k5 675.0 675 6.55 B-n66-k9 1319.0 1319 97.71
A-n33-k6 758.0 758 1.22 B-n67-k10 1086.0 1086 54.20
e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty ec31
A-n34-k5 776.0 776 2.26 B-n68-k9 1298.0 1298 63.23
A-n36-k5 823.0 823 7.79 B-n78-k10 1261.0 1261 216.35
A-n37-k5 706.0 706 3.81 E-n13-k4 277.0 277 0.17
A-n37-k6 948.0 948 9.26 E-n22-k4 373.0 373 3.39
A-n38-k5 714.0 714 4.14 E-n23-k3 570.0 570 9.98
A-n39-k5 818.0 818 36.82 E-n30-k3 495.0 495 14.10
A-n39-k6 850.0 850 6.63 E-n31-k7 378.3 379 0.76
A-n44-k6 930.0 930 3.51 E-n33-k4 836.0 836 38.69
A-n45-k6 918.0 918 10.86 E-n51-k5 519.0 519 15.18
A-n45-k7 1163.0 1163 4.85 E-n76-k7 697.0 697 148.17
A-n46-k7 988.0 988 13.18 E-n76-k8 736.0 736 95.75
A-n48-k7 1129.0 1129 47.08 E-n76-k10 830.0 830 200.64
A-n53-k7 1019.0 1019 29.49 E-n76-k14 1020.0 1020 32.34
A-n54-k7 1169.0 1169 53.05 E-n101-k8 826.0 826 909.78
A-n55-k9 1107.0 1107 21.92 E-n101-k14 1107.0 1109 1977.15
A-n60-k9 1404.1 1408 176.50 F-n45-k4 736.0 736 85.10
A-n61-k9 1022.0 1022 34.40 F-n72-k4 236.0 236 583.44
A-n62-k8 1339.0 1339 106.29 M-n101-k10 918.0 918 25.98
A-n63-k9 1612.1 1618 334.82 M-n121-k7 1030.0 1030 450.81
A-n63-k10 1348.0 1348 56.41 P-n19-k2 195.0 195 0.28
A-n64-k9 1413.7 1414 35.36 P-n20-k2 208.0 208 0.52
A-n65-k9 1184.0 1184 91.31 P-n21-k2 208.0 208 0.71
A-n69-k9 1177.0 1177 35.08 P-n22-k2 213.0 213 1.35
A-n80-k10 1795.0 1795 248.47 P-n22-k8 601.0 601 0.75
B-n31-k5 694.0 694 1.36 P-n23-k8 527.0 527 0.24
ec32 e-companion to Pessoa et al.: Branch-cut-and-price for vehicle routing problem with demand uncertainty
B-n34-k5 789.0 789 6.44 P-n40-k5 468.0 468 9.59
B-n35-k5 986.0 986 5.37 P-n45-k5 512.0 512 16.64
B-n38-k6 823.0 823 15.59 P-n50-k7 563.0 563 8.01
B-n39-k5 561.0 561 26.39 P-n50-k8 614.0 614 45.16
B-n41-k6 838.0 838 1876.79 P-n50-k10 695.0 695 5.49
B-n43-k6 779.0 779 25.14 P-n51-k10 736.0 736 8.61
B-n44-k7 943.0 943 25.11 P-n55-k7 583.0 583 22.13
B-n45-k5 739.0 739 46.24 P-n55-k8 624.0 624 14.93
B-n45-k6 668.0 668 19.24 P-n55-k10 718.0 718 11.86
B-n50-k7 758.0 758 6.31 P-n55-k15 945.0 945 4.70
B-n50-k8 1330.0 1330 19.70 P-n60-k10 755.0 755 29.65
B-n51-k7 1010.1 1027 7200.00 P-n60-k15 1020.0 1020 20.87
B-n52-k7 775.0 775 22.00 P-n65-k10 809.0 809 66.89
B-n56-k7 740.0 740 23.78 P-n70-k10 824.0 824 63.11
B-n57-k7 1112.8 1133 7200.00 P-n76-k4 590.0 590 267.42
B-n57-k9 1656.0 1656 77.70 P-n76-k5 621.0 621 284.10
B-n63-k10 1578.9 1587 843.21 P-n101-k4 681.0 681 2096.77
* Root LB value correspond to gap 1 value on Table 4.
** Only underlined UB values are not proved to be optimal
