In this paper we study the matrix A(n) which was defined by W. B. R. Lickorish [3] . We prove a result required by Lickorish which completes his topological and combinatorial approach to the 3-manifold invariants of Witten-Reshetikhin-Turaev [4] , [5] . This matrix arises from a pairing on a set of geometric configurations. These are the configurations of n nonintersecting arcs in the disk with 2n specified boundary points. There are C n such configurations where C n is the nth Catalan number so the matrix increases in size very rapidly. The Catalan numbers were discovered by Euler who considered the ways to partition a polygon into triangles [1] . These two counting problems correspond naturally by considering "restricted sequences".
The matrix has entries in Z [δ] . Lickorish needed that det A(n) = 0 if δ = ±2 cos j^γ. We find a recursive formula for det A(n) and show that all the roots are of the form 2 cos -£fγ for 1 < m < n and 1 < k < m and verify the result. Using this formula, we derive a simple rule that allows one to recursively compute detA(n) by generating all of its factors.
There have been three approaches to study polynomial invariants of classical links: the topological and combinatorial approach considered by Kauffman, Lickorish and many other topologists; the study of quantized Yang-Baxter equations and related Lie algebras by Reshetikhin and Turaev; and the study of subfactors and traces of von Neumann and Hecke algebras by Jones. We took a topological and combinatorial viewpoint. The authors have been informed that the essential result needed by Lickorish could have been obtained by pursuing the two other approaches.
1. Combinatorial manipulation. Let D n be the set of configurations of n non-intersecting arcs on a disk joining In points on the boundary of the disk. We draw these configurations by taking S ι to be [0, l]/0~ 1 as in Fig. 1 .
The cardinality of D n is equal to (2n)\/n\(n + 1)!, known as the Catalan number, denoted here by C n . It satisfies the recursive relation:
We can inductively represent the elements of D n by sequences of n integers (a\, CI2, ... , a n ) where 1 < a\ < n -i + 1. The first entry a 1 means that there is an innermost arc in the configuration joining the αith point and the (a\ + l)th point on the interval. One then deletes that arc and has an element of D n -\ remaining. The sequence ((22, #3, ... , a n ) then represents this element of D n -\. See Fig. 2 for an example.
Note that every configuration in D n must contain an innermost arc between adjacent points among the first n + 1 points. Thus this representation captures all possible configurations but with repetitions. For example the configuration in Fig. 3 has 12 distinct associated sequences. Given such a sequence (a\, #2? ... , a n ) one may construct the unique configuration inductively. Into the configuration (02 > #3 > > α π ) one can insert two additional points between {a\ -l)st and αith points then joining these two new points by an innermost arc. Thus two distinct configurations cannot have the same sequence. To a given configuration in D n , one can associate the unique sequence (#i, #2 5 > Q>n) in which a\ indicates the initial position of the first occurring innermost arc and aι does the same for the configuration without the previous innermost arc and so on. Such a sequence is said to be restricted. Proof. For a restricted sequence (a\, #2 > > #«) > it is enough to prove fli -1 < Λ2 since (02, ... , 0 Λ ) is also a restricted sequence. After removing the first innermost arc, either the second innermost arc or the arc joining the (a\ -l)th and the (a\ + 2)th point in the original configuration will become the first innermost arc in the remaining configuration. Thus 01 -1 < 02.
Conversely if 0/_i -1 < 0/, then the newly inserted innermost arc into the configuration of (<Z/_i, ... , a n ) becomes the first innermost arc in the configuration of (0,-, ... , a n ).
• REMARK. The number of ways to divide an (n + 2)gon into triangles or the number of ways to interpret the product X\X2 -x n +\ in a non-associative algebra is equal to the Catalan number C n . Restricted sequences are useful to see the correspondence between these and configurations defined earlier. Label the vertex of the {n + 2)gon counterclockwise 1 through n except fixed adjacent vertices. A triangle in a partition is said to be outermost if it has a vertex contained in no other triangle. To a partition of the (n + 2)gon we assign the sequence (01, 02, ... , 0 Λ ) where a\ is the vertex that is solely contained in the first occurring outermost triangle. Then the sequence (02, ... , a n ) inductively represents the partition of the (n + l)gon obtained by deleting the vertex a\ and its adjacent sides. See Fig. 4 for an example.
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We give the lexicographic order to the set of all the sequences of configurations, i.e., (a\, a 2 , ... , a n ) < (b\, b 2 , ... , b n ) if there is an index k such that a\ = b\, ... , α^-i = ^-i an d a k < bk-If two distinct sequences α and )? represent the same configuration and a is restricted, then clearly a < β.
Let B(n, Jc) be the set of restricted sequences of length n with initial entry k and let b(n> k) be the cardinality \B(n, k)\ of the set B(n, k). Since /)" can be identified with the set of all restricted sequences of length n, C n = Σl=ι b{ n > &) Iι is convenient to set 6(n ? k) = 0 for /: = 0 or k > n. PROPOSITION 
Proof. Immediately follows from Proposition 1. Let 2$(n, k) be the set of sequences with initial entry k and the remaining terms forming a restricted sequence of length n -1. We will sometimes write (k, α) with α restricted for such a sequence. Note that |®(n, fc)| = C rt _i.
Let F be the free Z[<5] module generated by D n where <5 is a variable. We define a bilinear form on V x V. If α, /? are two configurations in D«, we can form the union of their respective disks along the boundary to obtain a configuration of circles in the 2-sphere. We denote this configuration in S 2 by al)β. Let c be the number of circles in a U β then (a, β) = δ c . Then we linearly extend this pairing to all elements in the free module. Lickorish first considered this symmetric bilinear form to give a more geometric and combinatorial proof of the existence of the 3-manifold invariant developed by Witten and Reshetikhin-Turaev. See [2] , [3] , [4] and [5] , So we call it Lickorisk's bilinear form. We can also consider this a pairing of restricted sequences or of sequences since they correspond to configurations. Before we begin the proof, we first define a set of maps
These mappings eliminate the αth and the (α+l)st points in D n by an inverse of a "finger move" as in Fig. 6 . Note that τ a ((a, α)) = a for any sequence a.
Proof of Theorem 1.5.
(1) Suppose Σ αe yft*α is an arbitrary element in the free Z[δ] module generated by S. From among the q a , pick a β so that the degree of q β is maximal. Then by Lemma 1.4 5 the degree of (β, β) is strictly greater than the degree (a, β) for all a Φ β. Therefore (Σ ae s<laa, β) has a nonvanishing term of degree since the innermost arc at 6 performs τ# when joined to a. See 
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Proof In order to help the understanding of the proof given below, we will describe some of the properties of A{n) that reflect the properties of Lickorish's bilinear form in Theorem 1.5. Let 9Jl/ 7 be the matrix representing ( , ) on QS(«, /) x 55(«, j). Then property (2) in Theorem 1.5 means that each column of 9Jt z; is equal to either one of columns of 971// or δ~ι times one of the columns. Property (3) implies that UJtu = δA(n -1) and 9tt/(/±i) = A(n -1). Furthermore the last column of 3JI// is independent of every column in the blocks 9JΪ// for j Φ i, i ± 1. This can be seen through property (4) since unrestricted sequences (i.e., repeated configurations) always appear first in the sets 03(#, k) for k > 3. Then row operations as in Lemma 2.2 with A = A(n -1) convert the last row of 3% into (0, ... ,0,<5det^(n-l)), M i{i±ι) into (0, ... , 0, det^(n-l)), and SDty for jφi, i±\ into (0, ... , 0,0). columns so an undeleted column in 9ft/, does not change its position when counted from the rear. Let 2$(n, i)^ and B(n, i)W denote 5B(«, /) and B(n, i) with the last p configurations deleted. Consider the matrix given by ( , ) on <B(n ? i)^) x U;=i ^5 j)^ Any multiple of the column corresponding to the last element of B(n, ϊ)^) appears only at the spots corresponding to the last elements of B(n, i ± 1)^ . By property (4) any other multiples were eliminated in the p deletions since they occur nearer the rear of their respective *B(n, i)^ x B(n, j)b) block.
In the matrix A(n) there is still a minor which is UJlij however it does not appear as a solid block since some of its configurations have innermost arcs which occur before the ith spot. However one can perform the desired row operations by borrowing the missing rows from the blocks above. (1, 3)th, ... , (1, fc)th blocks of A(n, k) ® is equal to one of the columns of the (1, 2)th block of A(n, k)&> which is not the last. Thus the last rows of G13,..., G\k are all zero. We now perform additional row operations E$, ..., E x £ and all the corresponding column operations. Then the resulting matrix
• n -1,1) )'
