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Abstract
A base for a permutation group, G, is a sequence of elements of its permutation domain whose stabiliser
in G is trivial. Using purely elementary and constructive methods, we obtain bounds on the minimum length
of a base for the action of the symmetric group on partitions of a set into blocks of equal size. This upper
bound is a constant when the size of each block is at most equal to the number of blocks and logarithmic in
the size of a block otherwise. These bounds are asymptotically best possible.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
Bounding the order of an arbitrary primitive permutation group was a major focus of
nineteenth century group theory. Recently, much progress has been made on this problem by
utilising a combination of algebraic and combinatorial results and methods. One way to approach
the problem is as follows. Given a finite permutation group G acting on a set Ω , a base for
G is a finite sequence of points of Ω whose pointwise stabiliser in G is trivial. Given a base
B = 〈β1, β2, . . . , βk〉, we obtain a natural chain of subgroups
G = G(1) ≥ G(2) ≥ · · · ≥ G(k+1) = {1},
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where for each i with 2 ≤ i ≤ k + 1, the group G(i) is the stabiliser in G of the first i − 1 points
of B. This chain is called the stabiliser chain for G relative to B. A base is called irredundant if
all of the inclusions in the stabiliser chain that it induces are strict. The length of an irredundant
base is not, however, an invariant of the group G. For example, let G be the group generated
by the permutation (1, 2)(3, 4, 5, 6). Then, both 〈3〉 and 〈1, 3〉 are irredundant bases for G. This
example also shows why the order in which points are stabilised is important. We denote the
minimum length of a base for G by b(G) and refer to a base of length b(G) as a minimal
base for G. It is clear that a minimal base, B, for G is irredundant. If G has degree n we have
2 ≤ |G(i) : G(i+1)| ≤ n for 1 ≤ i ≤ k. The following is then immediate.
Lemma 1. If G is a permutation group of degree n, then 2b(G) ≤ |G| ≤ nb(G).
In light of this result, one way in which to bound the order of an arbitrary primitive
permutation group of degree n is to bound the length of a minimal base for such a group. The first
to undertake such an approach was Babai [3]. Together with Babai’s later paper [4] and Pyber’s
adaptation and extension of Babai’s methods [7], this represents the ‘combinatorial’ approach to
bounding the base size of an arbitrary primitive permutation group.
After the completion of the Classification of Finite Simple Groups (CFSG), it became possible
to utilise very powerful algebraic methods to attack the problem. Using the CFSG and building
on earlier work by Cameron [5], Liebeck proved the following remarkable result.
Theorem 2 (Liebeck [6]). If G is a primitive group of degree n then one of the following holds.
(i) G is a subgroup of Sm  Sr containing (Am)r , where the action of Sm is on k-element subsets
of {1, 2, . . . , m} and the wreath product is in its product action of degree mr and n = (mk
)r
.
(ii) b(G) < 9 log(n).
One notable aspect of this result is that a certain primitive action of the symmetric group
does not appear in case (i). This is the action on partitions of a set into blocks of equal size. Let
Ω = {1, 2, . . . , ab} for some positive integers a and b. Consider the symmetric group Sab. By
permuting the points of Ω , this group induces an action on the collection of all partitions of Ω
into a-many blocks of size b. Let G denote the group induced by this action. The problem of
bounding the minimal base length of G was previously studied by Liebeck [6], who proved
Theorem 3 (Liebeck [6]). Let G be the group induced by the action of Sab on the collection
of partitions of {1, 2, . . . , ab} into a-many blocks of size b, where b ≥ 3. Then b(G) <
(a − 1)(b − 1) + 2.
Our goal in this paper is to use elementary combinatorial methods to obtain a tighter bound
on the minimal base size b(G), namely we prove
Theorem 4. Let G be the group induced by the action of Sab on the collection of partitions of
{1, 2, . . . , ab} into a-many blocks of size b, where b ≥ 3.
(1) If a ≥ b, then b(G) ≤ 6.
(2) If a < b, then b(G) ≤ ⌈loga(b)
⌉ + 3.
Note that in many cases, b(G) is bounded by a constant. Another feature of the result is that
the proof is constructive, in the sense that, given any suitable partition, it provides a construction
for extending that partition to a base for G which satisfies the bounds of Theorem 4.
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The main result of this paper was obtained independently by the second and third authors and
by the first author [2]. The presentation and method of proof used in this paper is based on [1].
In the following section, which forms the main part of this article, we analyse the minimal
base length for this group.
2. The partition action
Let Ω = {1, 2, . . . , ab} for some positive integers a and b. Let G be the group induced by the
action of the symmetric group Sab on the collection of partitions of Ω into a-many blocks of size
b. Our goal in this section is to use purely elementary methods to bound the minimal base size
b(G).
We introduce a different representation for a partition P of Ω into a-many blocks of size b.
Specifically, we create a b × a matrix M whose columns correspond to blocks of P . Clearly,
there is more than one way in which to do this, as partitions are unordered, whereas matrices are
ordered. However, it is equally easy to see that a matrix representation of a partition uniquely
determines a partition. Therefore, it makes sense to speak about a group element g ∈ G
“fixing” M , as this corresponds to g fixing the underlying partition of M . We shall have need
to speak about various pieces of M and so we introduce some notation. M(i, j) denotes the point
appearing in row i and column j of M . If g ∈ Sab, then we use M(i, j)g to denote the image of
M(i, j) under the action of g. Furthermore, Row(M, i) denotes the set of points corresponding
to the i th row of M and Col(M, j) denotes the set of points corresponding to the j th column of
M . For g ∈ Sab, the notation Row(M, i)g , Col(M, j)g and Mg are defined in a similar way to
M(i, j)g . The permutation g is said to fix the partition P defined by M if g permutes the blocks
of P .
We note a fundamental fact that is used throughout this section. Let g ∈ Sab, then:
g fixes the partition P defined by M if and only if, for each set Col(M, k), either
Col(M, k)g = Col(M, k) or Col(M, k)g ∩ Col(M, k) = ∅.
That is to say, if g moves a point from column i of M to column k, then it must move all of the
points in column i to column k (so the points in column k are mapped to another column and
thus the columns are permuted).
Before beginning our analysis of b(G), we introduce three ways of constructing a new
partition (represented by a matrix) from an existing one. With this in mind, let M denote a matrix
representation of a partition of Ω into a parts of size b. The constructions are as follows:
(i) “Diag”. This is only defined when a = b. The diag of M is the matrix Md satisfying
Md (i, j) = M(i, j) if i 
= j and Md (i + 1, i + 1) = M(i, i) for each i ∈ {1, 2, . . . , a − 1}
and Md (1, 1) = M(a, a). Intuition: Md is obtained from M by cycling the main diagonal.
(ii) “Transpose”. This is only defined when a = b. The transpose of M is the matrix Mt
satisfying Mt (i, j) = M( j, i) for all i, j ∈ {1, 2, . . . , a}. Intuition: this is the standard
matrix transpose.
(iii) “Cycle”. This is defined for all a and b. The cycle of M is the matrix Mc satisfying
Mc(k, j) = M(k, j) for k 
= 1 and Mc(1, j + 1) = M(1, j), for each j ∈ {1, 2, . . . , a − 1}
and Mc(1, 1) = M(1, a). Intuition: Mc is obtained from M by cycling the first row of M
once.
Initially, we concentrate on the case where a = b, as the analysis for the other cases will
proceed largely by iterating the construction used in this case. Note that it is possible to carry out
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two (or more) of the constructions in succession, in order to obtain a new partition. For instance,
Mtd corresponds to first transposing M and then applying the diag construction to Mt . All of the
proofs are by “point chasing”.
In order to aid readability, when we refer to a column index  > a of a matrix consisting of
a columns, it is taken to be equal to 1 if a divides  and equal to  − a/a otherwise. In other
words, the column index wraps around.
Lemma 5. Let G be the group induced by the action of Sn2 on the collection of all partitions
of {1, 2, . . . , n2} into n parts of size n. Let M be a matrix representation of such a partition.
If g ∈ Sn2 fixes 〈M, Mt , Mtd 〉 while at the same time moving no columns of M, then g acts
trivially.
Proof. If n = 1 then the result is immediate. Suppose that n = 2. Note that, in this case, there are
only three partitions satisfying the hypotheses of the lemma. Since M and Mt clearly represent
different partitions, any permutation which fixes both must act trivially.
Suppose that n ≥ 3. We argue by contradiction. Suppose that g is as in the statement of
the lemma and acts non-trivially. Then, since g is non-trivial and moves no columns of M , we
must have M(i, j)g = M(k, j) for some i 
= k. Let us consider the action of g on Mt . Then
Mt ( j, i)g = Mt ( j, k). As g also fixes Mt , this implies Col(Mt , i)g = Col(Mt , k). Note that
we cannot have Mt (i, i)g = Mt (k, k), for in that case M(i, i)g = M(k, k), which implies that
Col(M, i)g = Col(M, k), contradicting our choice of g. So there is some f 
= i such that
Mt ( f, i)g = Mt (k, k), which implies that Mtd( f, i)g = Mtd(k + 1, k + 1). As g also fixes Mtd ,
we deduce that
Col(Mtd , i)g = Col(Mtd , k + 1). (1)
Now, since n ≥ 3, there is some  
= i and m 
= k such that Mt (, i)g = Mt (m, k), which
implies that Mtd (, i)g = Mtd(m, k). From this, we deduce that
Col(Mtd , i)g = Col(Mtd , k),
contradicting (1). Therefore, g must be trivial, from which it follows that it acts trivially. 
Before continuing, we need a new construction. If M is matrix of a partition of {1, . . . , ab}
into a-many blocks of size b, then the matrix Ms is defined by Ms (i, j) = M(i, j) for all
1 ≤ i ≤ a and 1 ≤ j ≤ b with (i, j) 
= (2, 1), (2, 2) and Ms(2, 1) = M(2, 2) and
Ms(2, 2) = M(2, 1). Thus Ms interchanges the points corresponding to M(2, 1) and M(2, 2).
Lemma 6. Let M be a matrix representation of a partition of {1, 2, . . . , ab} into a-many blocks
of size b, where b ≥ 3.
(i) If g ∈ Sab fixes 〈M, Mc〉 then it fixes Row(M, 1) setwise.
(ii) If a ≥ 3 and a permutation fixes 〈M, Mc, Ms 〉 then it fixes the columns of M setwise and
Row(M, 1) pointwise.
Proof. Part (i). Let g be as in the statement of the lemma and suppose that it does not fix
Row(M, 1) setwise. Then, there is some i such that M(1, i)g = M(k, j), where k 
= 1 and,
hence, Col(M, i)g = Col(M, j). Therefore, Mc(1, i + 1)g = Mc(k, j), so
Col(Mc, i + 1)g = Col(Mc, j). (2)
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Since b ≥ 3, there is some  
= 1 such that M(, i)g = M(m, j), where m 
= 1. So,
Mc(, i)g = Mc(m, j), from which it follows that
Col(Mc, i)g = Col(Mc, j),
contradicting (2).
Part (ii). We argue by contradiction. Let g ∈ Sab be such that it moves at least one column
of M and also fixes 〈M, Mc, Ms〉. From Part (i), we know that g must fix Row(M, 1) setwise.
Suppose that M(1, i)g = M(1, j), so then Col(M, i)g = Col(M, j). Then Mc(1, i + 1)g =
Mc(1, j + 1). Since g fixes Mc , it follows that Col(Mc, i + 1)g = Col(Mc, j + 1). So, we must
have that Col(M, i + 1)g = Col(M, j + 1). Continuing in this manner, we see that g has to
“cyclically permute” the columns of M . That is, Col(M, i + k)g = Col(M, j + k). It is easy to
see that such a permutation cannot fix Ms . Since, by (i), Row(M, 1) is fixed setwise and since
each column is fixed, Row(M, 1) is also fixed pointwise. 
Combining the preceding results, we obtain the following.
Lemma 7. Let G be the group induced by the action of Sn2 on the collection of all partitions
of {1, 2, . . . , n2} into n blocks of size n, and let M denote any matrix representation of such a
partition. Then 〈M, Mt , Mtd , Mc, Ms〉 forms a base for G. That is, b(G) ≤ 5.
Loosely speaking, this last result says that any partition can be extended to a base of size 5 for
G. It is now possible to make the jump to the case where M is non-square. The basic idea is to
bootstrap the construction used in the proofs of the previous results. In order to do this, we cover
some new constructions that are used in the course of the proof of the main result.
Since some of the previous results were in terms of square matrices, we need a way in
which to access special square matrices. Once more, we consider the collection of partitions of
{1, 2, . . . , ab} into a-many blocks of size b. Let M be a matrix representation of such a partition.
Suppose first that a > b and that b divides a. Then, we can partition M into [S1, S2, . . . , Sk]
where k = a/b and each Si is a b × b matrix corresponding to columns (i − 1)b + 1 through
ib of M . We then define Mt = [St1, St2, . . . , Stk ] and Mtd = [Std1 , Std2 , . . . , Stdk ]. If b does not
divide a, then we can partition M into [S1, S2, . . . , Sk , R] where k = a/b, each Si is as
before and R consists of columns ba/b+ 1 through a of M (that is, the remaining rectangular
matrix that does not fit into any of the squares). Mt and Mtd are defined in terms of the Si in a
similar manner to before, with the R being left unchanged, that is Mt = [St1, St2, . . . , Stk , R] and
Mtd = [Std1 , Std2 , . . . , Stdk , R].
For a < b we need a general result about partitions. Let M be a matrix describing a partition
of {1, . . . , ab}. A collection of matrices {M1, . . . , M} describing  partitions of {1, . . . , ab} into
a-many blocks of size b is called a separator for M if whenever x, y with x 
= y lie in the same
column of M there is a j with 1 ≤ j ≤  such that x and y lie in different columns of M j (and
hence in different blocks of the partition defined by M j ).
Proposition 8. Let a < b and M a matrix describing a partition of {1, . . . , ab} into a-many
blocks of size b. Then there exists a separator {M, M1, . . . , M} for M such that  = loga(b).
Moreover, Row(M, 1) = Row(Mi , 1) for each i such that 1 ≤ i ≤ .
Proof. For a matrix, N , having m columns, we denote by NkC the matrix which results from
taking a copy of N and applying the permutation (1, 2, . . . , m)k to the column indices. In other
words, NkC arises from N by cycling the columns k times.
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Suppose that A is a matrix with at rows and a columns which can be partitioned into at−1 ×a
matrices A1, A2, . . . , Aa , where Ai consists of rows (i −1)at−1 +1 to iat−1 of A for 1 ≤ i ≤ a.
For space reasons we denote this partition by A = [A1| · · · |Aa]. The reader should bear in mind
that the matrices A1, . . . , Aa are to be placed in a column, one underneath the other. Further, for
such a matrix A we define f (A) to be the matrix given by f (A) = [A0C1 | · · · |A(a−1)Ca ]. Note
that this construction enjoys the property that Row(A, 1) = Row( f (A), 1).
Now consider the matrix M . We first consider the case where b = an . It can be partitioned
into an−1 × a submatrices S1i such that M = [S11| · · · |S1a]. Define M1 = f (M) and
observe that M1 = [S0C11 | · · · |S(a−1)C1a ]. Suppose that Mi for 1 ≤ i < n has been defined
and can be partitioned into an−i × a submatrices Mi = [Si1| · · · |Siai ]. Then define Mi+1 by
Mi+1 = [ f (Si1)| · · · | f (Siai )]. Note that Mi+1 consists of a partition into ai+1 matrices with
an−i−1 rows and a columns. In particular Mn is partitioned into an submatrices with 1 row each.
We show that M1, . . . , Mn satisfy our claim. Suppose x and y are distinct elements which lie
in the same column of M . Then there is a least k with 1 ≤ k < n such that x and y lie in the
same submatrices in the partition Mk = [Sk1| · · · |Skak ] of Mk but in different submatrices in the
partition Mk+1 = [S(k+1)1| · · · |S(k+1)a(k+1)] of Mk+1. Note that Row(Mk , 1) = Row(Mk+1, 1).
Suppose x and y occur in Skj . If x and y lie in different columns of Skj we are done. If they lie
in the same column, then they lie in different columns of f (Skj ) and hence in different columns
of Mk+1.
It is straightforward to modify the construction to deal with the case where b is not a power
of a. In this case, we perform the construction on the last b − aloga b rows also. This results in
the base 〈M, M1, M2, . . . , Mm 〉, where m = loga(b). 
With these definitions in hand, we can now prove the main result.
Proof of Theorem 4. Let M be a matrix representation of a partition of {1, 2, . . . , ab} into a
parts of size b. If a = b, then the theorem reduces to Lemma 7.
Suppose that a > b and that b divides a. Note that Lemma 5 carries over to this more general
setting by partitioning the matrix into squares and that Lemma 6 did not require that a = b.
Then, it follows from these two results that B = 〈M, Mt , Mtd , Mc, Ms 〉 forms a base for G.
If b does not divide a, then M = [S1, S2, . . . , Sk , R]. If g ∈ Sab that fixes 〈M, Mc, Ms〉 then
g fixes the columns of M , by Lemma 6. If g fixes 〈M, Mt , Mtd , Mc, Ms 〉 then by Lemma 7 it
fixes all elements in any square matrix Si but it can still permute the elements within a column of
R. In order to prevent this, we define a new partition Mr by taking a copy of M and interchanging
the elements in Col(R, j) and Row(S1, j) (that is, swap each column of R with a different row
of S1). Now suppose that g ∈ Sab fixes B = 〈M, Mt , Mtd , Mc, Ms , Mr 〉. We know that g fixes
all elements in the square matrices Si and permutes the elements in the columns of R. If g is
not trivial then there are i, j, k with i, k < b such that M(i, j)g = M(k, j) and Col(M, j) is
a column of R. As g fixes Mr and M(i, j) ∈ Col(Mr , i) and M(k, j) ∈ Col(Mr , k) it follows
that Col(Mr , i)g = Col(Mr , k). Now the number of columns of R is strictly less than b and
so Mr (b, i) = M(b, i) and Mr (b, k) = M(b, k). Since g fixes M(b, i) and M(b, k) it is not
possible that Col(Mr , i)g = Col(Mr , k), a contradiction.
Suppose now that b > a. By Proposition 8 we can construct a separator {M, M1, . . . , M} for
M , where  = loga(b). Thus, for any points x, y with x 
= y which lie in a column of M there
is a k with 1 ≤ k ≤  such that x and y lie in different columns of Mk .
If a ≥ 3 define B = 〈M, Mc, Ms , M1, M2, . . . , M〉. Let g be a permutation fixing B. By
Lemma 6 it follows that g fixes setwise the columns of Mi for 1 ≤ i ≤  and Row(M, 1)
pointwise.
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If a = 2, then the second part of Lemma 6 does not apply. Define Mw to be the matrix with
Mw(i, j) = M(i, j) for (i, j) 
∈ {(1, 2), (2, 1)} and Mw(1, 2) = M(2, 1) and Mw(2, 1) =
M(1, 2). We claim that, if g ∈ Sab fixes B = 〈M, Mc, Mw, M1, . . . , M〉 then it fixes setwise
the columns of Mi for 1 ≤ i ≤  and Row(M, 1) pointwise:
Observe first that by Lemma 6(i), if g ∈ Sab fixes B, then it fixes Row(M, 1) setwise. Suppose
now that g ∈ Sab is a permutation fixing B and Col(M, 1)g = Col(M, 2). Since b ≥ 3,
this implies that also Col(Mw, 1)g = Col(Mw, 2) and in particular, M(1, 1)g = M(1, 2) and
M(1, 2)g = M(1, 1). Suppose that M(2, 1)g = M(m, 2), where m 
= 1. Then, Mw(1, 2)g =
M(2, 1)g = M(m, 2) ∈ Col(Mw, 2) and so g fixes Col(Mw, 2), which is a contradiction. Thus g
has to fix the columns of M setwise, and since it fixes Row(M, 1) setwise, it has to fix Row(M, 1)
pointwise.
We now show that B is a base for G. In either case we now have a separator B and if g ∈ Sab
fixes B then it fixes the columns of M setwise. Suppose that x, y lie in a column of M with x 
= y
and x g = y. Then there exists a matrix Mi in B such that x and y lie in different columns of
Mi , say x ∈ Col(Mi , j) and y ∈ Col(Mi , k) with j 
= k, and Col(Mi , j)g = Col(Mi , k). But
since Row(M, 1) = Row(Mi , 1) the permutation g also fixes Row(Mi , 1) pointwise and thus in
particular must fix all columns of Mi setwise. This is a contradiction. Hence g is the identity.

The bounds that we have obtained in this paper are asymptotically best possible. This is clear
in the b ≤ a case. For the b > a case, observe that in any collection of fewer than loga(b)
partitions of Ω , there are at least two points that appear in the same block as each other in
every partition. Then, the permutation which transposes these two points fixes the collection of
partitions, though does not map to the trivial permutation in G. Hence, a bound of O(loga(b)) is
asymptotically best possible in this case.
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