The essential matrix incorporates relative rotation and translation parameters of two calibrated cameras. The well-known algebraic characterization of essential matrices, i.e. necessary and sufficient conditions under which an arbitrary matrix (of rank two) becomes essential, consists of a unique matrix equation of degree three. Based on this equation, a number of efficient algorithmic solutions to different relative pose estimation problems have been proposed. In three views, a possible way to describe the geometry of three calibrated cameras comes from considering compatible triplets of essential matrices. The compatibility is meant the correspondence of a triplet to a certain configuration of calibrated cameras. The main goal of this paper is to give an algebraic characterization of compatible triplets of essential matrices. Specifically, we propose necessary and sufficient polynomial constraints on a triplet of real rank-two essential matrices that ensure its compatibility. The constraints are given in the form of six cubic matrix equations, one quartic and one sextic scalar equations. An important advantage of the proposed constraints is their sufficiency even in the case of cameras with collinear centers. The applications of the constraints may include relative camera pose estimation in three and more views, averaging of essential matrices for incremental structure from motion, multiview camera autocalibration, etc.
Introduction
In multiview geometry, the essential matrix describes the relative orientation of two calibrated cameras. It was first introduced by Longuet-Higgins in [15] , where the essential matrix was used for the scene reconstruction from point correspondences in two views. Later, the algebraic properties of essential matrices have been investigated in detail in [6, 9, 10] . The well-known characterization of the algebraic variety of essential matrices, which is the closure of the set of essential matrices in the corresponding projective space, consists of a unique matrix equation of degree three [4, 17] . Based on this equation, a number of efficient algorithmic solutions to different relative pose estimation problems have been proposed in the last two decades, e.g. [18, 21, 22, 14] .
The relative orientation of three calibrated cameras can be naturally described by the so-called calibrated trifocal tensor. It first appeared in [20, 23] as a tool of scene reconstruction from line correspondences. The algebraic properties of calibrated trifocal tensors were recently investigated in [16] , where some necessary and sufficient polynomial constraints on a real calibrated trifocal tensor have been derived. A 3-view analog of the variety of essential matrices -the calibrated trifocal variety -has been introduced in [13] , where it was used to compute algebraic degrees of numerous 3-view relative pose problems. The complete characterization of the calibrated trifocal variety is an open challenging problem. For the uncalibrated case such characterization consists of 10 cubic, 81 quintic, and 1980 sextic polynomial equations [1] .
Another way to describe the geometry of three calibrated cameras comes from considering compatible triplets of essential matrices. The compatibility means that a triplet must correspond to a certain configuration of three calibrated cameras. In the recent paper [11] , the authors considered compatible n-view multiplets of essential matrices and proposed their algebraic characterization in terms of either the spec-tral decomposition or the singular value decomposition of a symmetric 3n × 3n matrix constructed from the multiplet.
On the other hand, polynomial constraints on compatible triplets of essential matrices have not previously been studied. The present paper is a step in this direction. Its main contribution is a set of necessary and sufficient polynomial constraints on a triplet of real rank-two essential matrices that ensure the compatibility of the triplet. An important advantage of the proposed constraints is their sufficiency even in the case of cameras with collinear centers. The results of the paper may be applied to different computer vision problems including relative camera pose estimation from three and more views, averaging of essential matrices for incremental structure from motion, multiview camera auto-calibration, etc.
The rest of the paper is organized as follows. In Sect. 2, we recall some definitions and results from multiview geometry. In Sect. 3, we propose our necessary and sufficient constraints on compatible triplets of essential matrices. The constraints have the form of 82 cubic, one quartic, and one sextic homogeneous polynomial equations in the entries of essential matrices. Sect. 4 outlines two possible applications of the proposed constraints. In Sect. 5, we discuss the results of the paper and make conclusions. The Appendix includes some auxiliary lemmas that we used throughout the proof of our main Theorem 5.
Preliminaries

Notation
We preferably use α, β, . . . for scalars, a, b, . . . for column 3-vectors or polynomials, and A, B, . . . both for matrices and column 4-vectors. For a matrix A the entries are (A) ij , the transpose is A ⊤ , and the adjugate (i.e. the transposed matrix of cofactors) is A * . The determinant of A is det A and the trace is tr A. For two 3-vectors a and b the cross product is a × b. For a vector a the entries are (a) i , the notation [a] × stands for the skew-symmetric matrix such that [a] × b = a × b for any vector b. We use I for the identity matrix and · for the Frobenius norm.
Fundamental matrix
We briefly recall some definitions and results from multiview geometry, see [5, 6, 8, 17, 2] for details.
Let there be given two finite projective cameras P 1 = A 1 a 1 and P 2 = A 2 a 2 , where A 1 , A 2 are invertible 3 × 3 matrices and a 1 , a 2 are 3-vectors. Let Q be a point in 3-space represented by its homogeneous coordinates and q j be its jth image. Then,
where ∼ means an equality up to a scale. The epipolar constraint for a pair (q 1 , q 2 ) says
where [19, 11] 
is called the fundamental matrix. By definition, F 21 must be of rank two. The left and right null vectors of F 21 , that is vectors
respectively, are called the epipoles. We notice that e ij is the projection of the jth camera center onto the ith image plane.
The following theorem gives an algebraic characterization of the set of fundamental matrices.
Theorem 1 ([8])
Any real 3 × 3 matrix of rank two is a fundamental matrix.
Essential matrix
The essential matrix E 21 is the fundamental matrix for calibrated camerasP 1 = R 1 t 1 andP 2 = R 2 t 2 , where R 1 , R 2 ∈ SO(3) and t 1 , t 2 are 3-vectors, that is
The proof of formula (5) can be found in [2] . Camera matrices P j andP j are related by
where K j is an invertible upper-triangular matrix known as the calibration matrix of jth camera and H is a certain invertible 4 × 4 matrix. Then it can be shown that
Hence epipolar constraint (2) for the essential matrix becomeŝ
whereq j = K −1 j q j . The following theorem gives an algebraic characterization of the set of essential matrices. 
Theorem 2 ([4,6,17]) A real 3 × 3 matrix E of rank two is an essential matrix if and only if E satisfies
for all distinct i, j ∈ {1, 2, 3}. It follows from (10) that F ji = F ⊤ ij . 
Proof We note that constraints (11) imply (and are implied by)
for all distinct indices i, j, k ∈ {1, 2, 3}. Geometrically, constraints (12) mean that the epipoles e ij and e k j are matched and correspond to the projections of the jth camera center onto the ith and kth image plane respectively. The proof of compatibility of three fundamental matrices with noncollinear epipoles satisfying (12) can be found in [8] .
The main goal of this paper is to propose a generalized analog of Theorem 3 for a triplet of essential matrices with possibly collinear epipoles.
Compatible Triplets of Essential Matrices
A triplet of essential matrices
Given a triplet of essential matrices {E 12 , E 23 , E 31 }, we denote
The symmetric 9 × 9 matrix E (as well as its analog for fundamental matrices) has been previously introduced in [19, 12, 11] where some of its spectral properties were investigated. Matrix E is called compatible if it is constructed from a compatible triplet. In [11] , the authors propose necessary and sufficient conditions on the compatibility of matrix E (more precisely, of an n-view generalization of matrix E) in terms of its spectral or singular value decomposition. In particular, these conditions imply that the characteristic polynomial of a compatible matrix E has the form
where λ 1 , λ 2 , and λ 3 are possibly non-zero eigenvalues of E. Condition (15) induces polynomial constraints on the entries of matrix E. Namely, the coefficients of p E (λ) in λ 6 , λ 4 , λ 2 , λ 1 , and λ 0 must vanish. It is clear that these coefficients are polynomials in the entries of matrices E 12 , E 23 , and E 31 of degree 3, 5, 7, 8, and 9 respectively. For example, the coefficient in λ 6 equals −2 tr(E 12 E 23 E 31 ). Below we propose a set of cubic polynomial equations on matrix E such that constraint (15) is implied by these equations, see Eqs. (26) -(28).
We note that condition (15) alone is not sufficient for the compatibility of a triplet of essential matrices. The eigenvalues of E are additionally constrained by
where |λ 1 | > |λ 2 | and |λ 1 | > |λ 3 |. It follows that
Since the l.h.s. of Eq. (17) is a symmetric function in values λ 2 1 , λ 2 2 , and λ 2 3 , it can be expanded in terms of the elementary symmetric functions which are the coefficients in (15) . On the other hand, these coefficients can be represented as polynomials in tr(E 2k ). Thus we get one more polynomial constraint on matrix E of degree six, see Eq. (30).
Finally, some of our polynomial constraints are more convenient to formulate using a specific binary operation on the space of 3 ×3 matrices. Let A * be the adjugate of a matrix A, i.e. its transposed matrix of cofactors. Then for two 3 × 3 matrices A and B we define
An alternative expression for A ⋄ B can be derived using the well-known formula
Thus we get
It is straightforward to show that for any 3 × 3 matrices A, B, C, D and any scalars β, γ the following identities hold:
Now we can formulate our polynomial constraints. (14) . Then the following equations hold:
There are in total 1 + 6 · 9 + 3 · 9 = 82 linearly independent cubic equations of type (26) -(28).
Proof Let
where
Also it can be readily seen that E satisfies Eqs. (26) -(30) if and only if so does E.
j become skew-symmetric and can be represented in form
By substituting this into Eqs. (26) -(28), we get
for arbitrary 3-vectors a and b. Eqs. (29) -(30) are proved in a similar manner, but the computation is more complicated. Theorem 4 is proved.
Remark 1 Constraint (11) for a triplet of essential matrices is implied by Eq. (27). Namely, multiplying (27) on the right by E * jk we get (11) . We also note that Eq. (27) is a generalization of Eq. (9). Setting k = i in (27) and taking into account that E ii = 0 3×3 we get (9) . First of all, we simplify triplet E by using transform (31). Each essential matrix from E can be represented in form
Then,
where R = R 12 R 23 R 31 . Matrix U 1 is chosen so that1
where λ 2 + µ 2 = 1 and also (U 1 R 12 R 23 b 31 ) 1 = 0. As a result, it suffices to prove the "if" part for the triplet
where λ, µ, α 1 , . . . , γ 3 are some scalars. For the purpose of completeness, we write down the epipoles corresponding to triplet (39):
Let us define an ideal J ⊂ C[λ, µ, α 1 , . . . , γ 3 ] generated by all polynomials from (26) -(30) for triplet { E 12 , E 23 , E 31 } and also by polynomial λ 2 + µ 2 − 1. Ideal J determines an affine variety V(J) ⊂ C 10 . The rest of the proof consists in showing that each point of V(J) is either a compatible or degenerate triplet of essential matrices. By degeneration we mean that at least one essential matrix from the triplet is a zero matrix. For the reader's convenience, the main steps of the further proof are schematically shown in Fig. 1 .
We consider the three main cases:
First we note that a polynomial ideal and its radical define the same affine variety, whereas the structure of the radical may be much easier. For example, the Gröbner bases of ideal J and its radical √ J w.r.t. the same monomial ordering consist of 217 and 62 polynomials respectively. Besides, there exist a simple radical membership test allowing to check whether a given polynomial belongs to the radical or not, see Lemma 1 from the Appendix. This explains why we use the radicals of ideals throughout the further proof.
Let us define the polynomials
Then, by the radical membership test, we get
for all indices i and j.
First suppose that f i 0 for a certain i. Then it follows from (42) that α 1 β 3 = α 1 γ 3 = α 2 β 3 = α 2 γ 3 = 0. If α 1 0 or α 2 0, then β 3 = γ 3 = 0 and we get E 31 = 0 3×3 in contradiction with the rank-two condition. Therefore α 1 = α 2 = 0 and it follows from (42) that
The variables β 3 and γ 3 cannot be zero simultaneously. Without loss of generality, suppose that γ 3 0 and introduce parameter δ = β 3 /γ 3 . Then Eqs. (43) imply β i = δγ i for all i. Using the radical membership test, one verifies that the variables γ i are constrained by
The triplet of essential matrices has the form (67) and is compatible by Lemma 3.
Consider the case f 1 = f 2 = f 3 = 0, that is
The triplet of essential matrices has the form (69) and is compatible by Lemma 4.
Case II: µ = 0, λ = −1.
Let J ′ = J + µ, λ + 1 . Ideal √ J ′ contains the following polynomials:
where i = 1, 2. Supposing that α 1 β 3 0 or α 2 β 3 0, we get
The case β 1 = β 2 = 0 contradicts to the rank-two condition, since leads to E 31 = 0 3×3 . If β 1 = 0 and β 2 0, then triplet { E 12 , E 23 , E 31 } has the form (70) and is compatible by Lemma 4. Similarly we get compatible triplet (71) in the case β 2 = 0 and β 1 0. Finally, if β 1 β 2 0, then it follows from (47) that β 1 β 2 + α 2 1 = 0 and so β 2 = −α 2 1 /β 1 . Triplet { E 12 , E 23 , E 31 } has the form (72) and is compatible by Lemma 4. Now consider the case α 1 β 3 = α 2 β 3 = 0. There are two possibilities. If β 3 = 0, then ideal J ′ + β 3 contains the following polynomials:
The case γ 3 = 0 contradicts to the rank-two condition. Thus, α 1 + α 2 = β 1 + β 2 = 0. It follows that if α 2 = β 2 = 0, then α 1 = β 1 = 0 as well. By the radical membership test, variables γ 1 , γ 2 , and γ 3 are constrained by (44) and hence we get a particular case (δ = 0) of triplet (67) which is compatible by Lemma 3. On the other hand, if α 2 0 or β 2 0, then we get
Triplet { E 12 , E 23 , E 31 } is a particular case (β 3 = 0) of (69) which is compatible by Lemma 4.
The second possibility is β 3 0 and α 1 = α 2 = 0. Denote J ′′ = J ′ + α 1 , α 2 and define the polynomials
The radical membership test yields
for all i.
Consider the case β 1 β 2 = 0. If β 1 = 0, then ideal J ′′ + β 1 contains the polynomials
The case γ 1 = 0 leads to E 12 = 0 3×3 and hence contradicts to the rank-two condition. Therefore we get
Triplet { E 12 , E 23 , E 31 } has the form (73) and is compatible by Lemma 4. Similarly we get compatible triplet (74) if β 2 = 0. Finally, let β 1 β 2 0. The case γ 1 +γ 2 +γ 3 = 0 is impossible, since ideal J ′′ + γ 1 + γ 2 + γ 3 contains β 1 β 2 β 3 0. Let us denote δ = −1/(γ 1 +γ 2 +γ 3 ). Then it follows from (51) that
Triplet { E 12 , E 23 , E 31 } has the form (75) and is compatible by Lemma 4.
Case III: µ 0.
Ideal √ J contains the following polynomials:
Since µ 0, we have α 2 γ 3 = β 2 γ 3 − β 3 γ 2 = 0. First suppose that γ i 0 for a certain i. Then we get α 2 β 3 = 0. If α 2 0, then β 3 = γ 3 = 0 and hence E 31 = 0 3×3 in contradiction with the rank-two condition. If α 2 = 0, then ideal J + α 2 contains α 1 β 2 and α 1 γ 2 . If α 1 0, then E 23 = 0 3×3 in contradiction with the rank-two condition. Continuing this way one concludes that β 1 = β 2 = β 3 = 0. Ideal J + α 1 , α 2 , β 1 , β 2 , β 3 contains µγ 1 γ 2 γ 3 . Condition µ 0 implies that at least one γ i = 0 and so at least one essential matrix E ij is a zero matrix. This contradicts to the rank-two condition.
Consider the case γ i = 0 for all i. Ideal J + γ 1 , γ 2 , γ 3 contains β 3 (α 1 λ + β 1 µ + α 2 ). Since β 3 0 (otherwise E 31 = 0 3×3 ), we conclude that α 1 λ + β 1 µ + α 2 = 0. Denote J ′ = J + γ 1 , γ 2 , γ 3 , α 1 λ + β 1 µ + α 2 and define the polynomials
for all indices i, j, and k. Suppose that α 2 β 3 = 0. Since β 3 0 (otherwise E 31 = 0 3×3 ), we conclude that α 2 = 0. Ideal J ′ + α 2 contains α 1 β 2 . Since β 2 0 (otherwise E 23 = 0 3×3 ), we have α 1 = 0. Ideal J ′ + α 1 , α 2 contains µβ 1 . Since µ 0 we have β 1 = 0 and thus E 12 = 0 3×3 in contradiction with the ranktwo condition.
Let α 2 β 3 0. Then it follows from (57) that
Each of the three cases p 1 = q 1 = 0, p 1 = r 1 = 0, and q 1 = r 1 = 0 is impossible, since leads to µα 2 β 3 = 0 in contradiction with µ 0 and α 2 β 3 0. Suppose that p 1 = 0, q 1 0, and r 1 0. Then it follows from (57) that p i = 0 for all i. Triplet { E 12 , E 23 , E 31 } has the form (86) and is compatible by Lemma 5.
Let q 1 = 0, p 1 0, and r 1 0. Then we have q j = 0 for all j. Triplet { E 12 , E 23 , E 31 } has the form (87) and is compatible by Lemma 5.
Finally, if r 1 = 0, p 1 0, and q 1 0, then r k = 0 for all k. Taking into account that µ 0, after some computation, we conclude that triplet { E 12 , E 23 , E 31 } has the form (88) and is compatible by Lemma 5. We note that the denominator p 3 = α 1 µ − β 1 (λ − 1) in (89) does not vanish, since otherwise J ′ + r 1 , r 2 , r 3 , p 3 contains µα 2 β 3 0. To summarize, we have shown that in all cases the triplet of real rank-two essential matrices { E 12 , E 23 , E 31 } that satisfies Eqs. (26) -(30) is compatible. It follows from (31) that triplet {E 12 , E 23 , E 31 } is compatible too as required. Theorem 5 is proved. We also note that Eq. (29) only affects the compatibility of triplets with collinear epipoles, that is without Eq. (29) Theorem 5 remains valid for a triplet of real rank-two essential matrices with non-collinear epipoles.
Applications
Among the possible applications of Theorem 5 we outline the following two ones.
Three-view Auto-Calibration
Let {F 12 , F 23 , F 31 } be a compatible triplet of fundamental matrices and K i be the calibration matrix of the ith camera. Then we can write λ i λ j E ij = K ⊤ i F ij K j for certain scalars λ 1 , . . . , λ 3 , cf. (7) . Substituting this into Eqs. (26) -(30), we get by a straightforward computation the following equa-tions:
, and F is the symmetric 9 × 9 matrix constructed from F 12 , F 23 , and F 31 similarly as in formula (14) . It is clear that K i K ⊤ i = C i /(C i ) 33 and therefore the calibration matrix can be estimated from C i by the Cholesky factorization.
Given F 12 , F 23 , and F 31 , only matrices C i are constrained by Eqs. (59) -(62) and hence these equations can be used to solve the camera auto-calibration problem in three and more views. We note that Eq. (62) is sextic, Eq. (59) is cubic, Eq. (60) is quadratic, and Eq. (61) is linear in the entries of matrix C. The auto-calibration constraint corresponding to Eq. (29) is of degree 10 in the entries of C. We do not write it here.
Incremental Structure from Motion
In incremental structure from motion a set of essential matrices arises from independently solved two-view relative pose estimation problems. Due to the noise in input data, scale ambiguity, and other factors, the estimated essential matrices are hardly compatible. Their rectification (averaging) is one of the possible approaches to overcome the incompatibility. In [11] , the authors proposed a novel solution to the essential matrix averaging problem based on their own algebraic characterization of compatible sets of essential matrices. Although the method from [11] showed good results outperforming the existing state-of-the-art solutions both in accuracy and in speed, it is not applicable to the practically important case of cameras with collinear centers.
Polynomial constraints (26) -(30) could also be used to solve the rectification problem. In the simplest form it can be stated as follows: given a triplet of essential matriceŝ E = {Ê 12 ,Ê 23 ,Ê 31 }, find a compatible triplet E and scale factors Λ = {λ 12 , λ 23 , λ 31 } so that Λ 2 = 1 and E is the closest toÊ Λ = {λ 12Ê12 , λ 23Ê23 , λ 31Ê31 } w.r.t. the Frobenius norm. Thus we have the following polynomial optimization problem:
where J is the homogeneous ideal generated by all forms in (26) -(30) and V(J) is the corresponding projective variety. Problem (63) can be further solved by using iterative methods for constrained optimization, e.g. sequential quadratic programming method, augmented Lagrangian method, etc.
Discussion
In this paper we propose new necessary and sufficient conditions of the compatibility of three real rank-two essential matrices (Theorems 4 and 5). By compatibility we mean the correspondence of the essential matrices to a certain configuration of three calibrated cameras. The conditions have the form of 82 cubic, one quartic, and one sextic homogeneous polynomial equations. We would like to emphasize that (i) these equations relate to the calibrated case only and in general do not hold for compatible triplets of fundamental matrices; (ii) the sufficiency of the equations covers the case of cameras with collinear centers. The possible applications of the constraints may include multiview relative pose estimation, auto-calibration, essential matrix averaging for incremental structure from motion, etc. Regarding the auto-calibration, it is worth mentioning that some of our equations (Eq. (61)) turn out to be linear in the entries of matrix incorporating the calibration parameters. This unexpected result could be useful in developing novel auto-calibration solutions. By Lemma 1, a polynomial p ∈ √ J if and only if the (reduced) Gröbner basis of J is {1}. In the proof of Theorem 5, we used the computer algebra system Macaulay2 [7] to compute the Gröbner bases. The computation time did not exceed 3 seconds per basis.
Proof Let R i j and b i j satisfy Eqs. (64) -(65). Then Eq. (13) has the following possible solution for R i and b i :
It follows that triplet {E 12 , E 23 , E 31 } is compatible. Lemma 2 is proved.
Lemma 3
The following triplet of essential matrices with collinear epipoles is compatible:
where ǫ i = ±1, s = 0 δ 1 ⊤ , and δ is an arbitrary parameter.
, where cos ψ 0 = 1−δ 2 1+δ 2 and sin ψ 0 = 2δ 1+δ 2 . The essential matrices from triplet (67) can be written in form E i j = [b i j ] × R i j , where matrices R i j and vectors b i j are defined as follows
It is straightforward to verify that constraints (64) -(65) hold. By Lemma 2, triplet (67) is compatible. Lemma 3 is proved.
Lemma 4
The following triplets of essential matrices are compatible: 1.
2.
3.
4.
5.
6.
7.
where γ 1 = δβ 1 (β 1 + β 2 − β 3 ), γ 2 = δβ 2 (β 1 + β 2 + β 3 ),
and parameter δ is subject to
Proof Triplets (69) -(71), (73), and (74) are compatible by definition as the corresponding essential matrices can be represented in form (13) . Namely, 1. for triplet (69):
2. for triplet (70):
where D 1 = diag(1, −1, −1), b 2 = α 1 0 0 ⊤ , b 3 = 0 −β 2 0 ⊤ ;
3. for triplet (71):
where b 1 = 0 β 1 0 ⊤ , b 2 = −α 1 0 0 ⊤ ; 4. for triplet (73):
where D 3 = diag(−1, −1, 1), b 1 = 0 β 2 −γ 3 ⊤ , b 2 = 0 β 2 γ 2 ⊤ ;
5. for triplet (74):
where b 2 = 0 −β 1 −γ 1 ⊤ , b 3 = 0 −β 1 γ 3 ⊤ .
Further, let
The essential matrices from triplets (72) 
