Abstract. Least Absolute Shrinkage and Selection Operator or the Lasso, introduced by Tibshirani (1996), is a popular estimation procedure in multiple linear regression when underlying design has a sparse structure, because of its property that it sets some regression coefficients exactly equal to 0. In this article, we develop a perturbation bootstrap method and establish its validity in approximating the distribution of the Lasso in heteroscedastic linear regression. We allow the underlying covariates to be either random or non-random. We show that the proposed bootstrap method works irrespective of the nature of the covariates, unlike the resample-based bootstrap of Freedman (1981) which must be tailored based on the nature (random vs non-random) of the covariates. Simulation study also justifies our method in finite samples.
Introduction
Consider the multiple linear regression model y i = X i β + i , i = 1, . . . , n, (1.1)
where y 1 , . . . , y n are responses, X 1 , . . . , X n are design vectors, 1 , . . . , n are errors, and β = (β 1 , . . . , β p ) is the p-dimensional vector of regression parameters. We will consider both the cases when the design vectors are fixed and when they are random, separately. Additionally, we assume that i are independent (but possibly depends on X i ) when design is fixed and ( i , X i ) are independent when the design is random. When p is sufficiently large, it is common to approach regression model (1.1) with the assumption that the vector β is sparse, that is the set A = {j : β j = 0} has cardinality p 0 = |A| that is much smaller than p, meaning that only a few of the covariates are "active". One of the widely used methods under the sparsity assumption is the least absolute shrinkage and selection operator or the Lasso, introduced by Tibshirani (1996) . It is defined as the minimizer of l 1 -penalized least-square criterion function,
where λ n > 0 is the penalty parameter. Lasso is well suited to the sparse setting because of its property that it sets some regression coefficients exactly equal to 0 and hence it automatically leads to parsimonious model section [cf. Zhao and Yu (2006) , Zou (2006) and Wainwright (2009) ]. Another important aspect of Lasso is its computational feasibility in high dimensional regression problems [cf. Efron et al. (2004) , Friedman et al. (2007) , Fu (1998) , Osborne et al. (2000) ].
Asymptotic properties of the Lasso estimator was first investigated by Knight and Fu (2000) [hereafter referred to as KF(00)] for the model (1.1) with non-random design and homoscedastic error, when p is assumed fixed. Subsequently, in fixed p setting, Wagener and Dette (2012) and Camponovo (2015) extended results obtained by KF(00) to the cases when errors are heteroscedastic and the design is random. Although it follows that the Lasso estimator is √ n-consistent for the finite dimensional model (1.1), corresponding asymptotic distribution is complicated for constructing confidence regions and perform tests on regression parameter. Hence, a practically reasonable approximation to the distribution of the Lasso estimator is necessary for the purpose of inference. A general alternative approach of approximation besides the asymptotic distribution is the corresponding bootstrap distribution. When the design is nonrandom and errors are homoscedastic, KF(00) considered the residual bootstrap [cf. Freedman (1981) ] in Lasso regression. Chatterjee and Lahiri (2010) investigated the asymptotic properties of usual residual bootstrap in Lasso and found that it fails drastically in approximating the distribution of Lasso when the regression parameter vector is sparse. More precisely, they found that the asymptotic distribution of the residual bootstrapped Lasso estimator is a nondegenerate random measure on R p when one or more components of the regression parameter is zero.
To make residual bootstrap work, Chatterjee and Lahiri (2011) proposed a modification in residual bootstrap method and showed that it is consistent in approximating the distribution of the Lasso estimator when the design is non-random and errors are homoscedastic. Recently, Camponovo (2015) investigated paired bootstrap [cf. Freedman (1981) ] in Lasso when the design is random and the errors are heteroscedastic. He pointed out two reasons which are resulting in the failure of the paired bootstrap method and introduced a modification and established its consistency in estimating the distribution of the Lasso estimator.
In this paper, we construct a bootstrap method based on the perturbation approach [cf. Jin et. al (2001) , Das and Lahiri (2016) ] in both random and non-random design case and when the errors are allowed to be heteroscedastic. See Section 2 for details. We show that the conditional distribution of the corresponding bootstrapped Lasso estimator is consistent in estimating the complicated distribution of the original Lasso estimator, even in sparse setup. To prove our results, first we show strong consistency of Lasso, extending the result of Chatterjee and Lahiri (2010) for the case of non-random design and homoscedastic errors, and then we employ the techniques of finding asymptotic distribution of the M-estimators with nondifferentiable convex objective functions [cf. Pollard (1991) , Hjort and Pollard (1993) , Geyer (1994 Geyer ( , 1996 , Kato (2009)] , similar to what was employed by KF(00), to find the asymptotic distribution of the original Lasso estimator.
We conclude this section with a brief literature review. The perturbation bootstrap was introduced by Jin, Ying, and Wei (2001) as a resampling procedure where the objective function has a U-process structure. Work on the perturbation bootstrap in the linear regression setup is limited. Some work has been carried out by Chatterjee Das et al. (2017) . As a variable selection procedure, Tibshirani (1996) introduced the Lasso. Literature on bootstrap methods in Lasso is very limited. Asymptotic properties of standard residual bootstrap in Lasso has been investigated by Knight and Fu (2000) and Chatterjee and Lahiri (2010) . Chatterjee and Lahiri (2010) considered regression model (1.1) with non-random covariates and homoscedastic errors and showed that residual bootstrap fails drastically in approximating distribution of Lasso when one or more regression coefficients are zero. Subsequently Chatterjee and Lahiri (2011) developed a thresholding approach which rectifies this problem. Recently Camponovo (2015) developed a modified paired bootstrap for Lasso in regression model (1.1) with random covariates and heteroscedastic errors and established its distributional consistency.
The rest of the paper is organized as follows. Our proposed perturbation bootstrap method for Lasso is described in Section 2. The naive perturbation bootstrap and its shortcomings are also discussed in this Section. Main results concerning the estimation properties of the perturbation bootstrap are given in Section 3. A moderate simulation study is presented in Section 4. The proofs are provided in Section 5. Section 6 states concluding remarks.
Description of the Bootstrap Method
This section is divided into two parts. The first sub-section describes the naive way of defining perturbation bootstrapped Lasso estimator and subsequently points out its shortcomings. The second sub-section describes our proposed modification in defining the perturbation bootstrap version of the Lasso estimator.
Naive Perturbation Bootstrap
The perturbation bootstrap version of the least square estimator is defined as the minimizer of the objective function G * = 1, considered in Minnier et al. (2011) . Two immediate choices of the family of distribution of G * are Exponential(λ) and Beta(α, β) with α = (β − α)/(α + β). Other choices can be found easily by investigating the generalized beta family of distributions. Now consider a sequence of constants {a n } n≥1 such that a n +(n −1/2 log n)a −1 n → 0 as n → ∞ and a √ n-consistent estimatorβ n of β. Define the modified estimatorβ n = (β n,1 , . . . ,β n,p ) withβ n,j =β n,j 1(|β n,j | > a n ), 1(·) being the indicator function. It follows from the results of KF(00) and Camponovo (2015) that the Lasso estimatorβ n is √ n-consistent and hence for the sake of definiteness we takeβ n =β n . We need to use √ n(β * n −β n ), in place of
The reason is thatβ n can capture the signs of the zero components with probability close to 1 for sufficiently large n whereas the original Lasso estimatorβ n can not, as pointed out in Section 2 of Chatterjee and Lahiri (2011). Now to point out the shortcomings of the naive perturbation bootstrapped Lasso estimatoř
where C *
n is a sequence of non-centered random vectors and hence the asymptotic mean of that quantity is not necessarily 0, needed for consistency in estimating the distribution of the Lasso estimator [see in (5.8) thatW computational perspective, it would be plausible if C * n can be replaced by µ G * C n , since C * n needs to be computed at each bootstrap iteration. If we implement the modification described in the next sub-section, then both the theoretical and computational shortcomings of the naive method become resolved and distributional consistency is achieved by perturbation bootstrap.
Modified Perturbation Bootstrap
In order to rectify the naive method, we need to incorporate a perturbed least-squares criterion involving predicted valuesỹ i = x iβ n , i ∈ {1, . . . , n}, along-with the same involving the observed values y 1 , . . . , y n in the objective function. Formally, the modified perturbation bootstrap version of the Lasso estimator is defined aŝ
Now we point out an important computational characteristic of our proposed bootstrap method.
Then the perturbation bootstrap version of the Lasso estimator,β * n , can be expressed aŝ
This representation indicates thatβ * n is a Lasso estimator corresponding to the pseudo observations {z 1 , . . . , z n } and the design vectors x 1 , . . . , x n . Hence we can employ existing computationally fast algorithms, eg. LARS [cf. Efron et al. (2004) ], "one-at-a-time" coordinate-wise descent [cf. Friedman et al. (2007) ], even for finding the perturbation bootstrap version of the Lasso estimator. In the next section, we present the theoretical properties of the proposed perturbation bootstrap method.
Main Results

Notations
Suppose, β = (β 1 , . . . , β p ) denotes the true value of the regression parameter vector. Let, B(R p ) denotes the Borel sigma-field defined on R p and ρ(·, ·) denotes the Prokhorov metric on the collection of all probability measures on R p , B(R p ) . Set A = {j : β j = 0} and p 0 = |A|, supposing, without loss of generality, that A n = {1, . . . , p 0 }. E is the sigma-field generated by { i : i ≥ 1} when the design is non-random whereas when the design is non-random, E is the sigma-field generated by {( i , X i ) : i ≥ 1}. Further assume that F n is the distribution of
n given E . Define F ∞ to be the limit distribution of T n . Suppose, P * and E * respectively denote the bootstrap probability and bootstrap expectation conditional on data.
Results in the case of non-random designs
In this subsection, we consider the linear regression model (1.1) when the design vectors X 1 , . . . , X n are fixed. The errors 1 , . . . , n are independent; but may not be identically distributed. Thus i may be assumed to depend on X i , i ∈ {1, . . . , n}. In this setup, we show that F n is a valid approximation of F n , as formally stated in the next theorem.
Theorem 1 Suppose the following regularity conditions hold:
i and i are independent for all i ∈ {1, . . . , n} and EG * 3
Then it follows that ρ(F n , F n ) → 0 as n → ∞, with probability 1.
Incompetency of Residual Bootstrap when Errors are Heteroscedastic
First, let us briefly describe the residual bootstrap method in Lasso, developed in Chatterjee and Lahiri (2011). The modified residuals {˜ 1 , . . . ,˜ n } by˜ i = y i − X iβ n . Suppose¯ n is the mean of the residuals. Then select a random sample {r * 1 , . . . , r * n } from {(˜ 1 −¯ n ), . . . , (˜ n −¯ n )} and define
Then the residual bootstrapped Lasso estimator is defined as
To prove incompetency of residual bootstrap in Lasso, our argument is similar to as in Liu (1988) for least square estimator (LSE). When p = 1, Liu (1988) showed that the conditional variance of residual bootstrapped LSE is not a consistent estimator of the variance of LSE. Wagener and Dette (2011) showed that under the conditions (A.1), (A.4), (A.5), E i = 0 for all i ∈ {1, . . . , n} and n
where
where W follows N (0, Σ), when A = {1, . . . , p 0 }. The following proposition implies the incompetency of residual bootstrap in case of Lasso when errors are heteroscedastic.
Proposition 1 Suppose, conditions (A.1)-(A.3) and (A.5) hold. Also assume that n
. Then the following is true.
Remark 1. Note that Σ = s 2 C when the errors are homoscedastic and henceZ(v) becomes Z(v). Therefore residual bootstrap works in homoscedastic setting, as found in Chatterjee and Lahiri (2011) . But when the errors become heteroscedastic, then residual bootstrap is no longer valid in approximating the distribution of Lasso as long as Σ = s 2 C. This is indeed the case in most of the situations whenever the variance of the errors depend on the covariates. On the other hand, perturbation bootstrap can consistently approximate even when the regression errors are no longer homoscedastic. This is an advantage of perturbation bootstrap over the residual bootstrap.
The Result in the case of random designs
In this subsection, we establish thatF n approximates F n consistently when the design vectors are random and errors 1 , . . . , n are independent, but not necessarily identically distributed. The result is stated in the theorem 2 below.
Theorem 2 Suppose the following regularity conditions hold:
i and ( i , X i ) are independent for all i ∈ {1, . . . , n} and EG * 3
Then it follows that ρ(F n , F n ) → 0 as n → ∞, with probability 1. Remark 3. One needs to implement paired or residual bootstrap depending on whether the covariates are random or non-random and also there is significant difference in implementation between these two procedures. On the other hand Theorem 1 and 2 are implying that one can implement perturbation bootstrap without thinking about the nature of the covariates. This means that the perturbation bootstrap is more general than the resample-based bootstrap (residual and paired) of Freedman (1981) in case of Lasso.
Simulation results
We study through simulation the coverage of one-sided and two-sided 90% confidence intervals for individual regression coefficients separately for both the situations when design is nonrandom and random, constructed using Theorem 1 and 2. We compare empirical coverages of our perturbation bootstrap (PB) method with that of residual (RB) and paired bootstrap (PaB). We have also compared the empirical coverage of confidence region obtained by perturbation bootstrap with other two methods.
Coverage and (avg. width) of two-sided 90% CIs Table 1 : Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under (n, p, p 0 ) = (100, 10, 6) using crossvalidation choice of λ n . One-sided intervals are right sided.
Under the settings (n, p, p 0 ) ∈ {(100, 10, 6), (500, 10, 6), (1000, 10, 6)} , we generate n independent copies (X 1 , Y 1 ), . . . , (X n , Y n ) of (X, Y ) ∈ R p × R from the model Y = X β + , where = ( 1 , . . . , n ). We have considered two cases in both non-random and random design setup. Case I is when i /s i is generated from (χ Table 2 : Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under (n, p, p 0 ) = (1000, 10, 6) using crossvalidation choice of λ n . One-sided intervals are right sided.
is when i /s i is generated from standard normal distribution with s
where X ij is the (i, j)th element of design matrix X. The design vectors X i = (X i1 , . . . , X ip ) , i ∈ {1, . . . , n}, are independent and identically distributed mean-zero multivariate normal random vector such that
for 1 ≤ j, k ≤ p, and β = (β 1 , . . . , β p ) with β j defined as β j = (3/4) + (1/4)j for j = 1, . . . , p 0 and β j = 0 for j = p 0 + 1, . . . , p.
Coverage and (avg. width) of two-sided 90% CIs Table 3 : Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under (n, p, p 0 ) = (100, 10, 6) using crossvalidation choice of λ n . One-sided intervals are right sided.
We compute the empirical coverage over 1000 simulated data sets of one-and two-sided confidence intervals for each regression coefficient under crossvalidation-selected values of λ n . To construct the bootstrap intervals for each of the 1000 simulated data sets, we generate 1200 independent samples from Exp (1) . The values of λ n are thereafter held fixed for all bootstrap computations on the same dataset. Tables 1 and 2 are displaying the empirical coverage probabilities of 90% CIs for each of the regression coefficients under the settings (n, p, p 0 ) ∈ {(100, 10, 6), (1000, 10, 6)}, when the design is non-random. For the random design case, Tables 3 and 4 are displaying the empirical coverages when (n, p, p 0 ) ∈ {(100, 10, 6), (1000, 10, 6)}. Tables 1 and 2 are comparing  our perturbation bootstrap method with residual bootstrap and Tables 3 and 4 Table 4 : Empirical coverage of 90% confidence intervals for regression coefficients over 1000 simulations under (n, p, p 0 ) = (1000, 10, 6) using crossvalidation choice of λ n . One-sided intervals are right sided.
In the non-random design case, for which Table 1 and 2 display the empirical coverages of 90% CIs, the perturbation bootstrap intervals based on T * n perform much better than residual bootstrap intervals for both zero and non-zero regression coefficients. When n = 1000, perturbation bootstrap two-sided and one-sided intervals achieve closest-to-nominal coverage in both The empirical coverages of 90% residual bootstrap CIs, specially the two-sided ones, continue to perform poorly even when the sample size increases from 100 to 1000. These finite sample results are justifying the incompetency of the residual bootstrap when errors are heteroscedastic, as stated in proposition 1. When n = 100 and errors are heteroscedastic normal, the one-and two-sided perturbation bootstrap intervals achieve sub-nominal coverage for the smaller non-zero regression coefficients given that those coefficients were occasionally estimated to be zero, but achieves close-to-nominal coverage for the larger non-zero regression coefficients. For the zero coefficients, the difference in empirical coverages are higher than the non-zero ones in both case I and II, showing that the thresholding, performed on original Lasso estimator to get proper centering in bootstrap setup, has significant influence in achieving nominal coverage in case of perturbation bootstrap than the same in case of residual bootstrap, when the errors are heteroscedastic. Table 3 and 4 display the empirical coverages of 90% CIs in the random design case. In case I, that is when the errors are heteroscedastic centered χ 2 2 , the perturbation bootstrap intervals based on T * n perform similarly to paired bootstrap intervals for both zero and nonzero regression coefficients. In case II, although the performance of perturbation and paired bootstrap are equivalent for the non-zero regression coefficients, the empirical coverages of the paired bootstrap are worse than that of the perturbation bootstrap intervals even when n = 1000. Perturbation and paired bootstrap are performing almost similarly in random design since both can consistently approximate the distribution of Lasso even when the errors are heteroscedastic.
To compare our perturbation bootstrap method with the existing bootstrap methods, we define the quantity "Empirical Coverage Ratio" (ECR) as ECR = Empirical Coverage of a Perturbation Bootstrap CI Empirical Coverage of corresponding CI constructed using other bootstrap method Figures 1 and 2 are respectively displaying ECR corresponding to the one-sided 90% CIs constructed using the residual and the paired bootstrap when n = 1000. Note that ECR values displayed in the Figure 1 are greater than 1 for each of the regression coefficients in both the cases and hence the perturbation bootstrap method is performing better than its residual counterpart in terms of coverages of 90% one-sided CIs when n = 1000. Conclusions will be similar for other two sample sizes also, for n = 100 see Table 1 . Figure 2 is indicating that the perturbation and the paired bootstrap are equivalent in our finite sample setting for non zero regression coefficients in both the cases. But for zero regression coefficients, ECR values are greater than 1 when errors are heteroscedastic mean zero Normal and and greater than 1.15 when errors are heteroscedastic centered χ 2 2 . Therefore perturbation bootstrap is performing better than paired bootstrap uniformly for all the zero coefficients when n = 1000. Same is true for n = 100 also, as can be seen in Table 3 . Table 5 : Empirical coverage of 90% confidence region for regression parameter vector over 1000 simulations under (n, p, p 0 ) = (1000, 10, 6) using crossvalidation choice of λ n . Table 5 is displaying the empirical coverages of 90% two-sided confidence regions, constructed using perturbation, residual and paired bootstrap, under (n, p, p 0 ) ∈ {(100, 10, 6), (500, 10, 6), (1000, 10, 6)} in both the cases. Whereas perturbation bootstrap empirical coverages are little higher than 0.90 for n = 100 and 500, residual bootstrap is performing poorly for all the three sample sizes and in both choices of error distribution. On the other hand paired bootstrap is performing nominally.
We see that the perturbation bootstrap is able to produce reliable confidence intervals for regression coefficients and that it is able to do so under cross validation choice of penalty parameter.
Proofs
Suppose, K, K 1 , K 2 denote generic constants which do not depend on n. Let, (C.1) − (C.6) refers to (A.1) − (A.6) when the design matrix is non-random and to (B.1) − (B.6) when the design matrix is random. Recall that P * denotes the conditional probability given E and
For a random vector Z and a sigma-field C, suppose L(Z) denotes the distribution of Z and L(Z|C) denotes the conditional distribution of Z given C. For simplicity set L(Z|σ(W )) = L(Z|W ). Also suppose that || · || is the euclidean norm. We will write w.p. to denote "with probability".
Now we state some lemmas before proving theorem 1 and 2.
Lemma 1 Let {Z n } be a sequence of independent random variables such that n 
Proof of Lemma 4. First note that
Now note that by Lemma 3 || √ n(β n − β)|| = O(log n) w.p. 1. Using this, Lemma 1 and the fact that max i∈{1,...,n}
we have
On the other hand, following is the direct implication of Lemma 1
This shows that the first term on the LHS of 5.3 is o(1), w.p. 1. Next consider the second term on the LHS of 5.3. It is easy to see that
Using (5.4), Hölder's inequality, Lemma 1 and Lemma 3, one can show from (5.5) that
Again it is easy to show that n
Proof of Lemma 5. Consider A ∈ E such that P(A) = 1 and on the the set A the following holds:
Hence, using Cramer-Wold device, it is enough to show that, on A,
for any t ∈ R p and t = 0. Now due to Lemma 4 and assumption (C.4), (5.7) follows if we can show that on the set A
where 
The last equality follows from Lemma 4. Therefore Lemma 5 follows.
Proof of Theorem 1. The Perturbation bootstrap version of the Lasso estimator is given bŷ β * n = arg min Define the set B ∈ E such that P(B) = 1 and on the the set B, (5.1), (5.2) and (5.6) hold. Note that due to the definition ofβ n , there exists N (ω) for each ω ∈ B such that for n > N (ω), β j,n =β j,n and sgn(β j,n ) = sgn(β j ) for j ∈ Ã β j,n = 0 for j ∈ {1, . . . , p} \ A Therefore, on the set B, 
Conclusion
Perturbation Bootstrap method is proposed in case of Lasso. It is shown that the perturbation bootstrap is capable of consistently approximating the distribution of Lasso in both the cases when the covariates are random and non-random and even when the errors are heteroscedastic. Residual bootstrap of Chattaerjee and Lahiri (2011) is shown to fail when the errors are heteroscedastic and covariates are non-random. Thus perturbation bootstrap is better than residual bootstrap in the sense of validity of bootstrap in heteroscedasticity. When the covariates are random then one can implement paired bootstrap, the validity of which is shown by Camponovo (2015) . The implementation of paired bootstrap is significantly different from residual bootstrap. Thus one needs to select the residual and the paired bootstrap depending on the nature of the covariates, where as the perturbation bootstrap works irrespective of the nature of the covariates. Therefore the results in this paper establish the proposed perturbation bootstrap method as a more general bootstrap method than the resample-based bootstrap methods (residual and paired) as a tool of distributional approximation of Lasso.
