The method for calculating the confidence ellipsoid around the parametersx and the corresponding dependent and independent confidence intervals and correlation coefficients runs as follows (see [1] and references therein):
S-1 Calculating the correlation coefficients and estimated correlation coefficients
The method for calculating the confidence ellipsoid around the parametersx and the corresponding dependent and independent confidence intervals and correlation coefficients runs as follows (see [1] and references therein):
• Define the discrepancy vector between the model output y(x, t i ) and the experimental dataỹ for a given parameter vector x: Y(x) = y(x, t i ) −ỹ i so that the score function can be written as
then the Jacobian (number of data points N × number of components m) of the solution can be written as
which is the sensitivity of the ith component of the discrepancy vector to small changes in the parameter x j .
• Decompose the Jacobian at the minimumx using singular value decomposition
Assuming the likelihood is multivariate normal, with the mode at the minimumx, we can compute the 1 − α confidence ellipsoid
where F α is the upper α point of the F -distribution with m and N − m degrees of freedom.
• Invert the above, noting that J T J = V Σ 2 V T , and let r 2
, so the intervals can be written as follows:
for the dependent interval, and
for the independent interval, with the correlation coefficients between the i and j components of the parameter vector given by
S-2 Confidence intervals and correlation plots
The confidence intervals for all 23 parameters are shown here in figures S-1-S-23, with the 6 parameters shown in the main text included for comparison purposes. 
