Abstract. The number Sm(a) of solutions of the quadratic equation x2+xl + ---+ xl, = at (xf ± ±x] for i ^ 7') for given m , with a and x¡ belonging to a finite field, is studied and a recursive method to compute Sm(a) is established.
Introduction
Given a finite field Wq (q = p" , p: odd prime), the estimation of the number of solutions of the quadratic equation in the abstract (x¡ e F*) is reduced to the study of certain vectors pm , and a recursive method to calculate this number is established. When q = p , the latter computation may be applied to calculate the number Nm of solutions of the congruence x2 + ---+X2, = 0 (modp), 1 < x\ < ••• < xm < -y-.
The number Nm is known to be related to the class number of Q(y/p) (Agoh [1] ), and an algorithm, different from ours, to calculate it is given by Maohua [3] (see also Sun [4, 5] ).
1. Preparatory lemmas and proposition 1.1 . In this section we shall establish three lemmas and a proposition, which will be used to prove Theorem 1. The latter gives an algorithm for computing the number of solutions of the quadratic equation specified in the abstract. Given an odd prime number p and q = p" , we let F = F? and set F2 = {x2\x e ¥*}.
We also set, for "ef, «_*-¿0+(5))-<-K'-G))- we have^= 2i/e,-l = (2i^-l)(2i/,-l), which implies (ii). Similarly, since
It is convenient to introduce the following notation:
ifi/_, = l, if i/_, -0.
We note that
Given a, ß, y belonging to F, we set (4) A{^y = {(x,y)e¥2x¥2\ax + ßy = y,y= 1 if ß = 0}
and These numbers will be used in the algorithm described in Theorem 1.
The following relations are easily deduced from the definitions:
(6) #!,-<ííV.-'7 <a€P>-(7) k*ß,**r = Xß.7 (i,rier), Given ß, y e F*, it is known that Xß, y may be computed by using Jacobi sums [2] . In the following, we shall show that group-theoretical considerations can be used to compute Xßy. We have *-{(; *2>-'«4 Lemma 2. The following sequence is exact:
1 -4-»^*^Sf*-> 1.
Proo/. It is sufficient to show, for a given ß e ¥*, that there exist x, y G F* satisfying x2 -ay2 = ß or, equivalently, x2 = ay2 + ß . We now have B{x2|x e¥} = »{ay2 + ß\ye¥} = ^-, whence {x2\x e ¥} n {ay2 + y5|y e ¥} ¿ 0, which implies Lemma 2. In order to compute this number, we consider the following set: 2.2. Now fix an element r e ¥* such that vr = 0 and consider the following vectors (ß e¥, 1 < m < (1 +u'_l)^-):
Pm -(Pm,0, Pm,l • P-m,r)-Since Sm(a) equals either Sm(0), Sm(l) or Sm(r), the problem of computing Sm(a) is, by virtue of (16), reduced to the computation of the vectors pm .
2.3. Given an element ß e F and a fixed element r e F* such that vr = 0, we shall introduce here a matrix L^] which will be used to compute pm :
The following proposition follows easily from (8), (9) and Proposition 1 (ii).
Proposition 2. We have
For ß e ¥*, When i = 3, we have k = 1 and pK = px = (0, 1, 0) ; whereas when i/_i = 0 and q > 3, we have ^"p > 1 and therefore pK = ( 1, 0, 0).
2.5. We now compute p2 and p-¡. We have
Whence, we obtain 2.6. We note here that some of the classical formulas concerning quadratic residues can be obtained from the formulas (24) and (25) Combining the congruences (30) and (31), we obtain the following special case of the law of quadratic reciprocity:
2.7. We now illustrate how Theorem 1 may be used to compute the vectors pm by looking at an example: q = p = 17. In this case, we have p = 4, I/_i = l, «v±2 = l, ¿^±3 = 0.
We use the general formulas derived above to compute px, p2, and /13 : px = (0, 1,0) (Theorem l(iii)). Let pk (0 < k < p) be the vector given ¿>y (18) and let p be as in (2) (we set po = (1, 0, 0)). We then have: It is well known that the class number h of Q(v 17) is 1, and that e = 4 +VT7
is a fundamental unit of the latter real quadratic number field.
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