Abstract. We consider the system of equations that describes small nonstationary motions of viscous incompressible fluid with a large number of small rigid interacting particles. This system is a microscopic mathematical model of complex fluids such as colloidal suspensions, polymer solutions etc. We suppose that the system of particles depends on a small parameter ε in such a way that the sizes of particles are of order ε 3 , the distances between the nearest particles are of order ε, and the stiffness of the interaction force is of order ε 2 .
1.
Introduction. In the last years, in the literature on fluid mechanics we have seen an increasing number of papers devoted to the study of complex fluids. The examples of such fluids (substances) seen in nature are blood, honey, spider's web etc. Nowadays, complex fluids of artificial origin such as magnetic fluids, colloidal suspensions, surfactant fluids, polymer fluids attract the increasing interest of the researchers, because of their potential usefulness in various applications (see [7] , [12] , [17] , [18] , [21] , [30] , [35] ).
Generally, these fluids have a specific microstructure. The characteristic feature of this microstructure is the presence of a main fluid and small (of order of angstroms) particles (atoms, molecules) of another substance located in the fluid. These inclusions form flexible elastic chains, clusters, periodic grids and interact between themselves due to the forces of various origins (Van-der-Waals forces, electrostatic forces etc., see [17] ). In general, such mixtures show a non-newtonian behavior.
The simplest microscopic model of such substances is a mixture of a newtonian fluid and small solid particles that interact between themselves and with the surrounding fluid. The study of the properties of the fluids in the framework of such a model by using both analytical and numerical methods appears to be an unsurmountable problem because one have to take into consideration the interaction of a great number of the small particles. Therefore it is necessary to develop adequate macroscopic models that can help in studying such fluids. A number of authors, both mathematicians and physicists, have addressed this development ( [3] , [5] , [18] , [29] , [31] ). In particular, oscillations of a viscous incompressible fluid with small solid interacting particles of arbitrary shape are considered in [5] under the assumption that the diameters of particles, the distances between the neighboring particles and the interaction forces are of the same order ε. The asymptotic analysis, as ε → 0, of this problem is given and the homogenized (macroscopic) model is constructed. It shows that, for ε sufficiently small, the mixture behaves as a one-phase viscoelastic medium.
In [3] , a similar problem was studied in the case of very small particles (of order ε α , 1 < α < 3). It was shown that the homogenized model is qualitatively the same.
In this paper we study the case, when the diameters of particles are of order ε 3 , which is the well-known critical size of inclusions, leading to appearance of an additional potential (named in [10] a "strange term") in the homogenized equation (see also [1] , [22] , [23] ). It turns out that in this critical case the homogenized model has another qualitative form: the model is two-component and the mixture acts as if a main fluid oscillate penetrating through an elastic weightless skeleton. This homogenized model can be considered as a more complex version of Brinkman's law introduced in [9] .
A rigorous justification of Brinkman's law requires the study of the homogenization problem for the Stokes equations in perforated domains. This question has been extensively studied in the mathematical literature (see, e.g., [1] , [8] , [15] , [19] , [23] , [33] ). Particularly, the homogenization of the Navier-Stokes equations with the Dirichlet boundary condition in a porous domain modelled as the periodic repetition of an elementary cell of size ε containing a tiny solid obstacle was analyzed in [1] . The convergence of the homogenization process to a Brinkman-type law was proved, with the help of Tartar's energy method, in the case where the solid obstacle is of critical size ε 3 (in the three-dimensional case). If the size of the holes is asymptotically larger than this critical size, then the homogenized problem is governed by Darcy's law; if the size of the holes is asymptotically smaller than the critical size, then the homogenized problem turns out to be the Stokes equations (for more details see [1] , [15] , [32] ).
In [19] and [33] , Brinkman's law was also derived by means of a three-scale expansion method. A similar result was obtained in [8] by using the framework of epi-convergence. We also refer to work [23] , where it was proved that equations corresponding to Brinkman's law describe the limiting behavior of the Stokes flow in a non-periodically perforated domain for the critical scaling of the holes.
The key feature of our paper is the interaction between particles. Our main purpose is to develop a rigorous mathematical model that shows how the interaction affects the homogenized medium. Namely, for generic non-periodic arrays of particles we describe the homogenized model in terms of the meso-characteristic of a discrete elastic skeleton, which represents local interaction energy on the meso-scale (intermediate scale between the inter-particle distances (microscale) and the domain sizes (macroscale)). We show that in the case of the critical sizes of particles, the homogenized medium exhibits a two-phase behavior.
To this end, we use the Laplace transform to obtain a time-independent version (with spectral parameter λ) of the problem describing small motions of the fluid with solid interacting particles. Then we reduce it to a variational form for λ0. In sections 4-7, we study the asymptotic behavior of solution of the variational problem as ε → 0 by using a method of the computation of a Γ-limit. We find the homogenized variational functional and the system of Euler equations corresponding to this functional. Finally, in section 8 we study the analytic properties of the solutions of these equations with respect to λ, and, applying the inverse Laplace transform, obtain the homogenized non-stationary problem.
2. The microscopic model. Let Ω be a bounded domain in R 3 with smooth boundary ∂Ω. The domain is occupied by a composite medium, which is a suspension of a large number N ε = O( 1 ε 3 ) of small, ball-shaped rigid interacting particles Q i ε (i = 1, N ε ) in a viscous incompressible fluid. We assume that the radii of the particles are of order O(ε 3 ), the distances between the neighboring particles are O(ε), and interaction between the neighboring particles is determined by central forces of order O(ε 2 ). We also assume that the system of particles is in equilibrium when the fluid is at rest. Let x i ε be a position of the center of particle Q i ε corresponding to its equilibrium state. This equilibrium is determined by the minimum of the interaction potential energy
+ the terms of higher orders, where u i ε are displacements of the centers of the particles, C ij ε are symmetric positive matrices, the parenthesis , stands for a dot product in R 3 . Since the energy (2.1) is invariant under translation and rotation of the set of particles as a whole, the energy minimization defines many equilibrium states. A unique minimum is specified by the condition that the external boundary interacts with all the particles which are at a distance smaller than Cε (C > 0) from ∂Ω. Then in addition to the energy (2.1) we need to take into account the energy due to the interaction with the boundary ∂Ω. Formally, the energy can be written in the same form, taking into account that some particles Q j ε can lie on the boundary with the correspondent displacements u j ε being equal to zero due to the boundary condition on ∂Ω. Thus, in our consideration the system of particles has a unique equilibrium state {x
Introduce the following notations:
ε is a domain occupied by the fluid; ρ is the specific density of the fluid; µ is the dynamic viscosity of the fluid; ρ s is the specific density of particles' substance; m 2 is the inertia moment of Q i ε . Then the linearized system of equations that describe small non-stationary motions of the fluid with solid interacting particles can be written in the form
where the constants a 2 ≥ a 1 > 0 do not depend on ε.
3.1.
The qualitative characteristic of an elastic skeleton. We introduce a meso-characteristic which characterizes the local (average on meso-scale) elastic properties of elastic skeleton. Denote by K x h = K(x, h) the cube of side length h > 0 (ε ≪ h ≪ 1) centered at a point x ∈ Ω. The orientation of the cube is arbitrary but independent of x and h. For the sake of definiteness we assume that the edges of this cube are parallel to the coordinate axes.
Let N(x, ε, h) be the set of lattice vector-functions w ε (x). These functions are defined at each point x i ε , that belongs to the cube K(x, h). Their values at the points x i ε we denote by w
Consider a minimization problem in the class N(x, ε, h) for the following functional
Here ϕ pq (x) = 1 2 (x p e q + x q e p ), T = {T pq } is a symmetric second rank tensor, the sum K x h stands for the summation over all indexes i for which x i ε ∈ K x h , 0 < τ < 2 is a technical parameter.
Lemma 3.1. There exists a unique lattice function w = {w i } that minimizes the functional (3.5). The minimum of this functional is a quadratic homogeneous function of the tensor T = {T pq }. Moreover, the following representation holds
where a τ npqr (x, ε, h) are the components of a fourth rank tensor. These components are defined as follows:
Hereafter we denote by w np (x) the lattice vector-function that minimizes func-
The proof of this Lemma is given in [4] . It follows from (3.7) that the tensor {a τ npqr (x, ε, h)} is symmetric a npqr = a qrnp = a pnqr = . . .
We call this tensor the local elasticity tensor of the elastic skeleton. This mesocharacteristic plays the key role in our considerations since it defines the effective elastic modules in the continuum limit via discrete interactions.
Observe that the first sum in (3.5) represents the interaction energy in K 
where r(x) > 0 is a continuous function and {a npqr (x)} is a continuous, positive defined tensor. Note, that the existence of limits (3.8)-(3.9) is a general restriction on the spatial distributions of the locations of the particles and their radii. Since we do not require any spatial periodicity, we have to impose some conditions on these distributions. In section 9, we provide an example where limits (3.8)-(3.9) are calculated explicitly. Remark. If the limits in (3.9) exist for some τ 0, then they exist for any τ > 0 and the limiting tensor a npqr (x) does not depend on τ (this fact can be proved analogously to [24] ). This limiting tensor incorporates the information about the geometric array of the particles and the strength of the interparticle interactions.
Let χ ε (x) be the characteristic function of the fluid domain Ω ε , and χ i ε (x) be the characteristic function of the particles Q i ε .
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Using the solution {v ε (x, t), u i ε (x, t), θ i ε (t), i = 1, 2, . . . , N ε } of the problem (2.2)-(2.7), construct the vector-functions
(3.10)
The following theorem is the main result of the paper.
Theorem 3.2. Suppose that conditions I, II, (3.8), (3.9) hold. Suppose that the initial conditions of the problem (2.2)-(2.7) converge as ε → 0 in the following senseṽ
(for any T 0) to a vector-function v(x, t) such that the pair of vector-functions {v(x, t), w(x, t)} is a solution of the following initial boundary value problem
(3.15) Here C(x) = 6πµr(x); the function r(x) and the tensor {a npqr (x)} are defined by (3.8) and (3.9) respectively. The proof of theorem 2.1 is given in sections 3-8. First, in section 3, using Laplace transform, we formulate a stationary version of the problem (2.2)-(2.7) with parameter λ . Then we reduce it to a variational form for λ0. In sections 4-7, we study the asymptotic behavior of solution of the variational problem as ε → 0 by using a method close to the computation of a Γ-limit. We find the homogenized variational functional and the system of Euler equations corresponding to this functional. Finally, in section 8 we study the analytic properties of the solutions of these equations in the parameter λ, and, applying the inverse Laplace transform, obtain the homogenized non-stationary problem (3.12) - (3.15) .
In Section 9 we consider the special case of a periodic array of balls Q i ε and calculate the tensor a(x) = {a npqr (x)} explicitly.
4. Variational formulation of the problem. We convert the evolutionary problem (2.2)-(2.7) into the stationary one by using the Laplace transform in time.
For the sake of simplicity, we keep the same notations for the Laplace images as for the corresponding time-dependent quantities:
. Then using (2.1) we obtain the following boundary value problem for Laplace transforms
are the components of the strain tensor. Taking into account the fact that the matrix C ij ε is non-negative, it is easy to show that there exists a unique minimizer v ε = v ε (x, λ) of the functional (4.6) in the class
} of the boundary value problem (4.1)-(4.5) for λ > 0. The main goal is to investigate the asymptotic behavior of the solution v ε (x) of the minimization problem
as ε → 0. Introduce the functional
is the limiting vector function defined by (3.11). We will show that (4.8) is the limiting functional for (4.7) as ε → 0.
Denote the class of divergence free vector-functions from
introduce the following class of pairs (v ′ , w ′ ):
Consider the minimization problem for the functional (4.8)
It follows from (4.8) that the solution (v, w) of the problem (4.9) is a generalized solution of the boundary value problem
(this is valid for a npqr ∈ L ∞ (Ω)). For the sake of simplicity, we assume that a npqr ∈ C 1 (Ω). Then a strong solution of the problem (4.10)-(4.11) exists.
Since C(x) > 0 and the tensor a(x) = {a npqr (x)} is positive defined, a unique solution of the problem (4.9) exists and it is a solution of the problem (4.10)-(4.11).
Using the solution v ε (x, λ) of the minimization problem (4.7), we construct a piecewise linear spline
where Then the solution of the problem (4.7) converges to the solution (v(x, λ), w(x, λ)) of the problem (4.9), as ε → 0, in the following sense. For any λ, 0
The proof of this theorem is given in § §5-7.
5.
The compactness of solutions of the variational problem (4.7). Let v ε (x, λ), ε > 0, be a solution of the minimization problem (4.7). Since 0 ∈
where
We now apply the second Korn's inequality [28] 
and the discrete Korn's inequality (see [4] )
where the constants C 1 , C 2 and a 1 are defined in (3.1) and (3.4), respectively, the sum
′ is taken over the pairs (i, j) corresponding to the edges (
Therefore, the sets of vector functions {v ε (x, λ), ε0} and {w ε (x, λ), ε > 0} (see (4.12)) are weakly compact in H 1 (Ω). Let us choose subsequences v ε k (x, λ) and
. Due to the Embedding Theorem, they
. We will show that the pair {v, w} is a minimizer of (4.9). Since this problem has a unique solution and the sets {v ε , ε0} and {w ε , ε > 0} are compact, we conclude that v ε → v and w ε → w weakly in H 1 (Ω) and strongly in L 2 (Ω), as ε → 0. The proof of the fact that the pair {v, w} minimizes functional
(Ω) will be given in two steps in Sections 6 and 7. This is done by proving a Γ-convergence result with respect to the convergence (4.13)-(4.14).
The scheme of the proof is the following. Starting from an arbitrary pair {v
, where h is a meso-parameter such that ε ≪ h ≪ 1. Since v ε (x) minimizes (4.7), we have
Using the explicit construction of the function v εh (x), we show that
Next, in Section 7 we show that if the functions v ∈
• J(Ω) and w ∈
• H 1 (Ω) are the weak limits of v ε (x) and w ε (x), respectively (as ε = ε k → 0), then the inverse inequality holds:
It follows from (5.6) and (5.7) that for any pair (v
Thus the pair (v, w) is a solution of the minimization problem (4.9).
6. The proof of upper bound (5.5). Cover the domain Ω by cubes
) with the edges of length h, which are parallel to coordinate axes. The centers x α of the cubes form a cubic lattice of the h − δ (0 < ε ≪ δ ≪ h), so that the cubes overlap. Due to the overlap of the cubes, we can further select smaller cubes K
) with the same center x α and edges of length h
Let {ϕ α h (x), α = 1, 2, . . .} be the partition of unity which corresponds to the covering 
Here
]} are, respectively, the symmetric and skew-symmetric parts of the tensor ∇w(x) respectively at the point
is a discrete vector function that minimizes the functional A τ εh (w; x α ; T ) (see (3.5) ) in the cube K(x α , h) with
; therefore it is close to ϕ np .
Remark. We construct this function in order to satisfy the following conditions: 1) for sufficiently small h and ε <ε(h), the function w εh (x) is close (in some sense) to the restriction of w(x) on the lattice {x i ε }; 2) for h ≪ 1 and ε ≪ε(h), the function w εh (x) is an "almost" minimizer of the functional (3.5) in every cube
and that the term
(b αnp is a constant vector) does not contribute to the elastic energy. Thus 1)-2) in Remark hold. Hereafter O(h k ) stands for a vector function with the norm of order
To go further, we need the following theorem on the representation of divergence free functions [13] .
that is a homeomorphic image of a ball. Let J(G) be a subspace of L 2 (G) that is the closure of the set of smooth divergence free vector functions. Then for any u(x) ∈ J(G), the following representation holds:
where the vector functionũ(x) ia such thatũ(x) ∈ H 1 (G), divũ = 0 and ũ, n = 0 on ∂G. The functionũ(x) is defined uniquely by these three conditions.
If
, and the following inequality holds:
Here the constant C depends only on the domain G.
Let G = B a be a ball of radius a. Then Theorem 6.1 and the scaling considerations give the following estimates
where C does not depend on a and u ∈ J(B a ), |α| = 1, 2. We denote by B 
∂Ω.
Consider the following boundary value problem in R 3 \ Q i ε : 
There exists a unique solution of this problem. We will denote it by (v ik (x), q ik ). We will continue the velocity vector v ik (x) on Q i ε by equality (6.7). Since the particles Q i ε are balls (and, hence, the above problem is symmetric), the vector q ik in the boundary condition (6.7) equals zero and the boundary condition (6.8) is satisfied automatically and thus can be dropped. Therefore, problem (6.6) -(6.9) is equivalent to the Stokes problem (the problem of viscous incompressible flow around the ball).
The solution of this problem is well-known (see [20] ). Using the exact form of this solution, it is easy to show that
10)
and 
The function ϕ(r) ∈ C 2 0 (0, ∞) is equal to 1 as r < 1/2 and 0 as r > 1. The functions v k (x) and w εh k (x) are, respectively, the components of the given vector function v(x) and of the lattice vector function w εh (x) constructed according to (6.1).
It follows from (6.7), (6.13)-(6.14) and the properties of the functions ϕ
Remark. Vector-function (6.14) possesses the following properties: 1) for sufficiently small h and ε <ε(h), v εh (x) is close (in L 2 -norm) to the vector function v(x);
2) v εh (x) coincides with the first given vector-function v(x) far from the particles while its restriction on the lattice {x i ε } coincides with the discrete vector-function w εh (x) that approximates (in some sense) the second given vector-function w(x) and "almost" minimizes functional (3.5) on every cube K(x α , h) when T np = e np [w(x α )]. The latter property allows us to pass to the limit as ε → 0 and to compute the limiting functional via meso-characteristics. In fact, this procedure corresponds to what is usually referred to as the Γ-upper limit (for more details see, for example, [2] , [11] , [14] , [16] , [34] and references therein).
To calculate Φ ε (v εh ) (see (4.6)) for small h, δ, and ε (ε ≪
, and the sum G is taken over
The proof of this lemma is given in [4] . Next, we rearrange (6.14) to distinguish the terms that give non-vanishing contribution to the integral term in Φ ε (v εh ), as ε → 0 and h → 0:
Here we use the equality curl(ϕv) = ϕcurlv + v × ∇ϕ to obtain 
Since the supports of the functions ϕ i 2ε (x) do not intersect, we have
Here we have used the notation w ε = We demonstrate the proof of (6.23) only for two terms in the first sum in (6.22) which involve δ 
Using (6.12), conditions (3.1), (3.2) and properties of ϕ
From (6.1) and (6.2), it follows that for x i ε ∈ K(x α , h) we have
Substituting this inequality into (6.24), we obtain
Now, using lemma 6.2 (estimate (6.16)), we have that for h ≪ 1 and ε ≤ε(h), To estimate the contribution of δ 2 εh (x), we use (6.4)-(6.5) and (6.11)-(6.12). Taking into account the properties of ϕ i 2ε (x) and using (6.4)-(6.5), (6.12), and conditions (3.1)-(3.2), we get
The remaining terms in ∆(ε, h) can be estimated in the same way. Analogously, using (6.1), (6.19), (6.20), inequalities (6.4), (6.11)-(6.12) and lemma 6.2, we obtain
which is used for the estimation of the second and third terms in the integral in (4.6). Finally, using (6.11)-(6.12) and the properties of ϕ i 2ε (x), we derive the following asymptotic relations for the numbers C 
Here C(x) = 6πµr(x), r(x) is defined in (3.8), and v 0 (x) is defined in (3.11). Now we consider the sum I ε [v εh ] = I ε (v εh , v εh ) (see (5.2)) in the functional Φ ε (v εh ) defined in (4.6). According to (6.14), v εh (x i ε ) = w εh (x i ε ). Thus, 
Taking into account that
where w(x) ∈ C 2 0 (Ω) defines the lattice vector function w εh (x i ε ), i = 1, . . . , N ε , according to (6.1).
It follows from (6.28) and (6.29) that Notice that the third equality follows from the previous two ones, due to the inequality
Taking into account the properties of the partition of unity {ϕ
.
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Recalling the definition ofŵ α (x) (see the braces in (6.1)) and taking into account (6.3), we writê
Then (6.33) and (3.3)-(3.4) imply
Now substitute (6.33) and (6.34) into (6.32). Using the estimate (6.17) and conditions (3.2) and II 1 , we conclude that
It follows from (3.7) that
The regularity of w(x), condition (3.9) and (6.36) imply that Taking into account (6.32), (6.35) and (6.37), the first inequality in (6.31) follows. Now we estimate εh 2 . Using the definition ofŵ α (x j ) and equality (6.2) we have
Using this equality and the definition of εh 2 (see (6.30)), (3.3)-(3.4) and the properties of the partition of unity (the intersection multiplicity of K α K β is not more than 8), we get 
where the constants C do not depend on ε, δ and h. It is easy to see that the second sum in (6.39) is of order O(h 3 /δ) and the first sum is of order o(h 2+τ /δ 2 ) due to the estimate (6.18). Choosing δ = h 1+ τ 2 with 0 < τ < 2 gives the second equality in (6.31). As we noted above, the third inequality in (6.31) follows from the first and the second ones. Using (6.30) and (6.31), we obtain . First, the RHS of (7.1) is close to the discretization of the symmetric part of ∇w(x) in K α . This is sufficient to make the penalty term in (3.5) small. Second, due to (7.1) the interaction term
In accordance with (3.6)-(3.7) we have
Consider the second term in the LHS of (7.2). Taking into account (7.1) and (6.2), we have
where C does not depend on ε.
Since the Embedding Theorem implies
Thus, (7.2), (7.3) and (7.4) imply that
Next we use condition (3.9) and take into account that w(x) ∈ C 2 0 (Ω) and w ε (x i ε ) = v ε (x i ε ) to obtain the lower bound for the sum in the functional (4.6):
It remains to estimate the integral in (4.6). Let v ε (x) be a minimizer of (4.6) in the class
We denote by 
From (4.6), (7.6 ) and the definition of 
Let us show that lim
First, we reduce v 1ε (x) to the form (6.19), (6.20) , where w εh k (x i ε ) are replaced by v εk (x i ε ). Taking into account this representation, inequalities (6.11), (6.12) and the weak convergence in
Taking into account (3.10) and (3.11), we conclude that the integrals of the third, forth and fifth terms in the integrand in (7.9) vanish as ε = ε k → 0. It remains to estimate the integrals of the first two terms. Since Φ 0ε [ζ ε ] ≤ Φ 0ε [0] = 0, taking into account (7.9) we obtain
Integrate the integral in the right-hand side of this inequality by parts. Since
) and the integral in (7.13) is taken over the domain
(7.14)
Here the components of the tensor
. We now use explicit form of v 1ε (x) (given by (6.14) and an equivalent formula (6.19) , where the functions w εh (x i ε ) are replaced by v ε (x i ε )). Thus, (6.19) and (6.20) imply that
where 
Further, applying the Schwartz inequality, we get
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Since the functions (4.12) are bounded, uniformly in ε, in H 1 (Ω) and they con-
The required equality (7.17) for I ε 3 follows from (7.18), (7.19 ) and (7.12). Analogously, using (6.13), equality (7.17) is obtained for other I ε l (l = 4, 5, 6). The integral I ε 1 is not small, but the sum of I ε 1 and the surface integrals in the RHS of (7.14) vanishes as ε = ε k → 0.
Indeed, recall that the vector function v i,k (x) is a solution of problem (6.6) -(6.9). Therefore, we have
Integrating by parts and using the properties of the functions ϕ i 2ε (x) and the divergence free constraint for the function ζ ε (x) lead to
where ν is the inner normal on S 
. Then (7.12) implies
Therefore, combining (7.14) -(7.17), (7.20 ) and (7.21), we get
Due to (6.8) , the first term in the RHS of this equality vanishes and therefore
Taking into account (7.13), we have lim
Thus, the required equality (7.10) is proved.
Due to (7.8) the following equality holds 22) where the functionals Φ 1ε [v ε ] and Φ 0ε [ζ ε ] are defined in (7.7) and (7.9). Taking into account the form of the vector function v 1ε (x) (see (6.19) and (6.20) , where w k (x i ε ) are replaced by v εk (x i ε )) and (7.11), we obtain
Therefore, using the conditions (3.8), (3.11) , and the regularity of the vector functions v(x) and w(x), we obtain
Finally, combining (7.22), (7.23), (7.10), (7.5), (4.6) and (4.8) leads to inequality (5.7).
We have proved this inequality for smooth limiting vector functions v(x), w(x) ∈ C 2 (Ω). Since the regularity for these vector functions is not known in advance, the complete proof is more technical, but its scheme is the same: introduce smooth approximations v σ (x) and w σ (x) of v(x) and w(x), obtain the corresponding inequalities for the vector functions v σ (x) and w σ (x), and pass to the limit as σ → 0. This can be done similarly to [4] . Theorem 4.1 is proved. 
Introduce the operatorÂ ε that maps
The following lemma can be proved (see [5] ). is compact. The operator A ε describes the fluid; now we construct operators that describe the elastic skeleton.
Introduce in 
Introduce the function
, which corresponds to the RHS in equations (4.1), (4.2). Let g ε (x) be the projection of ϕ ε (x) on
It follows from the definition of the operators A ε , B 1ε , B 2ε and g ε (x) that problem (4.1) -(4.5) can be represented in an operator form in the space
• J ε (Ω), as follows:
Due to the properties of the operator A ε equation (8.1) can be written in the
ε B 2ε is a compact operator for any λ = 0.
The operator-function C ε (λ) = I + L ε (λ) is analytic in C \ {0} and, due to the properties of operators A ε , B 1ε and B 2ε , the operator C ε (λ) has a bounded inverse for any λ > 0. According to [26] , C ε (λ) is a regular pencil in C \ {0} and, therefore, its resolvent C −1 ε (λ) is meromorphic in C \ 0. Moreover, using the properties of the operators A ε , B 1ε and B 2ε , we can show that C −1 ε (λ) is analytic in the domain {Reλ > 0}.
Let us show that v ε (λ) satisfies the following estimate (as |λ| → ∞ and Combining this inequality with (8.15) we get that for |Reλ| ≤ |Imλ|,
where C 1 does not depend on λ. Thus, taking into account (8.12), (8.15 ) and (8.16), we get that in the domain Reλ − |Imλ|, the following inequalities hold:
From (8.17) it follows that the solution (v(λ), w(λ)) of problem (4.10)-(4.11) is analytic in the infinite domain Λ that contains the half plane Reλ > 0 and such that its boundary asymptotically tends to the rays Reλ = −|Imλ|.
Let L δ and L εδ be the contours that intersect the real axis at some point σ > 0, lie in the domains Λ and Λ εδ , respectively, and tend asymptotically to the lines argλ = ± π 2 + δ as |λ| → ∞. For t > 0 consider the integrals Taking into account (8.2) and (8.17) , it is easy to show that this improper integrals are convergent (in the L 2 norm with respect to x). From this, recalling (4.1) -(4.5) and (4.10)-(4.11), we conclude that the functions v ε (x, t) and v(x, t), w(x, t) are the solutions of problems (2.2) -(2.5) and (3.12) -(3.15), respectively.
Note that the analyticity of v ε (x, λ) and v(x, λ) allows the deformation of contours in the integrals (8.18)- (8.19) , so that they can be written as 9. A periodic structure. We now present a case when conditions I, II, III are satisfied and the tensors {C kl (x)} and {a npqr (x)} can be calculated explicitly. Consider a periodic array formed by the balls Q i ε of the same radius r i ε = rε 3 (r > 0), whose centers x i ε form a cubic lattice. For the sake of simplicity we assume that each vertex of this lattice is connected by a spring to its nearest neighbors N N (the edges of the unit periodicity cube), to its next nearest neighbors N N N (the diagonals of the faces of the cube) and to next-to-next neighbors N N N N (the diagonals of the cube). So, each vertex is connected to 3 3 − 1 = 26 vertices in
