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Kurzfassung
In dieser Arbeit werden von Stephen
Semmes begonnenen Untersuchungen
von Hyperfla¨chen, die eine Bogen-
Sehnen-Bedingung mit einer kleinen
Konstante erfu¨llen, auf geometrische
Objekte ho¨herer Kodimension ausge-
weitet und dabei insbesondere die To-
pologie dieser Objekte untersucht.
Wir betrachten eingebettete, zu-
sammenha¨ngende und vollsta¨ndige Un-
termannigfaltigkeiten des euklidischen
Raumes ohne Rand, die durch den
Punkt unendlich gehen.
In der Arbeit wird zuna¨chst ge-
zeigt, dass solche Untermannigfaltig-
keiten genau dann eine Bogen-Sehnen-
Bedingung und eine gewisse Ahlforsre-
gularita¨t mit kleiner Konstant erfu¨llen,
wenn die BMO-Norm der Normalen-
ra¨ume klein ist und eine Reifenberg-
Flachheitsbedingung mit einer kleinen
Konstante gilt.
Das Haupthilfsmittel dabei und fu¨r
die weiteren Untersuchungen ist, dass
die Untermannigfaltigkeiten große Tei-
le von Graphen stetig differenzierbarer
Funktionen enthalten.
Mittels einer Verscha¨rfung einer von
Semmes entwickelten Approximations-
technik und eines neuen Fortsetzungs-
satzes fu¨r Isotopien zeigen wir, dass
solche Untermannigfaltigkeiten diffeo-
morph zu einer Spha¨re und unverkno-
tet sind.
Abstract
In this work we extend the studies of
Stephen Semmes concerning hypersur-
faces which satisfy a chord-arc condi-
tion with small constant to geometric
objects of higher codimension and the-
reby we open this subject to questions
arising in the field of geometric knot
theory.
We consider embedded, connec-
ted, and complete submanifolds of
the Euclidean space without boundary
which contain the point infinity.
First, we show that such submani-
folds satisfy a chord-arc condition with
small constant and a certain Ahlfors re-
gularity condition, if and only if the
BMO-norm of the normal spaces is
small and the submanifolds satisfies a
Reifenberg flatness condition with a
small constant.
The main tool hereby is that such
submanifolds contain big portions of
the graph of continuous differentiable
functions.
Using an extension of an approxi-
mation technique due to Semmes and a
new extension theorem for isotopies, we
then show that these submanifolds are
diffeomorphic to spheres and are unk-
notted.
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Chapter 1
Introduction
In 1991 Stephen Semmes published three articles [Sem91a, Sem91b, Sem91c] in
which he extended the well-known chord-arc condition for curves to hypersur-
faces of the Euclidean space. These articles had a deep impact in various fields
of mathematics like the study of harmonic measures and the regularity of free
boundaries (cf. [KT97, KT99, KT02, KT03, CKL05, KT06]) or in the search
for a sufficient criterion for the existence of bi-Lipschitz parameterizations of
two-dimensional manifolds (cf. [Tor95, Fu98, BL03]).
Let us recall that a rectifiable Jordan curve σ ⊂ R2 is called a chord-arc curve
with chord-arc constant η˜(σ) if
η˜(σ) := sup
x,y∈σ
dσ(x, y)
|x− y| − 1 <∞.
Here, | · | denotes the Euclidean norm and dσ(x, y) the distance of the points x
and y along σ. A domain bounded by a chord-arc curve is called a chord-arc
domain. In [Sem91a], Semmes considered complete, connected, and embedded
C2 hypersurfaces Γ ⊂ Rn without boundary. Furthermore, he assumed that Γ ∪
{∞} is a C2 hypersurface of Rn∪{∞} ∼= Sn. Among other things, this guarantees
that Γ goes through infinity and that Γ is an orientable manifold that divides
the ambient space Rn into two connected components Ω+ and Ω− . Semmes
extended the definition of the chord-arc constant of curves to hypersurfaces by
setting
η˜(Γ) := max
(
sup
x6=y∈Γ
˛˛˛˛
dΓ(x, y)
|x− y| − 1
˛˛˛˛
, sup
x∈Γ,R>0
˛˛˛˛Hn−1(Γ ∩BR(x))
ωn−1Rn−1
− 1
˛˛˛˛)
,
where dΓ is the geodesic distance on Γ, Hk the k-dimensional Hausdorff measure,
and ωk denotes the volume of a k-dimensional ball with radius one. Furthermore,
1
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he defined
γ˜(Γ) := max
(
sup
x∈Γ,R>0
1
Hn−1(Γ ∩BR(x))
Z
Γ∩BR(x)
|ν − νBR(x)|dHn−1,
sup
x∈Γ,R>0
 
sup
y∈Γ∩BR(x)
˛˛˛˛
˛
˙
x− y, νBR(x)
¸
R
˛˛˛˛
˛
!)
,
where ν denotes the unit normal and
νBR(x) :=
1
Hn−1(Γ ∩BR(x))
Z
Γ∩BR(x)
ν(z)dHn−1(z).
So γ controls the BMO norm of the unit normal and contains some Reifenberg
condition. Finally, Semmes introduced two other constants α(Γ) and β(Γ) that
reflect the boundary behavior of Clifford holomorphic functions on Ω+ and Ω−
(cf. [Sem91a, p. 200] for more details). His main theorem in this context is that
all four constants α(Γ), β(Γ), γ˜(Γ), and η˜(Γ) are small if any of them is sufficiently
small. Thus, he proved analogs to some of the well-known relations between
the chord-arc constant for curves, the geometry of and the operator theory on
such curves, and function theory on the corresponding chord-arc domains (cf.
[Pom78, TV80, CM83, Dav82, JK82, Sem86, Sem88]). We will use the term
chord-arc hypersurface with small constant for hypersurfaces for which any of
the above constants and hence all of these constants are small.
In the present work, we consider k-dimensional complete, connected, and
embedded C1 submanifolds Γ ⊂ Rn without boundary such that Γ ∪ {∞} is a
k-dimensional C1 submanifold of Rn ∪ {∞} ∼= Sn. Let us call such objects k-
dimensional chord-arc submanifolds. We do not have a chance to generalize the
definition of α and β to submanifolds of codimension greater than one since such
submanifolds do not partition Rn into two connected components Ω+ and Ω−.
So we concentrate our effort on generalizing the constants η˜ and γ˜ to quantities
defined on chord-arc submanifolds. The straightforward generalization of η˜ is
given by
η(Γ) := max
(
sup
x6=y∈Γ
˛˛˛˛
dΓ(x, y)
|x− y| − 1
˛˛˛˛
, sup
x∈Γ,R>0
˛˛˛˛Hk(Γ ∩KR(x))
ωkRk
− 1
˛˛˛˛)
,
where KR(x) := {y ∈ Rn : |x− y| ≤ R}, but we have to be more careful when
extending the definition of γ˜. For this task, consider the Grassmannian Gn,n−k,
i.e. the set of all orthogonal projections of Rn onto (n−k)-dimensional subspaces
of Rn. If x ∈ Γ, let N(x) denote the orthogonal projection of Rn onto the normal
space on Γ in x and let Nx,R ⊂ Gn,n−k denote the set of all Nx,R ∈ Gn,n−k
with
1
Hk(Γ ∩KR(x))
Z
Γ∩KR(x)
‖N(y)−Nx,R‖dHk(y)
= inf
S∈Gn,n−k
(
1
Hk(Γ ∩KR(x))
Z
Γ∩KR(x)
‖N(y)− S‖dHk(y)
)
.
3Then we set
γ1(Γ) := sup
x∈Γ
R>0
(
sup
Nx,R∈Nx,R
1
Hk(Γ ∩KR(x))
Z
Γ∩KR(x)
‖N(y)−Nx,R‖dHk(y)
)
,
γ2(Γ) := sup
x∈Γ, R>0
(
sup
y∈KR(x)∩Γ,Nx,R∈Nx,R
|Nx,R(x− y)|
R
)
,
and
γ(Γ) := max(γ1(Γ), γ2(Γ)).
Comparing γ with γ˜ in the case of hypersurfaces Γ, one obviously has γ ≤ 2γ˜,
while it is not even clear whether the constant γ˜ is small if γ is small, since the
new constant γ does not take the orientation of the normal into account. For
instance, let Γ∩K1(0) consist of two parallel hyperplanes near to the origin but
such that the unit normal ν on these planes point in opposite directions. Then
we get
1
Hn−1(Γ ∩B1(0))
Z
Γ∩B1(0)
|ν − νB1(0)|dHn−1 ∼= 1
which enters the definition of Semmes’ constant γ˜, while
1
Hn−1(Γ ∩K1(0))
Z
Γ∩K1(0)
‖N −N0,1‖dHn−1 ∼= 0.
Hence, our generalization of Semmes’ main result in [Sem91a] to chord-arc sub-
manifolds stated below is even new in the hypersurface case:
Theorem 4.12. There are constants ε = ε(n, k) > 0 and C = C(n, k) < ∞
such that every k-dimensional chord-arc submanifold Γ ⊂ Rn with γ(Γ) ≤ ε
satisfies
η(Γ) ≤ Cγ(Γ) log
„
1
γ(Γ)
«
.
Theorem 4.13. There are constants ε = ε(n, k) > 0 and C = C(n, k) < ∞
such that for every k-dimensional chord-arc submanifold Γ ⊂ Rn the inequality
η(Γ) < ε implies
γ(Γ) < Cη(Γ)
1
2 .
Our main tool in the proof of these theorems and for the remaining part of
this work is that chord-arc submanifolds with small constants γ(Γ) contain big
portions of C1 graphs with explicit control over the Lipschitz constant (cf. The-
orem 4.9) which also strengthens Semmes’ corresponding result for hypersurfaces
(cf. [Sem91a, Proposition 5.1]). We show that – except for a small bad set – the
part of such a k-dimensional submanifold inside of a ball is contained in the graph
of a C1 function whereas Semmes only obtains Lipschitz graphs for k = n − 1.
This gain of regularity in our result will be crucial when we determine the knot
class of chord-arc submanifolds.
The big difficulty in dealing with chord-arc submanifolds is the fact that they
do not need to be graphs even if the chord-arc constant is very small. The main
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reason for this is that theBMO-norm of a function does not control its oscillation.
This observation can be used to construct for example a planar chord-arc curve
whose unit normal winds around the origin arbitrarily often, although its BMO-
norm and hence its chord-arc constant η is very small (cf. Example 4.7).
To deal with this problem in the hypersurface case, Semmes had the ingenious
idea to construct a family of hypersurfaces approximating a given chord-arc hy-
persurface. These approximating hypersurfaces turn out to be graphs on a scale,
chosen in advance. Furthermore, he showed the existence of homeomorphisms
between these approximations. Using the fact that the chord-arc hypersurface it-
self and the graph of a specific Lipschitz function belong to these approximations,
Semmes proved that chord-arc hypersurfaces with a small chord-arc constant are
homeomorphic to Euclidean spaces.
In our situation of embedded submanifolds of higher codimension it is not
only interesting to investigate the topology of the submanifold, but also to ob-
tain information about how the submanifold is embedded in the ambient space.
For instance, one might want to determine the knot class of this embedding. To
this end, we extend and improve the above mentioned approximation technique
so that it is applicable to chord-arc submanifolds with small chord-arc constants.
Here, we set particular value on the regularity issue and prove that the approxi-
mations can be chosen to be C1 submanifolds, in contrast to Semmes’ approxi-
mating surfaces which were merely locally equal to Lipschitz graphs. Combining
this technique with a new extension theorem for C1 isotopies (cf. Theorem 3.2),
we can prove the following result which may be regarded as a generalization of
the Fary-Milnor theorem (cf. [Mil50]).
Theorem 5.1. There is a constant ε = ε(n, k) > 0 such that every k-di-
mensional chord-arc submanifold Γ ⊂ Rn with γ(Γ) < ε is unknotted as a
submanifold of Rn ∪ {∞} ∼= Sn. More precisely, there is a C1 isotopy H :
Sn × [0, 1] → Sn such that H(·, 0) = idSn , H(en+1, t) = en+1 for all t ∈ [0, 1],
and P−1N
`
H(PN (Rk), 1)
´
= Γ.
Here, PN denotes the inverse of the stereographic projection, i.e.
PN : Rn → Sn − {en+1}, x 7→ 4|x|2 + 4 · (x,−2) + en+1
where e1, . . . , en+1 is the standard basis of Rn+1.
Although A. Haefliger showed in [Hae62b] that all embeddings of Sk into Sn
are C1 ambient isotopic if n > 3
2
(k + 1), even in this case of high codimension
Theorem 5.1 tells us that Γ ∪ {∞} is diffeomorphic to a k-dimensional sphere.
That alone is a stunning fact, bearing in mind that apriori we did not even
assume that Γ was orientable.
In the case n = 3
2
(k+1) there are in fact knotted embeddings of Sk into Sn (cf.
[Hae62a]), but Theorem 5.1 shows that these knots cannot have an arbitrarily
small chord-arc constant.
Let us outline the structure of this work. In Chapter 2 and Chapter 3, we
introduce the analytic and topological tools we need in order to develop the
theory of chord-arc submanifolds. In Chapter 2, we prove variants of the Hardy-
Littlewood maximal theorem and the inequality of John and Nirenberg for spaces
5with a local doubling property. Later on we apply these results to the intersection
of a ball with a chord-arc submanifold Γ with small chord-arc constant to prove
that Γ contains big portions of C1 graphs. Although these intersections are
spaces of homogeneous type for which the corresponding results are available in
the literature (cf. [CW71, CW77]), our contribution seems necessary since in our
context it is not at all obvious how to control the defining constants of the spaces
of homogeneous type.
In the third chapter, we prove that C1 isotopies can be extended to ambient
isotopies and thus generalize a theorem for C2 isotopies due to R. Thom (cf.
[Ver84]). This is one of the main tools to prove the Fary-Milnor type result,
Theorem 5.1. Since in this form it cannot be found in any standard textbook,
we furthermore establish in this chapter the existence of a degree modulo two
for mappings between non-compact C1 manifolds that need not be orientable.
Furthermore, we provide some conditions under which a set is the graph of a
function or is at least contained in the graph of a function.
Chapter 4 starts with a thorough discussion of the definition of chord-arc
submanifolds and the constants γ and η. Furthermore, we prove a very useful
characterization of chord-arc submanifolds which tells us that a C1 submanifold
is a chord-arc submanifold if near infinity it is equal to the graph of a C1 function
whose differential vanishes at ∞.
After that we prove our main tool in Section 4.2, namely that chord-arc
submanifolds with a small constant γ contain big portions of C1 graphs. It will
be of great importance in the following chapters that we are able to show that
these graphs are graphs of C1 functions and not only of Lipschitz continuous
functions. As a first application of this result, we show in Section 4.3 that η is
small if γ is sufficiently small.
To show that the inverse of the statement is true as well, i.e. that γ is small if η
is sufficiently small, we carefully carry over an iteration technique due to Semmes
from the hypersurface case to our situation of chord-arc submanifolds of arbitrary
codimensions in Section 4.4. Here, the difficulty is to find the corresponding
inequalities for the case of codimension greater than one where we cannot work
with the unit normal as Semmes does.
In Section 4.5 we will show how one can use these C1 graphs to get an approx-
imation of a chord-arc submanifold that is equal to the graph of a C1 function
inside of balls we are allowed to choose more or less freely. More precisely, we
allow the radius of these balls to depend on the center in a Lipschitz continu-
ous way. Moreover, the submanifolds approximate the chord-arc submanifold in
some weighted Hausdorff distance sense and contain a certain set of good points
on Γ where the oscillation of the normal projections is controlled. These good
sets depend on the radii we have chosen in advance. The construction of the
approximations is based on the fact that locally the good set is contained in the
graph of a C1 function with a small Lipschitz constant (cf. Lemma 4.23). The
problem one has to overcome here is that the regions where this is the case might
overlap but the corresponding graphs do not need to coincide within this overlap.
To actually build the approximating submanifolds we start with graphs inside
regions that are so far away from each other that there is no overlap. It will be
a difficult and technically challenging task to fill the holes between these graphs
in such a way that we finally get a complete C1 submanifold with the desired
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properties.
In Chapter 5 we use these approximating submanifolds to prove that a k-
dimensional chord-arc submanifold Γ ⊂ Rn with small chord-arc constant is
unknotted. First, we show that on the one hand some of these approximations
coincide with Γ and on the other hand, after a suitable rotation, some of them
are graphs of C1 functions over Rk whose differentials vanish at ∞. Using an
elaborate recursive construction, we will then prove that all of these approximat-
ing submanifolds are C1 isotopic to each other and hence ambient C1 isotopic by
our extension theorem for C1 isotopies (cf. Theorem 3.2). Together with the fact
that the graph of a C1 function whose differential vanishes at ∞ is unknotted,
this shows that the chord-arc submanifold we started with is unknotted.
Chapter 2
Analytic Foundations
2.1 Notation and Conventions
When we are dealing with measure theory, we use the vocabulary of geometric
measure theory as it can be found for example in [Sim83] and [EG92]. So in
contrast to the common usage in other fields, e.g. in stochastics, in this text a
measure ν on some set X will be a function from the set of all subsets of X into
[0,∞] that is merely σ-subadditive and satisfies ν(∅) = 0. In stochastics this is
usually called ”outer measure”.
Let (X, d) be a metric space. We denote by
Br(x) := {y ∈ X : d(y, x) < r}
the open ball of radius r > 0 around x ∈ X and by
Kr(x) := {y ∈ X : d(y, x) ≤ r}
the closed ball of radius r ≥ 0 around x ∈ X. We call such a ball non-degenerate
if r > 0. Let us note that neither the radius nor the center of a ball in a metric
space need to be unique, i.e. there might be x1 6= x2 ∈ X and r1 6= r2 with
Br1 (x1) = Br2 (x2). If one equippes for example an arbitrary set X with the
discrete metric
d : X ×X → [0,∞)
(x, y) 7→
(
0 if x = y
1 if x 6= y
then one gets Br(x) = X for every x ∈ X and r > 1. Nevertheless we will make
statements about the radius radius(K) and the center of metric balls K. These
have to be interpreted in the way that there are radii, resp. centers that possess
these properties.
For a closed ball K with center x and radius r in a metric space (X, d) and
α > 0 let αK := Kαr(x).
7
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For a measure ν on some set X, a ν-measurable subset A of X with 0 <
ν(A) <∞, and a ν- integrable function f : X → Rn we set
fA := −
Z
A
fdν :=
1
ν(A)
Z
A
fdν.
Furthermore, we denote by |·| the Euclidean norm on Rn and for a linear mapping
A : Rn → Rk we define
‖A‖ := sup
v∈Rn−{0}
|A(v)|
|v| .
2.2 Local Doubling Spaces
In this chapter we want to discuss the following localized version of the doubling
property:
Definition 2.1 (Local doubling property). We say that a metric space (X, d)
with measure ν has the local doubling property on scale R with doubling constant
1 ≤ Cd = Cd(R) <∞ if and only if
ν(K2ρ(x)) ≤ Cd · ν(Kρ(x)) <∞ (2.1)
for all 0 < ρ ≤ R
2
, x ∈ spt(ν).
First, we will show in this chapter that there is a variant of the Hardy-
Littlewood maximal theorem on local doubling spaces.
Our next task will be to derive a version of the inequality of John and Niren-
berg for these spaces. As in the standard proof of this inequality on the Euclidean
space we will use a kind of nested Calderon-Zygmund decomposition. But since
we cannot work with cubes here, we have to do this decomposition using metric
balls. In the proof of the inequality of John and Nirenberg we will follow ideas of
S. Buckley in [Buc99], where this inequality is proved for doubling spaces. But
unlike Buckley we want to keep close to the structure of the proof of the standard
version of the inequality of John and Nirenberg.
2.2.1 Hardy-Littlewood Maximal Theorem
Let us turn our attention to the following variant of the Hardy-Littlewood max-
imal function.
Definition 2.2 (Variant of the Hardy-Littlewood maximal function). Let R > 0
and ν be a measure on some metric space (X, d) with
ν(Kr(x)) <∞
for all x ∈ X and 0 < r ≤ R . Then we set for a ν-measurable function f : X → R
(MRf)(x) :=
(
sup0<r≤R −
R
Kr(x)
|f |dν if x ∈ spt(ν)
0 if x ∈ X − spt(ν).
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We want to show that this operator is of strong type (p, p) for 1 < p ≤ ∞
and of weak type (1, 1) in the following sense.
Definition 2.3. Let ν be a measure on X and T be a linear operator from
Lp((X, ν),R) into Lq((X, ν),R) , 1 ≤ p, q ≤ ∞. We say that
1. T is of strong type (p, q) if T is bounded.
2. T is of weak type (p, q) for q 6=∞ if there is a constant C <∞ with
ν({|T (f)| > t}) ≤ C
‖f‖p
Lp((X,ν),R)
tq
for all t > 0 and f ∈ Lp((X, ν),R) .
The following Lemma is an adaptation of the Hardy-Littlewood maximal the-
orem. The proof of this lemma follows exactly the standard proof of the classical
Hardy-Littlewood maximal theorem.
Lemma 2.4 (Hardy-Littlewood maximal theorem for local doubling spaces). Let
(X, d) be a separable metric space and ν be a measure on X such that (X, d, ν)
possesses the local doubling property on scale 5R > 0 with doubling constant
Cd < ∞. Then the operator MR is of weak type (1, 1) and of strong type (p, p)
for all 1 < p ≤ ∞ and we have the estimates
‖MR(f)‖L∞((X,ν),R) ≤ ‖f‖L∞((X,ν),R) for f ∈ L∞((X, ν),R),
ν({|MR(f)| > t}) ≤ C3d
‖f‖L1((X,ν),R)
t
for f ∈ L1((X, ν),R),
and
‖MR(f)‖Lp((X,ν),R) ≤ 2
„
C3d
p
p− 1
«1/p
‖f‖Lp((X,ν),R)
for all f ∈ Lp((X, ν),R), 1 < p <∞.
We will use the Vitali covering theorem in the following form:
Theorem 2.5 (Vitali covering theorem (c.f. Theorem 3.3 in [Sim83])). Let
(X, d) be a metric space and F be a set of nondegenerate closed balls in X with
sup
K∈F
diam(K) <∞. (2.2)
Then there is a subset G of F of pairwise disjoint balls such that[
K∈F
K ⊂
[
K∈G
5K.
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Proof of Lemma 2.4. The proof will be done in three steps. First we show that
MR is of strong type (∞,∞) and of weak type (1, 1) and that the correspond-
ing estimates hold. After that we could just cite the interpolation theorem of
Marcinkiewicz to show that MR is of strong type (p, p) for all 1 < p ≤ ∞; but
since we need the dependence of the constant on p and since we want to make
this paper as self-contained as possible, we will derive the special case of the
interpolation theorem of Marcinkiewicz needed here.
For f ∈ L∞((X, ν),R) we see that
‖MR(f)‖L∞((X,ν),R) ≤ ‖f‖L∞((X,ν),R), (2.3)
since
(MRf)(x) = sup
0<r≤R
−
Z
Kr(x)
|f |dν ≤ ‖f‖L∞((X,ν),R) for x ∈ spt(ν)
and
(MRf)(x) = 0 ≤ ‖f‖L∞((X,ν),R) for x ∈ X − spt(ν).
Hence MR is of strong type (∞,∞).
Let f ∈ L1((X, ν),R) and t > 0. Consider the family of balls
F := {K = Kr(x) : x ∈ spt(ν), 0 < r ≤ R,−
Z
K
|f |dν > t}
and the set
A := {x ∈ spt(ν) : ∃ 0 < r ≤ R : −
Z
Kr(x)
|f |dν > t}.
Then
A = {MR(f) > t} (2.4)
and
A ⊂
[
K∈F
K.
We now apply the Vitali’s covering theorem (Theorem 2.5) to F and get a subset
G of F that consists of pairwise disjoint balls with
A ⊂
[
K∈G
5K. (2.5)
Since (X, d) is separable, G is a countable set. We then calculate
ν({MR(f) > t})(2.4)= ν(A)
(2.5)
≤
X
K∈G
ν(5K)C3d ≤
X
K∈G
ν(K)
< C3d
P
K∈G
R
K |f |dν
t
≤ C3d
‖f‖L1((X,ν),R)
t
,
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where we used that the balls in G are pairwise disjoint. So MR is of weak
type (1, 1) and
ν({MR(f) > t}) ≤ C3d
‖f‖L1((X,ν),R)
t
(2.6)
for all f ∈ L1((X, ν),R) and t > 0.
For f in Lp((X, ν),R), 1 < p <∞, consider the function
g(x) :=
(
|f(x)| if t/2 < |f(x)|
0 if t/2 ≥ |f(x)|.
Since |f | ≤ g + t
2
, we have
MR(f) ≤MR(g) + t
2
and thus
{MR(f) > t} ⊂ {MR(g) > t/2} . (2.7)
For x ∈ X with |f(x)| > t
2
we have
g(x) ≤
„ |f(x)|
t/2
«p−1
g(x) = (2/t)p−1|f(x)|p.
So we see that g is in L1((X, ν),R) and thus we get, using (2.6) for the function
g instead of f ,
ν({MR(f) > t})
(2.7)
≤ ν({MR(g) > t/2}) ≤
2C3d
t
‖g‖L1((X,ν),R)
=
2C3d
t
Z
{|f |>t/2}
|f |dν.
(2.8)
We now calculate
‖MR(f)‖pLp((X,ν),R) =
Z
X
|MR(f)|pdν =
Z ∞
0
ptp−1ν({MR(f) > t})dt
(2.8)
≤ 2C3dp
Z ∞
0
Z
{|f |>t/2}
tp−2|f(x)|dν(x)dt
= 2C3dp
Z
X
Z 2|f(x)|
0
tp−2|f(x)|dtdν(x)
≤ 2pC3d
p
p− 1
Z
X
|f |pdν.
So we get
‖MR(f)‖Lp((X,ν),R) ≤ 2
„
C3d
p
p− 1
«1/p
‖f‖Lp((X,ν),R).
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2.2.2 Inequality of John and Nirenberg
Let us define the space of functions of bounded mean oscillation (BMO).
Definition 2.6 (BMO norm). Let ν be a measure on the metric space (X, d)
with
ν(Kr(x)) <∞
for all x ∈ X, r > 0, and let f : X → Rn be a ν-measurable function. We set
‖f‖BMO((X,ν),Rn) := sup
x∈spt(ν),r>0
−
Z
Kr(x)
|f − fKr(x)|dν (2.9)
and let BMO((X, ν),Rn) be the set of all ν-measurable functions f : X → Rn
for which ‖f‖BMO((X,ν),Rn) <∞.
We want to prove the following version of the inequality of John and Niren-
berg.
Lemma 2.7 (Inequality of John and Nirenberg on local doubling spaces). Let
(X, d) be a separable metric space and ν be a Radon measure on X such that the
triple (X, d, ν) has the local doubling property up to scale 4R > 0 with doubling
constant Cd <∞. Then there is constant b = b(n,Cd) depending only on n and
Cd such that
−
Z
KR(x)
exp
 
b
|f(y)− fKR(x)|
‖f‖BMO((X,ν),Rn)
!
< 3e
for all x ∈ spt(ν), and f ∈ BMO((X, ν),Rn).
To prove this lemma, we need an adaptation of the Calderon-Zygmund de-
composition that uses metric balls instead of cubes. In the proof of the standard
Calderon-Zygmund decomposition one uses a version of the Lebesgue differenti-
ation theorem to show that almost all points are Lebesgue points. We prove this
Lemma using the fact that the Hardy-Littlewood maximal function is of weak
type (1, 1).
Lemma 2.8 (Lebesgue differentiation theorem for local doubling spaces). Let
(X, d) be a separable metric space and ν be a Radon measure on X such that
(X, d, ν) has a local doubling property on some scale. Then for every f ∈
L1loc((X, ν),Rn) we have
lim
r↓0
−
Z
Kr(x)
fdν = f(x) for ν almost all x ∈ X.
Proof. Let (X, d, ν) possess a local doubling property on scale 5R with doubling
constant Cd. For f ∈ L1((X, ν),Rn) and x ∈ X we set
N(f)(x) := lim sup
r↓0
˛˛˛˛
˛−
Z
Kr(x)
fdν − f(x)
˛˛˛˛
˛ .
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Observe that N(f) ≡ 0 for continuous f . For t > 0 and f ∈ L1((X, ν),Rn) the
inequality N(f) ≤M(f) + |f | implies
ν({N(f) > t}) ≤ ν
„
M(f) >
t
2
ff«
+ ν
„
|f | > t
2
ff«
Lemma 2.4
≤ 2C
3
d + 2
t
‖f‖L1((X,ν),Rn).
(2.10)
It is well-known that C(X,Rn) ∩ L1((X, ν),Rn) is dense in L1((X, ν),Rn) (cf.
[DS88, Lemma IV.8.19, p. 298]). For arbitrary f ∈ L1((X, ν),Rn) we can thus
choose fj ∈ C(X,Rn)∩L1((X, ν),Rn) with fj → f in L1((X, ν),Rn) as j →∞.
We get
N(f) ≤ N(fj) +N(f − fj) = N(f − fj)
since fj is continuous. Using (2.10) one deduces
ν({N(f) > t}) ≤ ν({N(f − fj) > t}) ≤
2C3d + 2
t
‖f − fj‖L1((X,ν),Rn)
j→∞−−−−→ 0
for every t > 0. Letting t ↓ 0 we obtain
lim
r↓0
−
Z
Kr(x)
fdν = f(x) for ν almost all x ∈ X.
The next lemma is a version of the Calderon-Zygmund decomposition. The
standard Calderon-Zygmund decomposition decomposes cubes in the Euclidean
space equipped with the Lebesgue measure L. Given a cube Q in Euclidean space
and an integrable function g with
−
Z
Q
|g|dL ≤ t
for some t > 0, it shows that almost all of the set
Q ∩ {|g| > t}
can be covered by cubes with pairwise disjoint interior such that one has a lower
and an upper bound on the integral mean of |g| over each of these cubes.
In our version we want to cover almost all of the set
Kρ(x) ∩ {|g| > t}
where Kρ(x) is a ball in a metric space (X, d). Using Vitali’s covering theorem,
we will get a suitable cover of this set by balls.
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Lemma 2.9 (Calderon-Zygmund type decomposition). Let (X, d) be a separable
metric space and ν be a Radon measure on X such that the triple (X, d, ν) has
the local doubling property up to scale ρ
4
> 0 with doubling constant Cd < ∞.
Furthermore, let x ∈ X, t > 0, and let g ∈ L1(K2ρ(x),Rn) be a function with
−
Z
Kρ/4(y)
|g|dν ≤ t (2.11)
for every y ∈ Kρ(x) ∩ spt(ν). Then there is an at most countable family G of
disjoint closed balls such that the set
S
K∈G 5K covers ν almost all of
Kρ(x) ∩ {|g| > t}
and for every K ∈ G we have K ⊂ K2ρ(x), radius(K) ≤ ρ8 , and
t < −
Z
K
|g|dν ≤ Cdt.
The major difficulty when dealing with this version of the lemma is that the
balls that cover the ”bad set”
Kρ(x) ∩ {|g| > t}
are no longer subsets of the ball we wanted to decompose. We can only guarantee
that we do not leave the ball K2ρ(x).
Proof. We set
G :=
(
y ∈ Kρ(x) ∩ spt(ν) : −
Z
K2−3−iρ(y)
|g|dν ≤ t ∀i ∈ N0
)
and B := (Kρ(x) ∩ spt(ν)) − G. The Lebesgue differentiation theorem tells us
that for almost all y ∈ G we have
|g(y)| = lim
i→∞
−
Z
K2−3−iρ(y)
|g|dν ≤ t.
We then set
F := {K2−3−i(y)ρ(y) : y ∈ B},
where i(y) ∈ N0 is the smallest number with
−
Z
K
2−3−i(y)ρ(y)
|g|dν > t.
For all K ∈ F equation (2.11) guarantees that
−
Z
2K
|g|dν ≤ t
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and thus using the doubling property we get
−
Z
K
|g|dν ≤ ν(2K)
ν(K)
−
Z
2K
|g|dν ≤ Cd−
Z
2K
|g|dν ≤ Cdt. (2.12)
By construction we have radius(K) ≤ ρ
8
.
Using Vitali’s covering theorem, we get a family G ⊂ F of disjoint balls with[
K∈G
5K ⊃
[
K′∈F
K′ ⊃ B.
Since (X, d) is separable, G is at most countable.
The next Lemma will allow us to compare integral means over balls that are
not too different. Following Buckley [Buc99], we call a sequence of closed balls
{Ki}i=0,...,k a nesting chain if for every i = 0, . . . , k − 1 we either have
Ki ⊂ Ki+1 and radius(Ki+1) ≤ 2 radius(Ki)
or
Ki+1 ⊂ Ki and radius(Ki) ≤ 2 radius(Ki+1).
Lemma 2.10. Let (X, d, ν) possess the doubling property up to scale 4R with
doubling constant Cd and f ∈ BMO((X, ν),Rn). Then for every nesting chain
{Ki}i=0,...,k with radius(Ki) ≤ 2R and ν(Ki) > 0 for i = 0, . . . , k, we have
|fKk − fK0 | ≤ k C2d ‖f‖BMO((X,ν),Rn).
Proof. Let i ∈ {0, . . . k} and assume without loss of generality that
Ki ⊂ Ki+1 and radius(Ki+1) ≤ 2 radius(Ki).
Then we have
Ki+1 ⊂ 4Ki
and thus ν(Ki+1) ≤ C2d ν(Ki). We get
|fKi+1 − fKi | ≤ −
Z
Ki
|f(y)− fKi+1 |dν(y)
Ki⊂Ki+1
≤ ν(Ki+1)
ν(Ki)
−
Z
Ki+1
|f(y)− fKi+1 |dν(y)
≤ C2d ‖f‖BMO((X,ν),Rn).
Hence,
|fKk − fK0 | ≤
k−1X
i=0
|fKi+1 − fKi | ≤ k C2d ‖f‖BMO((X,ν),Rn).
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Now we are able to prove Lemma 2.7.
Proof of Lemma 2.7. We can assume without loss of generality that
‖f‖BMO((X,ν),Rn) ≤ 1.
Let us first show that for y ∈ spt(ν) and 0 < ρ ≤ R we can perform a
Calderon-Zygmund decomposition of the balls Kρ(y) with respect to the function
|f − fK2ρ(y)| and with t ≥ 4C2d as in Lemma 2.9. For all y ∈ spt(ν), ρ ≤ R and
z ∈ Kρ(y) ∩ spt(ν) we get
−
Z
K ρ
4
(z)
|f − fK2ρ(y)|dν
≤ −
Z
K ρ
4
(z)
|f − fK ρ
4
(z)|dν + |fK ρ
4
(z) − fK2ρ(y)|.
Using the nesting chain K ρ
4
(z),K ρ
2
(z),Kρ(z),K2ρ(y) and Lemma 2.10 we get
−
Z
K ρ
4
(z)
|f − fK2ρ(y)|dν ≤ 1 + 3C2d ≤ 4C2d (2.13)
for all y ∈ spt(ν), ρ ≤ R and z ∈ Kρ(y) ∩ spt(ν).
From Lemma 2.9 we can do a Calderon-Zygmund type decomposition of the
ball Kρ(y) with respect to the function |f − fK2ρ(y)| and with t ≥ 4C2d . We
therefore get a set of balls GKρ(x) such that set
S
K∈GKρ(x) 5K covers ν almost
all of
Kρ(y) ∩ {|f − fK2ρ(y) | > t} (2.14)
and for every K ∈ GKρ(x) we have K ⊂ K2ρ(y), radius(K) ≤ ρ8 , and
t < −
Z
K
|f − fK2ρ(y)|dν ≤ Cdt. (2.15)
We now mimic the nested Calderon-Zygmund decomposition used in the standard
proof of the inequality of John and Nirenberg by setting
G0 :=
n
KR
5 (x)
o
and
Gj+1 :=
[
K∈Gj
G5K .
We are able to do all these Calderon-Zygmund decompositions since by induction
we have radius(5K) ≤ R for all K ∈ Gj. The sets of balls Gj are nested in the
sense that for every K ∈ Gj+1 there is a K′ ∈ Gj such that K is an element of
the Calderon-Zygmund decomposition of the ball 5K′ which especially implies
that
K ⊂ 10K′.
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For j ∈ N0 let
Lj :=
[
K∈Gj
5K.
Note that L0 := KR(y).
We want to show that
|f(z)− fK2R(x)| ≤ 5C2d jt (2.16)
for almost all z ∈ KR(x)− Lj and
ν(Lj) ≤
 
C4d
t
!j
ν(KR(x)). (2.17)
To show (2.16), first not that the estimates holds for j = 0 as KR(x)−L0 = ∅.
So let j ≥ 1 and z ∈ KR(x)− Lj . Since L0 = KR(x), there is a 0 ≤ k < j such
that z ∈ Lk − Lk+1. So there is a ball Kk ∈ Gk such that z ∈ 5Kk by the
definition of Lk. Using the fact that the families of balls Gj are nested in a
way we described above, we obtain balls Ki ∈ Gi, i = 0, . . . , k − 1, such that
Ki+1 ⊂ 10Ki and
t ≤ −
Z
Ki+1
|f − f10Ki |dν ≤ Cdt
for i = 0, . . . , k − 1.
Using this inequality, (2.15), Cd ≥ 1, t ≥ 1, and the nesting chain Ki+1,
2Ki+1, 4Ki+1, 8Ki+1, 10Ki+1, we get
|f10Ki+1 − f10Ki | ≤ |f10Ki+1 − fKi+1 |+ |fKi+1 − f10Ki |
Lemma 2.10
≤ 4C2d +−
Z
Ki+1
|f − f10Ki |dν ≤ 4C2d + Cdt
≤ 5C2d t.
Thus
|f10K0 − f10Kk | ≤ 5C2d kt.
Since 10K0 = K2R(x), we get with (2.14)
|f(z)− fK2R(x)| ≤ |f(z)− f10Kk |+ |f10Kk − fK2R(x)|
≤ t+ 5C2d kt
≤ 5C2d(1 + k)t ≤ 5C2d jt
for ν almost all z ∈ KR(x)− Lj . This finishes the proof of (2.16).
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To show (2.17), let mj :=
P
K∈Gj ν(5K) and m
Kρ(y) :=
P
K∈GKρ(y) ν(5K)
for all 0 < ρ ≤ R, y ∈ spt(ν). One gets using the doubling property
mKρ(y) =
X
K∈GKρ(y)
ν(5K) ≤ C3d
X
K∈GKρ(y)
ν(K)
(2.15)
<
C3d
t
X
K∈GKρ(y)
Z
K
|f − fK2ρ(y)|dν ≤
C3d
t
Z
K2ρ(y)
|f − fK2ρ(y)|dν
‖f‖BMO≤1≤ C
3
d
t
ν(K2ρ(y)) ≤
C4d
t
ν(Kρ(y)).
We obtain
mj+1 ≤
X
K′∈Gj
m5K
′ ≤ C
4
d
t
X
K′∈Gj
ν(5K′) ≤ C
4
d
t
mj
and thus
ν(Lj) ≤ mj ≤
 
C4d
t
!j
m0 =
 
C4d
t
!j
ν(KR(x))
for all j ∈ N0 which proves (2.17).
For t = 2C4de and b =
1
10C6
d
e
we get
−
Z
KR(x)
exp
`
b|f(y)− fK2R(x)|
´
dν(y)
≤
∞X
j=0
exp
`
5bC2d(j + 1)t
´
ν(KR(x))
ν
`˘
5C2djt ≤ |f − fK2R(x)| < 5C2d(j + 1)t
¯ ∩KR(x)´
(2.16)
≤
∞X
j=0
ν(Lj)
ν(KR(x))
exp
`
5b · C2d(j + 1)t
´
(2.17)
≤
∞X
j=0
 
C4d
t
!j
exp
`
5b · C2d(j + 1)t
´ ≤ ∞X
j=0
„
1
2e
«j
ej+1 < 2 e .
With |fK2R(x) − fKR(x)| ≤ C2d we get
−
Z
KR(x)
exp
`
b|f(y)− fKR(x)|
´
dν(y)
≤ −
Z
KR(x)
exp
`
b|f(y)− fK2R(x)|
´
dν(y) · exp(b|fK2R(x) − fKR(x)|)
≤ 2 e · exp(1/(5t)) < 3e.
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2.2.3 Example of a Local Doubling Space
At the end of this chapter we now want to show that for subsets of a Euclidean
space a local Ahlfors regularity condition implies that the set satisfies a local
doubling condition on any scale. Of course the doubling constant depends on
the scale we are looking at and the constants in the Ahlfors regularity condition.
Later on, this fact will allow us to use the Hardy-Littlewood maximal theorem
and the inequality of John and Nirenberg for chord-arc submanifolds.
Lemma 2.11. Let ν be a measure on the Euclidean n-space and let R0 > 0,
k ∈ N be such that there are M <∞, m > 0 with
mρk ≤ ν(Kρ(x)) ≤Mρk ∀x ∈ spt(ν), 0 < ρ ≤ R0.
Then (Rn, | · |, ν) has the doubling property on any scale R > 0 with doubling
constant
Cd(R) := 2
k ·
(
M
m
if R ≤ R0
M
m
4n
“
R
R0
”n
if R > R0.
Proof. First we show that
m(ρ) · ρk ≤ ν(Kρ(x)) ≤M(ρ) · ρk ∀x ∈ spt(ν), ρ > 0 (2.18)
where
m(ρ) :=
8<:m if ρ ≤ R0m · “R0
ρ
”k
if ρ > R0
M(ρ) :=
8<:M if ρ ≤ R0M4n “ ρ
R0
”n−k
if ρ > R0.
The only nontrivial part of the estimate is ν(Kρ(x)) ≤M(ρ) · ρk for ρ > R0. We
will use Zorn’s lemma which tells us that every ordered set, in which every totally
ordered subset has an upper bound, possesses at least one maximal element. We
apply this lemma to the set F consisting of all subsets Z ⊂ spt(ν) ∩Kρ(x) with
the property (
z1, z2 ∈ Z
z1 6= z2
)
⇒ |z1 − z2| > R0.
Together with the inclusion F is an ordered set. Now let F′ ⊂ M be a totally
ordered subset, i.e. for A,B ⊂ F′ we either have A ⊂ B or B ⊂ A. We set
C :=
[
A∈F′
A
and have to show that this an upper bound for F′ and belongs to F. We trivially
have
A ⊂ C ∀A ∈ F′.
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So C is an upper bound for F′. Let z1, z2 ∈ C, z1 6= z2 . Because of the definition
of C, there are Azi ⊂ F′ with zi ∈ Azi , for i = 1, 2. Since F′ is totally ordered,
we either have Az1 ⊂ Az2 or Az2 ⊂ Az1 and therefore
z1, z2 ∈ Az1 ∪Az2 ∈ F′.
So we get |z1 − z2| > R0 . Thus C ∈ F and F has a maximal element Z0.
We want to show that
spt(ν) ∩Kρ(x) ⊂
[
z∈Z0
KR0 (z).
Therefore, let us assume there is a y ∈ spt(ν) ∩Kρ(x) such that
|y − z| > R0 ∀z ∈ Z0.
Hence, Z0 ∪ {y} 6= Z0 and Z0 ∪ {y} ⊂ F in contradiction to the maximality of
Z0.
Now
ν(Kρ(x)) = ν(Kρ(x) ∩ spt(ν)) ≤ ν
0@ [
z∈Z0
KR0 (z)
1A
≤
X
z∈Z0
ν(KR0 (z)) ≤ #(Z0) ·M ·Rk0 .
Since the balls KR0/2(z), z ∈ Z0, are pairwise disjoint and KR0/2(z) ⊂ K2ρ(x)
, we get
(#Z0) · ωn(R0/2)n = Ln
0@ [
z∈Z0
KR0/2(z)
1A ≤ Ln(K2ρ(x)) = ωn(2ρ)n
where #Z0 denotes the number of elements in Z0. Hence,
ν(Kρ(x)) ≤M
„
4ρ
R0
«n
Rk0 < M4
n
„
ρ
R0
«n−k
ρk
which proves the upper bound of equation (2.18).
Let 0 < ρ ≤ R/2, x ∈ spt(ν). Since m(ρ) is decreasing and M(ρ) is increasing,
equation (2.18) implies
ν(K2ρ(x)) ≤M(2ρ)(2ρ)k ≤ 2kM(2ρ)
m(ρ)
ν(Kρ(x))
≤ 2kM(R)
m(R)
ν(Kρ(x)) = Cd(R) ν(Kρ(x)).
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2.3 Lipschitz Graphs
In our study of chord-arc submanifolds one of the main steps will be to show
that big pieces of the object we are studying are contained in the graph of a
Lipschitz function over some k-dimensional subspace of Rn. For this purpose
we introduce here the notion of the graph of a function over some T ∈ Gn,k
and prove some simple but useful properties of such graphs. Here, Gn,k denotes
the Grassmannian, i.e. the set of all orthogonal projections of Rn onto some
k-dimensional linear subspace of Rn.
Definition 2.12. For T ∈ Gn,k we say that a function g : Im(T )→ Im(T )⊥ is
a function over T . In this case we define the graph of g by
graph(g) := {v + g(v) : v ∈ Im(T )} .
Let us show the following simple facts about graphs of Lipschitz functions
over some T ∈ Gn,k.
Lemma 2.13. Let T ∈ Gn,k and N := idRn − T .
1. A set A ⊂ Rn is contained in the graph of a Lipschitz function g over T
with Lipschitz constant smaller or equal to λ if and only if
|N(x− y)| ≤ λ |T (x− y)| , ∀x, y ∈ A.
2. If A ⊂ Rn is such that there is a constant λ ∈ [0, 1) with
|N(x− y)| ≤ λ |x− y| , ∀x, y ∈ A,
then A is contained in the graph of a Lipschitz function over T with a
Lipschitz constant less or equal to λ
1−λ . If we assume that λ ≤ 12 , the
set A is thus contained in the graph of a Lipschitz function over T with a
Lipschitz constant less or equal to 2λ.
3. If A ⊂ Rn is contained in the graph of a Lipschitz function g over T with
a Lipschitz constant smaller or equal to λ, T˜ ∈ Gn,k, and
λ+ ‖T − T˜‖ < 1,
then A is contained in the graph of a Lipschitz function g˜ over T˜ with a
Lipschitz constant smaller or equal to
λ+‖T−T˜‖
1−(λ+‖T−T˜‖) . If we assume that
λ + ‖T − T˜‖ ≤ 1
2
, the set A is thus contained in the graph of a Lipschitz
function over T with a Lipschitz constant less or equal to 2λ+ 2‖T − T˜‖.
Proof. 1. Let A ⊂ Rn be contained in the graph of a Lipschitz function g over
T with a Lipschitz constant smaller or equal to λ. Then
|N(x− y)| = |g(T (x))− g(T (y))| ≤ λ |T (x− y)| .
22 CHAPTER 2. ANALYTIC FOUNDATIONS
If on the other hand A ⊂ Rn is a subset satisfying
|N(x− y)| ≤ λ |T (x− y)| , ∀x, y ∈ A,
we get that for every z ∈ T (A) the set
T−1(z) ∩A
consists of exactly one point pz . Thus, the function
g˜ : T (A)→ N(A)
z 7→ N(pz)
is well-defined, A ⊂ graph(g˜), and for all x, y ∈ T (A) we obtain
|g˜(x)− g˜(y)| = |N(px − py)| ≤ λ |T (px − py)| = λ |x− y| .
Using Kirszbraun’s theorem (cf. [Kir34, Hauptsatz A 1]), we get that there
is a Lipschitz continuous function g : Im(T )→ Im(T )⊥ with
g|T (A) = g˜
and
|g(x)− g(y)| ≤ λ |x− y| , ∀x, y ∈ Im(T ).
Then
A ⊂ graph(g).
2. For x, y ∈ A we obtain
|N(x− y)| ≤ λ |x− y| ≤ λ (|N(x− y)|+ |T (x− y)|)
and hence
|N(x− y)| ≤ λ
1− λ |T (x− y)| .
Thus the claim follows from Part 1.
3. Let N˜ := idRn − T˜ . For x, y ∈ A we obtain˛˛˛
N˜(x− y)
˛˛˛
≤ |N(x− y)|+ ‖N˜ −N‖|x− y|
≤ λ |T (x− y)|+ ‖T˜ − T‖|x− y|
≤ (λ+ ‖T˜ − T‖)|x− y|.
Hence, the claim follows from Part 2.
Chapter 3
Topological Foundations
3.1 Extending C1 Isotopies
One of the first thing one has to ask in the theory of knots and links is: When
are two knots or links of the same type? One can find basically two different
answers to this question: Sometimes two knots are said to be of the same type if
the ambient space can be transformed in a nice way such that we get the second
knot from the first. The two knots are then called ambient isotopic. In other
papers two knots are of the same type if the first knot itself can be transformed
nicely into the second. One then says that the two knots are isotopic. We want to
make clear what we mean under a ”nice” transformation. We say that a function
f from one manifold into another is a Ck embedding, k ≥ 1, if f is Ck, an
immersion, and a homeomorphism onto its image.
Definition 3.1 (Isotopy). Let M and N be Ck manifolds without boundary,
k ≥ 1, and let I ⊂ R be an interval.
• A Ck map h : N×I →M is called a Ck isotopy if the mappings ht := h(·, t)
are Ck embeddings for every t ∈ I.
• Two Ck embeddings f0, f1 : N →M are said to be Ck isotopic if there is
a Ck isotopy h : N×[0, 1] → M such that h(·, i) = fi for i = 0, 1. In this
situation we call h a Ck isotopy between f0 and f1.
• Two Ck embeddings f0, f1 : N → M are called ambient Ck isotopic if
there is a Ck isotopy H : M×[0, 1] → M with H(·, 0) = idM and f1 =
(H(·, 1)) ◦ f0.
Of course, ambient isotopic maps are isotopic. A natural question is, whether
the inverse is true. This would be very interesting because then one just has
to construct an isotopy between two knots to show that the knots are ambient
isotopic.
If we are only working with homeomorphisms, it is well-known that there are
C0 isotopies which cannot be extended to ambient C0 isotopies in the above
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Figure 3.1: These pictures show the tightening of a knot. Tightening a knot one
gets an C0 isotopy from every rectifiable Jordan curve to the unknot.
sense (cf. Figure 3.1). It can even be shown that every Jordan curve that has a
non-vanishing differential at a point is C0 isotopic to the unknot.
As far as we know, R. Thom presented the first proof concerning this question
in 1957, which led to the various forms of what is now called ”Thom’s first isotopy
lemma” (cf. [Ver84]). The methods he used can for example be found in the book
of M.W. Hirsch [Hir97]. They are good enough to show that the answer to the
question above is yes if the isotopies are at least in C2 and N is a compact
manifold. Unfortunately, the methods of his proof do not work if the isotopy is
only C1, since the flow of a C0 vector field is not uniquely defined.
Nonetheless Hirsch claims in his book that even C1 isotopies can be extended
to ambient C1 isotopies, but he does neither present a proof nor does he give a
hint on how to prove it (cf. Section 8.1, Exercise 4 in [Hir97]).
Since we are not aware of any explicit proof in literature, we want to show
the following theorem in this chapter:
Theorem 3.2 (Isotopy extension theorem). Let N be a compact C1 manifold
without boundary, M a C1 manifold without boundary, h : N×[0, 1]→ M a C1
isotopy between f0 := h(·, 0) and f1 := h(·, 1), and let U be an open set with
U ⊃ h(N×[0, 1]). Then the two embeddings f0 and f1 are ambient C1 isotopic.
More precisely, there is a C1 isotopy H : M×[0, 1]→M which extends h in the
sense that
Ht ◦ h0 = ht for all t ∈ [0, 1]
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where Ht := H(·, t) and ht := h(·, t). Moreover H can be chosen such that
H(p, t) = p for all (p, t) ∈ (M − U)×[0, 1].
Exchanging H(p, t) with H((H(·, 0))−1(p), t), we can even gain H(·, 0) = idM .
An immediate consequence of this Theorem is the following corollary that answers
our question.
Corollary 3.3. Let N be a compact C1 manifold without boundary and M be
a C1 manifold without boundary. Then two C1 embeddings f0, f1 : N →M are
C1 isotopic if and only if they are ambient C1 isotopic.
3.1.1 Preliminaries
In this section we want to remind the reader of some definitions and facts from
differential topology. We assume that the reader is familiar with the notion of an
abstract Ck manifold with boundary, a Ck submanifold, k ∈ N, and the notion of
regular and singular values of differentiable maps as it can be found in [Mun63,
Section 1.1] or [Hir97, Chapter 1].
Let A ⊂ Rn. We say that a function f : A→ Rm is of class Cr if there is an
open set Ω ⊃ A and a function g ∈ Cr(Ω,Rm) such that f = g|A.
Let M and N be Ck manifolds with or without boundary. Then we say that
a function f : N →M belongs to the class Ck for a k ≤ r if for all charts (φ,U)
of N and (ψ, V ) of M with f(U) ⊂ V the function
φ(U)→ ψ(V )
p 7→ ψ ◦ f ◦ φ−1(p)
is of class Ck.
We consider the following topology on the function spaces Ck(N,M). This
topology is also known as Whitney topology or fine topology.
Definition 3.4 (Strong topology on Ck(N,M) (cf. Chapter 2 in [Hir97])). Let
M and N be Ck manifolds without boundary, k ≥ 1. We say that U ⊂ Ck(N,M)
is open, if for every f ∈ U there is an index set I, charts (φi, Ui) of N and (ψi, Vi)
of M , compact subsets Ki ⊂ Ui and 0 < εi <∞, i ∈ I, such that
• {Ui}i∈I is a locally finite cover of N ,
• {Vi}i∈I is a locally finite cover of M ,
• f(Ki) ⊂ Vi,
• every g ∈ Ck(N,M) with
g(Ki) ⊂ Vi
and
‖ψi ◦ f ◦ φ−1i − ψi ◦ g ◦ φ−1i ‖Ck(φ(Ki))
:=
kX
j=0
(
sup
x∈φi(Ki)
‚‚‚Dj(ψi ◦ f ◦ φ−1i )(x)−Dj(ψi ◦ g ◦ φ−1i )(x)‚‚‚
)
< εi
for all i ∈ I belongs to U.
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We denote by Cks (N,M) the space C
k(N,M) equipped with this topology.
One of the properties of this topology is that under some technical conditions
the set of C1 embeddings is open.
Theorem 3.5 (Theorem 1.4 of Chapter 2 in [Hir97] , Theorem 3.10 in [Mun63]).
Let N and M be C1 manifolds which have no boundary. Then the set of C1
embeddings from N in M is an open set in C1s (N,M).
During the proof of the local extension theorem (Theorem 3.2), we will con-
struct C1 homotopies that are embeddings at one particular time t0. We will
then use Theorem 3.5 to show that these homotopies are in fact C1 isotopies on
a small time interval around t0.
The first step in the proof of the local extension theorem will be to embed M
into an Euclidean space.
Theorem 3.6 (Easy Whitney embedding theorem, cf. [Mun63, Problem 2.10]).
Let M be a Ck manifold, k ≥ 1. Then there is a Ck embedding of M into Rq
for some q ∈ N.
To get back to our original manifold, we will use the following version of the
tubular neighborhood theorem.
Theorem 3.7 (Tubular neighborhood theorem, cf. Theorem 5.5 in [Mun63]).
Let M be a Ck manifold without boundary, k ≥ 1, and µ : M → Rq be a Ck
embedding. Then there is an open set Wµ containing µ(M) and a Ck retraction
rµ : Wµ → µ(M),
i.e. rµ is Ck and satisfies
rµ(y) = y
for every y in µ(M).
Furthermore we will need the following technical lemmas. They will help us
to deal with the unhandy strong topology.
Lemma 3.8. Let K be a compact topological space, X be a topological space,
t0 ∈ X, and let U be an open set in K×X with respect to the product topology
containing K×{t0}. Then there is an open neighborhood V of t0 in X such that
K×V ⊂ U.
Proof. Since U is open in the product topology, for every p ∈ K there is an open
neighborhood Up of p in K and Vp of t0 in X such that
Up×Vp ⊂ U.
Since K is a compact set, there are p1, . . . , pl ∈ K such that
l[
i=1
Upi = K
Setting V =
Tl
i=1 Vpi we get that
K×V ⊂ U.
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Corollary 3.9. Let K be a compact topological space, X and Y topological
spaces, and let f : K×X → Y be a continuous function. Furthermore, let
t0 ∈ X and U˜ an open set in Y with f(K×{t0}) ⊂ U˜ . Then there is an open
neighborhood V of t0 in X such that
f(K×V ) ⊂ U˜ .
Proof. We set U := f−1(U˜). Then K, X, and U satisfy all the conditions of
Lemma 3.8. Hence, there is an open neighborhood V of t0 in X such that
K×V ⊂ U.
Since U = f−1(U˜), we get
f(K×V ) ⊂ U˜ .
Lemma 3.10. Let N andM be manifolds without boundary, K ⊂ N be compact,
I ⊂ R be an interval, and f : N×I →M , φ : N →M be C1 functions with
f(p, t) = φ(p) for all (p, t) ∈ (N −K)×I
If we set ft := f(·, t) for all t ∈ I, then (t 7→ ft) ∈ C0(I, C1s (N,M)).
Proof. Let t0 ∈ I and O be an open set in C1s (N,M) containing ft0 . Then
there is an index set J , charts (φi, Ui) of N and (ψi, Vi) of M , compact subsets
Ki ⊂ Ui, and 0 < εi <∞, i ∈ J such that
• {Ui}i∈J is a locally finite cover of N ,
• {Vi}i∈J is a locally finite cover of M ,
• ft0 (Ki) ⊂ Vi,
• every g ∈ C1(N,M) with
g(Ki) ⊂ Vi
and
‖ψi ◦ ft0 ◦ φ−1i − ψi ◦ g ◦ φ−1i ‖C1(φi(Ki)) < εi
belongs to O.
Since f is continuous and f(Ki×{t0}) ⊂ Vi, we get from Corollary 3.9 that for
every i ∈ J there is an δ˜i > 0 such that
ft(Ki) = f(Ki, t) ⊂ Vi (3.1)
for every t ∈ (I ∩ [t0 − δ˜i, t0 + δ˜i]).
We furthermore observe that for every i ∈ J the functions
f˜i : φi(Ki)×
`
I ∩ [t0 − δ˜i, t0 + δ˜i]
´→ ψi(Vi)
(x, t) 7→ ψi ◦ f(φ−1i (x), t)
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are C1 on φi(Ki)×(I ∩ [t0 − δ˜i, t0 + δ˜i]). So f˜i and Df˜i are continuous on
φi(Ki)×(I ∩ [t0 − δ˜i, t0 + δ˜i]). Let us set
gi : φi(Ki)×
`
I ∩ [t0 − δ˜i, t0 + δ˜i]
´→ Rdim(M)
(x, t) 7→ f˜i(x, t)− f˜i(x, t0)
and
hi : φi(Ki)×
`
I ∩ [t0 − δ˜i, t0 + δ˜i]
´→ Rdim(N)·dim(M)
(x, t) 7→ Dxf˜i(x, t)−Dxf˜i(x, t0).
Since φi(Ki) is a compact set, gi(φi(Ki)×{t0}) = 0 and hi(φi(Ki)×{t0}) = 0
we can apply Corollary 3.9 with U˜ = B εi
2
(0). We get that there is a δ′i ∈ (0, δ˜i)
such that
‖ψi ◦ ft0 ◦ φ−1i − ψi ◦ ft ◦ φ−1i ‖C1(φi(Ki)) < εi
for all t ∈ (I ∩ [t0 − δ′i, t0 + δ′i]).
Now consider the set J˜ := {i ∈ J : Ui ∩K 6= ∅}. Since the cover {Ui}i∈I is
locally finite, the set J˜ is a finite set and we have
ft(p) = f(p, t) = φ(p) = ft0 (p), ∀(p, t) ∈
0@ [
i∈J−J˜
Ui
1A× I
and hence
‖ψi ◦ ft0 ◦ φ−1i − ψi ◦ ft ◦ φ−1i ‖C1(φi(Ki)) = 0, ∀t ∈ I, i ∈ J − J˜ .
Let us set δ := min{δ′i : i ∈ J˜}. Then ft ∈ O for all t ∈ I ∩ [t0 − δ, t0 + δ].
So we have shown that (t 7→ ft) ∈ C0(I, C1s (N,M)).
3.1.2 Local Extension Lemma
The basic step in the proof of Theorem 3.2 is the following local version of the
extension theorem:
Lemma 3.11 (Local extension lemma). Let N be a compact C1 manifold with-
out boundary, M a C1 manifold without boundary, h : N×[0, 1] → M a C1
isotopy, t0 ∈ [0, 1], and let U be an open set with ht0 (N) ⊂ U . Then there is
an δ > 0 and a C1 isotopy H : M× ([0, 1] ∩ [t0 − δ, t0 + δ])→ M which extends
h around t0 in the sense that
Ht ◦ ht0 = ht for all t ∈ [0, 1] ∩ [t0 − δ, t0 + δ] (3.2)
and
Ht0 = idM (3.3)
where again Ht := H(·, t) and ht := h(·, t). Furthermore
H(p, t) = p for all (p, t) ∈ (M − U)×[0, 1]. (3.4)
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ht ◦ h−1t0 (rht0(p))
p
rht0 (p)
Wht0 (N)
ht0 (N)
ht(N)
= (ht ◦ h−1t0 )(rht0 (p))−
rht0 (p)
Figure 3.2: Construction of H˜t inside of a tubular neighborhood of ht0
First, let us sketch the main idea behind the proof. Let us assume for sim-
plicity that M is an embedded submanifold of some Euclidean space Rn. We will
define a C1 function
H˜ : M×[t0 − ε, t0 + ε]→ Rn
that satisfies (3.2), (3.3), and a version of (3.4). We will use a C1 retraction to
pull the image of H˜ back onto M and Lemma 3.10 and Theorem 3.5 to show
that the new mapping is in fact an isotopy on a small time interval around t0.
So the main task is to construct such a mapping H˜. It will be easier to define
the difference H˜t −Ht0 . For p ∈ ht0 (N) we have to set Ht(p) := ht ◦ (ht0 )−1(p)
to satisfy (3.2). We will then use a tubular neighborhood Wht0 around ht0 and a
C1 retraction rht0 of Wht0 onto ht0 (N) to extend this definition to Wht0 . What
we do is the following: We translate an arbitrary point p ∈ Wht0 in the same
way the point rht0 (p) ∈ ht0 (N) is translated under H˜t (cf. Figure 3.2). Then
we use a cutoff function to define H˜t − Ht0 on the whole manifold M . Let us
give a rigorous proof now.
Proof. The Easy Whitney embedding theorem (Theorem 3.6) tells us that there
is a C1 embedding
µ : M → Rq
for some q ∈ N. From the tubular neighborhood theorem (Theorem 3.7) we get
open sets Wµ ⊃ µ(M) and Wµ◦ht0 ⊃ (µ ◦ ht0 )(N) in Rq and C1 retractions
rµ : Wµ → µ(M)
rµ◦ht0 : Wµ◦ht0 → (µ ◦ ht0 )(N).
Exchanging Wµ◦ht0 with Wµ◦ht0 ∩Wµ we can assume that Wµ◦ht0 ⊂Wµ. Since
N and thus ht0 (N) is a compact set, there is an open and relatively compact set
U ′ ⊂M with
ht0 (N) ⊂ U ′ ⊂⊂ U ∩ µ−1(Wµ◦ht0 ).
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Let us choose a smooth cutoff function φ ∈ C∞(M, [0, 1]) such that
φ(p) = 1 for all p ∈ ht0 (N)
and
φ(p) = 0 for all p /∈ U ′.
We consider the map
H˜ : M×[0, 1]→ Rq
(p, t) 7→ µ(p) + φ(p)
“ˆ
(µ ◦ ht)− (µ ◦ ht0 )
˜`
(µ ◦ ht0 )−1 ◦ rµ◦ht0 (µ(p))
´”
Because of the definition of φ this function is a well-defined C1 function.
Then
H˜(ht0 (p), t)
= (µ ◦ ht0 )(p) + φ(ht0 (p))
“ˆ
(µ ◦ ht)
− (µ ◦ ht0 )
˜`
(µ ◦ ht0 )−1 ◦ rµ◦ht0 ((µ ◦ ht0 )(p))
´”
= (µ ◦ ht0 )(p) + 1 ·
“ˆ
(µ ◦ ht)− (µ ◦ ht0 )
˜
(p)
”
= (µ ◦ ht)(p)
(3.5)
and
H˜(p, t) = µ(p) for all (p, t) ∈ (M − U ′)×[0, 1]. (3.6)
In order to prove the lemma, we will use the following
Assertion. There is an δ1 > 0 such that
H˜(M, t) ⊂Wµ
for all t ∈ [0, 1] ∩ [t0 − δ1, t0 + δ1].
Using this assertion we get that
H : M×([0, 1] ∩ [t0 − δ1, t0 + δ1])→M
(p, t) 7→ (µ−1 ◦ rµ)(H˜(p, t))
is well-defined. Obviously H ∈ C1(M×[0, 1],M) and Ht0 = idM .
We obtain from (3.5) that
H(ht0 (p), t) = (µ
−1 ◦ rµ)((µ ◦ ht)(p)) = ht(p)
for every p ∈ M and every t ∈ [0, 1] ∩ [t0 − δ1, t0 + δ1]. In the last step we
have used that rµ : Wµ → µ(M) is a retraction and that (µ ◦ ht)(N) ⊂ µ(M).
Furthermore (3.6) implies
H(p, t) = p for all (p, t) ∈ (M − U ′)×([0, 1] ∩ [t0 − δ1, t0 + δ1]).
Applying Lemma 3.10 with f = H and K = U ′ and Theorem 3.5 we get an
δ, 0 < δ < δ1, such that Ht is an embedding for every t ∈ [0, 1] ∩ [t− δ, t+ δ].
Thus H|(M×([0,1]∩[t0−δ,t0+δ])) is the local extension we seek.
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It remains to prove the above assertion.
Proof of the assertion. Since H˜ is continuous, H˜(U ′, t0) ⊂ Wµ, and U ′ ⊂ M is
a compact set we get using Corollary 3.9 that there is a δ1 > 0 such that
H˜(U ′×[t0 − δ1, t0 + δ1]) ⊂Wµ. (3.7)
From the definition of H˜ and using the fact that φ(p) ≡ 0 outside of U ′ we get
H˜(p, t) = µ(p) for all (p, t) ∈ (M − U ′)×[0, 1]
and thus
H˜
“`
M − U ′´×[0, 1]” ⊂ µ(M) ⊂Wµ. (3.8)
The relations (3.7) and (3.8) imply that
H˜(M, t) ⊂Wµ
for all t ∈ [0, 1] ∩ [t0 − δ1, t0 + δ1].
3.1.3 Proof of Theorem 3.2
To finish the prove of Theorem 3.2 we define a relation on [0, 1]. For t1, t2 ∈ [0, 1]
we set t1 ∼h t2 if and only if one of the following conditions holds:
• Either t1 = t2 or
• if t1 < t2 there is a C1 isotopy H : M×[t1, t2]→M such that Ht ◦ht1 = ht
for every t ∈ [t1, t2] and H(p, t) = p for all (p, t) ∈ (M − U)×[t1, t2] or
• if t2 < t1 there is a C1 isotopy H : M×[t2, t1]→M such that Ht ◦ht2 = ht
for every t ∈ [t2, t1] and H(p, t) = p for all (p, t) ∈ (M − U)×[t2, t1].
Using this notation, the conclusion of Theorem 3.2 can be written in the form
0 ∼h 1.
Assertion. The relation ∼h is an equivalence relation.
Proof. The relation is obviously reflexive and symmetric. So we only have to
show that it is transitive. Let t1, t2, t3 ∈ [0, 1] and t1 ∼h t2 and t2 ∼h t3. We
have to show that t1 ∼h t3. If t1, t2, t3 are not pairwise different, there is nothing
to show. Otherwise we distinguish the following two cases:
1. The point t2 does not belong to the convex hull of {t1, t3}.
2. The point t2 belongs to the convex hull of {t1, t3}.
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Case 1: Since the whole situation is invariant under interchanging t1 and t3, we can
assume that t1 < t3.
Let us first assume that t2 < t1. Since t2 ∼h t3 there is a C1 isotopy
H˜ : M×[t2, t3] → M such that ht = H˜(·, t) ◦ ht2 for every t ∈ [t2, t3]
and H˜(p, t) = p for all (p, t) ∈ (M − U) × [t2, t3]. Using the fact that
H˜t := H˜(·, t) is a diffeomorphism for every t ∈ [t2, t1] we can define
H : M×[t1, t3]→M
(p, t) 7→ H˜`(H˜t1 )−1(p), t´.
This is a C1 isotopy and since
H˜t1 ◦ ht2 = ht1
one sees that
H(·, t) ◦ ht1 = H˜(·, t) ◦ ht2 = ht,
i.e t1 ∼h t3.
If t2 > t3 we use the fact that t1 ∼h t2 to get a C1 isotopy H˜ : M×[t1, t2]→
M such that ht = H˜(·, t) ◦ ht1 for every t ∈ [t1, t2] and H˜(p, t) = p for all
(p, t) ∈ (M − U)× [t1, t2]. We simply set
H = H˜|M×[t1,t3]
to see that t1 ∼h t3.
Case 2: Again we may assume that t1 < t3. We thus have
t1 < t2 < t3.
Since t1 ∼h t2 and t2 ∼h t3, there are C1 isotopies H(1) : M×[t1, t2]→M
and H(2) : M×[t2, t3]→M such that H(1)t ◦ ht1 = ht for every t ∈ [t1, t2]
and H
(2)
t ◦ht2 = ht for every t ∈ [t2, t3], where H(i)t := H(i)(·, t). Moreover,
we get H(1)(p, t) = p for all (p, t) ∈ (M−U)× [t1, t2] and H(2)(p, t) = p for
all (p, t) ∈ (M − U)× [t2, t3]. Lemma 3.11 applied at time t2 tells us that
there is an δ > 0 and a C1 isotopy H(δ) : M×([0, 1]∩[t2−δ, t2+δ]) such that
H
(δ)
t ◦ ht2 = ht for all t ∈ ([0, 1] ∩ [t2 − δ, t2 + δ]) where H(δ)t := H(δ)(·, t)
and H
(δ)
t2
= idM . Furthermore, H
(δ)(p, t) = p for all (p, t) ∈ (M − U) ×
[t2 − δ, t2 + δ].
We can assume that δ < min{t2− t1, t3− t2}. We now have to concatenate
these C1 isotopies in a particular way. To do this we first pick C∞ functions
τ1 : [t2 − δ, t2]→ [t2 − δ, t2]
τ2 : [t2, t3]→ [t2, t2 + δ]
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with the following properties:
τ1(t) = t for all t ∈ [t2 − δ, t2 − 3
4
δ],
τ1(t) = t2 for all t ∈ [t2 − 1
4
δ, t2],
τ2(t) = t for all t ∈ [t2, t2 + 1
4
δ].
To show that the isotopy we will construct is C1, we need the fact that the
functions
M×[t2 − δ, t2 + δ]→M
(p, t) 7→ (Hδt )−1(p)
and
M×[t2, t3]→M
(p, t) 7→ (H(2)t )−1(p)
are C1. To see this we first observe that
G(δ) : M×[t2 − δ, t2 + δ]→M×[t2 − δ, t2 + δ]
(p, t) 7→ (H(δ)(p, t), t)
and
G(2) : M×[t2, t3]→M×[t2, t3]
(p, t) 7→ (H(2)(p, t), t)
are C1 diffeomorphisms. The above statement now follows from the fact
that (H
(δ)
t )
−1(p) = P ◦ (G(δ))−1(p, t) and (H(2)t )−1(p) = P ◦ (G(2))−1(p.t)
where
P : M×[0, 1]→M
(p, t) 7→ p.
We set
Ht1,t3 : M×[t1, t3]→M
(t, p) 7→
8><>:
H
(1)
t (p) if t ∈ [t1, t2 − δ]
H
(δ)
t ◦ (H(δ)τ1(t))
−1 ◦H(1)
τ1(t)
(p) if t ∈ [t2 − δ, t2]
H
(2)
t ◦ (H(2)τ2(t))
−1 ◦H(δ)
τ2(t)
◦H(1)t2 (p) if t ∈ [t2, t3]
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From the properties of τ1 and τ2 and the fact that H
(δ)
t2
= idM it follows
that
Ht1,t3 (·, t) = H(1)t for all t ∈ [t1, t2 −
3
4
δ]
Ht1,t3 (·, t) = H(δ)t ◦H(1)t2 for all t ∈ [t2 −
1
4
δ, t2 +
1
4
δ].
Thus Ht1,t3 is C1. We calculate for t ∈ [t1, t2 − δ]
Ht1,t3 (·, t) ◦ ht1 = ht,
for t ∈ [t2 − δ, t2]
Ht1,t3 (·, t) ◦ ht1 = H(δ)t ◦ (H(δ)τ1(t))
−1 ◦H(1)
τ1(t)
◦ ht1
= H
(δ)
t ◦ (H(δ)τ1(t))
−1 ◦ hτ1(t) = H
(δ)
t ◦ ht2
= ht,
and for t ∈ [t2, t3]
Ht1,t3 (·, t) ◦ ht1 = H(2)t ◦ (H(2)τ2(t))
−1 ◦H(δ)
τ2(t)
◦H(1)t2 ◦ ht1
= H
(2)
t ◦ (H(2)τ2(t))
−1 ◦H(δ)
τ2(t)
◦ ht2
= H
(2)
t ◦ (H(2)τ2(t))
−1 ◦ hτ2(t) = H
(2)
t ◦ ht2 = ht.
Since Ht1,t3 (·, t) is an embedding for every t ∈ [t1, t3] we finally get t1 ∼h
t3.
Thus ∼h is an equivalence relation.
Now it is quite easy to finish the proof of Theorem 3.2. For t ∈ [0, 1] let [t]h
be the equivalence class of the relation ∼h containing t. Lemma 3.11 tells us
that [t]h is an open set in [0, 1] for every t ∈ [0, 1]. Let us fix a t0 ∈ [0, 1]. Since
[t0]h = [0, 1]−
“ [
t∈[0,1]−[t0]h
[t]h
”
[t0]h is also a closed set in [0, 1]. Combining this with the fact that [0, 1] is a
connected set and [t0]h is not the empty set, we finally get [t0]h = [0, 1]. So we
have shown that
0 ∼h 1
which is exactly what we wanted to prove.
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3.2 Degree Theory
Many problems in mathematics can be reduced to finding a solution of an equa-
tion like
f(x) = y (3.9)
or to deciding if such a solution exists. Using differential topology, one can prove
some surprising properties concerning the number of such solutions, which lead
to the notion of degree.
In analysis one usually develops the degree theory for mappings on vector
spaces, while most text books on differential topology only investigate the degree
of functions from and into compact manifolds. In this treatise on chord-arc
manifolds we will need some degree theory on non-compact manifolds that need
not be orientable. In this section we want to show that such a degree exists.
For subsets Ω1,Ω2 of a topological space we say that Ω1 is compactly con-
tained in Ω2 and write
Ω1 ⊂⊂ Ω2
if and only if Ω1 is a compact set and Ω1 ⊂ Ω2.
Theorem 3.12 (Existence of a degree modulo 2). LetM and N be C1 manifolds
of dimension n without boundary. Then there is a function
deg : {(f,Ω, y) : Ω ⊂⊂ N open, f ∈ C0(Ω,M), y ∈M − f(∂Ω)} → Z/2Z
possessing the following properties:
(D1) If deg(f,Ω, y) 6= 0, then there is an x0 ∈ Ω such that
f(x0) = y.
(D2) If h : Ω×[0, 1] → M is a continuous map and y ∈ M such that y /∈
h(∂Ω×[0, 1]), then we have
deg(h(·, 0),Ω, y) = deg(h(·, 1),Ω, y).
(D3) The function
M − f(∂Ω)→ Z/2Z
y 7→ deg(f,Ω, y)
is constant on any connected component of M − f(∂Ω).
(D4) If f : Ω→M is in C1(Ω,M) ∩C0(Ω,M) and y ∈M − f(∂Ω) is a regular
value of f , then
deg(f,Ω, y) ≡ `# `f−1(y)´´ mod 2.
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Here, ∂Ω denotes the topological boundary of the set Ω as subset of the
topological space N . In the next section we will look at C1 functions f : Ω →
M , Ω ⊂⊂ N , and study the number of solutions of (3.9) for regular values
y ∈ N − f(∂Ω). The main result of this section and the key to the whole theory
will be that this number is invariant modulo 2 under homotopies (c.f. Lemma
3.13).
Combining this with the approximation results of Section 3.2.2, we will be
able to extend the degree to C0 functions, C1 manifolds, and irregular values.
Thus we can finally prove Theorem 3.12 in Section 3.2.3.
Let us note that such a degree is uniquely defined. This can easily be seen if
one looks at how we define it in Section 3.2.3.
3.2.1 Number of Preimages
If Σ is a manifold with boundary, we will denote that boundary by ∂manΣ. In
contrast to that the topological boundary of a subset A of a topological space X
will still be denoted by ∂A. We will also use the notation ∂XA, to make clear
that X is the ambient space.
Let M and N be C1 manifolds without boundary, dim(M) = dim(N), and let
Ω ⊂⊂ N be an open set. Consider a function f ∈ C1(Ω,M) ∩ C0(Ω,M) and let
y ∈ M be a regular value of f . It is well-known (cf. [Mil97, p. 9]) that f−1(y)
is a finite set and that there is a neighborhood U of y such that every z ∈ U is a
regular value of f and
#(f−1(z)) = #(f−1(y))
The following fact concerning the number of preimages of a point y is the key
to the proof of Theorem 3.12:
Lemma 3.13. Let M and N be C1 manifolds without boundary, dim(M) =
dim(N), and let Ω ⊂⊂ N be open. Furthermore, let h : Ω×[0, 1] → M be in
C1(Ω×[0, 1],M) and y ∈ M − h(∂Ω×[0, 1]) such that y is a regular value of
fi := h(·, i) for i = 0, 1. Then
#(f−10 (y)) ≡ #(f−11 (y)) mod 2.
We need the next two well-known facts about manifolds, to prove this lemma.
Lemma 3.14 (cf. Theorem 4.1 of Chapter 1 in [Hir97]). Let k ≥ 1, N be a
Ck manifold, M a Ck manifold without boundary, and f : N → M be a Ck
function. If y ∈M is a regular value of f and f |(∂manN), then f−1(y) is a Ck
submanifold of dimension dim(N)− dim(M) and
∂man(f
−1(y)) = f−1(y) ∩ (∂manM).
Lemma 3.15 (Characterization of one-dimensional manifolds, cf. [Mil97, p.
55]). Any one-dimensional connected Ck manifold, k ≥ 1 is either Ck diffeo-
morphic to S1 or to an interval of the real numbers.
Actually, we only need the following corollary to Lemma 3.15:
Corollary 3.16. The number of boundary points of a one-dimensional compact
manifold is even.
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Furthermore, we need Sard’s theorem to deal with singular values.
Theorem 3.17 (Sard’s theorem, cf. Theorem 1.3 of Chapter 3 in [Hir97]). Let
M and N be manifolds of dimension m and n and f : N →M be a Cr function.
If
r ≥ max{1, 1 + n−m},
then the set of singular values of f has measure zero in M . Therefore, the set
of regular values is dense in M .
Now we can prove Lemma 3.13.
Proof of Lemma 3.13. First we prove this lemma under the assumption that y
is a regular value of h and h|∂man(Ω×[0,1]). From Lemma 3.14 we get that
h−1(y)
is a one-dimensional C1 manifold with boundary and
∂man(h
−1(y)) = h−1(y) ∩
h
(Ω×{0}) ∪ (Ω×{1})
i
= (f−10 (y)×{0}) ∪ (f−11 (y)×{1}).
(3.10)
Here we have used that ∂Ω×[0, 1] ∩ h−1(y) = ∅. Since h−1(y) is a closed subset
of Ω×[0, 1] and Ω×[0, 1] is compact, the set h−1(y) is a compact one-dimensional
manifold. Hence, Corollary 3.16 tells us that #(∂manh−1(y)) is an even number.
Using (3.10) we get that #(f−10 (y)) + #(f
−1
1 (y) is an even number and thus
#(f−10 (y)) ≡ #(f−11 (y)) mod 2.
Let us now turn to the general case where we cannot assume that y is a regular
value of h. Since y is a regular value of f0 and f1, there are neighborhoods U0
and U1 of y such that
#(f−1i (z)) = #(f
−1
i (y)) (3.11)
for all z ∈ Ui, i = 0, 1. Setting U := U0∩U1 and using Sard’s theorem (Theorem
3.17), we get that there is a regular value z0 ∈ U of h and h|(∂man(Ω×[0,1])). We
then have
#(f−1i (z0)) = #(f
−1
i (y))
for i = 0, 1 and from the special case above we get
#(f−10 (z0)) ≡ #(f−11 (z0)) mod 2.
So
#(f−10 (y)) ≡ #(f−11 (y)) mod 2.
Using the invariance under homotopies, we now prove the following variant
of property (D3).
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Lemma 3.18. Let M be a C1 manifold without boundary, Ω an open set that
is compactly contained in M , f ∈ C1(Ω,M), and let y0, y1 ∈M − f(∂Ω) be two
regular values of f that belong to the same connected component of M − f(∂Ω).
Then
#(f−1(y0)) = #(f−1(y1)) mod 2.
To prove this result, we will use the following homogeneity lemma. A similar
version of this lemma can be found in the book of Milnor [Mil97, p. 22].
Lemma 3.19. Let y0 and y1 be two points of a connected Ck manifold M
without boundary. Then there is a Ck isotopy H : M×[0, 1] → M such that
H(·, 0) = idM and
H(y0, 1) = y1.
Furthermore, H can be chosen in such a way that there is a compact set K ⊂M
with
H(p, t) = p
for all (p, t) ∈ (M −K)× [0, 1].
Proof. Since M is a connected Ck manifold, there is a Ck curve
γ : [0, 1]→M
such that γ(0) = y0, γ(1) = y1. Let U be a relatively compact open subset of
M with γ([0, 1]) ⊂ U . Using Theorem 3.2 we can extend γ to an ambient Ck
isotopy
H : M×[0, 1]→M
such that H(·, 0) = idM ,
H(γ(0), t) = γ(t)
for every t ∈ [0, 1], and
H(p, t) = p
for all (p, t) ∈ (M − U)× [0, 1].
Proof of Lemma 3.18. Let Z be the connected component of M − f(∂Ω) the
two points y0 and y1 belong to. Using Lemma 3.19 we get a C1 isotopy H˜ :
Z×[0, 1]→ Z and a compact set K ⊂ Z such that H˜(y0, 1) = y1 and H˜(p, t) = p
for all p ∈ Z −K. We set
H : M×[0, 1]→M
(p, t) 7→
(
H˜(p, t) if p ∈ Z
p if p /∈ Z
Then H is a C1 isotopy which satisfies
H(y0, 1) = y1
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and
H(p, t) = p for all p ∈ f(∂Ω).
Consider
h : Ω×[0, 1]→M
(p, t) 7→ H(f(p), t).
We notice that
(h(·, 1))−1(y1) = (H(·, 1) ◦ f)−1(y1) = f−1((H(·, 1)−1(y1)) = f−1(y0) (3.12)
because H(·, 1) is a bijection. Since h(·, 0) = f , y1 is a regular value of h(·, 0).
From the fact that y0 is a regular value, we get that the differential of f has full
rank on the set f−1(y0). Using (3.12) and the fact that H(·, 1) is a diffeomor-
phism, we deduce that the differential of h(·, 1) = H(·, 1) ◦ f has full rank on the
set (h(·, 1))−1(y1) = f−1(y0), i.e. y1 is a regular value of h(·, 1). This allows us
to apply Lemma 3.13 to the C1 homotopy h and we get
#(f−1(y0)) ≡ #(h(·, 1)−1(y1)) ≡ #(h(·, 0)−1(y1)) ≡ #(f−1(y1)) mod 2.
3.2.2 Approximation of C0 Mappings
To extend the degree to C0 functions we need some approximation results. To
prove them, we will use the Whitney embedding theorem and the tubular neigh-
borhood theorem. Now we want to show that we can smooth functions from a
manifold into another manifold.
Lemma 3.20. Let M and N be Ck manifolds without boundary, k ≥ 1, Ω a
compactly contained open subset of N , and let f : Ω→ M be continuous. Then
there is an ε > 0 and a continuous mapping
h : Ω×[0, ε)→M
such that h(·, 0) = f and h ∈ Ck(Ω×(0, ε)).
Proof. From the easy Whitney embedding theorem (Theorem 3.6) we get Ck
embeddings
ν : N → Rq
µ : M → Rq
for some q ∈ N. Furthermore, the tubular neighborhood theorem (Theorem 3.7)
tells us that there is an open set Wµ ⊃ µ(M) in Rq and a Ck retraction
rµ : Wµ → µ(M).
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Now we consider the function
ν(Ω)→ Rq
x 7→ (µ ◦ f ◦ ν−1)(x).
Since this is a continuous function on the compact set ν(Ω) of Rq , we get from
the Tietze-Urysohn extension theorem that there is a continuous function f˜ :
Rq → Rq such that
f˜(x) = (µ ◦ f ◦ ν−1)(x)
for every x ∈ ν(N) (cf. Proposition 1.1 in [Dei85]).
We will now mollify f˜ and pull everything back onto the manifolds using rµ.
Let φ ∈ C∞(Rq , [0, 1]) be such that
sptφ ⊂ B1(0),Z
Rq
φ(x)dx = 1,
and let us set
h˜(x, t) :=
1
tq
Z
Rq
f˜(y)φ
„
x− y
t
«
dy.
It is well-known that h˜ ∈ C0(Rq×[0,∞),Rq)∩C∞(Rq×(0,∞),Rq). Let us have
a look at the function
χ : Ω×[0,∞)→ Rq
(p, t) 7→ h˜(ν(p), t)
Since χ(Ω×{0}) ⊂ Wµ and Ω is compact, Corollary 3.9 tells us that there is an
ε0 > 0 such that χ(Ω×[0, ε0)) ⊂Wµ. Therefore, the function
h : Ω×[0, ε0)→M
(p, t) 7→ (µ−1 ◦ rµ) ◦ h˜(ν(p), t)
is well-defined, h is in C0(Ω×[0, ε0)) ∩ Ck(Ω×(0, ε)), and we have
h(·, 0) = f.
An immediate consequence of the last lemma is the following
Corollary 3.21. Let M and N be Ck manifolds without boundary, k ≥ 1, Ω a
compactly contained open subset of N , f : Ω → M a continuous function, and
let y /∈ f(∂Ω). Then there is a continuous map
h : Ω×[0, 1]→M
such that h(·, 0) = f , y /∈ h(∂Ω, [0, 1]), and h ∈ Ck(Ω×(0, 1]).
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Proof. From Lemma 3.20 we get an ε > 0 and a continuous function
h˜ : Ω×[0, ε)→M
such that h˜(·, 0) = f and h˜ ∈ Ck(Ω×(0, ε)). Since y /∈ f(∂Ω) and f is continuous,
the set h˜(∂Ω, 0) = f(∂Ω) is a compact subset of the open set M − {y}. Using
Corollary 3.9 we get an δ ≤ ε such that y /∈ h˜(∂Ω, [0, δ))
We set
h : Ω×[0, 1]→M
h(p, t) := h(p, t/2δ).
Then h has all the desired properties.
If two maps are homotopic, the next lemma tells us that there is a homotopy
between them which is as regular as the maps themselves.
Lemma 3.22. Let M and N be Ck manifolds without boundary, Ω compactly
contained in N , and let h : Ω×[0, 1]→M be a continuous map such that h(·, 0),
h(·, 1) ∈ Ck(Ω,M). Furthermore let y ∈ M − h(∂Ω×[0, 1]), k ≥ 1, 0 ≤ l ≤ k.
Then there is a function h˜ ∈ Ck(Ω×[0, 1],M) such that
h˜(·, i) = h(·, i)
for i = 0, 1 and
y /∈ h˜(∂Ω×[0, 1]).
Proof. From the easy Whitney embedding theorem (Theorem 3.6) we get a Ck
embedding
µ : M → Rq
for some q ∈ N and the tubular neighborhood theorem (Theorem 3.7) tells us
that there is an open set Wµ ⊃ µ(M) in Rq and a Ck retraction
rµ : Wµ → µ(M).
We first set
g : Ω×[0, 1]→M
(p, t) 7→ h(p, τ1(t))
where τ1 ∈ C∞([0, 1], [0, 1]) with
τ1(t) = 0 for t ∈ [0, 1/4]
τ1(t) = 1 for t ∈ [3/4, 1].
We see that g is of class Ck on Ω× ([0, 1/4] ∪ [3/4, 1]), g(·, i) = h(·, i) for i = 0, 1,
and y /∈ g(∂Ω×[0, 1]). Applying Lemma 3.20 to g we get an ε > 0 and a C0
function
hg : (Ω×[0, 1])×[0, ε)→M
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such that
hg(·, ·, 0) = g
and hg is Ck on Ω×[0, 1]×(0, ε). We now choose a cutoff function
τ2 ∈ C∞([0, 1], [0, 1])
with
τ2(t) = 0 for all t ∈ [0, 1/12] ∪ [11/12, 1]
τ2(t) = 1 for all t ∈ [2/12, 10/12]
and set
χ : Ω×[0, 1]×[0, ε)→ Rq
(p, t, σ) 7→ (1− τ2(t))(µ ◦ g)(p, t) + τ2(t)(µ ◦ hg)(p, t, σ).
This function is Ck on Ω×[0, 1]×(0, ε) and we have χ(·, i, σ) = µ ◦ h(·, i) for
i = 0, 1 and all σ ∈ [0, ε). Since χ is continuous and χ(·, ·, 0) = g ⊂ Wµ, we can
apply Corollary 3.9 to get an ε1 > 0 such that
χ(Ω×[0, 1]×[0, ε1)) ⊂Wµ.
Thus the function
χ˜ : Ω×[0, 1]×[0, ε1)→M
(p, t, σ) 7→ (µ−1 ◦ rµ) ◦ χ(p, t, σ)
is well-defined,
χ˜ ∈ Ck(Ω×[0, 1]×(0, ε1),M),
χ˜(·, ·, 0) = g, and χ˜(·, i, σ) = h(·, i) for all σ ∈ [0, ε1) and i = 0, 1.
Since y /∈ g(∂Ω×[0, 1]) = χ˜(∂Ω×[0, 1]×{0}), we get that χ˜(∂Ω×[0, 1]×{0})
is contained in the open set M − {y}. Using Corollary 3.9, we get an ε2 with
ε1 > ε2 > 0 such that
χ˜(∂Ω×[0, 1]×[0, ε2]) ⊂M − {y}. (3.13)
We choose a δ with 0 < δ < ε2 and set
h˜ := χ˜(·, ·, δ)
From (3.13) we get
y /∈ h˜(∂Ω×[0, 1])
and the properties of χ˜ show that h˜ ∈ Ck(Ω×[0, 1],M) and h˜(·, i) = h(·, i) for
i = 0, 1.
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3.2.3 Proof of Theorem 3.12
Let M and N be C1 manifolds of dimension n without boundary and Ω ⊂ N
be a relatively compact open set. Consider a function f ∈ C0(Ω,M) and let
y ∈M − f(∂Ω).
Then we define
deg(f,Ω, y) ∈ Z/2Z
in the following way:
Let h : Ω×[0, 1]→M be a continuous function such that h(·, 0) =
f , h(·, 1) ∈ C1(Ω,M) and
y /∈ h(∂Ω×[0, 1]).
Such a homotopy exists by Corollary 3.21. Sard’s theorem guar-
antees that there is a regular value y˜ of f˜ := h(·, 1) that belongs
to the same connected component of M −h1(∂Ω) as y. We then
set
deg(f,Ω, y) = #(f˜−1(y˜)) + 2Z.
(3.14)
We now want to show that the function deg is well-defined. So let hi :
Ω×[0, 1] → M , i = 0, 1, be two C0 homotopies such that hi(·, 0) = f , hi(·, 1) ∈
C1(Ω,M) and y /∈ hi(∂Ω×[0, 1]). Furthermore, let y˜i be a regular value of
f˜i := hi(·, 1) that belongs to the same connected component of M −hi(∂Ω, 1) as
y. Let us consider the C0 homotopy h : Ω×[0, 1]→M defined by
h(p, t) :=
(
h0(p, 1− 2t) if t ∈ [0, 1/2]
h1(p, 2t− 1) if t ∈ [1/2, 1]
.
This homotopy satisfies h(·, i) = f˜i for i = 0, 1 and y /∈ h(∂Ω×[0, 1]).
Using Lemma 3.22, we get a C1 homotopy h˜ : Ω×[0, 1] → M such that
h˜(·, i) = f˜i for i = 0, 1 and y /∈ h˜(∂Ω×[0, 1]). By Sard’s theorem there is a regular
value z0 of h˜(·, 0) and h˜(·, 1) in the same component of M − (h˜(∂Ω×{0, 1})) as
y. Using Lemma 3.13 and Lemma 3.18, we get
#((f˜−10 (y˜0)) + 2Z = #(f˜
−1
0 (z0)) + 2Z = #(f˜
−1
1 (z0)) + 2Z
= #(f˜−11 (y˜1)) + 2Z.
So the function deg is well-defined.
By definition (3.14) deg has property (D4). Hence, it remains to show that
deg has the properties (D1) to (D3).
(D1) Let deg(f,Ω, y) 6= 0 + 2Z. From Lemma 3.20 we get that there is an ε > 0
and a C0 homotopy
h : Ω×[0, ε)→M
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such that h(·, 0) = f and h ∈ C1(Ω×(0, ε)) and y /∈ h(∂Ω×[0, ε)). By
definition (3.14) and Sard’s theorem we see that for every t ∈ (0, ε) there
is a regular value yt ∈ Bt(y) of ht such that
#(h−1t (yt)) ≡ 1 mod 2.
Here Bt(y) denotes the geodesic ball of radius t around y in M . So for
every t ∈ [0, ε) there is an xt ∈ Ω such that
ht(xt) = yt.
Because Ω is compact, there is a sequence ti ↓ 0 and an x0 ∈ Ω such that
xti → x0 as i→∞. Since h is C0 we get
f(x0) = h(x0, 0)← h(xti , ti) = yti → y.
Since y /∈ f(∂Ω), we have x0 ∈ Ω.
(D2) Let h : Ω×[0, 1] → M be a continuous map and y ∈ M such that y /∈
h(∂Ω×[0, 1]). Furthermore, let g : Ω×[0, 1] → M be a C0 homotopy such
that g(·, 0) = h(·, 1), g(·, 1) is C1, and y /∈ g(∂Ω×[0, 1]). Let z1 be a regular
value of g(·, 1) belonging to the same connected component of M−g(∂Ω, 1)
as y. Then the function
h˜ : Ω×[0, 1]→M
(p, t) 7→
(
h(p, 2t) if t ∈ [0, 1/2]
g(p, 2t− 1) if t ∈ [1/2, 1]
is C0, y /∈ h(∂Ω×[0, 1]), h˜(·, 0) = h(·, 0) and h(·, 1) is C1. Since z1 belongs
to the same connected component M − g(∂Ω, 1) = M − h˜(∂Ω, 1) as y, we
get from the definition (3.14) of deg that
deg(h(·, 0),Ω, y) = #((h˜(·, 1))−1(z1)) + 2Z = #((g(·, 1))−1(z1)) + 2Z
= deg(h(·, 1),Ω, y).
(D3) Follows exactly as in the proof of Lemma 3.18 if one uses (D2) instead of
Lemma 3.13.
3.3 Graphs
In this section we give a criterion under which a k-dimensional, embedded C1
submanifold M of Rn is a graph of a C1 function over some T ∈ Gn,k, where
Gn,k is the Grassmannian, i.e. the set of all orthogonal projections of Rn onto
some k-dimensional linear subspace of Rn. Let us recall that by Definition (2.12)
this means that there is a C1 function φ : ImT → Im(T )⊥ such that
M = {v + φ(v) : v ∈ Im(V )}.
Given an embedded, k-dimensional C1 submanifold M , we define a function
T : M → Gn,k by mapping each x ∈ M onto the orthogonal projection T (x) of
Rn onto the tangent space of M in x.
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Proposition 3.23. Let M ⊂ Rn be a k-dimensional, complete C1 submanifold
without boundary. Furthermore, let T0 ∈ Gn,k be such that there exists a λ ∈
[0, 1) with
‖T (x)− T0‖ ≤ λ. (3.15)
Then M is the graph of a C1 function over T0.
Equation (3.15) implies that T0|M is an immersion. Otherwise there would
exist an x ∈ M and a vector v ∈ TxM , |v| = 1, such that T0v = 0. Since
T (x)v = v we would get
‖T (x)− T0‖ ≥ |(T (x)− T0)(v)| ≥ |T (x)v| − |T0v| = 1− 0 = 1,
which contradicts (3.15). So M is locally a graph over Im(T0) by the implicit
function theorem. If we would know that T0|M was a covering of Im(T0), we could
prove Proposition 3.23 using the universal covering and the fact that Im(T0) is
simply connected. But unfortunately, it is not obvious that T0|M is a covering.
Let us sketch the idea of the proof of Proposition 3.23: We fix a point p ∈M
and lift the homotopy h : Im(T0)×[0, 1]→ Im(T0), h(v, t) := T0(p) + t · v. Using
the next two lemmas, we get a continuous function h˜ : Im(T0)×[0, 1]→ M such
that h ≡ T0 ◦ h˜. We then set g := h˜(·, 1). Since
(T0 ◦ g)(v) = T0(p) + v,
some elementary topological arguments will show that g is bijective. If we now
assume that T0(p) = 0, we get that M is the graph of the function
φ(v) := g(v)− v.
over Im(T0).
For a C1 curve c in Rn let length(c) denote the length of the curve. For ε > 0,
t ∈ [0, 1], we set Iε(t) := [t− ε, t+ ε] ∩ [0, 1].
The following lemma tells us, that we can lift any C1 curve from Im(T0) to
M .
Lemma 3.24 (Lift of curves). Let M ⊂ Rn be a k-dimensional, complete sub-
manifold without boundary and let T0 ∈ Gn,k be such that there is a constant
λ ∈ [0, 1) with ‖T (x) − T0‖ ≤ λ for all x ∈ M . Furthermore, let c : [0, 1] →
Im(T0) be a C1 curve and x ∈M with T0(x) = c(0). Then there is a unique C1
curve c˜ : [0, 1]→M which satisfies T0 ◦ c˜ = c and c˜(0) = x.
Proof. We first show the uniqueness of such a curve. Let c˜1 and c˜2 be two
such curves. Since T0 is an immersion and thus a local diffeomorphism, the two
subsets of [0, 1], where the two curves coincide resp. do not coincide, are both
open in [0, 1]. Since c˜1(0) = c˜2(0) and [0, 1] is connected, we get c˜1 ≡ c˜2.
To show the existence of such a curve, we define the set
Te :=
˘
t ∈ [0, 1] : ∃ c˜t ∈ C1([0, t],M) : c˜t(0) = x, T0 ◦ c˜t = c|[0,t]
¯
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and let t0 := supTe. We have to show that t0 ∈ Te and t0 = 1. Since Te 6= ∅,
t0 is well-defined. From the definition of t0 we get that there are tn ∈ Te with
tn → t0 and c˜tn : [0, tn]→M with c˜tn (0) = x and T0 ◦ c˜tn = c|[0,tn]. We define
c˜t0 : [0, t0)→M, c˜t0 (t) := c˜tn (t) if t ∈ [0, tn].
This function is well-defined, since we get from the uniqueness that c˜tn (t) =
c˜tm (t) for all t ∈ [0,min{tn, tm}]. We note that c˜t0 is C1 on [0, t0), c˜t0 (0) = x,
and T0 ◦ c˜t0 = c|[0,t0). Using (3.15) and T (c˜t0 (t))( ˙˜ct0 (t)) = ˙˜ct0 (t) we obtain for
t ∈ [0, t0)
|c˙(t)| =
˛˛˛˛
d
dt
(T0 ◦ c˜t0 ) (t)
˛˛˛˛
=
˛˛
T0( ˙˜ct0 (t))
˛˛
≥ |T (c˜t0 (t))( ˙˜ct0 (t))| − |(T (c˜t0 (t))− T0)( ˙˜ct0 (t))|
≥ (1− λ)| ˙˜ct0 (t)|,
and thus
| ˙˜ct0 (t)| ≤
1
1− λ‖c˙‖L∞([0,1])
for t ∈ [0, t0). So c˜t0 can be extended to a C0 curve on [0, t0] and one gets
(T0 ◦ c˜t0 )(t0) = lim
t↗t0
(T0 ◦ c˜t0 )(t) = lim
t↗t0
c(t) = c(t0).
There is an open neighborhood U around c˜t0 (t0) in M such that T0|U is a
diffeomorphism onto T0(U). Since T0(U) is an open set in Im(T0), there is an
ε > 0 such that c(Iε(t0)) ⊂ T0(U) and for all t ∈ Iε(t0) with t ≤ t0 we have
c˜t0 (t) ∈ U . Since c˜t0 (t) = (T0|U )−1 (c(t)) for all t ∈ [t0 − ε, t0] ∩ [0, 1] we get
that c˜t0 ∈ C1([0, t0]) and so we have shown that t0 ∈ Te.
Let us assume that t0 < 1. We may assume that t0 + ε ≤ 1. Then we can set
c˜t0+ε : [0, t0 + ε]→M
t 7→
(
c˜t0 (t), if t ∈ [0, t0]
(T0|U )−1(c(t)), if t ∈ [t0, t0 + ε]
Since c˜t0 (t) = (T0|U )−1 (c(t)) for all t ∈ [t0 − ε, t0] ∩ [0, 1] this is a well-defined
C1 function with c˜t0+ε(0) = x and c˜t0+ε = (T0 ◦ c)|[0,t0+ε]. Hence, t0 + ε ∈ Te
and this contradicts the definition of t0.
Next we will show that even homotopies can be lifted.
Lemma 3.25. Let M , T0, and λ be as in the last two lemmas and Z be a
topological space. Furthermore let h : Z×[0, 1] → Im(T0) be a continuous map
such that the curves cz : [0, 1] → Im(T0), t 7→ h(z, t) are C1 for all z ∈ Z
and h˜0 : Z → M be a continuous map with T0 ◦ h˜0 = h(·, 0). Then the map
h˜ : Z×[0, 1] → M defined by h˜(z, t) := c˜z(t), where c˜z are the lifts of cz of
Lemma 3.24 with c˜z(0) = h˜0(z), is continuous.
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Proof. We will show that for all (z, t) ∈ Z×[0, 1] there is an open neighborhood
U(z, t) around (z, t) in Z×[0, 1], such that h˜|U(z,t) is continuous.
Let us fix z ∈ Z and let us define the set Gz ⊂ [0, 1] as the set containing all
t ∈ [0, 1] that possess such a neighborhood. Gz is obviously open. Since T0|M is
an immersion, there is a neighborhood V ⊂ M around h˜0(z), such that T0|V is
a diffeomorphism onto T0(V ). Since h is continuous, there is a neighborhood Ω
of z and an ε > 0 such that h(Ω×Iε(0)) ⊂ T0(V ). From the uniqueness of the
lifts of curves (cf. Lemma 3.24) we get
h˜|Ω×Iε(0) = (T0|V )−1 ◦ h|Ω×Iε(0),
and so h˜ is continuous on Ω×Iε(0). So 0 ∈ Gz .
To show that Gz is closed, let us assume that t0 ∈ Gz . Again there is an
open neighborhood V of h˜(z, t0) such that T0|V is a diffeomorphism onto T0(V ).
Since V is open and h is continuous, there is an open neighborhood Ω of z in
Z and an ε > 0 such that h(Ω×Iε(t0)) ⊂ T0(V ). Let us fix a t1 ∈ Gz ∩ Iε(t0).
Such a t1 exists, since t0 is an element of the closure of Gz . From the definition
of Gz there is a neighborhood Ω˜ ⊂ Ω of z such that
h˜(Ω˜×{t1}) ⊂ V.
Then the uniqueness of the lifts in Lemma 3.24 implies
h˜|Ω˜×Iε(t0) = (T0|V )
−1 ◦ h|Ω˜×Iε(t0)
and so h˜ is continuous on U(z, t0) := Ω˜×Iε(t0) and hence t0 ∈ Gz .
Since [0, 1] is connected, we deduce that Gz = [0, 1].
Proof of Proposition 3.23. Let p ∈ M and x := T0(p). After a suitable trans-
lation, we can assume that x = 0. Let us define h : Im(T0)×[0, 1] → Im(T0)
by
h(z, t) := tz.
Lemma 3.25 tells us that there is a continuous mapping h˜ : Im(T0)×[0, 1] → M
with h˜(·, 0) ≡ p and h = T0 ◦ h˜. We set g := h˜(·, 1). This is a continuous map
satisfying
(T0 ◦ g)(z) = z (3.16)
for all z ∈ Im(T0).
Using this relation, we will now deduce that g is an injective C1 immersion
and Im(g) = M .
For z ∈ Im(T0) there is a neighborhood V ⊂M of g(z) in M such that T0|V
is a diffeomorphism onto T0(V ). On the open set U := g−1(V ) we thus get from
equation (3.16) that g|U = (T0|V )−1 and thus g is a C1 immersion.
Furthermore, (3.16) tells us that g is injective. We finally want to show that g
is even surjective. Since g is an immersion, g is open and so Im(g) is a nonempty
open subset of M . Now let yi = g(xi) for xi ∈ Im(T0) with yi → y ∈M . Then
(g ◦ T0)(y) i→∞←−−−− (g ◦ T0)(yi) = (g ◦ (T0 ◦ g))(xi)
(3.16)
= g(xi) = yi
i→∞−−−−→ y.
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So we have shown that Im(g) is a nonempty closed and open subset of M . Hence,
Im(g) = M since M is connected.
Finally we set
φ(v) := g(v)− v
for all v ∈ Im(T0) to get that M = {v + φ(v) : v ∈ Im(T0)}
In Section 4.1.1 we will need the following Lemma, to characterize chord-arc
submanifolds. Let us define
Ik : Rk → Rn, Ik(x1, . . . xk) := (x1, . . . xk, 0, . . . , 0),
Π : Rn → Rk, Π(x1, . . . xn) := (x1, . . . xk),
Π⊥ : Rn → Rn−k, Π⊥(x1, . . . xn) := (xk+1, . . . xn).
Lemma 3.26. Let M be an embedded C1 submanifold of Rn and let ψ : Rk →
Rn be a C1 function with
M −B1(0) = Im(ψ)−B1(0)
and lim|x|→∞Dψ(x) → Ik. Then there is a C1 function φ : Rk → Rn−k and
an R > 1 such that
M −BR(0) = graph(φ)−BR(0)
and lim|x|→∞Dφ(x) = 0.
Proof. Let c : [0, 1]→ Rk be a C1 curve. With λ := supx∈c(t) ‖Ik −Dψ(x)‖ we
get
|Π ◦ ψ ◦ c(1)−Π ◦ ψ ◦ c(0)| =
˛˛˛˛Z 1
0
D(Π ◦ ψ)(c˙(t))dt
˛˛˛˛
=
˛˛˛˛Z 1
0
c˙(t)dt−
Z 1
0
(idRk −D(Π ◦ ψ))(c˙(t))dt
˛˛˛˛
≥
˛˛˛˛Z 1
0
c˙(t)dt
˛˛˛˛
−
Z 1
0
|(Ik −Dψ)(c˙(t))| dt
≥ |c(1)− c(0)| − λ · length(c).
(3.17)
There is a 1 ≤ µ < ∞ such that for all x, y ∈ Rk − K1(0) there is a C1 curve
c : [0, 1]→ Rk−K1(0) joining x and y with length(c) ≤ µ|x−y|. We now choose
R1 > 1 such that ‖Ik −Dψ(x)‖ ≤ 12µ for all x ∈ Rk −KR1 (0) and set
V := Rk −KR1 (0).
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For x, y ∈ V there is a C1 curve c : [0, 1] → V with c(0) = x, c(1) = y, and
length(c) ≤ µ|x− y| and we get
|ψ(y)− ψ(x)| ≥ |Π ◦ ψ(y)−Π ◦ ψ(x)| = |Π ◦ ψ ◦ c(1)−Π ◦ ψ ◦ c(0)|
(3.17)
≥ |c(1)− c(0)| − 1
2µ
· µ · |c(1)− c(0)|
= |y − x| − 1
2µ
· µ · |y − x|
=
1
2
|y − x|.
(3.18)
From this equation we get that ψ|V and Π◦ψ|v are embeddings and thus Π|ψ(V )
is an embedding as well.
Let A ⊂ Rk be a bounded set. We want to show that (Π ◦ ψ)−1(A) is
bounded. There is nothing to show, if ψ−1(A) ⊂ KR1 (0). So let there be an
x ∈ V = Rk −KR1 (0) with (Π ◦ ψ)(x) ∈ A. In this case we get using (3.18)
(Π ◦ ψ)−1(A) ⊂ KR1 (0) ∪K2 diam(A)(x).
where diam(A) denotes the diameter of A. So the preimage of every bounded set
under Π◦ψ is bounded. Using M−B1(0) = Im(ψ)−B1(0) we get (Π|M )−1 (A) ⊂
ψ((Π ◦ ψ)−1(A)) ∪ B1(0) for every subset A of Rk. Thus the preimage of every
bounded set under Π|M is bounded.
Let R2 > 1 be such that ψ(KR1 (0)) ⊂ KR2 (0). We know that Π|M−KR2 (0)
is an injective immersion. We want to show that Rk−KR2 (0) ⊂ Π(M−KR2 (0)).
Since Π|M−KR2 (0) is an open mapping, we see that Π(M−KR2 (0))−KR2 (0)
is an open subset of Rk − KR2 (0). Let xi ∈ M − KR2 (0) and yi := Π(xi) be
such that yi → y ∈ Rk −KR2 (0) as i → ∞. Then there are x˜i ∈ Rk −KR1 (0)
with Π ◦ ψ(x˜i) = yi. Equation (3.18) tells us that x˜i is a Cauchy sequence and
hence there is an x˜ ∈ Rk such that x˜i → x˜ as i→∞. We get
Π ◦ ψ(x˜) i→∞←−−−− Π ◦ ψ(x˜i) = yi i→∞−−−−→ y.
Thus Π(ψ(x˜)) = y ∈ Rk −KR2 (0) and hence ψ(x˜) ∈ M −KR2 (0). So Π(M −
KR2 (0))−KR2 (0) is a closed subset of Rk −KR2 (0).
Since equation (3.18) implies that Π(M − KR2 (0)) − KR2 (0) is nonempty
and Rk − KR2 (0) is connected, we deduce that Π(M − KR2 (0)) − KR2 (0) =
Rk −KR2 (0).
We set
φ : Rk −KR2 (0)→ Rn−k
y 7→ Π⊥
„“
Π|M−KR2 (0)
”−1
(y)
«
and extend this function to a C1 function on the whole space Rk. The set
graph(φ)−M ⊂ graph(φ|KR2 (0))
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is bounded. Using the definition of φ one gets
graph(φ|Rk−KR2 (0)) =
“
Π|M−KR2 (0)
”−1
(Rk −KR2 (0)).
Combining this with Π(KR2 (0)) ⊂ KR2 (0) we get
M − graph(φ) ⊂M − graph(φ|Rk−KR2 (0))
= M −
“
Π|M−KR2 (0)
”−1
(Rk −KR2 (0))
= M − (Π|M )−1 (Rk −KR2 (0))
⊂ (ΠM )−1(KR2 (0)).
So the set
M − graph(φ)
is bounded as well and hence there is an R ≥ R2 > 1 such that
M −KR(0) = graph(φ)−KR(0).
Let xi ∈ Rk −KR(0) with |xi| → ∞. Since ‖D(Π ◦ ψ)‖L∞(Rk) < ∞, we get
|(Π ◦ ψ)−1(xi)| → ∞ and hence
D
“
Π ◦ ψ|M−KR2 (0)
”−1
(xi)→ idRk .
Thus for i large
D
“
Π|M−KR2 (0)
”−1
(xi) = D
„
ψ ◦
“
Π ◦ ψ|M−KR1 (0)
”−1«
(xi)→ Ik
and
Dφ(xi) = D
„
Π⊥ ◦
“
Π|M−KR2 (0)
”−1«
(xi)→ Π⊥(Ik) = 0.
Chapter 4
Chord-Arc Submanifolds
4.1 Definitions
4.1.1 Chord-Arc Submanifolds
We want to extend the notion of a chord-arc surface and chord-arc constants to
submanifolds of the Euclidean space with arbitrary codimension. As Semmes
did in [Sem91a, Sem91b, Sem91c], we want to consider the Euclidean n-space
as ambient space. Semmes investigated hypersurfaces that go through infinity
and have some regularity at infinity. He assumed that all the hypersurfaces he
was dealing with are C2. But he needs this regularity only when he applies
the uniformization theorem in order to get better results in the special case of
two-dimensional surfaces. Due to this fact, we consider submanifolds which are
merely C1, go through infinity, and are C1 at∞ in a way we now have to describe.
To make precise what we understand under ”going through infinity” and ”be-
ing C1 at infinity”, we want to give the set Rn ∪ {∞} a differential structure.
The stereographic projection shows us how to do this since it maps Rn ∪ {∞}
one to one onto Sn. So we can use this map to pull back the differential structure
of Sn onto Rn ∪ {∞}. Then statements like ”Γ ∪ {∞} is a C1 submanifold of
Rn ∪ {∞}” make sense
Let e1, . . . , en+1 be the standard basis of Rn+1. We set
PN : Rn → Sn − {en+1}, x 7→ 4|x|2 + 4 · (x,−2) + en+1 (4.1)
and
PS : Rn → Sn − {−en+1}, x 7→ 4|x|2 + 4 · (x,+2)− en+1. (4.2)
These are the inverse of stereographic projections.
Definition 4.1 (Chord-arc submanifold). A subset Γ ⊂ Rn is called a k-dimen-
sional chord-arc submanifold if
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• Γ is an embedded, complete, connected, k-dimensional C1 submanifold of
Rn that has no boundary and
• Γ∪{∞} is an embedded C1 submanifold of Rn∪{∞} without boundary, i.e.
PN (Γ) ∪ {en+1} is an embedded C1 submanifold of Sn without boundary.
Since we do not want to work with the image of Γ under the stereographic
projection, we now give another characterization of a chord-arc submanifold. The
next lemma tells us that a complete, connected, and embedded C1 submanifold
without boundary is a chord-arc submanifold if and only if outside of a large ball
around the origin it is the graph of a C1 function over a k-dimensional subspace
of Rn whose differential vanishes at ∞.
Proposition 4.2. A set Γ ⊂ Rn is a k-dimensional chord-arc submanifold if
and only if the following two conditions are satisfied:
• Γ is an embedded, complete, connected, k-dimensional C1 submanifold of
Rn that has no boundary.
• There is an A ∈ SO(n), an R < ∞, and a function φ ∈ C1(Rk,Rn−k)
such that
lim
|x|→∞
Dφ(x) = 0
and
A(Γ)−KR(0) = graph(φ)−KR(0).
We need a technical lemma to prove this result. This will help us to deal
with the change of coordinates P−1N ◦ PS and P−1S ◦ PN . For a C1 function
f : Rk×[0, 1]→ Rn, (x, t) ∈ Rk×[0, 1] and (v, τ) ∈ Rk×R we set
Dxf(x, t).v := Df(x, t)(v, 0)
T
Dtf(x, t).τ := Df(x, t)(0, τ)
T
and we define
Ik : Rk → Rn, Ik(x1, . . . xk) := (x1, . . . xk, 0, . . . , 0).
Lemma 4.3. For a given C1 function ψ : Rk×[0, 1]→ Rn we set
h : (Rk − {0})×[0, 1]→ Rn, (x, t) 7→
ψ
`
x
|x|2 , t
´
˛˛
ψ
`
x
|x|2 , t
´˛˛2 .
1. If
min
t∈[0,1]
|ψ(z, t)| |z|→∞−−−−−→∞,
max
t∈[0,1]
‖Dzψ(z, t)− Ik‖ |z|→∞−−−−−→ 0,
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and
max
t∈[0,1]
‖Dtψ(z, t)‖
|z|2
|z|→∞−−−−−→ 0, (4.3)
then h can be extended to a C1 function on the whole Rk×[0, 1] by setting
h(0, t) := 0 for all t ∈ [0, 1], and one gets Dxh(0, t) = Ik, Dth(0, 1) = 0
for all t ∈ [0, 1].
2. If ψ(0, t) = 0, Dzψ(0, t) = Ik, and Dtψ(0, t) = 0 for all t ∈ [0, 1], then
min
t∈[0,1]
|h(x, t)| |x|→∞−−−−−→∞,
max
t∈[0,1]
‖Dxh(x, t)− Ik‖ |x|→∞−−−−−→ 0,
and
max
t∈[0,1]
‖Dth(x, t)‖
|x|2
|x|→∞−−−−−→ 0.
Proof. We will prove both parts of the lemma simultaneously. In case of Part 1,
we get from mint∈[0,1] |ψ(z, t)|
|z|→∞−−−−−→∞ that h can be extended to a continuous
map on Rk×[0, 1] by setting h(0, t) := 0 for all t ∈ [0, 1]. In the situation of Part
2 we get from ψ(0, t) = 0 for all t ∈ [0, 1] that mint∈[0,1] |h(x, t)|
|x|→∞−−−−−→∞. To
deal with the differential of the map, we calculate
Dxh(x, t).v =
Dzψ
`
x
|x|2 , t
´
.
“
v
|x|2 − 2
〈x,v〉
|x|4 x
”
|ψ` x|x|2 , t´|2 −
2
|ψ` x|x|2 , t´|4 (4.4)fi
ψ
` x
|x|2 , t
´
, Dzψ
` x
|x|2 , t
´
.
„
v
|x|2 − 2
〈x, v〉
|x|4 · x
«fl
ψ
` x
|x|2 , t
´
,
Dth(x, t).τ =
Dtψ
`
x
|x|2 , t
´
.τ
|ψ` x|x|2 , t´|2 −
2
|ψ` x|x|2 , t´|4 (4.5)fi
ψ
` x
|x|2 , t
´
, Dtψ
` x
|x|2 , t
´
.τ
fl
ψ
` x
|x|2 , t
´
.
In order to investigate the behavior of these terms, we will first prove that
max
t∈[0,1]
|ψ(z, t)− Ik(z)|
|z|
|z|→a−−−−→ 0 (4.6)
where a := ∞ for Part 1 and a := 0 for Part 2. In case of Part 2, this follows
immediately from Dzψ(0, t) = Ik for all t ∈ [0, 1] and the fact that ψ is C1 using
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the mean value theorem. If we are in the situation of Part 1, we get for all |z| > 0
using the fundamental theorem of calculus
ψ(z, t)− Ik(z)
|z| =
1
|z|
Z 1
0
d
ds
(ψ(sz, t)− sIk(z))ds+
ψ(0, t)
|z|
=
1
|z|
Z 1
0
(Dzψ(sz, t)− Ik).zds+
ψ(0, t)
|z| .
Hence, we obtain for z ∈ Rk with |z| ≥ 1˛˛˛˛
ψ(z)− Ik(z)
|z|
˛˛˛˛
≤ 1|z|
Z 1
0
‖(Dzψ(sz, t)− Ik)‖ · |z|ds+
|ψ(0, t)|
|z|
≤
Z |z|−1/2
0
‖(Dzψ(sz, t)− Ik)‖ds
+
Z 1
|z|−1/2
‖(Dzψ(sz, t)− Ik)‖ds+
|ψ(0, t)|
|z|
≤ |z|−1/2‖Dzψ − Ik‖L∞(Rk×[0,1])
+ ‖Dzψ − Ik‖L∞((Rk−B|z|1/2 (z))×[0,1]) +
|ψ(0, t)|
|z| .
Since maxt∈[0,1] ‖Dzψ(z, t)−Ik‖
|z|→∞−−−−−→ 0, we get ‖Dzψ−Ik‖L∞(Rk×[0,1]) <∞
and ‖Dzψ − Ik‖L∞((Rk−B|z|1/2 (z))×[0,1]) → 0 as |z| → ∞. Thus (4.6) follows.
Replacing z by x/|x|2 in (4.6), we get
max
t∈[0,1]
„
|x| ·
˛˛˛˛
ψ
“ x
|x|2 , t
”
− Ik(x)|x|2
˛˛˛˛«
|x|→b−−−−→ 0, (4.7)
max
t∈[0,1]
˛˛˛˛
|x| ·
˛˛˛˛
ψ
“ x
|x|2 , t
”˛˛˛˛
− 1
˛˛˛˛
|x|→b−−−−→ 0, (4.8)
where b := 0 in case of Part 1 and b :=∞ for Part 2. For the time derivative we
get in the case of Part 1 by (4.5), (4.3), and (4.8)
max
t∈[0,1]
|Dth(x, t).τ | ≤ max
t∈[0,1]
 
3
|Dtψ
`
x
|x|2 , t
´
.τ |
|ψ` x|x|2 , t´|2
!
= max
t∈[0,1]
0@3 |Dtψ` x|x|2 , t´.τ |
1
|x|2 · |x|2 · |ψ
`
x
|x|2 , t
´|2
1A |x|→0−−−−→ 0.
In the situation of Part 2, we derive using (4.8)
max
t∈[0,1]
|Dth(x, t).τ |
|x|2 ≤ maxt∈[0,1]
 
3
|Dtψ
`
x
|x|2 , t
´
.τ |
|x|2 · |ψ` x|x|2 , t´|2
!
|x|→∞−−−−−→ 0.
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To deal with the spatial derivative we first calculate for x, v ∈ Rk, |v| = 1, and
t ∈ [0, 1]˛˛˛˛ 〈x, v〉
|x|2 Dzψ(
x
|x|2 , t).x−
〈x, v〉
|x|2 Ik(x)
˛˛˛˛
≤
‚‚‚‚Dzψ„ x|x|2 , t
«
− Ik
‚‚‚‚ · ˛˛˛˛ 〈x, v〉|x|2 · x
˛˛˛˛
≤ max
s∈[0,1]
‚‚‚‚Dzψ„ x|x|2 , s
«
− Ik
‚‚‚‚ · |v| = o(1),
where the Landau symbol o(1)→ 0 as |x| → b. Plugging this into (4.4) and using
(4.8), we get
Dxh(x, t).v =
Dzψ(
x
|x|2 , t).
“
v
|x|2 − 2
〈x,v〉
|x|4 · x
”
|ψ( x|x|2 , t)|2
− 2|ψ( x|x|2 , t)|4fi
ψ
` x
|x|2 , t
´
, Dzψ
` x
|x|2 , t
´
.
„
v
|x|2 − 2
〈x, v〉
|x|4 · x
«fl
ψ
` x
|x|2 , t
´
=
Dzψ(
x
|x|2 , t).v − 2
〈x,v〉
|x|2 Dzψ(
x
|x|2 , t).x
|x|2|ψ( x|x|2 , t)|2
− 2|ψ( x|x|2 , t)|4fi
ψ
` x
|x|2 , t
´
, Dzψ(
x
|x|2 , t).
„
v
|x|2 − 2
〈x, v〉
|x|4 · x
«fl
· ψ( x|x|2 , t)
= Ik(v)− 2
〈x, v〉
|x|2 Ik(x)
− 2
(*
ψ
`
x
|x|2 , t
´
|x| · ˛˛ψ` x|x|2 , t´˛˛2 , Dzψ(
x
|x|2 , t).
„
v − 2 〈x, v〉|x|2 · x
«+
ψ
`
x
|x|2 , t
´
|x| · ˛˛ψ` x|x|2 , t´˛˛2
)
+ o(1).
(4.9)
To control the term in the curly brackets, we compare it with
|x|2
fi
x
|x|2 ,
„
v − 2 〈x, v〉|x|2 x
«fl
Ik(x)
|x|2 .
The difference of these terms can be written as
〈a(x, t), b(x, t)〉 a(x, t)−
D
a˜(x), b˜(x)
E
a˜(x)
where
a(x, t) :=
ψ
`
x
|x|2 , t
´
|x| · ˛˛ψ` x|x|2 , t´˛˛2 , b(x, t) := Dxψ
` x
|x|2 , t
´
.
„
v − 2 〈x, v〉|x|2 x
«
,
and
a˜(x) :=
Ik(x)
|x| , b˜(x) := Ik.
„
v − 2 〈x, v〉|x|2 x
«
.
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Then
max
t∈[0,1]
|a(x, t)− a˜(x)| = max
t∈[0,1]
˛˛˛˛
˛˛ ψ
`
x
|x|2 , t
´
|x| · ˛˛ψ` x|x|2 , t´˛˛2 −
Ik(x)
|x|
˛˛˛˛
˛˛
≤ max
t∈[0,1]
8><>:
˛˛˛˛
x · ψ` x|x|2 , t´
˛˛˛˛
·
˛˛˛˛
˛˛˛ 1˛˛˛
x · ψ` x|x|2 , t´˛˛˛2 − 1
˛˛˛˛
˛˛˛+ |x| · ˛˛˛˛ψ“ x|x|2 , t”− Ik(x)|x|2
˛˛˛˛9>=>;
(4.8)&(4.7)−−−−−−−−→ 0 (4.10)
for |x| → b and
max
t∈[0,1]
|b(x, t)− b˜(x)| ≤ 3 · ‖Dzψ( x‖x‖2 , t)− Ik‖ · |v|
|x|→b−−−−→ 0. (4.11)
Setting
M(x) := sup
t∈[0,1]
(|a(x, t)|+ |b(x, t)|+ |a˜(x)|+ |b˜(x)|)
and observing that by (4.8)
M := lim sup
|x|→b
M(x) <∞
we obtain
max
t∈[0,1]
˛˛˛
〈a(x, t), b(x, t)〉 a(x, t)−
D
a˜(x), b˜(x)
E
a˜(x)
˛˛˛
≤ max
t∈[0,1]

|〈a(x, t)− a˜(x), b(x, t)〉 a(x, t)|+
˛˛˛D
a˜(x), b(x, t)− b˜(x)
E
a(x)
˛˛˛
+
˛˛˛D
a˜(x), b˜(x)
E
(a(x, t)− a˜(x))
˛˛˛ ff
≤M(x)2 ·
„
2 max
t∈[0,1]
|a(x, t)− a˜(x)|+ max
t∈[0,1]
|b(x, t)− b˜(x)|
«
|x|→b−−−−→ 0.
In the last step we have used (4.10) and (4.11). Inserting this result into (4.9),
we get
Dxh(x, t).v
= Ik(v) +
(
− 2 〈x, v〉|x|2 Ik(x)− 2
fi
x
|x|2 ,
„
v − 2 〈x, v〉|x|2 x
«fl
Ik(x)
)
+ o(1)
= Ik(v) + o(1).
Hence,
max
t∈[0,1]
‖Dxh(x, t)− Ik‖ |x|→b−−−−→ 0.
Furthermore, we get in the case of Part 1 that h is a C1 function on Rk×[0, 1]
with Dh(x, t).(v, τ) = (v, 0).
4.1. DEFINITIONS 57
In this section we will only need the following corollary to this lemma. The
full version of Lemma 4.3 will be used in Chapter 5 to show that graphs of C1
functions whose differential vanish at infinity are unknotted in some sense.
Corollary 4.4. For a given C1 function ψ : Rk → Rn we set
h : Rk − {0} → Rn, x 7→
ψ
`
x
|x|2
´
˛˛
ψ
`
x
|x|2
´˛˛2 .
1. If
|ψ(z)| |z|→∞−−−−−→∞
and
‖Dψ(z)− Ik‖ |z|→∞−−−−−→ 0,
then h can be extended to a C1 function on the whole Rk by setting h(0) :=
0 with Dh(0) = Ik.
2. If ψ(0) = 0 and Dψ(0) = Ik, then
|h(x)| |x|→∞−−−−−→∞,
and
‖Dh(x)− Ik‖ |x|→∞−−−−−→ 0.
This corollary follows immediately from Lemma 4.3.
Proof of Proposition 4.2. For the ”if”- part, let Γ be an embedded, complete,
connected, k-dimensional C1 submanifold of Rn that has no boundary. Further-
more, let A ∈ SO(n), R <∞, and φ ∈ C1(Rk,Rn−k) with
lim
|x|→∞
Dφ(x) = 0 (4.12)
and
A(Γ)−KR(0) = graph(φ)−KR(0).
We can assume without loss of generality that A = idRn , so that the last relation
reads as
Γ−KR(0) = graph(φ)−KR(0). (4.13)
We have to show that
Γ˜ := PN (Γ) ∪ {en+1} ⊂ Sn
is an embedded C1 submanifold of Sn without boundary. To do this we will
use that the mappings P−1N : Sn − {en+1} → Rn and P−1S : Sn − {−en+1} →
Rn build an atlas of Sn. Thus we have to show that P−1N (Γ˜ − {en+1}) and
P−1S (Γ˜− {−en+1}) are embedded C1 submanifolds of Rn without boundary.
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Since P−1N (Γ˜ − {en+1}) = Γ, we get that P−1N (Γ˜ − {en+1}) is an embedded
C1 submanifolds of Rn without boundary. Let us consider P−1S (Γ˜ − {−en+1}).
Using Γ˜ = PN (Γ) ∪ {en+1}, this set can be written as
P−1S (Γ˜− {−en+1}) = P−1S ((PN (Γ) ∪ {en+1})− {−en+1})
= (P−1S ◦ PN )(Γ− {0}) ∪ {0}.
(4.14)
Here we have used that PN (0) = −en+1 and PS(0) = en+1. Since we know that Γ
is an open C1 submanifold, we deduce from (4.14) that P−1S (Γ˜−{−en+1})−{0}
is an C1 submanifold without boundary. We have to show that this is still
true if we add the point 0 to this object. First, we will show that there is an
C1 embedding h˜ : Rk → Rn with h˜(0) = 0 and ` Im(h˜) ∩ B 4
R
(0)
´ − {0} =
(P−1S ◦ PN )(Γ− {0}) ∩B 4
R
(0).
Let us recall that
P−1N ◦ PS(x) = P−1S ◦ PN (x) =
4x
|x|2 for all x ∈ R
k − {0}. (4.15)
We set
ψ : Rk − {0} → Rn, x 7→ (x, φ(x))
and
h˜ : Rk − {0} → Rn, x 7→
4ψ
`
4x
|x|2
´
˛˛˛
ψ
`
4x
|x|2
´˛˛˛2 .
Using (4.15) and (4.13), we get
(P−1S ◦ PN )(Γ− {0}) ∩B 4
R
(0) = Im
` 4ψ
|ψ|2
´ ∩B 4
R
(0) = Im(h˜) ∩B 4
R
(0).
With the function h from Corollary 4.4 we can write
h˜(x) = 4h(x/4) for all x ∈ Rk − {0}.
Equation (4.12) and Part 1 of Corollary 4.4 imply that h˜ can be extended to a
C1 function on Rk. Since its restriction to Rk − {0} is a C1 embedding onto
Rn − {0}, h˜(0) = 0, and Dh˜(0) = Ik, we get that h˜ is an embedding. Thus we
have shown that Γ is a k-dimensional chord-arc submanifold.
For the ”only if”-part, let us suppose that Γ ⊂ Rn is a k-dimensional chord-arc
submanifold of Rn, i.e.
• Γ is an embedded, complete, connected, k-dimensional C1 submanifold of
Rn that has no boundary and
• PN (Γ) ∪ {en+1} is an embedded C1 submanifold of Sn without boundary.
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Since PS is a parameterization of Sn − {−en+1} and P−1S (en+1) = 0, the set
P−1S ((PN (Γ) ∪ {en+1})− {−en+1})
is an embedded and open C1 submanifold containing the point 0. Let us choose a
parameterization ψ : Rk → P−1S ((PN (Γ)∪{en+1})−{−en+1}) of a neighborhood
of 0 with ψ(0) = 0. We will use this parameterization to construct the function
φ.
After some rotation of the ambient space and a suitable reparameterization
we can assume that Dψ(0) = Ik. Fix ε > 0 such that
P−1S ((PN (Γ) ∪ {en+1})− {−en+1}) ∩Bε(0) = Im(ψ) ∩Bε(0).
Combining this with (4.15), we get
Γ−K 4
ε
(0) = Im
“ 4ψ
|ψ|2
”
−K 4
ε
(0) = Im(h˜)−K 4
ε
(0),
where
h˜ : Rk → Rn, x→
4ψ
`
4x
|x|2
´
˛˛˛
ψ
`
4x
|x|2
´˛˛˛2 .
Using the function h from Corollary 4.4 associated with ψ, we can again write
h˜(x) = 4h(x/4).
Then Part 2 of Corollary 4.4 implies that
lim
|x|→∞
Dh˜ = Ik.
The conclusion now follows if we apply Lemma 3.26 with M = Γ and R ≥ 4
ε
.
4.1.2 Chord-Arc Constants
Now we want to extend the notion of a chord-arc constant to chord-arc sub-
manifolds of arbitrary codimension. As mentioned in the introduction, Semmes
attached four different constants to chord-arc hypersurfaces (cf. [Sem91a]). For
the definition of two of these constants Γ had to be the boundary of a domain.
Since a submanifold of codimension strictly larger than one cannot be the bound-
ary of a domain, we have no chance to define analogs to these constants in the
case that the codimension is larger than one. The other two constants Semmes
considered for hypersurfaces Γ ⊂ Rn were
γ˜(Γ) := max
(
sup
x∈Γ,R>0
−
Z
Γ∩KR(x)
|ν − νKR(x)|dHn−1,
sup
x∈Γ,R>0
 
sup
y∈Γ∩KR(x)
˛˛˛˛
˛
˙
x− y, νKR(x)
¸
R
˛˛˛˛
˛
!)
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(cf. [Sem91a], p. 200) where ν is the unit normal on Γ, νKR(x) is the integral
mean of this unit normal over Γ ∩ KR(x) , and Hk denotes the k-dimensional
Hausdorff measure. Furthermore, he considered the constant
η˜(Γ) := max
(
sup
x6=y∈Γ
˛˛˛˛
dΓ(x, y)
|x− y| − 1
˛˛˛˛
, sup
x∈Γ,R>0
˛˛˛˛Hn−1(Γ ∩KR(x))
ωn−1Rn−1
− 1
˛˛˛˛)
(cf. [Sem91a], p. 201). Here, dΓ denotes the geodesic distance on Γ, i.e.
dΓ(x, y) := inf {length(c) : c : [0, 1]→ Γ Lipschitz, γ(0) = x, γ(1) = y} .
So γ˜ controls the BMO norm of the unit normal on Γ and guarantees that the
distance between a point in Γ ∩KR(x) and the affine space˘
y ∈ Rn : ˙y − x, νKR(x)¸ = 0¯
is less or equal to 2Rγ˜|νKR(x)|. The last term is approximately 2Rγ˜ if γ˜ is small.
The constant η˜ somehow measures in how far the extrinsic distance |·| and the
intrinsic distance dΓ are comparable and how far the surface measure of the part
of Γ that lies in the ball KR(x) differs from the volume of a (n− 1)-dimensional
ball with radius R.
Let us first generalize the constant η˜ since this is straightforward.
Definition 4.5 (Definition of η for arbitrary codimension). Let Γ ⊂ Rn be a
chord-arc submanifold of dimension k < n. Then we set
η1(Γ) := sup

dΓ(x, y)
|x− y| − 1 : x, y ∈ Γ, x 6= y
ff
, (4.16)
η2(Γ) := sup
˛˛˛˛Hk(Γ ∩KR(x))
ωkRk
− 1
˛˛˛˛
: x ∈ Γ, R > 0
ff
, (4.17)
and
η(Γ) := max{η1, η2}. (4.18)
Let us present two simple examples of chord-arc submanifolds with small
chord-arc constants η.
Example 4.6. As a first example let us consider a mapping ψ ∈ C1(Rk,Rn)
satisfying
Dψ(x)
|x|→∞−−−−−→ Ik
and
|x− y|
1 + λ
≤ |ψ(x)− ψ(y)| ≤ (1 + λ)|x− y| ∀x, y ∈ Rk
for a constant λ ∈ [0,∞). Lemma 3.26 and Proposition 4.2 tell us that
Γ := ψ(Rk) ⊂ Rn
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is a k-dimensional chord-arc submanifold. For x, y ∈ Rk the curve
c : [0, 1]→ Γ
t 7→ ψ(x+ t(y − x))
is a C1 curve joining ψ(x) and ψ(y), and
length(c) ≤ (1 + λ)|x− y|.
Together with the bi-Lipschitz condition we conclude
η1(Γ) ≤ (1 + λ)2 − 1.
Furthermore,
Hk(Γ ∩K(n)R (ψ(x))) ≤ Hk(ψ(K
(k)
(1+λ)R
(x)) ≤ (1 + λ)k+1Rkωk
and
Hk(Γ ∩K(n)R (ψ(x))) ≥ Hk(ψ(K
(k)
R/(1+λ)
(x)) ≥ (1 + λ)−(k+1)Rkωk
for every x ∈ Rk. Hence,
η2(Γ) ≤ (1 + λ)k+1 − 1
which yields
η(Γ) ≤ (1 + λ)k+1 − 1.
Thus, Γ is a chord-arc submanifold with a small constant η if λ is small.
Example 4.7. We want to construct a planar chord-arc curve with arbitrarily
small chord-arc constant whose unit norm spirals around the origin as much as
we want. For ε > 0 and K ≤ ∞ let us start with a function φ ∈ C∞0 (R,R) with
‖φ‖BMO(R) ≤ ε,
but
‖φ‖L∞ > K.
To get such a function we approximate the function min {a/b, log(1/|x|)+} b for
a large and b small. We then set
ν : R→ R2
t 7→
„ − sinφ(t)
cosφ(t)
«
and
c : R→ R2
t 7→
Z t
0
„
cosφ(τ)
sinφ(τ)
«
dτ.
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Obviously, ν is the unit normal of c, Γ := c(R) is a chord-arc submanifold if γ is
injective, but Γ = c(R) cannot be the graph of a function if K > pi.
One can estimate the BMO-norm of ν by
‖ν‖BMO(R) ≤ 2ε.
Let us set
c˙[t1,t2] := −
Z
[t1,t2]
c˙(τ)dτ.
Then
|c(t1)− c(t2)| ≥
Z
[t1,,t2]
˙
c˙(τ), c˙[t1,t2]
¸
dτ
=
Z t2
t1
〈c˙(τ), c˙(τ)〉 − ˙c˙(τ), c˙(τ)− c˙[t1,t2]¸ dτ
≥ |t2 − t1| −
Z t2
t1
|c˙(τ)− c˙[t1,t2]|dτ
≥ (1− 2ε)|t2 − t1|.
Hence,
|t2 − t1| ≤
„
1
1− 2ε − 1
«
|c(t1)− c(t2)| ≤ 2ε|c(t1)− c(t2)|
if ε ≤ 1
2
. But this implies that c is injective and by the first example η(Γ) is small
if ε is small.
To extend the definition of the constant γ˜ to objects that have codimension
strictly larger than one is more involved. This constant shall control some kind of
BMO norm of the normal spaces and should guarantee that Γ is locally contained
in a small neighborhood of a k−dimensional affine space. This affine space shall
be orthogonal to some kind of integral mean of the normal spaces over some ball.
The definition of the BMO norm also relies on the definition of such a mean.
In order to define an integral mean of the normal spaces, we have to think of
these as points in some suitable vector space. The vector space we use here is the
well-known Grassmannian. The idea is, not to consider the normal or tangent
spaces themselves but to work with the orthogonal projections of the ambient
space onto these spaces.
So let us define the Grassmannian Gn,k as the set of all linear maps from Rn
into itself that are orthogonal projections onto a k-dimensional subspace of Rn.
Given a k-dimensional chord-arc submanifold Γ ⊂ Rn and x ∈ Γ, let TxΓ
be the tangent space of Γ in x and NxΓ := (TxΓ)⊥ the normal space of Γ in
x. Then we denote by T (x) the orthogonal projection of Rn onto TxΓ and set
N(x) = idRn − T (x). So N(x) is the orthogonal projection of Rn onto NxΓ.
We thus get functions
T,N : Γ→ L(Rn,Rn)
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where L(Rn,Rn) denotes the linear space of all linear mappings from Rn into
Rn equipped with the operator norm. Here, the operator norm of a mapping
A ∈ L(Rl,Rk) is defined by
‖A‖ := sup
v∈Rl−{0}
|Av|
|v| .
Thus the normal spaces are points in the subset Gn,n−k of the linear vector
space L(Rn,Rn) and hence we can define the integral mean. But we still have a
problem: This mean does not need to be an element of Gn,n−k anymore. Take
for example the sphere Sn−1 ⊂ Rn. One calculates
−
Z
Sn−1
N(x)dHn−1(x) = 1
2
idRn /∈ Gn,n−1.
Because of this, we cannot associate a (n-1)-dimensional subspace with this mean.
What we need here is an approximation of the true mean by an element in
Gn,n−k.
The motivation for the choice of this approximation will be the fact that for
a function f : Rk → Rn the norm
‖f‖BMO := sup
x∈Rk,0<R
−
Z
BR(x)
|f(y)− fBR(x)|dy (4.19)
and the norm
‖f‖BMO := sup
x∈Rk,0<R
(
inf
a∈Rn
−
Z
BR(x)
|f(y)− a|dy
)
(4.20)
are equivalent. More precisely we have
‖f‖BMO ≤ ‖f‖BMO ≤ 2‖f‖BMO.
Comparing the two formulas (4.19) and (4.20), we are led to define the approxi-
mation Nx,R ∈ Gn,n−k of the actual mean in such a way that
−
Z
Γ∩KR(x)
‖N(y)−Nx,R‖dHk(y) = inf
S∈Gn,n−k
(
−
Z
Γ∩KR(x)
‖N(y)− S‖dHk(y)
)
.
(4.21)
Such a value exists since Gn,n−k is a compact subset of L(Rn,Rn) and since for
x ∈ Γ, R > 0, the function
S → −
Z
Γ∩KR(x)
‖N(y)− S‖dHk(y)
is continuous. But let us note that Nx,R does not need to be uniquely defined by
relation (4.21). Again, this can be seen by looking at the example of Sn−1 in Rn
if one uses the rotational symmetry of this object. To see this, let N0,1 ∈ Gn,n−1
satisfy (4.21) with R = 1, x = 0 ∈ Rn and Γ = Sn−1. Then, for every A ∈ SO(n)
the projection N˜0,1 := A−1 ◦N0,1 ◦A ∈ Gn,n−1 also satisfies (4.21).
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KR(x)
Rγ2
Γ
Im(Tx,R)x
Figure 4.1: The constant γ2(Γ) guarantees that for every x ∈ Γ and every R > 0
the distance between a point in Γ ∩KR(x) and the affine space x+ Im(Tx,R) is
less or equal to 2Rγ2(Γ).
Due to this fact, we set
Nx,R := {Nx,R ∈ Gn,n−k : Nx,R satisfies relation (4.21)} (4.22)
and
Tx,R := {idRn −Nx,R : Nx,R ∈ Nx,R}. (4.23)
We then set
γ1(Γ) := sup
x∈Γ, R>0
(
sup
Nx,R∈Nx,R
−
Z
Γ∩KR(x)
‖N(y)−Nx,R‖dHk(y)
)
(4.24)
in order to control the BMO norm and
γ2(Γ) := sup
x∈Γ, R>0
(
sup
y∈KR(x)∩Γ,Nx,R∈Nx,R
|Nx,R(x− y)|
R
)
. (4.25)
Of course, due to the definition of Nx,R the second supremum in the definition
of γ1 is superfluous.
Now we can extend the definition of γ to chord-arc submanifolds of arbitrary
codimension.
Definition 4.8 (Definition of γ for arbitrary codimension). Let Γ ⊂ Rn be a
chord-arc submanifold of dimension k < n. The constant γ is defined as
γ(Γ) := max{γ2(Γ), γ1(Γ)}. (4.26)
Using ‖N(x)−N(y)‖ = ‖T (x)− T (y)‖ for all x, y ∈ Γ, one gets the following
trivial facts:
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1. The set Tx,R is the set of all points Tx,R ∈ Gn,k satisfying
−
Z
Γ∩KR(x)
‖T (y)−Tx,R‖dHk(y) = inf
S∈Gn,k
(
−
Z
Γ∩KR(x)
‖T (y)− S‖dHk(y)
)
.
2. We have
γ1(Γ) := sup
x∈Γ, R>0
(
sup
Tx,R∈Tx,R
−
Z
Γ∩KR(x)
‖T (y)− Tx,R‖dHk(y)
)
.
As mentioned above, the sets Nx,R and Tx,R can contain more than one element.
But for two different elements Nx,R ∈ Nx,R and N˜x,R ∈ Nx,R one calculates
‖Nx,R − N˜x,R‖ ≤ −
Z
Γ∩KR(x)
‖Nx,R −N‖dHk +−
Z
Γ∩KR(x)∩Γ
‖N˜x,R −N‖dHk
≤ 2γ1(Γ).
This induces
sup
y∈Γ∩KR(x),Nx,R∈Nx,R
|Nx,R(x− y)|
R
≤ inf
y∈Γ∩KR(x),Nx,R∈Nx,R
|Nx,R(x− y)|
R
+ 2γ1(Γ)
(4.27)
for all x ∈ Γ, R > 0, and hence
γ2(Γ) ≤ sup
x∈Γ, R>0
(
inf
y∈Γ∩KR(x),Nx,R∈Nx,R
|Nx,R(x− y)|
R
)
+ 2γ1(Γ). (4.28)
So it would not make a great difference if we would replace the second supremum
in the definitions of γ1 and γ2 by an infimum.
To compare γ1 with the BMO norm of the function N : Γ → Gn,k as it was
defined by Definition 2.6, we estimate for x ∈ Γ, R > 0, and Nx,R ∈ Nx,R
−
Z
Γ∩KR(x)
‖N −NKR(x)‖Hk ≤ −
Z
Γ∩KR(x)
‖N −NR,x‖Hk + ‖NR,x −NKR(x)‖
≤ 2−
Z
Γ∩KR(x)
‖N −NR,x‖Hk ≤ 2γ1(Γ)
On the other hand
−
Z
Γ∩KR(x)
‖N−NR,x‖Hk = inf
S∈Gn,n−k
 
−
Z
Γ∩KR(x)
‖N − S‖Hk
!
≤ −
Z
Γ∩KR(x)
‖N −NKR(x)‖Hk + infS∈Gn,n−k ‖NKR(x) − S‖
≤ 2−
Z
Γ∩KR(x)
‖N −NKR(x)‖Hk
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and hence
1
2
γ1(Γ) ≤ ‖N‖BMO(HkbΓ) ≤ 2γ1(Γ). (4.29)
We will often simply write γ, γi and η, ηi instead of γ(Γ), γi(Γ) and η(Γ),
ηi(Γ)
One task of the remaining part of this chapter will be to show that - as shown
by Semmes in the case of codimension one - both of the constants γ(Γ) and η(Γ)
are small if one of them is sufficiently small. Due to this fact, we will speak
of chord-arc submanifolds with small constants if one of the constants γ and η
is small. Furthermore, this will show that in the case of codimension one the
definition of γ is consistent with the definition of γ˜ due to Semmes.
To show that the constant η is small if γ is small, we will first prove that
a chord-arc submanifold whose constant γ is small contains big portions of C1
graphs. This is the task of the next section.
4.2 Big Portions of C1 Graphs
One problem we want to tackle in this section is the fact that chord-arc subman-
ifolds do not need to be graphs of functions no matter how small the constants
defined in the last chapter might be (cf. Example 4.7). But we will show that
chord-arc submanifolds with a small constant γ can be approximated locally by
C1 graphs in a way we now describe.
Let us set
K
(k)
R (x) := {y ∈ Rk : |y − x| ≤ R},
B
(k)
R (x) := {y ∈ Rk : |y − x| < R},
ωk := Hk(K(k)1 (0)),
and
CR := K(k)R (0)×K
(n−k)
R (0).
Theorem 4.9 (Decomposition Theorem). There are constants ε = ε(n, k) > 0,
C = C(n, k) <∞, 0 < a = a(n, k) such that the following holds:
If Γ ⊂ Rn is a k-dimensional chord-arc submanifold with
γ := γ(Γ) ≤ ε,
then Γ has the following properties:
1. The space (Γ, | · |,HkbΓ) is Ahlfors regular. More precisely, for every z ∈ Γ
and every R > 0 we have the estimates
(1− Cγ)ωkRk ≤ Hk(Γ ∩K(n)R (z)) ≤ (1 + Cγ log (1/γ))ωkRk. (4.30)
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2. Let z ∈ Γ, R > 0, Tz,4R ∈ Tz,4R, and µ ∈ [10γ, 1/3]. After some trans-
lation and rotation we can assume that z = 0 and Im(T0,4R) = Rk × {0}.
We set
F := {x ∈ CR ∩ Γ : M4R(T − T0,4R)(x) ≤ µ},
B := (CR ∩ Γ)− F.
Then
|N0,4R(y − x)| ≤ 3µ|T0,4R(y − x)| for all x ∈ F, y ∈ CR ∩ Γ, (4.31)
Hk(B) ≤ C exp
„
−aµ
γ
«
Rk, (4.32)
and
T0,4R(CR ∩ Γ) = K(k)R (0)× {0}. (4.33)
Furthermore, there is a C1 function g : Rk → Rn−k with
‖∇g‖L∞ ≤ Cµ
such that the graph G of g satisfies
F ⊂ G
and
TxG = TxΓ
for all x ∈ F . Here TxG and TxΓ denote the tangential spaces in x of G
and Γ respectively.
The proof relies on an iteration technique. Due to our a priori assumptions,
a ρ0 := ρ0(Γ) > 0 exists such that
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (z)) ≤ 2ωkRk for all 0 < R ≤ ρ0.
This follows from the fact that Γ is an embedded C1 submanifold that is -
outside of a large ball around the origin - the graph of a C1 function over some
k-dimensional subspace whose gradient has a limit at ∞ (cf. Proposition 4.2).
Then the following lemma shows that the conclusions of Theorem 4.9 hold
for all 0 < R ≤ 2ρ0. Since under these conclusions there is an Ahlfors regularity
condition, we can iterate this argument to prove that the conclusion of Theorem
4.9 holds in fact for all R > 0.
Lemma 4.10. There is an ε0 = ε0(n, k) > 0 and a constant C = C(n, k) <∞
such that the following is true:
If Γ ⊂ Rn is a chord-arc submanifold of dimension k,
γ(Γ) < ε0,
and if there is a ρ > 0 with
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (z)) ≤ 2ωkRk for all 0 < R ≤ ρ,
then all the conclusions of Theorem 4.9 hold for 0 < R ≤ 2ρ.
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Proof. Let Γ ⊂ Rn be a chord-arc submanifold of dimension k and let ρ > 0 such
that
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (z)) ≤ 2ωkRk (4.34)
for all 0 < R < ρ.
Let z ∈ Γ, 0 < R < 2ρ, and Tz,4R ∈ Tz,4R. After applying a suitable rotation
and translation, we can assume that
z = 0 and Im(T0,4R) = Rk × {0}.
Then the definition of γ2(Γ) (cf. (4.25)) leads to
Γ ∩ CR ⊂ Γ ∩K(n)4R (0) ⊂ K
(k)
4R (0)×K
(n−k)
4Rγ (0). (4.35)
Let us furthermore note that F is closed since the Hardy-Littlewood maximal
function as the supremum of continuous functions is lower semicontinuous.
Step 1:
There are constants 0 < a = a(n, k) and C = C(n, k) <∞ such that
Hk(B) ≤ C exp(−aµγ−1)Rk.
Proof. This estimate will be proved using the inequality of John and Nirenberg
on balls of radius 8R and the Hardy-Littlewood maximal theorem for M4R on
the metric space Rn equipped with the measure HkbΓ. Lemma 2.11 and (4.34)
tell us that HkbΓ has the local doubling property on scale 32R with doubling
constant Cd = Cd(n, k) = 2
k+2256n. That is all we need to apply Lemma 2.7
and Lemma 2.4 as we do below.
From (4.29) we get
‖T‖BMO(HkbΓ) = ‖N‖BMO(HkbΓ) ≤ 2γ(Γ).
Using the inequality of John and Nirenberg in the form of Lemma 2.7, we get a
constant 0 < b = b(n, k) <∞ such that
−
Z
Γ∩K(n)8R (0)
exp
„
b
γ
‖T (x)− T
K
(n)
8R (0)
‖
«
dHk(x) ≤ C (4.36)
where
T
K
(n)
8R (0)
:= −
Z
Γ∩K(n)8R (0)
TdHk.
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Let T0,8R ∈ T0,8R. Since
‖T 0,4R − TK(n)8R (0)‖
≤ −
Z
Γ∩K(n)4R (0)
‖T (x)− T0,4R‖dHk(x) +−
Z
Γ∩K(n)4R (0)
‖T (x)− T0,8R‖dHk(x)
+ ‖T
K
(n)
8R (0)
− T0,8R‖
≤ −
Z
Γ∩K(n)4R (0)
‖T (x)− T0,4R‖dHk(x) +−
Z
Γ∩K(n)4R (0)
‖T (x)− T0,8R‖dHk(x)
+−
Z
Γ∩K(n)8R (0)
‖T (x)− T0,8R‖dHk(x)
≤ 2γ + H
k(Γ ∩K(n)8R (0))
Hk(Γ ∩K(n)4R (0))
−
Z
Γ∩K(n)8R (0)
‖T (x)− T0,8R‖dHk(x)
doubling
≤ Cγ,
we calculate
−
Z
Γ∩K(n)8R (0)
exp
„
b
γ
‖T (x)− T0,4R‖
«
dHk(x)
≤ −
Z
Γ∩K(n)8R (0)
exp
„
b
γ
‖T (x)− T
K
(n)
8R (0)
‖
«
dHk(x) · exp(bC)
(4.36)
≤ C.
(4.37)
Let χ
K
(n)
8R (0)
be the characteristic function of the set K
(n)
8R (0). We apply the
Hardy-Littlewood maximal theorem (Lemma 2.4) to ‖T − T0,4R‖χK(n)8R (0) and
use the fact that for all x ∈ K(n)4R (0)
M4R(‖T − T0,4R‖χK(n)8R (0))(x) = M4R(‖T − T0,4R‖)(x)
to get Z
Γ∩K(n)4R (0)
“
M4R(‖T − T0,4R‖)(x)
”p
dHk(x)
≤
Z
Γ
“
M4R(‖T − T0,4R‖χK8R(0))(x)
”p
dHk(x)
≤ 2pC3d
p
p− 1
Z
Γ∩K(n)8R (0)
‖T (x)− T0,4R‖pdHk(x)
(4.38)
for all p > 1. Furthermore, we want to remind that for a measure ν on Ω, a
ν-measurable function f : Ω→ Rn, and a ν-measurable set A ⊂ Ω we haveZ
A
|f |dν =
Z
A∩[|f |>1]
|f |dν +
Z
A∩[|f |≤1]
|f |dν ≤
Z
A
|f |2dν + ν(A). (4.39)
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Using this, we get for a := b/2
−
Z
Γ∩K(n)4R (0)
exp
„
a
M4R(‖T − T0,4R‖)(x)
γ
«
dHk(x)
=
∞X
l=0
−
Z
Γ∩K(n)4R (0)
(aγ−1)l
l!
“
M4R(‖T − T0,4R‖)(x)
”l
dHk(x)
(4.39)
≤ 2
(
1 +
∞X
l=2
−
Z
Γ∩K(n)4R (0)
(aγ−1)l
l!
“
M4R(‖T − T0,4R‖)(x)
”l
dHk(x)
)
(4.38)
≤ 2
(
1 +
Hk(Γ ∩K(n)8R (0))
Hk(Γ ∩K(n)4R (0))
∞X
l=2
C3d2
l+1−
Z
Γ∩K(n)8R (0)
(aγ−1)l
l!
‖T (x)− T0,4R‖ldHk(x)
)
≤ 4C4d−
Z
Γ∩K(n)8R (0)
exp
„
2a
‖T (x)− T0,4R‖)
γ
«
dHk(x)
≤ 4C4d−
Z
Γ∩K(n)8R (0)
exp
„
b
‖T (x)− T0,4R‖)
γ
«
dHk(x)
(4.37)
≤ C.
Since CR ⊂ K(n)4R (0), we finally get by repeated use of the doubling property
Hk(B) ≤
Z
Γ∩K(n)4R (0)
exp(aγ−1M4R(‖T − T0,4R‖)(x))
exp(aγ−1µ)
dHk(x)
≤ C exp(−aγ−1µ)Hk(Γ ∩K(n)4R (0))
(4.34) & doubling
≤ C exp(−aγ−1µ)Rk.
Step 2:
For every x ∈ F and y ∈ Γ ∩ CR we have
|N0,4R(x− y)| ≤ 3µ|T0,4R(x− y)|.
(cf. Figure 4.2)
Proof. Let x 6= y ∈ Γ∩CR and x ∈ F . We choose an Nx,|x−y| ∈ Nx,|x−y|. Then
|N0,4R(x− y)| ≤ |Nx,|x−y|(x− y)|+ |Nx,|x−y|(x− y)−N0,4R(x− y)|
def. of γ2(Γ)≤ γ|x− y|+ ‖Nx,|x−y| −N0,4R‖ · |x− y|.
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x
CR
0
Γ
Figure 4.2: This picture illustrates the statement proven in Step 4. For every
point x belonging to the good set F ⊂ Γ, we show that Γ ∩ CR is contained in
the cone {y ∈ Rn : |N0,4R(y − x)| ≤ 3µ|T0,4R(y − x)|}
Using
‖Nx,|x−y| −N0,4R‖
≤ −
Z
Γ∩K(n)|x−y|(x)
‖Nx,|x−y| −N(ξ)‖dHk(ξ)
+−
Z
Γ∩K(n)|x−y|(x)
‖N(ξ)−N0,4R‖dHk(ξ)
x∈F
≤ γ + µ,
we get
|N0,4R(x− y)| ≤ (2γ + µ)|x− y|.
Combining this with |x− y| ≤ |N0,4R(x− y)|+ |T0,4R(x− y)|, we get
|N0,4R(x− y)| ≤ (2γ + µ)(|N0,4R(x− y)|+ |T0,4R(x− y)|)
and thus
|N0,4R(x− y)| ≤ 2γ + µ
1− 2γ − µ |T0,4R(x− y)| ≤ 3µ|T0,4R(x− y)|
if γ ≤ 4/30 and µ ∈ [10γ, 1/3] .
Step 3:
T0,4R(Γ ∩ CR) = K(k)R (0)× {0}
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Proof. We will use the degree theory we developed in Section 3.2 to show that
the function
f : Γ ∩ CR → K(k)R (0)× {0}
x 7→ T0,4R(x)
is surjective. From (4.35) we get
Γ ∩ CR ⊂ K(k)R (0)×K
(n−k)
4γR (0).
If γ < 1/4, we thus get
∂Γ(Γ ∩ CR) ⊂
“
∂Rk (K
(k)
R (0))
”
× Rn−k.
This induces
f (∂Γ(Γ ∩ CR)) ⊂
“
∂Rk (K
(k)
R (0))
”
× {0}. (4.40)
We will now show that there is a y0 ∈ B(k)R (0)× {0} such that
deg(f,Γ ∩ CR, y0) ≡ 1 mod 2.
It then follows from property (D2) in Theorem 3.12 and (4.40) that
deg(f,Γ ∩ CR, y) ≡ 1 mod 2.
for all y ∈ B(k)R (0). From this and property (D4) our assertion follows.
To find such a y0 let us fix µ = 1/3 in Steps 1 and 2 until the end of the
current step. Using (4.34) and Step 1 we get
Hk(F ) = Hk(Γ ∩ CR)−Hk(B) ≥ 1
2
ωk
„
R
2
«k
− C exp(−aγ−1µ)Rk
≥ 1
2
ωk
„
R
2
«k
− C exp
„
− a
3γ
«
Rk > 0
if γ is sufficiently small. So there is an x0 ∈ F and we set y0 := T0,4R(x0). We
have
M4R(‖T − T0,4R‖)(x0) = sup
0≤r≤4R
−
Z
Γ∩K(n)r (x0)
‖T − T0,4R‖dHk ≤ µ ≤ 1/3.
Sending r → 0 we get from the C1 smoothness of Γ
‖T (x0)− T0,4R‖ ≤ 1
3
.
We know from Step 2 that
f−1(y0) = {x0}
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since x0 ∈ F . The tangential space on Γ in x0 is ImT (x0) and for v ∈ ImT (x0)
we have
|Df(x0)(v)| = |T0,4R(v)| ≥ |v| − |T0,4R(v)− v| = |v| − |T0,4R(v)− T (x0)v|
≥ (1− ‖T0,4R − T (x0)‖)|v| ≥ 2
3
|v|.
Thus y0 is a regular value of f and we have
deg(f,Γ ∩ CR, y0) ≡ 1 mod 2.
Step 4:
Construction of g
Let E := {x ∈ Rk : (x, 0) ∈ T0,4R(F )}. Step 2 shows us that for every x ∈ E
there is a unique point y ∈ F such that T0,4R(y) = (x, 0). We set
g˜(x) := (yk+1, . . . yn).
From Step 2 we get
|g˜(x)− g˜(y)| ≤ 3µ|x− y| for all x, y ∈ E (4.41)
and
‖T (x, g˜(x))− T0,4R‖ ≤ µ for all x ∈ E. (4.42)
Now, we show that there is a function g ∈ C1(Rk,Rn−k) with g|E = g˜ and
|g(x)− g(y)| ≤ 3µ|x− y| for all x, y ∈ Rk.
Let 0 < M < ∞ be a constant that we will fix later. Since Γ is an embedded
submanifold, for every x ∈ E there is a constant εx > 0 and a function φx :
B
(k)
εx (x)→ Rn−k with
Γ ∩
„
B
(k)
εx (x)×B(n−k)Mεx (g(x))
«
= graph(φx).
Using equation (4.42), we can even gain
|∇φx(y)| ≤ C(n, k)µ for all y ∈ B(k)εx (x). (4.43)
Now assume that x1, x2 ∈ E and z ∈ B(k)εx1 (x1) ∩ B
(k)
εx2
(x2). If we furthermore
assume that εx1 ≥ εx2 , we get
|φx2 (z)−g(x1)| ≤ |φx2 (z)− φx2 (x2)|+ |φx2 (x2)− g(x1)|
= |φx2 (z)− φx2 (x2)|+ |g(x2)− g(x1)|
≤ Cµεx1 .
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So
(z, φx2 (z)) ∈ Γ ∩
“
B
(k)
εx1
(x1)×B(n−k)Mεx1 (g(x1))
”
= graph(φx1 )
if M > Cµ and hence
φx2 = φx1 on B
(k)
εx1
(x1) ∩B(k)εx2 (x2).
Thus the function
h : E˜ → Rn−k
y 7→ φx(y) if y ∈ B(k)εx
4
(x), x ∈ E.
is well-defined on E˜ =
S
x∈E B
(k)
εx
4
(x), of class C1 and |∇h| ≤ Cµ. Furthermore,
we get from the construction that h(E˜) ⊂ Γ. To estimate the Lipschitz constant
of h, let y1, y2 ∈ E˜. Then either there is an x ∈ E with
y1, y2 ∈ B(k)εx (x)
and hence
|h(y1)− h(y2)| = |φεx (y1)− φεx (y2)| ≤ Cµ|y1 − y2|
or there are x1, x2 ∈ E with y1 ∈ B(k)εx1
4
(x1) − B(k)εx2 (x2) and y2 ∈ B
(k)
εx2
4
(x2) −
B
(k)
εx1
(x1). In the second case we get
|y1−y2| ≥ max{|x1 − y2| − |y1 − x1|, |y1 − x2| − |y2 − x2|}
≥ max{εx1 , εx2}(1−
1
4
) =
3
4
max{εx1 , εx2}
and thus
|h(y1)−h(y2)| ≤ |h(y1)− g(x1)|+ |g(x1)− g(x2)|+ |g(x2)− h(y2)|
= |φεx1 (y1)− φεx1 (x1)|+ |g(x1)− g(x2)|+ |φεx2 (x2)− φεx2 (y2)|
≤ Cµ`max{εx1 , εx2}+ |x1 − x2|´
≤ Cµ`max{εx1 , εx2}+ |y1 − y2|+ |x1 − y1|+ |x2 − y2|´
≤ Cµ`max{εx1 , εx2}+ |y1 − y2|´
≤ Cµ|y1 − y2|.
Thus, h is Lipschitz continuous and the Lipschitz constant can be estimated
by Cµ. Using Kirszbraun’s theorem (cf. [Kir34, Hauptsatz A 1]), we get a
Lipschitz continuous extension h˜ : Rk → Rn−k of h with |∇h˜| ≤ Cµ almost
everywhere. Folding this function with a smooth kernel we get smooth functions
hm : Rk → Rn−k with |∇hm| ≤ Cµ and hm → h˜ in L∞(Rk,Rn−k). Now let ˜˜E
be an open subset with E ⊂⊂ ˜˜E ⊂⊂ E˜ and
ψ : Rk → [0, 1]
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be a smooth cutoff function satisfying
ψ(x) = 0, for x ∈ Rk − E˜,
ψ(x) = 1, for x ∈ ˜˜E.
For m large enough we set
g := ψh+ (1− ψ)hm.
Then g ∈ C1(Rk,Rn−k), g|E ≡ g˜, and for almost all x ∈ Rk
|∇g(x)| ≤ |∇ψ||h˜(x)− hm(x)|+ |∇h˜(x)|+ |∇hm(x)| ≤ Cµ
if m is big enough. Let G = graph(g). Then F ⊂ G and since g( ˜˜E) = h( ˜˜E) ⊂ Γ
we furthermore obtain
TxG = TxΓ ∀x ∈ F.
Step 5:
(1− Cγ)ωkRk ≤ Hk(Γ ∩K(n)R (z)) ≤ (1 + Cγ log (1/γ))ωkRk
For the upper bound we set µ = a−1γ log(1/γ) in the estimates we have
derived so far. Since
γ log (1/γ)→ 0 and log (1/γ)→∞
as γ → 0, we get a−1γ log(1/γ) ∈ [10γ, 1/3] if γ is small enough. Therefore,
Hk(B)
Step 1
≤ C exp (− log (1/γ))Rk = CγRk < Cγ log (1/γ)Rk
if γ < 1. Since F is part of the graph of a Lipschitz function on B
(k)
R (0) with
Lipschitz constant smaller than Cγ log(1/γ), we get
Hk(F ) ≤ (1 + Cγ log(1/γ))ωkRk.
This yields
Hk(Γ ∩K(n)R (0)) ≤ Hk(B) +Hk(F ) ≤ (1 + Cγ log(1/γ))ωkRk.
For the lower bound we first observe that
K
(n)
R (0) ∩ Γ ⊂ CR ∩ Γ
(4.35)⊂ K(k)R (0)×K
(n−k)
4γR (0).
Let x ∈ K(k)
R
√
1−16γ2
(0). Since Step 3 implies that T0,4R(Γ∩CR) = K(k)R (0)×{0},
there is a y ∈ K(n−k)4γR (0) such that (x, y) ∈ Γ ∩ CR. We calculate
|(x, y)|2 ≤ (1− 16γ2)R2 + 16γ2R2 = R2
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and see that (x, y) ∈ K(n)R (0) ∩ Γ and T0,4R((x, y)) = (x, 0). So we have shown
that
K
(k)
R
√
1−16γ2
(0)×{0} ⊂ T0,4R(K(n)R (0) ∩ Γ).
Hence,
Hk(Γ ∩K(n)R (0)) ≥ Hk(T0,4R(K
(n)
R (0) ∩ Γ)) ≥ Hk(K
(k)
R
√
1−16γ2
(0)× {0})
= (1− 16γ2)k/2ωkRk ≥ (1− C(k)γ)ωkRk
for γ sufficiently small.
Proof of Theorem 4.9. Let C(n, k), a(n, k), and ε0(n, k) be the constants from
the last lemma. We choose ε = ε(n, k) such that γ ≤ ε implies
γ ≤ ε0,
C(n, k)γ ≤ 1
2
,
and
C(n, k)γ log(1/γ) ≤ 1.
Due to our a priori assumptions, there is a ρ0 = ρ0(Γ) > 0 such that
1
2
ωkR
k ≤ Hk(Γ ∩KR(z)) ≤ 2ωkRk
for all 0 < R < ρ0. Using induction and Lemma 4.10, the conclusion of the
theorem follows.
Corollary 4.11. In the situation of Part 2 of Theorem 4.9 we furthermore have
the following estimates:
1.
Hk(CR ∩ {(Γ−G) ∪ (G− Γ)}) ≤ C exp(−aµ/γ)Rk
2. For all y ∈ Γ ∩ CR we have
|y − (y1, . . . , yk, g(y1, . . . , yk))| ≤ Cµ dist(T0,4R(y), T0,4R(F )).
Proof. Since CR ∩ (Γ−G) ⊂ B, we get
Hk(CR ∩ (Γ−G)) ≤ Hk(B). (4.44)
Using the fact that G is the graph of a Lipschitz function with Lipschitz constant
smaller than Cµ ≤ C, we get
Hk(CR ∩ (G− Γ)) ≤ CHk(T0,4R(CR ∩ (G− Γ))).
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Since T0,4R(F ∪ B) = T0,4R(CR ∩ Γ) (4.33)= K(k)R (0) × {0} and F ⊂ G ∩ Γ we
conclude that T0,4R(CR ∩ (G− Γ)) ⊂ T0,4R(B) and thus
Hk(T0,4R(CR ∩ (G− Γ))) ≤ CHk(T0,4R(B)) ≤ CHk(B).
Together with (4.44) this leads to
Hk(CR ∩ {(Γ−G) ∪ (G− Γ)}) ≤ CHk(B) ≤ C · exp(−aµ/γ)Rk
and the first estimate is shown.
Let y ∈ Γ. As T0,4R(F ) is a closed set, there is a z ∈ F with
|T0,4R(y)− T0,4R(z)| = dist(T0,4R(y), T0,4R(F )).
We set y˜ := (y1, . . . , yk) and z˜ := (z1, . . . , zk). Since z ∈ F , we know z = (z˜, g(z˜))
and hence4.31
|y − (y˜, g(y˜))| = |N0,4R(y − (y˜, g(y˜)))|
≤ |N0,4R(y − z)|+ |N0,4R(z − (y˜, g(y˜)))|
= |N0,4R(y − z)|+ |g(z˜)− g(y˜)|
(4.31)
≤ Cµ|T0,4R(y − z)|
= Cµ dist(T0,4R(y), T0,4R(F )).
4.3 γ Small Implies η Small
With the result of the last section we can now prove that η(Γ) is small if γ(Γ) is
small. More precisely, we have the following
Theorem 4.12. There is an ε = ε(n, k) > 0 and a constant C = C(n, k) < ∞
such that every k-dimensional chord-arc submanifold Γ ⊂ Rn with γ(Γ) ≤ ε
satisfies
η(Γ) ≤ Cγ(Γ) log
„
1
γ(Γ)
«
.
Let us briefly sketch the idea behind the proof. For u, v ∈ Γ we have to
construct a short curve on Γ joining u and v. If Γ were the graph of a Lipschitz
function with small constant, this would be easy. We use that Theorem 4.9
implies that Γ ∩ K(n)
2|u−v|(u) looks like the graph G of such a function, except
on a small bad set. The idea is, to start with a curve on this graph and then
manipulate it on the bad set to get a curve on Γ. Using that the bad set is small,
we can control the growth of length in this last step.
Proof. Let us set γ := γ(Γ), η := η(Γ), η1 := η1(Γ), and η2 := η2(Γ).
From Theorem 4.9, inequality (4.30), and
lim
γ↘0
γ log
„
1
γ
«
= 0
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we get η2 ≤ Cγ log
“
1
γ
”
if γ is small enough.
Let us set
η˜1 := sup
x6=y∈Γ
dΓ(x, y)
|x− y| = η1 + 1
and let u, v ∈ Γ, u 6= v, R := 2|u− v| > 0, and Tu,4R ∈ Tu,4R. After a suitable
translation and rotation we can assume that
u = 0,
Im(T0,4R) = Rk × {0},
and
v˜ := T0,4R(v) = λek
for a λ ∈ R+.
As in the second part of Theorem 4.9 let
F := {x ∈ Γ ∩ CR : M4R(T − T0,4R)(x) ≤ µ}
and
B := (Γ ∩ CR)− F.
Theorem 4.9 tells us that
T0,4R(Γ ∩ CR) = K(k)R × {0} (4.45)
and that the set F is contained in the graph of a function g ∈ C1(Rk,Rn−k)
with ‖∇g‖L∞ ≤ Cµ and
Hk(B) ≤ C exp
„
−aµ
γ
«
Rk.
Using (KkR(0)× {0})− T0,4R(F ) ⊂ T0,4R((Γ ∩ CR)− F ) = T0,4R(B) we get
Hk((KkR(0)× {0})− T0,4R(F )) ≤ Hk(B) ≤ C exp
„
−aµ
γ
«
Rk. (4.46)
Because of (4.45), for every ζ ∈ K(k)R (0)×{0} ⊂ Rn there is an xζ ∈ Γ∩CR such
that
T0,4R(xζ) = ζ.
Let 0 < e ≤ 1
2
. We then get for θ ∈ B(k)eR (0)× {0} ⊂ Rn
dΓ(u, v) = dΓ(0, v) ≤ dΓ(0, xθ) + dΓ(xθ, xv˜+θ) + dΓ(xv˜+θ, v)
≤ η˜1
`|xθ|+ |xv˜+θ − v|´+ dΓ(xθ, xv˜+θ).
Since Γ ∩ CR ⊂ K(k)R (0) ×K
(n−k)
4γR (0) and Im(T0,4R) = Rk × {0}, we get using
the definition of γ (cf. 4.25)
|xv˜+θ − v| ≤ |T0,4R(xv˜+θ − v)|+ |N0,4R(xv˜+θ − v)|
≤ |θ|+ |N0,4R(xv˜+θ)|+ |N0,4R(v)| ≤ eR+ 8γR
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and
|xθ| ≤ |T0,4R(xθ)|+ |N0,4R(xθ)| ≤ eR+ 4γR.
Consequently,
dΓ(u, v) ≤ η˜1(12γ + 2e)R+ dΓ(xθ, xv˜+θ)
R=2|u−v|
= η˜1(24γ + 4e) · |u− v|+ dΓ(xθ, xv˜+θ).
(4.47)
To estimate the last term, we need to find a curve cθ : [0, λ] → Γ on Γ from xθ
to xv˜+θ using the graph of g whose length we can estimate. To construct this
curve, we set E := T0,4R(F ),
Eθ := {t ∈ [0, λ] : θ + tek ∈ E},
and ECθ := (0, λ)− Eθ. We know from (4.46) that
Hk((K(k)R (0)× {0})− E) ≤ exp
„
−aµ
γ
«
Rk. (4.48)
Since E is a closed set and the function t 7→ θ+tek is continuous, the set ECθ is
open and thus the union of countably many disjoint open intervals Ij = (aj , bj),
j ∈ J ⊂ N. Now let us define cθ in the following way:
1. If t ∈ Eθ, then cθ(t) is the unique point in Γ∩CR with T0,4R(c(t)) = θ+te1.
2. For j ∈ J let cj : [aj , bj ] → Γ be one of the shortest Lipschitz curves of
constant velocity joining the points
• cθ(aj) and cθ(bj) if 0 < aj and bj < 1,
• cθ(aj) and xv˜+θ if 0 < aj and bj = 1,
• xθ and cθ(bj) if 0 = aj and bj < 1,
• xθ and xv˜+θ if aj = 0, bj = 1.
We set cθ(t) := cj(t) if t ∈ [aj , bj ].
From the construction of the curve, we get that c(0) = xθ and c(λ) = xv˜+θ.
For t1, t2 ∈ Eθ we get from Step 3 in the proof of Theorem 4.9
|cθ(t1)− cθ(t2)| ≤ |T0,4R(cθ(t1)− cθ(t2))|+ |N0,4R(cθ(t1)− cθ(t2))|
≤ (1 + 3µ) · |T0,4R(cθ(t1)− cθ(t2))| = (1 + 3µ) · |t1 − t2|.
(4.49)
So cθ is Lipschitz continuous on Eθ. Next we want to derive a Lipschitz estimate
for cθ on one of the components [aj , bj ].
Let j ∈ J . If aj , bj ∈ Eθ, inequality (4.49) proves
|cθ(aj)− cθ(bj)| ≤ (1 + 3µ) · |t1 − t2|.
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In the case that aj = 0 and bj ∈ Eθ, or aj ∈ Eθ and bj = 1 we get using
|T0,4R(cθ(aj)− cθ(bj))| = |aj − bj | and Step 3 in the proof of Theorem (4.9)
|cθ(aj)− cθ(bj)| ≤ |T0,4R(cθ(aj)− cθ(bj))|+ |N0,4R(cθ(aj)− cθ(bj))|
≤ (1 + 3µ) · |T0,4R(cθ(aj)− cθ(bj))| ≤ (1 + 3µ) · |aj − bj |.
In the case that aj = 0 and bj = 1 we get using
|v˜| ≥ |v| − |N0,4R(v)| = R
2
− 8γ R
2
= (1− 8γ)R
2
that
|cθ(aj)− cθ(bj)| = |u− v| =
R
2
≤ 1
1− 8γ |v˜| ≤ (1 + 16γ)|v˜| = (1 + 16γ)|aj − bj |
if γ is small enough.
Since µ ≥ 10γ, we have in either case
length(cθ|[aj ,bj ]) ≤ η˜1|cθ(aj)− cθ(bj)| ≤ η˜1(1 + 3µ)|aj − bj |. (4.50)
As cθ|[aj ,bj ] has constant velocity, we get
|cθ(t1)− cθ(t2)| ≤ η˜1(1 + 3µ)|t1 − t2| for all t1, t2 ∈ [aj , bj ]. (4.51)
The estimates (4.49) and (4.51) show that cθ is Lipschitz continuous on the
whole interval [0, λ]. Inequality (4.49) implies
H1(cθ(Eθ)) ≤ (1 + 3µ)H1(Eθ) ≤ (1 + 3µ)|T0,4R(u− v)| ≤ (1 + 3µ)|u− v|.
Combining this with (4.51), we get
dΓ(xθ, xv˜+θ) ≤ length(cθ) = H1(cθ(Eθ)) +H1(cθ(ECθ ))
= H1(cθ(Eθ)) +
X
j∈J
H1(cθ([aj , bj ]))
= H1(cθ(Eθ)) +
X
j∈J
length(cθ|[aj ,bj ])
≤ (1 + 3µ)|u− v|+ (1 + µ)η˜1
X
j∈J
|aj − bj |
= (1 + 3µ)|u− v|+ (1 + µ)η˜1H1
`
ECθ
´
.
(4.52)
Then (4.47) and (4.52) yield
dΓ(u, v) ≤ |u− v| ·
`
1 + 3µ+ η˜1(24γ + 4e)
´
+ (1 + µ)η˜1H1
`
ECθ
´´
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for all θ ∈ K(k)eR (0)×{0} ⊂ Rn. Taking the integral mean over all θ ∈ B
(k−1)
eR (0)×
{0} ⊂ B(k)eR (0)× {0} ⊂ Rn and using B
(k−1)
eR (0)× [0, λ] ⊂ K
(k)
R (0) and µ ≤ 1/3,
we get
dΓ(u, v) ≤ |u− v| ·
`
1 + 3µ+ η˜1(24γ + 4e)
´
+ 2η˜1
1
ωk−1ek−1Rk−1Z
B
(k−1)
eR
(0)×{0}
H1`ECθ )dHk−1(θ)
= |u− v| · `1 + 3µ+ η˜1(24γ + 4e)´
+ 2η˜1
1
ωk−1ek−1Rk−1Z
B
(k−1)
eR
(0)
H1`({θ˜} × [0, λ]× {0})− E)dHk−1(θ˜)
≤ |u− v| · `1 + 3µ+ η˜1(24γ + 4e)´
+ 2η˜1
1
ωk−1ek−1Rk−1
Hk((K(k)R (0)× {0})− E)
(4.48)
≤ |u− v| · `1 + Cµ+ η˜1(24γ + 4e)´
+ Cη˜1e
1−kR exp
„
−aµ
γ
«
.
If we divide through |u − v|, take the supremum, and set µ = k
a
γ log( 1
γ
) and
e = γ, we derive
η˜1 ≤ 1 + Cγ log
„
1
γ
«
+ η˜1
“
28γ + Cγ1−kγk
”
= 1 + Cγ log
„
1
γ
«
+ Cη˜1γ.
The C1 smoothness of Γ and Proposition 4.2 imply η˜1 <∞. Hence,
η˜1 ≤
1 + Cγ log( 1
γ
)
1− Cγ ≤ 1 + Cγ log
„
1
γ
«
if γ is small enough and thus
η1 = η˜1 − 1 ≤ Cγ log
„
1
γ
«
.
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4.4 η Small Implies γ Small
Now we want to show that in some sense the inverse of Theorem 4.12 is also true.
Theorem 4.13. There is an ε = ε(n, k) > 0 and a constant C = C(n, k) < ∞
such that for every k-dimensional chord-arc submanifold Γ ⊂ Rn
η(Γ) < ε
implies
γ(Γ) < Cη(Γ)
1
2 .
We will prove this theorem using an iteration argument as in the proof of
Theorem 4.9. Before we start the proof, we will introduce some notation and
sketch the structure of the rather lengthy proof.
For a k-dimensional chord-arc submanifold Γ ⊂ Rn, x ∈ Γ, and R > 0 we set
δ(x,R) :=
inf
N0∈Gn,n−k
max
0@ sup
y∈Γ∩K(n)
R
(x)
|N0(y − x)|
R
,−
Z
Γ∩K(n)
R
(x)
‖N −N0‖dHk
1A ,
(4.53)
Furthermore, let
δ(R) := sup
x∈Γ
R≥r>0
δ(x, r) (4.54)
and
δ := sup
x∈Γ
r>0
δ(x, r). (4.55)
Thus, δ = supR>0 δ(R). We will show below that it is enough to control δ since
in fact
γ ≤ 5δ. (4.56)
For x ∈ Γ and R > 0 let N˜x,R be the set of all projections N˜x,R ∈ Gn,n−k
satisfying
max
0@ sup
y∈Γ∩K(n)
R
(x)
|N˜x,R(y − x)|
R
,−
Z
Γ∩K(n)
R
(x)
‖N − N˜x,R‖dHk
1A
= inf
N0∈Gn,n−k
max
0@ sup
y∈Γ∩K(n)
R
(x)
|N0(y − x)|
R
,−
Z
Γ∩K(n)
R
(x)
‖N −N0‖dHk
1A .
(4.57)
We set
T˜x,R := {idRn − N˜x,R : N˜x,R ∈ N˜x,R}. (4.58)
To prove (4.56), we first observe that
γ1 ≤ δ. (4.59)
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For N˜x,R ∈ N˜x,R and Nx,R ∈ Nx,R we have
‖N˜x,R −Nx,R‖ ≤ −
Z
Γ∩K(n)
R
(x)
‖N − N˜x,R‖dHk +−
Z
Γ∩K(n)
R
(x)
‖N −Nx,R‖dHk
≤ δ + γ1
(4.59)
≤ 2δ
and hence
sup
Nx,R∈Nx,R
24 sup
y∈Γ∩K(n)
R
(x)
|Nx,R(x− y)|
R
35
(4.27)
≤ inf
Nx,R∈Nx,R
24 sup
y∈Γ∩K(n)
R
(x)
|Nx,R(x− y)|
R
35+ 2γ1
≤ inf
N˜x,R∈N˜x,R
24 sup
y∈Γ∩K(n)
R
(x)
|N˜x,R(x− y)|
R
35+ 2γ1 + 2δ
(4.59)
≤ 5δ.
This proves (4.56).
Therefore, to prove Theorem 4.13 it is enough to show
δ = sup
R>0
δ(R) < Cη(Γ)
1
2
if η is sufficiently small.
We will use the C1 smoothness of Γ and Proposition 4.2 to get a ρ0 := ρ0(Γ)
such that δ(ρ0) is arbitrarily small. Lemma 4.20 then shows that there is a
constant a = a(n, k) > 1 such that δ(aρ0) can still be estimated. But of course
this is not enough to prove the theorem using iteration since the estimate of
δ(aρ0) is not as good as the estimate of δ(ρ0).
To bridge this gap, we will spend almost all of this section to show that the
smallness of η and δ(R) for some R > 0 even implies δ(R) ≤ Cη 12 . This statement
is the content of Lemma 4.19. Using this, the theorem follows immediately by
iteration.
The keys to the proof of Lemma 4.19 are the Proposition 4.17 and Lemma
4.18. Proposition 4.17 tells us that if there are points x0, x1, . . . , xk ∈ Γ such
that the vectors vi :=
xi−x0
R
, i = 1, . . . , k are almost orthogonal in the sense
that the quantities
| 〈vi, vj〉 − δij |
are small for all i, j = 1, . . . , k, then there is an N0 ∈ Gn,n−k such that
|N0(y − x0)| ≤ C(n, k)η 12R
for all y ∈ K(n)R (x0) ∩ Γ.
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We will then use Lemma 4.18 to find such points x0, x1, . . . , xk under the
assumption that δ(R) and η are small.
The next Lemma is the basic step that will finally lead to the proof of Propo-
sition 4.17.
Lemma 4.14 (cf. Lemma 8.5 in [Sem91a]). For l > 0 let c : [0, l] → Rn be a
curve parameterized by arc-length and let P := c(0) and Q := c(l). Then we
obtain for all t ∈ [0, l]
˛˛˛˛
c(t)−
„
P +
t
l
(Q− P )
«˛˛˛˛
≤ 3l
„
l − |P −Q|
l
« 1
2
.
Proof. Applying a rotation and a translation, we may assume P = 0, Q =
|P − Q|en. For t ∈ [0, l] we find the following estimate for the vector cˆ(t) :=
(c1(t), . . . , cn−1(t)) ∈ Rn−1.
|cˆ(t)| ≤
Z l
0
|(c˙1(t), . . . , c˙n−1(t))|dt ≤
√
l
„Z l
0
|(c˙1(t), . . . , c˙n−1(t)|2dt
« 1
2
|c˙|=1
=
√
l
„Z l
0
(1− c˙2n)dt
« 1
2
≤
√
l
„
2
Z l
0
(1− c˙n(t))dt
« 1
2
=
√
2l(l − |P −Q|) 12 ≤
√
2 · l
„
l − |P −Q|
l
« 1
2
.
Now cn(l)− cn(t) ≤ |cn(l)− cn(t)| ≤ l − t yields cn(t) ≥ |P −Q| − (l − t) and
cn(t)− t
l
|P −Q| ≥ (l − |P −Q|)
„
t
l
− 1
«
≥ −(l − |P −Q|).
On the other hand, cn(t) ≤ |c(t)| ≤ t implies
cn(t)− t
l
|P −Q|en ≤ t− t
l
|P −Q| = t
l
(l − |P −Q|) ≤ l − |P −Q|.
Hence,
˛˛
cn(t)− tl |P −Q|en
˛˛ ≤ l“ l−|P−Q|
l
”
. Using the estimate for cˆ(t), we
conclude˛˛˛˛
c(t)−
„
P +
t
l
(Q− P )
«˛˛˛˛
≤ |cˆ(t)|+
˛˛˛˛
cn(t)− t
l
|P −Q|
˛˛˛˛
≤ l
„
l − |P −Q|
l
«
+
√
2 · l
„
l − |P −Q|
l
« 1
2
.
Since x ≤ √x for x ∈ [0, 1], we obtain the desired estimate.
For A ⊂ Rn let conv(A) denote the convex hull of A. Iterating the above
Lemma we now prove
4.4. η SMALL IMPLIES γ SMALL 85
Lemma 4.15 (Analog to Lemma 8.4 in [Sem91a]). Let Γ ⊂ Rn be a k-dimen-
sional chord-arc submanifold with 18nη
1
2 ≤ 1. Then for all x ∈ Γ and R > 0 we
have
conv(Γ ∩K(n)R (x)) ⊂
n
z ∈ Rn : dist(z,Γ) ≤ 18nη 12R
o
.
Proof. Let y ∈ conv(Γ ∩ K(n)R (x)). From Carathe´odory’s theorem (c.f. The-
orem 17.1 in [Roc70]) we get that there are a1, . . . , aν ∈ Γ ∩ K(n)R (x) and
0 < λ1, . . . , λν ≤ 1, ν ≤ n+ 1, with
Pν
i=1 λi = 1 such that
y =
νX
i=1
λiai.
We show now inductively that for j = 1, . . . , ν we have
dist
 Pj
i=1 λiaiPj
i=1 λi
,Γ
!
≤ 18(j − 1)η 12R
and thus prove the Lemma. The estimate is trivial for j = 1. So let the estimate
be true for 1 ≤ j < ν, i.e. let us assume that there is a point P ∈ Γ with˛˛˛˛
˛
Pj
i=1 λiaiPj
i=1 λi
− P
˛˛˛˛
˛ ≤ 18(j − 1)η 12R.
Let us put P˜ :=
Pj
i=1 λiaiPj
i=1 λi
. Then the above estimate reads
|P˜ − P | ≤ 18(j − 1)η 12R. (4.60)
Furthermore we set Q := Q˜ := aj+1 and thus get
P˜ +
λj+1Pj+1
i=1 λi
“
Q˜− P˜
”
=
Pj+1
i=1 λiaiPj+1
i=1 λi
(4.61)
and
|P −Q| ≤ |P − P˜ |+ |P˜ −Q| ≤ 3R. (4.62)
Since P,Q ∈ Γ, there is a Lipschitz curve c : [0, l] → Γ parameterized by arc-
length joining P and Q with l ≤ (1 + η)|P − Q|. If we now apply Lemma 4.14
with t0 =
λj+1Pj+1
i=1 λi
l to this curve we get
˛˛˛˛
˛c(t0)−
 
P +
λj+1Pj+1
i=1 λi
(Q− P )
!˛˛˛˛
˛ ≤ 3l
„
l − |P −Q|
l
« 1
2
|P−Q|≤l≤(1+η)|P−Q|)
≤ 3(1 + η)|P −Q|η 12
η≤ 12 ,(4.62)≤ 18η 12R.
(4.63)
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Hence,
dist
 Pj
i=1 λiaiPj
i=1 λi
,Γ
!
c(t0)∈Γ≤
˛˛˛˛
˛c(t0)−
Pj
i=1 λi · aPj
i=1 λi
˛˛˛˛
˛
(4.61)
=
˛˛˛˛
c(t0)−
„
P˜ +
t0
l
(Q˜− P˜ )
«˛˛˛˛
Q=Q˜
≤
˛˛˛˛
c(t0)−
„
P +
t0
l
(Q− P )
«˛˛˛˛
+ |P˜ − P |
(4.63)&(4.60)
≤ 18Rη 12 + 18R(j − 1)η 12 = 18Rjη 12 .
A consequence of the last lemma is the following estimate for the volume of
the convex hull of Γ ∩K(n)R (x).
Lemma 4.16 (Analog to Lemma 8.7 in [Sem91a]). Let Γ ⊂ Rn be a k-dimen-
sional chord-arc submanifold, 18nη
1
2 ≤ 1, and let V be a (k + 1)-dimensional
affine subspace. Then we have
Hk+1(conv(Γ ∩K(n)R (x)) ∩ V ) ≤ C(n, k)η
1
2R
where C(n, k) := 3 · 36 · ωk+1 · 8k · n.
Proof. From Lemma 4.15 we get
conv(Γ ∩K(n)R (x)) ⊂
[
z∈Γ
K
(n)
18nη
1
2 R
(z).
Since conv(Γ ∩K(n)R (x)) ⊂ K
(n)
R (x) and 18nη
1
2 ≤ 1 we obtain
conv(Γ ∩K(n)R (x)) ⊂
[
z∈Γ∩K(n)2R (x)
K
(n)
18nη
1
2 R
(z). (4.64)
Using Zorn’s lemma, we can find a maximal subset L ⊂ Γ∩K(n)2R (x) with respect
to the order ”⊂” with the property that u 6= v ∈ L implies |u − v| ≥ 18nη 12R.
From the maximality of the set we deduce that
Γ ∩K(n)2R (x) ⊂
[
z∈L
K
(n)
18nη
1
2 R
(z)
and hence
conv(Γ ∩K(n)R (x)) ⊂
[
z∈L
K
(n)
36nη
1
2 R
(z). (4.65)
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Since 18nη
1
2 ≤ 1, we get R + 9nη 12R ≤ 2R and thus B(n)
9nη
1
2
(z) ⊂ B(n)2R (x) for
all z ∈ L. Using the definition of η2 (cf. (4.17)) and the fact that the balls
B
(n)
9nη
1
2 R
(z), z ∈ L are pairwise disjoint, we get
#L =
X
z∈L
Hk(K(n)
9nη
1
2 R
(z) ∩ Γ)
Hk(K(n)
9nη
1
2 R
(z) ∩ Γ)
≤
X
z∈L
Hk(K(n)
9nη
1
2 R
(z) ∩ Γ)
1
2
ωk(9nη
1
2R)k
≤ H
k(K
(n)
2R (x) ∩ Γ)
1
2
ωk(9nη
1
2R)k
≤ 3
 
2
9nη
1
2
!k
.
Combining this with (4.64) and (4.65), we finally get
Hk+1(conv(Γ ∩K(n)R (x)) ∩ V ) ≤ Hk+1
0@[
z∈L
K
(n)
36nη
1
2 R
(z) ∩ V
1A
≤
X
z∈L
Hk+1(K(n)
36nη
1
2 R
(z) ∩ V ) ≤ (#L)ωk+1(36nη
1
2R)k+1
≤ 3
 
2
9nη
1
2
!k
ωk+1(36nη
1
2R)k+1 = C(n, k)η
1
2Rk+1
where C(n, k) := 3 · 36 · ωk+1 · 8k · n.
Now we are able to show the first important tool for the proof of Theorem 4.13.
Proposition 4.17 (Analog to Lemma 8.7 in [Sem91a]). Let x0, x1, . . . , xk ⊂ Γ
be such that the vectors vi :=
xi−x0
R
, i = 1, . . . , k are almost orthogonal, i.e.
that
| 〈vi, vj〉 − δij | ≤ εk
for all i, j = 1, . . . , k, where
εk := min
8<:2
1
k−1 − 1
k
1
2
,
1
4k
3
2
9=; .
Furthermore, let 18nη
1
2 ≤ 1 and N0 denote the orthogonal projection of Rn onto
the vector space spanned by v1, . . . , vk. Then
|N0(y − x0)| ≤ C(n, k)η 12R
for all y ∈ Γ ∩K(n)R (x0) with C(n, k) := 12 · 36 · ωk+1 · 32k · n.
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Proof. Let us translate the whole setting such that x0 = 0. Let y ∈ Γ∩K(n)R (x0)
with µ := N0(y) 6= 0 and V be the vector space spanned by y and the vectors
v1, . . . , vk. Then there is a unit vector v
⊥ with
˙
v⊥, vi
¸
= 0 for all i = 1, . . . k
and ν1, . . . , νk ∈ R such that y =
Pk
i=1 νixi + µv
⊥. Let us consider the map
g : ∆k+1 → conv(Γ ∩K(n)2R (0)) ∩ V
(λ1, . . . , λk+1)→
kX
i=1
λixi + λk+1y,
where ∆k+1 := {(λ1, . . . , λk+1) ∈ Rk+1 : λi ≥ 0,
Pk+1
i=1 λi ≤ 1}.
We estimate the Jacobian determinant of the function g:
det
`
(Dg)∗ ◦Dg)´ = det(g∗ ◦ g) = det
0BBB@
〈x1, x1〉 . . . 〈x1, xk〉 〈x1, y〉
..
.
. . .
..
.
.
..
〈xk, x1〉 . . . 〈xk, xk〉 〈xk, y〉
〈y, x1〉 . . . 〈y, xk〉 〈y, y〉
1CCCA
= det
0BBBB@
〈x1, x1〉 . . . 〈x1, xk〉
Pk
i=0 νi 〈x1, xi〉
..
.
. . .
..
.
.
..
〈xk, x1〉 . . . 〈xk, xk〉
Pk
i=0 νi 〈xk, xi〉
〈y, x1〉 . . . 〈y, xk〉
Pk
i=0 νi 〈y, xi〉+ µ
˙
y, v⊥
¸
1CCCCA
= det
0BBB@
〈x1, x1〉 . . . 〈x1, xk〉 0
.
..
. . .
.
..
.
..
〈xk, x1〉 . . . 〈xk, xk〉 0
〈y, x1〉 . . . 〈y, xk〉 µ
˙
y, v⊥
¸
1CCCA
= µ2 · det(〈xi, xj〉i,j=1,...,k)
= µ2R2k · det(〈vi, vj〉i,j=1,...,k).
We set wi := (〈v1, vi〉 , . . . , 〈vk, vi〉)T and let e1, . . . , ek denote the standard
basis of Rk. Using the inequality of Hadamard and the multilinearity of the
determinant, we obtain
det(〈vi, vj〉i,j=1,...,k) = det(w1, . . . , wk)
≥ det(e1, . . . , ek)− |det(w1, . . . , wk)− det(e1, . . . , ek)|
= 1− |
kX
i=1
det(e1, . . . , ei−1, wi − ei, wi+1, . . . , wk)|
≥ 1− (sup{1, |w1|, . . . , |wk|})k−1
kX
i=0
|wi − ei|.
Combining this with |wi − ei| ≤
√
k εk and |wi| ≤ 1 +
√
kεk, we get
det(〈vi, vj〉i,j=1,...,k) ≥ 1− (1 +
√
kεk)
k−1k
3
2 εk ≥ 1− 2 ·
1
4
=
1
2
.
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Thus,
det(Dg∗ ◦Dg) ≥ 1
2
µ2R2k.
This implies that the function g is a diffeomorphism onto its image. Using Lemma
4.16 and the area formula, we hence get
C˜(n, k)η
1
2 (2R)k+1 ≥ Hk+1(conv(Γ ∩K(n)2R (x0)) ∩ V ) ≥ Hk+1(Im(g))
=
Z
∆k+1
p
det(Dg∗ ◦Dg)dHk+1 ≥ 1
2
µRkHk+1(∆k+1) =
„
1
2
«k+1
µRk.
with C˜(n, k) := 3 · 36 ωk+18kn and thus
µ ≤ 12 · 36 ωk+132knη
1
2R.
The next lemma will be used to prove the existence of points x0, . . . , xk sat-
isfying the assumptions of Proposition 4.17.
Lemma 4.18. Let Γ ⊂ Rn be a k-dimensional chord-arc submanifold with
η(Γ) ≤ 1
2
, x ∈ Γ, and R > 0.
1. If δ(R) < 1
105·176k , then
T˜x,R(Γ ∩K(n)R (x)) ⊃ T˜x,R(K
(n)
(1−δ(x,R))R(x))
for all T˜x,R ∈ T˜x,R.
2. If δ(R) ≤ 1
105·176k and N0 ∈ Gn,k with
|N0(y − x)|
R
≤ µ < 1
8
∀y ∈ Γ ∩K(n)R (x),
and (δ(R) + µ) ≤ 1
12·8·10·k , then
T0(Γ ∩K(n)R (x)) ⊃ T0(K
(n)
(1−µ)R(x))
where T0 := idRn −N0.
Proof. The proof relies on degree theory combined with calculations that are
similar to those used in the proof of Theorem 4.9.
We consider the map f1 := T˜x,R|Γ∩K(n)
R
(x)
. From (4.57), (4.58), and (??) we
get “
T˜x,R(∂Γ(Γ ∩K(n)R (x)))
”
∩
“
T˜x,R(B
(n)
(1−δ(x,R))R(x))
”
= ∅. (4.66)
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We will show, that there is a point w0 ∈ T˜x,R(B(n)(1−δ(x,R))R(x)) with
deg(f,Γ ∩K(n)R (x), w0) = 1 + 2Z.
From the properties (D1) and (D3) of the degree (cf. Theorem 3.12) and (4.66)
we then get the conclusion of this lemma.
Let y 6= z ∈ Γ ∩K(n)R (x) and N˜y,|z−y| ∈ N˜y,|z−y|. We see that˛˛˛
N˜x,R(z − y)
˛˛˛
≤
˛˛˛
N˜y,|z−y|(z − y)
˛˛˛
+
˛˛˛“
N˜y,|z−y| − N˜x,R
”
(z − y)
˛˛˛
≤
“
δ(R) +
‚‚‚N˜y,|z−y| − N˜x,R‚‚‚” |z − y|
and ‚‚‚N˜y,|z−y| − N˜x,R‚‚‚
≤ −
Z
Γ∩K(n)|z−y|(y)
‖N˜y,|z−y| −N‖dHk +−
Z
Γ∩K(n)|z−y|(y)
‖N − N˜x,R‖dHk
|x−y|≤2R
≤ δ(R) +M2R
“
(N − N˜x,R)
”
(y).
We are looking for a y0 ∈ Γ ∩K(n)R
2
(x) with
M2R
“
(N − N˜x,R)
”
(y0) ≤ 1
4
since for such a point we would get˛˛˛
N˜x,R(z − y0)
˛˛˛
≤ 1
2
|z − y0| ∀z ∈ Γ ∩K(n)R (x) (4.67)
if we combine the last two inequalities
Using the Hardy-Littlewood maximal theorem (cf. Lemma 2.4) and the fact
that HkbΓ has the doubling property we see that
Hk
„
y ∈ Γ ∩K(n)R
2
(x) : M2R
“
(N − N˜x,R)
”
(y) >
1
4
ff«
≤ Hk
 (
y ∈ Γ : M2R
 
(N − N˜x,R)χK(n)5
2R
(x)
!
(y) >
1
4
)!
≤ 4 · 27 · 23k
Z
Γ∩K(n)5
2R
(x)
‖N − N˜x,R‖dHk.
(4.68)
Here χ
K
(n)
5
2R
(x)
denotes the characteristic function of the set K
(n)
5
2R
(x). To estimate
the last integral, let us choose a maximal subset L ⊂ Γ ∩ K(n)5
2R
(x) with the
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property that u 6= v ∈ L implies |u − v| ≥ 1
2
R. From the maximality of the set
we get
S
z∈LK
(n)
R
2
(z) ⊃ K(n)5
2R
(x)∩Γ. Since the balls B(n)1
4R
(z), z ∈ L are pairwise
disjoint and η ≤ 1
2
, we get
#L =
X
z∈L
Hk(Γ ∩B(n)1
4R
(z))
Hk(Γ ∩B(n)1
4R
(z))
(4.17)
≤ 2
ωk
`
1
4
R
´k X
z∈Z
Hk(Γ ∩B(n)1
4R
(z))
≤ 2
ωk
`
1
4
R
´k Hk(Γ ∩B(n)11
4 R
(x))
(4.17)
≤ 3 · 11k
(4.69)
and we see thatZ
Γ∩K(n)5
2R
(x)
‖N − N˜x,R‖dHk ≤
X
z∈L
Z
Γ∩K(n)1
2R
(z)
‖N − N˜x,R‖dHk. (4.70)
For z ∈ Γ∩K(n)5
2R
(x) there is a curve c : [0, l]→ Γ parameterized by the arc-length
joining x and z, i.e. with c(0) = x and c(l) = z, and with l ≤ (1 + η) · 5
2
R ≤ 4R.
We set τi :=
l
8
· i for i = 0, . . . , 8. For N˜
c(τi),
R
2
∈ N˜
c(τi),
R
2
we get
‖N − N˜x,R‖ ≤ ‖N − N˜z,R2 ‖+
8X
i=1
‖N˜
c(τi),
R
2
− N˜
c(τi−1),R2
‖+ ‖N˜
x,R2
− N˜x,R‖
≤ ‖N − N˜
z,R2
‖+
8X
i=1
“
‖N˜
c(τi),
R
2
− N˜c(τi−1),R‖+ ‖N˜c(τi−1),R − N˜c(τi−1),R2 ‖
”
+ ‖N˜
x,R2
− N˜x,R‖.
For v, u ∈ Γ with K(n)R
2
(v) ⊂ K(n)R (u) we have
‖N˜
v,R2
− N˜u,R‖ = −
Z
Γ∩K(n)
R
2
(v)
‖N˜
v,R2
− N˜u,R‖Hk
≤ −
Z
Γ∩K(n)
R
2
(v)
‖N˜
v,R2
−N‖Hk +−
Z
Γ∩K(n)
R
2
(v)
‖N − N˜u,R‖Hk
KR
2
(v)⊂KR(u)
≤ δ(R) + H
k(Γ ∩K(n)R (u))
Hk(Γ ∩K(n)R
2
(v))
−
Z
Γ∩K(n)
R
(u)
‖N − N˜u,R‖Hk
≤ δ(R) + 1 + η
1− η 2
kδ(R) ≤ (1 + 3 · 2k) · δ(R),
and we obtain, since |c(τ(i))− c(τ(i− 1))| ≤ 1
2
R,
‖N − N˜x,R‖ ≤ ‖N − N˜z,R2 ‖+ 17 · (1 + 3 · 2
k) · δ(R). (4.71)
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Combining the inequalities (4.68) – (4.71) we get
Hk
„
y ∈ Γ ∩K(n)R
2
(x) : M2R
“
(N − N˜x,R)
”
(y) > 1
4
ff«
Hk(Γ ∩K(n)R
2
(x))
≤ 4 · 27 · 8
k
1
2
ωk
“
R
2
”k X
z∈L
0B@Z
Γ∩K(n)
R
2
(z)
‖N − N˜x,R‖dHk
1CA
≤ 8 · 27 · 16
k
ωkRk
X
z∈L
Hk(Γ ∩K(n)R
2
(z) ∩ Γ) ·
 
−
Z
Γ∩K(n)
R
2
(z)∩Γ
‖N − N˜
z,R2
‖dHk
+ 17 · (1 + 3 · 2k) · δ(R)
!
≤
X
z∈L
4 · 27 · 8k · 3
0B@−Z
Γ∩K(n)
R
2
(z)
‖N − N˜
z,R2
‖dHk + 17 · (1 + 3 · 2k) · δ(R)
1CA
≤ (#L) · 12 · 27 · 8k ·
“
1 + 17 · (1 + 3 · 2k)
”
· δ(R)
≤ 3 · 12 · 27 · 18 · 4 · 176kδ(R) ≤ 105 · 176kδ(R) < 1.
So we can find a y0 ∈ Γ ∩K(n)R
2
(x) such that˛˛˛
M2R
“
(N − N˜x,R)
”
(y0)
˛˛˛
≤ 1
4
,
and we have by (4.67)
|N(z − y0)| ≤ 1
2
|z − y0| ∀z ∈ Γ ∩K(n)R (x) (4.72)
and ‚‚‚N(y0)− N˜x,R‚‚‚ = lim
r→0−
Z
Kr(y0)∩Γ
‚‚‚N − N˜x,R‚‚‚ dHk
≤
˛˛˛
M2R
“
(N − N˜x,R)
”
(y0)
˛˛˛
≤ 1
4
.
(4.73)
Now we will use (4.72) and (4.73) to show that deg(f1,Γ ∩ K(n)R (x), w0) =
1 + 2Z for w0 := f1(y0). Since y0 ∈ K(n)R
2
(x) and δ(x,R) ≤ 1
2
we get w0 ∈
T˜x,R(B
(n)
(1−δ(x,R))R(x)). From (4.72) we get f
−1
1 (w0) = {y0} and (4.73) tells us
that w0 is a regular value of f1, since otherwise there would exist a v ∈ Ty0Γ
with |v| = 1, DT˜x,R(v) = T˜x,R(v) = 0 and thus‚‚‚N(y0)− N˜x,R‚‚‚ = ‚‚‚T (y0)− T˜x,R‚‚‚ ≥ |(T (y0)− T˜x,R )(v)|
≥ |T (y0)(v)| − |T˜x,R(v)| = |v| − |0| = 1.
4.4. η SMALL IMPLIES γ SMALL 93
Hence,
deg(f1,Γ ∩K(n)R (x), w0) = 1 + 2Z.
So we have shown the first part of the lemma.
To show the second part, we set f2 := T0|
Γ∩K(n)
R
(x)
and translate Rn such
that we can assume x = 0. Arguing as above, it is enough to find a point
w0 ∈ T0(B(n)(1−µ)R(0)) with deg(f2,Γ ∩K
(n)
R (0), w0) = 1 + 2Z since
T0(∂Γ(Γ ∩K(n)R (0))) ∩ T0(B
(n)
(1−µ)R(0)) = ∅.
First we will estimate ‖N0 − N˜0,R‖. Let e˜1, . . . , e˜k be an orthonormal basis
of Im(T˜0,R). Using the first part, we can find v1, . . . , vk ∈ Γ ∩ K(n)R (0) with
T˜0,R(vi) = (1− δ(R))Re˜i. If we fix wi := 1(1−δ(R))RT0(vi), we get
|wi − e˜i| = 1
(1− δ(R))R
˛˛˛
T0(vi)− T˜0,R(vi)
˛˛˛
δ(R)≤ 12≤ 2
R
˛˛˛
N0(vi)− N˜0,R(vi)
˛˛˛
≤ 2
R
“˛˛˛
N˜0,R(vi)
˛˛˛
+ |N0(vi)|
”
≤ 2(δ(R) + µ)
for i = 1, . . . k. Let A,B : Rk → Rn be the linear mappings represented by the
matrices (w1, . . . , wk) and (e1, . . . , ek). Then we get
‖A−B‖ ≤ 2k(δ(R) + µ) ≤ 1
12 · 8 < 1.
Hence, the vectors w1, . . . , wk are linearly independent since otherwise there
would be a vector u ∈ Sk−1 with
A(u) = 0
and thus
‖A−B‖ ≥ |(A−B)(u)| ≥ |B(u)| − |A(u)| = 1.
Hence, we can apply the normal equations (cf. [Sto99, p. 235–237])
T0 = A ◦ (A∗ ◦A)−1 ◦A∗
and
T˜0,R = B ◦ (B∗ ◦B)−1 ◦B∗
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and we can estimate‚‚‚T0 − T˜0,R‚‚‚ = ‚‚‚A ◦ (A∗ ◦A)−1 ◦A∗ −B ◦ (B∗ ◦B)−1 ◦B∗‚‚‚
≤
‚‚‚A ◦ (A∗ ◦A)−1 ◦A∗ −B ◦ (A∗ ◦A)−1 ◦A∗‚‚‚
+
‚‚‚B ◦ (A∗ ◦A)−1 ◦A∗ −B ◦ (B∗ ◦B)−1 ◦A∗‚‚‚
+
‚‚‚B ◦ (B∗ ◦B)−1 ◦A∗ −B ◦ (B∗ ◦B)−1 ◦B∗‚‚‚
≤ ‖A−B‖
‚‚‚(A∗ ◦A)−1‚‚‚ ‖A∗‖+ ‖B‖ ‚‚‚(A∗ ◦A)−1 − (B∗ ◦B)−1‚‚‚ ‖A∗‖
+ ‖B‖
‚‚‚(B∗ ◦B)−1‚‚‚ ‖A∗ −B∗‖.
Combining this with
‖B‖ = 1,
‖A∗‖ = ‖A‖ ≤ ‖B‖+ ‖A−B‖ < 2,
‖idk −A∗A‖ ≤ 5k(δ(R) + µ) ≤
1
12 · 8 ,‚‚‚(A∗ ◦A)−1‚‚‚ ≤ 1
1− ‖idRk −A∗ ◦A‖
≤ 2,‚‚‚(A∗ ◦A)−1 − (B∗ ◦B)−1‚‚‚ = ‚‚‚(A∗ ◦A)−1 − idRk‚‚‚
≤
‚‚‚(A∗ ◦A)−1‚‚‚ · ‖idRk −A∗ ◦A‖ ≤ 10k · (δ(R) + µ) < 112 · 8 ,
we get ‚‚‚T0 − T˜0,R‚‚‚ ≤ 1
8
. (4.74)
In the proof of the first part we have shown that there is a y0 ∈ Γ ∩K(n)R/2(0) ⊂
K
(n)
(1−µ)R(0) with ˛˛˛
M2R
“
(N − N˜0,R)
”
(y0)
˛˛˛
≤ 1
4
and that this implies˛˛˛
N˜0,R(z − y0)
˛˛˛
≤ 1
2
|z − y0| ∀z ∈ Γ ∩K(n)R (0)
and ‚‚N(y0)−N0,R‚‚ ≤ 1
4
.
Combined with (4.74) this leads to
|N0(z − y0)| ≤
˛˛˛“
N0 − N˜0,R
”
(z − y0)
˛˛˛
+
˛˛˛
N˜0,R(z − y0)
˛˛˛
≤ 7
8
|z − y0|
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for all z ∈ K(n)R (0) and
‖N(y0)−N0‖ ≤ ‖N(y0)− N˜0,R‖+
‚‚‚N0 − N˜0,R‚‚‚ ≤ 3
8
.
From these estimates and setting w0 := T0(y0) we get in the same way as in the
first part that
deg(f2,Γ ∩K(n)R (0), w0) = 1 + 2Z.
Let us now show that in fact
δ(R) ≤ Cη 12
if δ(R) and η are small enough.
Lemma 4.19. There is an ε = ε(n, k) > 0 and a constant C = C(n, k) < ∞
such that for every k-dimensional chord-arc submanifold Γ ⊂ Rn of dimension
k
η, δ(R) ≤ ε
implies
δ(R) ≤ C(n, k)η 12 .
Proof. Let x ∈ Γ, R > 0, T˜x,R ∈ T˜x,R, and let e1, . . . , ek be an orthonormal
basis of Im(T˜x,R). Lemma 4.18 shows that there are x1, . . . , xk ∈ Γ ∩ K(n)R (x)
such that T˜x,R(xi − x) = (1− δ(R))Rei. We get˛˛˛˛fi
xi − x
R
,
xj − x
R
fl
− δij
˛˛˛˛
≤
˛˛˛˛
1
R2
“D
T˜x,R(xi − x), T˜x,R(xj − x)
E
+
D
N˜x,R(xi − x), N˜x,R(xj − x)
E”
− δij
˛˛˛˛
≤ 2δ(R)2 ≤ εk
if δ(R) is small enough and εk := min

k−1√2−1
k
1
2
, 1
4k
3
2
ff
is as in Proposition 4.17.
By Proposition 4.17 there is an N0 ∈ Gn,n−k such that
|N0(y − x)| ≤ Cη 12R
for all y ∈ Γ ∩K(n)R (x). So it remains to prove that
−
Z
Γ∩K(n)
R
(x)
‖N −N0‖dHk ≤ Cη 12 .
Let us translate and rotate the whole picture in such a way that we get x = 0
and Im(T0) = Rk × {0}. By Lemma 4.18
T0(Γ ∩K(n)R (0)) ⊃ K
(k)
(1−Cη
1
2 )R
(0)× {0}.
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Defining
X :=
“
Γ ∩K(n)R (0)
”
∩
„
K
(k)
(1−Cη
1
2 )R
(0)× Rn−k
«
⊃ Γ ∩K(n)
(1−Cη
1
2 )R
(0)
we get
Hk
“`
Γ ∩K(n)R (0)
´−X” = Hk “Γ ∩K(n)R (0)”−Hk(X)
(4.17)
≤ (1 + η)ωkRk − (1− η)ωk
“
(1− Cη 12 )R
”k ≤ Cη 12Rk (4.75)
if η is small enough since the function ξ → 1 + ξ2 − (1 − ξ2)(1 − Cξ)k is 0 at
ξ = 0 and differentiable at this point.
Let J(y) be the Jacobian determinant of F := T0|Γ, i.e.
J(y) :=
p
det(DF ∗(y) ◦DF (y)).
Using the area formula and the fact that by Lemma 4.18
T−10 (y) ∩X 6= ∅
for all y ∈ K(k)
(1−Cη
1
2 )R
(0)× {0} we get
Z
X
J(y)dHk(y) =
Z
K
(k)
(1−C√η)R(0)×{0}
H0(T−10 (y) ∩X)dHk(y)
≥ ωk((1− Cη
1
2 )R)k.
(4.76)
Now, we show that
J(y) ≤ 1− ‖T (y)− T0‖
2
4n
. (4.77)
In order to prove (4.77) we first deduce
det(DF ∗(y) ◦DF (y)) = det(idRn − T0 ◦N(y) ◦ T0).
This is true because DF (y) = T0|TyΓ, DF ∗(y) = T (y) ◦ T0 and thus
det(DF ∗(y) ◦DF (y)) = det(T (y) ◦ T0|TyΓ) = det(T (y) ◦ T0 ◦ T (y) +N(y)).
Furthermore, we have used
T (y) ◦ T0 ◦ T (y) +N(y) = T (y) ◦ (idRn −N0) ◦ T (y) +N(y)
= T (y) +N(y)− T (y) ◦N0 ◦ T (y) = idRn − T (y) ◦N0 ◦ T (y).
Since idRn − T (y) ◦ N0 ◦ T (y) is a symmetric matrix, the inequality between
arithmetic and geometric mean leads to
J2(y) = det(idRn − T (y) ◦N0 ◦ T (y)) ≤
„
trace(idRn − T (y) ◦N0 ◦ T (y))
n
«n
.
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Now,
trace(T (y) ◦N0 ◦ T (y)) = trace(T (y) ◦N0)
= trace(T (y)− T (y) ◦ T0) = k − trace(T (y)T0)
=
1
2
trace
`
(T (y)− T0)2
´ ≥ 1
2
‖T (y)− T0‖2
yields
J(y) ≤
„
1− ‖T (y)− T0‖
2
2n
«n
2
≤
„
1− ‖T (y)− T0‖
2
2n
« 1
2
≤ 1− ‖T (y)− T0‖
2
4n
.
Thus (4.77) is proven. Combining (4.77) with (4.76), we getZ
X
‖T (y)− T0‖2dHk(y) ≤ 4n
Z
X
1− J(y)dHk(y)
≤ 4nHk(X)− 4nωk((1− Cη
1
2 )R)k
≤ 4n(1 + η)ωkRk − 4nωk((1− Cη
1
2 )R)k
≤ Cη 12Rk,
and thus Z
X
‖N(y)−N0‖2dHk(y) ≤ Cη 12Rk. (4.78)
Using (4.75) and (4.78) we finally get
−
Z
Γ∩K(n)
R
(0)
‖N −N0‖dHk ≤ −
Z
Γ∩K(n)
R
(0)
‖N −N0‖2dHk
=
1
Hk(Γ ∩K(n)R (0))
 
4Hk(Γ ∩K(n)R (0))−X)
+
Z
X
‖N −N0‖2dHk
!
(4.75)&(4.78)
≤ Cη 12 .
Next, let us prove the following lemma.
Lemma 4.20. Let 0 < ε ≤ 1
2
, a := k
√
1 + ε < 2 and assume that
δ(R), η ≤ ε.
Then
δ(aR) ≤ 17ε.
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Proof. For R ≤ r ≤ aR and x ∈ Γ we calculate
−
Z
Γ∩K(n)r (x)
‖N − N˜x,R‖dHk
=
1
Hk(Γ ∩K(n)r (x))
 Z
(Γ∩K(n)r (x))−K(n)R (x)
‖N − N˜x,R‖dHk
+
Z
Γ∩K(n)
R
(x)
‖N − N˜x,R‖dHk
!
≤ 2H
k((Γ ∩K(n)r (x))−K(n)R (x))
Hk(Γ ∩K(n)r (x))
+
Hk(Γ ∩K(n)R (x))
Hk(Γ ∩K(n)r (x))
−
Z
Γ∩K(n)
R
(x)
‖N − N˜x,R‖dHk
≤ 2 (1 + η)(aR)
k − (1− η)Rk
(1− η)Rk + δ(R) ≤ 4
“
ak − 1 + (ak + 1)η
”
+ δ(R)
≤ 17ε.
Now let y ∈ K(n)r (x) ∩ Γ. If y ∈ K(n)R (x), then we get˛˛˛
N˜x,R(y − x)
˛˛˛
≤ δ(R)R.
If y /∈ K(n)R (x), there is a curve c : [0, l] → Γ parameterized by arc-length, with
c(0) = x, c(l) = y and l ≤ (1+η)r and there is a t0 ∈ [R, l] with c(t0) ∈ ∂K(n)R (x).
We get
|N˜x,R(y − x)| ≤ |N˜x,R(c(l)− c(t0))|+ |N˜x,R(c(t0)− c(0))|
≤ |c(l)− c(t0)|+ δ(R)R ≤ (l − t0) + δ(R)R
≤ (1 + η)r −R+ δ(R)R = r −R+ δ(R)R+ ηr
R≥ r
a≤
„
a− 1
a
+ δ(R) + η
«
r
a≥1
≤ (a− 1 + δ(R) + η) r
≤ 3εr.
Proof of Theorem 4.13. Let 0 < ε := ε(n, k) ≤ 1
2
be so small that the conclusions
of Lemma 4.19 and Lemma 4.20 hold and let C = C(n, k) be the constant from
Lemma 4.19. Let us now consider a k-dimensional chord-arc submanifold with
Cη
1
2 ≤ ε
17
.
Since chord-arc submanifolds are C1 and since Lemma 4.2 holds, there is an
R0 > 0 such that
δ(R0) ≤ ε
17
.
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Applying Lemma 4.20, we get
δ(aR0) ≤ ε.
for a := k
q
1 + ε
17
and hence Lemma 4.19 implies
δ(aR0) ≤ Cη 12 ≤ ε
17
.
Repeating this procedure, we get
δ(alR0) ≤ Cη 12 .
for all l ∈ N and hence
δ ≤ Cη 12 .
By (4.56) we finally get
γ ≤ 5Cη 12 .
4.5 Approximation of Chord-Arc Submanifolds
As Example 4.7 shows, chord-arc submanifolds need not be graphs on a given
scale no matter how small the chord-arc constant might be. Nevertheless, we will
learn in this chapter that we can choose an arbitrary radius and can approximate
chord-arc submanifolds Γ with small constants by other chord-arc submanifolds
which are graphs inside of balls of this radius centered in Γ. Furthermore, we will
show that these submanifolds coincide with Γ if the radius is small enough, and
that the whole approximating submanifold is the graph of a function if the radius
is big. These facts can be used to show that chord-arc submanifolds with small
constants inherit some properties of linear subspaces of the Euclidean space. As
an application, we will show in the last chapter that chord-arc submanifolds with
small constants are diffeomorphic to a k-dimensional sphere and are unknotted.
Let δ : Rn → [0,∞) be a Lipschitz continuous function with Lipschitz con-
stant smaller or equal to one and let Γ ⊂ Rn be a k-dimensional chord-arc
submanifold. As before we will use the abbreviation γ := γ(Γ). Furthermore, let
Fαδ :=
(
x ∈ Γ : sup
Tx,4δ(x)∈Tx,4δ(x)
M4δ(x)(‖T − Tx,4δ(x)‖)(x) ≤ αγ
)
,
and
Z := {x ∈ Γ : δ(x) = 0}.
Let us remind the reader that we have introduced the notion of a function over
an element of the Grassmannian and the notion of the graph of such a function
in Definition 2.12.
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Theorem 4.21. There are constants ε = ε(n, k) > 0, a = a(n, k) > 0 and
constants 0 < M = M(n, k) < ∞, C = C(n, k) < ∞ such that for every chord-
arc submanifold Γ ⊂ Rn of dimension k and α ≥M with
αγ(Γ) ≤ ε
there is a k-dimensional chord-arc submanifold Γαδ ⊂ Rn with the following
properties:
1. For all x ∈ Γ we have
Hk((Γ− Fαδ ) ∩K(n)1
2 δ(x)
(x)) ≤ C exp(−aα)δ(x)k.
2. We have
Fαδ ∪ Z ⊂ Γαδ ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y).
3. For every x ∈ Γ and Tx,4δ(x) ∈ Tx,4δ(x) the set
Γαδ ∩K(n)1
12·32 δ(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function
g over Tx,4δ(x) with Lipschitz constant smaller than Cαγ.
4. There is an 0 < R <∞ such that
Γ−K(n)R (0) = Γαδ −K
(n)
R (0).
Before starting the proof of this theorem, we will gather some technical facts.
For every nonnegative Lipschitz function δ on a metric space (X, d) with a Lip-
schitz constant less than one we get for all x, z ∈ X with x ∈ K(n)1
2 δ(z)
(z)
δ(x) = δ(z) + (δ(x)− δ(z)) ≤ δ(z) + d(x, z) ≤ 3
2
δ(z)
and
δ(x) = δ(z) + (δ(x)− δ(z)) ≥ δ(z)− d(x, z) ≥ 1
2
δ(z).
This leads to the estimate
1
2
δ(z) ≤ δ(x) ≤ 3
2
δ(z) < 2δ(z). (4.79)
for all x, z ∈ X with x ∈ K(n)1
2 δ(z)
(z).
The following lemma will be very helpful in the remaining part of this work.
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Lemma 4.22. Let Γ ⊂ Rn be a k-dimensional chord-arc submanifold which
satisfies the Ahlfors regularity condition
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (x)) ≤ 2ωkRk for all x ∈ Γ, R > 0. (4.80)
1. Assume we have x, y ∈ Rn, M ∈ (0,∞], and r2 ≥ r1 > 0 with
r2
r1
≤M
and K
(n)
r1 (x) ⊂ K(n)r2 (y). Then
‖Tx,r1 − Ty,r2‖ ≤ 5Mkγ
for all Tx,r1 ∈ Tx,r1 , Ty,r2 ∈ Ty,r2 .
2. Assume we have x, y ∈ Rn, M ∈ (0,∞], and r2 ≥ r1 > 0 with
r2
r1
≤M
and
|x− y|
r1
≤M.
Then
‖Tx,r1 − Ty,r2‖ ≤ 10 · 2kMkγ
for all Tx,r1 ∈ Tx,r1 , Ty,r2 ∈ Ty,r2 .
Proof. The proof is just a straightforward calculation. In the first situation we
get
‖Tx,r1 − Ty,r2‖ = −
Z
Γ∩K(n)r1 (x)
‖Tx,r1 − Ty,r2‖dHk
≤ −
Z
Γ∩K(n)r1 (x)
‖Tx,r1 − T‖dHk +−
Z
Γ∩K(n)r1 (x)
‖T − Ty,r2‖dHk
≤ γ + H
k(Γ ∩K(n)r2 (y))
Hk(Γ ∩K(n)r1 (x))
−
Z
Γ∩K(n)r2 (y)
‖T − Ty,r2‖dHk
(4.80)
≤ γ + 4
„
r2
r1
«k
γ ≤ 5Mkγ.
In the second case we set r := |x− y|+ r2 and calculate
‖Tx,r1 − Ty,r2‖ ≤ ‖Tx,r1 − Tx,r‖+ ‖Tx,r − Ty,r2‖
and apply the first case to get
‖Tx,r1 − Ty,r2‖ ≤ 10
„
r
r1
«k
γ ≤ 10 (2M)kγ.
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Theorem 4.9 shows that the Ahlfors regularity condition (4.80) in the assump-
tions of Lemma 4.22 is satisfied if γ(Γ) is small enough.
The starting point for the proof of Theorem 4.21 will be the following corollary
to Theorem 4.9.
Lemma 4.23. There is an ε = ε(n, k) > 0 and constants C = C(n, k) < ∞,
a = a(n, k) > 0 such that for every Lipschitz continuous function δ : Rn →
(0,∞) with Lipschitz constant less or equal to one, every chord-arc submanifold
Γ ⊂ Rn of dimension k with
γ = γ(Γ) ≤ ε,
and every α > 20 · 8k with αγ(Γ) ≤ 1
6
we have the following:
1. For all x ∈ Γ and Tx,4δ(x) ∈ Tx,4δ(x) the set
Fαδ ∩K
(n)
δ(x)
2
(x)
is a subset of the graph of a C1 function g over Tx,4δ(x) with Lipschitz
constant smaller than Cαγ.
2. For all x ∈ Γ we have
Hk((Γ− Fαδ ) ∩K(n)1
2 δ(x)
(x)) ≤ C exp(−aα)δ(x)k.
Proof. Let x ∈ Γ. For Tx,2δ(x) ∈ Tx,2δ(x) and Tx,8δ(x) ∈ Tx,8δ(x) we consider
the sets
F1 := {z ∈ Γ ∩K(n)1
2 δ(x)
(x) : M8δ(x)(T − Tx,8δ(x))(z) ≤
1
2
αγ}
F2 := {z ∈ Γ ∩K(n)1
2 δ(x)
(x) : M2δ(x)(T − Tx,2δ(x))(z) ≤ 2αγ}.
Our aim is to show that
F1 ⊂
„
Fαδ ∩K(n)1
2 δ(x)
(x)
«
⊂ F2. (4.81)
Applying Theorem 4.9, the lemma will follow easily from these inclusions.
Let z ∈ K(n)1
2 δ(x)
(x). We have
|z − x|
δ(x)
≤ 1
2
and from (4.79) we get
|z − x|
δ(z)
≤ 1.
Hence, we obtain for Tz,4δ(z) ∈ Tz,4δ(z), using Lemma 4.22 and (4.79),
‖Tz,4δ(z) − Tx,2δ(x)‖ ≤ 10 · 8kγ,
‖Tz,4δ(z) − Tx,8δ(x)‖ ≤ 10 · 8kγ.
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For z ∈ F1 and 4δ(z) > r > 0 we have
−
Z
Γ∩K(n)r (z)
‖T − Tz,4δ(z)‖dHk
≤ −
Z
Γ∩K(n)r (z)
‖T − Tx,8δ(x)‖dHk + ‖Tz,4δ(z) − Tx,8δ(x)‖
8δ(x)≥4δ(z)≥r
≤ 1
2
αγ + 10 · 8kγ
10·8k≤α2≤ αγ.
So F1 ⊂ Fαδ ∩K
(n)
1
2 δ(x)
(x).
For every z ∈ Fαδ ∩K
(n)
1
2 δ(x)
(x) and 2δ(x) ≥ r > 0 we get
−
Z
Γ∩K(n)r (z)
‖T − Tx,2δ(x)‖dHk
≤ −
Z
Γ∩K(n)r (z)
‖T − Tz,4δ(z)‖dHk + ‖Tx,2δ(x) − Tz,2δ(z)‖
4δ(z)≥2δ(x)≥r
≤ αγ + 10 · 8kγ
10·8k≤α2≤ 2αγ.
Hence, Fαδ ∩K
(n)
1
2 δ(x)
(x) ⊂ F2 and we have shown (4.81).
Now, let ε = ε(n, k) > 0 be the constant from Theorem 4.9 and let γ ≤ ε.
Using Theorem 4.9 with µ = 2αγ ≤ 1
3
and R = 1
2
δ(x) we get that F2 is part
of the graph of a C1 function over Tx,2δ(x) with Lipschitz constant smaller than
Cαγ. From this, (4.81),
‖Tx,2δ(x) − Tx,4δ(x)‖
Lemma 4.22
≤ 10 · 4kγ,
and Lemma 2.13, the first part of the lemma follows.
If we apply Theorem 4.9 again with µ = 1
2
αγ and R = 2δ(x), we get
Hk((Γ− Fαδ ) ∩K(n)1
2 δ(x)
(x)) ≤ C exp(−1
2
aα)δ(x)k.
The idea behind the proof of Theorem 4.21 is to patch together all graphs we
get using Lemma 4.23. We will do this patching in several steps. During one of
these steps, we will work simultaneously on a collection of balls that are so far
away from each other that the changes we make within one of these balls have
no effect on other balls. We will now start to prepare the construction of these
balls.
Let σ > 0, (X, d) be a metric space, A ⊂ X, and δ : X → (0,∞) be a Lipschitz
function with Lipschitz constant smaller or equal to one. Furthermore, let F be
the set of all subsets B ⊂ A with the property
d(x, y) > σδ(x)
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for all x, y ∈ B with x 6= y. We equip F with the order ”⊂” and want to apply
Zorn’s lemma to get a maximal set in F. So we have to show that every totally
ordered subset has an upper bound. Let F′ be a totally ordered subset and set
C :=
[
B∈F′
B.
Hence, B ⊂ C for every B ∈ F′ and so C is an upper bound of F′. Let x, y ∈ C
with x 6= y. Then there are Bx, By ∈ F′ with x ∈ Bx and y ∈ By . Since F′ is
totally ordered, we have either Bx ⊂ By or By ⊂ Bx. Let us assume without loss
of generality that Bx ⊂ By and thus x, y ∈ By . From this we get d(x, y) > σδ(x),
and we have shown that C ∈ F.
From Zorn’s lemma we get a subset L ∈ F which is maximal with respect to
the order “⊂”. Later on we will just call such a set a “maximal subset L ⊂ A
with the property that d(x, y) ≥ σδ(x) for all x, y ∈ L with x 6= y”.
For such a maximal set L one immediately gets that the balls K 1
4σδ(y)
(y),
y ∈ L are pairwise disjoint and for every y ∈ A there is a z ∈ L such that
d(y, z) ≤ σmax{δ(y), δ(z)}. (4.82)
The next lemma shows that the balls K3σδ(y)(y), y ∈ L, cover a small collar
around A if L ⊂ A is such a maximal subset. That will be the reason why it is
enough to work only with these balls later on.
Lemma 4.24. Let (X, d) be a metric space, 1
4
≥ σ > 0, δ : X → (0,∞) be a
Lipschitz function with Lipschitz constant smaller or equal to one, A ⊂ X, and
L ⊂ A be a maximal set with the property that d(x, y) ≥ σδ(x) for all x, y ∈ L
with x 6= y.
1. Then
A ⊂
[
z∈L
K2σδ(z)(z)
and for every y ∈ A there is a z ∈ L such that
K 1
2σδ(y)
(y) ⊂ K3σδ(z)(z).
2. If furthermore µ is a measure on X satisfying
1
2
ωkR
k ≤ µ(KR(x)) ≤ 2ωkRk (4.83)
for all x ∈ A and R > 0, then there is a constant Q = Q(k, σ) depending
only on k and σ, and sets Li, i = 0, . . . , Q, L0 = ∅, with L =
SQ
i=0 Li and
d(x, y) > 1
4
δ(x) for all x, y ∈ L with x 6= y.
Proof. To prove the first part, let y ∈ A. Using (4.82) we get a point z ∈ L
satisfying
d(y, z) ≤ σmax{δ(y), δ(z)}.
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Since σ ≤ 1
2
and (4.79),
δ(y) ≤ 2δ(z) (4.84)
and thus
d(y, z) ≤ 2σδ(z). (4.85)
From this the first inclusion follows. The second inclusion holds since
K 1
2σδ(y)
(y)
(4.84)⊂ Kσδ(z)(y)
(4.85)⊂ K3σδ(z)(z).
To prove the second part, let us define the sets Li recursively in the following
way: Set L0 := ∅. If L0, . . . , Li are already defined, we let Li+1 be a maximal
subset of L− `Sij=0 Lj´ with the property that
d(x, y) ≥ 1
4
δ(x)
for all x, y ∈ Li+1 with x 6= y.
Applying the first part on Li+1, we get
L−
“ i[
j=0
Lj
”
⊂
[
z∈Li+1
K 1
2 δ(z)
(z). (4.86)
Let us assume that i ∈ N0 is such that
i[
j=0
Lj 6= L.
Then Li+1 6= ∅, i.e. there is a y ∈ Li+1. Since y ∈ L −
`Sj
k=0 Lk
´
for every
j = 0, . . . , i, we get using (4.86) that there are zj ∈ Lj , j = 1, . . . , i+ 1, with
d(zj , y) ≤ 1
2
δ(zj).
Equation (4.79) shows that
1
2
δ(y) ≤ δ(zj) ≤ 2δ(y) (4.87)
and thus
Kσδ(zj)(zj) ⊂ K3δ(y)(y). (4.88)
From the fact that the balls K 1
4σδ(zj)
(zj) are pairwise disjoint, the Ahlfors
regularity (4.83), and the above calculations we conclude that
i+ 1 =
i+1X
j=1
µ(K 1
4σδ(zj)
(zj))
µ(K 1
4σδ(zj)
(zj))
(4.83)
≤
i+1X
j=1
2 · 4k
ωkσkδ(zj)k
µ(K 1
4σδ(zj)
(zj))
(4.87)
≤ 2 · 8
k
ωkσkδ(y)k
µ(
i+1[
j=1
K 1
4σδ(zj)
(zj))
(4.88)
≤ 2 · 8
k
ωkσkδ(y)k
µ(K3δ(y)(y))
(4.83)
≤ 4 · 24
k
σk
.
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Thus
Q[
i=1
Li = L
with
Q(k, σ) :=
—
4 · 24k
σk

.
We use this lemma to construct the collections of balls we need to prove
Theorem 4.21. Let A := X := Γ ⊂ Rn be a k-dimensional chord-arc submanifold,
δ : Rn → (0,∞) be a Lipschitz continuous function with a Lipschitz constant
smaller or equal to one, and let L ⊂ Γ be a maximal subset with the property that
d(x, y) := |x − y| ≥ 1
6·32 δ(x) for all x, y ∈ Γ with x 6= y. Applying Lemma 4.24
with σ = 1
6·32 , we get sets Li, i = 0, . . . , Q = Q(k), L0 = ∅, with L =
SQ
i=0 Li
and
d(x, y) >
1
4
δ(x) (4.89)
for all x, y ∈ L with x 6= y. Furthermore, for every y ∈ Γ there is a z ∈ L with
K
(n)
1
12·32 δ(y)
(y) ⊂ K(n)1
2·32 δ(z)
(z). (4.90)
We will now recursively construct sets Γαδ,i by patching together the graphs
we get from Lemma 4.23 inside the balls K
(n)
1
32 δ(z)
(z), z ∈ Sij=0 Lj .
Proposition 4.25. There are constants ε = ε(n, k) > 0, C = C(n, k) <∞ and
M = M(n, k) <∞ such that for every α ≥M with
αγ(Γ) ≤ ε
there are closed sets Γαδ,i, i = 0, . . . , Q, with the following properties:
I Fαδ ⊂ Γαδ,i ⊂
S
y∈ΓK
(n)
Cαγδ(y)
(y).
II For all z ∈ Sij=0 Lj and all Tz,4δ(z) ∈ Tz,4δ(z) the set
Γαδ,i ∩K(n)1
64 δ(z)
(z)
is the intersection of the ball K
(n)
1
64 δ(z)
(z) with the graph of a C1 function
g over Tz,4δ(z) with Lipschitz constant smaller than Cαγ.
III For all y ∈ Γ and all Ty,4δ(y) ∈ Ty,4δ(y) the set
Γαδ,i ∩K(n)1
32 δ(y)
(y)
is contained in the graph of a C1 function g over Ty,4δ(y) with Lipschitz
constant smaller than Cαγ.
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Proof. Let γ be so small that Theorem 4.9 holds and such that
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (x)) ≤ 2ωkRk, ∀x ∈ Γ, R > 0. (4.91)
If α is big enough and αγ is small enough, we deduce from Lemma 4.23 and
(4.91) that
Hk(Fαδ ∩K(n)1
64 δ(x)
(x))
≥ Hk(Γ ∩K(n)1
64 δ(x)
(x))−Hk((Γ− Fαδ ) ∩K(n)1
2 δ(x)
(x))
≥
 
ωk
2
„
1
64
«k
− C exp(−aα)
!
δ(x)k
> 0.
So we can assume that
Fαδ ∩K(n)1
64 δ(x)
(x) 6= ∅ ∀x ∈ Γ. (4.92)
We set
Γαδ,0 := F
α
δ .
Lemma 4.23 implies that Γαδ,0 has all the properties keeping in mind that L0 = ∅.
For i = 0, . . . , Q− 1 let Γαδ,i be already constructed with the three properties
above. For z ∈ Li+1 we know from Property III that the set
Γαδ,i ∩K(n)1
32 δ(z)
(z)
is contained in the graph of a C1 function gz over Tz,4δ(z) with Lipschitz constant
smaller than Cαγ. We then set
Γαδ,i+1 := Γ
α
δ,i ∪
 [
z∈Li+1
„
graph(gz) ∩K(n)1
64 δ(z)
(z)
«!
and observe that this is a closed set. Using the fact that Γαδ,i has the Property
II and that K
(n)
1
64 δ(z)
(z) ∩K(n)1
64 δ(z˜)
(z˜) = ∅ for all z˜ ∈ Li+1 − {z}, one can easily
see that Γαδ,i+1 has the Property II. So we only have to show that Γ
α
δ,i+1has the
Properties I and III in order to finish the proof.
Let us start with I. Since Γαδ,i ⊂ Γαδ,i+1 we get
Fαδ ⊂ Γαδ,i+1
and
Γαδ,i+1 −
„ [
z∈Li+1
K
(n)
1
64 δ(z)
(z)
«
⊂ Γαδ,i ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y).
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To prove that Γαδ,i+1 satisfies I, we only have to show that
graph(gz) ∩K(n)1
64 δ(z)
(z) ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y)
for all z ∈ Li+1. Let z ∈ Li+1 and let us rotate and translate the whole space
such that z = 0 and Im(Tz,4δ(z)) = Rk × {0}. We set
Π : Rn → Rk, (x1, . . . , xn)→ (x1, . . . , xk)
Π⊥ : Rn → Rn−k, (x1, . . . , xn)→ (xk+1, . . . , xn).
Since
∅
(4.92)
6= Fαδ ∩K(n)1
64 δ(0)
(0) ⊂ graph(g0) ∩K(n)1
64 δ(0)
(0),
Fαδ ∩K(n)1
64 δ(0)
(0) ⊂ Γ ∩K(n)
4δ(0)
(0)
def. of γ⊂ Rk ×K(n−k)
4γδ(0)
(0),
there is a ξ ∈ K(k)1
64 δ(0)
(0) with (ξ, g0(ξ)) ∈ Fαδ and |g0(ξ)| ≤ Cαγ. Using the fact
that g0 is a Lipschitz function with a Lipschitz constant that is less or equal to
Cαγ, we get for x ∈ K(k)1
64 δ(0)
(0)
|g0(x)| ≤ |g0(ξ)|+ |g0(x)− g0(ξ)| ≤ Cαγδ(0).
Furthermore,
Π(Γ ∩ Cδ(0))
(4.33)
= K
(k)
δ(0)
(0)
implies that for x ∈ K(k)1
64 δ(0)
(0) there is a y ∈ Γ ∩ Cδ(0) with Π(y) = x. Then
|y| ≤ |Π⊥(y)|+ |Π(y)| ≤ 4γδ(0) + 1
64
δ(0) ≤ 1
32
δ(0)
if γ is small enough and thus, using (4.79),
δ(0) ≤ 2δ(y).
We deduce
|(x, g0(x))− y| = |g0(x)−Π⊥(y)| ≤ |g0(x)|+ |Π⊥(y)|
≤ Cαγδ(0) + 4γ δ(0)
≤ Cαγδ(y)
since α is supposed to be big. From this we get
graph(gz) ∩K(n)1
64 δ(z)
(z) = graph(g0) ∩K(n)1
64 δ(0)
(0) ⊂ graph(g0|
K
(k)
1
64 δ(0)
(0)
)
⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y)
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and hence
Γαδ,i+1 ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y).
This completes the proof of I.
To show that Γαδ,i+1 satisfies III, let y ∈ Γ. In the case that
K
(n)
1
32 δ(y)
(y) ∩
„ [
z∈Li+1
K
(n)
1
64 δ(z)
(z)
«
= ∅
the set Γαδ,i+1 satisfies III since Γ
α
δ,i does.
So let there be a z ∈ Li+1 such that
K
(n)
1
64 δ(z)
(z) ∩K(n)1
32 δ(y)
(y) 6= ∅. (4.93)
Then there is a ξ ∈ K(n)1
64 δ(z)
(z) ∩K(n)1
32 δ(y)
(y). Using the Lipschitz continuity of
δ we get
63
66
δ(z) ≤ 32
33
δ(ξ) ≤ δ(y) ≤ 32
31
δ(ξ) ≤ 65
62
δ(z). (4.94)
We want to show that
K
(n)
1
64 δ(z˜)
(z˜) ∩K(n)1
32 δ(y)
(y) = ∅ (4.95)
for all z˜ ∈ Li+1 − {z} since this implies
Γαδ,i+1 ∩K(n)1
32 δ(y)
(y) =„
Γαδ,i ∩K(n)1
32 δ(y)
(y)
«
∪
„
graph(gz) ∩K(n)1
64 δ(z)
(z) ∩K(n)1
32 δ(y)
(y)
«
.
(4.96)
To do this, we consider z˜ ∈ Li+1 − {z} and x ∈ K(n)1
64 δ(z˜)
(z˜). From (4.89) we get
|z − z˜| > 1
4
max{δ(z), δ(z˜)}
and thus
|y − x| ≥ |z − z˜| − |y − z| − |x− z˜|
≥ 1
4
max{δ(z), δ(z˜)} − 1
32
δ(y)− 1
64
δ(z)− 1
64
δ(z˜)
≥ 7
32
max{δ(z), δ(z˜)} − 1
32
δ(y) ≥ 7
32
δ(z)− 1
32
δ(y).
Combining this with (4.94) we get
|y − x| ≥
„
7
32
· 62
65
− 1
32
«
δ(y) >
1
32
δ(y).
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Thus we have shown (4.95).
Let us set
Y := Γαδ,i ∩K(n)1
32 δ(y)
(y)
and
Z :=
„
Γαδ,i+1 ∩K(n)1
32 δ(z)
(z)
«
∩K(n)1
32 δ(y)
(y).
From (4.95) we get
Γαδ,i+1 ∩K(n)1
32 δ(y)
(y) ⊂ Y ∪ Z.
So it is enough to show that Y ∪ Z is contained in the graph of a C1 function g
over Ty,4δ(y) with Lipschitz constant smaller than Cαγ.
From the way we constructed Γαδ,i+1 we know that Z is contained in the graph
of a C1 function gz with Lipschitz constant smaller than Cαγ over Tz,4δ(z).
From III for Γαδ,i we see that Y is contained in the graph of a C
1 function
over Ty,4δ(y) with Lipschitz constant smaller or equal to Cαγ.
We need a single graph for both sets. The first step in this direction is to
show that Z is part of the graph of a function over Ty,4δ(y). To that end we will
use Lemma 4.22. First, we have
|y − z| ≤ 1
32
δ(y) +
1
64
δ(z).
Inequality (4.94) leads to
|y − z| ≤ 5
32
min{δ(y), δ(z)}.
Applying Part 2 of Lemma 4.22 and (4.94) we get
‖Ty,4δ(y) − Tz,4δ(z)‖ ≤ 10 · 8kγ
and thus Part 3 of Lemma 2.13 tells us that Z is part of the graph of a C1
function g˜z with Lipschitz constant smaller than Cαγ over Ty,4δ(y) if γ is small
enough.
For the remaining part of the proof we assume that y = 0 and Im(T0,4δ(0)) =
Rk × {0}. We want to show that
Y − Z ⊂ graph(gy |Rk−K(k)7
4·64 δ(z)
(Π(z))
) (4.97)
and
Z − Y ⊂ graph(g˜z |
K
(k)
5
4·64 δ(z)
(Π(z))
). (4.98)
From the construction of Γαδ,i+1, Y , and Z we get
Y − Z ⊂ Rn −K(n)1
32 δ(z)
(z)
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and
Z − Y ⊂ K(n)1
64 δ(z)
(z).
Let z1 ∈ Y − Z and z2 ∈ Z − Y . Then we know that z1 /∈ K(n)1
32 δ(z)
(z) and
z2 ∈ K(n)1
64 δ(z)
(z). Since Y ∪ Z ⊂ Γαδ,i+1 and since we already know that Γαδ,i+1
has Property I, we deduce using (4.79) and
Γ ∩K(n)
4δ(0)
(0) ⊂ Rk ×K(n−k)
4γδ(0)
(0),
that
Y ∪ Z ⊂ K(k)1
32 δ(0)
(0)×K(n−k)
Cγαδ(0)
(0)
and
|gy(x)|, |g˜z(x)| ≤ Cγαδ(0) ∀x ∈ K(n)1
32 δ(0)
(0). (4.99)
Thus
|Π(z1)| ≥ |z1| − |Π⊥(z1)| ≥ 1
32
δ(z)− Cαγδ(0)
(4.94)
≥
„
1
32
− 4Cαγ
«
δ(z)
≥ 7
4 · 64 δ(z)
and
|Π(z2)| ≤ |z2|+ |Π⊥(z2)| ≤ 1
64
δ(z) + Cαγδ(0)
(4.94)
≤
„
1
64
+ 4Cαγ
«
δ(z)
≤ 5
4 · 64 δ(z)
if αγ is small. From this, (4.97) and (4.98) follow.
Now, let φ ∈ C∞(Rk, [0, 1]) be a function with
φ(x) =
8<:0 if x ∈ R
k −K(k)7
4·64 δ(z)
(Π(z))
1 if x ∈ K(k)5
4·64 δ(z)
(Π(z))
and
‖∇φ‖ ≤ C
δ(z)
(4.94)
≤ C
δ(0)
.
Then
g := gy + φ · (g˜z − gy).
is a C1 function. Using (4.99) we get ‖∇g‖ ≤ Cαγ. Equation (4.97), (4.98), and
the fact that Y ∩ Z ⊂ graph(gy) ∩ graph(gz) finally implies
Y ∪ Z ⊂ graph(g).
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Let us now prove the following part of Theorem 4.21.
Proposition 4.26. There are constants ε = ε(n, k) > 0, a = a(n, k) > 0 and
constants M = M(n, k) > 0, C = C(n, k) < ∞ such that for every chord-arc
submanifold Γ ⊂ Rn of dimension k and α ≥M with
αγ(Γ) ≤ ε
and every Lipschitz continuous function δ : Rn → [0,∞) with Lipschitz constant
less or equal to one there is a k-dimensional complete, connected, and embedded
submanifold Γαδ ⊂ Rn without boundary with the following properties:
1. We have
Fαδ ∪ Z ⊂ Γαδ ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y).
2. For every x ∈ Γ and Tx,4δ(x) ∈ Tx,4δ(x) the set
Γαδ ∩K(n)1
12·32 δ(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function
g over Tx,4δ(x) with Lipschitz constant smaller than Cαγ.
Proof. First we prove this proposition under the assumption that δ(x) > 0 for
all x ∈ Rn and thus Z = ∅. Then we reduce the general case to this special
case using the C1 smoothness of Γ. Let α ≥ 1 be so big and αγ so small that
Proposition 4.25 holds.
δ > 0: Let Γαδ,i be the closed sets from Proposition 4.25. We set
Γαδ := Γ
α
δ,Q
and get from I of Proposition 4.25 that
Fαδ ⊂ Γαδ ⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y). (4.100)
Let x ∈ Γαδ . If we assume that Cαγ < 112·32 then the last relation tells us that
there is a y ∈ Γ with
x ∈ B(n)1
12·32 δ(y)
(y).
From (4.90) we obtain a z ∈ L with
x ∈ B(n)1
64 δ(z)
(z).
We know from II in Proposition 4.25 that Γαδ ∩ K
(n)
1
64 δ(z)
(z) is the graph of a
C1 function intersected with the ball K
(n)
1
64 (z)
(z). Hence, Γαδ is an embedded C
1
manifold without boundary. Since Γαδ is closed in Rn, it is a complete manifold.
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Now we have to prove that Γαδ has the Properties 1 and 2. Property 1 is
satisfied since (4.100) holds. To show Property 2, let x ∈ Γ and Tx,4δ(x) ∈
Tx,4δ(x). Then there is a z ∈ L with
K
(n)
1
12·32 δ(x)
(x)
(4.90)⊂ K(n)1
64 δ(z)
(z).
Using II of Proposition 4.25, we get that for Tz,4δ(z) ∈ Tz,4δ(z) the set Γαδ ∩
K
(n)
1
12·32 δ(x)
(x) is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1
function over Tz,4δ(z) with Lipschtz constant less or equal to Cαγ. Using (4.79)
and Lemma 4.22, we have
‖Tz,4δ(z) − Tx,4δ(x)‖ ≤ Cγ
α≥1
≤ Cαγ.
Hence, by Lemma 2.13 the set Γαδ ∩K
(n)
1
12·32 δ(x)
(x) is the intersection of the ball
K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function over Tx,4δ(x) with a Lipschitz
constant smaller or equal to Cαγ if αγ is sufficiently small.
To show that Γαδ is connected, we define an equivalence relation ∼conn on Γ
by setting x ∼conn y if and only if for all points
zx ∈ Γαδ ∩B(n)Cαγδ(x)(x), zy ∈ Γαδ ∩B
(n)
Cαγδ(y)
(y)
there is a continuous curve on Γαδ joining the points zx and zy . This relation is
obviously symmetric and transitive, but we have to prove that it is reflexive.
Let x ∈ Γ, z1, z2 ∈ Γαδ ∩ B
(n)
Cαγδ(x)
(x), and let Tx,4δ(x) ∈ Tx,4δ(x). We have
to show that there exists a curve on Γαδ joining z1 and z2. From the properties
of Γαδ we have proved so far we get that there is a C
1 function g over Tx,4δ(x)
such that
Γαδ ∩K(n)1
12·32 δ(x)
(x) = graph(g) ∩K(n)1
12·32 δ(x)
(x).
If we define a curve c ∈ C0([0, 1],Rn) with c([0, 1]) ∈ graph(g) by
c(t) := Tx,4δ(x) (z1 + t · (z2 − z1))
+ g
`
Tx,4δ(x) (z1 + t · (z2 − z1))
´
,
we have
c([0, 1]) ⊂ graph(g) ∩K(n)1
12·32 δ(x)
(x) ⊂ Γαδ
if αγ is small enough. Hence ∼conn is reflexive.
Let x ∈ Γ. From the properties of Γαδ we know that there is a point z ∈
Γαδ ∩B
(n)
Cαγδ(x)
(x). Then for some ε0 > 0
z ∈ B(n)
Cαγδ(y)
(y) ∀y ∈ B(n)ε0 (x).
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Hence, for y ∈ Γ ∩ B(n)ε0 (x) and points zx ∈ B(n)Cαγδ(x)(x), zy ∈ B
(n)
Cαγδ(y)
(y) the
reflexivity of ∼conn gives us a continuous curve on Γαδ joining zx and z, and a
continuous curve on Γαδ joining zy and z. But this implies that a continuous
curve on Γαδ joining zx and zy exists and hence
y ∼conn x, ∀y ∈ B(n)ε0 (x).
This proves that every equivalence class is open in Γ. For x ∈ Γ we denote by
[x]conn the equivalence class containing x. Let x0 ∈ Γ. Then [x0]conn is an open
set and since
[x0]conn = Γ−
0@ [
y/∈[x0]conn
[y]conn
1A
the set [x0]conn is closed. Since Γ is a connected set we thus get [x0]conn = Γ
and hence
x ∼conn y, ∀x, y ∈ Γ.
Now let x1, x2 ∈ Γαδ . Then there are points y1, y2 ∈ Γ such that
xi ∈ Γαδ ∩B(n)Cαγδ(yi)(yi)
and hence there is a continuous curve on Γαδ joining x1 and x2. This proves that
Γαδ is connected.
δ ≥ 0: We can assume that γ > 0 since otherwise Γ would be a k-dimensional
affine subspace of Rn, and we can simply set Γαδ := Γ. Since Γ is an embedded
C1 submanifold and since Proposition 4.2 holds, there is an ε0 = ε0(Γ) > 0 such
that
‖T (x)− T (y)‖ ≤ α
2
γ (4.101)
for all x, y ∈ Γ with |x− y| ≤ 2ε0. We define
δ˜(x) :=
(
δ(x) if δ(x) ≥ ε0
4
ε0
4
if δ(x) < ε0
4
.
(4.102)
Since δ˜ > 0, we get from the first part of the proof that there is a k-dimensional,
complete, connected, and embedded C1 submanifold Γα
δ˜
without boundary with
Fα
δ˜
⊂ Γα
δ˜
⊂
[
y∈Γ
K
(n)
Cαγδ˜(y)
(y) (4.103)
such that for every x ∈ Γ and every Tx,4δ˜(x) ∈ Tx,4δ˜(x) the set
Γδ˜ ∩K
(n)
1
12·32 δ˜(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ˜(x)
(x) with the graph of a C1 function over
Tx,4δ˜(x) with a Lipschitz constant smaller than Cαγ. We will now show that
Fαδ ∪ Z ⊂ Fαδ˜ , (4.104)
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Γα
δ˜
⊂
[
y∈Γ
K
(n)
Cαγδ(y)
(y), (4.105)
and that for every x ∈ Γ and every Tx,4δ(x) ∈ Tx,4δ(x) the set
Γα
δ˜
∩K(n)1
12·32 δ(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function over
Tx,4δ(x) with a Lipschitz constant smaller than Cαγ.
Together with (4.103) this shows that we can simply set
Γαδ := Γ
α
δ˜
.
For x ∈ Fαδ with δ(x) ≥ ε04 we get x ∈ Fαδ˜ since δ(x) = δ˜(x). For x ∈ Γ,
ε0 ≥ r > 0, Tx,r ∈ Tx,r, and y ∈ K(n)ε0 (x) we get
‖T (y)− Tx,r‖ = −
Z
Γ∩K(n)r (x)
‖T (y)− Tx,r‖dHk(z)
≤ −
Z
Γ∩K(n)r (x)
‖T (y)− T (z)‖dHk(z)
+−
Z
Γ∩K(n)
r(x)
‖T (z)− Tx,r‖dHk(z)
≤ −
Z
Γ∩K(n)r (x)
‖T (y)− T (z)‖dHk(z)
+−
Z
Γ∩K(n)r (x)
‖T (z)− T (x)‖dHk(z)
(4.101)
≤ 2α
2
γ = αγ.
(4.106)
Thus, we get for x ∈ Γ ∩ ˘δ ≤ ε0
4
¯
and Tx,ε0 ∈ Tx,ε0
M4δ˜(x)(‖T − Tx,4δ˜(x)‖)
δ˜(x)=
ε0
4= sup
R≤ε0
 
−
Z
KR(x)∩Γ
‖T − Tx,ε0‖dHk
!
≤ αγ.
which shows that n
x ∈ Γ : δ(x) ≤ ε0
4
o
⊂ Fα
δ˜
. (4.107)
This yields
Fαδ ∪ Z ⊂
“
Fαδ ∩
n
δ ≥ ε0
4
o”
∪
“
Γ ∩
n
δ <
ε0
4
o”
⊂ Fα
δ˜
which implies (4.104).
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Let us turn to equation (4.105). Let x ∈ Γα
δ˜
. Then (4.103) implies that there
is an y ∈ Γ with |x− y| ≤ Cαγδ˜(y). If δ(y) ≥ ε0
8
, we get δ˜(y) ≤ 2δ(y) and hence
x ∈ K(n)
2Cαδ(y)
(y).
We will show that on the other hand δ(y) < ε0
8
implies x ∈ Γ and thus the proof
of (4.105) will be finished. Let us translate and rotate the whole setting such
that y = 0 and Im(T0,4δ˜(0)) = Rk × {0}. We know from the properties of Γαδ˜
that there is a function C1(Rk,Rn−k) with ‖∇g‖L∞ ≤ Cαγ such that
Γα
δ˜
∩K(n)1
12·32 δ˜(0)
(0) = graph(g) ∩K(n)1
12·32 δ˜(0)
(0).
Recall that
Π : Rn → Rk, Π(x1, . . . xn) := (x1, . . . , xk),
Π⊥ : Rn → Rn−k, Π⊥(x1, . . . xn) := (xk+1, . . . , xn).
Since |x− 0| = |x− y| ≤ Cαγδ˜(0) ≤ δ˜(0) if αγ is small, we get that x ∈ graph(g)
if αγ is small. Furthermore, relation (4.33) in Theorem 4.9 tells us that there is
a point z ∈ Γ ∩ Cδ˜(0) with
Π(z) = Π(x). (4.108)
From the definition of γ we deduce that˛˛˛
Π⊥(z)
˛˛˛
≤ 4γδ˜(0).
This yields
|z| ≤ |Π(z)|+
˛˛˛
Π⊥(z)
˛˛˛
= |Π(x)|+
˛˛˛
Π⊥(z)
˛˛˛
≤ Cαγδ˜(0) ≤ 1
12 · 32 δ˜(0) <
ε0
8
if αγ is small enough. So we get
δ(z) ≤ δ(0) + |z| < ε0
4
and hence
z ∈
“
Γ ∩
n
δ <
ε0
4
o”
∩K(n)1
12·32 δ˜(0)
(0)
(4.107)⊂ Fα
δ˜
∩K(n)1
12·32 δ˜(0)
(0) ⊂ graph(g).
Combining this with the fact that x ∈ graph(g) and Π(x) = Π(y), we get x = z
and thus
x ∈ Γ.
This finishes the proof of (4.105).
Let x ∈ Γ, Tx,4δ(x) ∈ Tx,4δ(x), Tx,4δ˜(x) ∈ Tx,4δ˜(x), and let us assume that
δ(x) < ε0
4
= δ˜(x). From the properties of Γα
δ˜
we get that
Γα
δ˜
∩K(n)1
12·32 δ˜(x)
(x)
4.5. APPROXIMATION OF CHORD-ARC SUBMANIFOLDS 117
is the intersection of the ball K
(n)
1
12·32 δ˜(x)
(x) with the graph of a C1 function g
over Tx,4δ˜(x) with a Lipschitz constant smaller than Cαγ. Since δ(x) < δ˜(x), the
set
Γα
δ˜
∩K(n)1
12·32 δ(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function g
over Tx,4δ˜(x). We calculate
‖Tx,4δ(x) − Tx,4δ˜(x)‖ ≤ ‖Tx,4δ(x) − T (x)‖+ ‖T (x)− Tx,4δ˜(x)‖
(4.106)
≤ 2αγ.
Using Lemma 2.13, this implies that
Γα
δ˜
∩K(n)1
12·32 δ(x)
(x)
is the intersection of the ball K
(n)
1
12·32 δ(x)
(x) with the graph of a C1 function over
Tx,4δ(x) with a Lipschitz constant less or equal to Cαγ if αγ is sufficiently small.
Finally, let us prove some further properties of the submanifolds Γαδ we get
from Proposition 4.26.
Proposition 4.27. Let ε = ε(n, k) > 0 and M = M(n, k) be the constants from
Proposition 4.26. There is a constant C = C(n, k) <∞ such that the following
holds: For all k-dimensional chord-arc submanifolds Γ ⊂ Rn and α ≥ M with
αγ(Γ) ≤ ε and all Lipschitz functions δ : Rn → [0,∞) with a Lipschitz constant
smaller or equal to one, the submanifolds Γαδ obtained from Proposition 4.26
have the following properties:
1. For all x ∈ Γ, R > δ(x) we have
‖Nx,R(y − x)‖ ≤ CαγR
for all y ∈ Γαδ ∩K
(n)
R (x).
2. If αγ is small enough, there is an R = R(Γ, α, δ) ≤ ∞ such that
Γ−K(n)R (0) = Γαδ −K
(n)
R (0)
and hence Γαδ is a chord-arc submanifold.
Proof. 1.This follows directly from the definition of γ and Property 1 in Propo-
sition 4.26.
2. First we will show that there is an 0 < R0 <∞ such that
Γ−K(n)R0 (0) ⊂ F
α
δ ⊂ Γαδ . (4.109)
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Using Proposition 4.2 we get that after a suitable rotation there is an 0 < R1 <∞
and a function φ ∈ C1(Rk,Rn−k) such that
Γ−K(n)R1 (0) ⊂ graph(φ) (4.110)
and
‖T (x)− T (y)‖ ≤ αγ
8
, ∀x, y ∈ Γ−K(n)R1 (0). (4.111)
Let x ∈ Γ and 0 < r <∞. If Γ ∩K(n)r (x) ∩K(n)R1 (0) 6= ∅ and |x| ≥ 2R1, then
r ≥ |x| −R1 ≥ 1
2
|x|.
From (4.110) we obtain
Γ ∩K(n)r (x) ⊃ Γ ∩K(n)|x|
2
(x) ⊃ graph(φ|
K
(k)
1
1+‖∇φ‖L∞
· |x|2
(Π(x))
)
and hence
Hk(Γ ∩K(n)r (x)) ≥
„ |x|
2 + 2‖∇φ‖L∞
«k
ωk.
Together with
Hk(Γ ∩K(n)r (x) ∩K(n)R1 (0)) ≤ H
k(Γ ∩K(n)R1 (0)) <∞
this implies that there is a R0 ≥ R1 such that
Hk(Γ ∩K(n)r (x) ∩K(n)R1 (0))
Hk(Γ ∩K(n)r (x))
≤ αγ
8
, ∀x ∈ Γ−K(n)R0 (0), 0 < r <∞. (4.112)
Let x ∈ Γ −K(n)R0 (x), y ∈ Γ −K
(n)
R1
, 0 < r < ∞ and Tx,r ∈ Tx,r. Then (4.111)
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and (4.112) imply
‖T (y)− Tx,r‖ ≤ −
Z
Γ∩K(n)r (x)
‖T (y)− T (z)‖ dHk(z)
+−
Z
Γ∩K(n)r (x)
‖T (z)− Tx,r‖ dHk(z)
≤ −
Z
Γ∩K(n)r (x)
‖T (y)− T (z)‖ dHk(z)
+−
Z
Γ∩K(n)r (x)
‖T (z)− T (x)‖ dHk(z)
≤ 1
Hk(Γ ∩K(n)r (x))
 Z
(Γ∩K(n)r (x))−K(n)R1 (0)
‖T (y)− T (z)‖ dHk(z)
+
Z
(Γ∩K(n)r (x))−K(n)R1 (0)
‖T (z)− T (x)‖ dHk(z)
+
Z
(Γ∩K(n)r (x))∩K(n)R1 (0)
‖T (y)− T (z)‖ dHk(z)
+
Z
(Γ∩K(n)r (x))∩K(n)R1 (0)
‖T (z)− T (x)‖ dHk(z)
!
≤ 2
0@αγ
8
+ 2
Hk(Γ ∩K(n)r (x) ∩K(n)R1 (0))
Hk(Γ ∩K(n)r (x))
1A
≤ 6
8
αγ.
Using (4.112) we get
−
Z
Γ∩K(n)r (x)
‖T (z)− Tx,r‖ dHk(z)
≤ 1
Hk(Γ ∩K(n)r (x))
„Z
(Γ∩K(n)r (x))−K(n)R1 (0)
‚‚T (y)− Tx,R‚‚ dHk(z)
+
Z
(Γ∩K(n)r (x))∩K(n)R1 (0)
‚‚T (z)− Tx,R‚‚ dHk(z)«
≤ 6
8
αγ + 2
Hk(Γ ∩K(n)r (x) ∩K(n)R1 (0))
Hk(Γ ∩K(n)r (x))
≤ 6
8
αγ +
2
8
αγ = αγ
for all x ∈ Γ −K(n)R0 (x), 0 < r < ∞ and Tx,r ∈ Tx,r. This proves (4.109). We
now show how Part 2 of the proposition follows from (4.109). Let R > 2R0 be
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such that
δ(x) ≤ δ(0) + |x| ≤ 2|x| ∀x ∈ Rn −K(n)R
2
(0) (4.113)
and let x ∈ Γαδ − K
(n)
R (0). We have to show that x ∈ Γ. Then by Part 1 of
Proposition 4.26 there is a y ∈ Γ with |x− y| ≤ Cαγδ(y) and (4.79) tells us that
δ(y) ≤ 2δ(x)
(4.113)
≤ 4|x| (4.114)
if αγ is small. Let Ty,4δ(y) ∈ Ty,4δ(y) and let us assume that Im(Ty,4δ(y)) = Rk×
{0}. Part 2 of Proposition 4.26 implies that there is a function g ∈ C1(Rk,Rn−k)
with ‖∇g‖L∞ ≤ Cαγ such that
Γαδ ∩K(n)1
12·32 δ(y)
(y) = graph(g) ∩K(n)1
12·32 δ(y)
(y).
Since |Π(x)−Π(y)| ≤ |x−y| ≤ Cαγδ(x) ≤ δ(x) if αγ is small, we get by Theorem
4.9 that there is a
z ∈ Γ ∩
“
K
(k)
δ(y)
(Π(y))×K(n−k)
δ(y)
(Π⊥(y))
”
with
Π(z) = Π(x).
From the definition of γ (cf. (4.25)) we have˛˛˛
Π⊥(z)−Π⊥(y)
˛˛˛
≤ 4γδ(y).
Hence,
|x− z| = |Π⊥(x− z)| ≤ |Π⊥(x− y)|+ |Π⊥(y − z)|
≤ Cαγδ(y)
(4.114)
≤ Cαγ|x|.
Since |x| > R, this yields
z ∈ Γ−K(n)R
2
(0) ⊂ Γ−K(n)R0 (0)
(4.109)⊂ Γαδ
and
z ∈ Γαδ ∩K(n)1
12·32 δ(y)
(y) ⊂ graph(g)
if αγ is small enough. Together with x ∈ graph(g) and Π(z) = Π(x) we derive
z = x. Thus
x ∈ Γ.
Theorem 4.21 obviously follows from Lemma 4.23, Proposition 4.26, and
Proposition 4.27.
Chapter 5
Chord-Arc Submanifolds with
Small Chord-Arc Constants are
Unknotted
As an application of Theorem 4.21 we now show that k-dimensional chord-arc
submanifolds Γ ⊂ Rn with small chord-arc constants are unknotted. More pre-
cisely, we show that Γ ∪ {∞} ⊂ Sn and the unknot Sk × {0} ⊂ Sn are ambient
C1 isotopic as submanifolds of Sn. Furthermore, this isotopy can be chosen such
that the point representing ∞ stays fixed.
Theorem 5.1. There is a constant ε = ε(n, k) > 0 such that every k-dimen-
sional chord-arc submanifold Γ ⊂ Rn with
γ(Γ) < ε
is unknotted in the following sense:
There is a C1 isotopy H : Sn × [0, 1]→ Sn such that H(·, 0) = idSn ,
H(en+1, t) = en+1
for all t ∈ [0, 1] and
P−1N
“
H(PN (Rk), 1)
”
= Γ.
Here, PN denotes the inverse of the stereographic projection (cf. (4.1)).
A. Haefliger showed in [Hae62b] that all embeddings of Sk into Sn are C1 ambi-
ent isotopic if n > 3
2
(k+ 1). But even in this case of high codimension Theorem
5.1 tells us that Γ ∪ {∞} is diffeomorphic to a k-dimensional sphere. Note that
we did not even assume a priori that Γ was orientable.
The proof uses the approximating submanifolds
Γt := Γ
M
t
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from Theorem 4.21 where t will be a constant function and M = M(n, k) is the
constant from Theorem 4.21. From the properties of FMt and Γ
M
t it follows quite
easily that
Γ = Γt
if t is small enough (cf. Lemma 5.2). If t is large, we can show that after some
rotation Γt is the graph of a C1 function over some k-dimensional linear subspace
of Rn whose differential vanishes at ∞ (cf. Lemma 5.3). It depends on Γ how
large and how small t has to be in these cases. Lemma 5.4 tells us that the graph
of such a C1 function is unknotted in the sense of Theorem 5.1. Corollary 5.10
shows that Γt and Γ2t are isotopic for every t > 0 if γ(Γ) is sufficiently small.
The proof of this fact will be the main task of this chapter.
The overall strategy of the proof is to choose the constant t so large that all of
Γt is the graph of C1 function whose differential vanishes at∞; so Γt is unknotted
and we consider the submanifolds Γ2−nt for n ∈ N0. All these submanifolds are
isotopic (cf. Corollary 5.10). Since Γ2−nt = Γ if n is large enough, we derive
that Γ is unknotted as well.
Lemma 5.2. Let ε = ε(n, k) > 0 and 0 < M = M(n, k) < ∞ be the constants
from Theorem 4.21, α ≥ M , and let Γ ⊂ Rn be a k-dimensional chord-arc
submanifold with αγ(Γ) ≤ ε. Then there is a constant t− = t−(Γ, α) > 0 such
that for all Lipschitz continuous functions
δ : Rn → (0, t−]
with Lipschitz constant less or equal to one we have
Γαδ = Γ.
Proof. We set γ := γ(Γ). Since Γ is an embedded C1 submanifold and since
Proposition 4.2 holds, there is an ε0 := ε0(Γ, α) > 0 such that
‖T (x)− T (y)‖ ≤ α
2
γ, ∀x, y ∈ Γ, |x− y| ≤ 8ε0. (5.1)
We set t− := ε0 and assume 0 < δ(x) ≤ t− = ε0 for all x ∈ Rn. For x ∈ Γ,
y ∈ Γ ∩K(n)4ε0 (x), and Tx,4δ(x) ∈ Tx,4δ(x) we get
‖T (y)− Tx,4δ(x)‖ = −
Z
Γ∩K(n)4δ(x)(x)
‖T (y)− Tx,4δ(x)‖dHk(z)
≤ −
Z
Γ∩K(n)4δ(x)(x)
‖T (y)− T (z)‖dHk(z) +−
Z
Γ∩K(n)4δ(x)(x)
‖T (z)− Tx,4δ(x)‖dHk(z)
≤ −
Z
Γ∩K(n)4δ(x)(x)
‖T (y)− T (z)‖dHk(z) +−
Z
Γ∩K(n)4δ(x)(x)
‖T (z)− T (x)‖dHk(z)
(5.1)
≤ 2α
2
γ = αγ.
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Thus,
M4δ(x)(‖T − Tx,4δ(x)‖)(x) = sup
0<r≤4δ(x)
 
−
Z
Γ∩K(n)r (x)
‖T − Tx,4δ(x)‖dHk
!
≤ αγ
and hence
Γ = Fαδ ⊂ Γαδ .
Using that Γ is a complete k-dimensional submanifold without boundary and
that Γαδ is a connected k-dimensional submanifold, we deduce
Γ = Γαδ .
Lemma 5.3. There are constants ε = ε(n, k) > 0 and 0 < M = M(n, k) < ∞
such that for every α ≥M and every k-dimensional chord-arc submanifold Γ ⊂
Rn with αγ(Γ) ≤ ε the following is true:
There is a constant t+ = t+(Γ) <∞ such that for every Lipschitz continuous
function
δ : Rn → [t+,∞)
and after a suitable rotation the whole chord-arc submanifold Γαδ is the graph of
a C1 function f : Rk → Rn−k with
Df(x)→ 0 for |x| → ∞.
Proof. Since Γ is a chord-arc submanifold, we know from Proposition 4.2 that
after some rotation there is a C1 function φ : Rk → Rn−k with
lim
|x|→∞
Dφ(x) = 0
and a constant 0 < R <∞ such that
Γ−K(n)R (0) = graph(φ)−K
(n)
R (0).
Let T (∞) denote the orthogonal projection of Rn onto Rk × {0}. Making R
bigger if necessary, we can assume that
‖T (∞)− T (x)‖ ≤ 1
8
, ∀x ∈ Γ−K(n)R (0). (5.2)
For x ∈ Γ and r > 0 we have
Hk
“
Γ ∩K(n)r (x)
”
≥ Hk
““
Γ ∩K(n)r (x)
”
−K(n)R (0)
”
= Hk
““
graph(g) ∩K(n)r (x)
”
−K(n)R (0)
”
≥ Hk
„
g
„
K
(k)
r
1+‖∇φ‖L∞
(x)−K(k)R (0)
««
≥
 „
r
1 + ‖∇φ‖L∞
«k
−Rk
!
ωk.
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Combining this with
Hk(Γ ∩K(n)r (x) ∩K(n)R (x)) ≤ Hk(Γ ∩K
(n)
R (x)) <∞,
we get an R0 ∈ [R,∞) such that
Hk(Γ ∩K(n)r (x) ∩K(n)R (x))
Hk
“
Γ ∩K(n)r (x)
” ≤ 1
16
, ∀x ∈ Γ, r ≥ R0. (5.3)
We set t+(Γ) :=
R0
4
and assume that
δ(x) ≥ t+ = R0
4
.
For x ∈ Γαδ let Tδ(x) denote the orthogonal projection of Rn onto TxΓαδ . We will
now show that
‖Tδ(x)− T (∞)‖ <
3
4
, ∀x ∈ Γαδ .
if αγ is small enough. Let x ∈ Γαδ and Tx,4δ(x) ∈ Tx,4δ(x). Then Part 2 of
Theorem 4.21 tells us that there is a y ∈ Γ such that
x ∈ K(n)
Cαδ(y)
(y).
Since we know that Γαδ ∩K
(n)
1
12·32 δ(y)
(y) is the graph of a C1 function over Ty,4δ(y)
with Lipschitz constant smaller than Cαγ, we get
‖Tδ(x)− Ty,4δ(y)‖ <
1
4
if αγ is sufficiently small. Furthermore, the estimates (5.2) and (5.3) imply
‖T (∞)− Ty,4δ(y)‖ = −
Z
Γ∩K(n)4δ(y)(y)
‖T (∞)− Ty,4δ(y)‖dHk(z)
≤ −
Z
Γ∩K(n)4δ(y)(y)
‖T (∞)− T (z)‖dHk(z)
+−
Z
Γ∩K(n)4δ(y)(y)
‖T (z)− Ty,4δ(y)‖dHk(z)
≤ 2−
Z
Γ∩K(n)4δ(y)(y)
‖T (∞)− T (z)‖dHk(z)
≤ 2
Hk(Γ ∩K(n)
4δ(y)
(y))
Z
(Γ∩K(n)4δ(y)(x))−K
(n)
R
(0)
‖T (∞)− T‖dHk
+
2
Hk(Γ ∩K(n)
4δ(y)
(y))
Z
(Γ∩K(n)4δ(y)(y))∩K
(n)
R
(0)
‖T (∞)− T‖dHk
≤ 1
4
+ 4
Hk(Γ ∩K(n)
4δ(y)
(y) ∩K(n)R (0))
Hk(Γ ∩K(n)
4δ(y)
(y))
+ γ ≤ 1
4
+
1
4
≤ 1
2
.
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Hence,
‖Tδ(x)− T (∞)‖ <
3
4
and so by Proposition 3.23 Γαδ is the graph of a C
1 function f : Rk → Rn−k .
Using Part 4 of Theorem 4.21 we obtain an R1 ∈ [R,∞) such that
Γ−K(n)R1 (0) = Γ
α
δ −K(n)R1 (0).
Then
graph(φ)−K(n)R1 (0) = Γ−K
(n)
R1
(0) = Γαδ −K(n)R1 (0) ⊂ graph(f)
and thus f(x) = φ(x) for all x ∈ Rk −K(k)R1 (0). Hence,
lim
|x|→∞
Df(x) = lim
|x|→∞
Dφ(x) = 0.
Let e1, . . . , el+1 be the standard basis of Rl+1 and let us set
P
(l)
N : R
l → Sl − {el+1}
x 7→ 4|x|2 + 4 · (x,−2) + el+1
and
P
(l)
S : R
l → Sl − {−el+1}
x 7→ 4|x|2 + 4 · (x, 2)− el+1.
Using Lemma 4.3 we now prove that the graph of a C1 function whose dif-
ferential vanishes at ∞ is unknotted.
Lemma 5.4. The graph of a C1 function f : Rk → Rn−k with
Df(x)→ 0 for |x| → ∞
is unknotted in the following sense: There is a C1 isotopy H : Sn × [0, 1]→ Sn
such that H(·, 0) = idSn ,
H(en+1, t) = en+1
for all t ∈ [0, 1], and“
P
(n)
N
”−1 “
H
“
P
(n)
N (R
k × {0}), 1
””
= graph(f).
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Proof. We will construct a C1 isotopy h : Sk × [0, 1]→ Sn such that
h(t, ek+1) = en+1, ∀t ∈ [0, 1], (5.4)“
P
(n)
N
”−1
(h(Sk, 0)− {en+1}) = Rk × {0}, (5.5)
and “
P
(n)
N
”−1
(h(Sk, 1)− {en+1}) = graph(f). (5.6)
We define
h : Sk × [0, 1]→ Sn
h(x, t) :=
8<:en+1 if x = ek+1“P (n)N ”„„“P (k)N ”−1 (x), tf „“P (k)N ”−1 (x)««« else.
Obviously h satisfies (5.4), (5.5), and (5.6), but we have to show that h is in fact
a C1 isotopy. It is obvious from the definition of h that h|(Sk−{ek+1})×[0,1] is
a C1 isotopy and that the functions h(·, t) are injective for all t ∈ [0, 1]. So we
only have to show that h is C1 in the neighborhood of ek+1 × [0, 1] and that the
differential of the function h(·, t) in the point ek+1 has full rank. Since P (k)S is
a parameterization of a neighborhood of ek+1 in Sk and P (k)S (0) = ek+1, it is
enough to prove that the function
h˜ : Rk × [0, 1]→ Rn
h˜(t, x) =
“
P
(n)
S
”−1 “
h
“
P
(k)
S (x), t
””
is C1 and that the differential of the function h˜(·, t) in the point 0 has full rank.
We will use Lemma 4.3 to show this.
We set
ψ : Rk × [0, 1]→ Rn
ψ(x, t) := (x, tf(x))
and see that
h˜(x, t) =
ψ
“
x
4|x|2 , t
”
4
˛˛˛
ψ
“
x
4|x|2 , t
”˛˛˛2 ∀(x, t) ∈ “Rk − {0}”× [0, 1],
since“
P
(l)
S
”−1 ◦ “P (l)N ” (x) = “P (l)N ”−1 ◦ “P (l)S ” (x) = x4 |x|2 , ∀x ∈ Rl − {0} , l ∈ N.
We calculate
max
t∈[0,1]
|Dxψ(x, t)− Ik| = max
t∈[0,1]
t · |Df(x)| |x|→∞−−−−−→ 0
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and
max
t∈[0,1]
‖Dtψ(x, t)‖
|x|2 = maxt∈[0,1]
|f(x)|
|x|2
≤ max
t∈[0,1]
|f(0)|+ ‖∇f‖L∞ · |x|
|x|2
|x|→∞−−−−−→ 0.
Since h˜(0, t) = 0 for all t ∈ [0, 1], Lemma 4.3 tells us that h˜ is a C1 function on
Rk × [0, 1] and Dxh˜(0, t) = Ik for all t ∈ [0, 1]. So the differential of the function
h˜(·, t) in the point 0 has full rank. As mentioned above, this implies that h is a
C1 isotopy.
Using Theorem 3.2, we get an C1 isotopy H : Sn × [0, 1] → Sn such that
H(·, 0) = idSn and
H(h(p, 0), t) = h(p, t), ∀(p, t) ∈ Sk × [0, 1]. (5.7)
Hence,
H(en+1, t) = H(h(ek+1, 0), t) = h(ek+1, t) = en+1 ∀t ∈ [0, 1] (5.8)
and“
P
(n)
N
”−1 “
H
“
P
(n)
N (R
k × {0}), 1
””
(5.5)
=
“
P
(n)
N
”−1 “
H
“
h(Sk, 0)− {en+1}
”
, 1
”
(5.7)
=
“
P
(n)
N
”−1 “
h(Sk, 1)− {en+1}
”
(5.6)
= graph(f).
Let us now attack the most difficult step in the proof of Theorem 5.1. We
want to show that Γαδ ∪{∞} and Γα2δ ∪{∞} belong to the same knot class in Sn.
Actually, we will abstract from our original setting and prove that this statement
even holds for C1 submanifolds M1 and M2 (instead of Γαδ and Γ
α
2δ) that are
not far away from Γ, coincide with Γ outside of a big ball, and are graphs inside
certain balls centered on Γ. For this purpose we introduce the next definition.
Definition 5.5 ((δ, µ)-approximation). Let Γ ⊂ Rn be a k-dimensional chord-
arc submanifold, δ : Rn → (0,∞), and let µ ∈ (0,∞). We call M ⊂ Rn a
(δ, µ)-approximation of Γ if M is a complete, connected, and embedded C1
submanifold that satisfies the following three conditions:
(M1) There is an R ∈ (0,∞) such that
M −K(n)R (0) = Γ−K
(n)
R (0).
128 CHAPTER 5. UNKNOTTEDNESS
(M2) We have
M ⊂
[
y∈Γ
K
(n)
µδ(y)
(y).
(M3) For all x ∈ Γ, Tx,4δ(x) ∈ Tx,4δ(x), and Nx,4δ(x) := idRn − Tx,4δ(x) the set
M ∩K(n)1
1000 δ(x)
(x)
is the intersection of the ball K
(n)
1
1000 δ(x)
(x) with the graph of a Lipschitz
function gx over Tx,4δ(x) with Lipschitz constant less or equal to µ and
|gx(y)−Nx,4δ(x)(x)| ≤ µδ(x) for all y ∈ Tx,4δ(x)(K(n)δ(x)(x)).
Proposition 5.6. Let Γ ⊂ Rn be a chord-arc submanifold of dimension k,
0 < µ <∞ with
γ(Γ) ≤ µ,
and δ : Rn → (0,∞) be a Lipschitz function with Lipschitz constant less or equal
to one. Furthermore, let M1,M2 ⊂ Rn be (δ, µ)-approximations of Γ.
Then there is an ε0 = ε0(n, k) > 0 such that µ ≤ ε0 implies that there is a
C1 isotopy
h : M1 × [0, 1]→ Rn
such that
h(·, 0) = idM1 ,
h(M1, 1) = M2,
and
h(p, t) = p ∀(p, t) ∈ (M1 ∩M2)× [0, 1].
The next Lemma will be the basic building block for the proof of Lemma 5.6.
Lemma 5.7. Let Γ ⊂ Rn be a k-dimensional chord-arc submanifold, δ : Rn →
(0,∞) a Lipschitz continuous function with Lipschitz constant less or equal to
one, µ˜ ∈ (0,∞), and let M˜1 and M˜2 be (δ, µ˜)-approximations of Γ. Then there
are constants ε˜0 = ε˜0(n, k) > 0 and C = C(n, k) ∈ [1,∞) such that
µ˜ ≤ ε˜0
implies that for every z ∈ Γ there is a C1 isotopy hz : M˜1×[0, 1]→ Rn such that
hz(·, 0) = idM˜1 , the set hz(M˜1, 1) is a (δ, Cµ˜)-approximation of Γ,
hz(x, t) = x ∀x ∈ (M˜1 ∩ M˜2) ∪ (M˜1 −K(n)5
6000 δ(z)
(z)), (5.9)
hz
„„
M˜1 ∩K(n)1
1000 δ(z)
(z)
«
× [0, 1]
«
⊂ K(n)1
1000 δ(z)
(z), (5.10)
and
hz(M˜1, 1) ∩K(n)1
3000 δ(z)
(z) = M˜2 ∩K(n)1
3000 δ(z)
(z). (5.11)
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M˜1
z
1
3000δ(z)
M˜2
Tz,4δ(z)
Nz,4δ(z)
hz(M˜1, 1)
1
1000δ(z)
Figure 5.1: This picture illustrates the statement of Lemma 5.7. Inside the ball
K
(n)
1
1000 δ(z)
(z) the manifolds M˜1 and M˜2 are each equal to a graph of a function
over Tz,4δ(z). We will use this to construct an isotopy that moves a small bit of
M˜1 to M˜2 (cf. (5.11)).
Proof. Let z ∈ Γ and Tz,4δ(z) ∈ Tz,4δ(z). We can assume that z = 0 and
Im(T0,4δ(0)) = Rk × {0}. Let us set
Π : Rn → Rk, (x1, . . . , xn)→ (x1, . . . , xk),
Π⊥ : Rn → Rn−k, (x1, . . . , xn)→ (xk+1, . . . , xn).
Since M˜i is an (δ, µ˜)-approximation of Γ, Property (M3) in Definition 5.5 tells us
that there are C1 functions g
(i)
0 : Rk → Rn−k, i = 1, 2, with Lipschitz constant
less or equal to µ˜ such that
M˜i ∩K(n)1
1000 δ(0)
(0) = graph(g
(i)
0 ) ∩K(n)1
1000 δ(0)
(0), (5.12)
and |g(i)0 (y)| ≤ µ˜δ(0) for all y ∈ K(k)δ(0)(0).
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Now let θ ∈ C∞(Rk, [0, 1]) with
θ(x) =
8<:0 for all x ∈ R
k −K(k)2
3000 δ(0)
(0)
1 for all x ∈ K(k)1
3000 δ(0)
(0)
and
‖∇θ‖L∞ ≤ C
δ(0)
.
We define
h˜z : Rk × [0, 1]→ Rn
by
h˜z(x, t) :=
“
x, g
(1)
0 (x) + t · θ(x) ·
“
g
(2)
0 (x)− g(1)0 (x)
””
and
hz : M˜1×[0, 1]→ Rn
by
hz(x, t) :=
8<:x if x ∈ M˜1 −K
(n)
1
1000 δ(0)
(0)
h˜z(Π(x), t) else.
From the definition of hz and the properties of the functions g
(i)
0 we immediately
get hz(·, 0) = idM˜1 and (5.11). To prove (5.9), we first observe that
hz(x, t) = x ∀x ∈ M˜1 ∩ M˜2.
Let x ∈ (M˜1 ∩K(n)1
1000 δ(0)
(0))−K(n)5
6000 δ(0)
(0). Using that M˜1 is a (δ, µ˜)-approxi-
mation and (4.79), we get a y ∈ Γ with |x − y| ≤ µ˜δ(y) ≤ 4µ˜δ(0) ≤ δ(0) if µ˜ is
small. If µ˜ is sufficiently small, we get using the definition of γ
|Π⊥(x)| ≤ |Π⊥(y)|+ |x− y| ≤ 4γδ(0) + 4µ˜δ(0)
(4.79)
≤ 5µ˜δ(0).
Hence,
|Π(x)| ≥ |x| −
˛˛˛
Π⊥(x)
˛˛˛
≥ 5
6000
δ(0)− 5µ˜δ(0) ≥ 2
3000
δ(0)
and thus
hz(x, t) = x for all x ∈ M˜1 −K(n)5
6000 δ(0)
(0).
This shows (5.9) if µ˜ is small.
With the definition of hz this implies that hz is C1 and that the functions
hz(·, t) are immersions for all t ∈ [0, 1]. Using (5.9) and the properties of the
functions g
(i)
0 , we get
hz
„„
M˜1 ∩K(n)1
1000 δ(0)
(0)
«
× [0, 1]
«
⊂ K(n)1
1000 δ(0)
(0)
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if µ˜ is small. So we have shown (5.10). Combining this with
hz
„„
Rn −K(n)1
1000 δ(0)
(0)
«
× [0, 1]
«
⊂ Rn −K(n)1
1000 δ(0)
(0)
and the fact that hz(·, t) is injective on K(n)1
1000 δ(0)
(0) and on Rn −K(n)1
1000 δ(0)
(0),
we see that hz(·, t) is injective for all t ∈ [0, 1]. Hence, hz is a C1 isotopy for
small µ˜.
Finally, we have to show that hz(M˜1, 1) is in fact a (δ, Cµ˜)-approximation
of Γ. Properties (M1) and (M2) follow from the definition of hz , and from the
estimates for the functions g
(i)
0 . So we only have to show that for every x ∈ Γ,
Tx,4δ(x) ∈ Tx,4δ(x), and Nx,4δ(x) := idRn − Tx,4δ(x) the set
hz(M˜1, 1) ∩K(n)1
1000 δ(x)
(x)
is the intersection of the ball K
(n)
1
1000 δ(x)
(x) with the graph of a Lipschitz func-
tion gx over Tx,4δ(x) with Lipschitz constant less or equal to Cµ˜ and |gx(y) −
Nx,4δ(x)(x)| ≤ Cµ˜δ(x) for all y ∈ Tx,4δ(x)(K(n)δ(x)(x)).
If K
(n)
1
1000 δ(x)
(x) ∩K(n)1
1000 δ(0)
(0) = ∅, this follows from
hz(M˜1, 1) ∩K(n)1
1000 δ(x)
(x) = M˜1 ∩K(n)1
1000 δ(x)
(x)
and the fact that M˜1 is a (δ, µ˜)-approximation of Γ. So let us assume that
K
(n)
1
1000 δ(x)
(x)∩K(n)1
1000 δ(0)
(0) 6= ∅. Then there is a ζ ∈ K(n)1
1000 δ(x)
(x)∩K(n)1
1000 δ(0)
(0)
and we get by (4.79)
1
4
δ(x) ≤ 1
2
δ(ζ) ≤ δ(0) ≤ 2δ(ζ) ≤ 4δ(x). (5.13)
We set
Z := hz(M˜1, 1) ∩K(n)1
1000 δ(x)
(x) ∩K(n)1
1000 δ(0)
(0)
and
X : =
„
hz(M˜1, 1) ∩K(n)1
1000 δ(x)
(x)
«
−K(n)5
6000 δ(0)
(0)
=
„
M˜1 ∩K(n)1
1000 δ(x)
(x)
«
−K(n)5
6000 δ(0)
(0).
We know from the construction of hz that Z is the part of the graph of the
function
g˜0 : Rk → Rn−k
ξ 7→ g(1)0 (ξ) + θ(ξ) ·
“
g
(2)
0 (ξ)− g(1)0 (ξ)
”
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that lies in K
(n)
1
1000 δ(x)
(x) ∩K(n)1
1000 δ(0)
(0). From the estimates for g
(i)
0 we deduce
that g˜0 has a Lipschitz constant smaller or equal to Cµ˜ and |g˜0(y)| ≤ Cµ˜δ(0) for
all y ∈ K(k)
δ(0)
(0).
Using property (M3) in Definition 5.5, (5.9) and (5.13), we get that the set
X is the intersection of the set K
(n)
1
1000 δ(x)
(x) − K(n)5
6000 δ(0)
(0) with the graph of
a C1 function g
(1)
x with Lipschitz constant less or equal to µ˜ and |g(1)x (y) −
Nx,4δ(x)(x)| ≤ µ˜δ(x) ≤ 4µ˜δ(0) for all y ∈ Tx,4δ(x)
“
K
(n)
δ(x)
(x)
”
. Using Lemma
4.22 and (5.13) we get
‖Tx,4δ(x) − T0,4δ(0)‖ ≤ Cγ.
Together with Lemma 2.13 this implies that X is the intersection of the set
K
(n)
1
1000 δ(x)
(x) −K(n)5
6000 δ(0)
(0) with the graph of a C1 function g˜x : Rk → Rn−k
that has a Lipschitz constant less or equal to Cµ˜. Since M˜1 is a (δ, µ˜)-approxima-
tion of Γ, we get using the definition of γ and (M2) that |g˜x(y)| ≤ Cµ˜δ(0) for all
y ∈ K(n)
δ(0)
(0).
As at the end of the proof of Lemma 4.25 (cf. proof of the relations (4.97)
and (4.98) on page 110) one can show that
Z −X ⊂ graph(g˜0|
K
(k)
16
18000 δ(0)
(0)
)
and
X − Z ⊂ graph(g˜x|Rk−K(k)17
18000 δ(0)
(0)
)
if µ˜ is small enough. Let now ψ ∈ C∞(Rk, [0, 1]) with
ψ(ξ) =
8<:1 if ξ ∈ K
(k)
16
18000 δ(0)
(0),
0 if ξ ∈ Rk −K(k)17
18000 δ(0)
(0),
and
‖∇ψ‖L∞ ≤ C
δ(0)
.
We set
g : Rk → Rn−k
ξ 7→ g˜x(ξ) + ψ(ξ) · (g˜0(ξ)− g˜x(ξ)) .
This is a well-defined C1 function with Lipschitz constant smaller or equal to
Cµ˜, |g(y)| ≤ Cµ˜δ(0) for all y ∈ K(k)
δ(0)
(0), and
hz(M˜1, 1) ∩K(n)1
1000 δ(x)
(x) =
„
graph(g) ∩K(n)1
1000 δ(x)
(x)
«
.
Together with ‖T0,4δ(0)−Tx,4δ(x)‖ ≤ Cµ˜ and Lemma 2.13 this finishes the prove
that hz(M˜1, 1) is a (δ, Cµ)-approximation of Γ.
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Let us now start with the preparations for the proof of Lemma 5.6. We assume
that Γ ⊂ Rn is a k-dimensional chord-arc submanifold and that γ := γ(Γ) is so
small that
1
2
ωkR
k ≤ Hk(Γ ∩K(n)R (x)) ≤ 2ωkRk
for all R > 0 and x ∈ Γ. Let δ : Rn → (0,∞) be a Lipschitz continuous function
with Lipschitz constant less or equal to one, and let L ⊂ Γ be a maximal set
with the property that for two different x, y ∈ L we have |x − y| ≥ 1
9000
δ(x).
Since δ > 0, the set L is discrete. Using Lemma 4.24 we can find sets Li,
i = 1, . . . , Q = Q(k), L0 = ∅ with the property that all x, y ∈ Li with x 6= y
satisfy |x− y| ≥ 1
4
δ(x),
L =
Q[
i=1
Li,
and [
y∈Γ
K
(n)
1
18000 δ(y)
(y) ⊂
[
z∈L
K
(n)
1
3000 δ(z)
(z). (5.14)
We will use Lemma 5.7 to recursively construct C1 manifolds Ni, i = 0, . . . , Q,
with the property that N0 = M1, and that Ni and Ni+1 are C
1 isotopic. Fur-
thermore, these submanifolds will contain more and more of M2. More precisely
Ni ∩
0B@ [
z∈Sij=0 Lj
K
(n)
1
3000 δ(z)
(z)
1CA = M2 ∩
0B@ [
z∈Sij=0 Lj
K
(n)
1
3000 δ(z)
(z)
1CA .
Together with (5.14) this will guarantee that NQ = M2. This will enable us to
prove Lemma 5.6.
Lemma 5.8. Let Γ, M1, M2, δ, and µ be as in Lemma 5.6 and Li be as above.
Then there are constants ε0 = ε0(n, k) > 0 and C = C(n, k) <∞ such that
µ ≤ ε0
implies the existence of (δ, Ciµ)-approximations Ni ⊂ Rn of Γ, i = 0, . . . , Q,
with
1. N0 = M1.
2. For all z ∈ Sij=0 Lj we have
Ni ∩K(n)1
3000 δ(z)
(z) = M2 ∩K(n)1
3000 δ(z)
(z).
3. There is a C1 isotopy hi : Ni×[0, 1]→ Rn such that
hi(·, 0) = idNi ,
hi(Ni, 1) = Ni+1,
and
hi(x, t) = x ∀x ∈ (Ni ∩M2).
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Figure 5.2: This picture illustrates how Lemma 5.8 works. The main ingredient
is that the balls K
(n)
1
1000 δ(z)
(z), z ∈ Li, are so far apart from each other that we
can work on them separately. Lemma 5.7 tells us how to alter Ni inside of the
balls K
(n)
1
1000 δ(z)
(z) to get Ni+1.
Proof. Let ε˜0 > 0 and 1 ≤ C <∞ be the constants from Lemma 5.7 and let
µ ≤ ε0 := ε˜0
CQ−1
.
We set N0 := M1. For i ∈ {0, . . . , Q− 1} let us assume that we have already
constructed the manifolds Nj , j = 0, . . . , i, and isotopies hl, l = 0, . . . , i − 1
that possess all the properties we claim. Then we can apply Lemma 5.7 with
M˜1 = Ni, M˜2 = M2, and µ˜ = C
iµ to get isotopies hz as in Lemma 5.7. Let us
now set
hi(x, t) :=
8<:x, if x ∈ Ni −
S
z∈Li K
(n)
1
1000 δ(z)
(z)
hz(x, t), if x ∈ Ni ∩K(n)1
1000 δ(z)
(z) for a z ∈ Li.
Since δ is strictly positive, the set Li is a discrete set. Combining this with the
fact that even the balls B
(n)
1
8 δ(z)
(z), z ∈ Li, are pairwise disjoint and using (5.9)
and (5.10), we obtain that the function hi is well-defined and a C
1 isotopy. We
set
Ni+1 := hi(Ni, 1).
From the properties of the isotopies hz stated in Lemma 5.7 and the fact that
there is at most one z ∈ Li with K(n)1
1000 δ(x)
(x) ∩K(n)1
1000 δ(z)
(z) 6= ∅, we get that
hi and Ni+1 again have all the properties we claim.
Proof of Proposition 5.6. Let µ be so small that we can apply Lemma 5.8 to
get C1 submanifolds Ni ⊂ Rn, i = 0, . . . , Q, and isotopies hl, l = 0, . . . , Q − 1
with the properties stated in that lemma. Combining Part 2 of Lemma 5.8 with
(5.14), we get M2 = NQ if µ is small. Using Part 3 of Lemma 5.8 and Property
(M1) of M1 and M2, we get inductively
M1 ∩M2 ⊂ Ni ∩M2
and
hi(p, t) = p, ∀(p, t) ∈ (M1 ∩M2)× [0, 1].
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We get h by concatenating the functions hi in the following way: First we set
h˜i : M1 × [0, 1]→ Rn
(p, t) 7→ hi(hi−1(hi−2(. . . h0(p, 1), . . . 1)1), t)
and let τ ∈ C∞([0, 1], [0, 1]) with
τ(t) =
(
0 if t ∈ [0, 1
4
]
1 if t ∈ [ 3
4
, 1].
Then the function h : M1 × [0, 1]→ Rn defined by
h(p, t) := h˜i
„
p, τ
„
t− i
Q
««
for t ∈
»
i
Q
,
i+ 1
Q
–
has all the properties we claim.
Corollary 5.9. In the situation of Proposition 5.6 there is a C1 isotopy H :
Sn × [0, 1]→ Sn such that H(·, 0) = idSn ,
H(en+1, t) = en+1
for all t ∈ [0, 1], and “
P
(n)
N
”−1 “
H
“
P
(n)
N (M1) , 1
””
= M2.
Proof. Since M1 and M2 are (δ, µ)-approximations of Γ, there is an R < 0 such
that
M1 −K(n)R (0) = Γ−K
(n)
R (0) = M2 −K
(n)
R (0). (5.15)
Proposition 5.6 tells us that there is a C1 isotopy
h : M1 × [0, 1]→ Rn
such that h(·, 0) = idM1 ,
h(p, t) = p ∀(p, t) ∈ (M1 ∩M2)× [0, 1] (5.16)
and
h(M1, 1) = M2.
Since M1 −K(n)R (0) = Γ −K
(n)
R (0) and since Γ is a chord-arc submanifold, we
get that
M˜1 := P
(n)
N (M1) ∪ {en+1}
is a compact submanifold of Sn without boundary. Then (5.15) and (5.16) imply
that
h˜ : M˜1 × [0, 1]→ Sn
(p, t) 7→
8<:en+1 if p = en+1P (n)N „h„“P (n)N ”−1 (p), t«« else
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is a C1 isotopy. Using Theorem 3.2 we get a C1 isotopy
H : Sn × [0, 1]→ Sn
such that
H(·, 0) = idSn
and
H(h˜(p, 0), t) = h˜(p, t), ∀(p, t) ∈ M˜1 × [0, 1].
Hence,
H(en+1, t) = H(h˜(en+1, 0), t) = h˜(en+1, t) = en+1
for all t ∈ [0, 1] and“
P
(n)
N
”−1 “
H
“
P
(n)
N (M1), 1
””
=
“
P
(n)
N
”−1 “
H
“
M˜1 − {en+1} , 1
””
.
=
“
P
(n)
N
”−1 “
h˜
“
M˜1 − {en+1} , 1
””
= M2.
Corollary 5.10. Let M = M(n, k) ≤ ∞ be the constant from Theorem 4.21.
There is a constant ε = ε(n, k) > 0 such that for all α ≥M and all k-dimensional
chord-arc submanifolds Γ ⊂ Rn with αγ(Γ) ≤ ε we have:
For a Lipschitz continuous function δ : Rn → (0,∞) with Lipschitz
constant less or equal to one let Γαδ and Γ
α
2δ be as in Theorem 4.21.
Then there is a C1 isotopy H : Sn × [0, 1] → Sn such that H(·, 0) =
idSn ,
P
(n)
N (en+1, t) = en+1 ∀t ∈ [0, 1]
and “
P
(n)
N
”−1 “
H
“
P
(n)
N (Γ
α
δ ) , 1
””
= Γα2δ .
Proof. Let us set M1 := Γαδ and M2 := Γ
α
2δ . Theorem 4.21 shows us that M1
and M2 satisfy all the assumptions of Proposition 5.6 for µ := Cαγ if αγ is small
enough. Hence, the corollary follows from Corollary 5.9.
Proof of Theorem 5.1. Let γ = γ(Γ) be so small that we can apply Theorem 4.21,
Lemma 5.2 and Lemma 5.3, and Corollary 5.10 for α := M where M := M(n, k)
is the constant from Theorem 4.21. Furthermore, let t− = t−(Γ,M) > 0 and
t+ = t+(Γ) < ∞ be the constants from Lemma 5.2 and Lemma 5.3. Applying
Lemma 5.3 and Lemma 5.4 we get that ΓMt+ is unknotted in the sense of our
theorem. Corollary 5.10 tells us that the chord-arc submanifolds ΓM
2−nt+
are
unknotted as well for all n ∈ N. Let n0 ∈ N be such that 2−n0 t+ ≤ t−. Using
Lemma 5.2 we finally get that
Γ = ΓM
2−n0 t+
is unknotted in the sense of the theorem.
Nomenclature
#A number of elements of the set A, 20
−
R
A fdµ integral mean of the function f over the set A, 8
| · | Euclidean norm, 8
‖ · ‖BMO BMO norm, 12
‖A‖ operator norm of the linear map A, 8
⊂⊂ compactly contained, 35
BR(x) open Ball of radius R around x, 7
KR(x) closed ball of radius R around x, 7
B
(k)
R (x) open ball in Rk of radius R around x, 66
K
(k)
R (x) closed ball in Rk of radius R around x, 66
CR cylinder of radius R around 0, 66
dΓ geodesic distance on a manifold Γ, 60
∂A topological boundary of the set A, 36
∂XA topological boundary of the set A considered as a subset
of X, 36
∂manΣ boundary of the manifold Σ, 36
fA integral mean of the function f over the set A, 8
Γ chord-arc submanifold, 51
Gn,k Grassmannian, 62
Hk k-dimensional Hausdorff measure, 60
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αK α times the ball K, 7
L Lebesgue measure, 13
length(c) length of the curve c, 60
MR local version of the Hardy-Littlewood maximal operator,
8
N orthogonal projection onto the normal space, 62
Nx,R set of all mean normal spaces, 64
T orthogonal projection onto the tangent space, 62
Tx,R set of all mean tangent spaces, 64
ωk volume of the k-dimensional unit ball, 66
Index
Ahlfors regular, 19, 66
BMO norm, 2, 12, 62
boundary
of a manifold, 36
topological, 36
Calderon-Zygmund decomposition, 14
chord-arc
constant, 1, 59
curve, 1
domain, 1
hypersurface, 2
submanifold, 2, 51
surface, see chord-arc hypersur-
face
degree theory, 35
doubling constant, 8
doubling property, 8
doubling space, 8
extrinsic distance, 60
geodesic distance, 60
geometric measure theory, 7
Grassmannian, 2
Hardy-Littlewood maximal theorem, 9
Hausdorff measure, 1, 60
homotopy, 46
inequality of John and Nirenberg, 12
intrinsic distance, 60
isotopy, 23
Ck isotopy, 23
ambient Ck isotopy, 23
isotopy extension theorem, 24
Jordan curve, 1
Lebesgue differentiation theorem, 12
Lebesgue measure, 13
lift, 45
local doubling property, 8
local doubling space, 8
Marcinkiewicz interpolation theorem,
10
maximal function, 8
measure theory, 7
nesting chain, 15
normal space, 2
one-dimensional manifolds, 36
operator norm, 63
orthogonal projection, 2
Radon measure, 14
Reifenberg condition, 2
Sard’s theorem, 37
stereographic projection, 51
strong operator, 9
strong topology, 25
tubular neighborhood theorem, 26
universal covering, 45
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Vitali covering theorem, 9
weak operator, 9
Whitney embedding theorem, 26
Zorn’s lemma, 86
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