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SPECTRAL COMPUTATIONS ON LAMPLIGHTER
GROUPS AND DIESTEL-LEADER GRAPHS
LAURENT BARTHOLDI AND WOLFGANG WOESS
Abstract. The Diestel-Leader graph DL(q, r) is the horocyclic product of the homoge-
neous trees with respective degrees q+1 and r+1. When q = r, it is the Cayley graph of
the lamplighter group (wreath product) Zq≀Z with respect to a natural generating set. For
the “Simple random walk” (SRW) operator on the latter group, Grigorchuk and Z˙uk
and Dicks and Schick have determined the spectrum and the (on-diagonal) spectral
measure (Plancherel measure). Here, we show that thanks to the geometric realization,
these results can be obtained for all DL-graphs by directly computing an ℓ2-complete
orthonormal system of finitely supported eigenfunctions of the SRW. This allows compu-
tation of all matrix elements of the spectral resolution, including the Plancherel measure.
As one application, we determine the sharp asymptotic behaviour of the N -step return
probabilities of SRW. The spectral computations involve a natural approximating se-
quence of finite subgraphs, and we study the question whether the cumulative spectral
distributions of the latter converge weakly to the Plancherel measure. To this end, we
provide a general result regarding Følner approximations; in the specific case of DL(q, r),
the answer is positive only when r = q.
1. Introduction
Let X be a locally finite connected graph. Simple random walk (SRW) on X is the
Markov chain on X with transition probabilities
p(x, y) =
{
1/ deg(x) if y ∼ x ,
0 otherwise.
Here, ∼ denotes neighbourhood, and deg(x) is the degree (number of neighbours) of vertex
x ∈ X . The transition operator associated with SRW acts on real or complex functions
f on X by
Pf(x) =
∑
y
p(x, y)f(y) .
In particular, P acts as a self-adjoint operator on the weighted ℓ2-space ℓ2(X, deg) and
has norm = spectral radius ≤ 1. Here, we shall only consider regular graphs, i.e., deg is
constant, and we prefer to use the ordinary space ℓ2(X), where the reference measure is
the counting measure (instead of m(x) = deg(x)).
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Associated with P there is the resolution of the identity. This is an operator-valued
measure E defined on spec(P ) such that for all N ≥ 0,
PN =
∫
spec(P )
λnE(dλ)
It is characterized by the matrix elements
(1.1) µx,y(dλ) = 〈δx, E(dλ)δy〉 ,
which in turn are characterized by their moments, which are the N -step transition prob-
abilities (matrix elements of PN),
(1.2) p(N)(x, y) =
∫
spec(P )
λN µx,y(dλ) ∀ N ≥ 0 .
Each µx,x is a probability measure, while the off-diagonal µx,y are signed measures with
total mass 0. When X is a transitive graph (i.e., its group of isometries acts transitively
on the vertex set), then all µx,x coincide, and we shall just write µ for this measure, whose
support is the whole spectrum. This holds, in particular, for Cayley graphs of finitely
generated groups.1 In the spirit of Harmonic Analysis, we call µ the Plancherel measure;
more recently, it has also been called the Kesten spectral measure by some authors.
Basic references for the general theory of spectra of infinite graphs and groups are the
papers ofMohar and Woess [20], de la Harpe, Robertson and Valette [12] and
Grigorchuk and Z˙uk [13]. In [20] and [12], one can also find many examples of specific
graphs and groups where spectra and (less frequently) spectral measures are computed:
in basic cases spec(P ) is an interval, and the Plancherel measure has a continuous density
with respect to Lebesgue measure. This occurs for integer lattices – a classical result
from Fourier analysis, see e.g. Po´lya [22] – and for free groups, resp. homogeneous trees
– see Kesten [15] and Cartier [5]. For other tree-like cases (infinite distance-regular
graphs), the situation is almost the same, with a possible additional isolated eigenvalue,
as was shown by Kuhn and Soardi [17]; see also Faraut and Picardello [11]. For
A˜d-buildings with arbitrary d, the situation is similar to that of homogeneous trees, see
Cartwright and M lotkowski [7] and Cartwright [6].
The situation is different on typical fractal graphs such as the one associated with the
Sierpin´ski gasket, where the spectrum is pure point, i.e., the closure of the set of eigen-
values of P , see Malozemov and Teplyaev [18], Teplyaev [27], Sabot [24] and,
for a generalization, Kro¨n [16]. These graphs are regular, but far from being transitive.
However, it turned out in recent research that a similar situation may also occur in certain
classes of fractal groups related with the construction of Grigorchuk and Gupta and
Sidki of finitely generated infinite torsion groups with intermediate growth. For a com-
prehensive survey of these groups and their properties, see Bartholdi, Grigorchuk
and Nekrashevych [2] and the references given there, and for the specific computation
of a pure point spectrum on such a group, see Bartholdi and Grigorchuk [1].
Coming finally to the types of structures considered in the present paper, a pure point
spectrum with the associated Plancherel (Kesten) measure was recently detected for a
1If Γ is a group and S = S−1 ⊂ Γ a finite set of generators, then the Cayley graph X(Γ, S) has vertex
set Γ, and x ∼ y if x−1y ∈ S.
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different class of groups, namely the lamplighter groups (wreath products) F ≀ Z, where
F is a finite group; see Grigorchuk and Z˙uk [14] for Z2 ≀ Z, and Dicks and Schick
[8] for the general case2. While [14] uses approximation of the considered Cayley graph
by an increasing sequence of finite graphs, [8] applies von-Neumann-algebraic methods.
Note that the present study of random walks on F ≀ Z depends only on the cardinality
|F |, whence it suffices to consider F = Zq. Now, the Cayley graphs of Zq ≀ Z considered
in [14] and [8] turn out to have geometric realizations as specific examples DL(q, q) in
the family of Diestel-Leader graphs introduced by Diestel and Leader [9], i.e., the
horocyclic products DL(q, r) of two homogeneous trees with degree q + 1 and r + 1,
respectively; see Woess [29] and §2 below.
In the present paper, we exploit this geometric model to provide in §3 a completely
explicit and elementary construction of an ℓ2-complete orthonormal system of finitely
supported eigenfunctions of the SRW-operator on DL(q, r). This comprises the lamp-
lighter groups, but holds more generally for all Diestel-Leader graphs. When q 6= r, the
graph DL(q, r) is transitive, but not a Cayley graph, whence the group-specific methods
of [8] do not apply here (they rely on identifying eigenfunctions as projections in the von
Neumann algebra of a group acting on the graph; here that group is non-discrete and
non-unimodular), nor can one use an approximating sequence of Schreier graphs as in
[14].
We recover the spectral radius of SRW on DL(q, r), computed previously by Saloff-
Coste and Woess [25],
(1.3) ρ(P ) =
2
√
qr
q + r
.
The spectrum spec(P ) = [−ρ(P ) , ρ(P )] is the closure of the set of all eigenvalues{
λm,n = ρ(P ) cos
m
n
π : n ≥ 2 , 1 ≤ m ≤ n− 1
}
,
see Theorem 3.15. This theorem can be used to find an expression for each of the spec-
tral measures, see §4. In particular, the Plancherel measure can be computed explicitly
(Corollary 4.6).
We then use the latter in §5 to determine the sharp asymptotic behaviour of the 2N -step
return probabilities p(2N)(x, x), as N →∞, see Theorem 5.4 (note that p(2N+1)(x, x) = 0
since DL(q, r) is bipartite). For the lamplighter groups, i.e., on DL(q, q), these asymp-
totics have been determined for almost the same random walk by Revelle [23]; one
has
p(2N)(x, x) ∼ A¯1 exp
(−B1N1/3)N1/6 (r = q) .
It is interesting to note that in the case r 6= q, the last (polynomial) term changes by a
factor of N :
p(2N)(x, x) ∼ A1 ρ(P )2N exp
(−B1N1/3)N−5/6 (r 6= q) .
Furthermore, the constants A¯1, A1, B1 > 0 are determined explicitly as functions of q
and r.
2We denote by Zq the cyclic group Z/qZ of order q
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Next, in §6, we discuss for general vertex transitive graphs under which conditions
the cumulative spectral measures of an approximating sequence of finite graphs converge
(resp. do not converge) weakly to the Plancherel measure. A positive criterion is given
in terms of Følner sequences of approximating subgraphs, and more generally, Følner
approximations – see Theorem 6.3 and Remark 6.4. In our setting, this applies to DL(q, q)
with the natural subgraphs (tetrahedra) used in §3 for computing the spectrum, since they
constitute a Følner sequence. However, when r 6= q, this is not true, and the cumulative
spectral measures associated with tetrahedra do not converge to the Plancherel measure
– see Proposition 6.20, which is preceded by lengthy computations of the spectra of
tetrahedra. This should be seen in the light of amenability. A graph is called amenable if
it has a Følner sequence of subgraphs, which is equivalent with ρ(P ) = 1 for SRW. By [25],
DL(q, r) is amenable if and only if r = q; see (1.3) above. The discussion of §6 should be
compared with the results of Serre [26], who studies (among other) the question under
which conditions the cumulative spectral measures of an arbitrary sequence of regular
graphs have a weak limit. (Our tetrahedra are not regular at their boundaries.)
At the end, in §7, we add several observations, including random walks with drift, the
corresponding spectra, their return probabilities, and also their projections on the two
subtrees and on Z.
2. Lamplighter groups and Diestel-Leader graphs
This section is a short version of §2 in [29]. We explain the structure of the DL-graphs
and their relation with the groups Zq ≀ Z.
Let T = Tq be the homogeneous tree with degree q+1, q ≥ 2. A geodesic path, respec-
tively geodesic ray, respectively infinite geodesic in T is a finite, respectively one-sided infi-
nite, respectively doubly infinite sequence (xn) of vertices of T such that d(xi, xj) = |i−j|
for all i, j, where d(·, ·) denotes the graph distance.
Two rays are equivalent if the symmetric difference of their supports is finite. An end
of T is an equivalence class of rays. The space of ends is denoted ∂T, and we write
T̂ = T ∪ ∂T. For all w, z ∈ T̂ there is a unique geodesic w z that connects the two. In
particular, if x ∈ T and ξ ∈ ∂T then x ξ is the ray that starts at x and represents ξ.
For x, y ∈ T, x 6= y, we define the cone T̂(x, y) = {w ∈ T̂ : y ∈ xw}. The collection
of all cones is the basis of a topology which makes T̂ a compact, totally disconnected
Hausdorff space with T as a dense, discrete subset.
We fix a root o ∈ T. If w, z ∈ T̂, then their confluent c = w ∧ z with respect to the
root vertex o is defined by ow ∩ o z = o c. Similarly, we choose and fix a reference end
ω ∈ ∂T. For z, v ∈ T̂ \ {ω}, their confluent b = v uprise z with respect to ω is defined by
v ω ∩ z ω = b ω. We write
z 4 v if z uprise v = z .
For x ∈ T, we describe its relative position with respect to o by the two numbers
u(x) = d(o, xuprise o) and d(x) = d(x, xuprise o) .
Spectral computations 5
In Figure 1, u(x) and d(x) correspond to the numbers of steps one has to take upwards
(in direction of ω), respectively downwards, on the geodesic path from o to x. Thus,
d(x, o) = u(x) + d(x).
The Busemann function h : T→ Z and the horocycles Hk with respect to ω are defined
as
h(x) = d(x)− u(x) and Hk = {x ∈ T : h(x) = k} .
Every horocycle is infinite. Every vertex x in Hk has one neighbour x
− (its predecessor)
in Hk−1 and q neighbours (its successors) in Hk+1. We set ∂∗T = ∂T \ {ω}.
We label each edge of T by an element of Zq such that for each vertex, the “downward”
edges to its q successors carry labels 0, . . . , q−1 from left to right (say), see Figure 1. Thus,
for each x ∈ T, the sequence (σ(n))
n≤0 of labels on the geodesic xω has finite support
{n : σ(n) 6= 0}. We write Σq for the set of all those sequences. On every horocycle,
there is exactly one vertex corresponding to each σ ∈ Σq. Thus, Tq is in one-to-one
correspondence with the set Σq × Z, and the k-th horocycle is Hk = Σq × {k}.
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...
...
. . .
. . .
H−3
H−2
H−1
H0
H1
∂∗T
...
...
◦
ω
0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 1 0 1
0 1 0
0 1
0
Figure 1
Now consider two trees T1 = Tq and T
2 = Tr with roots o1 and o2 and reference ends
ω1 and ω2, respectively.
(2.1) Definition. The Diestel-Leader graph DL(q, r) is
DL(q, r) = {x1x2 ∈ Tq × Tr : h(x1) + h(x2) = 0} ,
and neighbourhood is given by x1x2 ∼ y1y2 ⇐⇒ x1 ∼ y1 and x2 ∼ y2 .
To visualize DL(q, r), draw Tq in horocyclic layers with ω1 at the top and ∂
∗
Tq at
the bottom, and right to it Tr in the same way, but upside down, with the respective
6 L. Bartholdi and W. Woess
horocycles Hk(Tq) and H−k(Tr) aligned. Connect the two origins o1, o2 by an elastic
spring. It is allowed to move along each of the two trees, may expand infinitely, but must
always remain in horizontal position. The vertex set of DLq,r consists of all admissible
positions of the spring. From a position x1x2 with h(x1)+h(x2) = 0 the spring may move
downwards to one of the r successors of x2 in Tr, and at the same time to the predecessor
of x1 in Tq, or it may move upwards in the analogous way. Such a move corresponds to
going to a neighbour of x1x2. We see that DL(q, r) is regular with degree q + r. As the
reference point in DL(q, r), we choose o = o1o2. Figure 2 illustrates DL(2, 2).
The relative position of x = x1x2 ∈ DL(q, r) with respect to o is given by the four
numbers u(x1), d(x1), u(x2), d(x2), which satisfy the relation
(2.2) u(x1) + u(x2) = d(x1) + d(x2) .
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∂∗Tq
∂∗Tr
...
...
Figure 2
The lamplighter group Zq ≀ Z is defined as follows: Consider the group of all finitely
supported configurations
C = {η : Z→ Zq , | supp(η)| <∞}
with pointwise addition modulo q. Then the group Z acts on C by translations k 7→ Tk :
C → C with Tkη(m) = η(m− k). The resulting semidirect product Z⋌ C is
Zq ≀ Z = {(η, k) : η ∈ C , k ∈ Z} with group operation (η, k)(η′, k′) = (η + Tkη′, k + k′)
We identify each (η, k) ∈ Zq ≀ Z with the vertex x1x2 ∈ DL(q, q), where according to the
identification Tq ↔ Σq × Z, the vertices xi are given by
(2.3)
x1 = (η
−
k , k) and x2 = (η
+
k ,−k) , where
η−k = η|(−∞ , k] and η+k = η|[k+1 ,∞) ,
both written as sequences over the non-positive integers.
This is clearly a one-to-one correspondence between Zq ≀ Z and DL(q, q), and it is also
straightforward that this group acts transitively and fixed-point-freely on the graph. The
action of m ∈ Z is given by x1x2 = (σ1, k)(σ2,−k) 7→ y1y2 = (σ1, k+m)(σ2,−k+m), and
the action of the group of configurations is pointwise addition modulo q. Write δℓk for the
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configuration in C with value ℓ at k and 0 elsewhere. Then DL(q, q) is the (right) Cayley
graph of Zq ≀ Z with respect to the symmetric set of generators
{(δℓ1, 1) , (δℓ0,−1) : ℓ ∈ Zq} ,
i.e., an edge corresponds to multiplying with a generator on the right. This is precisely the
set of generators considered in [14] and [8] when computing the spectrum of the associated
SRW-operator.
3. Tetrahedra and horizontal functions
In the sequel, we shall often write DL for DL(q, r). We say that a function f : DL→ C
is horizontal if it is finitely supported and
(3.1)
∑
y2∈T2:h(y2)=−h(x1)
f(x1y2) =
∑
y1∈T1:h(y1)=−h(x2)
f(y1x2) = 0 ∀ x1 ∈ T1 , x2 ∈ T2 .
(3.2) Lemma. The linear space of horizontal functions is dense in ℓ2(DL).
Proof. It is sufficient to show that every point mass can be approximated in the ℓ2-norm
by horizontal functions. Furthermore, by vertex-transitivity, it is sufficient to show this
for δo where o = o1o2. Let b1 = b
n
1 ∈ T1 be a vertex on H1−n (horocycle in T1) for which
u(b1) = n+ 1 and d(b1) = 1. Define a function f1 = f
n
1 on T
1 by
f1(x1) =

1 if x1 = o1 ,
−1/qn if b1 4 x1 ∈ H10 ,
0 otherwise.
In the same way, but replacing q with r, we define a function f2 = f
n
2 on T
2. Then the
function f = fn, given by f(x1x2) = f1(x1)f2(x2), is horizontal, and
‖fn − δo‖2 = 1
qnrn
+
1
qn
+
1
rn
→ 0 as n→∞ 
(3.3) Definition. Let a1 ∈ T1 and a2 ∈ T2 be two vertices with −h(a2) = h(a1) + n,
where n ≥ 0. Then the (induced) subgraph of DL given by
S = S(a1, a2) = {x1x2 ∈ DL : a1 4 x1 , a2 4 x2}
is called a tetrahedron in DL with height n(S) = n.
.
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8 L. Bartholdi and W. Woess
We shall only be interested in computations on tetrahedra with height n ≥ 2.
If for i = 1, 2 we write Si = Sin(ai) = {xi ∈ Ti : ai 4 xi , d(xi, ai) ≤ n}, then
S = {x1x2 ∈ S1× S2 : h(x1) + h(x2) = 0}. The boundary of Si in Ti is {ai} ∪ ∂∗Si, where
∂∗S1 = {b1 ∈ S1 : b1a2 ∈ S}, respectively ∂∗S2 = {b2 ∈ S2 : a1b2 ∈ S}, and the boundary
of S in DL is
∂S =
({a1} × ∂∗S2) ∪ (∂∗S1 × {a2}) .
Imagining S as a tetrahedron, two of its faces are copies of S1 that meet at the common
bottom side ∂∗S1×{a2}, and the other two faces are copies of S2 that meet at the common
top side {a1} × ∂∗S2. For k = 0, . . . , n, the k-th level of S = S(a1, a2) is the set
Lk = Lk(a1, a2) = {x1x2 ∈ S : h(x1) = h(a1) + k} =
(
S1 ∩H1h(a1)+k
)× (S2 ∩H2h(a2)+n−k) .
It has qkrn−k elements. Furthermore, we write v1,s for the successor of a1 where the edge
[a1, v1,s] of T
1 has label s ∈ Zq, and analogously v2,t for the successor of a2 where the edge
[a2, v2,t] of T
2 has label t ∈ Zr.
We identify functions on S with their extensions to DL, where the latter have value 0
on DL\S. In particular, every horizontal function on S must be 0 on ∂S. We now choose
non-zero functions ϕ1 on Zq and ϕ
2 on Zr such that
(3.4)
q−1∑
s=0
ϕ1(s) =
r−1∑
t=0
ϕ2(t) = 0 and
q−1∑
s=0
(
ϕ1(s)
)2
=
r−1∑
t=0
(
ϕ2(t)
)2
= 1 .
(Later on, we shall make specific choices for ϕ1 and ϕ2.) Using these two functions, we
define functions f 1k = f
1
k [ϕ
1] on T1(a1) = {x1 ∈ T1 : a1 4 x1} and f 2k = f 2k [ϕ2] on
T2(a2) = {x2 ∈ T1 : a2 4 x2} by f 10 ≡ 0, respectively f 20 ≡ 0, and for k ≥ 1,
(3.5)
f 1k (x1) =
{
ϕ1(s)q(1−k)/2 if v1,s 4 x1 ∈ H1h(a1)+k ,
0 otherwise ,
and
f 2k (x2) =
{
ϕ2(t)r(1−k)/2 if v2,t 4 x2 ∈ H2h(a2)+k ,
0 otherwise.
For k ≥ 1, these functions have ℓ2-norm 1. Now we define for 0 ≤ k ≤ n
(3.6) fk,n(x) = fk[S, ϕ
1, ϕ2](x) = f 1k (x1)f
2
n−k(x2) , x = x1x2 ∈ S = S(a1, a2) .
Recall that n = −h(a2)− h(a1) ≥ 2 is the height of S. The following is a straightforward
exercise.
(3.7) Lemma. The functions fk,n, k = 1, . . . , n − 1, are horizontal and orthonormal in
ℓ2(S). The SRW-operator P satisfies
Pfk,n =
√
qr
q + r
(
fk−1,n + fk+1,n
)
.
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Thus, since fk,0 = fk,n = 0, the action of P on the linear space spanned by fk,n,
k = 1, . . . , n− 1, is described by the (n− 1)× (n− 1) tridiagonal matrix
(3.8) Mn−1 =
√
qr
q + r

0 1
1
. . .
. . .
. . .
. . . 1
1 0

Its eigenvalues λm,n and associated orthonormal eigenvectors ψm,n (the latter written as
functions on {1, . . . , n− 1}) are
(3.9)
λm,n =
2
√
qr
q + r
cos
m
n
π and
ψm,n(k) =
√
2
n
sin
km
n
π , m, k = 1, . . . , n− 1
(3.10) Corollary. The functions gm,n on S, m = 1, . . . , n− 1, defined by
gm,n =
n−1∑
k=1
ψm,n(k)fk,n
are horizontal and orthonormal in ℓ2(S) as well as in ℓ2(DL). They satisfy
Pgm,n = λm,n · gm,n and
span{gm,n : m = 1, . . . , n− 1} = span{fk,n : k = 1, . . . , n− 1} .
Once more, recall that besides depending on the height n of S, each gm,n depends on
a1, a2, ϕ
1 and ϕ2,
gm,n = gm[S, ϕ
1, ϕ2] .
(3.11) Lemma. Let S(a1, a2) and S(a˜1, a˜2) be two tetrahedra of heights n and n˜ ≥
2, respectively. Let ϕ1 and ϕ2, respectively ϕ˜1 and ϕ˜2 be as in (3.4). Write fk,n =
fk[a1, a2, ϕ
1, ϕ2] and f˜l,n˜ = fl[a˜1, a˜2, ϕ˜
1, ϕ˜2]. If one of
(i) (a1, a2) 6= (a˜1, a˜2) , or
(ii) (a1, a2) = (a˜1, a˜2) and ϕ
1 ⊥ ϕ˜1 or ϕ2 ⊥ ϕ˜2
holds, then
span{fk,n : k = 1, . . . , n− 1} ⊥ span{f˜l,n˜ : l = 1, . . . , n˜− 1} .
Proof. (i) If S(a1, a2) ∩ S(a˜1, a˜2) = ∅ then perpendicularity is obvious.
If S(a1, a2)∩S(a˜1, a˜2) 6= ∅ then both a1, a˜1 and a2, a˜2 must be comparable with respect
to the partial order 4. Assume that a1 4 a˜1 and a1 6= a˜1. (The other three cases are
treated analogously). Let κ = h(a˜1)− h(a1).
If k 6= κ + l then we certainly have fk,n ⊥ f˜l,n˜ (since the two functions have disjoint
support).
If k = κ + l then by construction, the function f 1k on T
1(a1), as defined in (3.5), is
constant on supp f˜ 1l , where the latter is given as in (3.5), but on T
1(a˜1). Since
∑
f˜ 1l = 0, we
10 L. Bartholdi and W. Woess
have f 1k ⊥ f˜ 1l, Therefore, with f 2k and f˜ 2l defined in the same way on T2(a2), respectively
T2(a˜2), ∑
x
fk,n(x)f˜l,n˜(x) =
∑
x2
f 2n−k(x2)f˜
2
n˜−l(x2)
∑
x1
f 1k (x1)f˜
2
l (x1)︸ ︷︷ ︸
= 0
= 0 .
(ii) If (a1, a2) = (a˜1, a˜2) then n˜ = n, and fk,n ⊥ f˜l,n if l 6= k, since the functions have
disjoint support. Finally,
〈fk,n, f˜k,n〉 = 〈ϕ1, ϕ˜1〉〈ϕ2, ϕ˜2〉 = 0 
We now specify our choices for the functions ϕ1 and ϕ2. For i = 1, . . . , q−1 and s ∈ Zq,
let
(3.12) ϕ1i (s) =

q − i√
(q − i)(q + 1− i) , s = i− 1 ,
− 1√
(q − i)(q + 1− i) , s = i, . . . , q − 1 ,
0 , otherwise.
These functions are orthogonal and satisfy (3.4). Analogously, replacing i with j and q
with r, we define the orthogonal functions ϕ2j (t), j = 1, . . . , r− 1 (t ∈ Zr). We shall write
(3.13) f
[S,i,j]
k = fk[S, ϕ
1
i , ϕ
2
j ] and g
[S,i,j]
m = gm[S, ϕ
1
i , ϕ
2
j ]
(3.14) Proposition. The set
BS =
{
g[S˜,i,j]m : S˜ ⊆ S ; m ∈ {1, . . . , n(S˜)− 1} ; i ∈ {1, . . . , q − 1} ; j ∈ {1, . . . , r − 1}
}
constitutes an orthonormal basis of the linear space of all horizontal functions on the
tetrahedron S. Here, S˜ runs through all tetrahedra in DL(q, r) that are contained in S
and have height n(S˜) ≥ 2.
Proof. Instead of the functions g
[S˜,i,j]
m , we may equivalently work with the functions f
[S˜,i,j]
m ,
since they are also linearly independent and span the same space as BS.
If Lk is the k-th level of S (where S is assumed to have height n) and f is any horizontal
function with support in Lk, then f must satisfy each of the following q
k+ rn−k equations∑
x2:x1x2∈Lk
f(x1x2) = 0 and
∑
x1:x1x2∈Lk
f(x1x2) = 0 .
Thus, the dimension of the linear space of all horizontal functions with support in Lk is
(qk − 1)(rn−k − 1).
On the other hand, we can count all f
[S˜,i,j]
m where S˜ ⊆ S and supp f [S˜,i,j]m ⊆ Lk. We
find (q − 1)(r − 1) functions of this type (one for each pair (i, j)) associated with every
tetrahedron S˜ = S(a˜1, a˜2), where a1 4 a˜1 and d(a˜1, a1) ≤ k − 1, and at the same time
a2 4 a˜2 and d(a˜2, a2) ≤ n− k − 1. There are precisely
k−1∑
κ=0
qκ
n−k−1∑
ν=0
rν =
(qk − 1)(rn−k − 1)
(q − 1)(r −
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choices for (a˜1, a˜2). Thus, the number of all functions f
[S˜,i,j]
m with support in Lk (which are
linearly independent) coincides with the dimension of the space of all horizontal functions
on Lk, and we have a basis of that space. Putting together the different levels of S, we
obtain the proposed result. 
Thus, we obtain the following spectral decomposition of ℓ2(DL).
(3.15) Theorem. The spectrum of of the SRW-operator P on DL(q, r) is the interval
[−ρ(P ) , ρ(P )], where ρ(P ) = 2√qr/(q + r).
It is a pure point spectrum, being the closure of the set{
λm,n = ρ(P ) cos
m
n
π : n ≥ 2 , 1 ≤ m ≤ n− 1
}
.
Furthermore, the set of all functions
B =
{
g[S,i,j]m :
S tetrahedron in DL ; m ∈ {1, . . . , n(S˜)− 1} ;
i ∈ {1, . . . , q − 1} ; j ∈ {1, . . . , r − 1}
}
,
constructed in Corollary 3.10, respectively (3.13), is a complete orthonormal system in
ℓ2(DL) consisting of finitely supported functions; we have
Pg[S,i,j]m = λm,n · g[S,i,j]m ,
where n = n(S) is the height of S.
Proof. If f is any horizontal function on DL, then there is some tetrahedron S containing
its support. By Proposition 3.14, f is a linear combination of elements of BS. Thus,
B =
⋃
S BS is an orthonormal system that spans the space of all horizontal functions.
Now Lemma 3.2 completes the proof. 
4. The spectral measures
Using Theorem 3.15, we can compute the spectral measures (1.1). Indeed, if x ∈
DL(q, r), then the Fourier expansion of δx with respect to the orthonormal system of
(3.15) is
δx =
∑
S
n(S)−1∑
m=1
q−1∑
i=1
r−1∑
j=1
g[S,i,j]m (x) g
[S,i,j]
m (·) .
Therefore, for x, y ∈ DL,
p(N)(x, y) = 〈δx, PNδy〉 =
∑
S
n(S)−1∑
m=1
q−1∑
i=1
r−1∑
j=1
λNm,n(S) g
[S,i,j]
m (x) g
[S,i,j]
m (y) ,
and comparing this with (1.2), we find that for any continuous function f on spec(P ), its
integral with respect to µx,y is
(4.1)
∫
spec(P )
f(λ)µx,y(dλ) =
∑
S
n(S)−1∑
m=1
q−1∑
i=1
r−1∑
j=1
f(λm,n(S)) g
[S,i,j]
m (x) g
[S,i,j]
m (y) ,
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a countable sum of point masses. Since DL is transitive, we only need the measures µo,x,
where x ∈ DL. Let x = x1x2 with ui = u(xi) and di = d(xi). Furthermore, for i = 1, 2 let
ci = xi uprise oi, so that S(c1, c2) has height s = u1 + u2 = d1 + d2 =
(
d(x1, o1) + d(x2, o2)
)
/2,
see Figure 4.
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Figure 4
Since λm,n depends only on m/n, we choose m and n relatively prime (1 ≤ m < n). In
order to compute the mass µo,x(λm,n), we have to consider all tetrahedra S = S(a1, a2)
with height n(S) = ℓn that contain S(c1, c2), that is, ai ∈ ci, ωi for i = 1, 2. For those
S, note that g
[S,i,j]
m (o) = 0 when (i, j) 6= (1, 1). Therefore, denoting by ⌈·⌉ the next larger
integer, (4.1) now yields
(4.2) µo,x(λm,n) =
∞∑
ℓ=⌈s/n⌉
∑
S⊇S(c1,c2)
n(S)=ℓn
g
[S,1,1]
ℓm (o) g
[S,1,1]
ℓm (x) ,
and if we set
ki = ki(S) = d(ai, ci) = h(ci)− h(ai) , i = 1, 2 ,
then by Corollary 3.10
(4.3)
g
[S,1,1]
ℓm (x) g
[S,1,1]
ℓm (o) = Ck1,k2 q
−k1−(u1+d1)/2 r−k2−(u2+d2)/2 ×
× 2
ℓn
sin
(
(k1 + u1)
m
n
π
)
sin
(
(k1 + d1)
m
n
π
)
.
where n(S) = ℓn and
(4.4) Ck1,k2 =

(q − 1)(r − 1) , if k1 > 0 and k2 > 0 ,
−(r − 1) , if k1 = 0 and k2 > 0 ,
−(q − 1) , if k1 > 0 and k2 = 0 ,
1 , if k1 = k2 = 0 .
The last case occurs only when a1 = c1 and a2 = c2. Also, note that k1 + k2 = n(S) − s
and that ui + di = d(xi, oi), i = 1, 2. We obtain
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(4.5) Proposition. If 1 ≤ m < n and m and n are relatively prime, then with constants
as in (4.4),
µo,x(λm,n)
=
∞∑
ℓ=⌈s/n⌉
2r−ℓn
ℓn
ℓn−s∑
k=0
Ck,ℓn−s−k (r/q)k+d(x1,o1)/2 sin
(
(k + u1)
m
n
π
)
sin
(
(k + d1)
m
n
π
)
.
Elementary computations yield the following.
(4.6) Corollary. The Plancherel measure µ = µo,o is given by
µ(λm,n) =

log(1− r−n)− log(1− q−n)
n(r − q)
2qr(q + r)(q − 1)(r − 1) sin2 m
n
π
(r − q)2 + 4qr sin2 m
n
π
, if r 6= q ,
(q − 1)2
qn − 1 , if r = q ,
where λm,n =
2
√
qr
q+r
cos m
n
π and m and n are relatively prime (1 ≤ m < n).
Note that λn−m,n = −λm,n and µ(λn−m,n) = µ(−λm,n), that is, the Plancherel measure
is symmetric, as it has to be, since DL(q, r) is a bipartite graph (it has no odd cycles).
The formula for µ in the case r = q (lamplighter group) was obtained previously in [14]
and [8]. For x 6= o, the inner sum in Proposition 4.5 can be computed in (lengthy) closed
form, but in general not the outer one.
5. Asymptotic behaviour of the return probabilities
Combining (1.2) with Corollary 4.6, we can determine the exact asymptotic behaviour
of the return probabilities p(N)(o, o) as N →∞. For odd N , these probabilities are = 0.
For dealing with p(2N)(o, o), the following standard technical lemma will be useful.
(5.1) Lemma. For k ∈ N and γ ∈ R and any sequence εn tending to 0, let
Σ(N) = Σ(N ; k, γ) =
∞∑
n=2k+1
(1 + εn)n
γ q−n cos2N k
n
π .
Then
Σ(N) ∼ ξγk (2π/Ck)1/2 exp
(−BkN1/3)N (1+2γ)/6 as N →∞ ,
where
Φk(ξ) = ξ log q +
(kπ)2
ξ2
, ξk =
(
2(kπ)2
log q
)1/3
;
Bk = Φk(ξk) = 3
(
kπ log q
2
)2/3
, Φ′k(ξk) = 0 and Ck = Φ
′′
k(ξk) = 6
(
(log q)2
4kπ
)2/3
.
(Here, as usual, ∼ denotes asymptotic equivalence, i.e., quotients tending to 1. It
will always be clear from the context whether ∼ means neighbourhood in a graph or
asymptotic equivalence.)
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Proof. We decompose Σ(N) = Σ1(N) + Σ2(N), where the sum Σ1(N) ranges over all n
with 2k < n < κN1/3, and Σ2(N) ranges over all n ≥ κN1/3, and where κ = ξk/2.
We start with Σ2(N). For n→∞,
cos2N k
n
π = exp
(
−(kπ)2N(n−2 +O(n−4))) .
Therefore, we have as N →∞
(5.2) Σ2(N) ∼ Nγ/3
∑
n≥κN1/3
ξγN,n exp
(−N1/3Φk(ξN,n)) , where ξN,n = n
N1/3
.
The point where Φk attains its minimum is ξk, and we compute the values Φk(ξk) = Bk
and Φ′′k(ξk) = Ck, as given above. Therefore
Φk(ξ) = Bk +
Ck
2
(ξ − ξk)2 +R(ξ) (ξ − ξk)3
with R(ξ) continuous for ξ > 0. We now “substitute”
τN,n = N
1/6(ξN,n − ξk) , with ∆τN,n = τN(n + 1)− τN,n = N−1/6 → 0 .
Then we can rewrite (5.2) as
(5.3)
Σ2(N) ∼ exp
(−BkN1/3)N (1+2γ)/6 ×
×
∑
n:
τN,n≥−κN1/6
(ξk +N
−1/6τN,n)
γ exp
{−C
2
τ 2N,n −R∗N (τN,n)
}
∆τN,n
where R∗N(τ) = N
−1/6R(ξ0 +N−1/6τ) τ 3.
It is now standard that the sum in (5.3) converges to ξγk
∫∞
−∞ e
−Ckτ2/2 dτ = ξγk
√
2π/C.
(One has to use dominated convergence in a suitable central piece of the sum and control
the two tails.) Thus, Σ2(N) has the asymptotic behaviour that we have proposed for
Σ(N).
Let us now look at Σ1(N). Set M = supn |1 + εn|nγ q−n. Then
Σ1(N) ≤M κN1/3 cos2N
(
kπ
κN1/3
)
∼M κN1/3 exp
(
−(kπ)
2
κ2
N1/3
)
.
With our choice κ = ξk/2, one checks that (kπ)
2/κ2 > Bk. Therefore Σ1(N)/Σ2(N)→ 0
as N →∞. 
For the following, recall from Theorem 3.15 that ρ(P ) = 1 when r = q. When r 6= q, it
is enough to consider only r > q.
(5.4) Theorem. Let ξ1, B1 and C1 be as defined in Lemma 5.1.
(i) If r > q then
p(2N)(o, o) ∼ A1 ρ(P )2N exp
(−B1N1/3)N−5/6 as N →∞ ,
where
A1 = 4 π
2 ξ−31 (2π/C1)
1/2 qr(q + r)(q − 1)(r − 1)/(r − q)3 .
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(ii) If r = q then
p(2N)(o, o) ∼ A¯1 exp
(−B1N1/3)N1/6 as N →∞ ,
where
A¯1 = 2(q − 1)2 (2π/C1)1/2 .
Proof. We decompose (using λn−m,n = −λm,n and λ1,2 = 0)
p(2N)(o, o) =
∞∑
n=3
n−1∑
m=1
gcd(m,n)=1
µ(λm,n) λ
2N
m,n = S1(N) + S2(N) ,
where
S1(N) = 2
∞∑
n=3
µ(λ1,n) λ
2N
1,n and S2(N) =
∞∑
n=4
n−2∑
m=2
gcd(m,n)=1
µ(λm,n) λ
2N
m,n .
Case r > q. Then, for n→∞,
2µ(λ1,n) = 2 π
2A0 n
−3 q−n
(
1+O(n−2)
)
where A0 = 2qr(q+ r)(q− 1)(r− 1)
/
(r− q)3 .
Therefore, using Lemma 5.1,
(5.5) S1(N) = A0 ρ(P )
2N Σ(N ; 1,−3)
has the asymptotic behaviour that we have proposed for p(2N)(o, o). Thus, it remains to
show that S2(N) is dominated by S1(N). Note that for 2 ≤ m ≤ n− 2, we have
λ2m,n ≤ ρ(P )2 cos2 2nπ ,
and
n−2∑
m=2
gcd(m,n)=1
µ(λm,n) ≤ A0
(
log(1− r−n)− log(1− q−n)) = A0 (1 + εn) q−n ,
where εn → 0 as n→∞ . Therefore,
(5.6) S2(N) ≤ A0 ρ(P )2N Σ(N ; 2, 0) .
Since B2 > B1, Lemma 5.1 shows that Σ(N ; 2, 0)/Σ(N ; 1,−3)→ 0, and comparing (5.5)
with (5.6), we see that S2(N)/S1(N)→ 0 as N →∞.
Case r = q. The proof is basically the same. The only difference is that in this case,
Theorem 3.15 yields
µ(λ1,n) ∼ (q − 1)2 q−n ,
while in case r > q, we had the additional factor n−3. Therefore
S1(N) = 2(q − 1)2Σ(N ; 1, 0) and S2(N) ≤ (q − 1)2Σ(N ; 2, 1) ,
whence Lemma 5.1 implies the result. 
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It is quite surprising that the polynomial terms N−5/6 versus N1/6 are different when
r 6= q, respectively r = q. The asymptotics in case r = q were computed previously
by Revelle [23] for a very similar random walk on the lamplighter group: in terms of
DL(q, r) this is SRW on the graph obtained by adding edges in the first tree (Tq), so that
each vertex is connected to each of the siblings of its predecessor and then taking the
horocyclic product as before. It turns out that for q = r, the N -step return probabilities
of that random walk are just 2 p(N)(o, o), see [29], §5 for details. The specific computations
of [23] are very similar to ours, although [23] does not use the Plancherel measure.
6. Plancherel measure and cumulative spectral measure
Let (X, o) and (X ′, o′) be locally finite, infinite graphs with respective roots o and o′.
Let R(X,X ′) be the largest radius R for which there is a root-preserving isomorphism
between the balls BX(o, R) and BX′(o
′, R) in the respective graph metrics. A sequence of
rooted graphs (Xn, on) is said to converge to the graph (X, o), if R(X,Xn)→∞. In this
situation, given vertices x, y ∈ X , we can consider them via the respective isomorphisms
as elements of Xn for all n ≥ n(x, y), and we have the corresponding spectral measures
µ
(n)
x,y associated with the SRW operator Pn on Xn, as well as the measure µx,y associated
with P on X . (In particular, we consider o as the common root of all graphs in the
sequence.)
In this setting, it is a well known fact regarding operator convergence that
(6.1) µ(n)x,y → µx,y weakly, as n→∞ ;
see e.g. Grigorchuk and Z˙uk [13]. The main interest here is in the diagonal elements
µ
(n)
x,x → µx,x, in particular in the case when X is vertex-transitive, and µx,x = µo,o ∀ x ∈ X .
When the Xn are finite graphs, another type of spectral measure is of interest in the
place of µ
(n)
o,o , namely the cumulative spectral measure
µ˜Xn = µ˜n =
1
|Xn|
∑
x∈Xn
µ(n)x,x =
1
|Xn|
∑
λ∈spec(Pn)
mult(λ) δλ ,
where mult(λ) is the multiplicity of λ as an eigenvalue of Pn. If Xn is vertex-transitive
then µ˜n = µ
(n)
o,o . In general, the following two questions are of interest.
(6.2)
(a) Does the sequence (µ˜n) converge weakly to some probability measure µ˜ ?
(b) Is µ˜ = µo,o ?
In case of a positive answer to question (6.2.a), we call µ˜ the cumulative spectral measure
of (X, o) with respect to the sequence (Xn, o). Recently, the names Von Neumann and
Serre have been associated with that measure.
All this applies, in particular, when each Xn is an induced subgraph of X . (“Induced”
means that when x, y ∈ Xn are neighbours in X , then also x ∼ y in Xn.) In this situation,
it may have advantages to use instead of Pn the restriction (truncation) P|n = P |Xn of P
on Xn. Note that Pn and P|n coincide in the interior of Xn, while they differ in the points
of the boundary ∂Xn of Xn (i.e., the points of Xn having a neighbour in X \Xn), where
P|n is strictly substochastic. The operator P|n acts on the same ℓ2-space as P , while Pn
uses different weights (vertex degrees) at the boundary points. The spectral measures of
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P|n also converge weakly to the respective spectral measures of X , and one can as well
study the cumulative spectral measures µ˜|n associated with P|n and their possible limit,
again denoted µ˜.
We remark that in the literature, the distinction between Plancherel (Kesten) and
cumulative spectral measures has not always been very clear.
Question (6.2) has first been dealt with explicitly by McKay [19], who showed that
when the Xn are (q+1)-regular graphs with (asymptotically) few cycles, then the sequence
µ˜n converges weakly to the Plancherel measure of the tree Tq. A systematic answer to
question (6.2.a) is given by Serre [26]. In [14], the spectrum of SRW on the lamplighter
group Z2 ≀Z (i.e., DL(2, 2)) is computed via an approximating sequence of Schreier graphs,
and it is shown that the corresponding cumulative spectral measure coincides with µo,o.
The sequence (Xn) of subsets of X is called a Følner sequence, if infn |∂Xn|/|Xn| = 0.
It is called expanding, if that infimum is positive. Recall that a graph is called amenable if
it has a Følner sequence. By Dodziuk [10], this holds if and only if the spectral radius of
SRW satisfies ρ(P ) = 1. This notion comes from group theory; a group is called amenable
if it carries a finitely additive, left-invariant probability measure, and a finitely generated
group is amenable if and only if one (equivalently, each) of its Cayley graphs with respect
to a finite, symmetric generating set is amenable. For more details in the context of
random walks, see e.g. [28], §10 and §12.
(6.3) Theorem. Let X be an infinite, connected locally finite vertex-transitive graph, and
(Xn) an increasing subsequence of finite subgraphs whose union is X.
(a) If (Xn) is a Følner sequence then both µ˜n and µ˜|n converge weakly to the Plancherel
measure of X.
(b) If (Xn) is an expanding sequence then µ˜|n does not converge to the Plancherel measure
of X.
Proof. All involved measures are probability measures on R with compact support. There-
fore, weak convergence holds if and only if for each N ∈ N, the N -th moment of µ˜n
(resp. µ˜|n) converges to the N -th moment of the Plancherel measure. The latter is
MN (µo,o) = p
(N)(o, o) = p(N)(x, x) for all x ∈ X (by transitivity), while
MN (µ˜n) =
1
|Xn|
∑
x∈Xn
p
(N)
Xn
(x, x)
(analogously for µ˜|n). Now consider
∂NXn = {x ∈ Xn : d(x, ∂Xn) ≤ N/2}
If x ∈ Xn \ ∂NXn then p(N)Xn (x, x) = p(N)|Xn(x, x) = p(N)(x, x). Therefore
MN (µo,o)−MN (µ˜|n) = 1|Xn|
∑
x∈Xn
(
p(N)(x, x)− p(N)|Xn(x, x)
)
=
1
|Xn|
∑
x∈∂NXn
(
p(N)(x, x)− p(N)|Xn(x, x)
)
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Now, if (Xn) is a Følner sequence then
|MN(µo,o)−MN(µ˜|n)| ≤ 2 |∂NXn|/|Xn| → 0 (n→∞) ,
and the same holds for µ˜n. This proves (a).
To see (b), first note that p(N)(x, x) − p(N)|Xn(x, x) > 0 for every x ∈ ∂Xn. The involved
transition probabilities regard only what happens in the ballB(x,N/2), and the restriction
toXn means that only a part of that ball is admitted for the walker, while the rest is taboo.
By transitivity, all these balls are isomorphic, and up to isometry, there are only finitely
many ways to subdivide a ball into the admitted and taboo parts. Hence, as x varies,
while N is fixed, there are only finitely many different values of p
(N)
|Xn(x, x). Consequently,
there is εN > 0 such that
p(N)(x, x)− p(N)|Xn(x, x) ≥ εN ∀n ∈ N, x ∈ ∂Xn .
Therefore
MN (µo,o)−MN (µ˜|n) ≥ εN |∂Xn|/|Xn| ,
which does not tend to zero as n→∞. 
(6.4) Remark. (1) Theorem 6.3 is of course also valid for the adjacency matrix of X and
its restriction to Xn, acting on ℓ
2(X), resp. ℓ2(Xn) ⊂ ℓ2(X).
(2) Part (a) can also be formulated for a sequence of finite graphs Xn converging to X
that are not necessarily subgraphs of X . In that case, define
∂NXn = {x ∈ Xn : BXn(x,N/2) is not isomorphic with BX(o,N/2)} .
Then we call (Xn) a Følner approximation of X if |∂NXn|/|Xn| → 0 as n→∞ for every
N ∈ N.
This condition requires that X is vertex-transitive. If (Xn) is a Følner approximation of
X , then the above argument shows that the cumulative spectral measures of Xn converge
weakly to the Plancherel measure of X .
(3) As mentioned above, Grigorchuk and Z˙uk [14] consider Z2 ≀ Z, i.e., DL(2, 2),
and use an approximation by Schreier graphs and the associated cumulative spectral
measures. They show that the latter converge to the Plancherel measure. This can also
be interpreted in terms of a Følner approximation. Indeed, the graphs Xn defined by
the action of the automaton considered in [14] can be defined alternatively as follows:
let m be the smallest power of 2 that is ≥ n, and consider the group Γn = Zn2 ⋊ Zm,
with Zm acting as a matrix with 1’s on the diagonal and just above, 0’s elsewhere. This
is the permutation group acting on level n. The generator a generates Zm, and b = σa
where σ is any non-trivial element of Zm2 . The Schreier graph is the homogeneous space
Xn = Zm\Γn.
The elements in Xn can be naturally identified with vectors in Z
n
2 . Fix an integer N ,
and let Yn denote those vectors that are not periodic of period less than N . On one
hand, |Yn|/|Xn| → 1 as n → ∞, and on the other hand, any ball of radius N around
y ∈ Yn embeds in the lamplighter group Z∞2 ⋊Z; therefore the graphs Xn have the Følner
approximation property. 
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Our computation of the spectrum of SRW on DL(q, r) in §3 is linked with tetrahedra.
In this context, it is natural to take for Xn an increasing family of tetrahedra Sn with
height n→∞ , whose union is DL, and consider the associated cumulative measures µ˜|n.
If r = q, i.e., for the lamplighter group, we have |Sn| = (n + 1)qn and |∂Sn| = 2qn.
Therefore (Sn) is a very natural Følner sequence in DL(q, q), which is indeed a Cayley
graph of an amenable group.
On the other hand, if r > q then |Sn| ∼ rn+1/(r−q) and |∂Sn| ∼ rn, as n→∞, whence
(Sn) is an expanding sequence. We know that in this case DL(q, r) is a nonamenable graph
[25].
(6.5) Corollary. If r = q then for Sn, both sequences µ˜n and µ˜|n converge weakly to the
Plancherel measure of DL(q, q).
If r 6= q then µ˜|n does not converge to the Plancherel measure of DL(q, r).
We remark that we did not compute the actual limit of µ˜|n, when r 6= q. This can be
done along the lines of the following computations.
Let us now consider the sequence µ˜n corresponding to SRW on the graphs Sn for r 6= q.
We shall always suppose that r > q.
Let S = S(a1, a2) be any tetrahedron with height n. We want to compute the cumula-
tive spectral measure of SRW PS on S. We define
∂1S = {b1a2 : b1 ∈ Tq , b1a2 ∈ DL} and ∂2S = {a1b2 : b2 ∈ Tr , a1b2 ∈ DL}
(the lower and upper parts of ∂S). Then PS coincides with P in the interior S \ ∂S of S,
while
pS(b1a2, x1x2) = 1/r if b1a2 ∈ ∂1S , x1 = b−1 , x−2 = a2 , and
pS(a1b2, x1x2) = 1/q if a1b2 ∈ ∂2S , x−1 = a1 , x2 = b−2 .
In order to compare with P acting on ℓ2(X), it is more natural to consider PS as a
self-adjoint operator on ℓ2(S,mS), where
mS(x1x2) =

1 , ifx1x2 ∈ S \ ∂S ,
r/(r + q) , if x1x2 ∈ ∂1S ,
q/(r + q) , if x1x2 ∈ ∂2S ,
instead of using the reference measure degS = (q + r)mS.
We already know part of the spectrum of PS, namely, the spectrum of PS acting on
the space of all horizontal functions with support in S. We need further eigenfunctions
besides the horizontal ones. Recall the functions f
[S,i,j]
k and g
[S,i,j]
m constructed in (3.13),
i = 1, . . . , q − 1, j = 1, . . . , r − 1, with k,m = 1, . . . , n− 1. We can also include k = 0, n
with f
[S,i,j]
0 = f
[S,i,j]
n = 0. We shall now extend the range of i and j, adding also the values
i = 0 and j = 0. Namely, in analogy with (3.5) and (3.6), and using (3.12), we define for
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k = 0, . . . , n and x = x1x2 ∈ S
(6.6)
f
[S,0,0]
k (x1x2) =
{
q−k/2 r−(n−k)/2 if x1 ∈ H1h(a1)+k ,
0 otherwise ,
f
[S,0,j]
k (x1x2) =
{
q−k/2 f 2n−k[ϕ
2
j ](x2) if x1 ∈ H1h(a1)+k ,
0 otherwise (j = 1, . . . , r − 1),
f
[S,i,0]
k (x1x2) =
{
f 1k [ϕ
1
i ](x1) r
−(n−k)/2 if x1 ∈ H1h(a1)+k ,
0 otherwise (i = 1, . . . , q − 1).
The different functions f
[S,i,j]
k are all orthogonal, and when k ∈ {1, . . . , n− 1}, then they
have norm one. On the other hand,
(6.7) ‖f [S,0,j]0 ‖2 =
q
r + q
and ‖f [S,i,0]0 ‖2 =
r
r + q
in ℓ2(S,mS) .
As usual, we also think of all functions of (6.6) as being extended to the whole of DL,
with value 0 outside of S. It is also convenient to set f
[S,i,j]
k ≡ 0 when k < 0 or k > n.
Let ρ = ρ(P ) =
2
√
qr
q+r
. One has for all pairs (i, j)
(6.8)
PSf
[S,i,j]
k =
ρ
2
(
f
[S,i,j]
k−1 + f
[S,i,j]
k+1
)

∀ k ∈ Z , if i, j 6= 0 ,
∀ k ∈ Z \ {±1} , if i = 0, j 6= 0 ,
∀ k ∈ Z \ {n± 1} , if i 6= 0, j = 0 ,
∀ k ∈ Z \ {±1, n± 1} , if i = j = 0 ,
PSf
[S,0,j]
1 =
√
r√
q
f
[S,0,j]
0 +
ρ
2
f
[S,0,j]
2 , and
PSf
[S,i,0]
n−1 =
ρ
2
f
[S,i,0]
n−2 +
√
q√
r
f [S,i,0]n .
Case 1. i, j 6= 0. In this case, (6.8) was stated in Lemma 3.7, and we find the corre-
sponding eigenvalues and eigenfunctions as in §3.
Case 2. i = j = 0. None of f
[S,0,0]
0 and f
[S,0,0]
n vanish. The action of PS on the space
spanned by f
[S,0,0]
k (k = 0, . . . , n) is described by the (n+ 1)× (n + 1)-matrix
Mon+1 =
ρ
2

0 1
q+r
q
. . .
. . .
1
. . .
. . .
. . .
. . . 1
. . .
. . . q+r
r
1 0

over the indices k = 0, . . . , n. In general, if we have an eigenvalue λ of Mon+1 and an asso-
ciated left eigenvector ψ, written as a function on {0, . . . , n}, then we obtain a normalized
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eigenfunction g of PS and its norm in ℓ
2(S,mS) by setting
(6.9) g = C
n∑
k=0
ψ(k) f
[S,0,0]
k , where C
2 =
q
r + q
ψ(0)2 +
n−1∑
k=1
ψ(k)2 +
r
r + q
ψ(n)2
(using (6.7)), as in §3. Applying this recipe, we start with the following eigenvalues and
eigenfunctions of Mon+1 , resp. PS .
(6.10)
λ0,n = 1 , ψ0,n(k) =
√
q/r
k
, g
[S,0,0]
0 (x) =
(
2qr r
n−qn
r2−q2
)−1/2
, and
λn,n = −1 , ψn,n(k) =
(
−
√
q/r
)k
, g[S,0,0]n (x) = (−1)h(x1)
(
2qr r
n−qn
r2−q2
)−1/2
,
where x ∈ S. Next, for m = 1, . . . , n− 1, set
βom,n = arctan
(q + r
q − r tan
m
n
π
)
.
Some computations yield the same eigenvalue as in (3.9) and the following corresponding
eigenfunction of PS :
(6.11) λm,n = ρ cos
m
n
π , g[S,0,0]m =
n∑
k=0
√
2√
n
sin
(km
n
π + βom,n
)
f
[S,0,0]
k .
Case 3. i = 0 , j 6= 0. Then f [S,0,j]0 does not vanish, while f [S,0,j]n ≡ 0. The action of PS
on the space spanned by f
[S,0,j0]
k (k = 0, . . . , n− 1) is described by the (n× n)-matrix
M ′n =
ρ
2

0 1
q+r
q
. . .
. . .
1
. . .
. . .
. . .
. . . 1
1 0

over the indices k = 0, . . . , n − 1. Computations are slightly more involved in this case;
we present the results.
Case 3.A n ≥ r+q
r−q .
A.1 If n > r+q
r−q then there is precisely one α = α0,n > 0 that solves the equation
(6.12) e2nα =
q − re2α
qe2α − r .
(If n ≤ r+q
r−q then there is no such solution.) We get
(6.13)
λ′0,n = ρ coshα0,n , g
[S,0,j]
0 = C
′
0,n
n−1∑
k=0
sinh
(
(n− k)α0,n
)
f
[S,0,j]
k
λ′n−1,n = −ρ coshα0,n , g[S,0,j]n−1 = C ′n−1,n
n−1∑
k=0
(−1)k sinh((n− k)α0,n) f [S,0,j]k .
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A.2 If n = r+q
r−q then we find, setting α0,n = 0 and αn−1,n = π,
(6.14)
λ′0,n = ρ = ρ cosα0,n , g
[S,0,j]
0 = C
′
0,n
n−1∑
k=0
(
1− k
n
)
f
[S,0,j]
k
λ′n−1,n = −ρ = ρ cosαn−1,n , g[S,0,j]n−1 = C ′n−1,n
n−1∑
k=0
(−1)k
(
1− k
n
)
f
[S,0,j]
k .
In both subcases A.1 and A.2, the equation
(6.15) cot(nα) =
r − q
r + q
cotα , α ∈ (0 , π)
has exactly n− 2 distinct solutions αm,m, m = 1, . . . , n− 2. For each αm,n, we get
(6.16) λ′m,n = ρ cosαm,n , g
[S,0,j]
m = C
′
m,n
n−1∑
k=0
sin
(
(n− k)αm,n
)
f
[S,0,j]
k .
In (6.13), (6.14) and (6.16), the normalizing constants C ′m,n are computed as C in (6.9).
Case 3.B n < r+q
r−q .
In this case, the equation (6.15) has exactly n distinct solutions αm,n, m = 0, . . . , n−1.
Associated with each of those αm,n there is a solution of the form (6.16).
Case 4. i 6= 0 , j = 0. Then f [S,i,0]n does not vanish, while f [S,i,0]0 ≡ 0. The action of PS
on the space spanned by f
[S,i,0]
k (k = 1, . . . , n) is described by the (n× n)-matrix
M ′′n =
ρ
2

0 1
1
. . .
. . .
. . .
. . . 1
. . .
. . . q+r
r
1 0

over the indices k = 1, . . . , n. This is analogous to Case 3.B, exchanging q with r and
k,m with n− k,m− k. The equation
(6.17) cot(nγ) = −r − q
r + q
cot γ , γ ∈ (0 , π)
has exactly n distinct solutions γm,n, m = 1, . . . , n. Associated with each of them, we find
(6.18) λ′′m,n = ρ cos γm,n , g
[S,i,0]
m = C
′′
m,n
n∑
k=1
sin(kγm,n) f
[S,i,0]
k ,
with normalizing constant C ′′m,n according to (6.9).
We set
AoS = {g[S,0,0]m : m = 0, . . . , n} ,
A′S = {g[S,0,j]m : m = 0, . . . , n− 1 , j = 1, . . . , r − 1} ,
A′′S = {g[S,i,0]m : m = 1, . . . , n , i = 1, . . . , q − 1} .
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(6.19) Lemma. The orthogonal complement of the subspace of horizontal functions in
ℓ2(S), where S = S(a1, a2), is spanned by
AS = AoS ∪
⋃{A′S(a1,c2) : S(a1, c2) ⊆ S} ∪⋃{A′′S(c1,a2) : S(c1, a2) ⊆ S} ,
where c1 and c2 vary. The functions in AS are all orthonormal with respect to each other.
Proof. Orthonormality follows from the straightforward verification that this is true for
the corresponding functions fm in the place of the gm. To prove that AS spans the
orthogonal complement of horizontal functions, we proceed as in the proof of Proposition
3.14 and consider the k-th level Lk of S. The space of functions supported in Lk has
dimension qkrn−k, whence the codimension of the space of horizontal functions supported
in Lk is qk+rn−k−1. Direct counting shows that this is precisely the number of functions
f
[S(c1,c2),i,j]
m with S(c1, c2) ⊆ S, c1 = a1 or c2 = a2, and i = 0 or j = 0, that do not vanish
on Lk. 
Thus, our long computations lead to the following result, which also shows that µ˜n does
not converge to the Plancherel measure when r 6= q.
(6.20) Proposition. If r > q, then the cumulative spectral measures µ˜n associated with
(non-truncated) SRW on Sn converge weakly to the measure µ˜+ ν˜, given as follows.
µ˜ = (q − 1)(r − 1)
∞∑
N=2
r−N
N−1∑
m=1
δλm,N + (r − q)(r − 1)
∑
2≤N≤ r+q
r−q
r−N−1
N−1∑
m=0
δλ′m,N
+ (r − q)(r − 1)
∑
N> r+q
r−q
r−N−1
N−2∑
m=1
δλ′m,N
with λm,N = ρ(P ) cos(
m
M
π) and λ′m,N = ρ(P ) cosαm,N given by (6.15).
ν˜ = (r − q)(r − 1)
∑
N> r+q
r−q
r−N−1
(
δλ′
0,N
+ δ−λ′
0,N
)
,
with λ′0,N = ρ(P ) coshα0,N given by (6.12).
The support of the measure µ˜ is the interval [−ρ(P ) , ρ(P )].
The support {±λ′0,N : N > r+qr−q} of ν˜ is contained in [−1 , −ρ(P )] ∪ [ρ(P ) , 1]. The
sequence (λ′0,N) is strictly increasing with limit 1.
Proof. First of all, |Sn| = (rn+1 − qn+1)/(r − q).
If we fix n and consider N ∈ {2, . . . , n}, then Sn = S(a1, a2) contains (rn−N+1 −
qn−N+1)/(r − q) different tetrahedra S(c1, c2) with height N . With each of those, and
each i ∈ {1, . . . , q − 1} and j ∈ {1, . . . , r − 1}, we associate each of the eigenvalues λm,N ,
m = 1, . . . , N − 1. Thus, taking into account all those tetrahedra of height N , we count
each λm,N precisely (q − 1)(r − 1)(rn−N+1 − qn−N+1)/(r − q) times. If we divide by |Sn|
and let n→∞, we get the first of the three parts of µ˜ (with an implicit use of dominated
convergence).
Also, Sn contains r
n−N different tetrahedra S(a1, c2) with height N , where only c2 is
allowed to vary. Associated with each of them, and with each j ∈ {1, . . . , r− 1}, we have
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each of the eigenvalues λ′m,N , m = 1, . . . , N − 1. Again, taking into account all those
tetrahedra, dividing by |Sn|, and letting n→∞, we obtain the second and third parts of
µ˜, plus ν˜. The subdivision is according to whether |λ′m,N | ≤ ρ(P ) or > ρ(P ), respectively.
The contributions to the spectrum of SRW on Sn that come from AoS(a1,a2) and A′′S(c1,a2)
(where S(c1, a2) ⊆ S(a1, a2) and c1 varies) vanish as n→∞, because qn/rn → 0. 
7. Final observations
A. Random walks with drift. Besides SRW on DL(q, r), it may also be instructive
to consider the following variant. If the actual position is x = x1x2 ∈ DL(q, r), then we
first toss a coin, where “head” comes up with probability α ∈ (0 , 1). If head comes up,
then we step at random to one among the q neighbours y = y1y2 of x with y
−
1 = x1 (i.e.,
downwards in Figure 2). Otherwise, we step at random to one among the r neighbours
y of x with y−2 = x2. Thus, we obtain the following generalization Pα of simple random
walk on DL(q, r). For x = x1x2, y = y1y2 ∈ DL(q, r)
(7.1) pα(x, y) =

α/q if y−1 = x1 and y2 = x
−
2
(1− α)/r if y1 = x−1 and y−2 = x2
0 otherwise.
In order to interpret this in terms of a lamplighter when r = q, it is best to think of the
lamps not placed at each vertex of the two-way-infinite path Z, but at the middle of each
edge. Each lamp may have q different intensities or states (≡ elements of Zq), the state
“off” corresponding to 0 ∈ Zq. Only finitely many lamps may be switched on. At each
step, the lamplighter tosses his α-coin. If “head” comes up, he moves “down” (from k to
k + 1) and switches the lamp on the transversed edge to a random state. Otherwise, he
moves “up” (to k − 1) and again switches the lamp on the transversed edge to a random
state.
We remark that for all values q, r, the random walk Pα on DL(q, r) may be interpreted
as a lamplighter walk in an extended sense. Imagine that on each edge of Z, there is a
green lamp with q possible intensities (including “off”) plus a red lamp with r possible
intensities (including “off”). The rule is that only finitely many lamps may be switched
on, and in addition, if the lamplighter stands at k, then all lamps between k and −∞
have to be in a green state, while all lamps between k and +∞ must be in a red state.
The lamplighter tosses his α-coin. If “head” comes up, he moves “down” (from k to k+1)
and switches the green lamp on the transversed edge to a random state, while switching
off the red lamp on that edge. Otherwise, he moves “up” (to k − 1) and switches the red
lamp on the transversed edge to a random state, while switching off the green lamp on
that edge.
SRW on DL(q, r) is Pα with α =
q
q+r
. In order to compare DL(q, r) with DL(q, q), it
may be more natural to consider the same α in each case.
For arbitrary α, we have
(7.2) mα(x)pα(x, y) = mα(y)pα(y, x) , where mα(x) =
(
α r
(1− α)q
)h(x1)
,
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i.e., Pα is mα-reversible. Therefore, Pα acts as a self-adjoint operator on the weighted
space ℓ2(DL, mα) with inner product
〈f, g〉α =
∑
x
f(x)g(x)mα(x) .
A quick computation shows that
(7.3)
√
mα(x)√
mα(y)
pα(x, y) = tα p(x, y) ∀ x, y ∈ DL , where tα =
√
4α(1− α)
ρ(P )
.
Here, p(x, y) refers to simple random walk, and ρ(P ) = 2
√
qr/(q + r) is the spectral
radius of the latter. This can be interpreted in terms of the Hilbert space isomorphism
Tα : ℓ
2(DL, mα) → ℓ2(DL) (the latter with respect to the counting measure), where
Tαf(x) =
√
mα(x) f(x). We find that
Tα Pα f = tα · P Tα f ∀ f ∈ ℓ2(DL, mα) .
(7.4) Corollary. The spectrum of the operator Pα acting on ℓ
2(DL, mα) is the the interval[−√4α(1− α) , √4α(1− α)]. It is obtained by dilating the spectrum of P acting on
ℓ2(DL) (computed in Theorem 3.15) by the factor tα. The Plancherel measure associated
with Pα is the image of the Plancherel measure associated with P (computed in Corollary
4.6) under this dilation.
(7.5) Corollary. The return probabilities of Pα behave asymptotically as follows.
(i) If r > q then
p(2N)(o, o) ∼ A1
(
4α(1− α))N exp(−B1N1/3)N−5/6 as N →∞ .
(ii) If r = q then
p(2N)(o, o) ∼ A¯1
(
4α(1− α))N exp(−B1N1/3)N1/6 as N →∞ .
(The constants A1, A¯1 and B1 are as in Theorem 5.4).
This direct comparison of the Pα underlines how surprising it is that for r > q (red and
green lamps with different numbers of states) the asymptotics scale down by a factor of
N with respect to the case r = q (only one type of lamps, or equivalently, red and green
lamps with the same number of states).
We remark here that Bertacchi [3] has proved several basic results for general random
walks on DL(q, r), without being aware that they apply, in particular, to random walks
on Zq ≀ Z. For example, when applied to Pα, one gets a rate of escape theorem and a
central limit theorem, as follows.
In Zn is the random vertex at time n according to Pα, with starting point Z0 = o, then
d(Zn, Z0)
n
→ |2α− 1| almost surely.
If α 6= 1/2 then
d(Zn, Z0)− |2α− 1|n√
4α(1− α)n → N (0, 1) in law,
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where N (0, 1) is the standard normal distribution. If α = 1/2 then
d(Zn, Z0)√
n
→M in law,
where M is the probability distribution on R+ with density
dM
dt
=
1√
2π
(
e−t
2/4 − e−t2)1[0 ,∞)(t) .
Note that 2α − 1 and 4α(1 − α) are mean and variance (respectively) of the projected
random variable Π˜(Z1) on Z (see definition of Π˜ a few lines below). Also note that these
results, contrary to Corollary 7.5, do not differ when r = q, resp. r 6= q.
B. Projections. We have the natural projections Π1, Π2 and Π˜ of DL(q, r) onto Tq
and Tr respectively, namely, Πi(x1x2) = xi and Π˜(x1x2) = h(x1) = h ◦ Π1(x). Associated
with them, we have the projected random walks Pα,q, P1−α,r and P˜α, where
pα,q(x1, y1) =

α/q , if y−1 = x1 ,
1− α , if y1 = x−1 ,
0 , otherwise.
and P˜α(k, l) =

α , if l = k + 1 ,
1− α , if l = k − 1 ,
0 , otherwise.
(P1−α,r is analogous to Pα,q.) The projections are compatible with these transition oper-
ators in the sense of factorization of Markov chains, i.e.,
(7.6)
pα,q(x1, y1) =
∑
Π1(y)=y1
pα(x, y) for every x with Π1(x) = x1 , and
p˜(k, l) =
∑
Π˜1(y)=l
pα(x, y) for every x with Π˜(x) = k.
Now, Pα,q is reversible with respect to mα,q(x1) =
(
α
q(1−α)
)h(x1), where x1 ∈ Tq. Also, P˜α
is reversible with respect to m˜α(k) =
(
α
(1−α)
)k
. These operators are self-adjoint on the
respective spaces ℓ2(Tq, mα,q) and ℓ
2(Z, m˜α). Their spectra are both known to be the in-
terval
[−√4α(1− α) , √4α(1− α)]. The respective Plancherel measures are continuous
with respect to Lebesgue measure on that interval; they are
(7.7)
q + 1
2π
√
4α(1− α)− λ2
τ 2α − λ2
dλ with τα =
√
4α(1− α)
2
√
q/(q + 1)
for Pα,q on Tq ,
1
π
1√
4α(1− α)− λ2 dλ for P˜α on Z .
This follows from the well known results for SRW on Tq and Z (see e.g. [28], p. 192 and
(19.27) on p.214). To adapt the latter methods to the α-walks, one can use the same
method as used above for Corollary 7.4, conjugating as in (7.3) with the square root of
the reversing measure. The corresponding dilation factors are τα when passing to Pα,q
from SRW on Tq (whose spectral radius is the denominator of τα above), and
√
4α(1− α)
when passing to P˜α from SRW on Z.
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The interesting fact to observe here is that the projections preserve the spectrum, while
the respective Plancherel measures differ drastically, starting with a sum of point masses
over a dense, countable subset, and ending up with measures having continuous densities
with respect to Lebesgue measure.
C. Green kernel estimates. Using the spectral measures, one may also undertake a
computation of the asymptotic behaviour of the Green kernel
Gα(o, x) =
∞∑
N=0
pN (x, y) =
∫
spec(Pα)
1
1− λ dµo,x(λ) , x, y ∈ DL(q, r) .
in space, i.e., as d(o, x) → ∞. Due to the many oscillating terms that occur in these
integrals, the spectral method becomes quite tedious, while a more probabilistic reason-
ing is more efficient and likely to admit extensions to more general random walks, see
Brofferio and Woess [4]. The asymptotics depend on the way (direction) in which x
tends to∞ in DL, and they also differ according to whether the drift is non-zero (α 6= 1/2)
or zero (α = 1/2).
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