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Abstract-Recently two dissection algorithms (one-way and incomplete nested dissection) have been 
developed for solving the sparse positive definite linear systems arising from n by n grid problems. 
Concurrently, vector computers (such as the CDC STAR-100 and TI ASC) have been developed for large 
scientific applications. An analysis of the use of dissection algorithms on vector computers dictates that 
vectors of maximum length be utilized thereby implying little or no dissection; on the other hand, 
minimizing operation counts suggest hat considerable dissection be performed. In this paper we discuss the 
resolution of this conflict by minimizing the total time required by vectorized versions of the two 
algorithms. 
1. INTRODUCTION 
In this paper, we analyze ordering strategies known as one-way dissection, and incomplete 
nested dissection-a recent variant of nested dissection[83_for sparse symmetric positive 
definite systems of linear equations associated with an n by n grid consisting of (n - 1)’ small 
squares, called elements. Any numbering of the grid points from 1 to n2 yields the nz by n2 
matrix equation 
Ax=b, (1.1) 
where Aii = 0 unless grid points I’ and j belong to the same element. 
Although the analysis presented here is for a square region and is of most interest when the 
resulting matrix A of (1.1) is quite large, that is not as restrictive as it might seem. For example, 
a general region may be “subdivided” or “substructured” into a union of smaller egions, many 
of which will be squares if the subdivision is chosen properly. For complex problems, these 
resulting square subregions will be of sufficient number and size so that the analysis in this 
paper is applicable. 
The one-way dissection and nested dissection orderings have been thoroughly studied by 
George[4], IS], [7], and it is known that they reduce the operation count from O(n’) for the 
natural ordering to O(~I”~) and O(n3) respectively; similarly the fill occurring during the 
factorization is reduced from O(n3) to 0(n5’2) and O(n210g2n). We consider these specific 
orderings because nested dissection has been shown to be optimal in the asymptotic sense ([5], 
[9]) and one-way dissection turns out to be even more efficient in terms of storage for 
n2 < 70,000. 
It has been shown in[7] that these orderings can be utilized so that program execution time 
and storage requirements are as the theory predicts. However, such implementation studies 
have been performed only for serial computers. The existence of vector computers, i.e. 
computers with hardware instructions that operate on vectors rather than scalars, raises the 
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question of how effective the dissection techniques are on this new class of computers. In order 
to provide an answer we will develop timing formulas for the solution of equation (1.1) based 
on the natural, one-way dissection and incomplete nested dissection orderings. These formulas 
will be based on vector instruction execution times of the form 
T*(l) = s* + P.1, . (1.2) 
where T.(I) is the total time for the vector instruction *; S, is an overhead time, called the 
“start-up” time; P. is the “per-result” time of that instruction; and I is the length of the vector. 
Details of the vector computer model we use and of the components of formnla (1.2) are given 
in[131. 
The large value of S./P. on early vector computers implies that one pays a significant 
penalty for operations on short vectors; consequently, one would prefer algorithms which 
permit the longest possible vectors (see, for example, Lambiotte and Voigt[l3]). However, as 
will be seen later, both of the dissection algorithms work by repeated subdivision of the grid 
until a minimum operation count is obtained. Each subdivision produces shorter vectors and 
lower operation counts. It is this apparent conflict between the cost of using shorter vectors and 
the corresponding lower operation counts that we will study in this paper. 
Two recent works have considered the solution of (1.1) on a vector computer for the n by n 
grid. The first of these, by Lambiotte[l2], includes an analysis of the natural ordering and 
nested dissection for a hypothetical vector computer patterned after the Control Data Corpora- 
tion STAR-100. The storage scheme used for nested dissection is different from the one 
considered here. More recently, Calahanll], has analyzed nested dissection in terms of general 
vector operations for a variety of elements. An average vector length is defined and the 
appropriateness of nested dissection on vector computers is discussed in this context. Neither 
author considered the idea of terminating the dissection process early which is the essence of 
incomplete nested dissection. 
In Sections 3,4, and 5 we discuss vectorized versions of the natural, one-way dissection and 
incomplete nested dissection orderings, respectively, and develop timing formulas. In 
Section 6 the formulas are compared and some implications and conclusions are noted: Section 
7 contains a summary. 
2. TIMING FOR VECTOR COMPUTERS 
For the purposes of this paper it is assumed that the vector computer has an arithmetic unit 
which performs vector arithmetic whose timing is given by expression (1.2). Presently available 
vector computers contain one or more segmented execution units, or “pipelines”, which are 
used for vector arithmetic. We will further assume that a vector consists of a collection of 
numbers held in contiguous memory locations. It is true that some vector computers allow 
vector operands to reside in non-contiguous memory locations; however, our assumption will 
permit the vector instructions to execute at optimum efficiency on these computers. 
The CDC STAR-100 provides hardware instructions which operate on sparse vectors. The 
nonzero values are stored in order in consecutive memory locations. A bit vector, with ones 
indicating the location of nonzero values in the sparse vector, is also stored. The instructions 
use the bit vector to operate only on the nonzero values of the sparse vector. Lambiottell21 has 
considered using this capability on the n by n grid problem and found that, in general, it is not 
competitive with other techniques in terms of either storage or processor time. 
Since most pipelines operate synchronously, it is convenient o express times as multiples of 
the machine’s basic processor cycle. Currently available computers which fit our model are the 
CDC STAR-100 and the Texas Instruments Incorporated Advanced Scientific Computer (ASC). 
As an example, the addition of two vectors of length 1 on the CDC STAR-100 requires 7lf l/2 I 
cycles where a cycle is 40 ns. 
The formulas developed in Sections 3, 4, and 5 will be parameterized in terms of the 
necessary basic instructions. This will allow the study of specific machines uch as the ones 
mentioned above, as well as theoretical computers, for example, ones with small start-up times. 
Furthermore, by setting all start-up times to zero and all per-result imes to one, the timing 
formulas will yield operation counts which are approximately twice the usual multiplication 
counts. 
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The theoretical timing formulas will be much more accurate as estimates of actual running 
time for the vector computers than similar formulas would be for present day serial computers 
for two reasons. First, virtually all parts of the algorithms utilize vector instructions; 
consequently, most of the overhead for array accessing, indexing, and looping is removed. 
Second, the vector computers we are considering do not allow overlap of vector instructions. 
Thus summing up the times for individual instructions will give a very accurate stimate of the 
total time required to execute an algorithm. A recent study by Calahan et af.[2] bears this out. 
3. BANDEDDECOMPOSITION ANDSOLUTION 
The row by row or natural ordering of the n by n grid described in Section 1 yields a band 
matrix which has bandwidth /3(A) = n + I where 
P(A) = ;,a; Ii - jl. 
We exploit the zeros outside the band, but since the band itself almost completely fills during 
the factorization, it is of no value to exploit zeros within the band. 
We store the lower band of the matrix A by columns. Since A is symmetric, this storage 
scheme provides us with the upper half of A stored by rows and we will use this fact in the 
solution part of the algorithm. 
We solve (1.1) by factoring A into LLT with L stored by columns over A; thus we use 
vector instructions on the columns of A. Recall that vector instructions are permitted only for 
vectors whose elements are contiguous in memory. Since L is stored by columns the rows of L 
are not in contiguous locations. Consequently, the usual inner product algorithm for solving 
Ly = b cannot be used. However, we can use vector instructions by implementing the following 
algorithm. At the ith step, let 
(bi+t,. . . 9 bi+s) + (bi+l,. . . 9 bi+B) - Yi(fi+t.ir  . .( li+s.i)T 
where L = ([ii). For the upper solve, LTx = y, we use the usual inner product formulation 
because by storing the columns of L as vectors we have the rows of LT as vectors. The details 
of this algorithm are quite similar to an LDL’ factorization given in Knight, Poole and 
Voigt [l l] where the operations are explicitly identified as vector instructions. If we follow the 
spirit of the development given there, we obtain the timing formulas TF(q, p), TL(q, /3, z), and 
TU(q, /3) in Appendix C. By setting q = n2, /3 = n + 1, and z = 1, we obtain the following 
formulas where TBF(n), TBL(n), and TBU(n) refer to the time for the factorization, lower solve 
and upper solve, respectively, for the n by n grid problem. 
rnf(n)=$p,+p,)n’+ ( &+S,+fP,+gJ, n3 > 
+$3&i&-PA+2DSR)n2- 
( 
+,+;S~++‘~+;P, n 
> 
-2&-s*-2P*-P* (3.2) 
TB?~)=(PM+PA)~~+ SM+S,+$P~+~P,+M n* 
> 
(3.3) 
SUB+S~+~PI+M)n2-~P,n-SUB-~I-PI (3.4) 
The S and P are as in formula (1.2): the subscripts M, A, and I refer to multiplication, addition 
and inner product respectively: finally. M, SUB, and DSR represent he time for the scalar 
operations of multiplication, subtraction, and square root followed by divide respectively. 
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Several points on these timing formulas are worth comment. To begin with, all arithmetic 
required by the algorithm is accounted for except for loop control which is O(n*) at most; 
consequently, the formulas are expected to be quite good estimates of execution times. Note 
that the highest order terms are as expected: for example, the leading term in (3.2) is the 
product of the size of the system and the band-width squared. For scalar algorithms, one 
frequently ignores lower order terms: for these formulas this practice can be very misleading if
the start-up times are of significant size. Finally, we point out that the times for the lower and 
upper solves may be quite different depending on the times for the multiply/add and the inner 
product. Many of these points will be discussed further in Section 6. 
It should be pointed out that the algorithm timed here consists almost entirely of vector 
instructions. There are two implications of this: the problem and solution are well suited for 
vector computers; and the ambiguity in timing due to instruction overlap that may be present in 
an implementation for a serial computer is almost nonexistent here. 
4. ONE-WAY DISSECTION ORDERINGS 
This ordering and its implementation for a serial computer have been described in detail 
elsewhere[7]; however, for completeness, we briefly review the essential ideas here. The basic 
objective is to provide an ordering and partitioning of the coefficient matrix so that the non-null 
blocks can be efficiently processed as dense or band matrices. 
Let I be an integer satisfying 15 14 n, and choose 1 parallel grid lines (separators) which 
dissect the mesh into I + 1 independent blocks, as shown in Fig. 1, where I = 3. The circled 
numbers indicate the relative order in which the nodes are to be numbered. 
Fig. 1. An n by n mesh, dissected into 4 blocks, with the ordering indicated by the circled numbers. 
The I+ 1 independent blocks are numbered grid column by grid column, followed by the I 
separators, thus inducing a 21+ 1 by 21f 1 partitioning of A, as indicated by (4.1) for I = 3. Note 
that ai, i = 1.2, . . . , I+ 1 are band matrices, with bandwidth approximately n/(1+ 1). 
A= 
-A 
A2 
A3 
A4 
B5 ?- CsT 
B6T CgT 
B7 = c7= 
Factoring A into LLT, we have for I= 3 the matrix of (4.2). 
(4.1) 
(4.2) 
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For general 1, the blocks of L are defined by the following equations. 
Ai = LiLTy lsisl+ 1. (4.3) 
Ui=L~Ij_IBi, l+25i52i+l. (4.4) 
Vi = Lr1_‘ICi, I+ 2 I i 5 21+ 1. (4.5) 
L,+& = A,+z - T 
_ 
UI+ZUI+Z - VT+2 VI+, = Ai+z. (4.6) 
LiLi’ = Ai - UiTUi - ViTVi - WiTN$ E Ai, I+ 3 I i 5 21+ 1. (4.7) 
Wi = -Lz, Vi’_, Vi s -Lz_‘,Wii, 1+35i521+1. (4.8) 
Now this ordering is substantially inferior to the ordinary row by row (band) ordering,of the 
grid, in terms of arithmetic operations and fill, unless three key observations are utilized. First, 
there are two distinctly different ways to compute the products like Ui’Ui; in[7], George 
showed that BiT(LL;-,(Lz,-,Bi)) is superior. Secondly, it was also noted in[7] that in solving 
the appropriate triangular systems to form UiTUiv it is extremely beneficial to exploit the leading 
zeros in the columns of Bi. Finally, in [6] and]71 George pointed out the advantage of 
performing matrix operations involving Vi and Vi implicitly using Bi, Ci, Li-1-1 and Li-1 rather 
than computing and storing Vi and Vi. 
Using these ideas, and choosing I= O(v(n)), the number of arithmetic operations required 
to factor A is O(n”‘), and the number of arithmetic operations required to solve Ax = b, given 
the retained parts of the factorization is O(n”‘). The number of nonzero components of A and L 
that must be stored is also O(d”), although the constant in the leading term is different since the 
Liy 15 i I I+ 1 are used twice during the solution. Furthermore, the precise values of 1 which 
minimize each of the above quantities are slightly different. 
The point of interest in this paper is how the use of a vector computer affects the value of 1 
which minimizes the execution time. Obviously, as 1 increases the number of vector start-ups 
increases, and we would expect the minimizing values of 1 to be smaller for the vector version 
of the algorithm. This will be discussed further in Section 6. 
We derive our timing formula as follows, where the functions TF, TL, Tu, M,, M2, and M3 
are defined in Appendix C of 191. We assume the matrices Liv 15 i I I+ 1 are stored as band 
matrices as described in Section 3, and that the Wi and the lower triangles of Li, I+ 2 zz i 5 21+ 1 
are stored column by column. We assume that the matrices Bi and C; are stored column by column 
with the nonzeros stored in consecutive locations in an array along with a companion array 
containing their respective row subscripts, as described in[7, Section 41. 
Factorization 
1. Fori=1,2,... ,I + 1 do the following, with appropriate modifications for i = 1 and i = I+ 1: 
1.1. Factor Ai = LiLiT. 
1.2. For each non-null column v of i3. ,+,+r and Ci+l do the following, exploiting leading zeros 
of v. 
(1.2a) Solve LjLiTW = 0. 
(1.2b) Multiply w by the appropriate rows of Br ,+1+1 and Ci’,, and subtract hese numbers 
from the appropriate columns of Ai+,+,, Ai+,, @i+l+i, and Pi+,. Then discard w. 
2. For i = I+ 2, I+ 3, . . . ,21+ 1 do the following: 
2.1. Factor Ai = LiLi’m 
2.2. If i 5 21, solve LiWi+, = Wi+l and then compute the lower triangle of Wi’,, Wi+l to 
complete the calculation of A,+,. 
Estimates for the contributions to the timing formula from each step, as a function of 1, now 
follow easily. Let 5 = [(n - I)/(1 + l)]. 
Step 1.1. (I+ 1) TF(n& t+ 1) 
n+l 
Step 1.2a. 1 
i?I ( =I 
TL nB~+1,~+l)+T,(nb~+l,~+l)+2~“(~4~+1) 
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Step 1.2b. (6n* + 3n) I(M + SUB) 
Step 2.1. ITF(rr, n - 1) 
Step 2.2. (I - l)[nTL(n, n - 1, l)+ M&z, n)], I> 1. 
0 .l=l. 
Using the symbol manipulation system MACSYMA* to combine the above estimates, we 
obtain an expression for ‘f,,‘(n, 1). This lengthy formula, as well as the other timing formulas of 
this and the next section, can be found in Appendix B of [91. The leading terms of ToF(n, I) are 
ToFh 0 = (I+ 1) &P,+P,+2Pr}+n3(1+1) ($P?4+P&+;PI} 
+n3 S,+S~+2SI+3M+2SUB+P,+P,)-3P,} 
I 
4 
+ (1: 1)2 (
-; (PA + PM) -2P,} +O(n*I, n3/l). 
We now turn to the solution of the system, given the factorization. 
Solufion of Ly = b 
1. For i- 1,2,. . . ,I + 1 do the following: 
Solve Liyi = bi. 
2. For i = I+ 2, 1 + 3,. . . ,21+ 1 do the following: 
2a. Calculate Uiryi_,_l, and Vi’yi-, by solving L:,-~z = yi-1-l and multiplying by B;r and 
C,‘_r, respectively; calculate (if i > I+ 2) WiTyi-l; and subtract hem from bi, yielding gi. 
2b. Solve Liyi = gi. 
The contributions to the execution time from each step are: 
1. (1 + 1) TL(II& 6 + 1, 1). 
2a. 6nl(M + SUB) + (I - 1) M&r, n) + (I+ 1) Z’“(n& 5 + 1). 
2b. lTL(n, n - 1, 1). 
As before MACSYMA was used to generate To’- whose leading terms are 
ho%, 1) = (1+ 1) &PA + PM + PI} + n2(l + 1) {; (PA + PM) + PI} 
S,+&+S,+2M+SUB+P,+P&-PI +O(nl,n2/l). 
Solution of LTx = y 
1. For i = 21+ 1,21,. . ,I + 2 do the following: 
la. If i < 21+ 1 compute Wi+lXi+l and subtract he result from yi, yielding jri. 
lb. Solve LirXi = jji+ 
2. For i=1,2,... ,I + 1 (in any order, and with the obvious changes for i = 1 and i = l+ 1) do 
the following: 
2a. Calculate Vi+[Xi+( + Ui+,+lXi+/+l by solving LiZ = Ci+lXi+l + Bi+l+lXi+l+lr and subtract he 
result from yi, yielding R. 
2b. Solve Li’Xi = ji. 
The contributions to the execution times for each step are: 
la. (1 - 1) &(n, n), I> 1, otherwise 0. 
lb. lT”(n, n - 1). 
2a. 6nl(M + SUB) + (I + 1) TL(~[, 5 + 1, 1). 
2b. (l+ 1) Tr,(n& &+ 1). 
‘MACSYMA issupported by the Defense Advanced Research Projects Agency work order 2095, under office of Naval 
Research Contract #NOOOW75-C-0661. 
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To”(n) =(1: 1) ~{P,+P,+P,]+n’(l+l)(P,+PM+;P,) 
SA~&,+S,+~M+SUB-(P~+PM)-~P, 
I 
+O(nl,n’/I). (4.10) 
5. INCOMPLETE NESTED DISSECTION ORDERINGS 
In a previous paper[8], the authors have described incomplete nested dissection and 
analyzed it in terms of an operation count. In this section we present a timing formula for 
vector computers. We shall assume that the reader is familiar with the contents of[S], and we 
will follow the notation developed there. 
The motivation for considering incomplete nested dissection on vector computers is that as 
the level of dissection increases, the lengths of the vectors decrease making the algorithm less 
attractive for vector computers because of associated startup times. Our intent in this paper is 
to determine the value of I that minimizes execution time for a given vector computer. 
Our timing estimates are obtained under the assumption that (a) the submatrices in each 
block column as depicted in Figs. 2.2 and 2.4 of [8] are stored row by row in continuous torage 
locations, (b) the lower triangles of the diagonal submatrices are stored column by column as 
described in Section 3, (c) the banded character of the leading 2*’ diagonal blocks is exploited, 
and (d) the leading zeros of the off-diagonal blocks are exploited. Lambiotte[l2] has obtained 
timing estimates for nested dissection (i.e. I= [log, (n + l)- lj) assuming the use of a different 
storage scheme. 
Having made these observations and using Fig. 2.3 of [S] as a guide, it is straightforward to 
develop the timing formulas for the modules required to perform incomplete nested dissection. 
The formulas may be found in Appendix C of[9]; they are only estimates because we assume 
n 
Fig. 2. Timing for factorization stage of banded ordering on STAR-loo, ASC and 100-l 
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n = 2j- 1 so that the dissection is un~orm. However, some earlier work has shown that 
estimates obtained using this strategy are extremely good for general n fsee[7], Table 3.2). 
These modules give rise to expressions (2.7). (2.9), and (2.10) in[g]. Then using MACSYMA, 
we sum (2.9) from r = 2 to 1, add in (2.7) and (2.10) and obtain the timing estimate 
z-&I, 1) = n3 
{ 
qP,+PM)+yPf} 12 
i-n*1 
1 
+(&+s&+ 17Sf t7M +$(23P,-42Pr -54P1)}+0($). 
For most values of n of practical interest and for the minimizing value of 1, the two terms given 
above dominate TFM. For the vector computers studied in this paper, the second term 
dominates the first, camouflaging the asymptotic n3 behavior. In a simihu fashion we obtain the 
following estimates for the lower and upper solves, respectively: 
TNL(n,f)=n21 ~(PA+P~)+7P,}+n2(S~+S~+M+~P~-~P~-16PI}+O(nl), 
( (5.1) 
TNU(n,1)=n2f 7(PA+Pm)+iP, 
t 
S, + M + SUB - 13P, - 16Phl -iP,)+O(nf). (5.2) 
6.OBSERVATIONSANDCONCLUSlONS 
In this section several observations are made concerning the influence of vector computers 
on the performance of the algorithms described in the previous sections. Figure 2 compares the 
factorization time (in machine cycles) for the banded algorithm given in Section 3 on three 
computers-the ASC, the STAR-100, and a “100-1” computer. Basically, the 100-l computer 
has startup times equal to 100 machine cycles and per-result imes of 1. Appendix A contains all 
pertinent parameters for these computers. 
The purpose of Fig. 2 is not to compare the pe~ormance of two existing computers, but 
rather to indicate that the 100-l computer is a reasonable modet of some existing vector 
computers. In fact, as was discussed in Section 3, storing the lower band by columns prohibits 
the use of the inner product in the factorization and thus penalizes a computer like the ASC 
whose inner product is fast relative to the add-multiply time. On the other hand, the basic 
machine cycle time of the STAR is significantly less than that of the ASC meaning that the 
STAR can generate more results per second. Consequen~y, in the remainder of this section, all 
timing curves will be for theoretical computers like the 100-I. It should be emphasized that all1 
results in this section unless otherwise stated are based on the complete timing formulas found 
in[9], not on the estimates given in the preceeding sections. 
6.1. Choice of the para~~er 1 in the dissection orde~ngs 
In[7], George showed that if 1; t/(1&217), the estimated execution time for the factorization 
stage of one-way dissection on serial computers is minimized. The analogous timing formula 
for vector computers, ToF(n, 1) in Section 4, contains nine parameters used to characterize the 
arithmetic instructions, and, consequently, is not amenable to finding an analytic expression for 
its minimum. instead, we have evaluated Ta’(n, I) for several values of the machine parameters 
and n and f and have observed the min~um values. Figure 3 and Tabie 1 display these results 
for the 100-l computer. The values of 1 which minimize the storage requirement, / = t/(2n/3) 
(see[7]), are indicated in Fig. 3 for comparison. The values of I which minimize the operation 
counts are indicated by lo. 
Three observations hould be made concerning the behavior of ToF(n, I). First, for small and 
moderately large values of n, ToF(n, I) is an increasing function of 1 (this statement cannot be 
made more precise without specifying values for the p~~eters). This behavior should be 
contrasted with that of the algorithm on a serial computer as reflected in Fig. 5 which presents a 
O-1 computer. Note also that, again contrary to the serial case, the natural ordering yields a 
banded matrix whose factorization can be accomplished in less time, TBF(n), than the 
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I2 
t 
1, n=255 1, 
Fig. 3. Timing for factorization stage of one-way dissection (T,‘) on 10&l computer for n = 63 and 255. 
Table 1. Timing in machine cycles for factorization stage of one-way dissection and 
banded orderings on IO&l computer for several values of n and I = l(2) 31. The 4 
represents the vahre of I which minimizes the operation count and 87 (3) = 87 x 10’. The 
value of 1 which minimizes the operation count for n =511 exceeds 31 and is thus not 
shown 
n 
T 
7 15 31 63 127 255 511 
Banded 
1 
3 
5 
7 
9 
11 
13 
I5 
17 
19 
21 
23 
25 
27 
29 
31 
87 (3) 81(4) 73 (5) 
168 (3) 163 (4) 148 (5) 
240 (3) 217 (4) 185 (5) 
281(3)+ 244(4) 201(S) 
265 (4) + 213 (5) 
283 (4) 223 (5) + 
232 (5) 
240 (5) 
249 (5) 
68 (6) 
136 (6) 
159 (6) 
167 (6) 
173 (6) 
178 (6) 
182 (6) 
186 (6) + 
190 (6) 
194 (6) 
198 (6) 
202 (6) 
68 (7) 76 (8) 95 (9) 
134(7) 145 (8) 176 (9) 
144 (7) 141(8) 153 (9) 
145 (7) 134 (8) 137 (9) 
146 (7) 131(8) 127 (9) 
147 (7) 128 (8) 121(9) 
148 (7) 127 (8) 117(9) 
150 (7) 127 (8) 114(9) 
152 (7) 127 (8) 112 (9) 
153 (7) + 127 (8) ill(9) 
155 (7) 127 (8) llO(9) 
157 (7) 128 (8) 110 (9) 
159 (7) 128 (8) $ 109(9) 
161(7) 129 (8) 109 (9) 
163 (7) 130 (8) 109 (9) 
164 (7) 130 (8) 109 (9) 
166 (7) 131(8) 109 (9) 
corresponding time for one-way dissection fur any 1. Secondly, for somewhat larger values of n, 
the function ToF(n, I) exhibits a local minimum at I= W(n) as in the serial case; however, 
again for these somewhat larger values of n, TB~(~) s min ToF(n, I). Finally, for sufficiently 
large n, the minimizing value of 1 does yield a timing estiiate which is less than TBF(n). Note 
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that the minimizing value of 1 for 7’“‘(n, If is smaller than ~(18~/7), the minimizing value for 
seriat computers 171. 
For incomplete nested dissection it is usually assumed that the serial timing is minimized for 
f = f log*(n + 1) - 1J its largest possible value, although Table 2 indicates that very little is gained 
by going the last step (obviously, [iogz(n + 1) - lj would be the last step if n + 1 were not a 
power of 2). As before, an analytic expression for the value of 1 which minimizes TNF(n, I) is 
intractable and Fig. 4 and Table 3 show the values of TNF(rt, I) for the 100-l computer and 
several values of n. Note that, contrary to the serial case, T’M’(n, I) attains a minimum short of 
complete dissection. For the cases given in Table 3 this minimum occurs generally on the 
second from the last step. Thus, as suggested in Section 5, the characteristics of a vector 
computer make it desirable to stop the dissection short of completion. Another advantage of 
stopping short, which should be emphasized, is that it reduces the data storage overhead 
because of fewer blocks and pointers (see181). 
Table 2. Operation counts for factorization stage of incomplete nested dissection and 
banded orderings for several values of II and I = 1 (I) \log& + 1) - 1 J
n T 1 15 31 63 127 25s 511 
Banded 3.57 (3) 62.1(3) 
1 3.25 (3) 45.9 (3) 
2 3.96 (3) 48.2 (3) 
3 48.7 (3) 
4 
5 
6 
7 
I .02 (6) 16.6 (6) 267 (6) 4.28 (9) 
0.68 (6) 10.3 (6) 161(6) 2.54 (9) 
0.57 (6) 7.3 (6) 102 (6) 1.50 (9) 
0.49 (6) 5.1 (6) 56 (6) 0.69 (9) 
0.49 (6) 4.5 (6) 41(6) 0.40 (9) 
4.4 (6) 38 Kit 0.33 (9) 
38 (6) 0.32 (9) 
0.32 (9) 
68.6 (9) 
40.4 (9) 
22.9 (9) 
9.3 (9) 
4.3 (9) 
3.0 (9) 
2.6 (91 
2.6 (9) 
2.6 (9) 
Table 3. Timing in machine cycles for factorization stage of incomplete nested issection 
and banded orderings on 100-l computer for several values of n and 1= I (1) [log& + 1) - I] 
n T 7 15 31 63 127 255 511 
Banded 87 (3) 
1 lOl(3) 
2 188 (3) 
3 
4 
5 
6 
0.81 (6) 7.31(6) 68.0 (6) 682 (6) 7.62 (9) 
0.80 (6) 6.39 (6) 54.6 (6) 508 (6) 5.29 (9) 
1 .OO (6) 6.57 (6) 47.5 (6) 389 (6) 3.66 (9) 
1.55 (6) 7.30 (6) 42.8 (6) 285 (6) 2.22 (91 
9.97 (6) 45.2 (6) 250 (6) 1.58 (9) 
57.0 (6) 258 (6) L40{9) 
307 (6) I .43 (9) 
I .63 (9) 
95.4 (9) 
62.3 (9) 
39.6 (9) 
20.3 (9) 
IL7f9) 
8.7 (9) 
7.9 (9) 
8.0 (9) 
8.8 (9) 
6.2. Eflect of the ratio S./P, 
For the purposes of this paper the most prominent characteristic that distinguishes vector 
computers from serial ones is the existence of the start-up time, S,, in (1.2), the timing formula 
for a vector instruction. In this section we will indicate the effect of this parameter on the 
dissection orderings. 
For the 100-l computer, the preponderance of time for the factorization stage of the 
d%section orderings is spent preparing to perform vector operations rather than in the actual 
caI~uiations. This is evident from Figs. 6 and 7 which show times for a 100-O computer (start-up 
times only) and for a O-l computer (operations only). (The times for a 100-O computer and a 
O-1 computer do not add up precisely to that for a 100-l computer because the lOCL-1 computer 
contains estimates for the .ime to perform the scalar operations, rather than simply counting 
them as is done for the O-l computer.) 
Concentrating on Fig. 6 for the moment, note that the amount of time devoted to start-ups is 
several times that required for the actual computations for one-way dissection. Even more 
significant is the fact that as the dissection process proceeds the time devoted to start-ups 
incre;?ses rapidly at first and then remains nearly constant. Put another way, the number of 
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Fig. 4. Timing for factorization stage of incomplete nested issection (TNF) ordering on 100-l computer for 
n = 63 and 255. 
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297 
Fig. 5. Timing for factorization stage on one-way dissection ordering on 100-1, 50-l. 10-l and 0-1 
computers for n = 127. The value of I which minimizes torage is indicated by I,. 
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Fig. 6. Tiiing for factorization stage of one-way dissection ordering on !004 and 0-l computers for n = 63 
and n = 255. 
vector operations (100-O time divided by 100) actually increases as the dissection progresses. 
This is in strong contrast to the behavior of the operation count as reflected by the O-l 
computer which reaches a minimum at approximately I + v( l&t/7). 
If we now turn to Fig. 7, we see a dramatically different behavior for incomplete nested 
dissection. The start-up time, as reflected by the 100-O computer, is still the majority of the total 
time, but the percentage is much less than that for one-way dissection. Even more significant is 
the fact that now the start-up time decreases with increasing levels of dissection until a 
minimum is reached. Thus, performing a judicious number of dissections reduces both the 
number of vector instructions and the operation count. It is perhaps worth noting that there is 
nothing in the operation counts of one-way and nested dissection to indicate their radically 
different behavior on a vector computer. We will have more to say about the length of the 
vectors in the next section and we defer a formal comparison of the algorithms until Section 
6.4. 
Since start-up time has been shown to be a significant part of the total computation time for 
the dissection algorithms, we now consider the effect of reducing S. by comparing 100-1, 50-l 
and 10-l computers. This is a reasonable xercise because a major portion of the start-up time 
is the time required to read operands from central memory before arithmetic an begin. Thus a 
decrease in the start-up time can be effected by increasing memory speed-the CPU arithmetic 
speed need not be altered. It is also possible to effectively decrease start-up times by 
overlapping vector instructions. 
The dramatic effect of reducing start-up times is shown in Fig. 5. Note that on the 50-l 
computer one-way dissection attains a local minimum and that on the 10-l computer the 
behavior of the algorithm is very similar to the O-l computer which is just the operation count. 
6.3. Average vector lengths 
One might expect that the average vector lengths, that is, the average of the lengths of all 
vector operations, would decrease as the level of dissection increases. This phenomenon was 
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Fig. 7. Timing for factorization stage of incomplete nested issection ordering on 10@-0 and &I computers 
for n = 63 and n = 255. 
alluded to in the previous section and in this section we present some computed values to make 
the notion more precise. 
If the natural ordering is used, the resulting n* by n* matrix has band-width /3 = n + 1, and 
the vectors, the columns of the band, are of length n + 1. At a given step of the factorization 
vector instructions access vectors whose lengths vary between 1 and n + 1, with the average 
vector length being (n + 2)/2. If one-way dissection with I= 1 is used, the banded matrices Al 
and A2 (see, for example, (4.1)) have p = (n + 1)/2 + 1 and , for their factorizations, the average 
vector length is approximately (n + 5)/4. For incomplete nested dissection and I= 1, the 
matrices A,,, . . . , AM of (2.2) in[8] have /? + n/2 and for their factorizations, the average vector 
lengths is again approximately (n + 5)/4. 
Now for either ordering, as dissection proceeds, the number of diagonal banded matrices 
increases while their bandwidth decreases. Hence, the average vector length used for the 
factorization of these matrices decreases. Furthermore, with increased dissection there are 
more off diagonal blocks which contribute fill that is computed using the factored diagonal 
blocks and their associated shortened vectors (see, for example (4.4), (4.9, and (2.5) of [8]). This 
shortening of vector lengths is partially negated by the blocks associated with separators. In 
one-way dissection these blocks (for example, AS, A6, A, in (4.1)) remain of size n by n 
regardless of the value of 1. For incomplete nested dissection the separators also shorten but 
there always remains one n x n block and two n/2 x n/2 blocks (Ass, Aa, A,, in (2.2) in [8]). 
Table 4 displays the average vector lengths for the algorithms as functions of 1. For 
incomplete nested dissection, the lengths decrease with 1. For one-way dissection, the lengths 
attain a minimum near I= V/(n). The average vector length corresponding to the values of 1 
which minimize the timing formulas are comparable for the two algorithms. Also note that the 
average vector lengths are different for the lower and upper solves. This is because the lower 
solve is dominated by the inner product-a single instruction-while the upper solve is 
dominated by the multiply-add operation-two instructions. 
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Table 4. Average vector lengths during computation for the factorization (F), lower 
solution (L) and upper solution (U) for n = 63 and 255 
n =63 n = 255 
One-way Incomplete nested One-way Incomplete nested 
IFLUFLUFLUFLU 
Band 32 63 63 32 63 63 128 255 255 I28 255 255 
I 26 31 31 23 37 54 I06 127 127 92 I57 245 
2 I9 21 21 15 21 32 76 85 85 62 % I78 
3 I5 I6 17 IO II I4 59 64 65 37 52 92 
4 I3 I4 14 7 6 6 49 52 53 26 27 41 
5 11 12 I3 5 3 2 42 44 45 22 IS 18 
6 IO 11 12 36 39 40 20 8 9 
7 10 11 I2 33 35 36 I6 4 3 
8 9 11 I? 30 32 33 
9 a I1 12 28 30 31 
10 9 I1 12 26 28 30 
I5 9 I2 I5 21 24 26 
20 II I5 18 20 24 27 
25 I3 I8 21 20 25 29 
30 15 21 25 21 26 31 
35 22 29 34 
40 23 31 38 
45 25 34 41 
50 27 37 45 
125 62 85 105 
6.4. Comparison of rhe three algorithms 
In[7] George compared the serial execution times for the row, one-way and nested dissection 
orderings. An interesting point in that paper is the location of the crossover points where one 
algorithm becomes more efficient han another. This data is essentially reproduced in Fig. 8 for 
the O-l computer. The data is normalized by n3 so that all three algorithms can be presented on 
the same graph. For one-way dissection the 1 which yields the minimum timing is used. The 
difference in the algorithms for large n is apparent. 
0” ’ I I I 
7 I5 31 63 127 255 
n 
Fig. 8. Timing (scaled by n’) for factorization stage of the three orderings on a &I computer. 
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Fig. 9. Timing (scaled by n’) for factorization stage of the three orderings on a MO-1 computer. 
Figure 9 presents the same data for a 10&l computer. For both one-way dissection and 
incomplete nested dissection the data represents the best value of 1 for the particular algorithm 
and value of n. The vector computer has introduced some striking differences. Note that 
one-way dissection is not even competitive with the natural ordering for values of n shown on 
the figure. In fact, the crossover point does not occur until n is approximately 650, whereas in 
the scalar case one-way dissection is superior for n 2 30. It appears that one-way dissection is 
an example of a reasonable scalar algorithm that is simply not appropriate for vector 
computers-at least with present values of start-up times. 
In contrast, incomplete nested dissection is a very attractive ordering for vector computers. 
It is interesting to again note, however, that its best form of implementation on a vector 
computer differs from a scalar computer in that one should not carry the dissection to 
completion (see Fig. 4). Note also that in contrast o the scalar case, the timing normalized by 
n3 does not become nearly constant until n is quite large. This is caused by the large coefficients 
in the lower order terms of the timing formula (TNF) and is again attributable to the large 
start-up times. 
6.5. Lower and upper triangular solutions 
Our comments in the previous subsections have been concerned with the factorization of A 
into the product LLT. This computation typically dominates that required for the solution ,of 
Ly = b and LTx = y. However, if Ax = b must be solved for many different right hand sides but 
with the same A, then the cost of solving the triangular systems, rather than the cost of the 
factorization, may be or prime importance. 
Figure 10 displays r,‘(n, I) and TN”(n, I) for the 100-l computer. Since the amount of 
arithmetic for the lower solve is the same as for the upper solve, the difference between the two 
graphs is due to differences in the number of vector start-ups. Recall that the matrix L is stored 
in partitioned form, with the diagonal blocks stored by columns, and the off-diagonal blocks 
stored by rows. Consider first the start-ups due to the diagonal blocks. As mentioned in Section 
3, the fact that these lower triangular matrices are stored by columns forces the use of an outer 
product (column by column) algorithm with these submatrices during the lower triangular solve, 
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Upper solve 
I 
, I 1 I , I 
2 4 6 
Fig. IO. Timing for lower and upper triangular solution stages of incomplete nested dissection ordering on 
100-I computer for n = 127. 
and an inner product (row by row) algorithm for these submatrices during the upper triangular 
solve. Thus, for the computations involving the diagonal blocks of L, one vector add and one 
vector multiply per column (except for the last column of each block) are used during the lower 
solve, and one inner product per row of LT (except for the last row) is used during the upper 
solve. Let q(1) be the number of diagonal blocks for an incomplete nested dissection. Then for 
our 100-l computer, the start-ups due to the computation involving the diagonal blocks of L 
will be 2OO(n*- q(l)) for the lower solve, and lOO(n*- q(l)) for the upper solve. It is 
straightforward to show that q(1) = 2*[+’ - 1. 
Now consider the start-up contributions due to the off-diagonal blocks. Since the non-null 
rows in each block column are stored as vectors, their use in the lower solve involves an inner 
product, while their use in the upper solve involves a vector multiply and a vector add. Let f(r) 
be the total number of such non-null rows. Obviously f(0) = 0, and it is straightforward to verify 
that f(1) - 14n2’, I> 0. Thus, for our 10&l computer, a rough estimate for the time due to 
start-ups for the lower solve is 2OO(n*- 2*’ + 1) + 14OOn .2’, and for the upper solve it is 
lOO(n’- 2*’ + 1) + 28OOn - 2’; the leading terms of these expressions agree with the estimates 
(5.1) and (5.2). Since the arithmetic operations required for the upper and lower solve are the 
same, the difference in start-ups accounts for the difference in the behavior of the graphs for 
TNL and TNu in Fig. 10. For small I, the start-ups due to the diagonal blocks dominate and the 
time is -20012~ for the lower solve but only -lOOn* for the upper solve. For 1 close to logtn, the 
start-ups due to the off-diagonal blocks dominate and the upper solve start-up times dominate 
those for the lower solve. The presence of the term c. n - 2’ in the estimate for the time 
attributable to start-ups is also the cause of the sharp increase in the timing curve shown in Fig. 
10. 
We now turn to the lower and upper triangular solves for the one-way dissection ordering. 
Again, since the actual arithmetic for the lower and upper solves is the same, differences in 
ToL(n, I) and ToU(n, I) are due to differences in start-ups. We again consider a 100-l computer. 
For the same reasons as before the time for start-ups due to the diagonal blocks during the 
lower solve is 2OO(n* - 21- l), and for the upper solve it is lOO(n* - 21- 1). However, each of 
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the leading I+ 1 diagonal blocks (I > 0) is used in an upper triangular solve during the overall 
lower triangular solution, and each is used in a lower triangular solve during the overall upper 
triangular solve. Thus, this contribution in start-up times due to the diagonal blocks is about 
lOO(n’-- nl- I- 1) for the lower solve, and 2OO(n*- nl- I- 1) for the upper solve. The 
conrribution due to the I - 1 fill blocks is obviously 100(1- 1)n for the lower solve, and 
2@0(1- 1)~ for the upper solve. Thus, an estimate for the time due to start-ups for our 100-l 
computer is 3OOn’- 1OOn - 5001 for the lower solve, and 3OOn* - 200n - 4001 for the upper 
solve. As before, the leading terms agree with the estimates (4.9) and (4.10). Since I<< n in 
general, this implies that the time for start-ups is about the same for the upper and lower solves, 
and drops slowly with 1. 
In the rough analysis in this section we have ignored scalar operations, which are often 
comparable to start-up times. Generally speaking, the number of scalar operations increases 
with increasing I, for both the incomplete nested and one-way dissection implementations. 
Thus, the overhead effect of these orderings on a vector computer is somewhat under- 
emphasized by considering only vector start-ups. 
The choice of storage scheme for L is, of course, arbitrary, and was chosen with the 
factorization timing formula and the STAR-100 computer in mind. This computer has a 
relatively fast vector multiply-add combination, compared to its inner product instruction 
speed. The column storage scheme has the effect of putting the term (PA + PM) in the n* term of 
TBF(n), instead of P,, as would happen if the matrix was stored by rows. Obviously, a vector 
computer with a relatively fast inner product speed (e.g. the ASC) would execute faster if the 
algorithm was redesigned so that L was stored by rows. 
However, the implications of the storage scheme for the solution of Ax = b, given L, do not 
seem so important. Although the storage will affect the Proportion of time spent in the lower 
and upper solves, the total time for the two operations is unlikely to be affected much by 
whether the storage of L and its partitions is column by column, row by row, or a combination 
of both as we have assumed here. 
6.6. Optimization with respect to storage 
This paper has been concerned exclusively with the time complexity of the algorithms. 
Another approach which is of no less importance is that of the storage requirements, which we 
denote by So(n, I), &(n, I). and SB(n, I). The problem of choosing 1 to minimize &,(n, I) and 
&(n. I) is. of course, the same for vector computers as for serial computers. Expressions for S,, 
and SM can be found in[7]. In summary, one-way dissection requires the least amount of 
storage for 5 5 n 5 260 while, asymptotically, S, = 7.75n2 log(n + 1) + O(n*), So = 
\i(6)r? + O(n*) and S, = n3 + O(n*). The temporary storage required by the algorithms is 
insignificant when compared to total storage requirements. 
A more pragmatic approach is to pose the following question: given a fixed central memory 
size. what is the largest n by n grid problem for which the factored matrix L can reside in 
central memory? Table 5 indicates the answer to this question for the three algorithms and for 
six different memory sizes. 
An alternative approach when either central memory size is severely limited or extremely 
large problems are to be solved is to observe that the entire matrix need not be resident in 
central memory at once. For example, in (4.1)-(4.4), after L, has been computed, it could be 
wnt to backing store while L2 was being processed. In[l 11 this approach was analyzed for the 
natural ordering algorithm. This area is beyond the scope of this paper but does warrant further 
study. 
Table 5. Largest value of n for which the 
entire matrix, L, can reside in central memory 
Central memory size 
125k 250k 5OOk lm 2m 4m 
S* 50 65 80 100 125 160 
so 75 100 135 175 235 310 
s, 70 95 125 170 230 315 
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7. SUMMARY 
In this paper we have compared models of algorithms for banded decomposition, one-way 
dissection, and incomplete nested dissection designed for vector computers. Although the 
timing formulas are general, a 100-l computer was chosen to typify the currently available 
vector computers. A 100-l computer is one whose vector instruction start-up time is 100 
machine cycles and whose arithmetic operation rate is 1 per machine cycle. 
On the basis of these models several things were noted. First, the one-way dissection 
algorithm is simply not appropriate for any vector computer which has start-up times of the 
order considered here. AI1 algorithms are adversely affected by the presence of start-up times 
but the effect is so dramatic in one-way dissection that even the banded algorithm is superior 
for any reasonable problem size. 
Secondly, the analysis bears out the assumption that, for optimum times, vector versions of 
the dissection algorithm should terminate the dissection sooner than their scalar counterparts. 
In the case of incomplete nested dissection this means that the dissecting is stopped short of the 
log,(n) steps specified by nested dissection. As expected, the vector lengths were shown to 
decrease with dissection, and the presence of the start-up time makes it impractical to proceed 
to completion. 
Finally, despite shortening vector lengths, incomplete nested dissection is an attractive 
algorithm for moderately large problems. If future versions of vector computers reduce the 
start-up time, this attractiveness will become even more pronounced. 
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APPENDIX A. INSTRUCTION CHARACTERISTICS 
In the appendix we list the values for the parameters of the vector computer model. AII arithmetic isassumed to be 64 
bits. The entries for the ASC assume afour pipe configuration with all pipes executing the same instruction. The values for 
both the STAR-100 and the ASC are subject o change as modifications are made to the computers. In particular, private 
communication with Texas Instruments Inc. indicates that the startup times for the ASC are. effectively, about half of the 
values given here because of overlap. 
s.4 ski s p.4 PM P, DSR M SUB 
o-l 000112211 
IO-1 10 10 10 1 1 2 15 5 5 
50-l 50 50 50 1 1 2 75 25 25 
100-I loo loo loo 1 1 2 150 50 50 
lot-o loo loo loo 0 0 0 0 0 0 
STAR-100 71 159 137 l/2 1 5.5 146 46 42 
ASC 109 110 120 7/16 314 1 146 46 42 
Values for the STAR-100 and the ASC were taken from[3] and[l4], 
respectively. 
