Social networks have become the main platforms for information dissemination. Nevertheless, due to the increasing number of users, social media platforms tend to be highly vulnerable to the propagation of disinformation -making the detection of fake news a challenging task. In this work, we focus on content-based methods for detecting fake news -casting the problem to a binary text classification one (an article corresponds to either fake news or not). In particular, our work proposes a graph-based semi-supervised fake news detection method based on graph neural networks. The experimental results indicate that the proposed methodology achieves better performance compared to traditional classification techniques, especially when trained on limited number of labeled articles 1 .
I. INTRODUCTION
Social media have become the main platforms for information sharing and news consumption for various reasons. Firstly, it is often a faster and cheaper way to access news on social media compared to more traditional platforms. Furthermore, commenting, sharing and discussing with other readers is an easy way to express opinions and increases the level of participation and interaction of individuals. Nevertheless, the ease with which real-time information disseminates to a large audience accompanied with the engagement of individuals to online social media platforms, has also lead to the spread of misinformation, widely known as fake news [8] . Fake news take advantage of the echo chambers phenomenon, amplified by social networks; people tend to follow and share mainly information they believe in or what their friends share and like.
Triggered by the societal impact of misinformation, there is currently an intense research effort from the scientific 1 Our code is publicly available at: https://github.com/bdvllrs/ misinformation-detection-tensor-embeddings. community to develop algorithmic techniques for fake news detection. The core of these techniques relies on machine learning methods -trying to analyze and understand how the content of fake news differs from that of real ones, as well as how users engage with and propagate misinformation within social networks [8] , [10] .
In order to tackle the fact that labels are often very limited and sparse, in our approach we opt for semi-supervised content-based detection methods. In particular, we propose a graph-based semi-supervised fake news detection framework, building upon network representation learning techniques [3] . Our intuition is that, graphs are expressive models that are able to capture contextual dependencies among articles, alleviating the label scarcity constraint [2] . On a high level, our framework is composed of three components: i) embedding of articles in the Euclidean space; ii) construction of an article similarity graph; iii) inference of missing labels using graph learning techniques. The main contributions of this paper are summarized as follow:
• We use word embeddings to obtain latent representations of news articles in a lower dimensional Euclidean space. Then, we capture contextual similarities among articles via a graph-based representation scheme. • We cast the fake news detection problem to a semisupervised graph learning task, leveraging Graph Neural Network architectures that are able to perform well on limited labeled data. • We perform a preliminary evaluation of our methodology on a real fake news dataset, demonstrating that the proposed methodology outperforms previous content-based approaches, requiring fewer labeled articles.
II. PROPOSED APPROACH A schematic representation of our approach is depicted in Fig. 1 . Considering a collection of M articles, our graph-based method is composed by the following three components:
• Embedding of articles: Here we are considering a vector representation of an article. Our approach is based on pre-trained GloVe word embeddings, computing the mean vector of the words appearing within an article. • Graph construction: The second step concerns the construction of similarity graph among articles [2] . In par-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ticular, for each article (i.e., node in the graph), we look for the k-nearest neighbours based on the Euclidean distances in the embedding space. • Classification: For the classification task over the similarity graph between articles, we use two graph neural network methods: Graph Convolutional Networks (GCN) [5] and Attention Graph Neural Network (AGNN) [9] .
III. EXPERIMENTAL EVALUATION
Experimental Set-up. In our empirical evaluation, we have compared our graph neural network-based methods against the approach by Guacho et al. [2] , which follows a similar framework. In this baseline method, the embedding of articles is obtained using CP/PARAFAC tensor decomposition on the binary co-occurrence matrix between all articles, and the classification is performed using the Fast Belief Propagation (FaBP) algorithm [6] . We have also compared against a traditional approach, which consists of bag-of-words textual features and learning with SVMs and Random Forest classification models. For the neural graph networks, we use 4 layers, 4 neighbours, 16 hidden units, a learning rate of 0.01 and a weight decay of 5e − 4. We train our graph neural networks during 1000 epochs and we keep the one which has the best accuracy on the test (unlabeled) data. We evaluate our method on a recent dataset [4] , which is comprised of 150 labeled articles, 75 of those are fake news and 75 real. We pick the labeled articles at random and average the results over 20 independent experiments.
Results. Table I gives the classification accuracy of the different methods, varying the amount of labeled data used for training (ranging from 2% up to 20%). As we can observe, the proposed graph neural network approaches achieve a performance improvement of up to 3% with only 10% of the labeled data, while being more stable and reducing the standard deviation of the results. Furthermore, our AGNN and GCN methods are computationally faster when it comes to evaluate a new article. In a more extended version of this article [1] , we also examine the influence of different article embedding techniques.
IV. CONCLUSION AND FURTHER WORK
In this paper, we have focused on content-based misinformation detection, assuming that we have a limited amount of labeled articles. The preliminary experimental results suggested that building a simple nearest-neighbour graph among articles based on word embedding similarities accompanied by graph neural networks for classification, gives qualitatively good results -providing the basis for semi-supervised contentbased detection methods. We are currently working to further extend our study by considering more baseline methods and testing the performance on bigger as well as multi-labeled fake news datasets.
