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The classical Riemann zeta function ζ is one of the most intriguing and central objects of mathe-
matics. Both the location and distribution of its zeros have deep connections with the distribution of
prime numbers. The set of zeros of ζ consists exclusively of the strictly negative even integers (“triv-
ial zeros”) and, according to the as of yet still unproven Riemann’s hypothesis [38], of a countable
number of points on the critical line Re s = 12 in the complex s-plane (that there are indeed inﬁnitely
many zeros on the critical line is a classical result of Hardy, see, e.g., [17]). There are many con-
nections of Riemann’s zeta function with areas of mathematics and its applications, as well as with
other conjectures, see [38] for the original work by B. Riemann (and also, e.g., [5,17] for comments
resp. further historical comments) and [23,25,36,44] for basic speciﬁc books on the Riemann’s zeta
function, as well as the survey papers [4,15]. For connections with other problems in analytic num-
ber theory see, e.g., [6,24], for relations with new developments in random matrix theory and other
areas of mathematics see, e.g., [13–15,26,39], for numerical results and other relations to methods
inspired by physics see [3], and references therein. Some results establishing “zero-free regions” in
{Re s = 12 }\{−2N} are known, see, e.g., [1,19,24,25,44,45], and references therein. These, in turn, are
related with estimates on the remainder in the classical prime number theorem see, e.g., [24,25].
The dilogarithm function Li2(z), z ∈ C, was introduced by Euler in 1768 by its series representa-
tion
∑∞
n=1 z
n
n2
(for |z| 1) and further studied, e.g. by Hill in 1828 see, e.g., [28,29]. It is a member of
a family of polylogarithm functions which have many connections with other areas of mathematics,
like number theory, differential and algebraic geometry, but also with physics (quantum electro-
dynamics, scattering theory), and engineerings (signal analysis, electrical network theory, network
problems, waveguide theory). An important function associated with Li2 is Clausen’s Gl2-function de-
ﬁned by
Re Li2
(
eiθ
)= Gl2(θ) = ∞∑
n=1
cosnθ
n2
.
It is given in [0,2π ] by π26 − θ(2π−θ)4 . In the present paper we relate Gl2(θ), which we call for
simplicity p(θ), to the ζ -function, via a Mellin transform. More precisely, we prove a representation
of ζ(s) for Re s > 0 in terms of p(θ) of the form
ζ(s) = 2s(1+ s)
(2π)1−s
{
π2
6
1
1+ s −
π
2
1
s
− 1
4
1
1− s − D(−2− s)
}
,
where D(α) is deﬁned for Reα < −2 as D(α) ≡ ∫ +∞1 yα p(y)dy (see Theorem 3.1) and is the Mellin
transform at α + 1 of the function p0(y) = χ[1,∞)(y)p(y) (χA denoting the characteristic function
of the set A). This provides a, to the best of our knowledge, new integral representation of ζ(s) for
Re s > 0. Furthermore we provide a series representation for the function D(α) (see Remark 2.4). We
note that our representation of the ζ -function differs in several ways from other known representa-
tions, like those given in [4,17,38–40] (see also [43, Sect. 3]). As corollaries we obtain a new proof that
ζ is a meromorphic function in Re s > 0, provide new proofs of certain results on zero-free regions for
the ζ -function and bounds of it inside the critical strip. We also derive other integral representations
of ζ in terms of derivatives of the function p (Section 4).
Our integral representation of the ζ -function also yields an explicit formula for the Mellin trans-
form of the Fourier transform of the test function ϕ(x) = (1 − |x|)χ[−1,1](x) (see Remark 5.11). We
also get an explicit formula for the Mellin transform of the function 1−cos(2πx)
2π2x2
χ[0,1](x) in terms of
Γ -functions. The summation of certain series involving factorial factors (see Section 5) resp. the zeta
functions at equally spaced arguments is also performed as an application of our integral representa-
tion (see Appendix A).
The structure of the present paper is as follows. In Section 2 after the introduction of p(θ) =
Gl2(θ) we prove a lemma giving a representation of DN (α) ≡
∫ 2πN
1 y
α p(y)dy for Reα < −1, N ∈ N
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expressed by ζ(−2 − α) for Reα < −2. Then expressions for D(α) as series involving the gamma
function are given. In Section 3 the representation of ζ in terms of D is used in particular to derive
in a simple way a zero-free region for ζ , close to the real line (cf. Remark 3.4). In Section 4 we derive
two other representations of ζ in terms of integrals involving, instead of p, its distributional ﬁrst
derivative (Proposition 4.2) resp. a piecewise constant function (Proposition 4.6). In particular they
lead to upper bounds on |ζ(s)|, for Re s > 0. For a comparison with other bounds obtained essentially
by trigonometric sums methods see Remark 4.4 below.
In Section 5 we derive a generalized Müntz formula for ζ , relative to general “test functions”
which are such that they as well as their Fourier transforms are in L1(R) (for more restrictive choices
of f the formula was originally proven in [32], see also [7], and Remark 5.2 below). We also prove,
exploiting a Poisson summation formula, a symmetrized version of our generalized Müntz formula,
somewhat related to the one discussed in [1], and which might be of interest in itself. For the special
choice f = ϕ (with ϕ as above) these formulae yield an explicit computation of the Mellin transform
of the Fourier transform of f in terms of ζ .
In Appendix A we provide another derivation for the basic function D of Section 2. This derivation
involves the computation of certain series A˜(α) (simply related to D(α)) in terms of series involving
the ζ -functions taken at equally spaced arguments (cf. Lemma A.2). The latter in turn are expressed
in Corollary A.4 in simple terms and a zeta function at a single point. These relations might have an
interest in themselves (in any case we were not able to locate them in the extensive survey on series
involving the zeta function presented in [40]).
2. An integral involving the associated Clausen Gl2-function
Let p be the 2π -periodic real-valued function on R given for θ ∈ [0,2π ] by
p(θ) = π
2
6
− θ(2π − θ)
4
. (2.1)
The function p(θ) is denoted by Gl2(θ) in [28, p. 181] and is called the associated Clausen function
(of order 2). It is also given by
p(θ) =
+∞∑
n=1
cos(nθ)
n2
, θ ∈R, (2.2)
see, e.g., [28, p. 242]. One has
p(θ) = π2B2
(
θ
2π
)
, θ ∈ [0,2π ], (2.3)
where B2(x) is the second Bernoulli polynomial, deﬁned as the coeﬃcient of t2/2! in the expansion
of tetx/(et − 1) in powers of t , i.e.
B2(x) = x2 − x+ 1
6
(2.4)
(cf., e.g., [18, p. 361], and [28, p. 186]).
p coincides with the real part of Euler’s (1768) dilogarithm function Li2(·) with an argument on
the unit circle, i.e.
p(θ) = Re Li2
(
eiθ
)
, θ ∈ [0,2π ], (2.5)
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Li2(z) ≡
+∞∑
n=1
zn
n2
(2.6)
(see, e.g., [28,29] and [42, p. 106]).
p is bounded continuous on R (with max p(θ) = max |p(θ)| = π2/6, min p(θ) = −π2/12). All its
derivatives exist and are continuous except for the points 2πk, k ∈ Z (where they have to be de-
ﬁned, e.g., in the distributional sense). The function y → yα p(y) is in L1([1,+∞)) (with respect to
Lebesgue’s measure on [1,+∞)), for any α ∈C with Reα < −1 (since p is bounded).
One has the integral representation
p(x) = Re Li2
(
eix
)= −1
2
1∫
0
1
y
log
(
1− 2y cos x+ y2)dy,
see, e.g., [28, p. 106].
We shall study the function
D(α) ≡
+∞∫
1
yα p(y)dy, (2.7)
relating it, in Section 3, to the classical Riemann zeta function ζ at (−2−α), Reα < −2 (i.e. ζ(s) with
Re s > 0).
Lemma 2.1. For any integer N ∈N and Reα < −1, let DN (α) be deﬁned by
DN(α) ≡
2πN∫
1
yα p(y)dy, (2.8)
then
DN(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) ζN(−2− α)
+ π
2
6
(2πN)α+1
α + 1 +
π
2
(2πN)α+2
(α + 2)(α + 1)
+ 1
2
(2πN)α+3
(α + 3)(α + 2)(α + 1) , (2.9)
with
ζN(s) ≡
N∑
n=1
1
ns
. (2.10)
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[1,2π) ∪ [2π,2Nπ) = [1,2π) ∪
N−1⋃
k=1
[
2πk,2π(k + 1))
we get
2Nπ∫
1
yα p(y)dy =
2π∫
1
yα p(y)dy +
N−1∑
k=1
2π(k+1)∫
2πk
yα p(y)dy. (2.11)
Set
Iα ≡
2π∫
1
yα p(y)dy. (2.12)
Then, by the deﬁnition (2.1) of p in [0,2π ]:
Iα =
2π∫
1
yα
(
π2
6
− π
2
y + 1
4
y2
)
dy = π
2
6
yα+1
α + 1
∣∣∣∣2π
1
− π
2
yα+2
α + 2
∣∣∣∣2π
1
+ 1
4
yα+3
α + 3
∣∣∣∣2π
1
= π
2
6
1
α + 1
(
(2π)α+1 − 1)− π
2
1
α + 2
(
(2π)α+2 − 1)+ 1
4
1
α + 3
(
(2π)α+3 − 1). (2.13)
Set
IIαN ≡
N−1∑
k=1
2π(k+1)∫
2πk
yα p(y)dy, (2.14)
so that by (2.11), (2.12) and (2.14):
DN(α) =
2πN∫
1
yα p(y)dy = Iα + IIαN . (2.15)
Then, by the deﬁnition (2.1) of p in [2πk,2π(k + 1)):
2π(k+1)∫
2πk
yα p(y)dy =
2π(k+1)∫
2πk
yα
[
π2
6
− π
2
(y − 2πk) + 1
4
(y − 2πk)2
]
dy
=
2π(k+1)∫
2πk
[
π2
6
+ π
2
(2πk) + 1
4
(2πk)2
]
yα −
[
π
2
+ 1
2
(2πk)
]
yα+1 + 1
4
yα+2 dy
=
[
π2
6
+ π
2
(2πk) + 1
4
(2πk)2
]
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
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[
π
2
+ 1
2
(2πk)
]
1
α + 2
[(
2π(k + 1))α+2 − (2πk)α+2]
+ 1
4
1
α + 3
[(
2π(k + 1))α+3 − (2πk)α+3].
By the deﬁnition (2.14) of IIαN and rearranging the terms in the latter equality we then get
IIαN =
N−1∑
k=1
[
π2
6
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
− π
2
1
α + 2
[(
2π(k + 1))α+2 − (2πk)α+2]
+ 1
4
1
α + 3
[(
2π(k + 1))α+3 − (2πk)α+3]
+ π
2
(2πk)
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
− 1
2
(2πk)
1
α + 2
[(
2π(k + 1))α+2 − (2πk)α+2]
+ 1
4
(2πk)2
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]].
We use the equalities
N−1∑
k=1
[
(k + 1)α+ j − kα+ j]= N−1∑
k=1
(k + 1)α+ j −
N−1∑
k=1
kα+ j = Nα+ j − 1, j = 1,2,3,
and obtain
IIαN =
π2
6
(2π)α+1
α + 1
[
Nα+1 − 1]− π
2
(2π)α+2
α + 2
[
Nα+2 − 1]+ 1
4
(2π)α+3
α + 3
[
Nα+3 − 1]
+
N−1∑
k=1
[
π
2
(2πk)
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
− 1
2
(2πk)
1
α + 2
[(
2π(k + 1))α+2 − (2πk)α+2]
+ 1
4
(2πk)2
1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]]. (2.16)
We notice that
N−1∑
k=1
k
[
(k + 1)α+ j − kα+ j]
=
N−1∑
k(k + 1)α+ j −
N−1∑
kkα+ j
k=1 k=1
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N−1∑
k=1
(k + 1)α+ j +
N−1∑
k=1
(k + 1)α+ j+1 −
N−1∑
k=1
kα+ j+1
= 1− ζN(−α − j)+ Nα+ j+1 − 1 = −ζN(−α − j)+ Nα+ j+1, j = 1,2 (2.17)
where ζN (−α − j) is the function deﬁned in (2.10), and we used the equality ∑N−1k=1 (k + 1)α+ j =∑N
m=2mα+ j = −1+ ζN (−α − j). We also notice the equality
N−1∑
k=1
k2
[
(k + 1)α+1 − kα+1]= N−1∑
k=1
(k + 1)α+1 − 2
N−1∑
k=1
(k + 1)α+2 +
N−1∑
k=1
(k + 1)α+3 −
N−1∑
k=1
kα+3
= −1+ ζN(−α − 1)+ 2− 2ζN(−α − 2) + Nα+3 − 1
= ζN(−α − 1)− 2ζN(−α − 2)+ Nα+3. (2.18)
Using equalities (2.17) and (2.18) in (2.16) we have
IIαN =
π2
6
(2π)α+1
α + 1
[
Nα+1 − 1]− π
2
(2π)α+2
α + 2
[
Nα+2 − 1]+ 1
4
(2π)α+3
α + 3
[
Nα+3 − 1]
+ π
2
(2π)α+2
α + 1
[−ζN(−α − 1) + Nα+2]− 1
2
(2π)α+3
α + 2
[−ζN(−α − 2) + Nα+3]
+ 1
4
(2π)α+3
α + 1
[
ζN(−α − 1)− 2ζN(−α − 2) + Nα+3
]
= −π
2
6
(2π)α+1
α + 1 +
π
2
(2π)α+2
α + 2 −
1
4
(2π)α+3
α + 3 +
(2π)α+3
2
[
1
α + 2 −
1
α + 1
]
ζN(−α − 2)
+ π
2
6
(2π)α+1
α + 1 N
α+1 + (2π)α+2π
2
[
1
α + 1 −
1
α + 2
]
Nα+2
+ (2π)α+3 1
2
[
1
2(α + 3) −
1
α + 2 +
1
2(α + 1)
]
Nα+3. (2.19)
Using the latter equality and the formula (2.13) for Iα in (2.15) we get
DN(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3
+ (2π)
α+3
2
[
1
α + 2 −
1
α + 1
]
ζN(−α − 2)
+ π
2
6
(2π)α+1
α + 1 N
α+1 + (2π)α+2π
2
[
1
α + 1 −
1
α + 2
]
Nα+2
+ (2π)α+3 1
2
[
1
2(α + 3) −
1
α + 2 +
1
2(α + 1)
]
Nα+3,
which is the equality (2.9). 
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DN(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) AN(−2− α) +
π2
6
(2πN)α+1
α + 1
with
AN(s) ≡ ζN(s) − 1
2
1
Ns
− 1
1− s
1
Ns−1
=
N∑
n=1
1
ns
− N
1−s
1− s −
N−s
2
. (2.20)
This will be used in the proof of the following:
Lemma 2.2. Let DN (α) be deﬁned as in Lemma 2.1, then for Reα < −2:
lim
N→+∞ DN(α) = −
π2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) ζ(−2− α).
Proof. From [44, Th. 4.11]
ζ(s) =
N∑
n=1
1
ns
− N
1−s
1− s + O
(
N−Re s
)= ζN(s) − N1−s
1− s + O
(
N−Re s
)
(2.21)
uniformly for Re s > 0, | Im s| < 2πN/C , where C is a given constant greater than 1, and ζN (s) was
deﬁned in (2.10). Then from (2.21) and the deﬁnition (2.20) of AN (s) we have for such values of s:
AN(s) = ζ(s) − 1
2
1
Ns
− O (N−Re s).
This implies that for Re s > 0 we have limN→∞ AN (s) = ζ(s). Then Reα < −2 implies
lim
N→∞ AN(−2− α) = ζ(−2− α)
and by the deﬁnition of DN (α), for Reα < −2:
lim
N→∞ DN(α)
= lim
N→∞
[
−π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) AN(−2− α) +
π2
6
(2πN)α+1
α + 1
]
= −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) ζ(−2− α). 
Corollary 2.3. Let D(α) be as in (2.7), then for Reα < −2:
D(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) ζ(−2− α). (2.22)
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Remark 2.4. 1) We also can express D(α) as a Mellin transform. We ﬁrst recall that the Mellin
transform of a complex-valued continuous function f on the positive real line is deﬁned by
M( f )(s) ≡
+∞∫
0
xs−1 f (x)dx, s ∈C (2.23)
(see, e.g., [30,34]). It exists as an absolutely convergent integral if x → xs−1 f (x) is in L1([0,+∞)). Set
p0(y) ≡
{
p(y), for y ∈ [1,+∞),
0, for y ∈ [0,1),
with p as in Section 2 (e.g. (2.2)). Then using the deﬁnition of D in (2.7) we see that
D(α) = M(p0)(α + 1),
for all α ∈ C with Reα < −1. In this way D(α) appears as the Mellin transform of the function p0
evaluated at α + 1.
2) Let us derive an expression of D as a convergent series containing incomplete gamma functions.
We have namely from (2.7) and (2.2), for Reα < −1:
D(α) =
+∞∫
1
yα
+∞∑
n=1
cosny
n2
dy =
+∞∑
n=1
1
n2
+∞∫
1
yα cosny dy
= 1
2
+∞∑
n=1
i−α−1
n3+α
[
(−1)−α−1Γ (α + 1,−in) + Γ (α + 1, in)], (2.24)
where we used dominated convergence to interchange sum and integral (since |∑Nn=1 cosnyn2 | ∑+∞
n=1
1
n2
= π26 for all N ∈N) and
+∞∫
1
xνeixy dx = (−iy)−ν−1Γ (ν + 1,−iy),
for Reν < 0, cf. [34, 3.4, p. 199],
Γ (λ, z) =
+∞∫
z
tλ−1e−t dt = z 12 λ− 12 e− 12 zW λ
2− 12 , 12 λ(z)
([34, p. 255], Wk,ν (z) being a Whittaker function, [34, p. 254]). All the series in formula (2.24) are
absolutely convergent for Reα < −1.
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Integral representations of ζ are known since the original work [38]. In particular we mention the
one given by Riemann
ζ(s) = Γ
(
s
2
)−1
π
s
2
{ ∞∫
1
[
x
s
2 + x 1−s2 ]ψ(x)dx− 1
s(1− s)
}
,
ψ(x) ≡
∞∑
n=1
e−n2πx
(see [38], [17, p. 16] and [44]). Another representation we would like to mention is
ζ(s) = Γ (−s)
2π i
∫
Γ
(−x)s
ex − 1
dx
x
,
Γ being a contour which begins at +∞, descends the real axis, circles the singularity at the origin
once in the positive direction, and returns up to the positive real axis to +∞, and where (−x)s =
exp[s log(−x)] is deﬁned in the usual way for −x not on the negative real axis (see, e.g., [17, p. 137]).
Other somewhat similar representations are given by the Riemann Siegel integral formula (see, e.g.,
[17, p. 166]). Also the remainder in the approximation formula for ζ(s) has an integral form:
ζ(s) = ζN(s) − N
1−s
1− s − s
∞∫
N
{t}t−s−1 dt,
where {t} denotes the fractional part of t and Re s > 0 (see, e.g., [43, p. 144]). Further integral repre-
sentations are given, e.g., by [40, pp. 102, 103, Eqs. 41–43, for all s ∈ C; Eqs. 44–46, for 0< Re s < 1;
Eqs. 48, 50, for Re s > 1; Eqs. 49, for Re s > 0]. Another representation for Re s > 1 is given in [39,
p. 405] and for Re s > 0 in [23], see also [44, p. 14].
The main aim of this section is to state and prove Theorem 3.1 which gives a new integral rep-
resentation of ζ for Re s > 0. This representation is in terms of the dilogarithm function, via the
function D (introduced in (2.7) and discussed in Section 2). We shall also deduce some consequences
from our representation.
Theorem 3.1. For any Re s > 0 we have
ζ(s) = 2s(1+ s)
(2π)1−s
{
π2
6
1
1+ s −
π
2
1
s
− 1
4
1
1− s − D(−2− s)
}
(3.1)
where D is as in Section 2 ( formula (2.7)).
Proof. From Corollary 2.3 we have, for Reα < −2:
D(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 1)(α + 2) ζ(−α − 2).
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D(−2− s) = −π
2
6
1
−s − 1 +
π
2
1
−s −
1
4
1
−s + 1 −
(2π)1−s
2(−s − 1)(−s) ζ(s)
= π
2
6
1
s + 1 −
π
2
1
s
− 1
4
1
1− s −
(2π)1−s
2(s + 1)s ζ(s),
from which the theorem follows by noticing that (2π)1−s = 0. 
Let us derive some consequences from Theorem 3.1 (Remarks 3.2, 3.3 and 3.4).
Remark 3.2. The representation in Theorem 3.1 gives a new proof of the fact that ζ(s) is a mero-
morphic function in Re s > 0, with a simple pole at s = 0. In fact s → D(−2 − s) is holomorphic in
Re s > 0, since it is equal to M(p0)(−1− s), which is holomorphic in Re s > 0 (and even in Re s > −1),
being the Mellin transform at −1 − s of the function p0 and x → x−2−u p0(x) is integrable on R+
(cf., e.g., [44, ch. I, 1.29, pp. 46–47]). The other functions entering Theorem 3.1 are meromorphic, with
a simple pole at s = 1.
Remark 3.3. If s0 is a zero of ζ , with Re s0 > 0, then
D(−2− s0) = π
2
6
1
1+ s0 −
π
2
1
s0
− 1
4
1
1− s0 (3.2)
(since s0 = 0 and also 1 + s0 = 0, because Re(1 + s0) = 1 + Re s0 > 1). In particular if s0 = u0 + iv0,
u0 > 0, v0 ∈R, then
D(−2− s0) = π
2
6
1
1+ u0 + iv0 −
π
2
1
u0 + iv0 −
1
4
1
1− u0 − iv0
= π
2
6
1+ u0 − iv0
(1+ u0)2 + v20
− π
2
u0 − iv0
u20 + v20
− 1
4
1− u0 − iv0
(1− u0)2 + v20
. (3.3)
In particular
Re D(−2− s0) = π
2
6
1+ u0
(1+ u0)2 + v20
− π
2
u0
u20 + v20
− 1
4
1− u0
(1− u0)2 + v20
, (3.4)
Im D(−2− s0) = v0
{
−π
2
6
1
(1+ u0)2 + v20
+ π
2
1
u20 + v20
− 1
4
1
(1− u0)2 + v20
}
. (3.5)
For the special case u0 = 12 we get then
D
(
−5
2
− iv0
)
= π
2
6
1
3
2 + iv0
− π
2
1
1
2 + iv0
− 1
4
1
1
2 − iv0
. (3.6)
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Re D
(
−5
2
− iv0
)
= 1
2
{
π2
6
3
( 32 )
2 + v20
− π
2
1
( 12 )
2 + v20
− 1
4
1
( 12 )
2 + v20
}
, (3.7)
Im D
(
−5
2
− iv0
)
= v0
{
−π
2
6
1
( 32 )
2 + v20
+ π
2
1
( 12 )
2 + v20
− 1
4
1
( 12 )
2 + v20
}
. (3.8)
These formulae can be used for the numerical veriﬁcation whether s0 is a zero of the ζ on the critical
line (this obviously relies on an eﬃcient evaluation of the integral
D
(
−5
2
− iv0
)
=
+∞∫
1
y−
5
2−iv0 p(y)dy,
with p deﬁned in Section 2). Possibly also results on the distribution of zeros of ζ on the critical line
can be obtained in this way. Numerical work in this direction is planned.
One could ask the question whether it could be possible to exclude that there exists a sequence
s0(n) = u0 + iv0(n) with 1> u0 > 0, u0 = 12 , v0(n) → +∞ satisfying (3.3) for all n, this implying that
there are at most ﬁnitely many zeros of ζ on Re s = u0. For u0 = 12 one knows, however, that there
is such a sequence, by Hardy’s proof of the existence of inﬁnitely many zeros of ζ on the critical
line, see, e.g., [44, ch. 11]. A comparison of the ﬁrst and second order in an asymptotic expansion in
powers of 1v for v → ∞ of the two members of (3.3) gives a negative answer to this question, in the
sense that it does not permit to distinguish between the behavior at u0 = 12 and at u0 = 12 (up to
these orders in 1v ).
Remark 3.4. Let us brieﬂy indicate how one can deduce in a simple way a zero-free region for ζ close
to the real line, using the integral representation of ζ given in Theorem 3.1.
From Theorem 3.1 if s0 = u0 + iv0 satisﬁes u0 > 0 and ζ(s0) = 0 then
2s0(1+ s0)
(2π)1−s0
{
π2
6
1
1+ s0 −
π
2
1
s0
− 1
4
1
1− s0 − D(−2− s0)
}
= 0. (3.9)
Since s0 = 0, 1+ s0 = 0 this implies, if v0 = 0, dividing by 2v0s0(1+ s0)/(2π)1−s0 :
1
v0
[
π2
6
1
1+ s0 −
π
2
1
s0
− 1
4
1
1− s0
]
= 1
v0
D(−2− s0). (3.10)
But
Im
(
D(−2− s)
v
)
= −
+∞∫
1
x−2−u sin(v log x)
v
p(x)dx
= −
+∞∫
1
x−2−u sin(v log x)
v log x
(log x)p(x)dx. (3.11)
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c(u) ≡ −
+∞∫
1
x−2−u(log x)p(x)dx, u > 0. (3.12)
Then we have
∣∣∣∣Im D(−2− s)v − c(u)
∣∣∣∣=
∣∣∣∣∣
+∞∫
1
y−2−u
[
sin(v log y)
v log y
− 1
]
(log y)p(y)dy
∣∣∣∣∣

+∞∫
1
y−2−u
∣∣∣∣ sin(v log y)− v log yv log y
∣∣∣∣(log y)∣∣p(y)∣∣dy. (3.13)
But from Taylor’s formula∣∣∣∣ sin(v log y) − v(log y)v log y
∣∣∣∣ v∗3(y)(log y)33!v log y  v2(log y)23! (3.14)
for all v > 0 for some v∗(y) ∈ [0, v], y ∈ [1,+∞). On the other hand the left hand side of (3.14) is
also bounded by 2. Introducing these bounds into (3.13) we get
∣∣∣∣Im D(−2− s)v − c(u)
∣∣∣∣ v23!
+∞∫
1
y−2−u(log y)3
∣∣p(y)∣∣dy  b(u, v), (3.15)
with
b(u, v) ≡ π
2
3
min
{
v2
3!
1
2
+∞∫
1
y−2−u(log y)3 dy,
+∞∫
1
y−2−u(log y)dy
}
and where we used |p(y)| π2/6, y ∈ [1,+∞), u > 0.
Assume that s0 = u0 + iv0 satisﬁes u0 > 0 and ζ(s0) = 0 and set
B(u0, v0) ≡ 1
v0
[
π2
6
1
1+ s0 −
π
2
1
s0
− 1
4
1
1− s0
]
.
By Eq. (3.10) one has that B(u0, v0) = D(−2−s0)v0 , then the inequality (3.15) implies that
c(u0)− b(u0, v0) Im B(u0, v0) c(u0)+ b(u0, v0). (3.16)
But
Im B(u0, v0) = −π
2
6
1
(1+ u0)2 + v20
+ π
2
1
u20 + v20
− 1
4
1
(1− u0)2 + v20
, (3.17)
for all 0< u0 < 1.
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if
Im B(u0, v0) > c(u0) + b(u0, v0) (3.18)
or
Im B(u0, v0) < c(u0)− b(u0, v0). (3.19)
But maxu0∈(0,1) b(u0, v0) π
2
3 min{
v20
2 ,1}, where we used that for any α < −1:
+∞∫
1
yα(log y)3 dy = 6
(α + 1)4 ,
+∞∫
1
yα(log y)dy = 1
(α + 1)2
(as seen by integrations by parts). From (3.17) it follows that for u0 ∈ (0,1) (3.18) is certainly satisﬁed
for values (u0, v0) such that
π2
2
1
u20 + v20
> max
u0∈(0,1)
c(u0)+ π
2
3
min
{
v20
2
,1
}
+ π
2
6
1
(1+ u0)2 + v20
+ 1
4
1
(1− u0)2 + v20
. (3.20)
To check the inequality (3.20) we need a lower bound for maxu0∈(0,1) c(u0), this can be obtained
numerically as follows: ﬁrst we rewrite c(u0) as
c(u0) = −
2πN∫
1
x−2−u0(log x)p(x)dx−
+∞∫
2πN
x−2−u0(log x)p(x)dx
≡ cN(u0) + rN(u0), (3.21)
where N ∈N. Then we notice that p(x) 0 for x ∈ [2πn,2πn+π 3−
√
3
3 ] ∪ [2πn+π 3+
√
3
3 ,2πn+ 2π ],
for any n = 0,1,2, . . . , and p(x) 0 for x ∈ [2πn+π 3−
√
3
3 ,2πn+π 3+
√
3
3 ], for any n = 0,1,2, . . . , and
we rewrite cN(u0) as the sum of its positive and negative part, resp. cN,+(u0) and cN,−(u0):
cN(u0) = cN,+(u0) − cN,−(u0). (3.22)
Since cN,+(u0) and cN,−(u0) are decreasing functions of u0, for any N ∈N and 0< u0 < 1, the equality
(3.22) gives
cN,+(1) − cN,−(0) cN(u0) cN,+(0)− cN,−(1). (3.23)
To get a lower and an upper bound for rN (u0) for 0 < u0 < 1 we notice that for any x > 0, we have
−π212  p(x) π
2
6 . Then we get
mN ≡ −π
2
6
+∞∫
x−2(log x)dx rN(u0)
π2
12
+∞∫
x−2(log x)dx ≡ MN . (3.24)2πN 2πN
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cN,+(1) − cN,−(0) +mN  c(u0) cN,+(0) − cN,−(1) + MN .
The terms in the upper and lower bound can be easily computed numerically. E.g. for N = 100 we
obtain
−0.12 c(u0) 0.36. (3.25)
Now using the numerical estimate given in (3.25) we see that (3.20) holds for values of u0 > 0
near 0 and values of v0  1.1 (e.g. for u0 = 0.1, v0 = 1.1 we have ∼ 4.05 at the left hand side and
∼ 3.15 at the right hand side of the latter inequality). Let us remark that the bound (3.19) does
not seem to yield better results. As it stands the zero-free region is smaller than the one obtained
in [1] (by another method, see also this reference for other zero-free regions). Obviously even within
the limit of what can be reached from Theorem 3.1 our considerations are not optimal in many
directions. E.g. one could restrict u0 to smaller intervals, such as u0 ∈ ( 12 ,1), to get slightly better
bounds for c(u0). But in order to obtain really stronger results one would require better numerical or
analytical techniques to handle the function D .
4. Other representations of ζ in terms of periodic functions
Set
p˜(x) ≡ p(x) + π
2
12
, x ∈R. (4.1)
Since min p = p(π) = −π2/12 the function p˜ satisﬁes p˜(x) 0 for all x ∈R. From the deﬁnition (2.1)
of p, p˜(x) can be written as
p˜(x) = 1
4
(
x− (2n + 1)π)2, x ∈ [2πn,2π(n + 1)), n ∈N0 ≡ {0} ∪N.
For Reα < −1, set
D˜(α) ≡
+∞∫
1
yα p˜(y)dy = D(α) − π
2
12
1
α + 1 . (4.2)
Remark 4.1. From Corollary 2.3 and Theorem 3.1, and from the deﬁnition (4.2) of D˜ , it follows that
for any Reα < −2 and Re s > 0 we have
D˜(α) = −π
2
4
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)α+3
2(α + 2)(α + 1) ζ(−2− α),
hence the representation of ζ given in Theorem 3.1 can also be written in the form:
ζ(s) = 2s(1+ s)
(2π)1−s
{
π2
4
1
1+ s −
π
2
1
s
− 1
4
1
1− s − D˜(−2− s)
}
, Re s > 0. (4.3)
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q(x) ≡ 1
2
(
x− (2n + 1)π), x ∈ [2πn,2π(n + 1)), n ∈N0. (4.4)
We observe that q(x) ≡ ddx p˜(x) = ddx p(x) for any x ∈ (2πn,2π(n + 1)) and n ∈N0.
For any Reα < −1 set
E(α) ≡
+∞∫
1
yαq(y)dy. (4.5)
Proposition 4.2. Let E(α) be as in (4.5), then for Reα < −1:
E(α) = π
2
1
α + 1 −
1
2
1
α + 2 +
(2π)2+α
2(α + 1) ζ(−1− α). (4.6)
Proof. The proof follows closely what was done to obtain the formula (2.22) in Corollary 2.3. For any
integer N > 1, set
EN(α) ≡
2πN∫
1
yαq(y)dy =
2π∫
1
yαq(y)dy +
N−1∑
k=1
2π(k+1)∫
2πk
yαq(y)dy
= 1
2
2π∫
1
yα(y −π)dy +
N−1∑
k=1
1
2
2π(k+1)∫
2πk
yα
(
y − (2k + 1)π)dy
= 1
2
1
α + 2
[
(2π)α+2 − 1]− π
2
1
α + 1
[
(2π)α+1 − 1]
+
N−1∑
k=1
{
1
2
1
α + 2
[(
2π(k + 1))α+2 − (2πk)α+2]
− π
2
(2k + 1)
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]}
= 1
2
1
α + 2
[
(2πN)α+2 − 1]− π
2
1
α + 1
[
(2π)α+1 − 1]
−
N−1∑
k=1
π
2
(2k + 1)
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]. (4.7)
Since
N−1∑
k=1
π
2
(2k + 1)
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
= π
2
(2π)α+1
α + 1
N−1∑
(2k + 1)[(k + 1)α+1 − kα+1]
k=1
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2
(2π)α+1
α + 1
[
2
N−1∑
k=1
(k + 1)α+2 −
N−1∑
k=1
(k + 1)α+1 − 2
N−1∑
k=1
kα+2 −
N−1∑
k=1
kα+1
]
= π
2
(2π)α+1
α + 1
[
2
[
Nα+2 − 1]− N∑
k=2
kα+1 −
N∑
k=1
kα+1 + Nα+1
]
= π
2
(2π)α+1
α + 1
[
2Nα+2 + Nα+1 − 1− 2
N∑
k=1
kα+1
]
.
We use the formula (2.21), see, e.g., [44], as we did in the proof of Lemma 2.2, and obtain
N−1∑
k=1
π
2
(2k + 1)
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
= π
2
(2π)α+1
α + 1
[
2Nα+2 + Nα+1 − 1− 2ζ(−α − 1)− 2 N
α+2
α + 2 + O
(
NRe(α+1)
)]
= π
2
(2π)α+1
α + 1
[
2
α + 1
α + 2N
α+2 − 1− 2ζ(−α − 1) + O (NRe(α+1))],
which holds true uniformly for Re(α) < −1, | Imα| < 2πN/C , where C is a given constant greater
than 1.
We use the latter equality in Eq. (4.7) for EN (α) and obtain
EN(α) = −1
2
1
α + 2 +
π
2
1
α + 1 +
1
2
(2π)α+2
α + 1 ζ(−α − 1)+ O
(
NRe(α+1)
)
.
The statement follows from
E(α) = lim
N→∞ EN(α) = −
1
2
1
α + 2 +
π
2
1
α + 1 +
1
2
(2π)α+2
α + 1 ζ(−α − 1)
for all α < −1. 
Corollary 4.3. The following integral representation for ζ in terms of the function E deﬁned by (4.4), (4.5)
holds, for all Re s > 0:
ζ(s) = 2s
(2π)1−s
[
−π
2
1
s
− 1
2
1
1− s − E(−1− s)
]
. (4.8)
Proof. This is an immediate consequence of Proposition 4.2. 
Remark 4.4. One could use (4.8) to deduce explicit zero-free regions for ζ(s), similarly as in Re-
mark 3.4. Moreover from (4.8) and |q(y)| π/2 we get
∣∣E(−1− u − iv)∣∣= ∣∣∣∣∣
+∞∫
1
y−1−u−ivq(y)dy
∣∣∣∣∣
+∞∫
1
y−1−u
∣∣q(y)∣∣dy  π
2
1
u
.
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∣∣ζ(u + iv)∣∣ 1
(2π)1−u
[
π + |u + iv||1− u − iv| + 2|u + iv|
∣∣E(−1− u − iv)∣∣]
 1
(2π)1−u
[
π + u + |v||v| +π
(u + |v|)
u
]
= 1
(2π)1−u
[
π
u
|v| + 2π + 1+ u|v|
]
. (4.9)
For u  12 our bound is of the type given in [44, 2.12.2] (namely ζ(s) = O (|v|), for u  12 ). To
improve our bound one should exploit the oscillatory nature of the integrand, which would require
a separate analysis.
For other bounds on |ζ(s)| see, e.g., [17, p. 184], [25, pp. 116–118, 125], [24, pp. 38, 104, 106,
113, 196], [44, p. 113].
Remark 4.5. By comparison of Eqs. (4.3) and (4.8) we have
D˜(−2− s) = 1
1+ s
[
1
4
(1−π)2 + E(−1− s)
]
for any Re s > 0. The same result can be obtained directly from the deﬁnition (4.2) of D˜(α), by split-
ting the integral into the domains [2πk,2π(k + 1)) and integrating by parts.
Whereas the representation of ζ(s) given by Theorem 3.1 involves D(−2 − s), which is built with
the function p(x) which is quadratic in the fundamental domain [0,2π), the one given by Remark 4.4
involves E(−1 − s), which is built with the function q(x) which is linear in the fundamental domain
[0,2π) (being the derivative of p). The next considerations will involve a function f (x) which is
constant in the fundamental domain.
Set
f (x) ≡ (−1)n, x ∈ [2πn,2π(n + 1)), n ∈N0
and for all Reα < −1:
F (α) ≡
+∞∫
1
yα f (y)dy. (4.10)
Then we have
Proposition 4.6. Let F (α) be as in (4.10), then for Reα < −1:
F (α) = − 1
α + 1 + 2
(2π)α+1
α + 1
(
1− 22+α)ζ(−α − 1). (4.11)
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FN(α) ≡
2πN∫
1
yα f (y)dy =
2π∫
1
yα dy +
N−1∑
k=1
(−1)k
2π(k+1)∫
2πk
yα dy
= 1
α + 1
[
(2π)α+1 − 1]+ N−1∑
k=1
(−1)k 1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]. (4.12)
We notice that
N−1∑
k=1
(−1)k 1
α + 1
[(
2π(k + 1))α+1 − (2πk)α+1]
= (2π)
α+1
α + 1
[
N∑
k=2
(−1)k−1kα+1 −
N−1∑
k=1
(−1)kkα+1
]
= (2π)
α+1
α + 1
[
−1+
N∑
k=1
(−1)k−1kα+1 +
N−1∑
k=1
(−1)k−1kα+1
]
= (2π)
α+1
α + 1
[
−1+ 2
N∑
k=1
(−1)k−1kα+1 − (−1)N−1Nα+1
]
.
Using the latter equality in Eq. (4.12) for FN (α) we obtain
FN(α) = 1
α + 1
[
(2π)α+1 − 1]+ (2π)α+1
α + 1
[
−1+ 2
N∑
k=1
(−1)k−1kα+1 − (−1)N−1Nα+1
]
= − 1
α + 1 +
(2π)α+1
α + 1
[
2
N∑
k=1
(−1)k−1kα+1 − (−1)N−1Nα+1
]
.
Since for all Reα < −1 the series on the right hand side of the latter equation converges and
limN→∞ FN (α) = F (α), then
F (α) = lim
N→∞ FN(α) = −
1
α + 1 + 2
(2π)α+1
α + 1
∞∑
k=1
(−1)k−1kα+1
for any Reα < −1. The statement follows from
∞∑
k=1
(−1)k−1kα+1 = (1− 22+α)ζ(−α − 1) (4.13)
for any Reα < −1, see [44, Sec. 2.2]. 
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ζ(s) = 1
2
(2π)s
1− 21−s −
s
2
(2π)s
1− 21−s F (−1− s), (4.14)
for any Re s > 0.
Remark 4.8. This representation yields the simple bound
∣∣ζ(u + iv)∣∣ (2π)u
2
1√
1+ 22−2u − 22−u cos(v log2)
[
1+ |s|∣∣F (−1− s)∣∣]
 (2π)
u
2
1√
1+ 22−2u − 22−u cos(v log2)
[
1+ |s|
u
]
,
where in the latter step we used |F (−1 − s)|  ∫ +∞1 y−1−u dy = 1u . The growth in |s| of the bound
is similar to the one obtained in Remark 4.4. To sharpen the bound one should again exploit the
oscillations of the integrand in F (−1− s).
We also remark that using (4.13) we get from Corollary 4.7, for Re s > 0:
+∞∑
n=1
(−1)n−1
ns
= s
2
(2π)s
[
1
s
− F (−1− s)
]
,
which is the known representation of the ζ -function as a convergent alternating series, see, e.g., [44,
Sect. 2.2].
5. Relations with the Müntz formula
Müntz’s formula (see [29] and [44, p. 29]) relates the Mellin transform of a modiﬁed theta trans-
form of a test function f with the product of the Mellin transform of the test function and the
ζ -function. This formula is presented here in a generalized form, assuming only that f and its Fourier
transform F( f ) are in L1(R), see next Proposition 5.1. Further in this section we present an s → 1− s
symmetrized version (under a stronger condition on f and F( f )) of this generalized Müntz formula
(Proposition 5.6). We then relate Müntz formula for a certain choice f = ϕ of f to our integral rep-
resentation for the ζ -function given by Theorem 3.1 (this is the content of Remark 5.11)
Proposition 5.1 (Generalized Müntz formula). Let f ∈ L1(R), and assume that F( f ) ∈ L1(R), F( f )(x) ≡∫
R
e2π ixy f (y)dy being the Fourier transform of f . Then:
1) ΘN( f )(x) ≡
N∑
n=1
f (nx)
converges absolutely for all x> 0 to
Θ( f )(x) ≡
∞∑
n=1
f (nx).
262 S. Albeverio, C. Cacciapuoti / Journal of Number Theory 133 (2013) 242–2772) For any 0< Re(s) < 1 the following statements hold:
a) the Mellin transform of f
M( f )(s) ≡
∞∫
0
xs−1 f (x)dx
exists in the sense of Lebesgue integrals;
b) deﬁne Θˇ( f ) by
Θˇ( f )(x) ≡ Θ( f )(x)− 1
x
∞∫
0
f (y)dy, x> 0,
then the Mellin transform of Θˇ( f ) exists in the sense of Lebesgue integrals and one has
M( f )(s)ζ(s) = M(Θˇ( f ))(s).
Proof. This is a consequence of a theorem of Müntz [32] (see also [44, pp. 28–29, 2.11]), combined
with the absolute convergence of the integrals and almost sure convergence of the series in Θˇ( f )(x)
being made clear in the work by Burnol [11, Sect. 3.2, Prop. 3.15], to which we also refer for more
details. Note that the assumptions are weaker than in [32] but are covered by the result of [11]. 
Remark 5.2. Müntz formula has been analyzed, extended and exploited in very interesting recent
work by J.-F. Burnol, see, e.g. [7–11], and Báez-Duarte, see, e.g., [2]. It has also been exploited (inde-
pendently of above work) for the study of zero-free regions of ζ in [1]. In algebraic contexts similar
formulae appear in pioneering work by Tate [42] and, more recently, in work by Connes [12] (see
also, e.g. [13]) and Meyer [31].
We shall now rewrite Müntz’s formula in a way which exploits better the intrinsic basic symmetry
with respect to s → 1 − s used classically for deriving the functional equation (which one obtains in
the particular case where f (x) = e−πx2 ). For this one uses Poisson’s summation formula:
Proposition 5.3 (Poisson summation formula). Let f ∈ L1(R) and F( f ) (deﬁned as in Proposition 5.1) be
continuous and assume they satisfy
∣∣ f (x)∣∣+ ∣∣F( f )(x)∣∣ c
(1+ |x|)1+δ
for some c, δ > 0, and all x ∈R. Then for any a,b > 0 such that ab = 2π we have
√
a
∑
k∈Z
f (ak) = √b
∑
k∈Z
f̂ (bk),
with f̂ (y) ≡ 1√
2π
∫
R
f (x)e−iyx dx. Both series are absolutely convergent and converge uniformly to a contin-
uous function of a resp. b.
Proof. f ∈ L1(R) implies that F( f ) exist. The rest follows from e.g., [41, Corollary 2.6, (2.8), with
f (x) replaced by
√
a f (ax)] see also, e.g., [21,37], [47, Eqs. 13–14, p. 70]. 
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F( f )(y) =
∫
R
e2π ixy f (x)dx = √2π f̂ (−2π y), y ∈R,
and for any a > 0 we have
a
∑
k∈Z
f (ak) =
∑
k∈Z
F( f )
(
−k
a
)
(with both series being absolutely convergent to continuous functions of a).
Proof. This is immediate from Proposition 5.3 with b = 2π/a and from the fact that
f̂ (by) = 1√
2π
F( f )
(
− by
2π
)
by the deﬁnitions of f̂ and F( f ). 
Corollary 5.5. Let f be as in Proposition 5.3 and assume that y → f (y) is an even function (y ∈R). Then for
x> 0
Θ( f )(x) = 1
2
[F( f )(0)
x
− f (0)
]
+ 1
x
Θ
(F( f ))(1
x
)
.
Proof. We ﬁrst remark that f being even implies F( f ) being even; on the other hand, from Corol-
lary 5.4 we have
a
∑
k∈N
f (ak) + af (0)+ a
∑
k∈N
f (−ak) =
∑
k∈N
F( f )
(
−k
a
)
+F( f )(0)+
∑
k∈N
F( f )
(
k
a
)
.
Both f and F( f ) are even, therefore we get
2a
∑
k∈N
f (ak) + af (0) = 2
∑
k∈N
F( f )
(
k
a
)
+F( f )(0).
From this, replacing a by x, and using the deﬁnition of Θ we get
2xΘ( f )(x) + xf (0) = 2Θ(F( f ))(1
x
)
+F( f )(0), x> 0,
which proves Corollary 5.5. 
Proposition 5.6 (Symmetrized version of the generalized Müntz formula). Let f be even and as in Proposi-
tion 5.3. Then for any 0< Re(s) < 1:
M( f )(s)ζ(s) = 1
2
[F( f )(0)
s − 1 −
f (0)
s
]
+ I( f )(s), (5.1)
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I( f )(s) ≡
∞∫
1
xs−1Θ( f )(x)dx+
∞∫
1
x−sΘ
(F( f ))(x)dx. (5.2)
Both integrals on the right hand side of this formula for I( f ) exist in Lebesgue’s sense.
Proof. From Proposition 5.1 we have for any 0< a < 1< b < +∞:
M( f )(s)ζ(s) = lim
a↓0
1∫
a
xs−1Θˇ( f )(x)dx+ lim
b↑∞
b∫
1
xs−1Θˇ( f )(x)dx. (5.3)
Both limits exist and the integrals are in Lebesgue’s sense. From the deﬁnition of Θˇ (in Proposi-
tion 5.1) and Corollary 5.5, then
1∫
a
xs−1Θˇ( f )(x)dx = 1
2
1∫
a
xs−1
[F( f )(0)
x
− f (0)
]
dx
+
1∫
a
xs−1x−1Θ
(F( f ))(1
x
)
dx−
1∫
a
xs−1F( f )(0)
2x
dx
= − f (0)
2
1∫
a
xs−1 dx+
1∫
a
xs−2Θ
(F( f ))(1
x
)
dx
= − f (0)
2s
[
1− as]+ 1∫
a
xs−2Θ
(F( f ))(1
x
)
dx. (5.4)
In the latter expression the ﬁrst term converges for a ↓ 0 (for all 0 < Re(s) < 1) to − f (0)/(2s).
Since the limit of the left hand side of (5.4) for a ↓ 0 exists, also absolutely, by Proposition 5.1,
lim
a↓0
1∫
a
xs−2Θ
(F( f ))(1
x
)
dx
must also exist (for 0< Re(s) < 1). Thus, under our assumption on s:
lim
a↓0
1∫
a
xs−1Θˇ( f )(x)dx = −1
2
f (0)
1
s
+ lim
a↓0
1∫
a
xs−2Θ
(F( f ))(1
x
)
dx. (5.5)
On the other hand, for any 0< a < 1 (by the change of variables x → x′ = 1x ):
1∫
a
xs−2Θ
(F( f ))(1
x
)
dx =
1∫
1
x′2−sΘ
(F( f ))(x′)(− 1
x′2
)
dx′ =
1
a∫
1
x−sΘ
(F( f ))(x)dx. (5.6)a
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lim
a↓0
1∫
a
xs−1Θˇ( f )(x)dx = −1
2
f (0)
1
s
+ lim
a↓0
1
a∫
1
x−sΘ
(F( f ))(x)dx, (5.7)
with both limits existing absolutely. By (5.3) and (5.7) we get under our assumptions on s:
M( f )(s)ζ(s) = −1
2
f (0)
1
s
+ lim
a↓0
1
a∫
1
x−sΘ
(F( f ))(x)dx+ lim
b↑∞
b∫
1
xs−1Θˇ( f )(x)dx.
We note that from Proposition 5.1 the existence of the limit of the latter integral is assured. But, from
the deﬁnition of Θˇ:
b∫
1
xs−1Θˇ( f )(x)dx =
b∫
1
xs−1Θ( f )(x)dx−
b∫
1
xs−1F( f )(0)
2x
dx
=
b∫
1
xs−1Θ( f )(x)dx− F( f )(0)
2(s − 1)
(
bs−1 − 1). (5.8)
Since the second term in the latter expression converges for b → +∞ to F( f )(0)2(s−1) , also the ﬁrst term
must converge, as b → +∞. Hence we get
M( f )(s)ζ(s) = 1
2
(F( f )(0)
s − 1 −
f (0)
s
)
+
∞∫
1
x−sΘ
(F( f ))(x)dx+ ∞∫
1
xs−1Θ( f )(x)dx, (5.9)
which proves (5.1) (with the integrals converging absolutely). 
Remark 5.7. We note that in Proposition 5.1 only the values of f on R+ are used. Corollary 5.5 (under
the stronger assumption on f given in Proposition 5.3) serves to replace the integral over R+ on the
right hand side of Proposition 5.1 by integrals on [1,+∞), and here an even extension of a given f
on R+ to R is used in order to deduce Proposition 5.6.
Proposition 5.8. Let f be even and as in Proposition 5.3. Then for any 0< Re s < 1:
1) I
(F( f ))(s) = I( f )(1− s), (5.10)
2) M
(F( f ))(s)ζ(s) = M( f )(1− s)ζ(1− s) (5.11)
where I( f ) was deﬁned in (5.2).
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in L1(R). Moreover I( f )(s) and I(F( f ))(s) exist in Lebesgue’s sense for any 0 < Re s < 1. Moreover
being f even, then F( f ) is also even. We also have, F(F( f ))(x) = f (−x), x ∈ R (as follows easily
from the deﬁnition of F and f , F( f ) ∈ L1(R), see, e.g. [46, p. 173]). But f being even, we then get
F(F( f )) = f . Then by (5.2) one has
I
(F( f ))(s) = ∞∫
1
xs−1Θ
(F( f ))(x)dx+ ∞∫
1
x−sΘ
(F(F( f )))(x)dx
=
∞∫
1
xs−1Θ
(F( f ))(x)dx+ ∞∫
1
x−sΘ( f )(x)dx = I( f )(1− s)
which proves the formula (5.10). Moreover by Proposition 5.6, M(F( f ))(s)ζ(s) can be written by
using Eq. (5.1). Formula (5.11) is a trivial consequence of (5.10) and of the fact that F(F( f ))(0) = f (0)
implies
1
2
(F(F( f ))(0)
s − 1 −
F( f )(0)
s
)
= 1
2
(
f (0)
s − 1 −
F( f )(0)
s
)
. 
Remark 5.9. From formula (5.11) and from the functional equation Γ (z/2)π− z2 ζ(z) = Γ ((1 −
z)/2)π
z−1
2 ζ(1 − z), for all z ∈ C (see, e.g., [44], [20, 9.535] and [35]) it follows that, for any f sat-
isfying the assumptions of Proposition 5.8, the Mellin transform M(F( f )) of F( f ) exists and is given
in terms of the Mellin transform of f by
M
(F( f ))(s) = ζ(1− s)
ζ(s)
M( f )(1− s)
= Γ (s/2)π
1−s
Γ ((1− s)/2)M( f )(1− s), 0< Re s < 1, ζ(s) = 0. (5.12)
Let us point out that whereas the right hand side of the ﬁrst equality is well deﬁned only if
ζ(s) = 0, the right hand side of the second equality is also well deﬁned for all 0< Re s < 1, so that
M
(F( f ))(s) = Γ ( s2 )π1−s
Γ ( 1−s2 )
M( f )(1− s), (5.13)
for all 0< Re s < 1.
In the following we consider a particular choice ϕ of the test function f in the Müntz formula.
This will permit to obtain explicit formulae for both F( f ) and M(F( f )) and, more importantly, to
relate our integral representation for ζ with Müntz formula (in the form of (5.15) below, see also
Remark 5.11).
Proposition 5.10. Let ϕ(x) ≡ 1− |x| for x ∈ [−1,+1], ϕ(x) ≡ 0, x ∈ (−∞,−1) ∪ (1,+∞). Then:
1) F(ϕ)(y) =
∫
R
e2π ixyϕ(x)dx = 1− cos(2π y)
2π2 y2
, y ∈R\{0},
F(ϕ)(0) = 1, for y = 0.
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3) For all 0< Re s the Mellin transform of ϕ is given by
M(ϕ)(s) = 1
s(s + 1) . (5.14)
For 0< Re s < 1 one has
M
(F(ϕ))(s)ζ(s) = 1
(1− s)(2− s) ζ(1− s). (5.15)
For s such that ζ(s) = 0, 0< Re s < 1 we also have
M
(F(ϕ))(s) = ζ(1− s)
ζ(s)(1− s)(2− s) .
4) The Mellin transform of F(ϕ) is given for all 0< Re s < 1 by
M
(F(ϕ))(s) = Γ (s/2)π1−s
Γ ((1− s)/2)
1
(1− s)(2− s) . (5.16)
Proof. 1) This is a simple computation (in fact the formula can be extracted, e.g., from [16, p. 186]),
minding that
F(ϕ)(y) = (2π) 12 ϕˆ(−2π y)
and
ϕˆ(z) =
√
2
π
1− cos z
z2
, z ∈R.
2) ϕ is even, continuous and obviously satisﬁes |ϕ(x)| c
(1+|x|)1+δ , for some c > 0, δ > 0. Moreover
F(ϕ) is also continuous, since it behaves as 1− (2π y)4
4!2π2 y2 in a neighborhood of 0 (as seen from Taylor’s
formula) and is bounded by 2
2π2 y2
for large |y|, hence satisﬁes |ϕˆ(x)|  c
(1+|x|)1+δ , for some c, δ > 0.
Let us remark, in addition, that ϕ is in fact C∞ on R\({0} ∪ {+1} ∪ {−1}), with right and left deriva-
tives at 0 and ±1, with ﬁnite jumps from the left to the right. F(ϕ) belongs to C∞(R) and is even
(as Fourier transform of the even function ϕ).
3) By the deﬁnitions of M , ϕ
M(ϕ)(s) = lim
ε↓0
+∞∫
ε
xs−1ϕ(x)dx = lim
ε↓0
1∫
ε
xs−1(1− x)dx
= lim
ε↓0
[
1
s
xs
∣∣∣∣1
ε
− 1
s + 1 x
s+1
∣∣∣∣1
ε
]
= lim
ε↓0
[
1
s
− 1
s
εs − 1
s + 1 +
1
s + 1ε
s+1
]
= 1
s
− 1
s + 1 =
1
s(s + 1)
(where we used Re s > 0). Formula (5.15) comes from formula (5.11) in Proposition 5.8 and
from (5.14).
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and (5.14). 
Remark 5.11. The computation of the Mellin transform in Proposition 5.10, 4), of the function F(ϕ)
in Proposition 5.10, 1), also might have some interest in itself (this Mellin transform does not seem
to be contained, e.g., in [33]).
Let us also point out that (5.15) with (5.16) yield, in turn, the well known functional equation for
the Riemann zeta function.
Let us stress furthermore that we can derive (5.15) using our integral representation for ζ given in
Theorem 3.1. From the deﬁnition of ϕ given in Proposition 5.10 and by using Eq. (5.1) one has namely
M
(F(ϕ))(s)ζ(s) = 1
2
1
s(s − 1) +
∞∫
1
xs−1Θ
(F(ϕ))(x)dx, (5.17)
where we used the deﬁnition (5.2) of I(ϕ), the fact that F(F(ϕ)) = ϕ , and the fact that ϕ(x) = 0 for
x> 1. From the computation of F(ϕ) in Proposition 5.10, 1) we have, for y ∈ [1,+∞)
Θ
(F(ϕ))(y) = +∞∑
n=1
1− cos(2πny)
2π2n2 y2
= 1
12
1
y2
− 1
2π2
1
y2
p(2π y),
where we used
∑+∞
n=1
1
n2
= ζ(2) = π26 and the deﬁnition (2.2) of p. Then
∞∫
1
xs−1Θ
(F(ϕ))(x)dx = 1
12
+∞∫
1
xs−3 dx− 1
2π2
+∞∫
1
xs−3p(2πx)dx
= − 1
12
1
s − 2 −
1
π(2π)s−1
2π∫
1
ys−3p(y)dy
+ 1
π(2π)s−1
D(s − 3). (5.18)
From Corollary 2.3 one has, on the other hand:
1
π(2π)s−1
D(s − 3) = 1
π(2π)s−1
[
−π
2
6
1
s − 2 +
π
2
1
s − 1
− 1
4
1
s
− (2π)
s
2(s − 1)(s − 2) ζ(1− s)
]
. (5.19)
From the deﬁnition of p, on the other hand:
1
π(2π)s−1
2π∫
1
ys−3p(y)dy = 1
π(2π)s−1
I s−3
= 1
π(2π)s−1
[
π2
6
1
s − 2
(
(2π)s−2 − 1)
− π
2
1
s − 1
(
(2π)s−1 − 1)+ 1
4
1
s
(
(2π)s − 1)] (5.20)
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(5.18) in (5.17), it follows that
M
(F(ϕ))(s)ζ(s) = 1
(s − 1)(s − 2) ζ(1− s),
which is formula (5.15).
Remark 5.12. We also remark that computing in another way M(F(ϕ)) we can get an explicit inte-
gral, which might have some interest in itself. In fact using Proposition 5.10, 1), for f = ϕ , and the
deﬁnition (2.23) of M we have
M
(F(ϕ))(s) = 1∫
0
xs−1 1− cos(2πx)
2π2x2
dx+
∞∫
1
xs−1 1− cos(2πx)
2π2x2
dx
=
1∫
0
xs−1 1− cos(2πx)
2π2x2
dx− 1
2π2
1
s − 2 −
1
2π2
∞∫
1
xs−3 cos(2πx)dx. (5.21)
Using, e.g., [33, 5.24] (for a = 2π , c = 1, b = 0, z = s − 2):
∞∫
1
xs−3 cos(2πx)dx = 1
2
(2π i)−(s−2)Γ (s − 2,2π i) + 1
2
(−2π i)−(s−2)Γ (s − 2,−2π i).
Inserting this into (5.21) and comparing with (5.16) we get
M
(F(ϕ))(s) = Γ (s/2)π1−s
Γ ((1− s)/2)
1
(1− s)(2− s) =
1∫
0
xs−1 1− cos(2πx)
2π2x2
dx− 1
2π2
1
s − 2
− 1
4π2
[
(2π i)−(s−2)Γ (s − 2,2π i) + (−2π i)−(s−2)Γ (s − 2,−2π i)]. (5.22)
From this we can obtain an expression of the integral on the right hand side (“incomplete Mellin
transform” of F(ϕ)) in terms of incomplete gamma functions, namely for 0< Re s < 1:
1∫
0
xs−1 1− cos(2πx)
2π2x2
dx = Γ (s/2)π
1−s
Γ ((1− s)/2)
1
(1− s)(2− s) +
1
2π2
1
s − 2
− (2π i)−s[Γ (s − 2,2π i)+ Γ (s − 2,−2π i)]. (5.23)
Formula (5.23) is used in the following proposition to express a certain series containing factorials
in terms of incomplete gamma functions.
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1
2π2
∞∑
k=1
(2π)2k
(2k)!
(−1)k
s − 2+ 2k =
Γ (s/2)π1−s
Γ ((1− s)/2)
1
(1− s)(2− s) +
1
2π2
1
s − 2
− (2π i)−s[Γ (s − 2,2π i)+ Γ (s − 2,−2π i)]. (5.24)
Proof. This follows from (5.23) observing that the left hand side can be expressed in the follow-
ing way (by inserting the power series expansion of cos(2πx) and using dominated convergence to
exchange sum and integration):
1∫
0
xs−1 1− cos(2πx)
2π2x2
dx = 1
2π2
∞∑
k=1
(2π)2k
(2k)!
(−1)k
s − 2+ 2k . (5.25)
Comparison of (5.23) and (5.25) immediately yields the summation formula (which does not seem to
appear in the usual tables on series, e.g., [22]). 
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Appendix A. Another derivation of the formula for D(α)
We sketch another derivation of the formula for D(α) which enters our integral representation for
ζ given in Theorem 3.1. We do not provide all the details but point out some explicit formulae which
might have some interest in themselves.
Lemma A.1. Let D(α) be deﬁned by (2.7), and assume Reα < −1. Then:
D(α) = π
2
6
1
α + 1
[
(2π)α+1 − 1]− π
2
1
α + 2
[
(2π)α+2 − 1]+ 1
4
1
α + 3
[
(2π)α+3 − 1]+ A˜(α),
with
A˜(α) ≡
+∞∑
k=1
(2πk)α
{
π2
6
(2π)
+∞∑
l=0
(
α
l
)
1
l + 1
1
kl
− π
2
(2π)2
+∞∑
l=0
(
α
l
)
1
l + 2
1
kl
+ 1
4
(2π)3
+∞∑(α
l
)
1
l + 3
1
kl
}
.l=0
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[1,2π) ∪ [2π,+∞) = [1,2π) ∪
+∞⋃
k=1
[
2πk,2π(k + 1))
we get
+∞∫
1
yα p(y)dy =
2π∫
1
yα p(y)dy + I˜Iα, with I˜Iα ≡
+∞∑
k=1
2π(k+1)∫
2πk
yα p(y)dy. (A.1)
The series is absolutely convergent, due to the fact that p(·) is uniformly bounded and Reα < −1.
The ﬁrst integral at the right hand side has been computed in (2.13).
Set
I˜I
α ≡
+∞∑
k=1
2π(k+1)∫
2πk
yα p(y)dy. (A.2)
By the change of variables y → y′ = y − 2πk and using the periodicity of p we get
I˜I
α =
+∞∑
k=1
I˜I
α
k , (A.3)
with
I˜I
α
k ≡
2π∫
0
(y + 2πk)α p(y)dy = (2πk)α
2π∫
0
(
1+ y
2πk
)α
p(y)dy, k ∈N.
Using the binomial series expansion and Lebesgue’s dominated convergence, we get
I˜I
α
k = (2πk)α
+∞∑
l=0
(
α
l
)
1
(2πk)l
2π∫
0
yl p(y)dy. (A.4)
Performing the integrals, using the deﬁnition (2.1) of p(y) in [0,2π), we get easily
I˜I
α =
∞∑
k=1
(2πk)α
{
π2
6
· 2π
∞∑
l=0
(
α
l
)
1
l + 1
1
kl
− π
2
(2π)2
∞∑
l=0
(
α
l
)
1
l + 2
1
kl
+ 1
4
(2π)3
∞∑
l=0
(
α
l
)
1
l + 3
1
kl
}
= A˜(α) (A.5)
(where the sums converge absolutely and we used the deﬁnition of A˜(α) in Lemma A.1). Lemma A.1
follows then, introducing (2.13) resp. (A.5) into (A.1). 
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A˜(α) = 2α π
3+α
3
+∞∑
l=0
1
l + 1
(
α
l
)
ζ(l − α)− 21+απ3+α
+∞∑
l=0
1
l + 2
(
α
l
)
ζ(l − α)
+ 21+απ3+α
+∞∑
l=0
1
l + 3
(
α
l
)
ζ(l − α).
Proof. This follows from the expression for A˜(α) in Lemma A.1 and the power series deﬁnition of
ζ(z) with z = l − α, observing that: Re(l − α) l − Reα > l + 1 1, l ∈ N0, so that the series over k
converge absolutely to ζ(l − α). 
Lemma A.3. For j = 1,2,3, Reα < −2:
∞∑
l=0
1
l + j
(
α
l
)
ζ(l − α) = lim
η↓0
1−η∫
η
ζ(−α,1+ t)t j−1 dt = − 1
α + j + A˜ j(α),
where ζ(ρ,a) is the generalized Riemann zeta function, deﬁned for a /∈ −N0 , Reρ > 1 by ζ(ρ,a) ≡∑∞
n=0 1(n+a)ρ and meromorphically continued to all ρ ∈ C (see, e.g., [18, vol. 1, 24], [27]), and A˜1(α) ≡ 0,
A˜2(α) ≡ 1α+1 ζ(−α − 1), A˜3(α) ≡ 1α+1 ζ(−α − 1) − 2(α+1)(α+2) ζ(−α − 2).
Proof. From [22, 54.12.2, p. 359] or [40, pp. 281, 286]:
∞∑
j=0
(ρ) j
j! ζ(ρ + j,a)t
j = ζ(ρ,a − t), (A.6)
for |t| < |a|, ρ,α ∈C, a− t /∈ −N0. Here (ρ) j ≡ ρ(ρ + 1) . . . (ρ + j − 1) = Γ (ρ + j)/Γ (ρ) is Pochham-
mer’s symbol, j ∈N, (ρ)0 ≡ 1. From, e.g., [30, p. 4] we have, for any l ∈N:(
b
l
)
= (−1)l Γ (l − b)
l!Γ (−b) , b ∈C\N0.
From this and the deﬁnition of (ρ) j with ρ = −b, j = l, we have, using (−b)l = Γ (−b+l)Γ (−b) :(
b
l
)
= (−1)l Γ (l − b)
l!Γ (−b) =
(−1)l
l! (−b)l. (A.7)
From this we get
(
b
l
)
ζ(l − b) = (−1)
l
l! (−b)lζ(l − b),
hence
(−b)lζ(l − b) = l!
(−1)l
(
b
l
)
ζ(l − b). (A.8)
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+∞∑
l=0
(−α)l
l! ζ(l − α)t
l = ζ(−α,1− t) (A.9)
(where we used that ζ(l − α,1) =∑+∞n=0 1(n+1)l−α =∑+∞n′=1 1(n′)l−α = ζ(l − α), where we set n′ = n + 1,
minding that Re(l − α) > 1 since l − Reα > 1). From (A.8) (with b = α) we have (−α)lζ(l − α) =
l!
(−1)l
(α
l
)
ζ(l − α) and we get
+∞∑
l=0
(−α)l
l! ζ(l − α)t
l =
+∞∑
l=0
1
l!
l!
(−1)l
(
α
l
)
ζ(l − α)tl.
Minding that the left hand side is the same as the left hand side of (A.9) we get
+∞∑
l=0
(
α
l
)
ζ(l − α)(−t)l = ζ(−α,1− t).
Replacing t by −t (which also satisﬁes 0< |t| < 1), and multiplying by t j−1, j = 1,2,3, we get
+∞∑
l=0
(
α
l
)
ζ(l − α)tl+ j−1 = ζ(−α,1+ t)t j−1. (A.10)
Integrating with respect to t on [η,1− η], 12 > η > 0 we get
1−η∫
η
+∞∑
l=0
(
α
l
)
ζ(l − α)tl+ j−1 dt =
1−η∫
η
ζ(−α,1+ t)t j−1 dt. (A.11)
We shall now write ζ(l − α) = [ζ(l − α)− 1+ 1] and insert this into the left hand side of (A.11)
1−η∫
η
+∞∑
l=0
(
α
l
)[
ζ(l − α) − 1]tl+ j−1 dt + 1−η∫
η
+∞∑
l=0
(
α
l
)
tl+ j−1 dt. (A.12)
Using that from (A.8) with b = α we have |(−α)lζ(l − α)| = l!|
(α
l
)||ζ(l − α)|, we get easily for the
N-th approximation of the integrand of the ﬁrst term in (A.12):
∣∣∣∣∣
N∑
l=0
(
α
l
)(
ζ(l − α) − 1)∣∣∣∣∣
N∑
l=0
1
l!
∣∣(−α)l∣∣∣∣ζ(l − α)− 1∣∣

∞∑
l=0
1
l!
√
(Reα)2 + (Imα)2 . . .
√(
Re
(
α + (l − 1)))2 + (Imα)2ζ(l − Reα), (A.13)
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√
(Reα + q)2 + (Imα)2, q = 0, . . . , l − 1,
together with:
∣∣ζ(l − α) − 1∣∣ ∞∑
n=2
∣∣∣∣ 1nReα+l
∣∣∣∣= ∞∑
n=2
1
nReα

[
ζ(l − Reα) − 1], l ∈N0
(because |nl−α | = nl−Reα , since |n−iv | = |e−iv logn| = 1, n ∈ N, v ∈ R and the series being absolutely
convergent, since l − Reα > 2, for all l ∈N0). But
ζ(l − Reα) − 1 l + 1− Reα
l − 1− Reα
1
2l−Reα
because ζ(σ )  1 + σ+1σ−1 12σ , for σ > 1 (see, e.g., [24, Ex. 2, p. 48]). Hence we get from (A.13) the
following bound:
∣∣∣∣∣
N∑
l=0
(
α
l
)(
ζ(l − α) − 1)∣∣∣∣∣
∞∑
l=0
1
l!
(√[
(Reα) + (l − 1)]2 + (Imα)2)l l + 1− Reα
l − 1− Reα
1
2l−Reα
.
The series converges absolutely, as seen from Stirling’s formulae. The bound (A.13) is then ﬁnite,
independent of N . Using Lebesgue’s dominated convergence theorem it is then not diﬃcult to prove
that
+∞∑
l=0
(
α
l
)
ζ(l − α) 1
l + j
[
(1− η)l+ j − ηl+ j]= 1−η∫
η
ζ(−α,1+ t)t j−1 dt, j = 1,2,3. (A.14)
The summand on the left hand side is bounded absolutely uniformly in η by 2 (since (1 − η)l+i  1
and ηl+ j  1/2l+ j  1, l ∈ N0, j = 1,2,3). By a discrete version of the Lebesgue dominated conver-
gence theorem we can interchange the limit η ↓ 0 with the summation, getting that the limit for
η ↓ 0 of the left hand side of (A.14) is equal to ∑+∞l=0 (αl )ζ(l − α) 1l+ j , which is the left hand side in
the formula in Lemma A.3.
On the right hand side of (A.14) we have, using the deﬁnition of ζ(−α,1+ t) in Lemma A.3:
1−η∫
η
ζ(−α,1+ t)t j−1 dt =
1−η∫
η
∞∑
k=0
(
k + (1+ t))αt j−1 dt. (A.15)
It is not diﬃcult to convince ourselves that one can interchange the sum and the integral obtaining
lim
η↓0
+∞∑
k=0
1−η∫
η
(
k + (1+ t))α dt = − 1
α + 1 . (A.16)
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+∞∑
k=0
1−η∫
η
(
k + (1+ t))αt dt = +∞∑
k=0
k+2−η∫
k+1+η
t′α
(
t′ − k − 1)dt′
=
+∞∑
k=0
k+2−η∫
k+1+η
t′α+1 dt′ −
+∞∑
k=0
(k + 1)
k+2−η∫
k+1+η
t′α dt′. (A.17)
Using the above result for j = 1 with α replaced by α+1 we see that the ﬁrst sum on the right hand
side converges for η ↓ 0 to −1/(α + 2).
As for the N-th approximation of the second sum on the right hand side of (A.17) we have
−
N∑
k=0
(k + 1)
k+2−η∫
k+1+η
t′α dt′ = −
N∑
k=0
(k + 1)
α + 1
[
(k + 2− η)α+1 − (k + 1+ η)α+1]
N→+∞−−−−−→ −
+∞∑
k=0
(k + 1)
α + 1
[
(k + 2− η)α+1 − (k + 1+ η)α+1]
η↓0−−→ −
+∞∑
k=0
(k + 1)
α + 1
[
(k + 2)α+1 − (k + 1)α+1]
= 1
α + 1
∞∑
k=1
kα+1 = 1
α + 1ζ(−α − 1),
where we used (Reα + 1) < −1. Hence
N∑
k=0
1−η∫
η
(
k + (1+ t))αt dt N→+∞−−−−−→ +∞∑
k=0
1−η∫
η
(
k + (1+ t))αt dt
η↓0−−→ − 1
α + 2 +
1
α + 1ζ(−α − 1). (A.18)
For j = 3 one ﬁrst considers
ρN,η(β) ≡
N∑
k=0
1−η∫
η
(
k + (1+ t))βt2 dt,
for Reβ < −3 (and then one replaces “by analytic continuation” β by α). By careful considerations
similar to these we did for j = 1,2, we obtain
lim
N→∞ limη↓0ρN,η(β) = −
1
β + 3 +
1
β + 1ζ(−β − 1)−
2
(β + 1)(β + 2) ζ(−β − 2).
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lim
η↓0
∞∑
k=0
1−η∫
η
(
k + (1+ t))αt2 dt = − 1
α + 3 +
1
α + 1 ζ(−α − 1)
− 2
(α + 1)(α + 2) ζ(−α − 2). (A.19)
The completion of the proof is obtained from (A.16), (A.18), (A.19) combined with the fact that the
limit of (A.10) for η ↓ 0 is the left hand side in the expression in Lemma A.3 and observing that (A.9)
holds. 
Corollary A.4. A˜ as deﬁned in Lemma A.1 satisﬁes, for Reα < −2:
A˜(α) = 2απ3+α
(
−1
3
1
α + 1 +
2
α + 2 −
2
α + 3
)
− (2π)
3+α
2(α + 1)(α + 2) ζ(−α − 2).
Proof. This is immediate from Lemma A.2 and Lemma A.3. 
Corollary A.5. Let D(α) be as in Lemma A.1. Then for Reα < −2:
D(α) = −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 +
2α+1
2 · 3
1
α + 1π
3+α
− π
3+α
2
2α+2
α + 2 +
1
22
1
α + 32
α+3π3+α A˜(α)
= −π
2
6
1
α + 1 +
π
2
1
α + 2 −
1
4
1
α + 3 −
(2π)3+α
2(α + 1)(α + 2) ζ(−α − 2).
This coincides with formula (2.22), and hence yields a new proof of Corollary 2.3.
Proof. This is immediate from Lemma A.1 and Corollary A.4, due to a compensation of terms. 
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