Abstract Vertebrate animals exhibit impressive locomotor skills. These locomotor skills are due to the complex interactions between the environment, the musculo-skeletal system and the central nervous system, in particular the spinal locomotor circuits. We are interested in decoding these interactions in the salamander, a key animal from an evolutionary point of view. It exhibits both swimming and stepping gaits and is faced with the problem of producing efficient propulsive forces using the same musculo-skeletal system in two environments with significant physical differences in density, viscosity and gravitational load. Yet its nervous system remains comparatively simple. Our approach is based on a combination of neurophysiological experiments, numerical modeling at different levels of abstraction, and robotic validation using an amphibious salamander-like robot. This article reviews the current state of our knowledge on salamander locomotion control, and presents how our approach has allowed us to obtain a first conceptual model of the salamander spinal locomotor networks. The model suggests that the salamander locomotor circuit can be seen as a lampreylike circuit controlling axial movements of the trunk and tail, extended by specialized oscillatory centers controlling limb movements. The interplay between the two types of circuits determines the mode of locomotion under the influence of sensory feedback and descending drive, with stepping gaits at low drive, and swimming at high drive.
Introduction
Among vertebrates, salamanders constitute a group that is particularly well-suited to investigate how tetrapods adapt their locomotion to explore different environments. As amphibians, they are capable of displaying a variety of aquatic and terrestrial locomotor gaits.
In water, salamanders are capable of swimming and forward stepping. The swimming gait, which is the fastest gait of the salamander, is similar to that of the lamprey with axial undulations being propagated as traveling waves from the head to the tail ("anguilliform swimming") (Frolich and Biewener 1992; D'Août et al. 1996; Gillis 1997) . During forward underwater stepping, salamanders use either standing or head-to-tail traveling waves of axial undulation (Ashley-Ross et al. 2009; Deban and Schilling 2009; Lamarque et al. 2009 ). During forward stepping on firm ground, combinations of standing and travelling mechanical waves have been reported, depending on the speed of locomotion or type of stepping gait. 1 In our own recordings (Delvolvé et al. 1997) we mainly observed standing waves (for a detailed analysis of salamander kinematics during forward land stepping, forward underwater stepping, and swimming, see Karakasiliotis et al. 2012 in the same issue).
During swimming, the limbs are folded backwards along the side of the body whereas during underwater or land stepping they move rhythmically (Frolich and Biewener 1992; Ashley-Ross 1994a; Delvolvé et al. 1997; Ashley-Ross et al. 2009 ). Periods of suspension (i.e., with no limbs in contact with the substrate) are more often observed during underwater stepping due to the substantial buoyancy in water (AshleyRoss et al. 2009 ).
In addition to these typical swimming and stepping gaits, salamanders can use some specialized forms of locomotion, which have not been investigated systematically because of the difficulties to elicit them. Salamanders sometimes use crawling as a second terrestrial gait, for instance when trying to rapidly escape in grass. This crawling gait is very similar to swimming movements on ground (i.e., with limbs folded against the body) ( Ashley-Ross 1994a,b; Edwards 1977) . In water, salamanders can sometimes exhibit lowspeed paddling with the limbs, associated with small axial rhythmic movements (Frolich and Biewener 1992; AshleyRoss 1994a,b; Delvolvé et al. 1997) . Salamanders can spontaneously exhibit short episodes of backward stepping during manoeuvring on land. Thereafter, to reach the desired location, they quickly switch to forward stepping, which is a more efficient locomotor mode. Much longer episodes of backward stepping can be induced by training the animal to walk backward on a motorized treadmill (Ashley-Ross and Lauder 1997) . To the best of our knowledge there is so far no report of backward swimming in salamanders, although caudorostral waves of motoneuron activity (i.e., negative phase lags) have been observed in vitro in the axial spinal cord of Pleurodeles 1 Henceforth the following distinctions are made between locomotor modes (e.g., swimming vs. stepping) and between gaits. The locomotor mode of stepping encompasses (i) at slow speeds, a sequential walking gait, where one foot is lifted off the ground at a time. The order in which the feet are lifted defines the further subdivision in lateral sequence walk (ipsilateral hindlimb follows the ipsilateral forelimb) and diagonal sequence walk (contralateral hindlimb follows the ipsilateral forelimb).
(ii) At higher speeds, a walking trot gait, where diagonally opposite feet are lifted roughly simultaneously off the ground. At even higher speeds the walking trot turns into a running trot, with short flight phases (Daan and Belterman 1968; Carrier 1993; Ashley-Ross 1994a) .
waltlii (Delvolvé et al. 1999) . However, tail to head propagated waves of axial muscle contractions have been reported during struggling movements induced by grasping the pelvic girdle during ongoing overground stepping in salamanders ).
Locomotor movements emerge from complex dynamic interactions between the central nervous system, the peripheral sensory inputs, the musculo-skeletal system, and the environment (Pearson et al. 2006) . The complexity of these interactions is high in amphibians because these animals are faced with the problem of efficiently producing propulsive forces using the same musculo-skeletal system in two environments with physical disparities (e.g., in terms of density, viscosity, and gravitational load).
A promising approach to fully understand locomotor systems is to combine neurobiology, neuro-mechanical modeling with bio-inspired robotics (Ijspeert 2001; Ijspeert et al. 2007) . Indeed, it is now clear that these dynamic systems cannot be properly understood only by neurobiological investigations (e.g., "circuit cracking"). The goal of this paper is to illustrate how this inter-disciplinary approach has been fruitful to decode the mechanisms underlying gait generation and gait transition in salamanders.
Organization of the locomotor CPG in salamanders
During locomotion in vertebrates, the rhythmic and coordinated activations of axial and limb muscles are generated by neural networks called central pattern generators (CPGs) (Grillner 1981) , which are located in the spinal cord. It is convenient to distinguish the networks controlling trunk and tail motions, i.e., the axial locomotor CPG, from those controlling limb motions, i.e. the limb CPG (Ijspeert 2008) .
A central idea that has been used to build a model of the architecture of the salamander CPG is that the network controlling axial motion may have been inherited from older, swimming vertebrates, like the lamprey (Edwards 1977; Grillner and Wallén 1985; Cohen et al. 1988; Delvolvé et al. 1997; Ijspeert 2001 ). This conserved swimming circuitry would have been phylogenetically extended by the addition of new networks controlling the limbs. At the behavioral level, this hypothesis is consistent with the observation that salamanders and lampreys share the same anguilliform swimming mode (for neural network homologies between lamprey and salamander, see Ryczko et al. 2010b) . Note that in evolutionary more distant organisms, convergent evolution may play a stronger role than conservation of neural circuits (Mullins et al. 2011) . Similarly to adult lampreys (Wallén and Williams 1984) , the isolated spinal cord of adult salamanders generates waves of ventral root activity that alternates between left and right sides and propagates along the spinal cord when chemically activated with n-methyl-d-aspartate (NMDA) (Delvolvé et al. 1999; Ryczko et al. 2010a) . In both species, the intersegmental phase lags range from positive values (i.e., rostrocaudal waves) to negative values (i.e., caudorostral waves) (Matsushima and Grillner 1992; Ryczko et al. 2009 ). The diversity of phase lags has been related to the diversity of gaits observed in vivo in both species (Matsushima and Grillner 1992; Lamarque et al. 2009; Ryczko et al. 2009 ).
In the lamprey three different coupling mechanisms between ipsilateral oscillators have been proposed for generating the intersegmental phase lags: (a) balanced descending and ascending coupling (Matsushima and Grillner 1992 ). This hypothesis is based on the in vitro demonstration that a leading rostral or caudal oscillator can entrain the rest of the cord with similar effects on cycle duration and intersegmental phase lag ("trailing oscillator" hypothesis). A leading oscillator receives stronger drive and thus has a higher intrinsic frequency; (b) dominant descending coupling (Hagevik and McClellan 1994) . This mechanism relies on experiments showing that pharmacological disruption of the left-right alternation in the rostral spinal cord also disrupted alternation in some segments located caudally, whereas pharmacological disruption of alternation in the caudal spinal cord had weaker disruptive effects on the segments located more rostrally. Several other experimental and modeling studies support the notion of dominantly descending coupling in the lamprey spinal cord. Buchanan and co-workers have shown that intersegmental connections of both excitatory and inhibitory commissural inter-neurons are dominantly caudally directed (Buchanan et al. 1989; Buchanan 2001 ). Kozlov and collaborators have used these couplings in biologically detailed modeling studies on the lamprey spinal cord (Kozlov et al. 2007 (Kozlov et al. , 2009 ); (c) dominant ascending coupling (Williams et al. 1990; Cohen et al. 1992; Kopell et al. 1991) . This mechanism was based on the observation that rhythmic bending of the caudal end (but not the rostral end) of the spinal cord can entrain the spinal cord to generate a rhythm below the "natural frequency" of the cord (Williams et al. 1990 ). However, in this study coupling dominance was defined in abstract mathematical terms rather than relating directly to physiological properties.
Models based on these three mechanisms can generate the rostrocaudal phase lags observed during swimming in the lamprey (see also Ijspeert et al. 2005) . Biological data heterogeneously supports these three mechanisms. In invertebrates, models with asymmetries in the couplings between the segmental oscillators were also used to explain the longitudinal coordination during swimming in the leech or in the crayfish swimmeret (for review, see Hill et al. 2003) . In the salamander the neuronal mechanisms underlying the variability of the patterns generated by the axial CPG are not fully understood. However, several biological and modeling studies suggest that the descending inputs and movementrelated sensory inputs could play a critical role.
The trunk networks
At the segmental level, our recent experiments provide direct evidence of a strong similarity of the global architecture of the axial locomotor CPG of the salamander at the level of the trunk (Ryczko et al. 2010a ) with that of the swimming CPG of the lamprey (for review, see Grillner 2006) . Surgically isolated segments and hemisegments from the mid-trunk spinal cord of adult salamanders are able to generate a rhythmic activity when pharmacologically activated. The salamander axial CPG consists of a double chain of identical oscillators (pools of neurons that produce a rhythmic activity) that are coupled by reciprocal inhibition to produce left-right alternation. Reciprocal excitatory connections were also revealed by pharmacologically blocking reciprocal inhibition (Ryczko et al. 2010a ), but the function of these connections is unclear. Our previous modeling studies of the axial circuitry based on various levels of abstraction (Ijspeert 2001; Bem et al. 2003; Ijspeert et al. 2007 ) also support the idea of a double chain of oscillators, as in the lamprey CPG (Cangiano and Grillner 2003) . However, some differences between salamanders and lampreys as to the intrinsic neuronal properties underlying the bursting of spinal segments have been observed. For example, blocking apamine-sensitive calcium-activated potassium channels does not disrupt the regularity of locomotor bursts in isolated salamander segments/hemisegments (Ryczko et al. 2010a) , whereas it can disrupt, or even abolish the regularity of the locomotor bursts elicited by a low concentration of NMDA in the lamprey spinal cord (El Manira et al. 1994) .
Based on these new findings, we have recently proposed a tentative model of axial spinal segments and hemisegments of the salamander spinal cord at the cellular level, using a biophysical model adapted from the lamprey literature (Bicanski et al. , 2012 , in the same issue). The neuron model was a simplified version of the multicompartment HodgkinHuxley model used by Wallén et al. (1992) (reduced from 5 to 3 compartments). Current conservation yields the membrane potential of all compartments.
where the first sum is taken over adjacent compartments. The sum over j indicates summation over compartmental currents. The currents were modeled with standard HodgkinHuxley equations of the type
Here g j is the conductance of the ionic channel, p a and q b its activation and inactivation variables with their respective exponents and E rev the reversal potential of the charge carriers in question. For currents which depend on the intracellular calcium concentration p and q are set to 1 and z (otherwise equal to 1) is a concentration-dependent activation variable. Intracellular calcium concentrations were modeled with an equation of the type
with inflow and decay parameters A and B. The intracellular calcium concentration was transformed into the activation variable via the following equation.
B z is a scaling parameter. Synaptic conductances were raised instantaneously to their maximum value upon detection of a presynaptic spike and then decayed exponentially. An NMDA bath could be simulated by activating a tonic transmembrane conductance, subject to a voltage-dependent magnesium block, which mimicked a steady-state fraction of docked agonist. The circuit architecture used was strongly inspired by that previously deciphered for the lamprey segmental swimming CPG axial circuit. Our circuit included on each side a pool of recurrently connected excitatory neurons projecting ipsilaterally to a pool of inhibitory neurons that in turn inhibit all neurons contralaterally. Excitatory neurons also project contralaterally to excitatory neurons (cf. Fig. 1C ). Despite the absence of anatomical data for these neurons in the adult salamander, evidence has been provided that neurons in the spinal cord of the larval Triturus vulgaris (the smooth newt) show some typical anatomical characteristics of locomotor excitatory and inhibitory neurons populations described in other axial networks, including the lamprey (Harper and Roberts 1993 , for review see Ryczko et al. 2010b ).
Our network model reproduces rhythmic bursting that is generated by isolated segments and hemisegments when activated with NMDA, as well as most of the pharmacologicallyinduced modifications of the motor pattern observed experimentally in the salamander (Ryczko et al. 2010a) . Interestingly, driving the modeled spinal segments with excitatory inputs from simulated reticulospinal neurons yields fast oscillations covering the frequency range observed during swimming in salamanders. Furthermore, a minimal modification of conductance parameters (e.g., controlling Ca 2+ inflow and decay rates) in the spinal neurons, yields a slower frequency range similar to that observed during in vivo stepping. Blocking reciprocal inhibition in our model abolished rhythms under these in vivo-like conditions. Thus, the model predicts that in the salamander, left-right reciprocal coupling is not needed to generate rhythmic activity in hemisegments activated with NMDA, but may be required to generate in vivo locomotor activity. This corroborates the observation in the lamprey that a surgical separation of the left and right hemicords abolished the locomotor activity elicited by electrical stimulation of the brain (Jackson et al. 2005) . Interestingly, the main burst-terminating conductance under in vivo-like conditions (K CaN ) was originally included in the model following our in vitro demonstration of its involvement in the rhythmic activity generated under NMDA drive in isolated spinal segment of the salamander locomotor network (Ryczko et al. 2010a) . Hence, though caution is warranted when interpreting in vitro data, such data can be informative of the operation of the network in vivo. In addition the simulations allowed us to propose a coupling mechanism at the cellular level, which can explain the synchronization of limb and axial networks, as is likely the case during gait transitions from swimming to stepping. Taken together, these results give further support to the hypothesis that the basic design of the axial CPG has been conserved during evolution, albeit with species-specific differences.
The tail networks
The information concerning the networks controlling the tail movements in the salamander is scarce. So far, most of the neurobiological studies that examined the functioning of axial movements in salamanders have targeted the trunk segments. However, in recent kinematic and EMG studies we provided evidence that the salamander's tail plays an active role during locomotion on land (acting as a "fifth limb") (Ryczko 2008; Charrier et al. 2010; Charrier and Cabelguen 2011) . Tail movements facilitate dynamic balance during stepping on a slippery surface. Interestingly, the tail musculature displays a complex and variable EMG pattern during straight land stepping. Depending on the nature of the surface on which the animal evolves, one or two bursts per cycle can be observed in tail muscles (Fig. 2) . The second burst is of lower amplitude and occurs simultaneously with the main burst generated contralaterally, thus providing a typical example of co-contraction of the left-right muscles. In contrast, independently of the nature of the surface, the trunk musculature displays a much more stable EMG pattern, with a single burst by cycle alternated between left and right sides (Fig. 2) .
Interestingly, recent electrophysiological experiments revealed that a spinal CPG for tail movements (i.e., a "tail CPG"), consisting of a double chain of oscillators, is present in the tail spinal segments (Charrier and Cabelguen 2011) . This architecture is similar to that of the axial CPG examined in the trunk (Ryczko et al. 2010a ). However, although this similarity can explain the left-right alternation and the waves of EMG activity travelling along the tail muscles during land stepping (Delvolvé et al. 1997) , it does not explain the double bursting pattern which can occur selectively in the tail during stepping in an unstable environment. How these variable tail patterns are generated remains to be determined. Some properties of the tail CPG may be different from that of the trunk. The weak cross-excitatory connections, observed in the trunk CPG (Ryczko et al. 2010a) could also be present in the tail CPG. These connections may selectively be activated in the tail during stepping on a slippery surface, and thus contribute to the double burst pattern observed in the tail. More experiments are needed to reveal whether descending and/or sensory inputs specific to the tail network do play a role. Taken together, these preliminary results suggest that the salamander can control trunk and tail differentially during stepping (Charrier and Cabelguen 2011 ).
The limb networks
The neural organisation of the limb networks is not fully deciphered in salamanders. It is worth to note that the idea of phylogenetical conservatism may be extended to the limb CPGs (Grillner 2011) , since some typical characteristics of the limb electromyographic patterns during locomotion, which are well-characterized in various vertebrates, are present in newborn babies, and retained during development until adulthood (Dominici et al. 2011) . In salamanders, the forelimb CPG is better understood than the hindlimb CPG (reviewed in Chevallier et al. 2008 ). According to electrophysiological and anatomical data, the forelimb CPG appears to be composed of a set of independent oscillators (i.e., unit burst generators) for flexor and extensor muscles, which are coupled with inhibition in parallel with weaker excitation (Cheng et al. 1998 (Cheng et al. , 2002 Jovanovic et al. 1999; Lavrov and Cheng 2008) . Anatomical data suggest that left and right limb networks may also interact, as interneurons with a commissural axon ventral to the central canal were observed in the forelimb segments (Jovanovic and Burke 2004) . Rhythmogenesis in the forelimb networks involves glutamatergic neurotransmission mediated by NMDA receptors Wheatley et al. , 1994 Lavrov and Cheng 2004) . The neural mechanisms underlying the coupling between the limb CPGs and the axial CPGs in the salamander are still unknown. However, three important experimental findings are worth mentioning since they constrain modeling studies of the mechanisms underlying gait transitions: (i) rhythmic movements of each forelimb can be generated by an independent hemisegmental oscillatory network (Brän-dle and Székely 1973; Székely and Czéh 1976; Cheng et al. 1998) ; (ii) the intrinsic frequency of the limb CPGs is lower than that of the axial CPG (Ijspeert et al. 2007 ); (iii) experiments on isolated spinal cords have shown that the axial CPG can produce traveling waves even when the limb CPGs are rhythmically active ). This is consistent with a coupling of limb oscillators mainly to the nearest axial oscillators (i.e., local coupling, as opposed to global coupling to large parts of the axis) (Ijspeert et al. 2005) . It is known that during swimming, when limbs are tonically active, the rostrocaudal traveling EMG wave shows irregularities in the phase lag near the girdles (Delvolvé et al. 1997; Bem et al. 2003) . The simulation study by Bem et al. (2003) suggests that limb activity, or a difference in local sensory feedback compared to rest of the axis, leads to the lag discontinuities observed in vivo (see Sect. 3.2). However, the local influence of limb-to-trunk connections on the phase lag along the axis during phasic limb activity has so far not been explored systematically.
Spinal mechanisms underlying gait transitions
Salamanders display two principal locomotor modes, stepping and swimming. Most likely the ability to switch between locomotor modes or gaits involves intrinsic properties of the spinal networks, sensory feedback, and supraspinal influences. In the present section we will describe how intrinsic properties of the spinal CPG and sensory feedback may contribute to various gait transitions, and how these aspects were investigated with models. These elements are reviewed keeping in mind that the switch from stepping to swimming can be controlled simply by increasing the electrical stimulation of a supraspinal structure, the mesencephalic locomotor region (reviewed in Sect. 4).
3.1 A central mechanism for switching between swimming and stepping
We investigated spinal mechanisms underlying the gait transition from swimming to stepping by combining a mathematical model of the locomotor circuitry coupled with a mechanical model of the body, i.e., an amphibious salamander-like robot (Salamandra robotica) (Ijspeert et al. 2007 ). The CPG model was composed of amplitude controlled phase oscillators. The state variables of individual oscillators are given by the following equations.
Here θ i and r i represent the phase and amplitude of the oscillator i. ν i and R i determine the intrinsic frequency and amplitude, and a i is a positive constant. The weights between oscillators and the phase bias were set by w i j and φ i j . Note that here the phase-response curve of the coupling term appears explicitly in Eq. 5, as the sine of the phase difference offset by φ i j . The positive oscillatory signal x i represents the burst produced by the oscillator. The structure of the CPG relied on four hypotheses. (i) The axial CPG of the salamander is organized like that of the lamprey, i.e., as a double chain of oscillators (here, with symmetric weights, antisymmetric phase biases, and diffusive nearest neighbour couplings, see Fig. 1 and Eq. 5) and is able to generate traveling waves similar to that observed during swimming. This prediction was confirmed experimentally-in part a posteriori-in the salamander (Delvolvé et al. 1999; Ryczko et al. 2009 Ryczko et al. , 2010a . The biological basis for assuming nearest neighbor coupling between oscillators relies on the following observations. First, a single axial hemisegment of the salamander can generate rhythmic activity in vitro (Ryczko et al. 2010a) as previously observed in the lamprey (Cangiano and Grillner 2003) . Second, a single axial segment of the salamander is able to generate left-right coordinated activity (Ryczko et al. 2010a) . Since a segment is constituted by two hemisegments coupled with their respective nearest neighbor (i.e., the contralateral hemisegment), this suggests that the nearest neighbor coupling is sufficient at the segmental level to produce coordinated activity. A similar simple assumption can be made for rostrocaudal coordination, since small pieces of the spinal cord of the salamander (i.e., 2 segments) can produce a left-right coordinated activity, together with a near synchronous activity on ipsilateral ventral roots (Delvolvé et al. 1999) . Of course, this coupling scheme is an approximation and does not represent the complexity of the short and long range couplings that may be present in the spinal locomotor network of the salamander (Ijspeert et al. 2005) .
(ii) A strong unilateral and global coupling from limb oscillators to axial oscillators allows the limb oscillators to impose their frequency on the axial network when limbs are activated (cf. Fig. 1D ). This coupling generated a standing wave during stepping as observed in vivo (Delvolvé et al. 1997 ). However, this hypothesis needs to be revised in the light of our recent neurobiological data suggesting that the coupling between limb oscillators and axial CPG is mainly local, and not global ). (iii) The limb oscillators cannot oscillate at high frequencies, i.e., they saturate at high levels of stimulation. Although not observed so far in the salamander, interestingly this saturation phenomenon has been observed in the Xenopus limb networks for a high pharmacological drive (Rauscent 2008) . (iv) For the same drive, limb oscillators have a lower intrinsic frequency than the axial oscillators. This hypothesis has been confirmed experimentally in the salamander (Ijspeert et al. 2007) .
Our numerical simulations demonstrated that when varying the descending drive (that is homogeneously provided to all oscillators), this simple circuitry was successful in generating the main features of swimming and stepping, and the transition between these modes in accordance with the results obtained when stimulating the MLR experimentally . The saturation of the limb oscillators for a high drive provides a mechanism for automatically switching between stepping (at low MLR drive) and swimming (at high MLR drive). This saturation of the limbs also explains why swimming frequencies are systematically higher than stepping frequencies in kinematic recordings of freely moving animals (Frolich and Biewener 1992; Delvolvé et al. 1997) . The difference in the intrinsic frequencies of limb and axial oscillators provides an explanation for the rapid increase of frequency during the switch from stepping to swimming. Indeed, for a low descending drive, the limb oscillators slow down the axial rhythm during stepping. Once silenced by a higher drive, the limb oscillators rapidly release the intrinsically faster axial oscillators from their influence, thus allowing thus the axial oscillators to generate the swimming rhythm at a higher frequency.
We then asked whether this model of the locomotor circuitry was able to generate swimming and stepping with controlled speed and direction in a real environment. As this examination required a mechanical body, the CPG model was implemented on an amphibious salamander robot that was composed of axial segments and rotational limbs (Salamandra robotica). Turning was achieved by applying a leftright asymmetrical drive on the CPG. The robot turned in the direction of the side receiving the highest drive. This was due to an increase of the amplitude of the oscillations on the side receiving the higher drive, thus generating a transient offset in the set points sent to the joint motor controllers. The robot constituted a unique opportunity to study the interactions between a simulated nervous system and the mechanics of a body in various environments, something that cannot be achieved when studying the different components in isolation. The robot allowed us to qualitatively and quantitatively demonstrate that the swimming and stepping gaits generated by the robot, controlled by the CPG model, were close to the gaits of the real salamander (for instance by comparing kinematic data such as lateral displacements of the animal and the robot, cf. Fig. 3 ). As such, our model of the salamander locomotor circuitry could account for two locomotor programs observed in the real animal.
3.2 The role of sensory feedback in the gait transition from swimming to stepping
In Ijspeert et al. (2007) the generation and change of gait was hypothesized to be a purely central mechanism, i.e., it was produced without any sensory feedback such as the proprioceptive signals due to the actual movements of the body and limbs. However, rhythmic and tonic sensory inputs have a major influence on the CPG for locomotion (for review, see Rossignol et al. 1998 Rossignol et al. , 2006 to adjust the locomotor movements to the internal goals and external conditions. In the lamprey, intraspinal mechanosensitive neurons ("edge cells") have been shown to provide movement-related feedback input to the swimming CPG (Grillner et al. 1982 (Grillner et al. , 1984 . During swimming in lampreys, ipsilateral stretching of the cord activates the ipsilateral edge cells. In turn, the edge cells send excitatory inputs ipsilaterally to facilitate the activation of the stretched hemisegment, and send inhibitory inputs to the contralateral side, thus contributing to the termination of the activity of the contralateral hemisegment (Wallén and Grillner 1997) .
In salamanders, intraspinal marginal neurons distributed all along the ventro-lateral edge of the spinal cord (Schroeder and Egar 1990) show strong similarities with the edge cells of lampreys. Although the stretch responsiveness of these cells remains to be determined, exploratory modeling studies have been performed to examine how this putative intraspinal stretch receptor system may influence the locomotor CPG of the salamander.
In a first study, some of us examined whether local input drives fed into an axial network inherited from the lamprey could contribute to generate the typical motor patterns underlying swimming and stepping in the salamander (Bem et al. 2003 ). The neuromechanical model consisted of a lamprey swimming circuitry built with non-spiking neurons, no limb networks, and a mechanical model of the lamprey body (after Ekeberg 1993) (Fig. 1A) . Model neurons represented entire populations and their mean firing frequency was given by
if positive and 0 otherwise. Here is a gain constant, ϑ implements delayed negative feedback, representing spikefrequency adaptation, scaled by μ, and ξ +/− are the delayed summed excitatory and inhibitory synaptic inputs, respectively.
Visco-elastic muscles drove 10 mechanical body segments, connected by 9 joints. The torque T i acting on a given joint i was assumed to be a linear function of the motoneuron activity on the two sides of the body, M L and M R .
Here α is the gain of the muscles, β the stiffness gain, γ the tonic stiffness, and δ is a damping coefficient. ϕ i refers to the joint angle. The activity of stretch receptors was proportional to the local body curvature on the stretched side, and zero on the other side. This simulation study suggests that to generate the salamander stepping EMG pattern with standing waves in the trunk occurring together with a double bursting in the girdle regions (Delvolvé et al. 1997) , the network must receive a tonic excitatory drive at the girdles and a phasic excitatory drive which is out of phase in the neck and tail regions in relation to the trunk. This phasic drive mirrored the local curvature of the body since its intensity was calculated as an output from the stretch sensitive receptors (i.e., edge cells). The salamander swimming pattern, with two discontinuities observed near the girdles in the EMG traveling waves (Delvolvé et al. 1997) , appeared when the axial network received a tonic excitatory drive together with local variations (i.e., increase or removal) in the excitatory drive produced by the stretch receptors near the girdle regions. This simulation study suggested that the local input drives involved in the generation of particular features of the stepping and swimming patterns could be attributed to local variations of activity of the edge cells and/or the limb networks.
In a second study, some of us used a neuro-mechanical model of the salamander to examine the involvement of sensory feedback in the switch from traveling to standing wave observed during the transition from swimming to stepping (Ijspeert et al. 2005) . The CPG models were based on coupled nonlinear oscillators rather than neural networks to reduce the number of model parameters and state variables (cf. Fig.  1D-F) . The axial network consisted of a double chain of identical oscillators coupled to the nearest neighbors. Dominantly rostrocaudal, balanced and dominantly caudorostral intersegmental connections were explored. All three types of coupling could generate traveling waves, but in the balanced case the resulting patterns converged more slowly towards the traveling wave. Individual oscillators were governed by the following equations,
with τ, α, E, a i j , b i j constants. The latter two determine how oscillator j influences oscillator i. s quantifies the sensory input weighted by c i j . Variations in the couplings between the limb and the axial network (i.e., global vs. local; unidirectional vs. bidirectional) and between fore-and hindlimb networks (with/without) were explored in this study. A mechanical body of the salamander was designed as an extension of the mechanical simulation of the lamprey body (after Ekeberg 1993) . A minimal model of sensory feedback was designed by distributing stretch receptors on both sides of each joint of the mechanical body. These simulated edge cells produced a signal proportional to the local stretch that was fed onto the axial network. The effect of incorporating sensory feedback in the different CPG configurations was explored in the context of the gait generation. Without sensory feedback, the stepping standing waves were generated by the CPG only when a global coupling between the limb and axial oscillators was present. Indeed, when only a local coupling from the limbs to the closest axial oscillators was present, traveling waves were propagated in the axial network due to its intrinsic coupling structure. But interestingly, using the same drives and CPG configuration when the body was in contact with the ground (i.e., not in water) yielded a mechanical standing wave in the trunk and the tail, as has been observed in the lamprey moving on a wet bench (Bowtell and Williams 1991) . In this situation sensory signals from the edge cells would reflect the standing wave, despite the traveling wave being sent to the muscles by the axial network. In fact the introduction of sensory feedback led to a decrease in the intersegmental phase, so that the activity pattern approached a standing wave. This illustrates that sensory feedback from the edge cells could indeed contribute to the generation of the standing wave observed in vivo in the axial EMG recordings. In other words, sensory feedback combined with different properties of physical interactions between the body and the environment could in principle explain the switching between traveling waves in water and standing waves on ground. Interestingly, the sensory feedback increased the frequency of oscillations in the simulations of Ijspeert et al. (2005) . Though this property was so far not explored systematically, it is in accordance with the observation that fictive locomotion usually generates frequency ranges that are lower than real locomotion in the salamander (Delvolvé et al. 1997; Delvolvé et al. 1999) . This phenomenon may be related to an increased excitability of the spinal locomotor network, probably caused by the activity of sensory neurons during actual locomotion. Isolated lamprey spinal cords with muscles attached (i.e., allowing the preparation to move and thus to generate sensory feedback) generate a rhythmic activity of higher frequency than that of isolated spinal cords (Guan et al. 2001) . Furthermore rhythmic bending of the isolated lamprey spinal cord can induce a long-lasting increase of the frequency of the CPG's activity . In the lamprey these effects could involve e.g. the intraspinal mechanosensitive edge cells (Grillner et al. 1982 (Grillner et al. , 1984 . In the turtle, activation of the cutaneous afferents and sensory neurons induce a long lasting increase of spinal interneurons involved in the scratch reflex (Currie and Stein 1990) . In the salamander, the neural mechanisms underlying this phenomenon remain to be explored.
We have recently investigated a novel hypothesis involving the role of the muscles dynamics and sensory feedback in the emergence of a standing wave of EMG activity during stepping. Our recent results have shown that traveling waves of activity in the trunk, and limb activity can occur simultaneously in the isolated salamander CPG ), suggesting that the coupling from limb oscillators to axial networks is mainly local, as in some configurations of the CPG proposed in Ijspeert et al. (2005) . Knuesel and Ijspeert (2011) used a neuro-musculo-mechanical model of salamander to investigate the possible role of muscle dynamics and sensory feedback in the shaping of the kinematic and CPG pattern. The model uses abstract Hopf oscillators for the CPG, with local couplings from limb to body oscillators (cf. Fig. 1F ). Muscles and stretch receptors are modeled similarly to (Bem et al. 2003) . The Hopf oscillators were connected with diffusive couplings (similarly to Ijspeert et al. 2007) , and governed by the following equations,
and rewritten in Cartesian coordinates (van den Kieboom 2009) to incorporate feedback:
Here ω i is the angular frequency, R i the target amplitude, γ is a convergence factor, w i j specifies the coupling weights and φ i j the phase bias. For the left side, the sensory inputs s ipsi and s contra denote the positive parts of ϕ i and −ϕ i respectively, with ϕ i being the angle of the joint acted upon by the muscle model (ϕ i and −ϕ i are exchanged for the right side). The torque acting on each joint is calculated from Eq. 12, using the positive part of y i for the motoneuron activity. This CPG model employed symmetrical weights and antisymmetrical phase biases, to produce rostrocaudal traveling waves of muscle activity in the absence of sensory feedback.
Stepping was simulated in this condition, using a broad range of muscle elastic and damping properties. Two regions of the muscle parameter space were found to give good locomotion performance: one, with lower body stiffness, where the kinematics closely followed the muscle activation pattern, and another, with higher body stiffness, where the trunk kinematics approaches a standing wave in spite of a traveling wave of muscle activation. Using muscle parameters from the second region, the effect of local sensory feedback on the CPG was explored with a broad range of ipsilateral and contralateral feedback strengths. A region was found where sensory feedback has a strong modulatory effect on the CPG, leading to an activity pattern resembling a standing wave in the trunk. An interesting aspect of this preliminary work is that it suggests how the animal can shape the mechanical wave during land locomotion by adjusting its body stiffness. This is in line with the observation that trunk muscle contractions are stronger during terrestrial trotting than during aquatic trotting in the salamander Ambystoma maculatum, thus suggesting increased body stiffness during terrestrial trotting (Deban and Schilling 2009 ). This increase in body stiffness may modify the mechanical wave along the trunk, as suggested by the differences in the bending profile of the trunk that have been observed when comparing aquatic and terrestrial walking on an inclined ramp in the newt Taricha torosa (Ashley-Ross and Bechtel 2004) . Altogether these data support the idea that body stiffness plays an important role in adapting the body mechanics during locomotion, as suggested in an elegant computational study of the interactions between fluid dynamics and a neuromechanical model for lamprey swimming (Tytell et al. 2010 ).
Switching from overground walking to trotting
Like most quadrupeds, salamanders display different locomotor gaits overground (see Table 1 ). At slow speeds, a walking gait is often adopted, presumably because it provides stable support throughout the step cycle. In this gait, one foot is lifted off the ground at a time, allowing for the remaining three to support the body. At higher speeds, salamanders can switch to a trotting gait where diagonally opposite feet are lifted simultaneously. This allows for faster locomotion but sacrifices the stability offered by the walking gait (AshleyRoss et al. 2009 ).
Producing a coordinated gait is not just a matter of lifting the feet in the appropriate sequence. The footfall must also be properly synchronized with the axial movements to be efficient. The salamander uses axial undulations to increase the stride length by timing the lift-off and touchdown of each foot with the times when the girdle is at an extreme angle. Switching from walking to trotting therefore has implications also for the activation patterns of the axial muscles of the trunk.
The mechanisms underlying the switching between different overground locomotor modes in the salamander have so far been investigated only in simulation. We have developed a three-dimensional mechanical model of the salamander body (P. waltlii) which allowed for the simulation of different coordination patterns (Harishandra et al. 2010) . The model has more degrees of freedom than earlier models, and in particular, the legs included two degrees of freedom, one in the hip/shoulder joint and one in the knee/elbow joint. The simulated body was actuated by visco-elastic model muscles that were driven by motoneuron activation patterns, which were generated with time driven functions rather than using a simulated spinal network. The output of these heuristic pattern generators was calculated from the following equations.
for the limbs, where E p (t, i) and E r (t, i) are the inputs to the protractor (extensor) and retractor (flexor) muscles for joint iat time t. The maximum amplitude of the signal is given by A which may vary from joint to joint. f and φ 1 correspond to the frequency of oscillation and the phase at joint i, respectively. Similarly the muscles controlling the body (trunk and tail) receive an activity pattern that is of the form E p (t, i). The muscle model is based on the mathematical model introduced by Ekeberg (1993) in his neuro-mechanical lamprey model (see above). The calculation of the muscle torque is based on the following equation.
The torque acting at a particular joint is determined by the neural activation ('E') of the muscle, where ϕ is the difference between the actual angle of the joint and the resting angle. The coefficients α, β, γ , and δ determine the characteristics of the muscle and muscle-joint combination and denote gain, stiffness gain, intrinsic stiffness, and a damping coefficient respectively. By testing different temporal patterns of motoneuron activity, we could confirm that a standing wave in the trunk was appropriate for the trotting gait, as previously observed in vivo (Delvolvé et al. 1997 ) and in the salamander robot (Ijspeert et al. 2007 ). For the walking gait, however, a slight rostrocaudally traveling wave of muscle activation between the girdles proved optimal to match the footfall pattern. Whether a traveling wave of EMG activity occurs in the trunk of P. waltlii during walking remains The stepping pattern is described as crawling in this study, because the belly and the tail touch the ground to be determined, as EMG patterns in this species have been recorded mostly during trotting (Delvolvé et al. 1997 ). Interestingly Karakasiliotis et al. (2012, same issue) have performed detailed three dimensional X-ray recordings of P. waltlii during walking and revealed that standing and rostrocaudal traveling waves can be differentially observed at various rostrocaudal levels in the trunk and tail. Patterns of motoneuron activity combining traveling and standing waves could underlie these complex kinematic patterns. Simulation suggests that the muscle properties could also contribute to transform a travelling wave of muscle activation into a mechanical standing wave . Expanding upon the work presented in Harishandra et al. (2010) , simulations were undertaken to investigate the organization of the neural network which coordinates the limbs and the axial undulations of the body during walking and trotting. We replaced the heuristic pattern generation (Eqs. 20, 21) by a spinal network consisting of a lamprey-inspired axial CPG (with dominantly caudal intersegmental connections, adapted from Kozlov et al. 2009 ) composed of populations of leaky integrate and fire neurons (Harishandra et al. 2011) . The model neurons exhibit a fixed threshold, exponentially decaying postsynaptic conductances, conductance-based spike-frequency adaptation, a conductance-based relative refractory mechanism and a stochastic spread in passive properties (Muller et al. 2007 ). The neuron model can be described using a five-dimensional system of coupled differential equations as follows.
where c m represents the membrane capacitance, g x : x {e, i}, excitatory and inhibitory synaptic conductances, q x the quantal conductance increase, g y : y {s, r }, the spike frequency adaptation and the relative refractory period, and q y is the quantal conductance increase of the above mechanisms. S x (t) represents the excitatory and inhibitory input spike trains. If v(t) exceeds the threshold, v th , v(t) is reset to v reset . Analogous to the input spike train, A(t) represents the output spike train. Note that, here
and for μ = e, i, s, r,
where g l is the leak conductance, E μ the various reversal potentials and τ μ are the time constants. Body stretch receptor activation was modeled as current injection into the receptor neuron and was proportional to the local curvature of the body. The network model was augmented by a complex limb CPG, which provided the activation of multiple limb muscles. Limb stretch receptors were functioning as hip or scapula angle detectors. These receptor neurons increased their firing rate when a limb was extended more toward the caudal direction, i.e., at the later part of the stance phase. The following equation was used to calculate the required current to be injected into the receptor neuron.
(28) k is a proportionality constant and θ is the hip or scapula angle measured in the horizontal plane from an axis perpendicular to the axis along the body. It is positive and increasing in the direction of the retraction (late stance) and is negative and decreasing while protracting. The muscle model was the same as in Harishandra et al. (2010) . The complete spinal network drove the body musculature, which generated the torques for the joints of our musculo-mechanical model of the salamander. Connections among the oscillators were not restricted to nearest neighbors. The limb CPGs were interconnected ipsilaterally and contralaterally and forelimb CPGs were coupled bidirectionally to the local neighbors of the axial CPG. Hindlimb-CPGs were connected to the body-CPG along the tail.
This model allowed us to examine in simulation the contribution of interlimb couplings and limb/axial couplings in the generation of trotting and walking gaits. We also tested the contribution that sensory feedback via stretch receptors, which detected the axial curvature and limb movements. The trotting gait could be generated centrally (i.e., without sensory feedback) by coupling the CPGs in accordance with earlier findings (Ijspeert et al. 2007 ), i.e., with a strong global coupling from limb to axial networks (Fig. 1D) . The walking gait, however, could not be simulated without accompanying a reduced MLR drive by: (i) inclusion of sensory feedback, (ii) weakening the ipsilateral inter-limb couplings, (iii) using a strong, local, axial-to-limb coupling instead of the strong, global limb-to-axial coupling used during trotting.
These results suggested that the walking gait is relying on sensory feedback to a larger extent than trotting. This hypothesis must be tested in future experiments, but is consistent with the general trend that slow movements are often controlled via sensory feedback while fast movements are more often driven in a feed-forward mode (for review, see Pearson 1993) . Importantly many neurobiological details regarding the spinal CPG are unknown (e.g. identity of neurons in the network, connectivity of neurons, biophysical properties of neurons, nature of coupling, etc.), and therefore more data are needed to draw new conclusions regarding its organization/operation.
Supraspinal structures involved in locomotor control in salamanders
4.1 The mesencephalic locomotor region controls the locomotor frequency and the gait transition from swimming to stepping Salamanders, as other vertebrates (Dubuc 2009 ), have a specific mesencephalic locomotor region (MLR) that controls the initiation and the maintenance of locomotion. The level of activation of that region determines the frequency and the mode of locomotion . Stepping occurs during electrical microstimulation of the MLR at low intensity, whereas swimming requires higher intensities. This is consistent with swimming being the fastest mode of locomotion in these animals, which are mechanically better adapted for swimming than stepping due to their sprawling posture and short limbs (Ashley-Ross 1994a,b) . This switch between stepping and swimming is reminiscent of the switch between walking, running, and galloping elicited in decerebrate cats when increasing the stimulation of the MLR (Shik et al. 1966) . Similarly, transitions between walk, trot and gallop have been observed in decerebrate rats when increasing the stimulation of the MLR (Skinner and Garcia-Rill 1984) . A similar transition from walk to gallop has been observed in the monkey when increasing the electrical stimulation of the vicinity of the cuneiform nucleus, considered to be part of the MLR (Eidelberg et al. 1981) . Altogether these data suggest a conservatism of the MLR as a center controlling gait transitions in vertebrates. It is also worth noting that gait transitions from stepping to flight have been elicited in decerebrate birds by increasing the intensity of electrical stimulation of the pontomedullary reticular formation (Steeves et al. 1987) .
There is anatomical and electrophysiological evidence in vertebrates that the MLR activates the spinal pattern generators for locomotion through the activation of reticulospinal neurons (see Dubuc et al. 2008; Le Ray et al. 2011 for review) . It is likely that the descending influences from the MLR on the spinal locomotor networks in the salamander also involve brainstem reticulospinal neurons. Stimulation of the MLR in the roughskin newt Taricha granulosa elicited extracellularly recorded activity in the hindbrain that preceded the initiation of the locomotor bouts (Bar-Gad and Kagan 1999). Chronically implanted microwires in the reticulospinal region in the roughskin newt revealed an increased activity both during swimming or stepping (e.g. Hubbard et al. 2010 , Lowry et al. 1996 . Reticulospinal neurons have also been identified anatomically by injecting retrograde axonal tracers in the spinal cord (Hubbard et al. 2010) . Some of these neurons are glutamatergic (Chevallier et al. 2004) . Taken together these data are consistent with the idea that these neurons control the activity of spinal locomotor networks. Our recent modeling study suggests that the same spinal network could produce different frequencies depending on the descending pathway configuration that innervates it (Bicanski et al. 2012) . However, so far it is unknown whether different reticulospinal cells and/or different cellular mechanisms are involved during MLR-induced stepping or swimming.
Turning
When salamanders are swimming, lateral turns are primarily produced by bending the body. This is an efficient way of steering during ongoing locomotion and is shared by most swimming vertebrates. Neural control of this kind of steering is relatively straightforward since a simple left-right asymmetry in activation of axial muscles along the body is sufficient to cause efficient turns during ongoing swimming (Ijspeert et al. 2007 ). In lampreys, some reticulospinal neurons located on the side of the turn increase their activity during turning (e.g. Deliagina et al. 2000; Fagerstedt et al. 2001) , thus providing an asymmetry in descending inputs to the spinal network.
When the legs are used for locomotion, the limbs can play an active role in steering. In particular, salamanders actively use their forelimbs to side-step, i.e., to pull with the inner front limb and push with their outer front limb in a curve. By comparing the path followed when steering with side-stepping and pure body bending, using our musculomechanical salamander model (Harishandra et al. 2010) , it is clear that side-stepping greatly improves manoeuvrability.
It is still an open question how the nervous system generates appropriate side-steps. Muscles controlling the elbow joints need to be partially activated in or out of phase with protraction and retraction. Since the necessary phasic activity is present at the spinal level in the limb CPGs, it is possible that a tonic steering signal from the reticular formation could act as a switch, which would be sufficient to control this kind of steering. Alternatively, the phasic signal may also originate from other supraspinal regions; opening up the possibility for more precise foot positioning using the same mechanisms.
Generation of complex movements
Documenting the diversity of behaviors in the salamander is an ongoing effort. Interestingly, locomotor movements restricted to the forelimbs, or to the hindlimbs, sometimes occur during episodes of underwater stepping in freely moving salamanders (Lamarque and Cabelguen, unpublished observations) . Our current models fail to exhibit the Tonic flexion of the trunk to the ipsilateral side.
Tonic flexion of the trunk to the controlateral side.
Rhythmic movements of the ipsilateral hindlimb.
Rhythmic movements of the tail. richness of salamander motor skills. In particular, questions remain whether subparts of our CPG model (i.e., a small set of oscillatory centers) can be activated independently of each other, in order to produce e.g. rhythmic movement of the forelimbs during swimming while the hindlimbs are folded against the body as was observed in some cases (Ryczko 2008) . From a theoretical point of view, selective activation of a part of the spinal network can be obtained in different ways, including multiple descending pathways, finely tuned time-varying descending signals, additional spinal circuits, or time-varying connection topologies (for instance, under the influence of neuromodulators or by activating or inactivating relay centers). We recently explored whether different descending inputs could selectively activate different muscular synergies in the semi-intact preparation of salamander (i.e., a decerebrated animal from which forelimbs were removed; Cabelguen et al. 2003) . The investigation was motivated by the previous observation that in many species rhythmic movements of the axis or of the limbs/wings can be elicited by stimulation of sites distributed in the brainstem, the forebrain and the spinal cord (for review, see McClellan 1986; Grillner et al. 1997; Rossignol et al. 2006; Lemon 2008) . For instance in the chick, wing flapping or stepping could be elicited independently, depending on the stimulation location, in the lateral funiculus at the level of the cervical spinal cord (Jacobson and Hollyday 1982) . Interestingly, it has been suggested that in fish the axial and the pectoral fin CPGs for swimming are subjected to independent descending controls from the brain (Uematsu and Todo 1997) . We have recently observed in the salamander that electrical microstimulation of various brain sites that are distinct from the MLR can induce rhythmic movements restricted to a single hindlimb (cf. Fig. 4 ) (Didier and Cabelguen, unpublished observations). Stimulation of other sites could induce tonic bending of the whole body towards the left or the right, as would be needed for turning. Rhythmic movements restricted to the tail could be induced by electrical stimulation of the dorsal part of the first spinal cord segment, close to the obex.
These preliminary results support the view that the CNS could simplify the control of many degrees of freedom of the musculo-skeletal system by activating a small number of specific descending pathways, which in turn activate subsets of motor modules within the spinal cord (reviewed in Bizzi et al. 2008 ). This modularity can be seen as a mirror image of the proposed modularity in the spinal cord itself. In this context Bizzi et al. (2000) illustrated interesting experimental findings. Recording the muscle output of a frog with a fixated limb after stimulation of specific spinal areas revealed a response that depended on the position of the limb. Such experiments yield a so-called force field in space (for different limb positions and for the same spinal stimulation target). These force fields can change with the site of stimulation in the spinal cord. Combined stimulation of different sites apparently yields a simple linear superposition of the individual force fields (Mussa-Ivaldi et al. 1994) . Furthermore it has been be confirmed (Giszter et al. 1993; Saltiel et al. 1998 ) that the evoked movements were a consequence of spinal interneuron activity (elicited either electrically or by NMDA) and not due to random motorneuron activation, direct stimulation of sensory afferents or descending projections. Similar findings have been reported in rats (Tresch and Bizzi 1999) .
The hypothesis built on these findings states that the spinal cord comprises a set of behavioral modules, which can be combined to produce complex movements. This paradigm can be extended to the brainstem control system (D'Avella and Bizzi 1998). The notion that complex movements are composed from a catalog of simpler stereotypical components (muscle synergies) is also reminiscent of the unit burst generator concept (Grillner 1981) . The obvious advantage of composing complex movements from a limited pool of synergies is the simplification of control. Part of the complex organization of e.g., limb movements is delegated to the spinal centers while the descending commands only specify the selection of synergies. A useful analogy is to consider that the musculo-skeletal system together with the spinal cord and brainstem can be seen as a puppet moved by strings (Loeb 2001) . Pulling a single string, e.g., fixed to the hand, will move the whole arm to a new posture. And pulling just a small set of strings over time can provide a large range of movements. The descending pathways from higher parts of the brain can be seen as the implementation of these strings.
Notably the same synergy with different delay and amplitude profiles in relation with other participating synergies can be part of different locomotor modes. The influence of sensory feedback could range from minor modulatory effects on internally generated programs to extensive shaping of the spinal output in which case the final behavioral repertoire would be emergent from the complex interplay between the CNS, the body and the environment. However, data from deafferented frogs shows that 4 out of 5 previously determined synergies for the same locomotor mode persisted (Cheung et al. 2005) . In order to answer the question to which extent synergies are generated internally or shaped by sensory feedback, further research is needed.
Conclusions
This article has presented our contributions to the current understanding of the salamander locomotor apparatus, including body kinematics, sensory feedback, internally generated activity patterns, and supraspinal control. A thorough review of the biological aspects can be found elsewhere Ryczko et al. 2010b) . Here, we focused on the modeling aspect of this research.
In order to understand locomotion control, one requires a comprehensive and interdisciplinary approach. Locomotion is a complex dynamic phenomenon that implies the interaction between the central and peripheral nervous systems, the musculo-skeletal system, and the environment. It is very unlikely that locomotion control will be properly understood by studying specific components in isolation. Undoubtedly studies on the specific biological components are needed (e.g., motoneuron properties, muscle properties, network topology, etc.), but additionally mathematical and numerical models are essential to understand the complex interactions between these components at the system level.
A prime example for the interplay of neurophysiological experiments and modeling can be found in Ijspeert et al. (2007) . There we have built an abstract model of the spinal CPG of the salamander, on the basis of the theory of coupled oscillators. Our model suggested that limb oscillators had a slower frequency than axial oscillators. This prediction has been verified by biological experiments. We have observed in vitro that when activating limb networks and axial networks with the same pharmacological drive, the limb networks exhibited a rhythmic activity with lower frequency. The assumption that the axial network is constituted of a double chain of oscillators was demonstrated subsequently not only for the trunk network (Ryczko et al. 2010a ), but also for the tail network (Charrier and Cabelguen 2011) . The latter work led the hypothesis that the tail networks form an independent substructure that can be used as a "fifth limb" for additional support on some unstable substrates (e.g., on slippery surfaces). These biologically testable hypotheses were clearly guided by the architecture of the model.
Moreover extending the researcher's toolbox through the use of robots allows for the study of aspects which require a physical body for verification, e.g., body kinematics and dynamics. It allows us to test mechanisms of locomotor control with a controlled set of degrees of freedom, and thus constitute an interface between models and the real world. This is of particular importance as the physics of interaction forces in water and on solid surfaces are particularly difficult to model. An additional illustration of the importance of the interplay between modeling and neurobiology experiments can be found in the study of Bicanski et al. (2012) . The design of the model was constrained by the electrophysiological work presented in Ryczko et al. (2010a) . It provided a theoretical response to the neurobiological hypothesis that a modified lamprey network can serve as a building block for the axial salamander network, and yielded a series of additional biological testable hypotheses.
A crucial ingredient is the use of models at different levels of abstraction. The choice of model is guided by the particular question investigated. To understand the cellular basis of rhythmogenesis in the locomotor network, or to account for pharmacological data, a network built at the cellular level using Hodgkin-Huxley model cells is warranted. Such models allow for the study of complex dynamics generated by a single type of conductance or the influence of a specific type of synaptic connection on the activity pattern of a single spinal segment. Oscillator models are especially suited for studies of the effects of different network topologies on e.g., intersegmental phase lag generation. In addition they lend themselves particularly well to robotic studies since they comply better with hardware constraints of the robots (e.g., onboard calculation, communication). However it remains to be determined whether the axial CPGs are composed of discrete segmental oscillators rather than distributed, overlapping modules. In salamanders CPG neurons are expected to project to neurons that are located several segments away, as observed in other vertebrates. Consequently, although single spinal segments and hemisegments of the salamander trunk can oscillate when stimulated (Ryczko et al. 2010a ), discrete oscillator models are only a first approximation, which reflects the segmental bundling of the motoneuron axons in ventral roots. Furthermore, these oscillator models need to be validated by more detailed neural network models. The models by Harishandra et al. (2011 constitute examples and will be expanded upon in the near future. Thus, beyond an interplay of experiment and computational models, relating various models to each other must also be part of a comprehensive approach.
So far, some predictions from even our most abstract modeling studies found some resonance in physiological studies that followed them. Taken together all our studies at various levels of abstraction suggest that some common principles in axial CPG design may have been conserved through evolution. Nevertheless many points still need to be elucidated. First, the segmental circuits still need to be properly defined, in particular the type and number of interneurons involved as well as their interconnections and e.g., their susceptibility to neuromodulators. Second, the influences of different sensory inputs (e.g., cutaneous, proprioceptive, olfactory, lateral-line) need to be explored. Third, the roles of other supraspinal structures (e.g., the basal ganglia) in locomotor gait selection need to be explored. Fourth, the effect of various types of muscles on the generation of mechanical waves needs to be investigated in more detail. Finally, further work is needed, in particular in terms of modeling, to decode the interplay between spinal circuits and various descending pathways and the generation of the rich motor skills exhibited by the animal. Closing the loop between the central nervous system, sensory feedback, body mechanics and the environment via a robotic agent constitutes a unique opportunity in this undertaking.
