Abstract: Whether a firm is able to attract foreign capital and whether it may participate at the export market depends on whether the fixed costs associated with doing so are at least covered by the incremental operating profits. This paper provides evidence that success for some firms in attracting foreign investors and in exporting appears to reduce the associated fixed costs with exporting or foreign ownership in other firms. Using data on 8,968 firms located in Shanghai, we find that contagion and spillovers in exporting and in foreign ownership decisions within an area of 10 miles in the city of Shanghai amplify fixed-cost reductions for both exporting as well as foreign ownership of neighboring firms. Contagion among exporters amplifies a one-percent reduction in fixed exporting costs by about 3.9 percent, while contagion among foreign firms amplifies a one-percent reduction in fixed foreign ownership costs by about 5.4 percent. These findings are established through the estimation of a spatial bivariate probit model.
Introduction
Models of the new trade theory suggest that whether firms export or are part of a multinational firm depends -apart from market size, product quality, productivity, factor costs, and trade costs -on the incremental fixed costs associated with such activity. 2 The majority of both theoretical and empirical contributions in this literature assume that exporting and foreign ownership decisions are carried out independently across firms. This is the case in spite of evidence of interdependence in exports and foreign direct investment at the aggregate (country-pair) level. 3 This paper illustrates at the micro level that exporting and foreign ownership decisions are affected by the decisions of other firms in a certain geographical neighborhood.
In addition, the exporting and foreign ownership decisions are correlated through dependence not only on the same fundamentals but also of stochastic shocks.
The paper provides empirical evidence based on firm-level Census-type data from the city of Shanghai -one of the most open regions in terms of exporting and foreign ownership in one of the most prosperous exporting nations on the globe, China. We use cross-sectional data for the year 2002, which is particularly interesting since many firms started exporting and attracted foreign capital in that year after China's participation in the World Trade Organization in 2001.
For the purpose of identification and estimation, the paper proposes a novel Bayesian 2 There is broad theoretical support for these generic arguments. For instance, Melitz (2003) and Helpman, Melitz, and Rubinstein (2008) provide models where firms will enter the export market, if the incremental operating profits from exporting exceed the incremental increase in the fixed costs related to it. Markusen (2002) , Helpman, Melitz, and Yeaple (2004) , and Barba Navaretti and Venables (2006) provide models of vertical and horizontal firms where foreign ownership emerges, if the incremental profits from a foreign-owned afiliate exceed the incremental increase in the corresponding fixed costs.
Earlier research provided evidence that the fixed costs of multinational firm operation (foreign ownership) first-order dominate those of exporting (see Girma, Görg, and Strobl, 2004) .
3 See Behrens, Ertur, and Koch (2012) and Egger and Pfaffermayr (2014) for evidence of interdependence in aggregate bilateral exports. See Baltagi, Egger, and Pfaffermayr (2007) or Blonigen, Davies, Waddell, and Naughton (2007) for evidence of interdependence in aggregate bilateral foreign direct investments.
1 model of contagion with multiple binary variables that are determined jointly by specific latent processes which depend stochastically on each other. The resulting model is a bivariate spatial probit model for exporting and foreign ownership. Estimation by Markov Chain Monte Carlo simulation of the model is shown to perform well in finite samples in a simulation study. One advantage of this estimation procedure relative to the standard binary choice models is that it can handle processes with cross-sectionally dependent latent variables (such as the latent profitability of exporting and the latent profitability of foreign ownership). Another advantage of this bivariate model relative to single-equation spatial binary choice models is that the approach can handle a process with cross-equation interdependence in the stochastic terms and, eventually, even in the dependent variables.
The empirical model specification is guided by economic theory and permits a quasistructural interpretation of the estimated parameters. Economic theory suggests that the (latent) profitability of exporting as well as foreign ownership with heterogeneous firms depends on the attainable profit margin, firm-level productivity, factor costs per efficiency unit, trade costs, fixed costs, and demand. The latent profitability is a logadditive function of the aforementioned arguments in a large class of new trade theory models.
The results for firm-level data in Shanghai suggest that contagion among exporters and contagion among foreign-owned firms leads to a significant reduction in the fixed costs of exporting as well as of foreign ownership. In fact, if all firms in Shanghai would face a common reduction in their exporting fixed costs, more than three-quarters of such a reduction would have to be attributed to spillovers among exporters within a radius of just 10 miles rather than to an idiosyncratic shock component. Similarly, if all firms in Shanghai would face a common reduction in foreign ownership fixed costs, more than five-sixths of such a reduction would have to be attributed to spillovers among foreign-owned firms within a radius of just 10 miles rather than to an idiosyncratic shock component.
Possible channels of these intra-city, contagion-related, fixed-cost-depressing effects 2 are spillovers through implicit learning across firms (by information dissipation), through explicit learning induced by cross-firm factor flows (of workers and intermediate goods), and through equilibrium effects (e.g., on the prices of goods and factors). Hence, an increase in the profitability of exporting or foreign ownership (e.g., through policy stimuli such as research funding) in conjunction with the ability of firms to learn from each other is potentially at least as important for the selection of firms into specific types of activity as the direct fixed costs associated with the activity.
The remainder of the paper is organized as follows. Section 2 proposes a stylized theoretical model to motivate the empirical analysis. Section 3 in conjunction with the appendix outlines the estimation strategy and provides some Monte Carlo evidence.
Section 4 describes the data and estimation results, and the last section concludes.
Theoretical considerations
A large concurrent literature in international economics assumes that revenues, profits, and fixed costs are linearly separable between exporting and domestic sales on the one hand and between affiliates belonging to a multinational firm on the other hand (see, e.g., Rubinstein, 2008, for exporting, and Seidel, 2013, for multinational plants). The reason why some firms export while others do not are productivity-related operating profits that cover or exceed the fixed costs of running an exporting firm. The reason why some firms belong to a multinational firm while others do not are productivity-related operating profits at the level of the affiliate that cover or exceed the fixed costs associated with foreign ownership. Let us denote type-h firms, with h = {e, f } where e stands for exporting and f for foreign ownership. Then, y hi is the binary indicator variable taking the value 1 if firm i is of type h and zero otherwise.
Determinants of the decision to export and the decision to invest in a foreign firm depend on the type-h-specific operating profits for firm i, Φ hi , as well as the type-h-specific fixed costs for firm i, Ξ hi . The profitability of firm i associated with assuming type h is then 3 reflected in the latent variable
, which generates the binary variable y hi
where 1(.) is an indicator function which takes the value 1 if the condition is satisfied, and zero otherwise. U hi is a non-negative random variable with mean one. Using lower-case letters for logs of {Y * hi , Φ hi , Ξ hi , U hi }, we may write the logged model as
where u hi is a random variable with mean zero and infinite support.
Generic models of firms of this kind all have in common that neither y * hi nor u hi is observed, and they often have the following underlying structure. First, log operating profits, φ hi , depend upon market power (mark-ups), on efficiency (productivity), on sector-specific or firm-specific factor costs in efficiency units, and on market potential (trade costs and local versus foreign market size). Second, log fixed costs, ξ hi , depend on the factor requirements (e.g., the necessary assets) to set up a firm of type h. We argue that, apart from sector-specific characteristics determining fixed costs, the profitability of running a firm of type h depends on other firms' profitability from doing so, denoted by y * hi . The latter is a weighted average of the profitability of those firms whose leniency towards becoming a type-h firm impact the profitability of firm i.
Collecting the fundamental drivers of a decision to become an h-type firm into the vector z hi , we can write our model as
where z hi = [y hi , x hi ], with y hi being a scalar and x hi being a vector and
with λ h being a scalar and β h being a conformable vector. Notice that the coefficient λ h measures the strength of interdependence and the potential impact of learning of firms in deciding to become a type-h unit. Given a negative shock on fixed costs, λ h > 0 would suggest that fixed costs would decline by more than the negative direct shock due to spillovers from other firms about activity h, while the opposite would be true if λ h < 0. Ceteris paribus, the larger is λ h , the larger are the spillovers from other firms about activity h.
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The previous section argued that fixed costs of adopting strategy h are potentially affected by the latent profitability of other firms with regard to activity h. 
Model and notation
Let us denote the export decision by y ei and the foreign ownership by y f i , again using h ∈ {e, f }. We observe these two binary variables as
where y * hi , the net gains or profitability from being an h-type firm, is referred to as a latent variable. y * hi for h ∈ {e, f } summarizes the effect of i's neighboring h-type firms on i. w ij is a normalized weight describing the strength of the relationship between units i and j. w ij is positive if two distinct units i and j are neighbors and zero otherwise; it is always zero for i = j. Neighborliness can be defined along several lines. In our application we rely on the geographical distance between two firms. λ h denotes the spatial autocorrelation, contagion, interdependence, or spillover parameter for firms of type h, and it will be elemental to determine the relative importance of spillovers in the fixed costs associated with activity h.
In general, the vector of covariates x i could be indexed by h but it is not in this case, since decisions about exporting and foreign ownership depend on the same fundamental 5 variables, according to economic theory (see Markusen, 2002) . Since x i is not specific to type h while β h is, the marginal impact of the fundamentals in x i on the profitability y * hi and the choice y hi is specific to the firm type.
Since the decisions about strategies h ∈ {e, f } depend on the same observable fundamentals in x i , it appears plausible to allow them to be correlated also with regard to stochastic shocks. We assume those to be multivariate normal
where ρ denotes the tetrachoric correlation between u ei and u f i , and the variances of the errors are normalized to unity (see for instance Greene, 2003 , for a treatment of the bivariate probit model without accounting for any form of spatial correlation).
Stacking the equations over all units i yields
is a row sum normalized n × n matrix reflecting the neighborhood structure. 4 The matrix x has n rows and as many columns as there are elements in x i . u h is a column vector with n rows.
Stacking the two equations results in
where I n denotes an identity matrix of dimension n × n.
Estimation procedure
Several methods exist to estimate univariate or multivariate binary choice models with conditionally independent data. Among those, maximum likelihood is the most prominent one. The inclusion of y * h ≡ W y * h as a determinant of the latent variable y * h induces two complications compared to non-spatial models: the likelihood function involves an former relates to computational issues, while the latter relates to the consistency of the model. Ignoring relevant spillovers (y * h ) as a determinant of y * h leads to inconsistent estimates of the parameters and the corresponding marginal effects.
For this reason, unless the data-set is manageably small, the standard maximum likelihood estimator is not usually employed for cross-sectionally interdependent data featuring cross-unit spillovers and interdependence. In fact, for binary choice problems with interdependence by way of inclusion of a weighted average of the dependent latent variable (y * h ) on the right-hand side of the empirical model, the following procedures are most commonly used: Expectation-maximization methods (see McMillen, 1992) ; simulated maximum likelihood methods through recursive-importance-sampling or integration by simulation using the Geweke-Hajivassiliou-Keane simulator (see Beron and Vijverberg, 2004) ; generalized method of moments estimation (see Klier and McMillen, 2008) ; maximum score estimation (see Lei, 2013) we are not aware of work that extends the above methods to the multivariate binary choice model with spatial dependence case which is at the heart of this paper's interest.
As is generally the case with MCMC simulation and with Gibbs sampling as employed in this paper, one relies on prior distributions of the regression parameters and the disturbances as well as on the likelihood for the problem. Details on those are provided in the appendix. Moreover, in the appendix we report on Monte Carlo simulations which 7 illustrate that the proposed generic model works well in moderately-sized data-sets. Shanghai is a directly-controlled municipality and has the same status as a province.
China has a different administrative structure and definition of cities than other countries. 6 In our study, we use manufacturing firms that are located in the main city district of Shanghai (Puxi), firms that are located in the inner suburbs and in the outer suburbs, as well as firms in the rural areas (Shanghai's belt). Table 1 shows the total number of firms as well as the number of exporters and foreign firms in the different areas of Shanghai.
- Table 1 there are more firms in Pudong than in the whole outer suburbs. However, this should not be surprising, since the port of Shanghai is located in this district. The pattern is similar for the two firm types. Almost half of the exporters and foreign-owned firms are located in the inner suburbs. Among those, the probabilities of exporting or being foreign-owned are highest in Pudong.
Specification
We use the model specification as outlined in Subsection 3.1 for both exporting and foreign ownership. The latent variables for the two activities correspond to their unobserved profitabilities. For the construction of the unnormalized spatial weights matrix W 0 , we determine the inverse bilateral haversine distances between all 8, 968 firms in the data. 7 This leads to an 8, 968 × 8, 968 matrix which is symmetric and exhibits zero diagonal entries. Rather than using the full matrix W 0 , we consider spillovers between firms being geographically bound within a radius of 10 miles (we employ alternative specifications of this threshold in the robustness analysis). Notice that this is a large 7 The haversine formula is particularly suited for calculating great circle distances between two points i and j on the globe, if these two points are very close to each other. Denote the haversine function of an argument by h( ) = 0.5(1 − cos( )), and use φi, φj, and ∆λij to refer to the latitude of i, the latitude of j, and the difference in longitudes between i and j which are all measured in radians. Then, the haversine distance between i and j is defined as dij = D · arcsin(H 1/2 ij ), where D is the diameter of the globe (e.g., measured in miles) and Hij = h(φi − φj) + cos(φi) cos(φj)h(∆λij).
radius in view of the fact that (i) the density of firms is high and (ii) bicycles and public transportation are the main means of transport in Shanghai. For reasons of interpretation, we row sum normalize W 0 to obtain the normalized 8, 968 × 8, 968 matrix W and the associated weighted unobserved spillover terms y * e = W y * e and y * f = W y * f . For a quasi-structural interpretation of the models of y * e and y * f , the specification of the covariate matrix x is key. In line with economic theory, this matrix contains firm-specific and sector-specific covariates besides the constant. At the firm level, we include Employment, which is the log of the size of the work force, capturing firm size.
Productivity is measured as the ratio of total sales to employment in logs. Intangible asset ratio is the ratio of intangible assets to total assets and is used as a proxy for knowledge intensity. A larger value of these three variables should raise the profitability and the probability of exporting as well as foreign ownership.
Moreover, we include firm-specific variables to account for geographical factors related to market access and agglomeration. Distance to port measures the log haversine distance of a firm to the port of Shanghai, which is important for exporting for several reasons. The most obvious one is Shanghai's geographical location at the coast of China and the importance of the port for global trade. One might in principle consider other modes of transport -such as railroads or motorways. However, those are less important for China's coastal regions, in particular, when it comes to serving customers abroad.
As a second geographical covariate, we include Distance to city center, which measures the log haversine distance of a firm to the main city center district Huangpu. A closer distance to the center reflects access to better infrastructure, access to the workforce, access to technology, etc. Finally, earlier results by Head, Ries, and Swenson, (1995) , Swenson (2008) , Fontagné, Koenig, Mayneris, and Poncet, (2013 ), and Lovely, Liu, and Ondrich, (2010 , 2013 suggest that the agglomeration of firms in regions affects decisions of both exporters and multinational firms. We pay attention to this fact by modeling the export and foreign ownership decision in Shanghai as a function of the location density of all units in a firm's neighborhood (within 10 miles). The latter is reflected in two covariates. As one measure, the Average distance to all firms in neighborhood (based on log haversine distances) within a radius of 10 miles captures the relative centrality of a firm relative to others, reflecting cheap access to intermediate goods and services from other firms in general (not only exporters or foreign firms). As the other measure, the Number of other firms in neighborhood within a radius of 10 miles captures the relative density of economic activity of firms of any type (domestic sellers versus exporters and domestically-owned versus foreign-owned firms). In general, higher values of distance variables of the aforementioned type reflect bigger distances to the port, the city center, and other firms, respectively, and a bigger number of firms reflects a higher density of economic activity which is not exactly the same as a smaller inverse distance to the average other firm in the neighborhood.
Finally, we include a set of industry-specific covariates. The variable Sales to profits ratio (in logs) reflects the profitability or price-cost markup ratio in an industry. We include the variable in a linear and a squared fashion to account for the log-nonlinear impact of the price-cost markups on firm profits in, e.g., monopolistic competition models of heterogeneous firms (see Melitz, 2003) . 8 Moreover, we account for the fixed costs associated with exporting and foreign ownership. Specifically, we include the log average total assets of all (other) exporters or foreign-owned firms in the lowest percentile of the respective distribution for each industry. These two variables -Total assets smallest exporters and Total assets smallest foreign firms -approximate the extent of fixed costs of the marginal firm of either type. The profitability of exporting and/or foreign ownership and, hence, the latent variables y * e and y * f , depend crucially (and negatively) on these fixed costs, according to economic theory (see Melitz, 2003; Helpman, Melitz, and Yeaple, 2004 ).
- Table 2 about hereTable 2 reports some descriptive statistics on the covariates for the total sample and for exporting and foreign-owned firms, respectively. On average, exporters and foreign-owned firms are bigger in terms of employment than the average firm. In China, exporters make use of the comparative advantage of the country, exporting in sectors that use labor more intensively than others. This fact is well documented in several studies (see, e.g., Lu, 2010; Ma, Tang, and Zhang, 2012; or Huang, Ju, and Yue, 2013) . It explains why productivity of exporters is lower than on average (see Lu, 2010) . 9 Foreign firms have a higher productivity than the average firm and also a higher productivity than exporting firms on average. Foreign-owned firms have access to better technology, knowledge and/or management skills of the parent company. Thus they are able to produce more efficiently than domestic firms that lack access to these productivityenhancing factors. The pattern that foreign firms are more productive than exporting firms is in line with Helpman, Melitz, and Yeaple (2004) . Exporters and foreign-owned firms have a higher intangible asset ratio than the average firm.
Somewhat surprisingly, the average distance to the port is slightly higher for exporting and foreign-owned firms than for others. However, it is slightly lower for exporters than for foreign-owned firms. In general, this seems to reflect the trade-off between being closer to the city center for factor and technology access versus closer to the port for customer market access. The average sales-to-profit ratio is slightly higher for exporters and for foreign-owned firms compared to other firms. Hence, these firms face tougher competition from their participation at global markets. The smallest exporters appear to be somewhat more fixed-cost intensive than the smallest foreign-owned firms in the average industry. This may be explained by the exploitation of multi-plant economies of scale in multinational firms (see Markusen, 2002) . 10 After discarding the respective draws, the MCMC estimates are based on 1,600 draws.
Results
- Table 3 Third, the parameters of the spatially lagged dependent variables are positive and highly significant. Hence, there are cross-firm spillovers in both equations for firms of the same type. Based on these results, the non-spatial bivariate probit model is rejected. In light of the arguments in Section 2, the results point to a statistically significant reduction in the fixed costs of exporting and foreign ownership accruing to spillovers from other firms of the same type. The economic effect of contagion and spillovers is found to be large. Imagine a one-percent reduction of all firms' fixed costs to exporting and alternatively, to foreign ownership. The parameter estimates suggest that such a reduction is 11 Recall that ignoring a relevant spatially lagged latent dependent variable results in omitted variables bias.
12 Recall from the appendix that the I-statistic should be smaller than 5 and the Geweke statistic
should not reject the null hypothesis.
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amplified to an overall reduction in exporting and foreign ownership costs to about 3.9
and 5.4 percent, respectively. Hence, almost three-quarters and more than four-fifths, respectively, of the overall effects accrue to spillovers among firms in a neighborhood of just 10 miles.
Fourth, higher Employment and higher Productivity increase the probability of exporting as well as the probability of foreign ownership. The positive effect of Productivity is more pronounced in the foreign ownership equation. To attract foreign capital, firms need to be more productive than for exporting. This is in line with the theoretical arguments of Helpman, Melitz, and Yeaple (2004) and with the evidence on cherrypicking of multinational firms with regard to their foreign investment decisions (see Bruce, Fontagné, Sly, and Toubal, 2014) . A higher Intangible asset ratio exhibits a positive impact on both exporting and foreign ownership.
Distance to port does not exhibit a statistically significant impact in either equation of the spatial bivariate probit. In contrast, the non-spatial model does point to a statistically significant impact of this variable. This could be due to the fact that the latter ignores the interdependence of firms' decisions about exporting and foreign ownership in the data in simple (multivariate or univariate) probit models, or to the fact that once spatial correlation and interdependence is accounted for, this variable becomes insignificant. Distance to city center is positive and statistically significant only in the foreign ownership equation. Hence, foreign firms prefer taking ownership of units which are located at some distance of the city center (where real estate prices are relatively high), while this is less the case for exporting firms. A higher Average distance to other firms in neighborhood reduces the probability of exporting and foreign ownership. Proximity to other firms exhibits a positive impact on the probability of exporting and foreign ownership which is in line with the positive estimates of the spatial autocorrelation parameter. Finally, in line with earlier aforementioned work, a greater local density of firms captured by Number of other firms in neighborhood raises the export propensity.
It also raises the propensity of being foreign owned of the average unit.
14 The Sales to profits ratio in the industry carries a positive point estimate in both equations of either model. The coefficient on the squared term of this variable is negative.
Recalling that the sales-to-profit ratio is inversely proportional to the profit markup, this
indicates that successful exporters and foreign-owned firms tend to emerge more likely in industries with a medium-high profit margin. Higher fixed costs, which are measured by Total assets smallest exporters and Total assets smallest foreign firms in the same industry, exhibit a negative impact on the probability of being an exporter and foreign owned. For both firm types, exporters and foreign-owned ones, the minimum fixed costs of the own type have a bigger negative impact on the setting up of a firm of the respective type than the minimum fixed costs of the other type. E.g., the decision to export is more negatively affected by higher minimum export fixed costs than by the corresponding fixed costs of foreign ownership. Similarly, the probability of foreign ownership is more negatively affected by higher minimum fixed costs of foreign ownership than by minimum fixed costs of exporting. This is in line with economic theory (see Markusen, 2002; Markusen and Maskus, 2002; Helpman, Melitz, and Yeaple, 2004) . Similarly consistent with the aforementioned economic theory (see Markusen, 2002; Markusen and Venables, 1998, 2000; Helpman, Melitz, and Yeaple, 2004) , the minimum necessary fixed costs of foreign ownership are higher than those of exporting (see Table 2 ).
The non-spatial model tend to obtain larger point estimates in absolute value, and the difference between the spatial and non-spatial models tends to be more pronounced in 
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In this subsection, we assess the robustness of the findings presented above along two lines. First of all, we check whether state ownership plays a role for the decision to export and for the attractiveness of firms to foreign investors. We check this by adding an indicator variable which is unity whenever a firm is partly state-owned. 13 This is important, since state-owned firms in China tend to be less productive than others (see Baltagi, Egger, and Kesina, 2014) which should reduce export market success and their attractiveness to foreign investors. On the other hand, state ownership might relax financial constraints and the need to cover fixed costs of exporting or foreign ownership which would have the opposite effect. The results in Table 4 suggest that, on net, state ownership reduces the propensity to export while it is irrelevant for foreign ownership, at least in the sample at hand. However, the other results are qualitatively insensitive to the inclusion of the binary indicator variable State-owned.
- Table 4 about hereSecond, we check the robustness of our results by changing the geographical reach of spillovers in the decisions of interest. In the previous subsection, we allowed spillovers to occur within 10 miles. There, all elements of W 0 where the distance was bigger than 10 miles were set to 0. In the robustness checks, we vary this cutoff determining the geographical reach of spillovers by considering alternative values of 12, 8, and 5 miles, respectively. Table 5 contains the results for the spatial bivariate probit model. The columns involve weights matrices that are based on positive cell entries w ij if firms i and j are closer than 12 miles (W 12 ), 8 miles (W 8 ), or 5 miles (W 5 ), respectively. As before, we ran 20,000 simulations of which 4,000 were considered as burn-ins. We kept every 10th draw to account for autocorrelation, which leaves us with 1,600 draws in each regression. Again, we relied on Raftery and Lewis' (1992) I-statistic and the p-value of Geweke's (1992) test as convergence diagnostics.
- Table 5 about here -
13
In the sample at hand, seven percent of the firms are state-owned.
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The results may be summarized as follows. First, the estimated tetrachoric correlation parameter between the exporting and foreign ownership equation is 0.595, 0.597, and 0.600 for spillovers within 12, 8, and 5 miles, respectively. These values are very close to the benchmark value of 0.596 reported in Table 3 . Second, the spatial autocorrelation parameters vary with the different thresholds. Notice, that Wmatrices with a lower threshold have more zero elements than ones based on a bigger threshold. It will generally be the case that the unnormalized weights have the prop-
w 0 12,ij . Therefore, with row sum normalization the positive individual cells of the respective normalized matrices have the property w 12,ij ≤ w 8,ij ≤ w 5,ij ≤ 1. Compared to our results using W 10 , we find that the spatial autocorrelation parameters are higher (lower) when allowing for a bigger (smaller) geographical reach of spillovers. As in Table 3 , we generally find that λ f > λ e whereby interdependence is somewhat stronger with regard to foreign ownership than with regard to exporting. Third, the other parameter estimates differ only slightly in size when changing the geographical reach of spillovers.
Conclusion
This paper focuses on the role of fixed costs for exporting and foreign ownership. The trade literature suggests that whether a firm is able to attract foreign capital and whether it may participate at the export market depends on whether the fixed costs associated with doing so are at least covered by the incremental operating profits. The majority of theoretical and empirical contributions to this literature assume that exporting and foreign ownership decisions are made independently across firms. This paper illustrates that this is not the case, but decisions are interdependent or contagious within a certain geographical neighborhood, and that they are interdependent between exporting and foreign ownership.
For estimation, the paper proposes a Bayesian model of contagion with multiple binary variables that are determined jointly by specific latent processes which depend stochastically on each other. An advantage of this estimation procedure relative to standard binary choice models is that it can handle processes with cross-sectionally dependent latent variables. An advantage relative to single-equation spatial binary choice models is that the approach can handle a process with cross-equation dependence in the stochastic terms and, eventually, even in the dependent variables.
We apply a bivariate version of this multinomial probit model to the ability to export and/or attract foreign capital in a sample of 8,968 firms in Shanghai. The results suggest that likely export success for some firms and likely success in attracting foreign investors appears to reduce the associated fixed costs with exporting or foreign ownership in other firms. Contagion in exporting and in foreign ownership within an area of 10 miles in Shanghai leads to an amplification of a reduction in direct fixed costs of firms. A negative direct shock on all firms' fixed costs by one percent reduces the overall fixed costs of becoming an exporter by about 3.9 percent and those of foreign ownership by about 5.4 percent. Hence, contagion among firms leads to economically large spillover effects which affect firms' globalization strategies. hi for the generic values h ∈ {1, 2} denote a binary variable and an underlying latent continuous variable which are determined as follows:
where x i denotes a 1 × k vector of covariates and β h is a k × 1 vector of parameters. w ij is a known, exogenous, normalized weight, 14 and λ h an unknown parameter governing together the strength of the relationship between (interdependence of) units i and j. λ h is commonly referred to as a spatial autocorrelation parameter. The errors of the two equations h ∈ {1, 2} are correlated as
where ρ denotes the tetrachoric correlation and the variances of the errors are normalized to one (see, e.g., Greene, 2003 , for a treatment of the bivariate probit model without accounting for any form of spatial correlation).
where y * h and u h are n × 1 vectors, W = (w ij ) is an n × n matrix, x is an n × k matrix, λ h is a scalar, and β h is a k × 1 vector.
14 A customary normalization in the literature on spatial models is row sum normalization whereby n j=1 wij = 1 for all units i.
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Stacking the two equations results in
Estimation procedure
Bayesian models estimate the posterior distribution of all parameters by combining prior information on the parameters with a likelihood representing the underlying model.
Here, we apply a Markov Chain Monte Carlo approach (MCMC) where each parameter is sampled sequentially from its conditional distribution.
Latent variable treatment and generic posterior distribution
Following Albert and Chib (1993), we introduce the latent variables y * h . According to Albert and Chib (1993) , who investigated a non-spatial probit model, p(β|y * ) = p(β|y * , y). The distribution of the parameters conditional on both y * and y is the same as if only y * was used. In a Bayesian framework, working with latent variables has two nice features. First, one can estimate them. Second, conditioning on the latent continuous variables yields simpler distributions.
In our model, the parameters, which we want to estimate, are summarized in θ = {y * 1 , y * 2 , β 1 , β 2 , λ 1 , λ 2 , ρ}. Applying Bayes rule and reformulating yields the following joint posterior distribution
where we assume independence of the priors. Its components are given as follows.
Likelihood
The likelihood is stated in terms of the latent variables y * h . The joint distribution of (y * 1 , y * 2 ) is given by
This yields the likelihood 
, where u, v ∈ {1, 2} represent the respective equations.
Priors
We assume independence of the priors of all parameters. Their prior distributions are assumed to be
The choice of β h and V h leads to uninformative priors for β h , reflecting a large degree of uncertainty about the prior parameters. Intuitively, in calculating the posterior distribution less weight is placed on the prior and more on the data as a consequence. For λ h and ρ we also rely on diffuse priors which are uniformly distributed over the admissible space of the parameters.
Joint posterior distribution
The joint posterior distribution is
This joint posterior distribution turns out to be intractable. Thus, we calculate the conditional distribution of each parameter conditional on the other parameters and the data, e.g. we calculate θ |θ −θ where θ θ summarizes all parameters except θ . For notational convenience, we suppress conditioning on {x, W } in the following subsections.
Conditional distribution of y * 1 and y *
2
The posterior distributions for the latent variables are calculated using the joint distribution of (y * 1 , y * 2 ). The conditional distribution of y * 1 given the other parameters is given by
The conditional distribution of y * 2 given the other parameters is given by
The two latent variables (y * 1 , y * 2 ) are truncated multivariate normal. We take draws for these (y * 1 , y * 2 ) by applying the method of Geweke (1991) . 15 When drawing the latent 15 In a spatial context, the procedure is outlined in LeSage and Pace (2009).
variables, we account for the observed binary variables y 1 and y 2 . Depending on the state of y 1 or y 2 , we take draws from a right-truncated normal (if y 1 or y 2 is 0) or from a left-truncated normal (if y 1 or y 2 are 1).
Conditional distribution of β 1 and β 2
The conditional distribution of β h for h ∈ {1, 2} given the other parameters is given by
where
and
and β h and V h are the values of the prior for h ∈ {1, 2}.
Gibbs sampling is applied to retrieve the respective posterior distributions for β 1 and β 2 .
Conditional distribution of λ 1 and λ 2
The conditional distribution of λ 1 is given by
Since this distribution takes an unknown form, we apply a Metropolis-Hastings procedure for simulating it (see LeSage and Pace, 2009 ). We draw a new value of λ 1 . Whether we accept the new draw or keep the previous one depends upon the ratio of the conditional distribution in (6) evaluated at the old value λ 1 and the new candidate λ 1 . More formally,
where ν ∼ N (0, 1) and c 1 denotes a tuning parameter. When we draw a value for λ 1 that lies within the admissible interval (−1, +1), we calculate the acceptance probability α(λ 1 , λ 1 ) = min p(λ 1 |β 1 ,β 2 ,λ 2 ,ρ,y * 1 ,y * 2 ) p(λ 1 |β 1 ,β 2 ,λ 2 ,ρ,y * 1 ,y * 2 ) , 1 . We compare α with a random variable that is U (0, 1). If α is bigger than the randomly drawn probability, we accept the new value. After each draw we calculate the acceptance rate. The tuning parameter c 1 is adjusted to ensure that an acceptance rate between 40% and 60% is achieved. If the acceptance rate of a new candidate of λ 1 is below 40%, c 1 is adjusted to c 1 = c 1 /1.1. If it is above 60%, then c 1 is adjusted to c 1 = c 1 · 1.1.
We proceed with λ 2 in a similar way. The posterior conditional distribution is given by
We apply the same Metropolis Hastings procedure as before, but now evaluate the new candidate λ 2 at (7).
Conditional distribution of ρ
The conditional distribution of ρ is given by
Here we also apply a Metropolis-Hastings approach, where we draw a new proposal candidate ρ and evaluate the conditional distribution in (8) at both the previous ρ and the new ρ .
MCMC procedure
With the conditional distributions at hand, we apply a Markov Chain Monte Carlo procedure. After choosing some starting values for the parameters, we draw each parameter from its conditional distribution. For each draw we perform the following steps:
1. Update β 1 from its conditional multivariate normal distribution: β 1 |(·).
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2. Update β 2 from its conditional multivariate normal distribution: β 2 |(·).
3. Update ρ using the Metropolis-Hastings procedure.
4. Update λ 1 using the Metropolis-Hastings procedure.
5. Update λ 2 using the Metropolis-Hastings procedure.
6. Update y * 1i from its conditional truncated normal distribution: y * 1i |(·).
7. Update y * 2i from its conditional truncated normal distribution:
where (·) represents the other parameters. These steps are repeated until convergence is achieved. Convergence is assessed by means of the Geweke (1992) test and Raftery and Lewis (1992) I-statistic.
Monte Carlo simulation study
To illustrate the performance of the multivariate (or multinomial) probit model with triangular data, we perform Monte Carlo experiments on a spatial bivariate probit model as it underlies the empirical application in this paper.
In all designs and experiments, we consider a design with two covariates
and a constant x 1i = 1. The three explanatory variables are collected in the vector
] which is the same for both latent variables, y * 1 and y * 2 . We assume that the true parameter vectors on those regressors in x i are β 1 = (1, −2, 1.25) and β 2 = (1, −1, 0.5) for the generic equations (latent outcomes) y * 1 and y * 2 , respectively. Without loss of generality, we assume that all units i are located on a circle for the present design. In particular, the spillover (or interdependence) terms y * 1 and y * 2 involve a spatial weights matrix W 0 which we assume to exhibit a 10-before-10-behind neighborhood structure. Such a neighborhood structure means that unit 1 in equation 1 depends upon an equally-weighted average of y * 1 of units 2 to 11 as well as of units n − 9 to n but it will be independent of all other units. The terms y * h will be based on the row sum 28 normalized counterpart to W 0 , W . With a 10-before-10-behind neighborhood structure, the unitary entries of W 0 are replaced by 1/20 so that each neighbor to any unit receives a weight of 0.05. The corresponding true parameters on y * 1 and y * 2 , λ 1 and λ 2 , will be specified below. Finally, the stochastic terms are generated as
with ρ reflecting the cross-equation correlation coefficient between the n × 1 vectors u 1 and u 2 .
We will consider four designs with regard to the configuration of {λ 1 , λ 2 , ρ}: {λ 1 = 0.4, λ 2 = 0.7, ρ = 0.5} (Design 1); {λ 1 = 0.2, λ 2 = 0.3, ρ = 0.5} (Design 2); {λ 1 = 0, λ 2 = 0.7, ρ = 0.5} (Design 3); {λ 1 = 0.4, λ 2 = 0.7, ρ = 0} (Design 4).
For notational convenience, we denote the vector of parameters of interest by θ = (β 1 , β 2 , λ 1 , λ 2 , ρ). The latent variables are generated according to the following reduced form:
Using these latent variables, we obtain the observable binary variables y h = 1(y * h > 0). We consider two different sample sizes of n = 1, 000, and n = 2, 000. It will become clear below why even a modest number of six configurations (two sample sizes and four designs with regard to {λ 1 , λ 2 , ρ}) as considered here is computationally enormously intensive.
Each experiment or configuration is based on 1,000 independent bivariate draws for (u 1 , u 2 ) and, hence, y * 1 and y * 2 as well as y 1 and y 2 . For each replication, we apply the MCMC procedure described in the previous section and the appendix based on 20,000 draws for the parameter values θ. Hence, with two sample sizes and four designs for {λ 1 , λ 2 , ρ}, 1,000 draws of (u 1 , u 2 ), and 20,000 MCMC draws each, there are 160,000,000 draws to be done. The convergence of the chains is assessed by the Raftery and Lewis (1992) I-statistic and the Geweke (1992) test. The I-statistic should be smaller than 5 and the Geweke statistic should not reject the null hypothesis that the posterior mean of the first 20 percent and the last 50 percent of the draws in the chain are equal. In 29 every replication, the first 4,000 MCMC draws were discarded as burn-ins. Hence, there are 128,000,000 parameter vectors estimated. Due to the presence of a high autocorrelation in the draws, we thinned the chain of draws and only kept every 10th draw. 16 After discarding the burn-ins and relying only on the thinned chain of parameters, the remaining 1,600 draws were used to calculate the posterior means of the parameters, θ, for every one of the 1,000 replications in each experiment. This yields 1,000 posterior means of the parameter vectors for each experiment. Based on those posterior means, we calculate the summary statistics presented in Tables 6-9 for Designs 1-4, respectively.
-Tables 6-9 about hereThe upper panels of Tables 6-9 contain the results for n = 1, 000 and the lower panels the results for n = 2, 000. For all parameters and designs we report the mean, standard deviation, the average bias, and the root mean squared error (RMSE). Furthermore, we report some convergence diagnostics for the individual Markov chains, where we concentrate on the I-statistic proposed by Raftery and Lewis (1992) and the p-values of the Geweke (1992) test. The Monte Carlo analysis is particularly informative with regard to the performance of the estimation procedure given 20,000 draws, 4,000 burnins, and a thinning ratio of 1/10. However, we could demonstrate that even using only half of the draws (i.e., 10,000 instead of 20,000) would obtain satisfactory results. This is assuring for the subsequent empirical analysis, where we will adopt exactly the same strategy but with a bigger sample of data.
The results in Tables 6-9 suggest that all parameters are estimated well even in modest samples of n = 1, 000 and n = 2, 000. The numbers indicate that the smallsample bias is smaller with the larger samples, as expected. But even for n = 1, 000, the average bias is in the range of less than one percent. The RMSE is only slightly larger than two percent of the true parameter value, but it drops by one-half on average when 16 For sensitivity of the analysis, and without much consequence for the results, we used 20,000 draws, the 4,000 burn-ins, and a thinning ratio of 1/10 as in the empirical application to the data on Shanghai.
We used tests to determine those numbers with the data, but we did not rely on these tests in the Monte Carlo simulations for reasons of timing. Nevertheless, the results are very good.
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doubling the sample size. What is most important to us is that the bias and precision of the spillover parameters {λ 1 , λ 2 } and the cross-equation correlation parameter ρ are as small as those of the other parameters. This makes us confident that the proposed procedure can be fruitfully adopted with multivariate spatial probit models even in moderately-sized samples. Notes: * p < 0.10, * * p < 0.05, * * * p < 0.01. Standard errors are in parentheses. Column (1) reports estimates of the bivariate probit model. Column (2) reports estimates of the spatial bivariate probit. Column (3) and column (4) report convergence diagnostics of the spatial parameter estimates: the I-statistic (Raftery and Lewis, 1992) and the p-value of the Geweke (1992) test. λe and λ f denote the parameter estimates of the spatial lags of the dependent variables, and ρ the tetrachoric correlation. We did 20,000 simulations, of which 4,000 are considered as burn-in. We additionally apply thinning and keep every 10th observation. Thus the estimates in (2)-(4) are based on 1,600 draws. Notes: * p < 0.10, * * p < 0.05, * * * p < 0.01. Standard errors are in parentheses. Column (1) reports estimates of the bivariate probit model. Column (2) reports estimates of the spatial bivariate probit. Column (3) and column (4) report convergence diagnostics of the spatial parameter estimates: the I-statistic (Raftery and Lewis, 1992 ) and the p-value of the Geweke (1992) test. λe and λ f denote the parameter estimates of the spatial lags of the dependent variables, and ρ the tetrachoric correlation. We did 20,000 simulations, of which 4,000 are considered as burn-in. We additionally apply thinning and keep every 10th observation. Thus the estimates in (2)-(4) are based on 1,600 draws. (4)- (6), and columns (7)- (9) report the results of the spatial bivariate probit model using the weight matrix W 12 , W 8 , and W 5 , respectively. Columns (1), (4), and (7) report the parameter estimates. Columns (2), (5), and (8) report the I-statistic (Raftery and Lewis, 1992) . Columns (3), (6), and (9) report the p-value of the Geweke (1992) test. λe and λ f report the parameter estimates of the spatial lags of the dependent variables, and ρ the tetrachoric correlation. We did 20,000 simulations, of which 4,000 are considered as burn-in. We additionally apply thinning and keep every 10th observation. Thus all estimates are based on 1,600 draws. The I-statistic is calculated following Raftery and Lewis (1992) . GT p-value denotes the p-value of the Geweke (1992) test. The I-statistic and the p-value of the Geweke test are convergence diagnostics of the parameter estimates. The former should be smaller than 5 and the latter should ideally be as large as possible in the interval (0.1, 1] when using customary confidence intervals. 
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Tables
