ABSTRACT This paper deals with efficient atom selection procedure in a continuous dictionary, as required for instance in a FrankWolfe approach within a BLASSO problem for the onedimensional deconvolution problem. We show that efficient maximization of a correlation between any given vector and an atom sweeping a continuous dictionary can be performed through a particular piece-wise linear approximation of dictionaries: the polar approximation. We finally identify the polar approximation as being optimal in a mean square error sense for dictionaries with raised-cosine Toeplitz kernels.
PROBLEM STATEMENT
Sparse representations in redundant dictionaries is a problem of great interest which has attracted the attention of many researchers during the last decades. Recently, this paradigm has been reformulated in a "continuous" setup, where the representation dictionary contains an infinite uncountable number of elements. In this context, the collection of atoms forming the dictionary A typically takes the form:
where a : Θ → H is some continuous bounded function, Θ an interval of R d and H some Hilbert space (with inner product ·, · and induced norm · ).
In the last years, several theoretical works showed that sparse linear combinations of continuous atoms (say y = K i=1 α i a(θ i ) with α i ∈ R and θ i ∈ Θ) can be recovered under mild conditions as the solution a convex optimization problem over the space of Radon measure:
where M(Θ) is the space of Radon measures over Θ, A : M(Θ) → H is a "dictionary-dependent" bounded
The authors thank the ANR (ANR-15-CE23-0021) for its support. 1 More specifically, the solution of (2) writes as µ = K i=1 β i δ θ i for some β i ∈ R, where δ θ i is the Dirac function with mass located in θ i . linear operator and µ TV is the so-called "Total Variation" norm, see e.g., [1] [2] [3] [4] . Problem (2) is commonly referred to as "BLASSO" and can be seen as the continuous counterpart of the well-known LASSO problem [5] .
Despite these nice theoretical results, finding the solution of BLASSO turns out to be a challenging issue since it entails the resolution of an optimization problem over the infinitedimensional set of Radon measures M(Θ). Hence, several works recently addressed the problem of designing tractable algorithms solving (2), see [2, [6] [7] [8] [9] [10] [11] . This article is part of this trend. We propose an efficient procedure to solve BLASSO for "one-dimensional (1D) deconvolution" problems (d = 1). Our procedure is based on a fast (approximated) implementation of the well-known Frank-Wolfe (FW) algorithm [12] .
PRACTICAL IMPLEMENTATIONS OF BLASSO
We first review some algorithmic solutions proposed in the literature to address the BLASSO problem (2) . We leverage these considerations to build a new fast solving methodology for BLASSO in the next section.
FW-based Implementations
Among the different works addressing the resolution of (2), quite a fair number of them were based on variations of the well-known FW iterative algorithm, see [7, 9, 10] . A common feature of all these procedures stands in the following "atom selection" step:
where r ∈ H is some iteration-dependent vector. From a practical point of view, FW-based procedures thus trade the infinite-dimensional search over the space of Radon measure against the maximization of some linear function over the dictionary A.
Although most contributions of the literature assume that "some efficient scheme to find a max exists", the search over the entire dictionary (3) may reveal to be a tedious operation since A is commonly a highly non-convex set. In this paper, we propose a solution to this issue in the case of 1D-deconvolution problems. Our approach is based on some finite-dimensional approximations of the dictionary.
Dictionary approximations
A practical way of avoiding the infinite-dimensional nature of problem (2) consists in approaching A by a set of finitedimensional approximations.
This strategy can be formalized as follows. Let Θ = ∪ L =1 Θ be a partition of the parameter space. Using definition (1), A can then be expressed as A = ∪ L =1 A where A = {a(θ) : θ ∈ Θ }. For some proper choice of Θ , all the atoms in A may be "close" to some low-dimensional subspace of H. In such a case, A can be accurately approximated as
for some v k ∈ H and C ⊆ R K . An approximation of the overall dictionary A can then be simply written aŝ
We note that (4) is tantamount to approximating the atoms of A in some linear K-dimensional subspace of H. In the sequel, we will thus refer to (4)- (5) as "piece-wise linear approximation of A". From a computational point of view, working with piecewise linear approximations may be far more efficient than exploiting the true dictionary. This idea has thus been used in several contributions, where different choices for {v}
and C were suggested. We describe hereafter the "polar" and "SVD" approximations proposed in [6, 8] .
Assume Θ is an interval of R and {Θ }
are points on a regular grid and ∆ is the space between two grid points. The "polar" decomposition presented in [6] considers the case where K = 3 and define C as
for some ω ∈ R. The vectors {v k } 3 k=1 are chosen so that
This choice entails in particular that perfect atom interpolation is achieved on the grid {θ }
. 3 The vectors v k typically differ for each subdictionaryÂ . Nevertheless, we drop this dependence in our notations to keep our exposition as simple as possible.
The "SVD" approximation presented in [8] computes {v k } K k=1 according to a different criterion. More specifically, the authors suggest to select {v k } K k=1 to minimize the "mean square approximation error (MSAE)" between the atoms in A and their projections onto V = span({v} K =1 ) (see Section 3 for more details).
We note that the authors deviate nevertheless from the goal of achieving the minimum MSAE by constraining the coefficients c k to belong to some pre-specified intervals of values. We elaborate on this topic in the next section. In particular, we emphasize that quasi-optimal MSAE can be achieved in some situations, by imposing polar constraints (6) on the coefficients c k 's.
EFFICIENT FW-IMPLEMENTATION WITH QUASI · -OPTIMAL APPROXIMATION
Dictionary approximations have been used to devise different "low-complexity" continuous sparse representation procedures in the literature. In [6] , the authors used approximate dictionaries to build a discrete surrogate of the BLASSO problem. In [8] , a modified version of orthogonal matching pursuit [13] was proposed.
In this paper, we show that fast (approximate) FW-based implementation of BLASSO can be devised by using approximated dictionaries. Our contribution is twofold. We first show that any piece-wise linear approximation enforcing polar constraints (6) allows for an efficient implementation of the atom selection step (3). Second, we emphasize that, in some particular cases, the · -optimal approximation ofÂ k in the "SVD" subspace proposed in [8] admits a polar decomposition. Overall, combining these two ingredients, we propose a fast approximate implementation of FW for BLASSO.
Atom selection with polar decomposition
We focus on the atom selection step (3) when A is approached by some piece-wise linear approximation (4)-(5). We consider the case where K = 3 and assume that polar constraints (6) are imposed on the coefficients c k . We make no assumptions on the choice of the vectors {v k } 
Moreover, if the subdictionaryÂ takes the form (4) and C is defined as in (6), the inner maximization in the right-hand side of (8) can equivalently be rewritten as
Now, (9) has a closed form expression, as shown by the following lemma:
where ρ = a √ a 2 +b 2 andη = cos(ω/2). Moreover, the unique minimizer of the problem writes arg max
Proof: Using symmetry of the optimization domain and sin(ωτ ) = − sin(−ωτ ), the problem can be rewritten as
by setting η = cos(ωτ ). The final results are direct consequences of [14, Lemma 2]. Lemma 1 thus provides an efficient procedure to solve (8) whenÂ takes the form (4) and C is defined as in (6) . We show hereafter that such approximation spaces appear as quasi-optimal in a MSAE sense for translation invariant dictionaries.
· -optimal approximation
Since (4) enforcesÂ to belong to some K-dimensional subspace of H (namely V = span({v } K k=1 )), we can raise the following questions: i) Given a K-dimensional subspace V and some atom a ∈ A , what is the "best" approximation of a in V ?
ii) How to choose some "good" K-dimensional approximation subspace for all the atoms in A ?
The answers to these questions have been known in the literature for decades. The best approximation of a in V with respect to the distance induced by · is given by the so-called "orthogonal projector":
P V (a) always exists and is unique since V is K-dimensional.
As for the second question, a common criterion to select a "good" approximation subspace is the minimization of the "average projection error", that is
It can be seen [15] , that the solution of this problem only depends on the kernel function specifying the inner product between two atoms of A :
More specifically, the following result shows that an orthogonal basis of V K opt can be found as the solution of an eigenvalue problem:
where L 2 (Θ ) is the set of square-integrable functions on Θ . Let σ
be the K largest eigenvalues of R and {u k } K k=1
the associated orthonormal eigenfunctions. Then,
is an orthogonal basis of V K opt . Moreover, we have ∀θ ∈ Θ :
Raised-cosine kernels
In [8] , the authors suggested to choose the "SVD" approximation vectors {v k } 3 k=1 as in (15) . Their dictionary approximation does however not attain the · -optimal error because the decomposition coefficients of each atom a(θ) (in the definition of C) is not constrained to be equal to c k = σ 2 k u k (θ), as in (16). This choice is probably due to the fact that u k (θ) is typically a complicated function of θ.
In this section we emphasize that the decomposition coefficients of a(θ) (in some particular basis of V 3 opt ) may nevertheless have a desirable form in some cases. Our starting point is the following observation: for many standard 1D-deconvolution problems, kernel κ(θ, θ ) can be accurately approximated as
for some a ∈ R, b ∈ R and ω ∈ R + . Indeed, for 1D-deconvolution problems the dictionary is translation invariant, so κ is a Toeplitz kernel: we have κ(θ, θ ) = κ(θ − θ ) where κ is the autocorrelation of any atom. For standard atoms, κ has a smooth symmetric bell shape, and can be accurately approximated by a raised-cosine, see Table 1 .
The next theorem shows that any dictionary A whose kernel satisfies (17), admits a "polar" decomposition for the projection operator onto V Lemma 2. Assume the kernel function κ(θ, θ ) associated to A verifies (17). Then, there exists {v i ∈ H}
Proof : Using (16), it is sufficient to show that the first three eigenfunctions of R (defined in (14) ) can be written as linear combinations of cos(ωθ), sin(ωθ) and the constant function over Θ , say 1 Θ (θ). Now, using a simple trigonometric identity, we obtain κ(θ, θ ) = a + b cos(ωθ) cos(ωθ ) + b sin(ωθ) sin(ωθ ), and therefore span(R) = span(1 Θ (θ), cos(ωθ), sin(ωθ)). Finally, since the first three eigenfunctions of R must belong to span(R), we obtain the result.
Eigenvalues and eigenfunctions of κ(θ, θ ) can be derived in closed form, but, for the sake of conciseness, we restrict ourselves to the result stated in Lemma 2. We note however that the vectors {v k } 3 k=1 can be readily evaluated from the knowledge of a, b and ω.
We conclude this section by identifying a basis {v k } 3 k=1
such that the piece-wise linear approximation (4) obeyŝ
when C is defined as in (6) . This result is a direct consequence of Lemma 2, it is stated in the following Theorem 2.
Assume the kernel function κ(θ, θ ) associated to A verifies (17) and let {v i ∈ H} 3 i=1 be the vectors defined in Lemma 2. If
then approximation (4) with C defined as in (6) obeys (19).
The combination of Lemma 1 + Theorem 2 leads to a fast implementation of atom selection step (3) with (quasi) · -optimal piece-wise linear dictionary approximation.
NUMERICAL EXPERIMENTS
We explore hereafter the generality and accuracy of the (quasi) · -optimal approximation in the case of translation invariant dictionaries. We have already noticed that in such case κ is a Toeplitz kernel defined by autocorrelation κ of any atom. For sufficiently smooth atoms (see below the discussion on the Laplacian atom), κ has a smooth symmetric bell shape near zero. A raised-cosine approximation of such a bell shaped function is built by matching κ at points {0, ∆/2, ∆}, and closed form expressions can be derived for a, b and ω in terms of κ(0), κ(∆/2) and κ(∆).
The accuracy of such an approximation is measured in Table 1 using a P SN R metric: where M SE is the mean squared error between κ and its raised-cosine approximation. For the Gaussian atom, the approximation is already excellent at σ = 1. For the Laplacian atom, a raised-cosine approximation for κ is also available, although it has a derivative singularity at zero. The approximation of the Laplacian is less accurate than that of the Gaussian, but is already very good for σ = 2.
Therefore, for large enough σ, or, equivalently, small enough ∆, (17) holds for Gaussian and Laplacian atoms. In such context, one may consider dictionary approximations (4) with v k defined by (20) and C defined as in (6) .
We next assess the ability of such approximations to achieve accurate atom selection. We study the basic problem of estimating the true location θ of the atom as followŝ θ = arg max Table 2 shows that the approximation recovers the true location of the atom with very good accuracy (less than 0.004 the width of the approximation cell), improving with increasing smoothness of the atom.
CONCLUSION
This paper deals with efficient atom selection procedure in a translation invariant continuous dictionary, as required in a Frank-Wolfe approach within a BLASSO problem for 1D-deconvolution. The main results are Lemma 1 and Theorem 2 whose combination leads to a fast implementation of atom selection step (3) with (quasi) · -optimal piece-wise linear dictionary approximation. Such approximations are shown to be accurate for typical Gaussian and Laplacian atoms, even if the latter has a singularity at zero on its derivative.
