Abstract
INTRODUCTION
Invariants have been explored in varieties and applied for object recognition [5] [6] [7] [10] . In practice, there exists uncertainty in the extracted invariants because of noise disturbances in the data acquisition. At all events the models described by invariants can be easily distinguished from each other, the Euclidean distance is usually used as a measure in comparison for recognition [5] . However, if some of the registered models are close together in terms of invariants, the results of classification by the measure of the Euclidean distance might become unreliable. Although topics on uncertainty in parameter estimation have attracted attention from researchers [1] [2] [4] [8] , realization of an optimal recognition system still depends on the objective of its applications.
One of the applications of machine vision is the task of classifying man-made mechanical elements, in which case such man-made elements can be described with quadric and planar primitives. Usually the scene is segmented into a set of surface patches and the input of the recognition system is a region-based data set [1] [3] . Since all objects share the same geometric description from a planar patch, even small differences among the geometric invariants of quadric patches might become dominant for the recognition. Moreover, retrieval of pose information is usually simultaneously required in the machine vision tasks.
Concerning the above applications of the underwater robot 3-D vision system [13] , in this paper, the uncertainty of invariants extracted from a set of noisy 3-D data points of a quadric surface patch is studied in a statistical framework. A statistical model to describe the uncertainty of the estimated invariants is formulated. Based on this model, an optimal Bayesian-ruled classification system has been developed to classify quadric surface patches. In this work, it is assumed that objects have been described with quadric primitives. The input consists of 3-D noisy surface points from one of those surface patches, i.e., it is a region-based data set.
Quadric and polynomial representation have been studied and applied for surface description and object recognition [3] [6] [9] . In case of a surface, expressed as an implicit quadric form
is a surface point, the geometric invariants can be unified as the three eigenvalues of A , which geometric interpretation is explicit. In this paper, a feature descriptor of a quadric surface will be represented by the vector of these three eigenvalues.
At the first step (see Fig. 1 ) , a normalization process is addressed for surface fitting, by which the estimates of the surface parameters in world coordinates can be transformed into the estimate of a standard form which is defined in model coordinates, combined with the retrieval of Fig. 1 A block diagram of the implementation of the region-based recognition system the Euclidean transformation parameters. The approach of invariants extraction by normalization for surface fitting is discussed in Section 2.
The statistical characteristics of invariants, extracted from a quadric surface patch, are studied in Section 3. Based on a statistical model, describing the perturbances in the estimates of the invariants by a normally distributed pdf, an optimal region-based recognition system using a Bayesian-decision rule is implemented. The functional description of such a recognition system is illustrated in Fig.1 . Experimental results with synthetic data are shown in Section 4. Finally, some remarkable elements and conclusions are summarized in Section 5.
INVARIANTS EXTRACTION BY NOR-MALIZATION IN SURFACE FITTING
To describe the geometric invariants of a quadric surface patch, the quadric is represented in model coordinates, using the standard form, by
with s A a diagonal matrix. The invariants to be extracted are just the diagonal elements of s A .
Given a set of 3-D points measured from an arbitrary posed surface patch in world coordinates, firstly the surface fitting is carried out. By applying coordinate transformations, the fitted quadric surface patch is expressed in standard form (1) . After this so-called normalization process, the invariants are computed from the standard form as an estimate and put in a feature vector
Extraction of Invariants by normalization
A quadric surface observed in world coordinates is expressed in general form by 0
The normalization is implemented with two steps as below. By applying the coordinate translation
The surface is described in the coordinates of x′ as
′ is used to diagonalize the matrix A of (4), which result can be used to compute eigenvalues.
Substituting the expression for ' x in (4), dividing (4) by ' k and substituting t of (5) into the resulting expression, the diagonal matrix s A in the standard form of (1) is de-
In the normalization process, the translation t and the rotation R are also estimated.
Applying gradient weighted least-square fitting as MLE solution
The gradient weighted least-squares fitting [12] is applied to obtain the estimates of the parameters of A and v in world coordinates. This method will be reformulated in terms of maximum likelihood estimation (MLE). The advantage in using MLE solution is two-fold:
(1) The solution of a MLE in one parameter space can be obtained with the MLE in another parameter space by parameter transformation, assuming the transformation is a one-to-one map [14] . Therefore, among different coordinates, the estimates Â and v of A and v , obtained from surface fitting, can be transformed by their dependency on the pose transformation. Therefore the estimate of invariants by (7) is an MLE solution and independent of the measuring coordinates, also the estimate of translation and rotation are MLE. (2) x and the true parameter 0 θ yields the first order approximation described by ∆ of x with respect to its original 0
x , the cost function of (8) The method of "bias-corrected" estimation [8] [12], combined with estimation of 2 σ , was improved and subsequently applied, by which reliable "bias-corrected" results were obtained.
INVARIANTS ESTIMATION WITH A STATISTICAL MODEL
In this section the uncertainty in the invariants is discussed within a statistical perturbation framework. The following analysis gives rise to a statistical description of the estimated invariants by a normally distributed probability density function resulting in a formulation for the computation of the covariance matrix.
Perturbation of the invariants in measurement
Given the estimates of the surface parameters Â and v in measuring coordinates, according to the normalization process, the estimate of the invariants is extracted by computing the eigenvalues of the matrix
The above expression is obtained from (7) ′ is obtained by (9) , while the Â and v are estimated in measuring coordinates.
Next, we will discuss the first and second order moments of λ , which will be based on the statistical model stating the normal distribution of λ . Especially, the computation of the covariance matrix of the feature vector, defined as
, is formulated. 
Formulating the covariance matrix
Combining (10) and (11), the covariance matrix q Q of q can be directly obtained as the upper left 3×3 sub-matrix of the 9×9 matrix θ Q , which is formulated in model coordinates. Since the transformation between the world coordinates and the model coordinates is simultaneously estimated through normalization in surface fitting, the input points can be transformed into model coordinates with the estimates of R and t to compute θ Q with (12) . Therefore, q Q is adaptively computable. The variance 2 σ of noise the is, as already indicated in section 2, estimated in surface fitting [12] . Fig.2 The region-based input from a quadric patch
Based on the analysis above, a recognition system that uses the invariants as input for classification of quadric surface patches can be implemented in the sense of Bayesian classification. The recognition system consists of the following steps: 1. Carry out surface fitting with region-based input in world coordinates. 2. Extract eigenvalues by normalization, incorporating estimates of rotation and translation. 3. Compute the covariance matrix q Q for all surface models with the current input simultaneously. 4. Apply the Bayesian rule to classify the input surface patches.
The experiments on the recognition system are illustrated in the next section.
EXPERIMENTAL RESULTS
The input of our recognition system consists of a set of 3-D points generated from a synthetic quadric. The data-points were sampled within a 2×2cm 2 window at the sampling distance of 0.1cm. The sampled surface patch is shown in fig. 2 
Bayesian classification
The input is generated using one of the modeled surfaces with added noise. The estimate of the feature vector is denoted by s . Because s is normally-distributed, assuming the a priori probability of the models and the risks be equal, then the Bayesian-decision criteria can be stated as:
Classify s as i m , when it satisfies the condition ( (14) For the conditions which hold in our experiments, the Bayesian classifier yields the same results as the Mahalonobis distance classifier. In the following paragraphs, their difference was ignored. The experiment consists of 60 trials. Table 1 shows the classification results for two instances. For a comparison, Mahalanobis distance and Euclidean distance are both listed. The total results are listed in Table 2 . The experimental results clearly demonstrates, what was already intuitively expected, that the Euclidean-distance based classification is unreliable and might be entirely corrupted in the cases that models are close together, such as is the case in the scenario involved in the experiment. However, according to the statistical model we proposed, the classification based on the Mahalonobis distance yields highly reliable results. 
