There are several kinds of universal Taylor series. In one such kind the universal approximation is required at every boundary point of the domain of definition Ω of the universal function f . In another kind the universal approximation is not required at any point of ∂Ω but in this case the universal function f can be taken smooth on Ω and, moreover, it can be approximated by it's Taylor partial sums on every compact subset of Ω. Similar generic phenomena hold when the partial sums of the Taylor expansion of the universal function are replaced by some Padé approximants of it.
Introduction
Universality is a generic phenomenon of chaotic behavior of approximation [2] . One can say that a universal series of functions is a series of functions that are so extremely divergent that subsequences of them approximate lots of different functions on some sets.
A basic example of this phenomenon is the case of universal Taylor series, where the partial sums of the Taylor expansion of a holomorphic function f approximate many functions on some compact sets outside the domain of definition Ω of f , with respect to the Euclidean distance. The history started with Fekete [15] before 1914, who introduced the first universal Taylor series on the real line. In the early 70' s Luh [9] and independently Chui and Parnes [3] proved the existence of a Taylor series around zero with radius of convergence equal to 1 whose partial sums approximate uniformly any polynomial function on any compact set K ⊂ C | D = {z ∈ C | |z| > 1} with connected complement. In [11] , Nestoridis showed that there exists a universal Taylor series around zero with radius of convergence equal to 1, where the approximation we described above is valid also on compact sets K that can touch the boundary ∂D = {z ∈ C | |z| = 1}. Moreover, he proved in [12] that generically every function f ∈ H(Ω), where Ω is a simply connected domain, has universal Taylor series with respect to any center ζ ∈ Ω.
These series have universal approximating properties on every compact set K in C Ω with connected complement.
It is also proved in [7] that there exists a function f ∈ H(Ω) with the above properties which is also smooth on ∂Ω, provided that the compact sets K in C Ω where the universal approximation takes place do not touch the boundary.
Recently, the partial sums of the Taylor expansion of a function, which are polynomials, have been replaced by a set of Padé approximants of f , which are rational functions. Therefore, they can take the value ∞ as well. In accordance with universal Taylor series, several results were proved in this new direction( [4] , [5] , [13] , [14] ). In these new results it is shown that the Padé approximants can approximate any rational function uniformly with respect to the chordal metric on any compact set contained in C Ω [14] , or in C Ω [13] . Moreover, it was proved in [6] that generically every function f ∈ H(Ω) can be approximated on any compact set in Ω by it's Padé approximants with respect to the Euclidean metric this time.
Thus, the above results assure us that generically, every function in H(Ω) can be approximated by some of it's Padé approximants and, simultaneously, the same Padé approximants realize universal Padé approximation of any rational function outside of
Ω.
The question that naturally arises is what can be achieved on the boundary of Ω.
In [13] , the universal approximation was extended to any compact subset of ∂Ω while in [14] the approximation of f by its Padé approximants is valid not only on Ω but on ∂Ω as well.
In the present paper we show that ∂Ω can be splitted in two disjoint parts S and T , which must satisfy some conditions, so that the approximation towards f is valid on compact subsets of Ω ∪ S and the universal approximation of any rational function is valid on compact subsets of (C Ω) ∪ T . Our result is a general one and yields as corollaries all previous results. It is also generic in a closed subspace of T ∞ (Ω, (L n ) n∈N ) where L n , n = 1, 2, . . . are compact subsets of Ω with some specific properties and T ∞ (Ω, (L n ) n∈N ) is the set of all functions f ∈ H(Ω) where f (ℓ) | (Ln∩Ω) is uniformly continuous for every ℓ ∈ N 0 , n ∈ N. The topology we consider on T ∞ (Ω, (L n ) n∈N ) is endowed by the seminorms { sup
The closed subspace of
where our result is generic, con-
Furthermore, we consider compact sets
for all m, n ∈ N and we obtain universal Padé approximation on K m , m = 1, 2, . . .
with respect to the chordal metric. For special choices of the sequences (L n ) n∈N and (K m ) m∈N we cover all previously obtained generic results.
Finally, in the last section of the present paper we show that if the boundary ∂Ω of an open set Ω ⊆ C contains two parts S, T with S ∩ T = ∅, then there always exists a function f ∈ H(Ω) such that some Padé approximants of f approximate any rational function on the compact subsets of (C Ω) ∪ T and simultaneously approximate f on the compact subsets of Ω ∪ S, where f is smooth.
Preliminaries
If we consider the one-point compactification C ∪ {∞} = C of C, then a well known metric is the chordal metric χ on C ∪ {∞}, where
and χ(a, ∞) = 1 1 + |a| 2 for a ∈ C, and χ(∞, ∞) = 0; Proposition 2.1. Let K ⊂ C be a compact set and q = A B a rational function, where the polynomials A, B do not have a common zero in C. Then there is a sequence q j = A j B j , j = 1, 2, . . . where the polynomials A j and B j have coefficients in Q+iQ and do not have any common zero in C for all j, such that sup
The above proposition is well known. See [13] .
Let ζ ∈ C be fixed and
n be a formal power series (a n = a n (f, ζ)). This power series is often the Taylor development of a holomorphic function f in a neighborhood of ζ. Let p and q be two non negative integers. The Padé approximant [f ; p/q] ζ (z) is defined to be a rational function φ regular at ζ whose Taylor development with center ζ,
satisfies b n = a n for all 0 ≤ n ≤ p + q and φ(z) = A(z)/B(z), where the polynomials A and B satisfy deg A ≤ p, deg B ≤ q and B(ζ) = 0.
It is not always true that such a rational function φ exists. And if it exists it is not always unique. For q = 0, we always have such a unique φ which is
For q ≥ 1 the necessary and sufficient condition for existence and uniqueness is that the following q × q Hankel determinant is non-zero ([1])
where a i = 0 for i < 0. If this is satisfied we write f ∈ D p,q (ζ). For f ∈ D p,q (ζ) the
is given by the following Jacobi formula
with (see [1] )
If A(f, ζ)(z) and B(f, ζ)(z) are given by the previous Jacobi formula and do not have a common zero in a set K we write f ∈ E p,q,ζ (K). Equivalently
for all z ∈ K. For K compact this is equivalent to the existence of a δ > 0 such that
for all z ∈ K. We will also use the following ( 
In all these cases φ coincides with its corresponding Padé approximant, that is,
We shall also make use of Lemma 1 from [10] which states the following. Moreover, a slight modification at the proof of the above proposition that appears in [10] gives the following result. 
, where the interior is taken with respect to the relative topology of Ω.
Proposition 2.7.
If Ω ⊆ C is locally compact then there exists an exhausting sequence of compact sets in Ω.
Proof. Let B be a countable basis for Ω and consider V = {B ∈ B | B is compact}.
Then V is a basis since for any open U and x ∈ U we choose a compact neighborhood N of x inside U and because B is a basis there exists B ∈ B such that x ∈ B ⊂ N ; this implies B ⊂ N which yields that B is compact and we found a B ∈ V such that
Therefore, we may assume that we have a countable basis V = {V n | n ∈ N} where V n is compact for every n ∈ N. We define now the exhausting sequence of compact sets as follows.
We put
Denoting D 1 the right hand side of the inclusion above, we put
This set is compact as a finite union of compacts.
3 . Continuing this process we construct the sequence (L n ) n∈N which clearly covers Ω and for every n ∈ N it holds L n ⊂ L 0 n+1 .
Proposition 2.8. Let Ω be an open set and K ⊆ C a compact subset of Ω. Then there exists a compact subset K ′ of Ω such that
Proof. It is enough to show that if (L n ) n∈I , I ⊆ N are the bounded connected compo-
One can see that for every n ∈ N, ∂L n ⊂ K. This fact together with the fact that K is bounded, yields that the union n∈I L n must also be bounded. Therefore, it is
it is also true that (x n ) n∈N does not have a whole subsequence inside one L N , N ∈ I.
But this means dist(x, ∂L mn ) → 0 as n → +∞. One can prove the above fact by observing that if λ ∈ L N for some N ∈ N then there exist λ ′ ∈ ∂L N with |λ ′ − x| ≤ |λ − x|, because the line segment [λ, x] is a connected set and therefore the equality
Now, the fact that dist(x, ∂L wn ) → 0, as n → +∞ combined with ∂L mn ⊂ K yields dist(x, K) = 0, which is a contradiction since K is closed and x / ∈ K.
Corollary 2.9. Let Ω be an open set and (L n ) n∈N be an increasing sequence of compact sets in Ω such that
(ii) For every compact set
One can check that the sequence (L ′ n ) n∈N satisfy the conditions we want.
Main Results
Let Ω be an open set, Ω ⊆ C and L n , n ∈ N, be an increasing sequence of compact subsets of Ω. For this sequence we also assume firstly that for every n ∈ N it holds
a connected component of {∞} ∪ (C Ω) and finally that every compact set J inside
of Ω is contained in some L m , for a natural number m.
is uniformly continuous and therefore it extends continuously on (
We endow this space with the seminorms sup
becomes a Frechet space, containing the rational functions with poles off the union Based on the above facts we are now ready for our first theorem.
such that p n → +∞ and q n → +∞ and let Ω ⊆ C be an open set. Let also K ⊆ C be a compact set such that K ∩ L n = ∅ for every n ∈ N and let m ∈ N be a fixed natural number.
Then there exists f ∈ Y ∞ (Ω) such that: for every rational function h there exists a sequence (p n , q n ) ∈ F (n = 1, 2, . . .) with the following properties:
(ii) For every ℓ ∈ N, sup
The set of such functions f ∈ Y ∞ (Ω) is dense and
Proof. Let (f j ) j∈N be an enumeration of the rational functions having coefficients of the numerator and denominator from Q + iQ.
We denote U K (m) the set of all functions in Y ∞ (Ω) that satisfy the properties (i),
(ii) and (iii).
We will prove that
For j, s ∈ N and (p, q) ∈ F we define:
and,
and sup
Proposition 2.1 and the definition of Y ∞ (Ω) easily implies that
To prove that U K (m) is a G δ -dense in the Y ∞ (Ω)-topology, it is enough to prove that for every j, s = 1, 2, . . . and (p, q) ∈ F the sets E(j, p, q, s),
and that for every j and s from N * , the set
For, let j, s ∈ N and (p, q) ∈ F .
We first prove that the set
and let g ∈ Y ∞ (Ω) be such that sup
The number a > 0 will be determined later on. It is enough to prove that if a is small enough then g ∈ E(j, p, q, s).
thus, there exists δ > 0 such that the absolute values of the corresponding Hankel
and because L m is compact.
From relation (1) we can control the first p + q + 1 Taylor coefficients of g and by making a > 0 small enough one can get the Hankel determinants that define D p,q (ζ)
to have absolute value at least δ/2 > 0.
Therefore, g will belong to D p,q (ζ) for every ζ ∈ L m . Now we consider the Padé approximants of f, g according to the Jacobi formula (see preliminaries)
because of the Jacobi formula. So, there is a δ ′ > 0 such that:
Now again from the Jacobi formula, if a is small enough, one gets:
This yields that g ∈ E p,q,ζ (K) for every ζ ∈ L m . For the rest it is enough to show that if a is small enough then sup
By taking a small as before we have
It follows that
for all ζ ∈ L m and z ∈ K, which easily yields the result, because the last expression can become as small as we want to, uniformly for all ζ ∈ L m , z ∈ K. Thus, we proved
, where a > 0 will be determined later on.
In the same way as before one deduces that by making "a" small enough it follows
Therefore, B(f, ζ)(z) = 0, where B is given by the Jacobi formula.
So there is a δ ′′ > 0 such that δ ′′ < 1 and
By making "a" small enough, by continuity one can get
For ℓ ∈ {0, 1, . . . , s} it holds
The first term obviously get small as "a" gets small. Since the second term is fixed and less than 1/s we must control only the last term.
But the Jacobi denominators of f ; p/q Thus, the last term can get as small as we want for all ℓ = 0, 1, . . . , s, if a is small enough. We are done.
Finally, we prove that for all j, s ∈ N the set
Let g be a function inside Y ∞ (Ω), ε > 0 and r, N ∈ N. Because of the definition of Y ∞ (Ω) we can assume without loss of generality that g is a rational function with poles off Ω, as we want to approximate g on L r and every connected component of
To prove what we want to, we have to find a function f ∈ Y ∞ (Ω) and a pair
Without loss of generality we may assume that r > m or equivalently
Now, let µ be the sum of the principal parts of the poles of the rational function approximates the function (g(z)) (ℓ) uniformly on L ′ r , with respect to the euclidean metric. Obviously, we can assume that the greatest common divisor of A(z) and B(z) is equal to one.
From our assumption on F , there exists a pair (p, q) ∈ F such that p > deg A, deg B and q > deg B. We consider the function
where and also
. In particular the above holds for all ζ ∈ L ′ m , because B(ζ) = 0 for all ζ ∈ L ′ r . We distinguish the case B(z) = 0 for all z ∈ n L n and the case where B has zeros in n∈N L n L r . First assume that B(z) = 0 for all z ∈ n L n . In this case we set
+ dz T , and by selecting d with |d| small enough, we are done.
In the second case, since every component of C L r contains a point from C Ω,
there exists a rational function that belongs to Y ∞ (Ω), call it f , such that every finite set of derivatives f (ℓ) are close to
uniformly on L r . This follows immediately from Runge's and Weierstrass Theorems and also from the fact that B has finitely many roots outside L r and thus in a positive distance from L r .
It is easy to see that f fulfills all requirements in the same way as A(z) + dz T B(z) B(z) does except from the fact that maybe [f ; p/q] ζ (z) = f (z).
But the following is true:
Now, as p, q are fixed and we can control any finite set of derivatives of f , we can also control any finite set of Taylor coefficients of f . Thus, we can make the first and the last term of the right-hand side expression in ( * ) as small as we want and we are done.
This completes the proof of the Theorem. Now, if we define as above U K (m) the set of all the functions that satisfy the requirements of Theorem 3.1 we have shown that for every m ∈ N and Theorem 3.2. Let F ⊂ N × N be a set that contains a sequence ( p n , q n ) ∈ F such that p n → +∞, q n → +∞ and let Ω ⊆ C be an open set. Then there exists a function f ∈ Y ∞ (Ω) such that for every rational function h and K s member of the sequence (K r ) r∈N there exists a sequence (p n , q n ) ∈ F , n = 1, 2, . . . with the following properties:
For every m ∈ N there exists n(m) ∈ N such that
The set of such functions f ∈ Y ∞ (Ω) is dense and G δ in Y ∞ (Ω).
Further, if we start with an open set Ω such that {∞} ∪ (C Ω) is connected then
we can get the following result.
Theorem 3.3.
Let Ω be an open set such that {∞} ∪ (C Ω) is connected and let F be a subset of N × N that contains a sequence ( p n , q n ), n = 1, 2, . . . with p n → +∞.
Let also K ⊆ C be a compact set such that K ∩ L n = ∅ for every n ∈ N and let also m ∈ N be a fixed natural number.
Then there exists a function f ∈ Y ∞ (Ω) such that for every polynomial p there exists a sequence (p n , q n ) ∈ F (n = 1, 2, . . .) with the following properties:
Proof. First we enumerate the polynomials with coefficients from Q + iQ, (ρ j ), j = 1, 2, . . . and we call V K (m) the set of the functions that satisfy the prerequisites of the Theorem 3.3. Now, we set for j, s ∈ N and (p, q) ∈ F,
Then the definition of V K (m) yields that
Then, we prove that
which is what we want to.
For, we prove that for every i, s = 1, 2, . . . and (p, q) ∈ F the sets E(j, p, q, s),
and that for every j, s = 1, 2 the set
The proof that E(j, p, q, s) and
is the same as in the corresponding of Theorem 3.1 and therefore is omitted.
To prove the density result let i, s = 1, 2, . . . .
We will show that
For, let g be a rational function with poles off Ω, ε > 0, N ∈ N and L r be a member of the sequence of compacts (
is an increasing sequence of compact sets we may assume that L r ⊃ L m and because of the fact that {∞} ∪ (C Ω) is connected and Runge's Theorem we may also assume that q is a polynomial.
Now to prove what we want to, we need to find a function f ∈ Y ∞ (Ω) and a pair
(ii) sup 
, where (K ℓ ) ℓ∈N is a set of compact sets in C with connected complement such that K ℓ ∩ L n = ∅ for every ℓ, n ∈ N we get the following result. such that for every polynomial function p and K s member of the sequence (K ℓ ) ℓ∈N that we defined above, there exist a sequence (p n , q n ) ∈ F , n = 1, 2, . . . with the following properties: For every m ∈ N, there exists n(m) ∈ N such that:
Remark 3.5. One can check that in the case where Ω is a simply connected domain and L n ∩ ∂Ω = ∅, for every n ∈ N, the proofs of Theorem 3.3, 3.4 can be easily modified to show that the results under this new hypothesis remain true.
Applications
We consider now different cases for the sequences (L n ) n∈N and (K r ) r∈N and we discuss what old or new results one can get from the theorems of Section 3 under these hypothesis.
4.1.
Consider first the case where (L n ) n∈N is an exhausting sequence of compact sets
in Ω, where Ω ⊆ C is an open set and K = ∅.
Such a sequence (L n ) n∈N exists because of the fact that Ω is an open set and of Proposition 2.7. Moreover, such a sequence can be easily modified as in Corollary 2.9 to give also an exhausting sequence of compact sets in Ω and to fulfill also the conditions to define the space 
is a subset of (N × N that contains a sequence ( p n , q n ), n = 1, 2, . . . where p n → +∞, q n → +∞.
4.2.
We consider now the case where (L n ) n∈N is an exhausting sequence of compact sets in Ω, where Ω ⊆ C is an open set, and 
4.3.
We consider now the case where Ω ⊆ C is a simply connected domain with a locally finite number of components, (L n ) n∈N is an exhausting family of compact sets
in Ω (Proposition 2.7) and (K r ) r∈N is a sequence of compact sets in C Ω with con- Now, it is easy to see that (L n ) n∈N is an increasing sequence of compact subsets
of Ω such that it holds (L n ∩ Ω) = L n , for every n ∈ N and for every compact set
For the last condition, let n ∈ N. We will show that every connected component of {∞} ∪ (C L n ) contains
In the former case the component C obviously contains a point from {∞} ∪ (C Ω) and in the latter case C must contain the whole connected set {∞} ∪ (C D(0, n)) which means that {∞} ∈ C which is also a point from {∞} ∪ (C Ω). Therefore, the space One can notice that also in this case the universal approximation is not valid on ∂Ω.
bf 4.6. Now, we will present an example where on a part of the boundary ∂Ω the universal Padé approximation will be valid and on another part it will be not.
Let Ω = D = {z ∈ C | |z| < 1}, and for every n ∈ N we set
We also consider (K r ) r = 1, . . . a sequence of compact subsets of C D as in Proposition 2.4, and
It is easy to check that with this choice of (L n ) n∈N the space
is well defined and that for this space Theorem 3.4 yields the following theorem.
Theorem 4.1. Let F be a subset of N × N such that F ⊃ {( p n , q n ), n ∈ N with p n → +∞} and let (L n ) n∈N and (K r ) r∈N be defined as above. Then, there exist a function f ∈ H(D) such that for every polynomial p and r ∈ N there exists a sequence (p n , q n ) ∈ F , n = 1, 2, . . . such that for every member of the sequence (L n ) n∈N , L N there exists a natural number m = m(N ) ∈ N such that:
One can see that Theorem 4.1 in case F = {(n, 0) | n ∈ N} coincides with Theorem Proof. Based on Theorem 3.2, it is enough to find two sequences (L n ) n∈N , (K r ) r∈N of compact sets in Ω and in C Ω, respectively, such that: Firstly, for every r, n ∈ N it holds K r ∩ L n = ∅, secondly (L n ) n∈N fulfills the prerequisites to define the space
and finally for any choice of compact subsets J 1 ⊂ Ω ∪ S,
Because S, T are closed, and therefore locally compact subsets of ∂Ω, from Proposition 2.7 there exists an exhausting sequence of compact sets in S, call it (L ′ n ) n∈N and an exhausting sequence of compact sets in T , call it (K ′ r ) r∈N . Now, as S ∩ T = ∅, for every n ∈ N there exists a positive number a n > 0, such that 2a
r∈N be two exhausting sequences of compact sets in Ω and C Ω respectively; the existence of them is established from the fact that they are open subsets of C combined with Proposition 2.7. Now, we set for every n ∈ N,
and for every r ∈ N,
We first prove that for every r, n ∈ N,
Then obviously z ∈ ∂Ω and as L ′′ n ⊂ Ω and K ′′ r ⊂ C Ω we get that there exist N ∈ {1, 2, . . . , n} and R ∈ {1, 2, . . . , r} such that
which gives |ℓ N − k R | ≤ a R + a N and therefore |ℓ N − k R | < 2 max(a R , a N ).
Without loss of generality, we may assume a N > a R and therefore that it holds |ℓ N − k R | ≤ 2a N . The above relation yields dist(L ′ N , T ) ≤ dist(L ′ N , K ′ R ) ≤ 2a N , which is a contradiction. Therefore, indeed for every n, r ∈ N, L n ∩ K r = ∅. Now, it is easy to see that (L n ) n∈N is an increasing sequence of compact subsets of Ω, that for every n ∈ N it holds (L n ∩ Ω) = L n , and that for every compact subset of Ω, J ⊂ Ω, there exists N ∈ N such that J ⊂ L ′′ N ⊂ L N . These three facts and Corollary 2.9 show that (L n ) n∈N can be modified such that for every n ∈ N every connected component of {∞} ∪ (C L n ) will contain a point from {∞} ∪ (C Ω), leaving however, for every n ∈ N the set L n ∩ ∂Ω unchanged.
One can check that the new sequence (L n ) n∈N fulfills all the prerequisites to define the space T ∞ (Ω) = T ∞ (Ω, (L n ) n∈N ) and that it remains true that L n ∩ K r = ∅, for every r, n ∈ N. The former is immediate. For the latter; let r, n ∈ N. Then, as L n ⊂ Ω, K r ⊂ C Ω it must also be true that L n ∩ K r ⊂ ∂Ω and therefore L n ∩ K r = (L n ∩∂Ω)∩(K r ∩∂Ω). The last equation together with the fact that (L n ∩∂Ω) remained unchanged through the modification yields that indeed the intersection L n ∩ K r also remains equal to the empty set. Finally, we have to show that for any choice of compact subsets J 1 ⊂ Ω ∪ S and J 2 ⊂ (C Ω) ∪ T , there exist R, N ∈ N such that J 1 ⊂ L N , J 2 ⊂ K R . As the new sequence (L n ) n∈N contains the old one, we may use for (L n ) n∈N the one we defined at ( * ). Now, because of the symmetry of the definitions ( * ), it is enough to prove that for every compact set J 1 ⊂ Ω ∪ S, one can find N ∈ N such that J 1 ⊂ L N . Indeed, let J 1 be a compact subset of Ω ∪ S. One can see that because J 1 ∩ S is a compact subset of ∂Ω and (L ′ n ) n∈N is an exhausting sequence of compact sets in ∂Ω, there exists n 1 ∈ N such that J 1 ∩ S ⊂ L n 1 . (Proposition 2.6). Now, we claim that there exists M ∈ N such that J 1 ∩ {z ∈ Ω | dist(z, ∂Ω) < 1/M } ⊆ {z ∈ Ω | dist(z, L ′ n 1 ) ≤ a n 1 }.
Indeed, if not there exists a sequence (x n ) n∈N ⊂ J 1 such that dist(x n , ∂Ω) → 0 and dist(x n , L ′ n 1 ) ≥ a n 1 , for every n ∈ N. These two relations together with the fact that J 1 is compact yield a point z 0 ∈ J ∩ ∂Ω with dist(z 0 , L ′ n 1 ) ≥ a n 1 . But this is a contradiction since J 1 ∩ ∂Ω = J 1 ∩ S ⊂ L ′ n 1 . Now, fix such a number M ∈ N. We have that J 1 ∩ {z ∈ Ω | dist(z, ∂Ω) < 1/M } ⊂ L n 1 , by definitions of M , L n 1 . Moreover, since J 1 ∩ {z ∈ Ω | dist(z, ∂Ω) ≥ 1/M } is a compact subset of Ω, there exists n 2 ∈ N such that
because (L ′′ n ) n∈N is an exhausting sequence of compact sets in Ω. Therefore, it holds:
for N = n 1 + n 2 ∈ N, which is what we wanted. The proof of Proposition 5.1 is complete. 
