ABSTRACT Accurate risk calculation is beneficial to improve the accuracy of risk identification, which plays a crucial role in auditing in smart grid enterprises. With the development of smart grid, electric utilities have accumulated vast amount of data, big data which has low correlation with risk can cumulative effect on risk and the indicators that affect risk have multiple attributes. In view of above problem, in this paper, a two-layer neural network model is proposed, which inputs the multi-attribute of indicators and the fullscale indicators of different degrees of influence into the model. The problems that the accumulation of multi-attribute and multiple low-related factors of the indicators have an effect on risk calculation are solved in the model. This paper also builds a big data audit platform to carry out the intelligent data collection and risk calculate The results of the examples show that the model has higher accuracy of risk calculation.
I. INTRODUCTION
The risk runs through the whole process of auditing. Accurate risk identification is conducive to comprehensive control of power grid risks, improving audit quality in the power grid, and playing an important role in enhancing the economic management of the power grid and achieving economic goals [1] . Therefore, how to accurately identify risks is a research hotspot in engineering and academic fields.
The first stage of risk identification is qualitative analysis basing on the historical rule of the data between risks and risk factors. Such as comparison of graphical changes, expert opinions, questionnaires, and group discussions.
With the development of information technology, new data-based risk identification models are created. The method of risk identification has evolved from qualitative analysis to quantitative analysis [2] - [4] , and risk identification has entered the second stage: quantitative analysis. Quantified risk provides data basis for risk identification objectively [5] . The majority of quantitative risk identification method which risk factors are selected basing on the auditor's experience or analyze the correlation between risk and risk factors. Then, logistic regression, neural network, support vector machine,
The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. analytic hierarchy process, and fuzzy comprehensive evaluation method, Monte Carlo simulation method, sensitivity analysis method et al are used to establish the relationship between risk factors and risk [6] , [7] . [8] applied the fuzzy theory to the risk calculation of smart grid information communication system, and solved the fusion problem of nonadditive risk assessment indicators. In [9] , qualitative and quantitative analyses were combined to construct the power grid project evaluation model, and used the analytic hierarchy process to calculate the weight of each level of risk indicators to ensure the accuracy of the risk calculation results.
On the one hand, with the increase of the scale and quantity of power grid enterprises businesses, the risk of power grid enterprises diversified, the risk factors become finer and numerous, and more and more influencing factors need to be considered. The problem of cumulative ignored factors affecting the accuracy of the risk calculation has become increasingly prominent. On the other hand, with the development of smart grid, electric utilities have accumulated a large number of detailed business domain and unstructured data. The big data provide a rich data foundation for refined calculations of risks, which is conducive to solving the problem that inaccurate calculation of risk to reduce audit risk and improve audit efficiency in smart grid enterprises [10] - [14] . In the past, the problem was caused by incomplete data. Therefore, the risk identification method using big data has developed rapidly. Reference [15] proposed a logistic financial risk identification model, and used big data to take people's mood into consideration of financial risk influencing factors, which is more accurate than the calculated value without considering mood. Reference [16] constructed a BP neural network model with horizontal and vertical panel data as input, which solved the problem of risk value error caused by too little input data and improved the accuracy of risk prediction.
Methods based on big data have evolved from sampling data to using as much data as possible [17] . One of the development trends of risk identification methods is to consider more and more influencing factors, from the method of sampling risk factors to the full consideration of risk factors. The current risk identification method has the following problems: usually, it is to add several factors that have not been considered in the past, and rarely consider the cumulative effect of a large number of indicators which have low correlations with audit risk and the impact of multiple attributes of the indicator on the risk.
With the development of artificial intelligence, the risk identification model has evolved from manual to artificial intelligence. In [18] , a variety of data mining methods were applied in the seven major management modules of power grid engineering, which realized the automatic calculation of risks by computers and solved the conflicts between audit resources and audit tasks. In [19] , the intelligent risk identification model needed to establish a complete risk index evaluation system and build a platform for the risk evaluation algorithm model to rely on. This paper proposes a two-layer neural network model, considering the impact of the multi-attribute of indicators and the accumulation of multiple low-relevance indicators to solve the problem of inaccurate calculation of risk values which is caused by ignored low correlation factors. This paper also establishes a risk evaluation index system bases on the division of risk business domain, and builds a big data rule base and a platform of risk evaluation algorithm model, which realizes the intelligent data collection and risk calculation.
II. ESTABLISHMENT OF AN INTELLIGENT AUDIT PLATFORM A. ELECTRIC GRID ENTERPRISE PROJECT RISK CLASSIFICATION
The core of the audit of power companies is risk assessment. In order to realize the intelligent of risk assessment, an intelligent audit platform is established. According to the risk matters of the power grid enterprises in 2011-2014 in the study, as shown in risk includes many small businesses which called secondary level business risk, the secondary risks are shown in Table 2 .
B. DIGITIZATION OF ELECTRIC GRID ENTERPRISE RISK RULES
Secondary risk indexes are gained based on the problem of risk characteristics. For power grid enterprise business, a standard information recording formats are established. According to the risk identification strategies, the methods of the original information of power grid enterprise business which is transformed to the logical expression or the mathematical expression are established. After the original information is transformed, the digital information in a standard format is output. All the methods which transform business information are recorded in the intelligent audit platform. The intelligent audit platform is shown in Figure 1 .
C. DATA COLLECTION AND PROCESSING
The original indicators information of the power grid enterprise business can be collected from intelligent audit platform. The indicator whether is a risk indicator is judged by digital strategies. The number of the total risk identification items of an indicator and the number of risk items of an indicator are recorded. The data obtained from the intelligent audit platform in each secondary business is the sample data. The number of the total risk identification items for each VOLUME 7, 2019 indicator is different, so the number of risk items of an indicator need to be normalized. The total risk items of risk indicator are used as a benchmark to normalize the sample data, as shown in formula 1:
where x d,k is the risk ratio of the k-th risk indicator of a second-level risk in the d-th city, xn d,k is the number of risk items of the k-th risk indicator of a second-level risk in the dth city, xs d,k is the total number of risk identification items of the k-th risk indicator of a secondary risk in the d-th city, and n is the total number of risk indicators in a secondary business area, D is the number of cities in a province.
III. RISK CALCULATION MODEL A. THE WHOLE MODEL
The first level business risk indicators are second level business, a first business risk such as marketing has few risk indicators, the secondary business risk such as business expansion which is an indicator of marketing has many indicators and the first risk calculation is based on the second risk. So the secondary risk calculation is more complex and concerned than first risk. In this paper, a two-layer neural network structure model is proposed to improve the accuracy of secondary risk calculate. When calculating the secondary risk, the business level is not a variable and has no influence on risk.
The first layer of neural network deals with the influence of the multi-attribute of the indicator, it consists of n neural networks, each neural network consists of an input layer, a hidden layer, and an output layer. The inputs of a neural network are multi-attribute attributes of an indicator. The output of each neural network in first layer as the input of the second-layer neural network.
The second layer of neural network deals with the influence of the accumulation of a large number of low-related factors on the risk. It consists of an input layer, a hidden layer, and an output layer. The input of the second layer are the results of nonlinear processed multi-attributes of indicators which including a large number of low-related factors in first layer. So, in the model, the output units in the first layer and the input units in the second layer are the same units. In other words, the output units of the first layer are connected to the hidden units of the second layer. The output of the second layer is second risk calculation.
The overall framework of the model is shown in Figure 2 . The processing of each layer is described in detail in B and C of section III.
B. MULTIDIMENSIONAL ATTRIBUTE PROCESSING OF INDICATORS
The processing of the first-layer neural network: the multiattribute of a second level risk indicator as inputs of the first-layer neural network which are processed by a B-P neural network model. The multi-attribute of a second level risk indicator including the risk ratio, the total number of risk identification items, the number of risks items. The risk ratio is called x(t), the number of risks items is called xn(t), and t the total number of risk identification items is called xs(t).The inputs of the B-P neural network is called X and X = (x (1) , xn (1) , xs (1) , · · ·x (t) , xn (t) , xs (t)). The outputs of the B-P neural network is called YO and YO = yo (1) , · · · , yo (t). The input layer neurons receive external input information, the hidden layer neurons and the output neurons process the signals which are transmitted from the input layer, and the final result is output by the output layer neurons. The processing of a BP neural network as shown in formulas (2)- (5):
where W h (t) denotes the connected weight of the h-th hidden unit to the output layer, and W 1h (t), W 2h (t), W 3h (t) denote the connection weights of the 1-st, 2-ed, 3-th input units to the hth hidden neuron. θ h denotes the bias of the hidden neuron h, and θ denotes the bias of output layer. hi h (t) denotes the input of the h-th hidden neuron, ho h (t) denotes the output of the h-th hidden neuron. yi(t) denotes the input of the output layer, and yo(t) denotes the output of the output layer. p is the number of neurons in the hidden layer, f is the activation function, and the model uses the Sigmoid function.
C. PROCESSING OF A LARGE NUMBER OF LOW CORRELATION FACTORS
The processing of the second-layer neural network: The inputs of the second layer are the result of nonlinear processed multiple attributes of full-scale influenced factors. Neural network algorithms have better performance to deal with nonlinear relationships among large amounts of data, can automatically assign weights to the output of the full-scale indicator with different correlations entered in the first layer and reflect the impact of low correlation factors. The output of the i-th neuron at the t-th moment of the output layer of the first-layer neural network is called yo i (t), then outputs of N neural networks are
YO(t) = (yo 1 (t), · · · , yo i (t), · · · , yo N (t). The processing of the second layer of the neural network as follows:
Step 1: Calculate the output risk of the output layer of the second-layer neural network:
where w j denotes the connection weight of the j-th hidden neuron to the output layer, v ij denotes the connection weight of the i-th input neuron to the j-th hidden neuron, ϕ j denotes the bias of the hidden neuron j, and ϕ denotes the bias of output layer, y(t) denotes the risk value of model output at iteration t, β(t) denotes the input of the output layer, and q denotes the number of neurons in the hidden layer.
Step 2: Calculate the model output error at iteration t:
where E (t) denotes the mean square error of the model at iteration t, and Z(t) denotes the real risk of the t-year of the training model.
Step 3: then according to the ''Error-back-propagation'' algorithm modifies the hidden layer, each neuron connection weight coefficient and bias of the output layer to reduce the error of objective outputs.
The update brings the connection weight of the hidden layer to output layer, the output bias of the output layer, the connection weight of the input layer to the hidden layer, and the output bias of the hidden layer algorithm shown in formulas (9)-(12):
where b j (t) denotes the output of the j-th hidden layer, and η is the network learning rate.
Step 4: Calculate the objective function which minimize total error.
where E is the cumulative squares of the error in training, and T is the number of cyclic training. Step 5: Loop back to the first step to continue learning until the E is lower or equal to given error, and output the risk y(t):
where ε is given error. The model calculation process is shown in Figure 3 .
IV. CASE STUDY
Considering that the more input data of the neural network model is, the better performance is, the first layer of the model takes risk ratio, the total number of risk identification items, the number of risks items of all the cities in the Guangdong province as the inputs of model. In order to verify the accuracy of the risk calculation model, this paper analyzes the secondary risk data of the marketing business expansion under the marketing business field of Guangdong Province from 2010 to 2018 as a case study. The marketing business expansion has 19 risk indicators. The author randomly selected 16 municipal bureau data in Guangdong Province as training data to train the parameters of model, the remaining three municipal bureau data as test data to assess the accuracy of the model risk calculation. In this paper four models are used as contrast model: a fullscale index multi-attribute single-layer neural network model which takes risk ratio, the total number of risk identification items, the number of risks items as inputs; the full-scale index multi-attribute single-layer neural network model which take risk ratio as inputs; the non-full-scale index multi-attribute two-layer neural network model which takes major influence indicators as inputs; the non-full-scale multi-attribute AHP model (The analytic hierarchy process model) which takes major influence indicators as inputs, calculating risk by linear regression according indicator' weight. In the four models, the number of hidden units in all neural network models is set to 10, the learning rate is set to 0.01, the given error is set to 0.002.
Pearson correlation analysis is utilized to calculate the correlation between risk indicators and risks. The 19 risk indicators and the correlation between risk indicators and the expansion of marketing business expansion are shown in Table 3 .
The major influence factors are selected according to the results of the Pearson correlation analysis method in Table 3 which correlation between indicators and risk above 0.6. The major influence indicators including full process timeout of scattered residents' quickly new installation, full process timeout of low-voltage non-resident customers' business expansion, high-voltage single-power completion inspection, medium-voltage single-source fire transmission, medium-voltage single-power intermediate inspection, medium-voltage single-power reply power supply program.
The calculation results and relative errors of the three cities in each model are shown in Table 4, Table 5, and Table 6 . The relative error of each model is calculated based on the real risk, as shown in formula (16) .
where ya denotes actual value, ym denotes model output, RE denotes relative error.
Considering the objective function is sum error, so sum of mean squared error is selected as the convergence function, it is shown in Figure 4 .
It can be seen from Table 4 , Table5, and Table6 that the risk errors of marketing business expansion of the three cities calculated by the two-layer neural network model which consider the index multi-attribute and the low-correlation factors as the inputs are much lower than the risk errors calculated by the neural network model without considering the index multi-attribute and the low-correlation factors. The model proposed in this paper has highest accuracy of risk calculation in five models. Compared with the risk of full-scale multi-attribute two-layer neural network model, full-scale single-attribute single-layer neural network model, two-layer neural network model that deals with each indexes' attributes separately has higher accurate single-layer neural network model. Compared the risk of full-scale single attribute the single-layer neural network model with the full-scale multiattribute the single-layer neural network model, the model which consider the multiple attribute of indicators has higher calculation accuracy. Compared with the risk of full-scale multi-attribute two-layer neural network model and the nonfull-scale multi-attribute two-layer neural network model, the model which considering the low-related indicators has higher risk calculation accuracy. Compared with the non-fullscale multi-attribute AHP model and the non-full-scale multiattribute two-layer neural network model, neural network model is better than linear model because there is non-linear relationship between indicators and risk. the Figure 4 shows that the sum error of model is convergence.
V. CONCLUSIONS
In this paper, a two-layer neural network model is proposed, considering the impact of a large number of low-related influencing factors on the risk and the impact of indicators' multi-attribute on the risk. The problems that the accumulation of multi-attribute and multiple low-related factors of the indicators have an effect on risk calculation are solved in the model. The marketing business expansion data of 19 cities in Guangdong Province from 2010 to 2018 is used to verify the accuracy of the risk calculation model. The experimental results show that the model considering the impact of the cumulative effect of low-relevant factors is more accurate than the model which not consider low-relevant factors. The model considering the influence of indexes' multi-attribute on the risk has a higher accuracy calculation. The model considering the non-linear relationship between indicators and risk has a higher accuracy calculation. The results of the examples show that the model has higher accuracy of risk calculation. This study demonstrates the feasibility of using a two-layer neural network model to process risk calculations with multiple attributes of indicators and a large number of low correlation data.
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