INTRODUCTION
The aim of this paper is to present the results of an investigation which continues the line of research initiated in [EHR1] , [EHR2] and [EHR3] . We continue the investigation of the structure of computations in cp Systems and again (as in Part I of this paper) our main combinatorial tools are results on the combinatorial structure of Dyck words. Now however we are interested in the structure of sparse subwords of Dyck words. We obtain a number of results concerning this "sparse structure" of Dyck words (Section 1) and then combine these results with the Exchange Theorem (given in [EHR2] ) to prove Ogden's pumping lemma for context-free (i. e., cp) languages (see, e. g., [O] , [H] ).
PRELIMINAIRES
We assume the reader to be farniliar with Part I of this paper [EHR3] ; we use without recalling terminology, notation and results from there. If we refer to a resuit (or a définition) from Part I, then we précède its référence number by I-hence, e. g., Lemma 1.2.1 refers to Lemma 2.1 from Part I.
In considérations of this paper we will often embed a given word as a sparse subword in another word. Hence we need the following technical notion. . ., V m is a séquence of subsets of {1, . . ., n}, then we use (p^ic) to dénote the séquence <!>u(V 1 ) 9 ... 7 <f> ü (VJ.
SPARSE SUBWORDS IN DYCK WORDS
In this section we investigate the structure of sparse subwords in Dyck words. We start by introducing a number of basic notions that formalize such a structure. (1) U is w-complete if, for every w-nested pair (z", j\ ieU if and only if jeU.
(2) The w-completion of U, denoted by cpl w (U), is the set cplnilO^U {p\p is a w-nested pair withp
It should be obvious that cpl w (U) is w-complete for any support U in w.
The following is an easy observation concerning D z . Example 1.1: Let w = abbâabaaââbbbâ and let U={2 9 3, 5, 7, 10, 14}. Then U is a w-complete support. w and u~w(U) have the following nested structures. 1 2 3 4 5 6 7 8 abbaabaa 9 10 11 12 13 14 aabbba u K 1 =(3,6), (4,5) is a u-chain and cp C7 (K 1 ) = (5,14), (7,10) is a w-chain.
On the other hand, p = (\,6) is u-balanced, but the corresponding pair (p f/ (/?) = (2 ) 14) is not w-balanced.
Consequently K 2 = (1,2), (3,6) is a u-cochain, while cp(;(K 2 ) = (2 s 3), (5 Proof: Let (i l9 ji) and (i 2 , j 2 ) be two different [/-equivalent w-nested pairs. We may assume that i 1 <i 2 .
Then either i x < i 2 <j 2 <Ji or Assume that the latter (i. e., the "or" case) holds. For t/={2, 3, 5, 7, 10, 14} we have the following [/-relevant classes: {(1, 4), (2, 3)}, {(5, 14)} and {(6, 13), (7, 10)}.
Hence ext w (U) = UU(lA)U(5 9
14) U (6, 13) = {1, 2, 3, 4, 5, 6, 7, 10, 13, 14}.
• LEMMA 1. 5: Let U be a support in weD z and let V=ext w (U), Then
(2 • We are now able to prove our main resuit concerning the extension of a support in a word.
Proof. Let v = w (V) and let K be a v-cochain. In order to prove the lemma we have to show that <P K (K) is a w-cochain.
Assume to the contrary that Ç V (K) is not a w-cochain.
This implies that there are two w-nested pairs (i^ji) and (i 2 ,j 2 ) in cp K (K) with j\ <i 2 such that (f l5 j 2 ) is not w-balanced.
Hence there has to exist a w-nested pair (i 0 , j 0 ) such that either Since these two cases are symmetrie we diseuss only the former one (leaving the latter one to the reader).
Thus assume i t <j t < i 0 < i 2 <j 2 <j 0 for some w-nested pair (i 0 , j 0 ).
This implies that i^j u because by définition (i, j) is [/-equivalent with (z 0 , j 0 ).
Hence we have found (i l9 j l9 i, i 2 , j 29 j)^V for some w-nested pairs (i l9 jj, (h'Ji)
an^ (U j). This contradicts our assumption that (q>v X (h)> ^K^'I)) and (cppJ 1 (i 2 ), cp^1 (/ 2 )) are nested pairs in a v-cochain K.
Consequently <P V (K) is a w-cochain for every v-cochain K.
•
A SPARSE PROOF OF OGDENS LEMMA
The Exchange Theorem given in [EHR2] has turned out to be very useful in Part I of this paper; it will also play a crucial rôle in the present part.
Informatique théorique et Applications/Theorc »cal Informaties and Applications
Our basic techniques are the same as bef ore. We use Lemma 1.4.2 to relate balancée pairs in the weak description of a computation to equivalent pièces in its trail. We can "pump" these pièces using the Exchange Theorem. Lemma 1.4.1 is used to establish a relationship between occurrences in the result of a computation and occurrences of right letters in its weak description.
Since Odgen's Lemma deals with "special" occurrences in a word of a context-free language, now we are not interested in all occurrences but rather in "special" subsets of these letters. In dealing with these subsets the results on the sparse structure of Dyck words presented in the previous section become important. They enable us to embed properly "special" balanced pairs in the weak description of a computation. ) i5r2 \ where r= # T(G). We will show that the theorem holds for this choice of d.
Thus consider a word weK and a set A <=f s (w) of occurrences in w such that # Agrd. Then let p be a successful computation in G such that res(p) = w and let oc = tW(p), £ > = wdes (<x) . As usual, we consider a to be a r(G)-coloring of Ç; a maps every occurrences in f s (a) = ƒ5 (£) to an element of F(G). Then of course, ind(a) = r, G is a real-time cp system, thus every occurrence k of a right letter in ĉ orresponds in a natural way to an occurrence of a letter-ctó (a (fc))-in w (see Lemma 1.4.1). This correspondence is described by the F-embedding cp K , where V~{kefs(^)\l,(k)eÊ 2 } is the set of occurrences of right letters in Ç.
Thus, for a support W in Ç, we have ctb(a(W)) = w(<py l (W)).
Let Aj: = (p v (A) 5 hence A^ consists of those occurrences of letters in Ç that contribute to occurrences of "distinguished" letters in w (that is occurrences in A). Let W-(i, i +1, . . ., j). Then W is a ^-balanced segment that satisfies our claim. This is seen as follows. (/c 1 ) ).
Hence our claim holds.
• It seems helpful to illustrate some of the notions used in this claim with an example. Since the constants used in the proof become rather large even in simple (but nontrivial) cases we give a "scaled" example: the longest uniform chain in the trail of the computation we present has length 2 and it contains no non-trivial (longer than 1) uniform conchains.
Example 2.1: Let G = (G V G 2 , R) be a cp system which has the following rewrites:
and Furthermore, let G X =({X 9 Y, a, b, c} 9 P u X, {a, b, c}} and G 2 = {{A, B}, P 2 , A\ where P 1 and P 2 are chosen in such a way that they "fit" the set of rewrites.
Consider w = aaaabbbcbbceL(G) together with the set A = {2, 6, 7} of "distinguished" positions in w.
A possible computation p for w in G is determined by the control séquence In V we distinguish the set A 4 = { 5, 15, 17}. c/>Z t (Àç) = {4, 5, 12, 15, 16, 17}.
contains the following A^-relevant pairs:
(3, 22), (4, 5), (6, 19), (9, 18), (12, 15) and (16, 17).
Of these only (6, 19) and (9, 18) are A^-equivalent. So out([{% 18)] A^) = out((6, 19), (9, 18)) = (6, 19). Ç has an â-uniform chain K = (4, 9), (5, 6) which is mapped by cp s to the a-uniform ^-chain K = (6, 19), (12, 15).
The above may be depicted as follows. All the computations in our cp system are given by the following diagram.
(End of Example 2.I.).
Proof of Theorem 2.1 (continued):
The above claim enables us to find a splitting of a suitable for the application of the Exchange Theorem.
Let W be as in the statement of Claim 1. We consider séparately the case when W contains a chain and the case when W contains a cochain.
(1) Let K = (Ï 1 , 7\), . . ., (Ï 6 , j 6 ) be a a-uniform Ç-chain contained in W. Then let W o , W l9 . . ., W i2 be the K-splitting of Ç.
The following two claims are helpul in proving the second condition from the statement of Theorem 2.1. (1) UWi= U W k =fs(Q3V.
f=l k=0
Hence
The reverse inclusion is obvious.
5
Consequently U t/ f =/s(w).
(ii) Clearly, if W t f|A^0, then U ( O A^0 for i= 1, 2 S . . ., 5. Thus, by Claim 2, C/ 3 contains an element from A. Moreover Claim 3 implies that either U 1 and U 2 or l/ 4 and U 5 contain éléments from A. Exchanging these pièces in the trails of two copies of the computation p leads to (unique) successful computations p 0 and p 2 in G such that tri (p 0 ) = a 1 a 3 a 5 and tri (p 2 ) = a 1 a 2 a 2 a 3 a 4 a 4 a 5 = a 1 a 2 a 3 a4a 5 .
We apply the Exchange Theorem once again, this time to the equivalent pièces a 3 (in p 2 ) and a 2 a 3 a 4 (in p) to obtain a successful computation p 3 in G such that tr/(p 3 ) = a 1 a 2 a 2 a 3 a 4 a 4 a 5 =a 1 a 2 a 3 a 4 a 5 . 
Continuing in this way
This proves the theorem in the "chain-case". it is possible to find it computations in G for the words w (UO w (U 2 ) B w (t/ 3 ) w ((7 4 ) n w (f/ 5 ) = aa (aa) n bb (bcb) n bc, for all neN.
Note that [/ 2 OA = 0 and [/ 5 p|A = 0, thus this partition of fs(w) does not satisfy the second condition of Theorem 2.1 (End of Example 2.1.).
• (2) Let K = (i ls ji), (Ï 2 , j 2 ), (i 3 , j 3 ) be a a-uniform ^-cochain contained in W.
Let This choice satisfies conditions (i) through (iv) from the statement of Theorem 2.1. The proof of this fact is omitted, because it can be done analogously to the proof given for the "chain"-case. As a matter of fact, now the proof is quite simpler: in the "cochain" case our construction implies that the "either" part of condition (ii) from the statement of the theorem holds-hence now Claim 4 can replace Claims 2 and 3,
We would also like to remark the following concerning the proof of (iv) in the "cochain" case: now a 2 a 3 a 4~a3 , where a 1 . = a(Fr i ) for i-l, . . ., 5, follows from the fact that (i 29 j 3 ) and (i 3 , y 3 ) are equivalent ^-balanced pairs.
Hence the theorem holds also in the "cochain" case. This concludes the proof of Theorem 2.1.
