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2
1 Einfu¨hrung
In dieser Arbeit soll ein Verfahren vorgestellt werden, welches Variablenselektion
in kategorialen Responsemodellen ermo¨glicht. Ausgangspunkt ist also eine Daten-
situation, in welcher die Zielvariable in Kategorien und Kovariablen, welche auf
Zusammenhangsstrukturen mit dem Response untersucht werden sollen, vorlie-
gen. Aufgrund der (relativ) leichten Interpretierbarkeit der daraus resultierenden
Koeffizientenwerte, finden hierbei oftmals multinomiale Logitmodelle Einsatz. Je-
doch kann es hierbei passieren, dass die entsprechenden Scha¨tzer nicht eindeutig
definiert sind bzw. einige von ihnen gegen ±∞ gehen (vgl. Zahid und Tutz, 2009,
S. 1). Bzgl. dieser Problematik wurden fu¨r die Scha¨tzung der Koeffizienten bspw.
bei Verwendung der linearen Regression bereits viele Verfahren vorgestellt und
weiterentwickelt. Fu¨r das multinomiale Logitmodell sind solche
”
Penalisierungs“-
bzw.
”
Regularisierungsverfahren“ ebenfalls vorhanden, welche auch das einfache
bina¨re oder multinomiale Logitmodell in Situationen ohne Scha¨tzprobleme bzgl.
des
”
mean squared error“ (MSE) u.U. dominieren ko¨nnen (vgl. Zahid und Tutz,
2009, S. 10 ff.). Ein Nachteil dieser Methoden kann jedoch darin bestehen, dass
Pra¨diktoren nur fu¨r einzelne Kategorien der Responsevariable regularisiert wer-
den und somit i.A. keine direkte Variablenselektion durchgefu¨hrt wird. Um die-
ser Problematik entgegenzuwirken, soll in Kapitel 4.4 ein Algorithmus vorgestellt
werden, anhand welchem Merkmalsauswahl mo¨glich ist, Pra¨diktoren also fu¨r alle
Responsekategorien oder gar nicht in das Modell aufgenommen und ihre Koef-
fizienten ggf. penalisiert werden. Hierbei findet prinzipiell ein multinomiales Lo-
gitmodell, welches in Kapitel 2.2 behandelt wird, Anwendung. Die entsprechende
Log-Likelihood wird im Algorithmus u¨ber einen Strafterm aus dem Kontext des
”
Lasso“ (Tibshirani, 1996) penalisiert. In der hier verwendeten Form ist es mo¨g-
lich, gesamte
”
nicht relevante“ Kovariablen aus dem Modell zu nehmen, was ggf.
zur U¨bersichtlichkeit beitra¨gt, und die verbleibenden gegen Null zu shrinken. Wie
in Kapitel 5.1 gezeigt wird, wirkt sich dies in vielen Situation positiv bzgl. des
MSE(β) und des MSE(pi) (fu¨r entsprechende Definitionen vgl. Kapitel 5.1) auf
die Scha¨tzungen aus.
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2 Kategoriale Responsemodelle
Im Folgenden soll die Grundstruktur der Modelle, auf welchen der spa¨ter gezeigte
Algorithmus aufbaut, erla¨utert werden. Hierbei wird zuna¨chst vom Fall bina¨rer
Zielvariablen ausgegangen und die Methodik anschließend auf mehrkategorialen
Response erweitert.
2.1 Das bina¨re Logitmodell
Bei Daten mit einer Zielvariable, welche lediglich zwei Kategorien besitzt, exis-
tieren mehrere Mo¨glichkeiten zur Modellierung. Die Herangehensweise, die hier
genauer behandelt wird, ist aus dem Kontext der generalisierten linearen Modelle
unter Verwendung der Binomialverteilung mit der Logitfunktion als Linkfunktion
ableitbar. Die Ausfu¨hrungen des gesamten Kapitels 2.1 beziehen sich im Wesent-
lichen auf Fahrmeir et al. (2007, Kapitel 4).
2.1.1 Metrische Kovariablen
Wie bereits erwa¨hnt, soll in diesem Abschnitt von bina¨rem Response ausgegan-
gen werden, wobei die Auspra¨gungen mit 0 und 1 kodiert werden. Sa¨mtliche
Kovariablenauspra¨gungen seien hierbei zuna¨chst ausschließlich von metrischem
Skalenniveau und somit auch nicht weiter gruppierbar. Fu¨r die Daten ergibt sich
damit
yi ∈ {0, 1} und xi ∈ Rp, i = 1, . . . , n,
mit n als Anzahl der Beobachtungen und p als Anzahl der Einflussgro¨ßen, wobei
im Folgenden stets davon ausgegangen wird, dass sowohl n > 1, als auch p > 1
gilt. Die Auftretenswahrscheinlichkeit von Y ?i = 1 gegeben xi
P(Y ?i = 1|xi) = pii, i = 1, . . . , n,
wobei Y ?i die zu yi (i = 1, . . . , n) geho¨rende Zufallsvariable bezeichnet, soll nun
anhand des linearen Pra¨diktors
ηi = β0 + xi1β1 + . . .+ xipβp, i = 1, . . . , n
u¨ber die Beziehung
pii =
exp(ηi)
1 + exp(ηi)
, i = 1, . . . , n (1)
modelliert werden. βj (j = 1, . . . , p) stellt hierbei den Koeffizienten zur entspre-
chenden Kovariable dar, wa¨hrend mit β0 der Intercept bezeichnet wird. Fu¨r die
Gegenwahrscheinlichkeit ergibt sich daraus
1− pii = 1− exp(ηi)
1 + exp(ηi)
=
1
1 + exp(ηi)
, i = 1, . . . , n.
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Durch Umstellung der Gleichung (1) kann auch die Darstellung
log(
pii
1− pii ) = ηi, i = 1, . . . , n (2)
bzw.
pii
1− pii = exp(ηi), i = 1, . . . , n,
welche den Zusammenhang des Chancenverha¨ltnisses zwischen den beiden Kate-
gorien zum linearen Pra¨diktor verdeutlicht, gewonnen werden.
2.1.2 Kategoriale Kovariablen
Fu¨r eine Erweiterung auf nominalskalierte Kovariablen ist die Datenmatrix ent-
sprechend anzupassen. Die folgenden Ausfu¨hrungen zu den Kodierungsmo¨glich-
keiten beziehen sich auf Fahrmeir et al. (2007, S. 80 ff.). Geht man von G Kova-
riablen aus, welche entweder von metrischem oder nominalem Skalenniveau sind,
so kann jede Variable g, falls sie kategorial ist, bspw. durch dfg (Anzahl ihrer
Kategorien - 1) (g = 1, . . . , G) Dummy-Variablen ersetzt werden. Dabei muss
eine Referenzkategorie gewa¨hlt werden, auf welche sich die jeweils dazugeho¨rigen
0/1-kodierten Kovariablen beziehen. Hierfu¨r wird hier die jeweils erste Kategorie
verwendet. Somit ergibt sich bspw. fu¨r eine Einflussgro¨ße g mit insgesamt fu¨nf
mo¨glichen Kategorien (1, 2, 3, 4, 5) und der Aupra¨gung xg = (1, 1, 2, 2, 3, 4, 5, . . .)
Xg =

0 0 0 0
0 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
...
...
...
...

.
Sind alle Dummy-Variablen gleich Null, so stammt die Beobachtung aus der ersten
Kategorie (der Referenzkategorie) der Kovariable. Steht in der ersten Spalte eine
Eins, steht im Originaldatensatz eine Zwei usw.. Pro Zeile darf damit natu¨rlich
nur eine Eins zu finden sein. Die Nummerierung der Kategorien hat also keinerlei
inhaltliche Bedeutung, sondern dient lediglich der Kodierung. In Fahrmeir et al.
(2007, S. 80 ff.) ist eine ausfu¨hrlichere Darstellung der Dummy-Kodierung zu
finden.
Eine alternative Herangehensweise stellt die Effekt-Kodierung dar. Geht man
von einer einzelnen kategorialen Kovariable g mit dfg Kategorien aus, so wird aus
dem Kovariablenvektor die entsprechende Matrix Xg = (xg1, . . . ,xg,df−1). Die
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einzelnen Vektoren werden dabei u¨ber xig = (xig1, . . . , xig,dfg−1) mit
xig1 =

1 falls xig = 2
−1 falls xig = 1
0 sonst
, . . . , xig,dfg−1 =

1 falls xig = dfg
−1 falls xig = 1
0 sonst
konstruiert (vgl. Fahrmeir et al., 2007, S. 82 f.). Das Komma in xg,df−1 dient
lediglich der besseren Lesbarkeit.
Wa¨hrend in Fahrmeir et al. (2007, S. 82 f.) die dfg-te Kategorie mit −1 kodiert
wird, wird hier die jeweils erste verwendet. Diese Kodierung findet auch in dem
spa¨ter gezeigten Algorithmus und in der Funktion
”
plregr“ (vgl. Anhang A bzw.
das Dokument
”
Algorithmus.r“ auf der beigefu¨gten CD), in welcher das in Kapitel
4.6 vorgestellte Verfahren umgesetzt wurde, Verwendung. Fu¨r den oben gezeigten
Beispielvektor xg = (1, 1, 2, 2, 3, 4, 5, . . .) gilt in dieser Kodierung
Xg =

−1 −1 −1 −1
−1 −1 −1 −1
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
...
...
...
...

.
Es sei noch erwa¨hnt, dass im Folgenden stets auch G > 1 angenommen wird.
Ist ein Pra¨diktor von metrischem Skalenniveau, so wird nichts vera¨ndert und
es gilt dfg = 1 (g = 1, . . . , G). Definiert man nun
∑G
g=1 dfg = p, so ist die oben
gezeigte Modellierung mit der umformulierten Datenmatrix direkt anwendbar.
Hierbei ist auch sofort ersichtlich, dass in einem Datensatz mit ausschließlich
metrischen Einflussgro¨ßen G = p gilt. In solchen Situationen wird im Folgen-
den die Anzahl der Einflussgro¨ßen stets mit p bezeichnet, wa¨hrend die einzelnen
Pra¨diktoren mit j (j = 1, . . . , p) indiziert werden.
2.1.3 Scha¨tzung der Parameter
Zur Scha¨tzung der Parameter kann das Maximum-Likelihood (ML)-Verfahren
Anwendung finden. Hierbei wird in xi eine Eins fu¨r den Intercept aufgenommen,
sodass von nun an
xi = (1, xi1, . . . , xxip)
gilt. Außerdem sei
β = (β0, . . . , βp).
Die Likelihood hierfu¨r ergibt sich zu
L(β) =
n∏
i=1
Li(β) =
n∏
i=1
f(yi|pii), (3)
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da die yi (i = 1, . . . , n) als bedingt unabha¨ngig angenommen werden. U¨ber den
oben gezeigten Zusammenhang ha¨ngt pii wiederum von den zu scha¨tzenden Para-
metern in β ab. Nach Einsetzen der Dichte der entsprechenden Binomialverteilung
(yi ∼ B(1, pii))
f(yi|β;xi) = piyii (1− pii)1−yi
erha¨lt man fu¨r die Likelihood
L(β) =
n∏
i=1
piyii (1− pii)1−yi .
Durch Logarithmieren ergibt sich daraus die Log-Likelihood
l(β) =
n∑
i=1
li(β) =
n∑
i=1
{
yilog
(
pii
1− pii
)
+ log(1− pii)
}
(4)
bzw. nach Einsetzen (und Umstellen) von Gleichung (2)
l(β) =
n∑
i=1
yi(x
T
i β)− log(1 + exp(xTi β)),
welche es zu maximieren gilt, was bspw. u¨ber das Fisher-Scoring-Verfahren oder
das Newton-Raphson-Verfahren mo¨glich ist (vgl. Fahrmeir et al., 2007, S. 473 ff.).
2.2 Das multinomiale Logitmodell
Eine Verallgemeinerung des fu¨r bina¨ren Response behandelten Modells ist der
U¨bergang zu mehrkategorialen Zielvariablen. Auch in den Kapiteln 2.2.1 und
2.2.2 beziehen sich die Ausfu¨hrungen im Wesentlichen auf Fahrmeir et al. (2007,
Kapitel 5).
2.2.1 Globale Einflussgro¨ßen - kategorienspezifische Koeffizienten
In Kapitel 2.1.1 wurde pii als Wahrscheinlichkeit P(Y ?i = 1|xi) (i = 1, . . . , n)
eingefu¨hrt, welche u¨ber Pra¨diktoren modelliert wird. Wenn man nun zu einer
Responsevariable mit K > 2 Kategorien u¨bergeht, so kann das im bina¨ren Fall
skalare pii zu einem Vektor der La¨nge K − 1 = q umgeformt werden, worin nun
die einzelnen Wahrscheinlichkeiten, dass die Beobachtung i aus einer bestimm-
ten Responsekategorie bei gegebenem xi stammt, enthalten sind. Die ”
letzte“
Wahrscheinlichkeit (piiK) ergibt sich dabei aus den q Eintra¨gen von pii. Die-
se Wahrscheinlichkeiten ko¨nnen nun modelliert werden, indem eine Referenz-
kategorie gewa¨hlt und diese als
”
Gegenereignis“ verwendet wird, fu¨r welche im
Folgenden die K-te Kategorie verwendet wird. Entsprechend wird nun fu¨r jede
Kategorie, mit Ausnahme der Referenzkategorie, ein eigener Koeffizientenvektor
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βr. = (βr0, . . . , βrp) (r = 1, . . . , q) beno¨tigt, welcher in einer zum bina¨ren Fall ana-
logen Weise mit der jeweiligen Responsekategorie verknu¨pft wird. Im Folgenden
wird ausschließlich von metrischen Kovariablen ausgegangen. Fu¨r die Wahrschein-
lichkeiten ergibt sich also
piir =
exp(xTi βr.)
1 +
∑q
s=1 exp(x
T
i βs.)
, r = 1, . . . , q, i = 1, . . . , n (5)
bzw.
piiK = 1− pii1 − . . .− piiq = 1
1 +
∑q
s=1 exp(x
T
i βs.)
, i = 1, . . . , n
mit
piir = P(Y ?i = r|xi) i = 1, . . . , n,
wobei Y ?i die Zufallsvariable zum Response bezeichnet. Durch Umformulierung
erha¨lt man die Beziehung zwischen dem logarithmierten Chancenverha¨ltnis und
dem jeweiligen linearen Pra¨diktor als
log
piir
piiK
= xTi βr., r = 1, . . . , q, i = 1, . . . , n.
Analog zum bina¨ren Fall ko¨nnen die Parameter auch bei multinomialen Logitmo-
dellen u¨ber das ML-Verfahren gescha¨tzt werden. Hierbei gilt fu¨r die Zielvariable
yi|xi ∼M(1,pii),
wobei M(·, ·) die Multinomialverteilung beschreibt. Diese kann als direkte Ver-
allgemeinerung der Binomialverteilung angesehen werden. Man nehme fu¨r eine
Variable y ∼M(m,pi), mit m unabha¨ngigen Wiederholungen, wobei
y =
y

1
...
yq

gilt, an. Die einzelnen Eintra¨ge von y beschreiben die Ha¨ufigkeiten, mit welchen
die jeweiligen Kategorien gezogen wurden. Hierbei ist die entsprechende Dichte
definiert als
f(y|pi) = m!
y1! · . . . · yq !(m− y1 − . . .− yq )!
pi
y1
1 · . . .
· piyqq (1− pi1 − . . .− piq)1−y1−...−yq .
Fu¨r die Scha¨tzung der Parameter in einem multinomialen Logitmodell wird ange-
nommen, dass die Zielvariablen yi (i = 1, . . . , n) (bedingt) unabha¨ngig und nach
yi|xi ∼ M(1,pi) (bzw. allgemein bei gruppierten Daten nach M(ni,pii), mit ni
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als die Anzahl der Beobachtungen mit einer bestimmten Kombination an Kova-
riablenauspra¨gungen) verteilt sind. Ein yi beschreibt nun einen Vektor der La¨nge
q entsprechend den Responsekategorien, ohne Beru¨cksichtigung der Referenzka-
tegorie. Stammt die Beobachtung i aus der r-ten Kategorie, so entha¨lt yi an der
r-ten Stelle eine Eins und sonst Nullen. Stammt die Beobachtung aus der K-ten
Kategorie, so entha¨lt yi ausschließlich Nullen. Damit la¨sst sich die Likelihood
schreiben als
L(β) =
n∏
i=1
f(yi|pii)
Durch Logarithmieren der Likelihood und Vernachla¨ssigung des von β unabha¨n-
gigen Terms erha¨lt man
l(β) =
n∑
i=1
(yi1logpii1 + . . .+ yiqlogpiiq + yiK logpiiK), (6)
mit yiK = 1− yi1 − . . .− yiq und piiK = 1− pii1 − . . .− piiq.
Fu¨r eine kompaktere Darstellung ko¨nnen nun sa¨mtliche βr. (r = 1, . . . , q) zu
einem Vektor zusammengefasst werden, indem sie zu
β =
β1....
βq.
 (7)
direkt untereinandergeschrieben werden. Zur Verwendung dieses Vektors muss
die Datenmatrix
X =
X1...
Xn
 (8)
der Dimension n · q × (p+ 1) · q mit
X i =

xTi
xTi
. . .
xTi
 , i = 1, . . . , n
zusammengefasst werden. Damit la¨sst sich der lineare Pra¨diktor schreiben als
ηi = X iβ, i = 1, . . . , n, (9)
bzw.
η = Xβ.
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Außerdem kann noch der Vektor
y =
y1...
yn

der La¨nge n · q gebildet werden.
Durch Ableiten der Log-Likelihood kann die Scorefunktion
l′(β) =
∂l(β)
∂β
= XT (y − pi)
gewonnen werden. Mit
Aˆ = F−1(βˆ) = (E(l′(βˆ)l′T (βˆ)))−1
gilt unter bestimmten Regularita¨tsannahmen
βˆ
a∼ N(β, Aˆ).
Um auf die strukturellen Unterschiede zum folgenden Kapitel 2.2.2 hinzuwei-
sen, sei die Art des Einflusses der Pra¨diktoren auf den Response nochmals kurz
dargestellt. Die hier vorgestellten Kovariablenauspra¨gungen sind pro Individuum
und Pra¨diktor eindeutig festgelegt und haben fu¨r alle Responsekategorien die-
selben Werte. Es handelt sich also um globale Einflussgro¨ßen. Die Koeffizienten
besitzten dagegen i.A. fu¨r jede Responsekategorie verschiedene Werte und sind
somit kategorienspezifisch.
Fu¨r die Anwendung von kategorialen Variablen mit nominalem Skalenniveau
kann vo¨llig analog zum oben aufgefu¨hrten bina¨ren Fall vorgegangen werden, in-
dem die entsprechenden Pra¨diktoren in Effekt-Kodierung eingebracht werden.
2.2.2 Globale Koeffizienten - kategorienspezifische Einflussgro¨ßen
Eine etwas spezielle Erweiterung der Datenmatrix kann durch die Einfu¨hrung
von kategorienspezifischen Pra¨diktoren geschehen, welche mit wirl (i = 1, . . . , n,
r = 1, . . . , K und l = 1, . . . , L) bezeichnet und u¨ber die globalen Koeffizienten γl
(l = 1, . . . , L) in das Modell eingebracht werden. Jede kategorienspezifische Ein-
flussgro¨ße l (l = 1, . . . , L) besitzt dabei pro Beobachtung und Responsekategorie
i.A. unterschiedliche Auspra¨gungen. Pro Kovariable wird im Modell dagegen nur
ein globaler Koeffizient angepasst. Die Datenmatrix pro Beobachtung ist somit
zu
X i =

xTi w
T
i1 −wTiK
xTi w
T
i2 −wTiK
. . .
...
xTi w
T
iq −wTiK
 , i = 1, . . . , n,
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und der lineare Pra¨diktor pro Beobachtung und Responsekategorie zu
ηir = x
T
i βr. + (wir −wiK)Tγ i = 1, . . . , n, r = 1, . . . , q, (10)
mit γ = (γ1, . . . , γL)
T , zu erweitern.wir setzt sich dabei aus den einzelnen Auspra¨-
gungen der kategorienspezifischen Kovariable fu¨r die Beobachtung i (i = 1, . . . , n)
und die Kategorie r (r = 1, . . . , q) zusammen. Da in dem hier vorgestellten Mo-
dell eine Referenzkategorie verwendet wird, ist jeder kategorienspezifische Vektor
der Auspra¨gungen (wir, r = 1, . . . , q, i = 1, . . . , n) von dem der Referenzkatego-
rie (wiK , i = 1, . . . , n) zu subtrahieren. Fu¨r diese Variablen wird angenommen,
dass diese von metrischem Skalenniveau sind. Fu¨gt man nun β und γ in einem
gemeinsamen Koeffizientenvektor β = (β1., . . . ,βq.,γ) zusammen, so la¨sst sich
der lineare Pra¨diktor pro Beobachtung (ηi), unter Verwendung der erweiterten
Datenmatrix X, in der bereits eingefu¨hrten Schreibweise (Gleichung (9)) darstel-
len.
Die Scha¨tzung der Parameter kann u¨ber die Verwendung der hier eingefu¨hr-
ten DatenmatrixX und dem erga¨nzten Koeffizientenvektor β = (βT1., . . . ,β
T
q.,γ
T )
ebenfalls u¨ber das ML-Verfahren stattfinden. Als Log-Likelihood wird vo¨llig ana-
log zu Gleichung (6)
l(β,γ) =
n∑
i=1
(yi1logpii1 + . . .+ yiqlogpiiq + yiK logpiiK), (11)
mit
piir =
exp(ηir)
1 +
∑q
s=1 exp(ηis)
=
exp(xTi βr. + (wir −wiK)Tγ)
1 +
∑q
s=1 exp(x
T
i βs. + (wis −wiK)Tγ)
, i = 1, . . . , n, r = 1, . . . , q,
und
piiK = 1− pii1 − . . .− piiq, i = 1, . . . , n,
verwendet. Stammt eine Beobachtung i aus der Kategorie r so kann der entspre-
chende Summand geschrieben werden als
li(β,γ) = ηir − log(1 +
q∑
s=1
exp(ηis))
= exp(xTi βr. + (wir −wiK)Tγ)
− log(1 +
q∑
s=1
exp(xTi βs. + (wis −wiK)Tγ)
Zu beachten ist, dass in den weiteren Ausfu¨hrungen in β der γ-Vektor aus-
geschlossen wird und separat behandelt wird. Die hier eingefu¨hrte Schreibweise
sollte lediglich der Vereinfachung und Veranschaulichung dienen. Es gilt also von
nun an wieder β = (βT1., . . . ,β
T
q.).
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2.2.3 Nebenbedingungen
Ein Thema, auf welches in Zahid und Tutz (2009, S. 2 ff.), worauf sich auch
die folgenden Ausfu¨hrungen beziehen, etwas na¨her eingegangen wird, ist das der
Wahl einer akkuraten Nebenbedingung im multinomialen logistischen Modell. Die
allgemeine Modellformulierung lautet
piir =
exp(xTi βr.)∑K
s=1 exp(x
T
i βs.)
, i = 1, . . . , n r = 1, . . . , K. (12)
Im Nenner wird also u¨ber alle Kategorien des Response summiert. In dieser Form
treten allerdings Identifizierbarkeitsprobleme auf, was bedeutet, dass sich durch
eine Addition der Koeffizienten mit einer Konstante dieselben gescha¨tzten Wahr-
scheinlichkeiten ergeben wu¨rden. Um das Modell also u¨berhaupt scha¨tzen zu ko¨n-
nen muss eine Nebenbedingung eingefu¨hrt werden. Ein Beispiel hierfu¨r ist das
Festsetzen von
βK. = 0,
was der Wahl von Kategorie K als Referenzkategorie enspricht. Durch einfa-
ches Einsetzen dieser Nebenbedingung in die Gleichung (12) fu¨hrt, da somit
exp(xiβK.) = 1 gilt, zu
piir =
exp(xTi βr.)
1 +
∑q
s=1 exp(x
T
i βs.)
, r = 1, . . . , q i = 1, . . . , n, (13)
der oben eingefu¨hrten Modellformulierung mit Referenzkategorie, fu¨r welche na-
tu¨rlich nicht nur die K-te, sondern auch jede andere Responsekategorie gewa¨hlt
werden kann.
Jedoch ist dies nicht die einzige Mo¨glichkeit, Eindeutigkeit der Scha¨tzer si-
cherzustellen. Alternativ kann auch
K∑
s=1
βs. = 0
festgelegt und damit eine symmetrische Nebenbedingung verwendet werden.
Unterschiede ergeben sich nun bei der Interpretation der Parameter. Bei der
Wahl ersterer Bedingung beschreiben die Parameter den Einfluss auf die loga-
rithmierten Chancenverha¨ltnisse gegenu¨ber der Referenzkategorie. Bei der Wahl
einer symmetrischen Nebenbedingung wird durch die Umstellung von Gleichung
(12) zu
piir
GM(xi)
=
exp(xTi βr.)
K
√∏K
s=1 exp(x
T
i βs.)
, r = 1, . . . , K, i = 1, . . . , n (14)
bzw.
log
(
piir
GM(xi)
)
= xTi βr., r = 1, . . . , K, i = 1, . . . , n,
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mit GM(xi) als das geometrische Mittel u¨ber die Responsekategorien fu¨r eine
Beobachtung xi, deutlich, dass die Interpretation mit einer ”
mittleren“ Respon-
sekategorie als Referenzkategorie vo¨llig analog zu oben erfolgen kann. Es gilt
außerdem fu¨r beide Formulierungen
log
(
piir
piis
)
= xTi (βr. − βs.).
Klarerweise ergeben sich je nach Wahl der Nebenbedingung unterschiedliche
Koeffizientenwerte. Seien im Folgenden β.j (j = 1, . . . , p) die Koeffizienten aus
einem Modell mit Referenzkategorie und β?.j (j = 1, . . . , p) diejenigen aus einem
Modell mit symmetrischer Nebenbedingung. Der Punkt wird hierbei lediglich zur
Verdeutlichung der Unterscheidung zwischen der Aufteilung nach Referenzkate-
gorie und Parameter bzgl. der Einflussgro¨ßen zusa¨tzlich eingefu¨gt. Analog wird
in spa¨teren Abschnitten, in welchen ein multinomiales Modell behandelt wird,
die Schreibweise β.g verwendet. Beide Darstellungen lassen sich damit u¨ber die
Gleichung
β?.j = Tβ.j
=

K−1
K
− 1
K
. . . − 1
K
− 1
K− 1
K
K−1
K
. . . − 1
K
− 1
K
...
...
. . .
...
...
− 1
K
− 1
K
. . . K−1
K
− 1
K− 1
K
− 1
K
. . . − 1
K
K−1
K
β.j, j = 1, . . . , p,
bzw.
β.j = T
−1β?.j
=

2 1 . . . 1 1
1 2 . . . 1 1
...
...
. . .
...
...
1 1 . . . 2 1
1 1 . . . 1 2
β?.j, j = 1, . . . , p,
ineinander u¨berfu¨hren. Fu¨r Details sei hier auf Zahid und Tutz (2009, S. 2 ff.)
verwiesen.
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3 Regularisierung im Logitmodell
Das im vorherigen Abschnitt vorgestellte multinomiale Logitmodell ist laut Za-
hid und Tutz (2009, S. 1) bei mehrkategorialem Response das am ha¨ufigsten
verwendete Modell. Bei hochdimensionalen Datensituationen ist jedoch nicht ga-
rantiert, dass die ML-Scha¨tzer existieren. Abhilfe schaffen hier Regularisierungs-
methoden, bei welchen auch bei eben dieser Hochdimensionalita¨t Scha¨tzungen fu¨r
die Koeffizienten existieren (vgl. Zahid und Tutz, 2009, S. 7). Solche Regularisie-
rungsverfahren verwenden bei der Maximierung der Likelihood bzw. Minimierung
der negativen Log-Likelihood zusa¨tzlich einen Penalisierungsterm. Die allgemeine
Form lautet
lp(β) = l(β)− λJ(β) (15)
(vgl. Zahid und Tutz, 2009, S. 7). Dabei ist J(β) ein Penalisierungsterm, welcher
je nach Verfahren entsprechend gewa¨hlt wird.
3.1 Regularisierung von Parametern
Fu¨r verschiedene Definitionen von J(β) wurden bereits Methoden entwickelt. In
Zahid und Tutz (2009), worauf sich die folgenden Darstellungen beziehen, wird
die Ridge-Penalisierung verwendet, welche fu¨r lineare Modelle von Hoerl und
Kennard (1970) eingefu¨hrt wurde (vgl. Zahid und Tutz, 2009, S. 7 f.). Bei bina¨rem
Response ist J(β) =
∑p
j=1 β
2
j und bei multikategorialem J(β) =
∑q
r=1
∑p
j=1 β
2
rj.
Insgesamt ergibt sich fu¨r die penalisierte Log-Likelihood im bina¨ren Fall
lp(β) = l(β)− λ
p∑
j=1
β2j (16)
und mit K > 2 Kategorien im Response bei der Modelldefinition mit symmetri-
scher Nebenbedingung
lp(β) = l(β)− λ
K∑
r=1
p∑
j=1
β2rj (17)
(vgl. Zahid und Tutz, 2009, S. 7 f.). In Zahid und Tutz (2009) wird anstatt
λ jeweils λ
2
verwendet (S. 7 ff.), woraus sich jedoch versta¨ndlicherweise a¨quiva-
lente Scha¨tzungen der Koeffizienten ergeben. Aus diesen Formulierungen ist zu
erkennen, dass bei der Maximierung der jeweiligen Log-Likelihood die Gro¨ße der
Koeffizienten durch die Summe u¨ber die quadrierten Werte bestraft wird und
somit ein Trade-off zwischen Modellanpassung und -komplexita¨t entsteht.
In einer Simulationsstudie wurde in Zahid und Tutz (2009, S. 10 ff.) ge-
zeigt, dass dieses Verfahren in vielen Datensituationen den ML-Scha¨tzer bzgl. des
MSE(βˆ) und MSE(pˆi) (vgl. Zahid und Tutz, 2009, S. 12 ff., bzw. Kapitel 5.1 fu¨r
entsprechende Definitionen) dominiert. Zudem beachte man, dass, falls (p+1)·K,
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also die Anzahl der gesamten zu scha¨tzenden Koeffizienten, im Verha¨ltnis zu n zu
groß wird, beim ML-Scha¨tzer Konvergenzprobleme auftreten ko¨nnen (vgl. Zahid
und Tutz, 2009, S. 10 ff.).
Eine weitere Mo¨glichkeit der Regularisierung wurde im Paper von Friedman
et al. (2010), auf welches sich die folgenden Ausfu¨hrungen beziehen, vorgestellt.
Hierbei findet fu¨r eine Katorie r der Strafterm
J(βr.) =
p∑
j=1
[
1
2
(1− α)β2rj + α|βrj|] (18)
= (1− α)1
2
‖βr.‖22 + α‖βr.‖1, r = 1, . . . , K,
mit ‖βr.‖2 = (
∑p
j=1 β
2
rj)
1/2 und ‖βr.‖1 =
∑p
j=1 |βrj|, aus dem Kontext des ”Ela-
stic Net“ (vgl. Zou und Hastie, 2005) Verwendung. Die Koeffizienten werden also
kategorienweise angepasst und es wird auch u¨ber alle Kategorien optimiert, da
hierbei eine symmetrische Nebenbedingung Anwendung findet. Es wird also die
allgemeine Modellformulierung aus Gleichung (12) fu¨r die Berechnungen heran-
gezogen. Dabei ist dann das Maximierungsproblem
maxβ
[
1
n
l(β)− λ
K∑
r=1
Jα(βr.)
]
, (19)
wobei durch Jα(·) die Abha¨ngigkeit von α in Gleichung (19) verdeutlicht wird. Der
erste Term von Gleichung (19) kann dann noch in der Form der Log-Likelihood
als
l(β) =
1
n
n∑
i=1
[
K∑
r=1
yir(x
T
i βr.)− log
(
K∑
r=1
exp(xTi βr.)
)]
(20)
geschrieben werden.
Der hierbei verwendete Strafterm (18) ist eine Kombination aus Lasso- und
Ridge-Penalisierung (fu¨r eine Darstellung des Lasso-Verfahrens s. Kapitel 4.1).
Somit ist es im Gegensatz zur Anwendung der Ridge-Regression mo¨glich, dass
Parameter auf den Wert Null gescha¨tzt werden und somit aus dem Modell ge-
nommen werden.
Als Erga¨nzung sei hier noch erwa¨hnt, dass die oben eingefu¨hrte Nebenbedin-
gung
∑K
s=1 βs. = 0 nicht exakt in dieser Form verwendet wird. Vielmehr wird die
Uneindeutigkeit der Scha¨tzer genutzt, um die penalisierte Log-Likelihood noch-
mals zu maximieren. Fu¨r Details sei auf Friedman et al. (2010, S. 11) verwießen.
3.2 Regularisierung von Kovariablen
Ein Nachteil der im letzten Abschnitt behandelten Verfahren besteht darin, dass
ggf. lediglich einzelne Parameter fu¨r sich geshrinkt werden. Unter Verwendung
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der Ridge-Penalty ist auch keine Parameterselektion mo¨glich und durch das Ver-
fahren von Friedman et al. (2010) werden ggf. einzelne Parameter aus dem Modell
genommen. Dies bedeutet, dass die entsprechenden Koeffizienten unabha¨ngig von
denjenigen, die zwar zur selben Variable, jedoch zu einer anderen Responsekate-
gorie geho¨ren, ggf. auf Null gesetzt werden, wodurch keine direkte Variablense-
lektion stattfindet. Um dieser Problematik entgegenzuwirken, soll, entsprechend
dem Lasso-Verfahren (vgl. Tibshirani, 1996), ein Lasso-Penalisierungsterm An-
wendung finden, welcher bei einer symmetrischen Nebenbedingung als
J(β) =
p∑
j=1
(β21j + . . .+ β
2
Kj)
1/2 (21)
und bei Verwendung der K-ten Responsekategorie als Referenzkategorie als
J(β) =
p∑
j=1
(β21j + . . .+ β
2
qj)
1/2 (22)
definiert wird (vgl. bzgl. dieser Penalisierungsterme Tutz, 2011). Die Umsetzung
von letzterer Darstellung wird in Kapitel 4 behandelt.
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4 Algorithmus zur Merkmalsauswahl
Der im Kapitel 4.4 vorgestellte Algorithmus baut auf das Paper von Meier et al.
(2008) bzw. ein darin vorgestelltes Verfahren, bei welchem von bina¨rem Respon-
se und kategorialen sowie metrischen Einflussgro¨ßen ausgegangen wird, auf. Die
entsprechende Methodik wird in Abschnitt 4.2 behandelt.
4.1 Lasso
Zuna¨chst sollen die Grundlagen fu¨r die in den Kapiteln 4.3 und 4.4 gezeigten
Algorithmen gelegt werden. Ausgangspunkt ist der Lasso. Die folgenden Ausfu¨h-
rungen beziehen sich auf das Paper von Tibshirani (1996).
Der Lasso-Scha¨tzer maximiert die allgemeine Log-Likelihood l(β) unter der
Nebenbedingung
∑p
j=1 βj ≤ t (t ≥ 0), was gleichbedeutend mit der Darstellung
arg maxβ l(β) + λ‖β‖1, mit ‖β‖1 =
p∑
j=1
|βj|, (23)
fu¨r einen entsprechenden β-Vektor ist. Durch dieses Vorgehen werden die Ko-
effizienten geshrinkt und ggf. auf Null gesetzt. Dieses Verhalten ist naheliegen-
derweise von λ abha¨ngig. Je gro¨ßer der entsprechende Wert ist, desto
”
kleiner“,
in dem Sinne, dass tendenziell mehr Parameter auf Null gescha¨tzt werden bzw.
die Parameter kleinere Scha¨tzwerte erhalten, werden die resultierenden Modelle.
Fu¨r jeden Koeffizienten ergeben sich somit u¨ber das λ hinweg Pfade, ausgehend
von einem λmax, bei welchem bspw. alle Koeffizienten auf Null gescha¨tzt werden,
bis hin zu einem λmin. Setzt man λmin = 0 erha¨lt man an dieser Stelle klarer-
weise den ML-Scha¨tzer. Aus diesen Pfaden wird dann u¨ber ein Kriterium, z.B.
generalisierte Kreuzvalidierung (vgl. Tibshirani, 1996, S. 276) das
”
optimale“ λ
ausgewa¨hlt. Innerhalb dieser Pfade ist es dabei mo¨glich, dass die Vorzeichen der
Koeffizientenscha¨tzer wechseln.
Fu¨r Details zum Lasso-Verfahren sei hier auf Tibshirani (1996) verwiesen.
Dort werden zudem Simulationen im linearen Modell gezeigt (vgl. Tibshirani,
1996, S. 279 ff.).
4.2 Group Lasso
Eine Erweiterung der Idee des Lasso wurde durch das
”
Group Lasso“ (vgl. Yu-
an and Lin, 2006) eingefu¨hrt. Hierbei ist es, im Gegensatz zum einfachen Lasso,
mo¨glich, gesamte Pra¨diktorgruppen, wie sie bspw. bei kategorialen Einflussgro¨-
ßen auftreten, zu regularisieren. Zur Veranschaulichung wird, wie im Paper von
Meier et al. (2008, S. 54 ff.), worauf sich auch die folgenden Ausfu¨hrungen und die
Darstellungen in Kapitel 4.3 beziehen, das bina¨re logistische Modell betrachtet.
Dabei wird angenommen, dass sich insgesamt n Beobachtungen mit jeweils G
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Pra¨diktoren im Modell befinden und entsprechend yi ∈ {0, 1} (i = 1, . . . , n) gilt.
Zudem ko¨nnen die G Einflussgro¨ßen sowohl kategorial als auch metrisch sein, was
durch dfg (g = 1, . . . , G) gekennzeichnet wird. Fu¨r metrische Kovariablen gilt, wie
in Abschnitt 2.1 bereits dargestellt wurde, dfg = 1 und fu¨r kategoriale dfg = pg−1
(g = 1, . . . , G), wobei mit pg die Anzahl der Kategorien des entsprechenden Pra¨-
diktors bezeichnet wird. Zu scha¨tzen sind p+ 1 Koeffizienten, mit p =
∑G
g=1 dfg.
Fu¨r die zu minimierende Zielfunktion ergibt sich damit
Sλ(β) = −l(β) + λ
G∑
g=1
s(dfg)‖β.g‖2, (24)
wobei s(·) eine Funktion der Freiheitsgrade dfg (g = 1, . . . , G) sei und fu¨r die nega-
tive Log-Likelihood (−l(β)) Gleichung (4) aus Kapitel 2.1 verwendet wird. Dieser
Strafterm stellt nun sicher, dass ein Pra¨diktor entweder insgesamt, oder gar nicht
in das Modell aufgenommen wird und kann als Mischung aus Ridge-Regression
und Lasso betrachtet werden (vgl. Meier et al., 2008, S. 55). Die Minimierung
der Funktion Sλ(·) aus Gleichung (24) kann nun anhand des folgenden, im Paper
von Meier et al. (2008, S. 55 ff.) vorgestellten Algorithmus geschehen.
4.3 Algorithmus fu¨r das bina¨re logistische Modell
Von nun an sei X die Designmatrix
X =
1 x11 . . . x1p... ... ...
1 xn1 . . . xnp
 .
Man nehme als Xg eine Matrix der Dimension n × dfg (g = 1, . . . , G), welche
aus der/den entsprechenden Spalte(n) der Designmatrix besteht, an. Hierbei sei
außerdem angenommen, dass Xg (g = 1, . . . , G) vollen Rang besitzt und somit
eine blockweise Orthonormalisierung mo¨glich ist, welche als Vorbereitung fu¨r den
Algorithmus durchgefu¨hrt wird. Es gilt somit XTgXg = Idfg (g = 1, . . . , G), mit
Idfg als Identita¨tsmatrix der Dimension dfg × dfg. Im Paper von Meier et al.
(2008) wird eine leicht modifizierte Version verwendet, sodass XTgXg = nIdfg
(g = 1, . . . , G) gilt (vgl. Meier et al., 2008, S. 55).
Im eigentlichen Algorithmus wird nun die Minimierung von Sλ(·) kovariablen-
weise durchgefu¨hrt. Wa¨hrend ein β.g (g = 1, . . . , G) angepasst wird, werden alle
anderen bei einem Wert festgehalten. Insgesamt wird folgendes Verfahren ange-
wendet (vgl. Meier et al., 2008, S. 56):
1. Wa¨hle fu¨r β ∈ Rp+1 einen Startvektor.
2. Berechne den Intercept aus arg minβ0{Sλ(β)}.
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3. Fu¨r einen Durchlauf durch g = 1, . . . , G gehe folgendermaßen vor:
• Falls ‖XTg (y − piβ−g)‖2 ≤ λs(dfg), setze β.g = 0
• ansonsten: Bestimme β.g aus arg minβ.g{Sλ(β)}.
4. Wiederhole die Schritte 2 und 3 bis zur Konvergenz.
Dabei bezeichnet β−g den Vektor β, wobei der Vektor βg bzw., falls dfg = 1 gilt,
der Wert von βg auf Null gesetzt wird. y steht wiederum fu¨r den Responsevektor
und piβ−g fu¨r den gescha¨tzten Wahrscheinlichkeitsvektor der Kategorienzugeho¨-
rigkeit ohne Beru¨cksichtigung des Vektors βg bzw. des Wertes von βg. Zudem
wird s(dfg) = df
1/2
g gesetzt. Im dritten Schritt dieses Algorithmus findet die Va-
riablenselektion statt. Hierfu¨r wird zuna¨chst u¨berpru¨ft, ob die Variable u¨berhaupt
angepasst werden soll.
Durch den Term ‖XTy‖2 bzw. ‖XTg y‖2 wird die Korrelation zwischen X und
y bzw. Xg und y (g = 1, . . . , G), da Xg (g = 1, . . . , G) blockweise orthonorma-
lisiert wurde, beschrieben. Das Addieren von y mit −piβ−g stellt sicher, dass der
bereits erkla¨rte Anteil der Wahrscheinlichkeiten fu¨r y ohne Beru¨cksichtigung des
g-ten Pra¨diktors miteinbezogen wird, wodurch sich insgesamt aus der Norm ein
Maß fu¨r die
”
Wichtigkeit“ des g-ten Pra¨diktors ergibt.
Im Paper von Meier et al. (2008) wird noch auf Folgendes hingewiesen: Im
dritten Schritt wird zuna¨chst u¨berpru¨ft, ob sich das Minimum an der nicht dif-
ferenzierbaren Stelle 0 befindet. Falls dies nicht der Fall ist, so kann ein Stan-
dardverfahren verwendet werden und die Werte aus der letzten Iteration ko¨nnen
als Startwerte verwendet werden. Falls die Variable im vorhergenden Durchgang
nicht in das Modell aufgenommen wurde, so wird erst ein kleiner Schritt in die
entgegengesetzte Richtung des Gradienten der negativen Log-Likelihood durch-
gefu¨hrt, um sicherzustellen, dass an einer differenzierbaren Stelle gestartet wird
(vgl. Meier et al., 2008, S. 56).
U¨ber die Verwendung einer λ-Sequenz ergeben sich fu¨r die β-Werte Pfade
(vgl. Meier et al., 2008, S. 56 fu¨r ein Beispiel fu¨r entsprechende Pfade). Im Paper
von Meier et al (2008, S. 57 ff.) ist noch eine weitere Methodik, welche ebenfalls
fu¨r das oben beschriebene penalisierte Scha¨tzproblem bzgl. des bina¨ren Modells
angewendet werden kann, beschrieben. Diese ist u¨ber das Paket
”
grplasso“ (Mei-
er, 2009) fu¨r die Software
”
R“ (R Development Core Team, 2010) abrufbar (vgl.
Meier et al., 2008, S. 59). Bzgl. der entsprechenden Theorie sei an dieser Stelle
auf das Paper von Meier et al. (2008, S. 57 ff.) verwiesen.
4.4 Algorithmus fu¨r das multinomiale logistische Modell
Der im letzten Abschnitt vorgestellte Algorithmus soll nun dahingehend modifi-
ziert werden, als dass er zur Merkmalsauswahl im multinomialen Modell verwen-
det werden kann. Man beachte, dass im folgenden Kapitel 4.4.1 ausschließlich von
Kovariablen von metrischem Skalenniveau ausgegangen wird.
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4.4.1 Metrische Kovariablen
Die zu minimierende Zielfunktion ist hierbei fast dieselbe wie Funktion (24):
S˜λ(β) = −l(β) + s(q)λ
p∑
j=1
‖β.j‖2 (25)
= −l(β) + s(q)λ
p∑
j=1
(β21j + . . .+ β
2
qj)
1/2,
wobei l(β) nun fu¨r die Log-Likelihood aus dem multinomialen logistischen Modell
(Gleichung (6) aus Kapitel 2.2.1) steht und die K-te Responsekategorie als Refe-
renzkategorie verwendet wird. Der Unterschied zur Gleichung (24) besteht darin,
dass der Term s(dfg) durch s(q) ersetzt wurde und, neben der ausgetauschten
Log-Likelihood, β entsprechend dem multinomialen Modell angepasst ist. Die
Kategorien einer Kovariable aus dem vorherigen Abschnitt zum Group Lasso
beim bina¨ren Logitmodell entsprechen nun den Kategorien des Response, wo-
durch die vorherigen βg-Vektoren (g = 1, . . . , G) durch β.j (j = 1, . . . , p) ersetzt
werden und somit alle dieselbe La¨nge besitzen. Daher kann auch der Term s(dfg),
welcher eine entsprechende Gewichtung der β.g (g = 1, . . . , G) sicherstellte, gegen
s(q) = q1/2, was von g (g = 1, . . . , G) unabha¨ngig ist und somit vor die Summe
geschrieben werden darf, ausgetauscht werden. Wu¨rde man ausschließlich globale
Einflussgro¨ßen verwenden, ko¨nnte dieser Term ganz weggelassen werden, da er
bereits von λ abgedeckt wa¨re. In Kapitel 4.4.3 wird dargestellt, warum er fu¨r eine
allgemeine Anwendung des Algorithmus notwendig ist.
Fu¨r eine alternative Darstellung der Log-Likelihood wird die Designmatrix X
X =
1 x11 . . . x1p... ... ...
1 xn1 . . . xnp

und eine Umformulierung der Vektoren β und y zu
β? =
β10 β11 . . . β1p... ... ...
βq0 βq1 . . . βqp

bzw.
Y =
y
T
1 1− y11 − . . .− y1q
...
...
yTn 1− yn1 − . . .− ynq

durchgefu¨hrt. Analog dazu wird
pi =
pi
T
1 1− pi11 − . . .− pi1q
...
...
piTn 1− pin1 − . . .− pinq

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definiert. Hierbei wird ebenfalls fu¨rX eine blockweise Orthonormalisierung durch-
gefu¨hrt, sodass xTj x = 1 (j = 1, . . . , p) gilt. Die Log-Likelihood kann in dieser
Notation u¨ber
l(β) =
∑
diag(Xβ˜
T
Y T )−
n∑
i=1
log(1 +
q∑
s=1
exp(xTi βs.)), (26)
wobei u¨ber die Funktion diag(·) ein Vektor mit den Diagonalelementen der u¨ber-
gebenen Matrix als Argument gewonnen wird und mit dem Summenzeichen ohne
Indices die Summe u¨ber die Eintra¨ge des darauffolgenden Vektors gemeint ist,
dargestellt werden. β˜ beschreibt die Matrix (β?T ,0)T , bei welcher also ein Null-
vektor als q + 1-te Zeile eingefu¨gt wurde. Wird beim Response als Referenzkate-
gorie eine andere Kategorie als die letzte verwendet, so muss dieser Nullvektor in
die entsprechende Zeile gesetzt werden.
Der Vorteil dieser Formulierung ist, dass nun relativ einfach bzgl. eines Koef-
fizientenvektors β.j zu einer Kovariable j (j = 1, . . . , p) optimiert werden kann.
Bei festgehaltenem β.−j ist die penalisierte Log-Likelihood, also die Zielfunktion
S˜(β.j) in Abha¨ngigkeit von β.j nun formulierbar als
S˜(β.j) =
∑
diag(Xβ˜
T
.−jY
T ) +
∑
diag(Xβ˜
T
.jY
T )
−
n∑
i=1
log(1 +
q∑
s=1
exp(xTi,−jβs,−j + x
T
ijβsj))
− s(q)λ
∑
j? 6=j
(β21j? + . . .+ β
2
qj?)
1/2 − s(q)λ(β21j + . . .+ β2qj)1/2,
j = 1, . . . , p. (27)
Das Komma bei xi,−j und βs,−j wurde lediglich zur Erleichterung der Lesbar-
keit eingefu¨gt und hat inhaltlich keinerlei Bedeutung. Gemeint ist also die i-te
Beobachtung ohne Beru¨cksichtigung der j-ten Einflussgro¨ße bzw. die s-te Re-
sponsekategorie ohne Beru¨cksichtigung der j-ten Einflussgro¨ße.
Analog zu oben durchla¨uft der fu¨r das multinomiale Logitmodell angepasste
Algorithmus nun folgende Schritte:
1. Bestimme einen Startvektor fu¨r β.
2. Berechne den Interceptvektor β.0 als arg minβ.0{S˜λ(β)}.
3. Fu¨r einen Durchlauf durch j = 1, . . . , p gehe folgendermaßen vor:
• Falls ‖xTj (Y − piβ.−j)‖2 ≤ s(q)λ, setze β.j = 0.
• Bestimme ansonsten β.j u¨ber arg minβ.j{S˜λ(β)}.
4. Wiederhole die Schritte 2 und 3 bis zur Konvergenz.
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β.j (j = 1, . . . , p) beschreibt den Koeffizientenvektor einer Variable u¨ber alle Ka-
tegorien des Response, mit Ausnahme der Referenzkategorie, und kann aus dem
Gesamtvektor β (vgl. Darstellung (7) aus Abschnitt 2.2) bzw. aus β? gewonnen
werden. Im bina¨ren Logitmodell wu¨rde sich fu¨r diesen Vektor ein Skalar ergeben.
xj (j = 1, . . . , p) steht fu¨r die j-te Spalte (j = 1, . . . , p) aus der Designmatrix.
Es sei nochmals darauf hingewiesen, dass in diesem Kapitel 4.4.1 ausschließlich
von metrischen Einflussgro¨ßen ausgegangen wird und somit in der Schreibweise
aus dem letzten Abschnitt G = p gilt. Y ist die oben eingefu¨hrte Responsematrix
und piβ.−j steht wiederum fu¨r die Wahrscheinlichkeitsmatrix ohne die Beru¨cksich-
tigung von β.j.
Fu¨r die einzelnen β-Werte ergeben sich, analog zum Verfahren von Meier et
al. (2008), fu¨r eine λ-Sequenz Pfade, welche jedoch nun entweder nach Respon-
sekategorien oder nach Einflussgro¨ßen aufgeteilt werden ko¨nnen, um sie grafisch
darzustellen. Eine solche Veranschaulichung ist im Kapitel 4.6, in welchem der
Algorithmus etwas modifiziert wird, zu finden.
Um ein konkretes Modell zu erhalten, muss dann selbstversta¨ndlich ein λ-
Wert ausgewa¨hlt werden, was im Kapitel 5 (
”
Anwendung des Algorithmus“) u¨ber
eine fu¨nffache Kreuzvalidierung mit dem pra¨diktiven
”
Brier Score“ (Brier, 1950)
als Kriterium geschieht. Der Brier Score wird hier als
Brier =
n∑
i=1
(yi − pˆii)2, (28)
wobei yi die i-te Zeile von Y und pii die i-te Zeile von pi, dem gescha¨tzten
pi beschreibt. Das Y ist hierbei aus dem Testdatensatz, wa¨hrend pi aus dem
jeweiligen Trainingsdatensatz gewonnen wurde.
Neben dieser Vorgehensweise wa¨ren natu¨rlich auch andere Modellwahlkrite-
rien, wie z.B. die Devianz (vgl. Fahrmeir et al., 2007, S. 205) in Verbindung
mit einer Kreuzvalidierung, anwendbar. Eine Funktion, welche eine fu¨nffache
Kreuzvalidierung bzgl. des pra¨diktiven Brier Score und bzgl. der pra¨diktiven Log-
Likelihood (= pra¨diktive Devianz / 2) durchfu¨hrt, ist auf der beigefu¨gten CD zu
finden. Auch wenn dies in der Theorie nicht von Belang ist, sei hier noch erwa¨hnt,
dass, falls mindestens zwei verschiedene λ-Werte zum gleichen Wert bzgl. des Bri-
er Scores bzw. der pra¨diktiven Log-Likelihood fu¨hren, der ho¨chste als der optimale
verwendet wird. Es wird hiermit lediglich die Eindeutigkeit des entsprechenden
Ru¨ckgabewertes der Funktion
”
plregr.cv“ (s. die dieser Arbeit beigefu¨gte CD)
gesichert.
Bei einer k-fachen Kreuzvalidierung wird der Datensatz in k Teile, welche in
etwa gleich groß sind, unterteilt. Anschließend dient in jedem der k Durchga¨n-
ge einer der Subdatensa¨tze als Test- und die restlichen als Trainingsdatensatz,
sodass jeder dieser Teildatensa¨tze einmal als Testdatensatz diente. Anhand der
Trainingsdaten werden die Parameter gescha¨tzt und u¨ber die Testdaten validiert.
Dies wird fu¨r jeden λ-Wert durchgefu¨hrt. Es wird anschließend derjenige λ-Wert
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verwendet, welcher den niedrigsten Brier Score zur Folge hat (vgl. Fahrmeir et
al., 2007, S. 162, fu¨r eine sehr a¨hnliche Darstellung der Kreuzvalidierung). In der
Funktion plregr.cv, welche bei der Durchfu¨hrung einer Kreuzvalidierung fu¨r
die in Kapitel 5 gezeigten Analysen Verwendung fand, geschieht die Zuteilung
der Beobachtungen in eine der k Gruppen zufa¨llig.
Das Verfahren wird nun um zwei weitere Arten von Kovariablen erweitert.
Damit ist es zum einen auf kategoriale Pra¨diktoren von nominalem Skalenniveau
und auf kategorienspezifische Variablen mit metrischem Skalenniveau anwendbar.
4.4.2 Kategoriale Kovariablen
Zuna¨chst sei nochmals auf die allgemeine Schreibweise hingewiesen. Es wird an-
genommen, dass fu¨r ein Modell G Kovariablen, welche entweder von nominalem
oder metrischem Skalenniveau sind, zur Verfu¨gung stehen. Einige hiervon werden
im Endmodell ggf. nicht beru¨cksichtigt. Ist eine Einflussgro¨ße g (g = 1, . . . , G)
metrisch, so kann diese Kovariable unvera¨ndert in die Designmatrix aufgenom-
men werden. Entsprechend gilt fu¨r diese Einflussgro¨ße dfg = 1. Ist eine Kovaria-
ble hingegen kategorial (mit mindestens zwei Katogorien), so wird diese in dfg
Effekt-kodierte Variablen mit dfg = (Anzahl der Kategorien − 1) umkodiert. Es
gilt p =
∑G
g=1 dfg. Beim U¨bergang zu kategorialen Kovariablen erha¨lt man so-
mit, falls dfg > 1, die Matrix Xg (g = 1, . . . , G) mit den dfg zu g geho¨renden
Effekt-kodierten Variablen, wodurch sich fu¨r XTg (Y − piβ−g) ebenfalls eine Ma-
trix ergibt. Diese besitzt, je nach Anzahl der Kategorien der Variable g, dfg Zeilen
(g = 1, . . . , G). Damit wird eine entsprechende Norm beno¨tigt, wofu¨r in diesem
Algorithmus die
”
Frobenius-Norm“ (vgl. bspw. Schaback und Wendlang, 2005, S.
53), welche fu¨r ein X der Dimension n × p mit den Eintra¨gen xij (i = 1, . . . , n,
j = 1, . . . , p) definiert ist als
‖X‖F =
(
n∑
i=1
p∑
j=1
x2ij
)1/2
, (29)
verwendet wird. Gilt dfg = 1, so ist xg (g = 1, . . . , G) ein Vektor und die L2-Norm
ist, wie im fu¨r metrische Kovariablen vorgestellten Algorithmus, anwendbar. Eine
blockweise Orthonormalisierung wird auch hier durchgefu¨hrt, sodass XTgX = Ig
bzw. xTg xg = 1 (g = 1, . . . , G) gilt. Aus der Abha¨ngigkeit der Dimension der
MatrixXTg (Y −piβ−g) wird zudem direkt ersichtlich, dass hier eine entsprechende
Gewichtung u¨ber s(dfg) = df
1/2
g (g = 1, . . . , G) in einer zum im Abschnitt 4.2
vorgestellten Algorithmus analogen Weise stattfinden muss. Die zu optimierende
Funktion S˜(β) la¨sst sich in einer allgemeinen Form als
S˜λ(β) = −l(β) + s(q)λ
G∑
g=1
s(dfg)‖β.g‖F (30)
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formulieren. Diese ist fu¨r metrische bzw. bina¨re und kategoriale Kovariablen an-
wendbar.
Eine zur Gleichung 26 bzw. 27 a¨quivalente Formulierung von l(β) bzw. S˜(β.g)
ist ebenfalls mo¨glich. Jedoch ist diese mehr aus programmiertechnischer Sicht in-
teressant und nur sehr umsta¨ndlich explizit darstellbar. Somit sei hier lediglich auf
die Funktion
”
likeli.j“, welche innerhalb der Funktion plregr verwendet wird,
verwiesen. In der Funktion plregr ist der in Kapitel 4.6 vorgestellte Algorithmus
umgesetzt.
Bei globalen Einflussgro¨ßen wird folgende Vorgehensweise verwendet:
1. Bestimme einen Startvektor fu¨r β.
2. Berechne den Interceptvektor β.0 als arg minβ.0{S˜λ(β)}.
3. Fu¨r einen Durchlauf durch g = 1, . . . , G gehe folgendermaßen vor:
• Falls ‖XTg (Y − piβ−g)‖F ≤ s(q)s(dfg)λ, setze β.g = 0.
• Bestimme ansonsten β.g u¨ber arg minβ.g{S˜λ(β)}.
4. Wiederhole die Schritte 2 und 3 bis zur Konvergenz.
Hierbei wurde die Unterscheidung zwischen Xg und xg, also ob dfg > 1 (g =
1, . . . , G) ist oder nicht, vernachla¨ssigt, um eine einheitliche Darstellung zu erhal-
ten. In dieser Form ist der Algorithmus nun allgemein fu¨r metrische und katego-
riale Kovariablen anwendbar.
4.4.3 Kategorienspezifische Kovariablen
Auf kategorienspezifische Kovariablen ist der Algorithmus ebenfalls erweiterbar,
wofu¨r zuna¨chst noch einige anschließend verwendete Schreibweisen eingefu¨hrt
werden. Es wird außerdem angenommen, dass L > 2 und K > 2 gilt. Fu¨r L ≤ 2
und/oder K = 2 ergeben sich nur geringfu¨gige Umformulierungen, welche aus
den hier gezeigten Darstellungen direkt ableitbar sind.
Im Folgenden wird mit wir. (r = 1, . . . , q) der Vektor bezeichnet, von welchem
bereits der zur Referenzkategorie geho¨rende Vektor wiK subtrahiert wurde. Es
gilt wir. = (wir1, . . . , wirL), wodurch sowohl nach Beobachtung i (i = 1, . . . , n),
als auch nach Responsekatogorie r (r = 1, . . . , q) oder kategorienspezifischer Ein-
flussgro¨ße l (l = 1, . . . , L) aufgespaltet werden kann. Hiermit werden die Matrizen
W i.. =
w
T
i1.
...
wTiq.
 , i = 1, . . . , n,
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und daraus wiederum die Matrix
W =
W 1.....
W n..

gebildet. Die Matrix W ist damit von der Dimension (n · q) × L und wird fu¨r
die weitere Anwendung, entsprechend zu X, blockweise orthonormalisiert, sodass
wT..lw..l = 1, mit w..l = (w1.l, . . . ,wn.l) (l = 1, . . . , L) gilt. Zur Vereinfachung der
Schreibweise wird w..l im Folgenden mit wl bezeichnet.
Die urspru¨ngliche Zielfunktion S˜λ(β) muss entsprechend zu
S˜λ(β,γ) = −l(β,γ) + s(q)λ
p∑
j=1
‖β.j‖2 + λ‖γ‖1 (31)
= −l(β,γ) + s(q)λ
p∑
j=1
(β21j + . . .+ β
2
qj)
1/2 + λ
L∑
l=1
|γl|,
mit l(β,γ) aus Kapitel 2.2.2 (Gleichung (11)), umformuliert werden.
Anstatt der Matrix Xg bzw. dem Vektor xg (g = 1, . . . , G) wird nun ent-
sprechend die l-te Spalte von W verwendet und piγ−l , mit piγ−l als pi ohne die
Beru¨cksichtigung von γl (l = 1, . . . , L), jedoch unter Verwendug des gesamten
β-Vektors, berechnet. Hierbei ist zu beachten, dass mit wl bereits der mit −wlK
addierte Vektor bezeichnet wird. Wie in Gleichung (31) bereits dargestellt, wird
fu¨r den globalen Koeffizientenvektor γ keine Gewichtung bzw. das Gewicht 1 und
somit der
”
gewo¨hnliche“ Lasso-Strafterm verwendet. Dies ha¨ngt selbstversta¨nd-
lich damit zusammen, dass pro Einflussgro¨ße lediglich ein Koeffizient anzupassen
ist. Wie in Kapitel 4.4.1 bereits erwa¨hnt, wird erst durch die Beru¨cksichtigung
von kategorienspezifischen Einflussgro¨ßen eine Gewichtung des Strafterms mit
s(q) fu¨r die kategorienspezifischen Koeffizienten no¨tig.
Eine weitere Problematik macht sich schließlich bei der praktischen Umset-
zung bemerkbar, da wl (l = 1, . . . , L) nur dann dieselbe La¨nge, wie der Vektor
xg (g = 1, . . . , G), besitzt, falls die Responsevariable bina¨r ist, wobei die Variable
g entweder ebenfalls nur zwei Kategorien besitzt oder von metrischem Skalenni-
veau ist. I.A. hat ein solcher Vektor wl (l = 1, . . . , L) die La¨nge n · q und kann
nicht mit der Matrix Y − piγ−l (l = 1, . . . , L) multipliziert werden, ohne vor-
her entsprechend umformatiert zu werden. Zudem ist die Berechnung von pi−l
(l = 1, . . . , L) nicht so direkt, wie bei globalen Einflussgro¨ßen, zumindest in der
fu¨r den Algorithmus verwendeten Formulierung, durchfu¨hrbar. Beides ist jedoch
fu¨r die Durchfu¨hrung des hier vorgestellten Verfahrens notwendig.
Zuna¨chst werden daher die Vektoren
w?i = W i..γ =
w
T
i1.
...
wTiq.
γ =
w
T
i1.γ
...
wTiq.γ
 , i = 1, . . . , n,
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und zur Veranschaulichung
w? =
w
?
1
...
w?n

der La¨nge q bzw. n · q, gebildet. Daraus wird wiederum eine Matrix
W ? =
w
?T
1
...
w?
T
n
 =
w
T
11.γ . . . w
T
1q.γ
...
...
wTn1.γ . . . w
T
nq.γ
 ,
der Dimension n × q konstruiert, in welcher alle zu einer Beobachtung i (i =
1, . . . , n) geho¨renden Auspra¨gungen nebeneinander in eine Zeile geschrieben wer-
den. Die Matrix W ?
T
kann nun mit der Matrix Y − pi multipliziert werden.
Dies ist fu¨r die Durchfu¨hrung des dritten Schrittes des Algorithmus notwendig.
Dort ist es jedoch entscheidend, dass die l-te Variable (l = 1, . . . , L) gesondert
beru¨cksichtigt wird. Dies wird dadurch sichergestellt, dass zuna¨chst der Vektor
w?−l = W−lγ−l
konstruiert wird, wobei W−l die Matrix W ohne die l-te Spalte und γ−l ent-
sprechend den Vektor γ ohne den l-ten Eintrag bezeichnet. Aus dem Vektor w?−l
wird dann analog zu W ? die Matrix
W ?−l =
w
T
11,−lγ−l . . . w
T
1q,−lγ−l
...
...
wn1,−lγ−l . . . wTnq,−lγ−l
 ,
in welcher die l-te Einflussgro¨ße nicht beru¨cksichtigt wird, gebildet. Verwendet
man die Matrix W ?−l nun fu¨r die Berechnung von η aus Kapitel 2.2.2 (Gleichung
(10)), so kann auf diese Weise ein pi−l (l = 1, . . . , L) berechnet werden.
Zusa¨tzlich wird noch eine Matrix
W˜ =

∑L
l=1w11l . . .
∑L
l=1w1ql
...
...∑L
l=1wn1l . . .
∑L
l=1wnql
 ,
welche analog zu W ?, jedoch ohne Beru¨cksichtigung des gesamten Vektors γ,
konstruiert wird, beno¨tigt, um Variablenselektion anhand der Gro¨ße
‖W˜ Tl (Y − pi−l)‖F , i = 1, . . . , n,
durchfu¨hren zu ko¨nnen. Mit W˜ l wird dabei die Matrix
W˜ l =
w11l . . . w1ql... ...
wn1l . . . wnql
 , i = 1, . . . , n,
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bezeichnet.
Die umformulierte Log-Likelihood (Gleichung (26)) aus Kapitel 4.4.1 kann um
kategorienspezifische Einflussgro¨ßen erweitert werden. Hierfu¨r sind jedoch Vor-
bereitungen notwendig. Es wird eine zu Y entsprechende und an die globalen
Koeffizienten γ angepasste Matrix
Y ? =
y
T
1
...
yTn

konstruiert. Diese entspricht Y ohne Beru¨cksichtigung der letzten, zur Referenz-
kategorie geho¨renden Spalte. Aus dieser Matrix Y ? wird eine blockdiagonale Ma-
trix Y˜ konstruiert, deren Blo¨cke jeweils aus den Zeilen von Y ? bestehen. Es gilt
also
Y˜ =

yT1 0 . . .
0 yT2 0 . . .
... 0
. . .
... yTn

Definiert man nun noch die Matrix
Z = Y˜ W ,
so kann die Log-Likelihood geschrieben werden als
l(β) =
∑
diag(Xβ˜
T
Y T ) +
∑
Zγ −
n∑
i=1
log(1 +
q∑
s=1
exp(xTi βs. + w
?
is)),
wobei mit w?is der Eintrag in der i-ten Zeile und s-ten Spalte der Matrix W
?
bezeichnet wird. Die Zielfunktion in Abha¨ngigkeit von β−j, sprich S˜(β.j) (vgl.
Gleichung 27), kann ohne große Umstellung auch bei Beru¨cksichtigung von kate-
gorienspezifischen Einflussgro¨ßen bei festgehaltenem γ und β.−j formuliert wer-
den. Analog hierzu wird die penalisierte Log-Likelihood in Abha¨ngigkeit von γl,
also S˜(γl) (l = 1, . . . , L), geschrieben als
S˜(γl) =
∑
diag(Xβ˜
T
Y T ) +
∑
Z−lγ−l +
∑
zlγl
−
n∑
i=1
log(1 +
q∑
s=1
exp(xTi βs + w
?
is,−l + w
?
isl))
− s(q)λ
p∑
j=1
(β21j + . . .+ β
2
qj)
1/2 − λ
∑
l? 6=l
|γ?l | − λ|γl|, l = 1, . . . , L,
wobei mit w?is,−l der Eintrag in der i-ten Zeile und s-ten Spalte der Matrix W
?
−l
und mit w?isl der Eintrag in der i-ten Zeile und s-ten Spalte der Matrix W
?
l , deren
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Konstruktion analog zu derjenigen von W ?−l verla¨uft, bezeichnet wird. Außerdem
wird mit Z−l die Matrix Z nach Entfernen der l-ten Spalte und mit zl die l-te
Spalte von Z bezeichnet.
Sind in einem Datensatz also globale (metrische und/oder kategoriale) und
kategorienspezifische Einflussgro¨ßen vorhanden, kann folgender Algorithmus an-
gewendet werden:
1. Bestimme einen Startvektor fu¨r β
2. Berechne den Interceptvektor β.0 als arg minβ.0{S˜λ(β,γ)}.
3. Fu¨r einen Durchlauf durch g = 1, . . . , G bzw. l = 1, . . . , L gehe folgender-
maßen vor:
(a) Fu¨r globale Einflussgro¨ßen:
• Falls ‖XTg (Y − piβ−g)‖F ≤ s(q)λ, setze β.g = 0.
• Bestimme ansonsten β.g u¨ber arg minβ.g{S˜λ(β,γ)}.
(b) Fu¨r kategorienspezifische Einflussgro¨ßen:
• Falls ‖W ?l (Y − pi−l)‖F ≤ λ, setze γ l = 0.
• Bestimme ansonsten γ l u¨ber arg minγl{S˜λ(β,γ)})
4. Wiederhole die Schritte 2 und 3 bis zur Konvergenz.
4.5 Alternative Variablenselektion
Wie bereits erla¨utert, findet im dritten Schritt des gezeigten Algorithmus, sowohl
fu¨r den bina¨ren, als auch fu¨r den multinomialen Fall, die Variablenselektion statt.
Dies geschieht fu¨r den j-ten Pra¨diktor (j = 1, . . . , p) anhand der U¨berpru¨fung
der Bedingung
‖XTj (Y − piβ−j)‖2 ≤ λ
im Fall metrischer Einflussgro¨ßen (vgl. Abschnitt 4.4.1) bzw. in der allgemeineren
Form fu¨r den g-ten Pra¨diktor (g = 1, . . . , G) u¨ber
‖XTg (Y − piβ−g)‖F ≤ λ
bei einer kategorialen oder metrischen Einflussgro¨ße g (g = 1, . . . , G). Hierfu¨r la¨sst
sich jedoch auch in Anlehnung an Zahid und Tutz (2010, S. 8) als Alternative
1
q·dfg
∑q
r=1
∑dfg
m=1 |βrm|∑G
g=1
1
q·dfg
∑q
r=1
∑dfg
m=1 |βrm|
=
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|∑G
g=1
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|
<
1
p
, g = 1, . . . , G, (32)
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verwenden. Sind im betrachteten Datensatz auch kategorienspezifische Einfluss-
gro¨ßen vorhanden, berechnet man fu¨r die l-te Variable (l = 1, . . . , L)
1
q
|γl|
1
q
‖γ‖1 =
|γl|
‖γ‖1 <
1
L
, l = 1, . . . , L. (33)
Ist fu¨r eine Kovariable die entsprechende Bedingung erfu¨llt, so wird der dazugeho¨-
rige/werden die dazugeho¨rigen Koeffizient(en) auf Null gesetzt und der Pra¨diktor
damit aus dem Modell genommen. Zwar taucht das λ in diesen Ungleichungen
nicht mehr auf, jedoch ha¨ngen die β- und γ-Werte vom Shrinkage-Parameter
weiterhin ab, wodurch die Variablenselektion wiederum beeinflusst wird. Diese
Variablenselektion kommt derjenigen einer
”
Subset Selection“ (vgl. Hastie et al.,
2009, S. 57 ff.) sehr nahe.
Bei Verwendung der hier vorgestellten Variablenselektion ko¨nnen sich zwei
Problematiken ergeben:
1. Nenner und Za¨hler dieses Kriteriums ko¨nnen gleich Null sein. Dies geschieht
bei sehr hohen λ-Werten, da hierbei die β-Werte stark geshrinkt werden.
Dies wiederum bedeutet jedoch, dass im Endmodell alle β-Werte auf Null
gesetzt sein sollten. Damit der Algorithmus auch in einem solchen Fall funk-
tioniert, wird der Nenner
G∑
g=1
1
dfg
q∑
r=1
dfg∑
m=1
|βrm|
bzw.
‖γ‖1
des Kriteriumswert, falls er gleich Null ist, auf ∞ gesetzt. Damit ist der
gesamte Kriteriumswert gleich Null und auf jeden Fall kleiner als 1
p
.
2. Gescha¨tzte Koeffizienten ko¨nnen gegen ±∞ gehen, sodass der entsprechen-
de Za¨hler und auch der Nenner des/der entsprechenden Kriteriumsterme(s)
gegen ∞ gehen. In einem solchen Fall wird der Za¨hler aus rein praktischen
Gru¨nden auf Null gesetzt, damit nicht∞/∞ bzw. Inf/Inf (in R) berechnet
werden muss, was in der Software R, anhand welcher der in Kapitel 4.6 vor-
gestellte Algorithmus umgesetzt wurde, zu einer Fehlermeldung und einem
Abbruch der Berechnungen, die u¨ber die Funkion plregr veranlasst werden,
fu¨hrt. Mit dieser Maßnahme wird also sichergestellt, dass der Algorithmus
trotz Konvergenzprobleme am Ende konkrete Scha¨tzwerte liefert, welche
schlechtestenfalls alle gleich Null sind. Diese beiden
”
Sonderbehandlungen“
werden auch in Kapitel 4.6 eingesetzt, ohne speziell darauf einzugehen.
Bei genauerer Betrachtung der Lo¨sung der ersten Problematik wird jedoch deut-
lich, dass in dieser Form die Wahl eines Nullvektor fu¨r β bzw. γ als Startvektor
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problematisch sein kann. Um dieses Problem wiederum zu umgehen, ko¨nnte bspw.
diese alternative Variablenselektion in der ersten Iteration des Algorihtmus weg-
gelassen und erst ab der zweiten Iteration eingesetzt werden.
Alternativ kann diese Selektion auch erst am Ende jeder Iteration geschehen.
Dabei wird zuna¨chst jeder Parameter anhand des in den Kapiteln 4.4 und 4.7
vorgestellten Algorithmus angepasst und anschließend entschieden, welche Varia-
ble im Modell enthalten bleibt. Genauso ko¨nnte man die Selektion auch erst nach
allen zur Anpassung der Koeffizienten beno¨tigten Iterationen durchfu¨hren.
4.6 Kombinierte Variablenselektion
Eine Kombination der in Kapitel 4.5 vorgestellten Methodik zur Variablenselek-
tion mit der urspru¨nglichen Vorgehensweise (Kapitel 4.4) wird in der Funktion
plregr durchgefu¨hrt und auch in den spa¨ter gezeigten Simulationen und den Be-
rechnungen bzgl. des realen Datensatzes angewendet. Es werden in einem Schritt
die Bedingungen
‖XTg (Y − piβ−g)‖F ≤ λ
und
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|∑G
g
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|
<
1
p
, g = 1, . . . , G,
bzw.
‖W ?l (Y − pi−l)‖F ≤ λ
und |γl|
‖γ‖1 <
1
L
, l = 1, . . . , L,
parallel verwendet. Insgesamt ergibt sich damit folgender Algorithmus:
1. Bestimme einen Startvektor fu¨r β
2. Berechne den Interceptvektor β.0 als arg minβ.0{S˜λ(β)}.
3. Fu¨r einen Durchlauf durch j = 1, . . . , p bzw. l = 1, . . . , L gehe folgender-
maßen vor:
(a) Fu¨r globale Einflussgro¨ßen:
• Falls die Bedingung
‖XTg (Y − piβ−g)‖F ≤ s(q)s(dfg)λ
und/oder
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|∑G
g=1
1
dfg
∑q
r=1
∑dfg
m=1 |βrm|
<
1
p
, g = 1, . . . , G,
zutrifft, setze β.g = 0.
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• Bestimme ansonsten β.g u¨ber arg minβ.g{S˜λ(β,γ)}.
(b) Fu¨r kategorienspezifische Einflussgro¨ßen:
• Falls die Bedingung
‖W ?l (Y − pi−l)‖F ≤ λ
und/oder
|γl|
‖γ‖1 <
1
L
, l = 1, . . . , L,
zutrifft, setze γ l = 0.
• Bestimme ansonsten γ l u¨ber arg minγl{S˜λ(β,γ)}
4. Wiederhole die Schritte 2 und 3 bis zur Konvergenz.
In dieser Form wird der Algorithmus fu¨r die folgenden Analysen verwendet.
Bei Verwendung dieser Kombination mit der
”
alternativen“ Variablenselektion
scheint man mit dem Algorithmus bei Testdurchla¨ufen auf weniger Konvergenz-
probleme zu stoßen. Dies wa¨re also eine Motivation dafu¨r, diese Form des Algo-
rithmus zu verwenden. Als Vergleich ist auf der beigefu¨gten CD in dem Dokument
”
Algorithmus ohne Alt.r“ eine Version der Funktion plregr, in welcher der Al-
gorithmus ohne die kombinierte Variablenselektion, also in der in den Kapiteln
4.4.1–4.4.3 vorgestellten Form, implementiert ist.
Zur Veranschaulichung soll, wie bereits in Kapitel 4.4.1 angeku¨ndigt, ein Bei-
spiel fu¨r Pfadverla¨ufe zu einem Datensatz gezeigt werden. Hierfu¨r wird ein Da-
tensatz mit 150 Beobachtungen, fu¨nf Kovariablen, drei Reponsekategorien und
multivariat standardnormalverteilten Kovariablenauspra¨gungen verwendet. Das
wahre β in der in Kapitel 4.4.1 eingefu¨hrten Matrixschreibweise lautet
β? =
(
0 −1 0,8 0 0 0
0 −0,8 1 0 0 0
)
,
jedoch mit der ersten, statt derK-ten Responsekategorie als Referenzkategorie. Es
wurde also ein Design gewa¨hlt, in welchem lediglich die ersten beiden Kovariablen
einen von Null verschiedenen Effekt auf den Response aufweisen. Somit sollten die
letzten drei Einflussgro¨ßen vom Algorithmus nicht fu¨r das Modell beru¨cksichtigt
und somit die entsprechenden β-Werte auf Null gescha¨tzt werden. Die maximale
Anzahl an Optimierungsschritten innerhalb der Funktion optim wurde auf 500
und  = 10−5 gesetzt (vgl. Simulation 1 fu¨r ein sehr a¨hnliches Design) Im Vergleich
zu Simulation 1 aus Kapitel 5.1 wurden lediglich die letzten vier Spalten von β?,
welche ausschließlich Nullen enthalten, weggelassen. Ansonsten waren das Design
und auch alle Parametereinstellungen (vgl. Kapitel 5.1) gleich. Zur Erstellung
der Pfade wurde eine λ-Sequenz von 50 Werten, wie in Kapitel 5 dargestellt
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(vgl. auch Abbildung 3), verwendet. Die Scha¨tzung der Koeffizienten geschah,
wie auch bei den Simulationen und bei der Anwendung auf die realen Daten u¨ber
die Funktion plregr, in der Version, welche im Dokument
”
Algorithmus.r“ auf
der dieser Arbeit beigefu¨gten CD zu finden ist. Es sei an dieser Stelle angemerkt,
dass in der Datei
”
Algorithmus.r“ noch nach der Berechnung der Scha¨tzungen zu
den Simulationen Vera¨nderungen an der Kommentierung durchgefu¨hrt wurden,
was jedoch auf die Ergebnisse keinerlei Einfluss haben sollte.
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Abbildung 1: β-Pfade entlang einer Sequenz von λ-Werten aufgeteilt nach Re-
sponsekategorien; Die Beschriftung der Pfade beschreibt, zu welcher Einflussgro¨-
ße diese jeweils geho¨ren;
”
I“ steht fu¨r den Intercept und
”
R“ fu¨r die Variablen 3,
4 und 5.
In Abbildung 1 sind die Verla¨ufe der Koeffizienten entlang dem λ-Pfad aufge-
teilt nach den Responsekategorien zu sehen. Zu beobachten hierbei ist, dass die
Pfade zu Variable 1 und 2 tendenziell fu¨r kleinere λ-Werte im Absolutwert gro¨ßer
werden. Die Variablen 3 – 5 verlassen wa¨hrend des gesamten Pfades nicht den
Wert Null und wu¨rden somit unabha¨ngig von der Wahl von λ aus dem Modell
genommen werden.
In Abbildung 2, in welcher die Pfade nach Variablen aufgeteilt sind, wird nun
deutlich, dass die Variablen nur fu¨r alle (in diesem Fall fu¨r beide) Responsekate-
gorien beim gleichen λ-Wert in das Modell aufgenommen werden und somit nur
gemeinsam selektiert werden ko¨nnen.
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Abbildung 2: β-Pfade entlang einer Sequenz von λ-Werten aufgeteilt nach Ko-
variablen; Die Beschriftung der Pfade beschreibt zu welcher Responsekategorie
diese jeweils geho¨ren;
”
A“ in den unteren drei Plots steht fu¨r symbolisch fu¨r beide
Klassen (man denke sich hierfu¨r als Beschriftung bspw.
”
2, 3“)
4.7 Umsetzung des Algorithmus
Der Algorithmus wurde anhand der Software R umgesetzt. Eine Version der Funk-
tionen hierzu ist in Anhang A zu finden. Fu¨r die Berechnung der Startwerte in
Schritt 1 wird dabei, soweit nicht vom Anwender welche u¨bergeben werden, ent-
weder das Paket
”
mlogit“ (Croissant, 2010) oder das Paket
”
nnet“ (Venables und
Ripley, 2002) verwendet. Fu¨r weitere Pakete, die beim Laden von mlogit eben-
falls geladen werden, sei auf Anhang A verwiesen. Zu beachten ist hierbei, dass
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lediglich anhand der Funktion
”
mlogit“ aus dem gleichnamigen Paket Startwerte
fu¨r kategorienspezifischen Einflussgro¨ßen innerhalb der Funktion plregr berech-
net werden ko¨nnen.
Im Algorithmus wird in jeder Iteration u¨berpru¨ft, ob die Log-Likelihood ±∞
oder den Wert Null annimmt. Dies fu¨hrt ggf. dazu, dass fu¨r den gesamten Vektor
βˆ bzw. die gesamte Matrix βˆ
?
Werte aus einer univariaten N(0, 1)-Verteilung
gezogen werden und von der Funktion plregr eine Warnmeldung ausgegeben
wird. Mit βˆ und βˆ
?
werden die Scha¨tzungen fu¨r β bzw. β? bezeichnet. Divergieren
die Scha¨tzer, werden also zufa¨llige Werte eingesetzt, was i.d.R. dazu fu¨hren sollte,
dass alle Koeffizientenwerte auf Null gesetzt werden. Im Normalfall sollte dies
aufgrund der Selektion u¨ber das alternative Kriterium aus Kapitel 4.5 geschehen.
Den obigen Ausfu¨hrungen entsprechend werden die einzelnen Schritte durch-
laufen. Als Referenzkategorie wird hierbei nicht die K-te, sondern die erste Kate-
gorie verwendet. Die Bestimmung von arg minβ.0{Sλ(β)} im zweiten Schritt bzw.
von arg minβ.g{Sλ(β)} im dritten Schritt des Algorithmus wird u¨ber die Funktion
”
optim“ und der Einstellung
”
method = "Nelder-Mead"“, wodurch ein Nelder-
Mead-Verfahren verwendet wird (s. die R-Hilfe zu optim), verwirklicht. Man gehe
von M bis zur Konvergenz beno¨tigten Iterationen aus. Hierbei wird pro Iteration
nur eine begrenzte Anzahl an Optimierungsschritten durchgefu¨hrt. Es wird sich
der Lo¨sung ggf. also jeweils nur angena¨hert, da sich durch eine Hinzunahme wei-
terer Pra¨diktoren in der na¨chsten Iteration die Scha¨tzsitutation mo¨glicherweise
a¨ndert, wodurch die vorherige Anna¨hrung
”
veraltet“ sein kann. Standardma¨ßig
werden in der Funktion plregr pro Iteration m (m = 1, . . . ,M) maximal zehn
solcher Anna¨herungsschritte bei der jeweiligen Optimierung vollzogen. U¨ber den
Parameter
”
maxiter“ in der Funktion plregr, welcher wiederum den Parameter
maxit in der Funktion optim ansteuert, la¨sst sich fu¨r die maximal durchzufu¨h-
rende Anzahl an Schritten eine entsprechende Einstellung ta¨tigen. Durch eine
Erho¨hung des entsprechenden Wertes kann sich die Rechenzeit erho¨hen. In den
Simulationen und der Anwendung auf reale Daten in Kapitel 5 wird fu¨r maxiter
in der Funktion plregr der Wert 500 verwendet, was den Standardeinstellungen
bei Verwendung von Nelder-Mead in optim entspricht.
Bei einer Berechnung von Koeffizientenwerten entlang einer λ-Sequenz, wer-
den beim ersten λ-Wert, λmin, je nach Parameterwahl in der Funktion plregr,
Scha¨tzungen aus der Funktion
”
multinom“ (Paket nnet) bzw. mlogit (Paket mlo-
git) als Startwerte fu¨r β und ggf. fu¨r γ in der ersten Iteration (m = 1) bei der Op-
timierung verwendet. Bei allen darauffolgenden λ-Werten werden die Scha¨tzun-
gen, die beim letzten λ-Wert als Endlo¨sung (also nach Iteration m = M) berech-
net wurden, als Startwerte benutzt. Fu¨r die spa¨teren Iterationen (m = 2, . . . ,M)
bzgl. eines λ-Wertes werden die Werte aus der vorhergehenden Iteration als Start-
werte verwendet. M ist dabei i.A. fu¨r jeden λ-Wert und jeden Datensatz ver-
schieden. Jedoch ist die maximale Anzahl an Iterationen standardma¨ßig auf 101
beschra¨nkt. Wird die 101-te Iteration durchgefu¨hrt, so wird von der Funktion
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plregr eine Warnmeldung ausgegeben, dass nach 100 Iterationen keine Konver-
genz erzielt wurde. U¨ber den Parameter
”
maxiter.a“ in der Funktion plregr
la¨sst sich die maximale Anzahl dieser Iterationen jedoch verstellen. Im Allgemei-
nen werden in der Funktion plregr maximal maxiter.a + 1 solcher Iterationen
durchgefu¨hrt. Die oben erwa¨hnte Warnmeldung erfolgt, falls der (maxiter.a +
1)-te Durchgang beno¨tigt wurde. Auf eine Warnmeldung bzgl. Konvergenzproble-
me sto¨ßt man ggf. auch bei Berechnungen mit Hilfe der Funktion
”
glmnet“ aus
dem gleichnamigen Paket
”
glmnet“ (Friedman et al., 2010). Daran orientiert sich
das hier gewa¨hlte Vorgehen. Beim Laden des Paketes glmnet werden außerdem
die Pakete
”
Matrix“ (Bates und Maechler, 2010) und
”
lattice“ (Sarkar, 2010)
geladen.
Entsprechend wird fu¨r die Berechnung von arg minγl{Sλ(β,γ)} die Funktion
”
optimize“ verwendet. Konkrete Startwerte sind hierbei keine einsetzbar. Es ist
jedoch jeweils ein Intervall no¨tig, innerhalb welchem nach dem Optimum gesucht
wird. Dieses wird in der m-ten Iteration u¨ber(
γ
(m−1)
l − 2 ·
√
Vˆ (γˆl), γ
(m−1)
l + 2 ·
√
Vˆ (γˆl)
)
, m = 2, . . . ,M, l = 1, . . . , L,
wobei mit γ
(m−1)
l der Scha¨tzwert aus der Iteration m − 1 bezeichnet wird, be-
stimmt. Fu¨r Vˆ (γˆl) wird das (p + l)-te Diagonalelement (pro Referenzkategorie
werden p Koeffizientenvektoren angepasst) von
Vˆ (θˆ) =
(
∂2l(θˆ)
∂θ∂θT
)−1
,
mit θ = (βT ,γT )T und θˆ als das gescha¨tzte θ, eingesetzt (vgl. hierzu Hastie et
al., 2009, S. 265 ff.). In der Funktion plregr wird dies, falls keine entsprechenden
Werte u¨bergeben werden, wovon hier ausgegangen wird, u¨ber den Ru¨ckgabewert
”
hessian“ der Funktion mlogit, anhand welcher ML-Scha¨tzungen durchgefu¨hrt
werden ko¨nnen, aus dem gleichnamigen Paket umgesetzt. Die Werte von Vˆ (θˆ)
werden auch pro Scha¨tzung nur einmal berechnet bzw. aus dem entsprechenden
Argument, falls es vom Benutzer u¨bergeben wird, in plregr u¨bernommen und
nicht in jeder Iteration neu bestimmt. Gleichermaßen verha¨lt es sich bei einer Ver-
wendung einer ganzen λ-Sequenz. Auch hier wird Vˆ (θˆ) insgesamt lediglich einmal
(beim kleinsten λ-Wert) berechnet bzw. u¨bernommen. Fu¨r die Berechnung von
Vˆ (θˆ) wird also stets und unabha¨ngig davon, in welcher Iteration und bei wel-
chem λ-Wert innerhalb einer entsprechenden Sequenz man sich gerade befindet,
der ML-Scha¨tzer fu¨r θˆ verwendet.
Als Abbruchkriterium und somit zur Bestimmung von M wird
‖((β?Talt − β?
T
neu), (γ
T
alt − γTneu))T‖F < ,
wobei β?alt bzw. γalt fu¨r die entsprechende Koeffizientenmatrix bzw. den entspre-
chenden Koeffizientenvektor aus der vorhergehenden Iteration und β?neu bzw. γneu
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fu¨r die aktuelle Koeffizientenmatrix bzw. den aktuellen Koeffizientenvektor ste-
hen, verwendet. In der Funktion plregr kann das  u¨ber den Parameter
”
epsilon“
bestimmt werden. Die Standardeinstellung hierfu¨r ist 10−5.
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5 Anwendung des Algorithmus
Im Folgenden werden aus Simulationsstudien und der Anwendung auf einen realen
Datensatz Ergebnisse, die anhand des im Kapitel 4.6 vorgestellten Algorithmus
unter Verwendung der Funktion plregr, in der Version, welche in dem Doku-
ment
”
Algorithmus.r“ auf der dieser Arbeit beigefu¨gten CD enthalten ist, erzielt
wurden, dargestellt. Es sei nochmals darauf hingewiesen, dass in der entspre-
chenden Datei
”
Algorithmus.r“ nach der Berechnung der in Kapitel 5.1 gezeigten
Scha¨tzungen noch Vera¨nderungen, welche jedoch keinerlei Auswirkungen auf die
Ergebnisse haben sollten, durchgefu¨hrt wurden.
5.1 Simulationsstudie
Der Algorithmus ist prinzipiell sowohl fu¨r bina¨ren, als auch fu¨r mehrkategorialen
Response anwendbar. Bei bina¨rem Response ko¨nnen jedoch bei der Berechnung
u¨ber die Funktion plregr keine kategorienspezifischen Einflussgro¨ßen beru¨cksich-
tigt werden, was bei der Verwendung einer Responsekategorie jedoch auch keine
wirkliche Einschra¨nkung ist. Im Folgenden werden ausschließlich Datensa¨tze mit
drei Responsekategorien gezeigt und die Scha¨tzungen, die aus dem Algorithmus
gewonnen wurden, mit den ML-Scha¨tzern, welche u¨ber die Funktion mlogit aus
dem gleichnamigen Paket erziehlt wurden, verglichen. Hierzu wurde in Anlehnung
an Zahid und Tutz (2009, S. 10 ff.) pro Iteration s (s = 1, . . . , S) der MSE so-
wohl fu¨r pˆi als auch fu¨r βˆ und γˆ berechnet. Hierfu¨r wurden folgende Definitionen
verwendet:
MSEs(pˆi) =
1
qn
n∑
i=1
q∑
r=1
(pˆiir − piir)2 s = 1, . . . , S (34)
bzw.
MSEs(βˆ) = ‖βˆs. − β‖22 s = 1, . . . , S, (35)
und
MSEs(γˆ) = ‖γˆs. − γ‖22 s = 1, . . . , S, (36)
wobei mit pˆi das gescha¨tzte pi bezeichnet wird (vgl. fu¨r eine entsprechende Dar-
stellung Zahid und Tutz, 2009, S. 12 ff.). Der Index s wird im Folgenden zur
Vereinfachung der Schreibweise unterdru¨ckt. Zusa¨tzlich wurden fu¨r die Scha¨tzun-
gen aus dem Algorithmus zwei weitere Kennzahlen berechnet.
”
False negatives“,
die Anzahl der Kovariablen, deren Koeffizienten vom Algorithmus auf Null ge-
setzt werden, wa¨hrend die entsprechenden wahren Variablen von Null verschie-
den sind und
”
false positives“, die Anzahl der Kovariablen, deren Koeffizienten auf
einen von Null verschiedenen Wert gescha¨tzt werden, wa¨hrend die entsprechenden
wahren Variablen gleich Null sind. Der Intercept wird hierbei nicht beru¨cksich-
tigt. Man beachte zudem, dass diese Analysekriterien nach Kovariablen und nicht
nach Parametern berechnet werden.
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Um das
”
optimale“ λ zu bestimmen, wurde in jedem Durchgang eine λ-
Sequenz berechnet, von welchen derjenige ausgewa¨hlt wurde, welcher den besten
Wert bzgl. des Brier-Scores aus einer fu¨nffachen Kreuzvalidierung lieferte.
Als ho¨chster λ-Wert, bezeichnet mit λmax, wurde das Maximum u¨ber die
Werte, welche sich aus ‖XTg Y ‖F bzw. ‖xTg Y ‖2 dividiert durch das Gewicht
s(q) · s(dfg) = q1/2 · g1/2, (g = 1, . . . , G), wobei X zuvor blockweise orthonormali-
siert wurde, und ‖W ?lY ‖F (l = 1, . . . , L), mit der oben gezeigten Transformation
und blockweise orthonormalisierter MatrixW , ergaben, verwendet. In Anlehnung
an das Paper von Friedman et al. (2010, S. 8) wurde damit eine Sequenz vom
Wert λmin = λ ·λmax der La¨nge 50, mit λ = 0.001, bis hin zum dafu¨r berechneten
λmax auf der Log-Skala gebildet (vgl. Friedman et al., 2010, S. 8). Die Absta¨nde
zwischen den einzelnen λ-Werten waren somit nicht gleich. Fu¨r die Erstellung
einer λ-Sequenz wurde hier zuna¨chst eine Folge mit a¨quidistanten Werten von
log(0.001 · λmax) bis log(λmax) gebildet. Verwendet man dann diese Werte und
transformiert sie zu exp(λmin) = λ1, λ2, . . . , exp(λmax) = λ50, so erha¨lt man eine
Sequenz, in welcher die Absta¨nde anfangs sehr gering sind und mit wachsendem
λ-Wert gro¨ßer werden. Nach dieser Transformation sind λmin und λmax wieder an
den Ra¨ndern zu finden. Zur Veranschaulichung vgl. man Abbildung 3, in welcher
fu¨r λmax der Wert fu¨nf gewa¨hlt wurde.
In einem im Rahmen dieser Arbeit durchgefu¨hrten Vergleich von λ-Sequenzen,
welche u¨ber das hier dargestellte Verfahren bestimmt wurden, mit denjenigen,
welche u¨ber die Funktion glmnet gewonnen wurden, zeigte sich, dass zwar nicht
genau dieselben Sequenzen erzeugt wurden, jedoch die jeweiligen Strukturen sehr
a¨hnlich waren.
Es sollen noch weitere Schreibweisen erwa¨hnt werden.
”
maxiter.opt“ bezeich-
net die in der R-Funktion optim festgelegte maximale Anzahl der Schritte (vgl.
Parameter maxiter in Kapitel 4.7) und opt der entsprechende -Wert, welche
bei der Optimierung wa¨hrend der Auswahl des
”
optimalen“ λ-Wertes u¨ber eine
Kreuzvalidierung Verwendung finden. Die Optimierung fand u¨ber die Funktion
plregr.cv, in welcher entsprechende Parameter zu finden sind, statt. maxiter
und  selbst wird von nun an dafu¨r verwendet, um entsprechende Parameterein-
stellungen (maxiter und epsilon in der R-Funktion plregr), die bei der Opti-
mierung wa¨hrend der Bestimmung des entgu¨ltigen Modells angewandt werden,
zu beschreiben. In allen Simulationen wurde maxiter.opt = maxiter = 500 und
opt =  = 10
−5 (1e-5 in R) gesetzt. Außerdem wurde ebenfalls in allen Simula-
tionen die maximale Anzahl an Iterationen u¨ber alle Kovariablen hinweg auf 101
festgelegt (vgl. hierzu den Parameter maxiter.a in der Funktion plregr). Zu
beachten ist, dass in der Funktion plregr maximal maxiter.a + 1 Iterationen
durchgefu¨hrt werden. Es werden also zuna¨chst maxiter.a Iterationen durchge-
fu¨hrt, um anschließend, falls hierbei keine Konvergenz erziehlt wurde, nochmals
einen abschließenden Durchgang zu berechnen. In den hier gezeigten Simulatio-
nen wurde die Standardeinstellung von maxiter (= 100) also nicht vera¨ndert.
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Abbildung 3: Beispiel fu¨r eine λ-Sequenz der La¨nge 50 zur Bestimmung des
”
op-
timalen“ Werts fu¨r λ mit λmax = 5
Pro Simulationsstudie wurden S = 20 Durchla¨ufe mit der gleichen zugrunde lie-
genden Datenstruktur berechnet. Die Startwerte wurden hierbei, sowie bei den
Berechnungen zum realen Datensatz in Kapitel 5.2, u¨ber das Paket mlogit be-
stimmt.
Die β-Vektoren werden, um eine u¨bersichtlichere Darstellung zu erhalten, u¨ber
β? (vgl. Kapitel 4.4.1) dargestellt. β? besitzt die Dimension q× (p+1), wobei pro
Spalte ein β.j (j = 1, . . . , p) zu finden ist. In den Simulationen wurde außerdem
der wahre Intercept immer auf Null gesetzt. Bei der Berechnung des jeweiligen
MSE(βˆ) wurde dieser ebenfalls beru¨cksichtigt.
Zur Generierung der Daten fand die Funktion
”
sim“, welche auf der beigefu¨g-
ten CD zu dieser Arbeit in der Datei
”
Generierung.r“ zu finden ist, Verwendung.
Hierbei wurde das Paket
”
MASS“ (Venables und Ripley, 2002) verwendet. Der Co-
de, welcher zur Durchfu¨hrung der Simulationen verwendet wurde, ist ebenfalls auf
der beigefu¨gten CD zu finden. Die entsprechende Datei ist mit
”
Simulationen.r“
bezeichnet und entha¨lt, neben erga¨nzenden Kommentaren, auch Code, anhand
welchem eine zu den hier gezeigten Auswertungen sehr a¨hnliche grafische Analyse
der Ergebnisse durchgefu¨hrt werden kann.
Simulation 1: Die Generierung der Werte fu¨r die Pra¨diktoren fand u¨ber eine
multivariate Normalverteilung (N(µ,Σ), mit µ = 0 und Σ = I10) statt. Die
Anzahl der metrischen Einflussgro¨ßen wurde fu¨r jede der n = 150 Beobachtung
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auf p = 10 gesetzt. In Matrixdarstellung wurden fu¨r β folgende Werte verwendet:
β?2×11 =
(
0 −1,0 0,8 0 . . .
0 −0,8 1,0 0 . . .
)
Somit hatten lediglich die ersten zwei Kovariablen Einfluss auf den Response und
sollten daher vom Algorithmus auch in das Modell aufgenommen werden, wa¨h-
rend mo¨glichst alle anderen Pra¨diktoren keine Beru¨cksichtigung erhalten sollten.
Ergebnisse: Wie bereits oben erla¨utert werden die Ergebnisse aus den Scha¨t-
zungen des Algorithmus und die ML-Scha¨tzer anhand des MSE(pˆi) und des
MSE(βˆ) analysiert. Abbildung 4 zum MSE(βˆ) zeigt recht deutliche Vorteile des
Algorithmus gegenu¨ber dem ML-Scha¨tzer, was aufgrund des gewa¨hlten Designs
und der Tatsache, dass ML-Scha¨tzungen, zumindest theoretisch, nicht exakt Null
sein ko¨nnen, nicht allzu u¨berraschend sein du¨rfte. Somit zeigt sich auch bzgl. des
MSE(pˆi) ein besseres Ergebnis auf Seiten des Algorithmus (vgl. Abbildung 5).
Ein interessantes Bild liefern jedoch auch die Grafiken zu den false negatives und
false positives (Abbildung 6). Hier zeigt sich, dass stets, mit einer Ausnahme, die
Variablen mit wahrem Einfluss auf den Response erkannt und angepasst wurden,
wa¨hrend zwar in manchen Durchla¨ufen eine oder zwei Variable(n) fa¨lschlicherwei-
ße in das Modell zusa¨tzlich aufgenommen wurden, dies jedoch nicht allzu ha¨ufig
passierte.
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Abbildung 4: Vergleich der MSE(βˆ) aus Simulation 1; links: aus Algorithmus
(βˆAlg), rechts: aus ML-Scha¨tzung (βˆML)
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Abbildung 5: Vergleich der MSE(pˆi) aus Simulation 1; links: aus Algorithmus
(pˆiAlg), rechts: aus ML-Scha¨tzung (pˆiML)
0 1
0
5
10
15
20
0 1 2
0
5
10
15
20
Abbildung 6: False negatives (links) und false positives (rechts) des Algorithmus
aus Simulation 1
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Simulation 2: Eine weitere Studie bestand darin, ebenfalls die Werte zu p = 10
metrischen Kovariablen u¨ber eine N(µ,Σ)-Verteilung, mit µ = 0 zu genieren.
Jedoch sollte fu¨r Σ die autokorrelierte Kovarianzmatrix
Σ =

1 ρ ρ2 ρ3 . . .
ρ 1 ρ ρ2 ρ2 . . .
ρ2 ρ 1 ρ ρ2 ρ3 . . .
ρ3 ρ2 ρ 1 ρ ρ2 ρ3 . . .
...
...
...
...
...
...
...
. . .
 ,
mit ρ = 0,5, Anwendung finden. Zudem galt
β?2×11 =
(
0 −1,2 0,7 0 . . .
0 0,8 −1,1 0 . . .
)
.
Somit hatten hier, im Gegensatz zur Simulation 1, die Koeffizienten zu einer
Kovariable verschiedene Vorzeichen. Die Referenzkategorie lag somit
”
zwischen“
den u¨brigen Responsekatogorien. Außerdem wurde n = 300 gesetzt.
Ergebnisse: Es zeigt sich ein sehr a¨hnliches Bild, wie in Simulation 1. Der
Algorithmus liefert, gemessen an den MSE-Werten (vgl. Abbildungen 7 und 8),
tendenziell bessere Ergebnisse. Hierbei sei angemerkt, dass in Abbildung 7 ein
Ausreißer beim Boxplot zum MSE(βˆML) entfernt wurde. Dieser lag bei einem
gerundeten Wert von 3,39. Zu beachten ist nun allerdings, dass, im Gegensatz zur
Simulation 1, keine false negatives produziert wurden. Das Balkendiagramm zu
den false positives verha¨lt sich sehr a¨hnlich zu dem aus Simulation 1 (s. Abbildung
9).
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Abbildung 7: Vergleich der MSE(βˆ) aus Simulation 2; links: aus Algorithmus
(βˆAlg), rechts: aus ML-Scha¨tzung (βˆML); Beim rechten Boxplot zum MSE(βˆML)
wurde ein Ausreißer mit dem gerundeten Wert 3,39 entfernt.
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Abbildung 8: Vergleich der MSE(pˆi) aus Simulation 2; links: aus Algorithmus
(pˆiAlg), rechts: aus ML-Scha¨tzung (pˆiML)
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Abbildung 9: false positives des Algorithmus aus Simulation 2
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Simulation 3: Da bisher lediglich Einflussgro¨ßen von metrischem Skalenniveau
Verwendung fanden, wurden im folgenden Design ausschließlich kategoriale her-
angezogen. Die Generierung kategorialer Einflussgro¨ßen wurde, genauso wie auch
in den weiteren Simulationen, in Anlehnung an Yuan und Lin (2006, S. 60) durch-
gefu¨hrt. Hierzu wurden fu¨r n = 200 Beobachtungen G = 5 Pra¨diktoren ebenfalls
u¨ber eine multivariate Normalverteilung generiert, jedoch mit zusa¨tzlicher Ein-
teilung der Werteskala in Kategorien. Zuna¨chst wurden also die Parameter µkat
und Σkat definiert, anhand welcher dann n = 200 N(µkat,Σkat)-verteilte Wer-
te gezogen wurden. Diese wurden pro Variable anschließend gema¨ß der Anzahl
der Kategorien der jeweiligen Variable in Gruppen eingeteilt, deren Grenzen sich
aus entsprechenden Quantilen ergaben. Man betrachte als Beispiel eine Kovaria-
ble mit 4 Kategorien. Aus der normalverteilten Datenmatrix lassen sich die zum
entsprechenden Pra¨diktor geho¨renden Werte in einen Vektor schreiben. Dieser
Vektor wird nun in Gruppen unterteilt. Fu¨r die Grenzen werden das 1/4-, 2/4-
und 3/4-Quantil, im Allgemeinen das 1/dfg-, 2/dfg-, . . . und (dfg−1)/dfg- Quantil
(g = 1, . . . , G) verwendet. Diese Gruppenzugeho¨rigkeiten werden als Auspra¨gun-
gen der Kovariablen verwendet. Bzgl. der Zuteilung von urspru¨nglich aus der
Normalverteilung generierten Beobachtungen, welche bei der Unterteilung des
Wertebereichs an den Ra¨ndern der jeweiligen Intervalle liegen, sei auf die Funk-
tion
”
sim“ (s. die beigefu¨gte CD), welche bei der Generierung von kategorialen
Kovariablen auf die Funktionen
”
quantile“ und
”
cut“ (s. die entsprechenden
R-Hilfen) zuru¨ckgreift, verwiesen.
Fu¨r diese Studie wurde µkat = 0 und Σkat = I5, analog zur ersten Simulation,
wobei fu¨r jede der G Kovariablen drei Kategorien verwendet wurden, eingesetzt.
Als Koeffizientenmatrix diente
β?2×11 =
(
0 −0,9 1,1 0 . . .
0 −0,8 1,0 0 . . .
)
.
Die zweite und dritte Spalte beschreiben die Koeffizienten zur ersten Kovariable,
welche als einzige einen von Null verschiedenen Effekt aufwies.
Ergebnisse: Auch in diesem Design sind Vorteile auf Seiten des Algorithmus
sowohl bzgl. des MSE(β) als auch bzgl. des MSE(pi) (s. Abbildung 10 bzw. 11)
zu erkennen. Wa¨hrend auch in dieser Simulation keine false negatives erzeugt
wurden, wird aus Abbildung 12 ersichtlich, dass hier die bisher meisten false
negatives zu beobachten waren.
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Abbildung 10: Vergleich der MSE(βˆ) aus Simulation 3; links: aus Algorithmus
(βˆAlg), rechts: aus ML-Scha¨tzung (βˆML)
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Abbildung 11: Vergleich der MSE(pˆi) aus Simulation 3; links: aus Algorithmus
(pˆiAlg), rechts: aus ML-Scha¨tzung (pˆiML)
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Abbildung 12: false positives des Algorithmus aus Simulation 3
47
Simulation 4: Anhand dieser Studie sollte nun eine Kombination von metri-
schen und kategorialen Pra¨diktoren eingesetzt werden. Hierzu wurden pro Durch-
lauf und Beobachtung (n = 200) 6 metrische und zwei kategoriale (mit jeweils drei
Kategorien) Einflussgro¨ßen generiert. Es wurde, analog zur Simulation 1 bzw. 3,
µ = 0, µkat = 0, Σ = I6 und Σkat = I2 gewa¨hlt. Zudem wurde
β?2×11 =
(
0 −0,9 1,25 0 . . . −0,80 1,45 0 0
0 −0,8 1,20 0 . . . −0,75 1,40 0 0
)
verwendet. Hierbei geho¨ren die ersten sechs Spalten nach der zum Intercept ge-
ho¨renden (also Spalte 2 – 7 von links) zu den metrischen Einflussgro¨ßen. Die
restlichen Spalten beschreiben den wahren Einfluss der kategorialen Kovariablen.
Die den kategorialen Pra¨diktoren zugeordneten β-Werte bilden die Matrix(−0,80 1,45 0 0
−0,75 1,40 0 0
)
.
Nach den wahren β-Werten hatten also lediglich die ersten beiden metrischen
Kovariablen und die erste kategoriale Kovariable einen von Null verschiedenen
Effekt auf den Response.
Ergebnisse: In den Abbildungen 13 und 14 zeigt sich ein bereits bekanntes
Bild. Hierbei wurden jedoch insgesamt drei Ausreißer entfernt. Einer davon beim
Boxplot zum MSE(βˆAlg) mit dem gerundeten Wert 5,61 und zwei beim Boxplot
zum MSE(βˆML) mit den gerundeten Werten 4,27 und 4,26. Auch bzgl. der false
positives und false negatives schneidet der Algorithmus sehr gut ab (vgl. Abbil-
dung 15). Nur jeweils einmal wird ein β-Wert fa¨lschlicherweiße auf Null gesetzt
bzw. in das Modell aufgenommen. Dies geschah nicht in demselben Durchgang
der Scha¨tzungen.
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Abbildung 13: Vergleich der MSE(βˆ) aus Simulation 4; links: aus Algorithmus
(βˆAlg), rechts: aus ML-Scha¨tzung (βˆML); Insgesamt drei Ausreißer wurden hierbei
entfernt: Einer beim Boxplot zum MSE(βˆAlg) mit dem gerundeten Wert 5,61 und
zwei beim Boxplot zum MSE(βˆML) mit den gerundeten Werten 4,27 und 4,26.
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Abbildung 14: Vergleich der MSE(pˆi) aus Simulation 4; links: aus Algorithmus
(pˆiAlg), rechts: aus ML-Scha¨tzung (pˆiML)
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Abbildung 15: false negatives (links) und false positives (rechts) des Algorithmus
aus Simulation 4
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Simulation 5: Fu¨r die letzte hier gezeigte Simulation wurden nun alle be-
handelten Arten von Kovariablen miteinbezogen. Somit kamen im Vergleich zur
letzten Simulation kategorienspezifische Einflussgro¨ßen hinzu. Fu¨r die Simulation
solcher Variablen werden zuna¨chst n ·K Werte aus einer N(µga,Σga)-Verteilung
gezogen. Um sie direkt in den Algorithmus einsetzen zu ko¨nnen, werden in der
Funktion plregr pro kategorienspezifischer Variable und Beobachtung die u¨bri-
gen Auspra¨gungen von derjenigen der Referenzkategorie abgezogen.
In dieser Studie wurden fu¨nf metrische, zwei kategoriale mit jeweils drei Kate-
gorien und fu¨nf kategorienspezifische Variablen verwendet. Fu¨r die Konstruktion
der gesamten Datensa¨tze wurde µ = 0, µkat = 0, sowie µga = 0 und fu¨r Σ, Σkat,
sowie Σga, analog zu Σ aus Simulation 2, eine autokorrelierte Kovarianzmatrix,
hier jedoch mit ρ = 0,3, gewa¨hlt. Die Koeffizienten waren wie in Simulation 5
u¨ber
β?2×11 =
(
0 −0,9 1,25 0 . . . −0,80 1,45 0 0
0 −0,8 1,20 0 . . . −0,75 1,40 0 0
)
,
wobei wiederum in den ersten Spalten (von links) die Koeffizienten fu¨r die metri-
schen und anschließend diejenigen fu¨r die kategorialen Einflussgro¨ßen beschrieben
werden, bestimmt. Die Matrix aus den β-Werten bzgl. der kategorialen Kovaria-
blen war somit (−0,80 1,45 0 0
−0,75 1,40 0 0
)
.
Pro Iteration wurden 450 Beobachtungen generiert. Als γ-Vektor wurde
γ =

0,9
1,0
0,0
0,0
0,0

verwendet. Es waren also lediglich die ersten beiden wahren γ-Werte von Null
verschieden.
Zudem sei hier angemerkt, dass die S = 20 Durchga¨nge in vier Blo¨cke zu
je fu¨nf Durchla¨ufen aufgeteilt und getrennt voneinander berechnet wurden. Fu¨r
Details sei auf die Datei
”
Simulationen.r“ auf der beigefu¨gten CD verwiesen.
Ergebnisse: Die Boxplots zu den MSEs in den Abbildungen 16 und 17 bzgl.
den β- und γ-Werten zeigen, dass auch hier der Algorithmus tendenziell etwas
besser abschneidet. In Abbildung 18 ist zu sehen, dass die Wahrscheinlichkeiten
scheinbar ebenfalls u¨ber den Algorithmus tendenziell besser scha¨tzbar sind. In-
teressant ist noch, dass sowohl bzgl. β als auch bzgl. γ weder false negatives noch
false positives erzeugt wurden.
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Abbildung 16: Vergleich der MSE(βˆ) aus Simulation 5; links: aus Algorithmus
(βˆAlg), rechts: aus ML-Scha¨tzung (βˆML)
l
l
γ^Alg γ^ML
0.
00
0.
05
0.
10
0.
15
Abbildung 17: Vergleich der MSE(γˆ) aus Simulation 5; links: aus Algorithmus
(γˆAlg), rechts: aus ML-Scha¨tzung (γˆML)
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Abbildung 18: Vergleich der MSE(pˆi) aus Simulation 5; links: aus Algorithmus
(pˆiAlg), rechts: aus ML-Scha¨tzung (pˆiML)
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5.2 Reale Daten
In diesem Abschnitt wird der Algorithmus fu¨r das regularisierte multinomiale
Modell auf einen Datensatz zur Analyse von politischen Wahlen mit globalen
metrischen und kategorialen (wie z.B. Alter bzw. Geschlecht der Befragten), so-
wie kategorienspezifischen (metrischen) Einflussgro¨ßen angewandt. Eine Beschrei-
bung eines bzgl. der Struktur a¨hnlichen Datensatzes ist im Paper von Thurner
und Eymann (2000, S. 64 f. bzw. S. 76 f.) zu finden. Neben der Wahlabsicht sind
im hier behandelten Datensatz Informationen zur jeweiligen Person und mehrere
”
Scores“, welche zu verschiedenen Themengebieten die
”
Position“ der/des Befrag-
ten wiederspiegeln sollen, zu finden. Zu jedem dieser Bereiche wurden auch Scores
zu den einzelnen Parteien gebildet, von welchen dann pro Person wiederum die
Differenz gebildet wurde. Diese Differenzen wurden, neben den globalen Einfluss-
gro¨ßen, fu¨r die hier gezeigte Analyse verwendet. Responsevariable war die Angabe
der Wahlabsicht der jeweiligen Person (Variable
”
Wa“; Im Dokument
”
Variablen-
Def BTW09small.docx“ (s. u.) ist lediglich eine Variable
”
WA“ zu finden; Es wurde
angenommen, dass damit
”
Wa“ gemeint war). Die entsprechenden Parteien waren
”
CDU / CSU“,
”
SPD“,
”
FDP“,
”
Die Gru¨nen“, und
”
Die Linke“. Die kategori-
enspezifischen Scores wurden bzgl. den Themen
”
sozioo¨konomische Dimension“,
”
Zuzug von Ausla¨ndern“,
”
Kernenergie“ und
”
Links-Rechts-Einstufung“ gebildet,
wobei die Kovariable zur Position bzgl. des Scores zur Links-Rechts-Einstufung
der CDU zumindest im hier behandelten Datensatz fehlt. Die Differenzen wur-
den pro Befragten zudem sowohl zur CSU also auch zur CDU berechnet. Bei
der Analyse wurde dies dahingehend beru¨cksichtigt, als dass lediglich die Diffe-
renzen zur CSU verwendet wurden, falls die Person aus Bayern stammte, und
sonst die zur CDU. Die globalen Einflussgro¨ßen waren
”
Gewerk“ (1: Gewerk-
schaftsmitgliedschaft, 0: sonst),
”
West“ (1: Westdeutschland, 0: Ostdeutschland),
”
Geschlecht“ (1: ma¨nnlich, 0: weiblich),
”
Bayern“ (1: Bayern, 0: sonst),
”
Alter z“
(Alter-50.51127),
”
Abi“ (Schulabschluss, zwei Kategorien),
”
PI“ (Parteiidentifika-
tion zugunsten einer bestimmten Partei, sechs Kategorien),
”
pol Interesse“ (po-
litisches Interesse, fu¨nf Kategorien),
”
Income“ (Haushaltseinkommen, metrisch),
”
Demozufrieden“ (Zufriedenheit mit der Demokratie, fu¨nf Kategorien),
”
Religion“
(neun Kategorien),
”
Beruf“ (acht Kategorien) und
”
Arbeitslosigkeit“ (1: z.Zt. ar-
beitslos, 0: sonst). Die Kovariable
”
Bayern“ wurde fu¨r die Analysen, außer bei der
Bestimmung des
”
passenden“ Scores, nicht beru¨cksichtigt. Eine genauere Darstel-
lung der Variablen ist im Dokument
”
VariablenDef BTW09small.docx“ auf der
beigefu¨gten CD zu finden. Fu¨r das zur Verfu¨gung Stellen des Datensatzes und
der Datei
”
VariablenDef BTW09small.docx“ sei Herrn Prof. Dr. Paul W. Thur-
ner (Geschwister-Scholl-Institut fu¨r Politikwissenschaft, Lehrstuhl fu¨r Empirische
Politikforschung und Policy Analysis, LMU Mu¨nchen) an dieser Stelle herzlich ge-
dankt.
Bei der Anwendung des Algorithmus auf den Datensatz tritt jedoch folgendes
Problem auf. Der Algorithmus, wie er in der Funktion plregr implementiert ist,
54
kann nur Scha¨tzungen fu¨r Datensa¨tze ohne fehlende Werte berechnen. Hiervon
waren jedoch einige im hier verwendeten Datensatz enthalten. Jede Beobachtung,
welche mindestens einen fehlenden Wert aufweist, ha¨tte entfernt werden mu¨ssen.
Bei einem solchen Vorgehen wa¨ren von den urspru¨nglich 2173 im Datensatz ent-
haltenen Beobachtungen lediglich 249 u¨briggeblieben. Bei der Anwendung des
Algorithmus auf den dabei entstandenen Datensatz kam es zu Scha¨tzproblemen.
Daher wurde eine alternative Herangehensweise gewa¨hlt.
Zuna¨chst wurden alle Beobachtungen, welche einen fehlenden Wert in der Ziel-
variable besitzen, entfernt. Danach waren noch 1428 Beobachtungen im Datensatz
vorhanden. Anschließend wurden die Variablen bestimmt, welche besonders viele
fehlende Werte beinhalten. Dies waren die Kovariablen
”
Beruf“ mit 744 fehlenden
Werte,
”
Income“ mit 467 fehlenden Werten und
”
PI“ mit 287 fehlenden Werten.
Nach Entfernung der Beobachtungen mit einem fehlenden Wert in der Kovariable
”
Beruf“ waren bei der Variable
”
Income“ noch 225 und nach Entfernung der Beob-
achtungen mit fehlendem Wert bei
”
Beruf“ und/oder
”
Income“ noch 106 fehlende
Werte bei der Variable
”
PI“ enthalten. Um nicht all diese Beobachtungen aus
dem Datensatz nehmen zu mu¨ssen, wurden diese drei Kovariablen aus dem Da-
tensatz entfernt und danach die Beobachtungen mit mindestens einem fehlenden
Wert bei den u¨brigen globalen Einflussgro¨ßen und/oder in den Variablen zu den
Differenzen, also den kategorienspezifischen Einflussgro¨ßen, entfernt. Mit dieser
Vorgehensweise waren im Datensatz 816 Beobachtungen mit 9 globalen und 4
kategorienspezifischen Einflussgro¨ßen vorhanden.
Zudem wurden die Variablen
”
pol Interesse“ und
”
Demozufrieden“ dichotomi-
siert und die Variable
”
Religion“ trichotomisiert, da nach der Durchfu¨hrung des
oben beschriebenen Vorgehens teilweise nur noch recht wenige Beobachtungen in
den urspru¨nglichen Kategorien vorhanden waren. Bei den ersten beiden Kovaria-
blen wurden die jeweils ersten beiden Kategorien (
”
sehr starkes politisches Interes-
se“ und
”
ziemlich stark“ bzw.
”
sehr zufrieden mit der Demokratie“ und
”
ziemlich
zufrieden“) und die restlichen zu jeweils einer Kategorie zusammengefasst. Bei
der Variable
”
Religion“ wurde die erste Kategorie (
”
evangelische Kirche (ohne
Freikirchen)“) unvera¨ndert u¨bernommen. Als zweite diente die im urspru¨nglichen
Datensatz dritte Kategorie (
”
ro¨misch-katholische Kirche“), wa¨hrend alle u¨brigen
Auspra¨gungen zusammengefasst und als dritte Kategorie verwendet wurden.
Im Datensatz war außerdem eine Variable
”
ldf nr“, zu welcher im Dokument
”
VariablenDef BTW09small.docx“ keine Angabe gemacht wurde. Aufgrund der
Annahme, dass es sich hierbei um eine Identifikationsnummer der jeweiligen Be-
ochbachtung handelt, wurde sie bei den Analysen nicht beru¨cksichtigt.
Auch hier wurde der
”
optimale“ λ-Wert u¨ber eine Kreuzvalidierung, wie in
Kapitel 5.1 beschrieben, mit dem Brier Score als Kriterium ermittelt. Es wurden
die Einstellungen maxiter.opt = 10, maxiter = 10, opt = 10
−5 und  = 10−5
fu¨r die Berechnungen gewa¨hlt. maxiter.a wurde bei der Berechnung der Kreuz-
validierung und des endgu¨ltigen Modells auf 200 festgelegt. Zur Bestimmung der
λ-Sequenz wurde die Funktion
”
plregr.seq“ (s. die beigefu¨gte CD), u¨ber welche
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auch Koeffizientenpfade berechenbar sind, verwendet. Dabei wurden die in dieser
Funktion analog verwendeten Einstellungen bzgl. der maximalen Anzahl an Op-
timierungsschritten innerhalb von optim und dem Abbruchkriterium u¨ber ein 
ebenfalls auf maxiter = 10 und epsilon = 10−5 gesetzt. Die Einstellungen bzgl.
des Parameters maxiter.a wurden bei der Funktion plregr.seq ebenfalls auf
200 festgelegt. U¨ber maxiter.a in den Funktionen plregr.cv und plregr.seq
wird jeweils der gleichnamige Parameter in der Funktion plregr, welche inner-
halb von plregr.cv und plregr.seq aufgerufen werden, angesteuert. Anhand
der Datei
”
RDAnalyse.r“ auf der beigefu¨gten CD ko¨nnen Analysen, analog zu
den hier gezeigten, durchgefu¨hrt werden. Bei der Analyse des hier beschriebe-
nen Datensatzes wurde das R-Paket
”
foreign“ (R-Core Members et al., 2010)
verwendet.
Ergebnisse: Aus den Abbildungen 19 und 20 ist zu erkennen, dass bei der
Berechnung der der Koeffizienten entlang der λ-Sequenz selbst beim niedrigsten
λ-Wert einige Kovariablen nicht auf einen von Null verschiedenen Wert gescha¨tzt
wurden. Um die Pfadverla¨ufe bzgl. der einzelnen Einflussgro¨ßen bei den unteren
λ-Werten besser erkennen zu ko¨nnen, wurde in Abbildung 21 die x-Achse, an wel-
cher die λ-Werte abgetragen sind, logarithmiert. Im Endmodell waren lediglich
die Variablen
”
West“,
”
Alter z“,
”
Gewerk“,
”
Demozufrieden“ und
”
Religion“, sowie
die Scoredifferenz bzgl.
”
Links-Rechts-Einstufung“, als einzige kategorienspezifi-
sche Einflussgro¨ße (s. Abbildung 22), enthalten.
Fu¨r den Intercept und die globalen Einflussgro¨ßen, deren Einfluss auf einen
von Null verschiedenen Wert gescha¨tzt wurden, ergab sich die gescha¨tzte Koeffi-
zientenmatrix mit gerundeten Werten
βˆ
?
=

−0.2961 0.4430− 0.00210.4316 0.2650 −0.3589 0.0680
−1.0491 0.0315− 0.01770.1247 0.4219 −0.3214 0.5055
−1.3083 0.4859− 0.03270.0660 0.4066 −0.4396 0.4327
−0.3288 0.0728− 0.01170.7050 0.8900 −0.5617 0.2532

in der Reihenfolge Intercept,
”
West“,
”
Alter z“,
”
Gewerk“,
”
Demozufrieden“ und
”
Religion 2“ und
”
Religion 3“ (von links nach rechts). Mit
”
Religion 2“ bzw.
”
Re-
ligion 3“ ist der jeweilige Koeffizientenvektor zur zweiten (
”
ro¨misch-katholische
Kirche“) bzw. dritten Kategorie (u¨brige Auspra¨gungen) der Variable
”
Religion“
gemeint. Die erste Kategorie (
”
evangelische Kirche (ohne Freikirchen)“) war hier-
bei die Referenzkategorie. Die Koeffizienten zu den u¨brigen Variablen wurden vom
Algorithmus auf Null gescha¨tzt. Fu¨r γˆLiRe, als gescha¨tzter gerundeter Koeffizient
fu¨r die Scoredifferenzen bzgl.
”
Links-Rechts-Einstufung“, ergab sich
γˆLiRe = −0.6863.
Auffallend ist, dass die Effekte zu den einzelnen Kovariablen u¨ber die Refe-
renzkategorien hinweg stets dasselbe Vorzeichen besitzen. So wirkt sich bspw. die
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Tatsache, dass der Befragte aus Westdeutschland stammt, positiv auf die einzel-
nen Wahrscheinlichkeiten fu¨r eine Wahlabsicht zugunsten einer anderen Partei
als der CDU/CSU aus. Die Koeffizienten zur Variable
”
Alter z“ besitzen alle ein
negatives Vorzeichen, wobei darauf zu achten ist, dass diese Variable metrisch
in das Modell aufgenommen wurde. Hier war der gescha¨tzte Effekt jedoch eher
gering. Die Tatsache, Gewerkschaftsmitglied zu sein, wirkt sich zusammenfassend
negativ auf die Wahrscheinlichkeit fu¨r eine Wahlabsicht zugunsten der CDU/CSU
aus. Ebenso verha¨lt sich der gescha¨tzte Effekt bzgl. Personen, welche sehr oder
ziemlich zufrieden mit der Demokratie sind. Die gescha¨tzten Einflu¨sse der Reli-
gionszugeho¨rigkeit besitzen pro Kategorie ebenfalls dasselbe Vorzeichen.
Die kategorienspezifische Einflussgro¨ße
”
Links-Rechts-Einstufung“ weißt einen
negativen gescha¨tzten Effekt auf, was bedeutet, dass eine große Differenz zwi-
schen dem Score des Befragten und der jeweiligen Partei sich negativ auf die
Wahrscheinlichkeit fu¨r eine Wahlabsicht zugunsten der entsprechenden Partei
auswirkt.
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Abbildung 19: β-Pfade zum realen Datensatz aufgeteilt nach den Kategorien der
Zielvariable; Die Pfade sind nach den Koeffizientenvektoren beschriftet: I: Inter-
cept, 1:
”
Geschlecht“, 2:
”
West“, 3:
”
Alter z“, 4:
”
Gewerk“, 5:
”
Abi“, 6:
”
Arbeitslos“,
7:
”
pol Interesse“, 8:
”
Demozufrieden“, 9: Koeffizientenvektor fu¨r die zweite Ka-
tegorie von Religion (
”
ro¨misch-katholische Kirche“), 10: Koeffizientenvektor die
fu¨r dritte Kategorie von Religion
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Abbildung 20: β-Pfade zum realen Datensatz aufgeteilt nach Kovariablen; Die
Pfade sind nach den Referenzkategorien beschriftet: 2: SPD, 3: FDP, 4: Gru¨ne,
5: Linke
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Abbildung 21: β-Pfade mit logarithmierter x-Achse zum realen Datensatz aufge-
teilt nach Kovariablen; Die Pfade sind nach den Referenzkategorien beschriftet:
2: SPD, 3: FDP, 4: Gru¨ne, 5: Linke
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Abbildung 22: γ-Pfade zum realen Datensatz; Die Pfade sind nach den katego-
rienspezifischen Einflussgro¨ßen, den Scoredifferenzen, beschriftet:
”
L“ steht fu¨r
”
Links-Rechts-Einstufung“,
”
R“ (Rest) fu¨r die drei Einflussgro¨ßen
”
sozioo¨konomi-
sche Dimension“,
”
Zuzug von Ausla¨ndern“,
”
Kernenergie“,
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6 Zusammenfassung und Ausblick
In dieser Arbeit wurde ein Algorithmus fu¨r kategoriale Responsemodelle vorge-
stellt. Dieser ist in der Lage, im Gegensatz zu Verfahren, die Parameter getrennt
voneinander penalisieren, u¨ber Regularisierungstechniken gesamte Kovariablen
zu selektieren. Dabei findet ein Strafterm aus dem Lasso-Kontext Anwendung.
Neben metrischen Einflussgro¨ßen ko¨nnen auch kategoriale, welche wiederum, ent-
sprechend dem Group Lasso, insgesamt beru¨cksichtigt oder aus dem Modell ge-
nommen werden, und kategorienspezifische im behandelten Datensatz vorhanden
sein. Es ist direkte Variablenselektion mo¨glich, wodurch die Modellkomplexita¨t
verringert werden kann, wa¨hrend die im Modell verbleibenden Koeffizienten, bei
einem entsprechenden Wert des Penalisierungsparameters λ, geshrinkt werden.
Wie in der Simulationsstudie gezeigt, wirken sich diese beiden Eigenschaften des
Algorithmus in vielen Datensituationen bzgl. des MSE(pi) und MSE(β) positiv
gegenu¨ber dem ML-Scha¨tzer auf die Scha¨tzungen aus.
Eine Problematik jedoch, die sich beim Testen des Algorithmus bspw. in Si-
mulationen ergab, stellt die Rechenzeit dar. In der hier verwendeten Form liegen
diese sehr hoch.
Prinzipiell ist der Algorithmus auch im p > n-Fall anwendbar. Bei Tests
der hierzu entwickelten R-Funktionen kam es diesbezu¨glich jedoch zu Problemen
(getestet wurden die entsprechenden Funktionen auf der beigefu¨gten CD).
Eine direkte Erweiterung des Algorithmus wa¨re, anstatt mit einer Referenz-
kategorie, mit symmetrischer Nebenbedingung zu arbeiten. In Zahid und Tutz
(2009) wird die Verwendung einer symmetrischen Nebenbedingung als
”
more ap-
propriate“ (Zahid und Tutz, 2009, S. 3) bzw.
”
more natural“ (Zahid und Tutz,
2009, S. 8) in Verbindung mit Regularisierungsverfahren bezeichnet, was damit
zu begru¨nden wa¨re, dass die Parameter dadurch gegen einen Mittelwert und
nicht gegen eine Referenzkategorie, wie in dem hier vorgestellten Algorithmus,
geshrinkt werden. Jedoch sollten die entsprechenden Ergebnisse inhaltlich nicht
stark von den hier gezeigten abweichen. Zudem sollten die Scha¨tzungen bei Ver-
wendung einer Referenzkategorie, wie in Kapitel 2.2 (bzw. besonders in Kapitel
2.2.1) deutlich werden sollte, leichter, als diejenigen, welche man aus einem Modell
mit symmetrischer Nebenbedingung erha¨lt, interpretierbar sein.
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Anhang A
In diesem Anhang ist eine R-Funktion zum im Kapitel 4.6 vorgestellten Algo-
rithmus zur Merkmalsauswahl in kategorialen Responsemodellen aufgefu¨hrt (vgl.
Kapitel 4). In dem Dokument
”
Algorithmus.r“ auf der CD zu dieser Arbeit be-
findet sich eine kommentierte und optisch etwas andere Version dieser Funktion.
Die unten aufgefu¨hrte Funktion besitzt folgende Argumente:
• xy: ein data.frame der Dimension n×(G+1); Die erste Spalte ist dabei der
Responsevektor. Hierfu¨r kann aus zwei Kodierungsmo¨glichkeiten gewa¨hlt
werden:
1. als factor-Variable; Referenzkategorie ist hierbei die Kategorie, welche
nach Anwendung von
”
as.numeric“ auf den entsprechenden Vektor mit
1 kodiert ist.
2. als numeric-Variable mit den Auspra¨gungen 1, 2, ... (natu¨rliche Zah-
len von 1 bis K, mit K als die Anzahl der Responsekategorien, ohne
eine Zahl in der Folge auszulassen); Referenzkategorie ist hierbei die
Kategorie, welche mit 1 kodiert ist. Rest von xy (sprich xy[, -1] in
R): (mindestens zwei) Pra¨diktoren (auch factor-Variablen)
• x.kat: eine matrix der Dimension n·K×L; Da die erste Responsekategorie
als Referenzkategorie gewa¨hlt wird, entsprechen dieser die erste, die (k+1)-
te, (k + 2)-te, . . . Zeile; optional
• xneu: ein data.frame oder eine matrix mit neuen Daten entsprechend zu x
(optional); Daten auf die der aus der Funktion gewonnene Fit angewendet
wird; optional
• x.katneu: eine matrix mit neuen Daten entsprechend zu x.kat; s. xneu;
kann nur verwendet werden, wenn an xneu ebenfalls Daten u¨bergeben wer-
den; optional
• yneu: zu xneu und ggf. x.katneu geho¨render Response-vector; optional
• lambda: λ-Wert fu¨r die Penalisierung; Je ho¨her dieser Wert ist, desto
”
sta¨r-
ker“ ist die Penalisierung
• epsilon: das  aus dem Konvergenzkriterium
• be.start: eine Matrix der Dimension (K−1)× (p+ 1) mit Startwerten fu¨r
die Koeffizienten; Die erste Responsekategorie dient hierbei als Referenzka-
tegorie. Falls y bina¨r ist, ist hierfu¨r entsprechend ein Vektor zu u¨bergeben;
optional
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• ga.start: Startwertvektor fu¨r γ; Falls beta.start spezifiziert wird, jedoch
ga.start nicht, so werden fu¨r γ Werte aus einer N(0, 1)-Verteilung gezo-
gen; Falls ga.start spezifiziert wird, muss auch sd.opt angegeben werden;
optional
• mult: logisches Argument (standardma¨ßig auf F gesetzt); Falls mult = T
eingestellt ist, so wird fu¨r die Startwertberechnung die Funktion multi-
nom aus dem Paket
”
nnet“ (Venables und Ripley, 2002) verwendet. Start-
werte werden nur berechnet, falls keine Startwerte vorgegeben werden (s.
be.start).
• mlog: logisches Argument (standardma¨ßig auf T gesetzt); Falls mlog = T
gesetzt ist, wird die Startwertberechnung u¨ber die Funktion mlogit aus dem
gleichnamigen Paket
”
mlogit“ (Croissant, 2010) durchgefu¨hrt. Startwerte
fu¨r γ ko¨nnen hier nur u¨ber diese Funktion berechnet werden. Falls mult
= T gesetzt ist, wird mlog = F gesetzt. Falls diese Einstellungen gewa¨hlt
werden, werden fu¨r γ ggf. zufa¨llige Werte aus einer (univariaten) N(0, 1)-
Verteilung gezogen. Startwerte werden nur berechnet, falls keine Startwerte
fu¨r β vorgegeben werden (s. ga.start).
• maxiter: Anzahl der maximalen Iterationen bei der Optimierung der ein-
zelnen Koeffizienten innerhalb der Funktin
”
optim“ (s. control bzw. maxit
in der Funktion optim in R; Die Wahl dieses Parameters, wie auch von ep-
silon, kann Einfluss auf die Geschwindigkeit des Algorithmus haben.
• maxiter.a: maximale Anzahl an Iterationen (= maxiter.a + 1) bei der
Optimierung (maximale Anzahl an Durchla¨ufen durch alle Kovariablen)
• sd.opt: Vektor der La¨nge von ncol(x.kat); zur Beeinflussung der Intervalle,
in welchen nach dem optimalen Werten fu¨r gamma gesucht wird (s.u. bei
der Verwendung von
”
optimize“); optional
Entsprechend werden je nach Wahl der Argumente folgende Ru¨ckgabewerte aus-
gegeben:
• koeff: β-Werte aus der Scha¨tzung; Die Dimension entspricht der von be.start.
Man beachte, dass bei kategorialen Kovariablen die erste Kategorie als Re-
ferenzkategorie verwendet wird.
• loglik.pen: Wert der negativen penalisierten Log-Likelihood
• lambda: verwendeter λ-Wert
• ga: Scha¨tzungen fu¨r γ; Die Dimension entspricht der von ga.start.
• pi.fit: gefittete Wahrscheinlichkeiten fu¨r yneu (unter Verwendung von be)
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• y.fit: gefittete Responsewerte fu¨r xneu, falls dieses spezifiziert wurde
• missklass: Anzahl der Fehlklassifikationen, falls xneu und yneu spezifiziert
wurden
• loglik.pr: pra¨diktive negative penalisierte Log-Likelihood fu¨r neue Daten
• brier: pra¨diktiver Brier Score fu¨r neue Daten
• fit.unpen: Fit aus unpenalisierter Scha¨tzung u¨ber Funktion multinom
bzw. mlogit; Wird nur berechnet und ausgegeben, falls be.start nicht
spezifiziert wurde.
• sd.ga s. oben sd.opt; Dieser Vektor wird bei fehlender Spezifikation von
be.start innerhalb der Funktion plregr als Wurzel der negativen Diago-
nalelemente der Hesse-Matrix, welche u¨ber die Funktion mlogit aus dem
gleichnamigen Paket berechnet wird, bestimmt. Hierfu¨r muss mlog = T ge-
setzt werden. Falls sd.opt spezifiert wurde, wird der entsprechende Vektor
ausgegeben.
In dieser Funktion werden die Pakete nnet und mlogit mit den Paketen
”
Formula“
(Zeileis und Croissant, 2010),
”
statmod“ (Smyth et al., 2010),
”
lmtest“ (Zeileis
und Hothorn, 2002) sowie
”
zoo“ (Zeileis und Grothendieck, 2005) verwendet. Au-
ßerdem fand noch das Paket
”
Matrix“ (Bates und Maechler, 2010) mit dem Paket
”
lattice“ (Sarkar, 2010) Verwendung.
> plregr <- function(xy, x.kat, xneu, x.katneu, yneu, lambda, epsilon = 1e-05,
+ be.start, ga.start, mult = F, mlog = T, maxiter = 10, maxiter.a = 100,
+ sd.opt, ...) {
+ if (mult)
+ mlog <- F
+ x.k.l <- F
+ y <- as.numeric(xy[, 1])
+ x <- x.or <- xy[, -1]
+ if (!missing(x.kat)) {
+ x.kat.mlog <- x.kat
+ x.kat.ref <- c()
+ for (i in 0:(nrow(x.kat)/max(y) - 1)) x.kat.ref <- c(x.kat.ref,
+ i * max(y) + 1)
+ for (i in x.kat.ref) x.kat[i:(i + max(y) - 1), ] <- t(t(x.kat[i:(i +
+ max(y) - 1), ]) - x.kat[i, ])
+ x.kat <- x.kat[-x.kat.ref, ]
+ x.k.l <- T
+ }
+ umw <- function(data) {
+ data.mat <- matrix(1, nrow = nrow(data), ncol = 0)
+ j.list <- list(1)
+ ind <- 2
+ for (j in 1:ncol(data)) {
+ if (is.factor(data[, j])) {
+ mx.j <- max(as.numeric(data[, j])) - 1
+ j.list[[j + 1]] <- ind:(ind + mx.j - 1)
+ ind <- ind + mx.j
+ j.mat <- matrix(0, ncol = mx.j, nrow = nrow(data))
+ for (i in 1:nrow(data)) {
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+ j.mat[i, as.numeric(data[i, j]) - 1] <- 1
+ }
+ for (i in 1:nrow(data)) if (as.numeric(data[i,
+ j]) == 1)
+ j.mat[i, ] <- -1
+ data.mat <- cbind(data.mat, j.mat)
+ }
+ else {
+ j.list[[j + 1]] <- ind
+ ind <- ind + 1
+ data.mat <- cbind(data.mat, data[, j])
+ }
+ }
+ return(list(data.mat = data.mat, j.list = j.list))
+ }
+ umw.x <- umw(x)
+ x <- umw.x$data.mat
+ jl <- umw.x$j.list
+ jl.l <- length(jl)
+ if (!missing(x.kat))
+ for (i in 1:ncol(x.kat)) jl[[i + jl.l]] <- max(jl[[jl.l]]) +
+ i
+ if (missing(be.start)) {
+ if (mult) {
+ require(nnet)
+ x.data <- as.data.frame(cbind(x, y))
+ form <- as.formula(paste("y~", paste(names(x.data)[1:ncol(x)],
+ collapse = " + ", sep = ""), sep = ""))
+ fit.mult <- multinom(form, data = x.data)
+ be <- coef(fit.mult)
+ }
+ else {
+ if (mlog) {
+ require(mlogit)
+ y.mlog <- rep(0, max(y) * nrow(x))
+ for (i in 0:length(y)) y.mlog[i * max(y) + y[i +
+ 1]] <- 1
+ altern <- rep(1:max(y), length(y))
+ x.mlog <- matrix(0, nrow = max(y) * nrow(x),
+ ncol = ncol(x))
+ for (i in 1:ncol(x)) x.mlog[, i] <- rep(x[, i],
+ each = max(y))
+ data.mlog.a <- as.data.frame(cbind(y.mlog, altern,
+ if (!missing(x.kat))
+ x.kat.mlog, x.mlog))
+ data.mlog <- mlogit.data(data.mlog.a, choice = "y.mlog",
+ shape = "long", alt.var = "altern")
+ if (!missing(x.kat)) {
+ nam.katsp <- paste(names(data.mlog.a)[3:(ncol(x.kat.mlog) +
+ 2)], collapse = "+", sep = "")
+ nam.glob <- paste(names(data.mlog.a)[(ncol(x.kat.mlog) +
+ 3):(ncol(x.kat.mlog) + ncol(x.mlog) + 2)],
+ collapse = "+", sep = "")
+ form.mlog <- as.formula(paste(paste("y.mlog ~",
+ nam.katsp, sep = ""), nam.glob, sep = "|"))
+ }
+ else {
+ nam.glob <- paste(names(data.mlog.a)[3:(ncol(x.mlog) +
+ 2)], collapse = "+", sep = "")
+ form.mlog <- as.formula(paste(paste("y.mlog ~",
+ 0, sep = ""), nam.glob, sep = "|"))
+ }
+ fit.mult <- mlogit(form.mlog, data = data.mlog)
+ if (!missing(x.kat)) {
+ be <- matrix(fit.mult$coefficients[-(max(y):(ncol(x.kat.mlog) +
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+ max(y) - 1))], nrow = max(y) - 1)
+ ga <- fit.mult$coefficients[max(y):(ncol(x.kat.mlog) +
+ max(y) - 1)]
+ sd.ga <- sqrt(-diag(fit.mult$hessian)^-1)[max(y):(ncol(x.kat.mlog) +
+ max(y) - 1)]
+ }
+ else {
+ be <- matrix(fit.mult$coefficients, nrow = max(y) -
+ 1)
+ ga <- 0
+ }
+ }
+ else be <- matrix(rnorm((ncol(x) + 1) * (max(y) -
+ 1)), ncol = ncol(x) + 1, nrow = max(y) - 1)
+ }
+ }
+ else {
+ be <- be.start
+ mult <- mlog <- F
+ }
+ if (!missing(x.kat)) {
+ if (missing(ga.start)) {
+ if (!mlog)
+ ga <- rnorm(ncol(x.kat))
+ }
+ else {
+ ga <- ga.start
+ }
+ }
+ else ga <- 0
+ if (!missing(sd.opt))
+ sd.ga <- sd.opt
+ if (max(y) == 2 & mult)
+ be <- t(as.matrix(be))
+ if (max(y) == 2 & !missing(be.start))
+ be <- t(as.matrix(be))
+ xqr <- matrix(0, nrow = nrow(x), ncol = ncol(x))
+ for (j in 2:jl.l) xqr[, (jl[[j]] - 1)] <- qr.Q(qr(x[, (jl[[j]] -
+ 1)]))
+ xd <- cbind(1, xqr)
+ for (j in 2:jl.l) {
+ if (length(jl[[j]]) > 1 & max(y) > 2) {
+ be[, jl[[j]]] <- t(tcrossprod(qr.R(qr(x[, (jl[[j]] -
+ 1)])), be[, jl[[j]]]))
+ }
+ else {
+ be[, jl[[j]]] <- t(qr.R(qr(x[, (jl[[j]] - 1)])) %*%
+ be[, jl[[j]]])
+ }
+ }
+ y.mat <- matrix(0, nrow = length(y), ncol = max(y))
+ for (i in 1:length(y)) {
+ y.mat[i, y[i]] <- 1
+ }
+ if (!missing(x.kat)) {
+ y.list <- list()
+ y.mat.kat <- y.mat[, -1]
+ for (i in 1:length(y)) y.list[[i]] <- if (is.matrix(y.mat.kat))
+ t(y.mat.kat[i, ])
+ else y.mat.kat[i]
+ xkatd <- matrix(0, nrow = nrow(x.kat), ncol = ncol(x.kat))
+ for (j in 1:ncol(x.kat)) xkatd[, j] <- qr.Q(qr(x.kat[,
+ j]))
+ for (j in 1:ncol(x.kat)) ga[j] <- qr.R(qr(x.kat[, j])) %*%
+ ga[j]
70
+ require(Matrix)
+ y.mat.kat <- bdiag(y.list)
+ Om <- y.mat.kat %*% xkatd
+ }
+ else x.kat.dec <- xkatd <- y.mat.kat <- Om <- 0
+ likeli.j <- function(be.j) {
+ if (max(l) <= ncol(xd)) {
+ logl <- -sum(diag(tcrossprod(tcrossprod(xd[, -l],
+ benu[, -l]), y.mat))) - sum(diag(tcrossprod(tcrossprod(xd[,
+ l], rbind(0, matrix(be.j, ncol = length(l)))),
+ y.mat))) - sum(Om %*% ga.alt) + if (max(y) ==
+ 2)
+ sum(apply(tcrossprod(xd[, -l], matrix(be.alt[,
+ -l], ncol = ncol(xd) - length(l))) + if (length(l) >
+ 1) xd[, l] %*% be.j else xd[, l] * be.j + if (x.k.l) matrix(xkatd %*%
+ ga.alt, ncol = max(y) - 1, byrow = T) else 0,
+ 1, function(x) log(1 + sum(exp(x)))))
+ else sum(apply(tcrossprod(xd[, -l], be.alt[, -l]) +
+ tcrossprod(xd[, l], matrix(be.j, ncol = length(l))) +
+ if (x.k.l) matrix(xkatd %*% ga.alt, ncol = max(y) -
+ 1, byrow = T) else 0, 1, function(x) log(1 +
+ sum(exp(x)))))
+ pen <- 0
+ for (z in 1:length(jl)) if (jl[[z]][1] != 1 & l[1] !=
+ jl[[z]][1] & max(jl[[z]]) <= ncol(xd))
+ pen <- pen + sqrt(sum(be.alt[, jl[[z]]]^2)) *
+ sqrt(length(jl[[z]]))
+ pen <- pen * sqrt(max(y) - 1)
+ pen <- pen + sum(abs(ga.alt))
+ if (l[1] != 1)
+ pen <- pen + sqrt(max(y) - 1) * sqrt(sum(be.j^2))
+ logl <- logl + lambda * pen
+ }
+ else {
+ l <- l - ncol(xd)
+ logl <- -sum(diag(tcrossprod(tcrossprod(xd, benu),
+ y.mat))) - sum(Om[, -l] %*% ga.alt[-l]) - sum(Om[,
+ l] * be.j) + sum(apply(tcrossprod(xd, be.alt) +
+ matrix(xkatd[, -l] %*% ga.alt[-l], ncol = max(y) -
+ 1, byrow = T) + matrix(xkatd[, l] * be.j, ncol = max(y) -
+ 1, byrow = T), 1, function(x) log(1 + sum(exp(x)))))
+ pen <- 0
+ for (z in 1:length(jl)) if (jl[[z]][1] != 1 & max(jl[[z]]) <=
+ ncol(xd))
+ pen <- pen + sum(sqrt(be.alt[, jl[[z]]]^2)) *
+ sqrt(length(jl[[z]]))
+ pen <- pen * sqrt(max(y) - 1)
+ pen <- pen + sum(abs(ga.alt[-l]))
+ pen <- pen + abs(be.j)
+ logl <- logl + lambda * pen
+ }
+ return(logl)
+ }
+ be.alt <- matrix(0, nrow = nrow(be), ncol = ncol(be))
+ ga.alt <- if (!missing(x.kat))
+ rep(0, length(ga))
+ else 0
+ anz.it <- 0
+ while (sqrt(sum((be.alt - be)^2) + sum((ga.alt - ga)^2))/sqrt(sum(be.alt^2) +
+ sum(ga.alt^2)) > epsilon & anz.it <= maxiter.a) {
+ anz.it <- anz.it + 1
+ be.alt <- be
+ ga.alt <- ga
+ sumdfinv <- sumdfinv.ga <- 0
+ for (k in 2:length(jl)) {
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+ l <- jl[[k]]
+ if (max(l) <= ncol(xd))
+ sumdfinv <- sumdfinv + length(l)^(-1) * sum(abs(be[,
+ l]))
+ else {
+ l <- l - ncol(xd)
+ sumdfinv.ga <- sumdfinv.ga + abs(ga[l])
+ }
+ }
+ if (sumdfinv == 0)
+ sumdfinv <- Inf
+ if (sumdfinv.ga == 0)
+ sumdfinv.ga <- Inf
+ for (k in 1:length(jl)) {
+ l <- lt <- jl[[k]]
+ if (k == 1) {
+ benu <- rbind(0, be.alt)
+ lik.test <- likeli.j(be[, l])
+ if (lik.test == Inf | lik.test == -Inf | lik.test ==
+ 0) {
+ be <- be.alt <- matrix(rnorm(nrow(be) * ncol(be)),
+ nrow = nrow(be), ncol = ncol(be))
+ benu <- rbind(0, be.alt)
+ warning("Log-Likelihood gleich Inf, -Inf oder 0",
+ call. = F)
+ }
+ be[, l] <- matrix(optim(be[, l], likeli.j, method = "Nelder-Mead",
+ control = list(maxit = maxiter))$par, ncol = length(l))
+ }
+ else {
+ if (max(l) <= ncol(xd)) {
+ vn.alt <- ((length(l))^(-1) * sum(abs(be[,
+ l])))/(sumdfinv)
+ vn <- if (max(y) == 2)
+ sqrt(sum((crossprod(xd[, l], (y.mat - (cbind(1,
+ exp(xd[, -l] %*% be.alt[, -l] + if (!missing(x.kat)) matrix(xkatd %*%
+ ga.alt, ncol = max(y) - 1, byrow = T) else 0))/apply(exp(xd[,
+ -l] %*% be.alt[, -l] + if (!missing(x.kat)) matrix(xkatd %*%
+ ga.alt, ncol = max(y) - 1, byrow = T) else 0),
+ 1, function(x) sum(x) + 1)))))^2))
+ else sqrt(sum((crossprod(xd[, l], (y.mat -
+ (cbind(1, exp(tcrossprod(xd[, -l], be.alt[,
+ -l]) + if (!missing(x.kat)) matrix(xkatd %*%
+ ga.alt, ncol = max(y) - 1, byrow = T) else 0))/apply(exp(tcrossprod(xd[,
+ -l], be.alt[, -l]) + if (!missing(x.kat)) matrix(xkatd %*%
+ ga.alt, ncol = max(y) - 1, byrow = T) else 0),
+ 1, function(x) sum(x) + 1)))))^2))
+ }
+ else {
+ l <- max(l) - ncol(xd)
+ vn.alt <- (abs(ga[l]))/(sumdfinv.ga)
+ vn <- sqrt(sum((crossprod(matrix(xkatd[, l],
+ nrow = nrow(x), byrow = T), (y.mat - (cbind(1,
+ exp(tcrossprod(xd, be.alt) + matrix(xkatd[,
+ -l] %*% ga.alt[-l], ncol = max(y) - 1,
+ byrow = T)))/apply(exp(tcrossprod(xd, be.alt) +
+ matrix(xkatd[, -l] %*% ga.alt[-l], ncol = max(y) -
+ 1, byrow = T)), 1, function(x) sum(x) +
+ 1)))))^2))
+ }
+ if (vn.alt == Inf)
+ vn.alt <- 0
+ if (max(lt) <= ncol(xd)) {
+ if (vn <= sqrt(max(y) - 1) * sqrt(length(l)) *
+ lambda | vn.alt < ((ncol(x))^(-1)))
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+ be[, l] <- 0
+ else {
+ benu <- rbind(0, be.alt)
+ be[, l] <- matrix(optim(as.vector(be[, l]),
+ likeli.j, method = "Nelder-Mead", control = list(maxit = maxiter))$par,
+ ncol = length(l))
+ }
+ }
+ else {
+ if (vn <= lambda | vn.alt < ((ncol(x.kat))^(-1)))
+ ga[l] <- 0
+ else {
+ l <- lt
+ benu <- rbind(0, be.alt)
+ ga[lt - ncol(xd)] <- optimize(likeli.j, c(-2,
+ 2) * sd.ga[lt - ncol(xd)] + ga.alt[lt -
+ ncol(xd)])$minimum
+ }
+ }
+ }
+ }
+ }
+ if (anz.it == maxiter.a + 1)
+ warning(paste(paste("keine Konvergenz nach", maxiter.a),
+ "Iterationen"), call. = F)
+ for (j in 2:jl.l) {
+ if (length(jl[[j]]) > 1 & max(y) > 2) {
+ be[, jl[[j]]] <- t(tcrossprod(solve(qr.R(qr(x[, (jl[[j]] -
+ 1)]))), be[, jl[[j]]]))
+ }
+ else {
+ be[, jl[[j]]] <- t(solve(qr.R(qr(x[, (jl[[j]] - 1)]))) %*%
+ be[, jl[[j]]])
+ }
+ }
+ if (!missing(x.kat))
+ for (j in 1:ncol(x.kat)) ga[j] <- solve(qr.R(qr(x.kat[,
+ j]))) %*% ga[j]
+ if (!missing(xneu)) {
+ umw.neu <- function(data) {
+ data.mat <- matrix(1, nrow = nrow(data), ncol = 0)
+ for (j in 1:ncol(data)) {
+ if (is.factor(data[, j])) {
+ j.mat <- matrix(0, ncol = max(as.numeric(x.or[,
+ j])) - 1, nrow = nrow(data))
+ for (i in 1:nrow(data)) {
+ j.mat[i, as.numeric(data[i, j]) - 1] <- 1
+ }
+ data.mat <- cbind(data.mat, j.mat)
+ }
+ else {
+ data.mat <- cbind(data.mat, data[, j])
+ }
+ }
+ return(data.mat)
+ }
+ xneu <- umw.neu(xneu)
+ xdneu <- cbind(1, xneu)
+ if (!missing(x.katneu)) {
+ x.kat.ref <- c()
+ for (i in 0:(nrow(x.katneu)/max(y) - 1)) x.kat.ref <- c(x.kat.ref,
+ i * max(y) + 1)
+ for (i in x.kat.ref) x.katneu[i:(i + max(y) - 1),
+ ] <- t(t(x.katneu[i:(i + max(y) - 1), ]) - x.katneu[i,
+ ])
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+ x.katneu <- x.katneu[-x.kat.ref, ]
+ }
+ pi.fit <- cbind(1, exp(tcrossprod(xdneu, be) + if (!missing(x.katneu)) matrix(x.katneu %*%
+ ga, nrow = nrow(xneu), byrow = T) else 0))/apply(exp(tcrossprod(xdneu,
+ be) + if (!missing(x.katneu)) matrix(x.katneu %*%
+ ga, nrow = nrow(xneu), byrow = T) else 0), 1, function(x) sum(x) +
+ 1)
+ y.fit <- apply(pi.fit, 1, function(x) which(x == max(x)))
+ if (!missing(yneu))
+ mscl <- length(which(y.fit != yneu))
+ }
+ xdl <- cbind(1, x)
+ benu <- rbind(0, be)
+ pen <- if (max(y) == 2)
+ sum(abs(be[, -1])) + sum(abs(ga))
+ else sum(apply(be[, -1], 2, function(x) sqrt(sum(x^2)))) +
+ sum(abs(ga))
+ loglik <- -sum(diag(tcrossprod(tcrossprod(xdl, benu), y.mat)) -
+ Om %*% ga + apply(tcrossprod(xdl, be) + if (!missing(x.kat)) matrix(x.kat %*%
+ ga, nrow = nrow(x), byrow = T) else 0, 1, function(x) -log(1 +
+ sum(exp(x))))) + lambda * pen
+ if (!missing(xneu) & !missing(yneu)) {
+ yneu.mat <- matrix(0, nrow = length(yneu), ncol = max(y))
+ for (i in 1:length(yneu)) {
+ yneu.mat[i, yneu[i]] <- 1
+ }
+ if (!missing(x.katneu)) {
+ y.list <- list()
+ y.mat.kat <- yneu.mat[, -1]
+ for (i in 1:length(yneu)) y.list[[i]] <- t(y.mat.kat[i,
+ ])
+ y.mat.kat <- bdiag(y.list)
+ Om <- y.mat.kat %*% x.katneu
+ }
+ xdl <- cbind(1, xneu)
+ benu <- rbind(0, be)
+ loglik.pr <- -sum(diag(xdl %*% t(benu) %*% t(yneu.mat)) +
+ (apply(xdl %*% t(be) + if (!missing(x.katneu)) matrix(x.katneu %*%
+ ga, nrow = nrow(xneu), byrow = T) else 0, 1,
+ function(x) -log(1 + sum(exp(x))))) - if (!missing(x.katneu)) sum(Om %*%
+ ga) else 0) + lambda * pen
+ brier <- sum((yneu.mat - pi.fit)^2)
+ }
+ names.b <- "Intercept"
+ for (i in 2:jl.l) {
+ if (length(jl[[i]]) == 1) {
+ names.b <- c(names.b, paste("koeff", i - 1))
+ }
+ else {
+ for (j in 1:length(jl[[i]])) names.b <- c(names.b,
+ paste(paste("koeff", i - 1), j + 1, sep = "_"))
+ }
+ }
+ dimnames(be)[[2]] <- names.b
+ if (!missing(x.kat)) {
+ names.g <- "gamma 1"
+ for (i in 2:length(ga)) names.g <- c(names.g, paste("gamma",
+ i))
+ names(ga) <- names.g
+ }
+ erg <- list(if (max(y) == 2) as.vector(be) else be, loglik,
+ lambda)
+ ind <- 4
+ indn <- c("koeff", "loglik.pen", "lambda")
+ if (!missing(x.kat)) {
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+ erg[[ind]] <- ga
+ ind <- ind + 1
+ erg[[ind]] <- sd.ga
+ ind <- ind + 1
+ indn <- c(indn, "ga", "sd.ga")
+ }
+ if (!missing(xneu)) {
+ erg[[ind]] <- pi.fit
+ ind <- ind + 1
+ erg[[ind]] <- y.fit
+ ind <- ind + 1
+ indn <- c(indn, "pi.fit", "y.fit")
+ }
+ if (!missing(yneu) & !missing(xneu)) {
+ erg[[ind]] <- mscl
+ ind <- ind + 1
+ erg[[ind]] <- loglik.pr
+ ind <- ind + 1
+ erg[[ind]] <- brier
+ ind <- ind + 1
+ indn <- c(indn, "missklass", "loglik.pr", "brier")
+ }
+ if (mult | mlog) {
+ erg[[ind]] <- fit.mult
+ ind <- ind + 1
+ indn <- c(indn, "fit.unpen")
+ }
+ names(erg) <- indn
+ return(erg)
+ }
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Anhang B
Inhalt der dieser Arbeit beigefu¨gten CD:
• diese Masterarbeit (
”
MA Uhlmann.pdf“)
• R-Code:
– Funktionen zum Algorithmus (
”
Algorithmus.r“):
∗ Funktion, in welcher der Algorithmus umgesetzt ist (
”
plregr“);
∗ interne Funktionen von plregr (
”
umw“ und
”
likeli.j“)
∗ Funktion zur Erzeugung von Pfaden (
”
plregr.seq“)
∗ Funktion zum Plotten dieser Pfade (”plregr.plot“)
∗ Funktion zur Kreuzvalidierung (
”
plregr.cv“)
∗ Funktion zur Durchfu¨hrung der Simulationen (
”
plregr.sim)
– Funktion zur Generierung der Daten fu¨r die Simulationen (
”
Generie-
rung.r“)
– Durchfu¨hrung der Simulationen (
”
Simulationen.r“)
– Analyse der realen Daten (
”
RDAnalyse.r“)
– eine Version von plregr, in welcher die
”
alternative“ (Kapitel 4.5)
Variablenselektion nicht verwendet wird; Anhand dieser Version wird
also ein Algorithmus nach der in Kapitel 4.4 vorgestellten Methodik
durchgefu¨hrt (
”
Algorithmus ohne Alt.r“).
• ein Ordner mit den Ergebnissen aus den Simulationen (
”
Ergebnisse“)
• der reale Datensatz, welcher in Kapitel 5.2 verwendet wird (
”
BTW09small.dta“)
• Beschreibung der Variablen des realen Datensatzes (
”
VariablenDef BTW09small.docx“)
• Ergebnisse zum Datensatz (
”
RD Ergebnisse.RData“)
• Eine Datei, welche eine U¨bersicht u¨ber den Inhalt der CD gibt (
”
Inhalt.pdf“)
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