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Abstract
In this work we analyze the mean-square performance of different strategies for distributed estimation
over least-mean-squares (LMS) adaptive networks. The results highlight some useful properties for
distributed adaptation in comparison to fusion-based centralized solutions. The analysis establishes that,
by optimizing over the combination weights, diffusion strategies can deliver lower excess-mean-square-
error than centralized solutions employing traditional block or incremental LMS strategies. We first study
in some detail the situation involving combinations of two adaptive agents and then extend the results
to generic N -node ad-hoc networks. In the later case, we establish that, for sufficiently small step-sizes,
diffusion strategies can outperform centralized block or incremental LMS strategies by optimizing over
left-stochastic combination weighting matrices. The results suggest more efficient ways for organizing
and processing data at fusion centers, and present useful adaptive strategies that are able to enhance
performance when implemented in a distributed manner.
Index Terms
Adaptive networks, distributed estimation, centralized estimation, diffusion LMS, fusion center, in-
cremental strategy, diffusion strategy, energy conservation.
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2I. INTRODUCTION
THIS work examines the dynamics that results when adaptive nodes are allowed to interact witheach other. Through cooperation, some interesting behavior occurs that is not observed when the
nodes operate independently. For example, if one adaptive agent has worse performance than another
independent adaptive agent, can both agents cooperate with each other in such a manner that the
performance of both agents improves? What if N agents are interacting with each other? Can all agents
improve their performance relative to the non-cooperative case even when some of them are noisier than
others? Does cooperation need to be performed in a centralized manner or is distributed cooperation
sufficient to achieve this goal? Starting with two adaptive nodes, we derive analytical expressions for the
mean-square performance of the nodes under some conditions on the measurement data. The expressions
are then used to compare the performance of various (centralized and distributed) adaptive strategies. The
analysis reveals a useful fact that arises as a result of the cooperation between the nodes; it establishes
that, by optimizing over the combination weights, diffusion least-mean-squares (LMS) strategies for
distributed estimation can deliver lower excess-mean-square-error (EMSE) than a centralized solution
employing traditional block or incremental LMS strategies. We first study in some detail the situation
involving combinations of two adaptive nodes for which the performance levels can be characterized
analytically. Subsequently, we extend the conclusion to N -node ad-hoc networks. Reference [2] provides
an overview of diffusion strategies for adaptation and learning over networks.
It is worth noting that the performance of diffusion algorithms was already studied in some detail in the
earlier works [3], [4]. These works derived expressions for the network EMSE and mean-square-deviation
(MSD) in terms of the combination weights that are used during the adaptation process. The results in
[3], [4] were mainly concerned in comparing the performance of diffusion (i.e., distributed cooperative)
strategies with non-cooperative strategies. In the cooperative case, nodes share information with each
other, whereas they behave independently of each other in the non-cooperative case. In the current work,
we are instead interested in comparing diffusion or distributed cooperative strategies against centralized
(as opposed to non-cooperative) strategies. In the centralized framework, a fusion center has access to all
data collected from across the network, whereas in the non-cooperative setting nodes have access only
to their individual data. Therefore, finding conditions under which diffusion strategies can perform well
in comparison to centralized solutions is generally a demanding task.
We start our study by considering initially the case of two interacting adaptive agents. Though struc-
turally simple, two-node networks are important in their own right. For instance, two-antenna receivers are
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3prevalent in many communication systems. The data received by the antennas could either be transferred
to a central processor for handling or processed cooperatively and locally at the antennas. Which mode
of processing can lead to better performance and how? Some of the results in this article help provide
answers to these questions. In addition, two-node adaptive agents can serve as good models for how
estimates can be combined at master nodes that connect larger sub-networks together. There has also
been useful work in the literature on examining the performance of combinations of two adaptive filters
[5]–[9]. The main difference between two-node adaptive networks and combinations of two adaptive filters
is that in the network case the measurement and regression data are fully distributed and also different
across nodes, whereas the filters share the same measurement and regression data in filter combinations
[5]–[9]. For this reason, the study of adaptive networks is more challenging and their dynamics is richer.
The results in this work will reveal that distributed diffusion LMS strategies can outperform centralized
block or incremental LMS strategies through proper selection of the combination weights. The expressions
for the combination weights end up depending on knowledge of the noise variances, which are generally
unavailable to the nodes. Nevertheless, the expressions suggest a useful adaptive construction. Motivated
by the analysis, we propose an adaptive method for adjusting the combination weights by relying solely
on the available data. Simulation results illustrate the findings.
Notation: We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for
deterministic variables, and boldface letters for random variables. We also use (·)T to denote transposition,
(·)∗ for conjugate transposition, (·)−1 for matrix inversion, Tr(·) for the trace of a matrix, ρ(·) for the
spectral radius of a matrix, ⊗ for the Kronecker product, vec(A) for stacking the columns of A on top
of each other, and diag(A) for constructing a vector by using the diagonal entries of A. All vectors in
our treatment are column vectors, with the exception of the regression vectors, uk,i, which are taken to
be row vectors for convenience of presentation.
A. Non-Cooperative Adaptation by Two Nodes
We refer to the two nodes as nodes 1 and 2. Both nodes are assumed to measure data that satisfy a
linear regression model of the form:
dk(i) = uk,iw
o + vk(i) (1)
for k = 1, 2, where wo is a deterministic but unknown M × 1 vector, dk(i) is a random measurement
datum at time i, uk,i is a random 1×M regression vector at time i, and vk(i) is a random noise signal
also at time i. We adopt the following assumptions on the statistical properties of the data {uk,i,vk(i)}.
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4Fig. 1. Nodes 1 and 2 process the data independently by means of two local LMS filters.
Assumption 1 (Statistical properties of the data):
1) The regression data uk,i are temporally white and spatially independent random variables with zero
mean and uniform covariance matrix Ru,k , Eu∗k,iuk,i > 0.
2) The noise signals vk(i) are temporally white and spatially independent random variables with zero
mean and variances σ2v,k.
3) The regressors uk,i and noise signals vl(j) are mutually-independent for all k and l, i and j.
It is worth noting that we do not assume Gaussian distributions for either the regressors or the noise
signals. We note that the temporal independence assumption on the regressors may be invalid in general,
especially for tapped-delay implementations where the regressions at each node would exhibit a shift
structure. However, there have been extensive studies in the stochastic approximation literature showing
that, for stand-alone adaptive filters, results based on the temporal independence assumption, such as (12)
and (13) further ahead, still match well with actual filter performance when the step-size is sufficiently
small [10]–[16]. Thus, we shall adopt the following assumption throughout this work.
Assumption 2 (Small step-sizes): The step-sizes are sufficiently small, i.e., µk ≪ 1, so that terms
depending on higher-order powers of the step-sizes can be ignored, and such that the adaptive strategies
discussed in this work are mean-square stable (in the manner defined further ahead).
We are interested in the situation where one node is less noisy than the other. Thus, without loss of
generality, we assume that the noise variance of node 2 is less than that of node 1, i.e.,
σ2v,2 < σ
2
v,1 (2)
The nodes are interested in estimating the unknown parameter wo. Assume initially that each node k
independently adopts the famed LMS algorithm [16]–[18] to update its weight estimate (as illustrated in
Fig. 1) according to the following rule:
wk,i = wk,i−1 + µku
∗
k,i [dk(i)− uk,iwk,i−1] (3)
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5for k = 1, 2, where µk is a positive constant step-size parameter. The steady-state performance of an
adaptive algorithm is usually assessed in terms of its mean-square error (MSE), EMSE, and MSD, which
are defined as follows. If we introduce the error quantities:
ek(i) , dk(i)− uk,iwk,i−1 (4)
w˜k,i , w
o −wk,i (5)
ea,k(i) , uk,iw˜k,i−1 (6)
then the MSE, EMSE, and MSD for node k are defined as the following steady-state values:
MSEk , lim
i→∞
E|ek(i)|
2 (7)
EMSEk , lim
i→∞
E|ea,k(i)|
2 (8)
MSDk , lim
i→∞
E‖w˜k,i‖
2 (9)
where the notation ‖ · ‖ denotes the Euclidean norm of its vector argument. Substituting expression (1)
into the definition for ek(i) in (4), it is easy to verify that the errors {ek(i),ea,k(i)} are related as follows:
ek(i) = ea,k(i) + vk(i) (10)
for k = 1, 2. Since the terms vk(i) and ea,k(i) are independent of each other, it readily follows that the
MSE and EMSE performance measures at each node are related to each other through the noise variance:
MSEk = EMSEk + σ2v,k (11)
Therefore, it is sufficient to examine the EMSE and MSD as performance metrics for adaptive algorithms.
Under Assumption 2, the EMSE and MSD of each LMS filter in (3) are known to be well approximated
by [16]–[24]:
EMSEk ≈
1
2
µkσ
2
v,kTr(Ru,k) (12)
and
MSDk ≈
1
2
µkσ
2
v,kM (13)
for k = 1, 2. To proceed, we further assume that both nodes employ the same step-size and observe data
arising from the same underlying distribution.
Assumption 3 (Uniform step-sizes and data covariance): It is assumed that both nodes employ identi-
cal step-sizes, i.e., µ1 = µ2 = µ, and that they observe data arising from the same statistical distribution,
i.e., Ru,1 = Ru,2 = Ru.
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6Under Assumption 3, expression (12) confirms the expected result that node 2 will achieve a lower
EMSE than node 1 because node 2 has lower noise variance than node 1. The interesting question that
we would like to consider is whether it is possible to improve the EMSE performance for both nodes if
they are allowed to cooperate with each other in some manner. The arguments in this work will answer
this question in the affirmative and will present distributed cooperative schemes that are able to achieve
this goal, not only for two-node networks but also for N -node ad-hoc networks (see Sec. VI).
II. TWO CENTRALIZED ADAPTIVE ALGORITHMS
One form of cooperation can be realized by connecting the two nodes to a fusion center, which
would collect the data from the nodes and and use them to estimate wo. Fusion centers are generally
more powerful than the individual nodes and can, in principle, implement more sophisticated estimation
procedures than the individual nodes. In order to allow for a fair comparison between implementations
of similar nature at the fusion center and remotely at the nodes, we assume that the fusion center is
limited to implementing LMS-type solutions as well, albeit in a centralized manner. In this work, the
fusion center is assumed to operate on the data in one of two ways. The first method is illustrated in
Fig. 2a and we refer to it as block LMS. In this method, the fusion center receives data from the nodes
and updates its estimate for wo according to the following:
wi = wi−1 + µ
′
u1,i
u2,i

∗
d1(i)
d2(i)
−
u1,i
u2,i
wi−1
 (14)
with a constant positive step-size µ′. The second method is illustrated in Fig. 2b and we refer to it as
incremental LMS. In this method, the fusion center still receives data from the nodes but operates on
them sequentially by incorporating one set of measurements at a time as follows:
φi = wi−1 + µ
′u∗1,i [d1(i) − u1,iwi−1]
wi = φi + µ
′u∗2,i [d2(i) − u2,iφi]
(15)
We see from (15) that the fusion center in this case first uses the data from node 1 to update wi−1 to
an intermediate value φi, and then uses the data from node 2 to get wi. Method (15) is a special case
of the incremental LMS strategy introduced and studied in [25] and is motivated by useful incremental
approaches to distributed optimization [26]–[31]. We observe from (14) and (15) that in going from
wi−1 to wi, the block and incremental LMS algorithms employ two sets of data for each such update;
in comparison, the conventional LMS algorithm used by the stand-alone nodes in (3) employs one set
of data for each update of their respective weight estimates.
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7(a) Block LMS adaptation.
(b) Incremental LMS adaptation.
Fig. 2. Two centralized strategies using data from nodes at a fusion center.
We define the EMSE and MSD for block LMS (14) and incremental LMS (15) as follows:
EMSEblk/inc ,
1
2
lim
i→∞
E‖ea,i‖
2 (16)
MSDblk/inc , lim
i→∞
E‖w˜i‖
2 (17)
where the a priori error ea,i is now a 2× 1 vector:
ea,i ,
u1,iw˜i−1
u2,iw˜i−1
 (18)
Note that in (16) we are scaling the definition of the EMSE by 1/2 because the squared Euclidean-norm
in (16) involves the sum of the two error components from (18). We shall explain later in Sec. VI that in
order to ensure a fair comparison of the performance of the various algorithms (including non-cooperative,
distributed, and centralized), we will need to set the step-size as (see (66))
µ′ =
µ
2
(19)
This normalization will help ensure that the rates of convergence of the various strategies that are being
compared are similar.
Now, compared to the non-cooperative method (3) where the nodes act individually, it can be shown that
the two centralized algorithms (14) and (15) lead to improved mean-square performance (the arguments
further ahead in Sec. IV-F establish this conclusion among several other properties). Specifically, the
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8EMSE obtained by the two centralized algorithms (14) and (15) will be smaller than the average EMSE
obtained by the two non-cooperative nodes in (3). The question that we would like to explore is whether
distributed cooperation between the nodes can lead to superior performance even in comparison to
the centralized algorithms (14) and (15). To address this question, we shall consider distributed LMS
algorithms of the diffusion-type from [3], [4], and which are further studied in [32]–[40]. Reference [2]
provides an overview of diffusion strategies. Adaptive diffusion strategies have several useful properties:
they are scalable and robust, enhance stability, and enable nodes to adapt and learn through localized
interactions. There are of course other useful algorithms for distributed estimation that rely instead on
consensus-type strategies, e.g., [41]–[43]. Nevertheless, diffusion strategies have been shown to lead
to superior mean-square-error performance in comparison to consensus-type strategies (see, e.g., [38],
[39]). For this reason, we focus on comparing adaptive diffusion strategies with the centralized block and
incremental LMS approaches. The arguments further ahead will show that diffusion algorithms are able
to exploit the spatial diversity in the data more fully than the centralized implementations and can lead
to better steady-state mean-square performance than the block and incremental algorithms (14) and (15),
when all algorithms converge in the mean-square sense at the same rate. We shall establish these results
initially for the case of two interacting adaptive agents, and then discuss the generalization for N -node
networks in Sec. VI.
III. ADAPTIVE DIFFUSION STRATEGIES
Diffusion LMS algorithms are distributed strategies that consist of two steps [2]–[4]: updating the
weight estimate using local measurement data (the adaptation step) and aggregating the information from
the neighbors (the combination step). According to the order of these two steps, diffusion algorithms can
be categorized into two classes: Combine-then-Adapt (CTA) (as illustrated in Fig. 3a):
φk,i−1 = a1kw1,i−1 + a2kw2,i−1
wk,i = φk,i−1 + µku
∗
k,i [dk(i) − uk,iφk,i−1]
(20)
and Adapt-then-Combine (ATC) (as illustrated in Fig. 3b):
ψk,i = wk,i−1 + µku
∗
k,i [dk(i)− uk,iwk,i−1]
wk,i = a1kψ1,i + a2kψ2,i
(21)
for k = 1, 2, where the {µk} are positive step-sizes and the {alk} denote convex combination coefficients
used by nodes 1 and 2. The coefficients are nonnegative and they satisfy
a1k ≥ 0, a2k ≥ 0, a1k + a2k = 1 (22)
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9(a) CTA diffusion adaptation.
(b) ATC diffusion adaptation.
Fig. 3. Two diffusion strategies using combination coefficients {α, 1− α, β, 1− β}.
for k = 1, 2. We collect these coefficients into a 2 × 2 matrix A and denote them more compactly by
{α, 1 − α} for node 1 and {1− β, β} for node 2:
A ,
a11 a12
a21 a22
 =
 α 1− β
1− α β
 (23)
where α, β ∈ [0, 1]. Note that when α = β = 1, both CTA algorithm (20) and the ATC algorithm
(21) reduce to the non-cooperative LMS update given by (3); we shall exclude this case for diffusion
algorithms. Observe that the order of adaptation and combination steps are different for CTA and ATC
implementations. The ATC algorithm (21) is known to outperform the CTA algorithm (20) because the
former shares updated weight estimates in comparison to the latter, and these estimates are expected to
be less noisy; see the analysis further ahead and also [2], [4].
An important factor affecting the mean-square performance of diffusion LMS algorithms is the choice
of the combination coefficients α and β. Different combination rules have been proposed in the literature,
such as uniform, Laplacian, maximum degree, Metropolis, relative degree, relative degree-variance, and
relative variance (which were listed in Table III of reference [4]; see also [2], [37]). Apart from these static
combination rules, where the coefficients are kept constant over time, adaptive rules are also possible. In
the adaptive case, the combination weights can be adjusted regularly so that the network can respond to
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real-time node conditions [2], [3], [34], [37], [40].
Now that we have introduced the various strategies (non-cooperative LMS, block LMS, incremental
LMS, ATC and CTA diffusion LMS), we proceed to derive expressions for the optimal mean-square
performance of the diffusion algorithms (20) and (21). The analysis will highlight some useful properties
for distributed algorithms in comparison to centralized counterparts. For example, the results will establish
that the diffusion strategies using optimized combination weights perform better than the centralized
solutions (14) and (15). Obviously, by assuming knowledge of the network topology, a fusion center can
implement the optimized diffusion strategies centrally and therefore attain the same performance as the
distributed solution. We are not interested in such situations where the fusion center implements solutions
that are fundamentally distributed in nature. We are instead interested in comparing truly distributed
solutions of the diffusion type (20) and (21) with traditional centralized solutions of the block and
incremental LMS types (14) and (15); all with similar levels of LMS complexity.
IV. PERFORMANCE ANALYSIS FOR TWO-NODE ADAPTIVE NETWORKS
We rely on the energy conservation arguments [16] to conduct the mean-square performance analysis
of two-node LMS adaptive networks. We first compute the individual and network EMSE and MSD for
the CTA and ATC algorithms (20) and (21), and then deal with the block and incremental algorithms (14)
and (15). The analysis in the sequel is carried out under Assumptions 1–3 and condition (19). Assumption
2 helps ensure the mean-square convergence of the various adaptive strategies that we are considering
here — see, e.g., [2]–[4], [16]. By mean-square convergence of the distributed and centralized algorithms,
we mean that Ew˜k,i → 0, Ew˜i → 0, and E‖w˜k,i‖2 and E‖w˜i‖2 tend to constant bounded values as
i→∞. In addition, Assumption 3 and condition (19) will help enforce similar convergence rates for all
strategies.
A. EMSE and MSD for Non-Cooperative Nodes
Under Assumptions 1–3 and as mentioned before, it is known that the EMSE and MSD of the two
stand-alone LMS filters in (3), which operate independently of each other, are given by
EMSEind,k ≈
µσ2v,kTr(Ru)
2
(24)
and
MSDind,k ≈
µσ2v,kM
2
(25)
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for k = 1, 2. Using (24), the average EMSE and MSD of both nodes are
EMSEind ≈
µTr(Ru)
2
σ2v,1 + σ
2
v,2
2
(26)
and
MSDind ≈
µM
2
σ2v,1 + σ
2
v,2
2
(27)
B. EMSE and MSD for Diffusion Algorithms
Rather than study CTA and ATC algorithms separately, we follow the analysis in [2], [4] and consider
a more general algorithm structure that includes CTA and ATC as special cases. We derive expressions
for the node EMSE and MSD for the general structure and then specialize the results for CTA and ATC.
Thus, consider a diffusion strategy of the following general form:
φk,i−1 = p1kw1,i−1 + p2kw2,i−1 (28)
ψk,i = φk,i−1 + µu
∗
k,i [dk(i)− uk,iφk,i−1] (29)
wk,i = q1kψ1,i + q2kψ2,i (30)
where {plk, qlk} are the nonnegative entries of 2×2 matrices {P,Q}. The CTA algorithm (20) corresponds
to the special choice P = A and Q = I2 while the ATC algorithm (21) corresponds to the special choice
P = I2 and Q = A, where I2 denotes the 2 × 2 identity matrix. From (23), it can be verified that the
eigenvalues of A are {1, α + β − 1}. In the cooperative case, we rule out the choice α = β = 1 so
that the two eigenvalues of A are distinct and, hence, A is diagonalizable. Let A = TDT−1 denote the
eigen-decomposition of A: α 1− β
1− α β

︸ ︷︷ ︸
A
=
1
2− α− β
1− β 1
1− α −1

︸ ︷︷ ︸
T
·
1 0
0 α+ β − 1

︸ ︷︷ ︸
D
·
 1 1
1− α β − 1

︸ ︷︷ ︸
T−1
(31)
and let λm denote the mth eigenvalue of Ru whose size is M × M . We derive in Appendix A the
following expression for the EMSE at node k:
EMSEdiff,k ≈ µ2
M∑
m=1
λ2mvec(T
TQTRvQT )
T(I4 − ξmD ⊗D)
−1vec(T−1EkkT
−T) (32)
for k = 1, 2, where
ξm , 1− 2µλm, Rv , diag{σ
2
v,1, σ
2
v,2} (33)
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and Ekk are 2× 2 matrices that are given by
E11 = diag{1, 0}, E22 = diag{0, 1} (34)
Likewise, we can derive the MSD at node k:
MSDdiff,k ≈ µ2
M∑
m=1
λmvec(T
TQTRvQT )
T(I4 − ξmD ⊗D)
−1vec(T−1EkkT
−T) (35)
for k = 1, 2. Comparing (32) and (35) we note that λ2m in (32) is replaced by λm in (35); all the other
factors are identical.
C. EMSE and MSD of CTA Diffusion LMS
Setting Q = I2, we specialize (32) to obtain the EMSE expression for the CTA algorithm:
EMSEcta,k ≈ µ2
M∑
m=1
λ2mvec(T
TRvT )
T(I4 − ξmD ⊗D)
−1vec(T−1EkkT
−T) (36)
for k = 1, 2. Substituting (31) into (36), some algebra will show that the network EMSE for the CTA
algorithm, which is defined as the average EMSE of the individual nodes, is given by
EMSEcta ≈
M∑
m=1
µ2λ2m
(2− α− β)2
[
σ2v,1(1 − β)
2 + σ2v,2(1− α)
2
1− ξm
+
(α − β)[σ2v,2(1− α)− σ
2
v,1(1− β)]
1− ξm(α+ β − 1)
+
(σ2v,1 + σ
2
v,2)[(1 − α)
2 + (1− β)2]
2[1− ξm(α+ β − 1)2]
]
(37)
We argue in Appendix B that, under Assumption 2 (i.e., for sufficiently small step-sizes), the network
EMSE in (37) is essentially minimized when {α, β} are chosen as
α =
σ−2v,1
σ−2v,1 + σ
−2
v,2
, β =
σ−2v,2
σ−2v,1 + σ
−2
v,2
(38)
This choice coincides with the relative degree-variance rule proposed in [4].1 In the sequel we will
compare the performance of the diffusion strategies that result from this choice of combination weights
against the performance of the block and incremental LMS strategies (14) and (15).
The value of (37) that corresponds to the choice (38) is then given by
EMSEoptcta ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µTr(Ru)
2
+
µ2(σ4v,1 + σ
4
v,2)
2 (σ2v,1 + σ
2
v,2)
M∑
m=1
λ2m (39)
1There is a typo in Table III of [4], where the noise variances for the relative degree-variance rule should appear inverted.
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and the corresponding EMSE values at the nodes are
EMSEoptcta,k ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µTr(Ru)
2
+
µ2σ4v,k
σ2v,1 + σ
2
v,2
M∑
m=1
λ2m (40)
for k = 1, 2. Similarly, the network MSD is approximately minimized for the same choice (38) and its
value is given by
MSDoptcta ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µM
2
+
σ4v,1 + σ
4
v,2
σ2v,1 + σ
2
v,2
µ2Tr(Ru)
2
(41)
The corresponding MSD values at the nodes are
MSDoptcta,k ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µM
2
+
σ4v,k
σ2v,1 + σ
2
v,2
µ2Tr(Ru) (42)
for k = 1, 2. We shall refer to the CTA diffusion algorithm that uses (38) as the optimal CTA implemen-
tation. Note that selecting the coefficients as in (38) requires knowledge of the noise variances at both
nodes. This information is usually unavailable. Nevertheless, it is possible to develop adaptive strategies
to adjust the coefficients {α, β} on the fly based on the available data without requiring the nodes to
know beforehand the noise profile in the network (see [2], [37], [40] and (103) and (106) further ahead).
We therefore continue the analysis by assuming the nodes are able to determine (or learn) the coefficients
(38).
D. EMSE and MSD of ATC Diffusion LMS
Likewise, setting Q = A, we specialize (32) to obtain the EMSE expression for the ATC algorithm:
EMSEatc,k ≈ µ2
M∑
m=1
λ2mvec(T
TATRvAT )
T(I4 − ξmD ⊗D)
−1vec(T−1EkkT
−T) (43)
for k = 1, 2. Following similar arguments to the CTA case, the network EMSE is given by
EMSEatc ≈
M∑
m=1
µ2λm
(2− α− β)2
[
σ2v,1(1− β)
2 + σ2v,2(1− α)
2
1− ξm
+
(α− β)(α + β − 1)[σ2v,2(1− α)− σ
2
v,1(1− β)]
1− ξm(α+ β − 1)
+
(σ2v,1 + σ
2
v,2)(α+ β − 1)
2[(1− α)2 + (1− β)2]
2 [1− ξm(α+ β − 1)2]
]
(44)
We can again verify that, under Assumption 2, expression (44) is approximately minimized for the same
choice (38) (see Appendix B). The resulting network EMSE value is given by
EMSEoptatc ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µTr(Ru)
2
(45)
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and the corresponding EMSE values at the nodes are
EMSEoptatc,k ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µTr(Ru)
2
(46)
for k = 1, 2. Similarly, the network MSD is approximately minimized for the same choice (38); its value
is given by
MSDoptatc ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µM
2
(47)
and the corresponding MSD values at the nodes are
MSDoptatc,k ≈
σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
µM
2
(48)
for k = 1, 2. We shall refer to the ATC diffusion algorithm that uses (38) as the optimal ATC implemen-
tation.
E. Uniform CTA and ATC Diffusion LMS
Uniform CTA and ATC diffusion LMS correspond to the choice α = β = 0.5, which means that the
two nodes equally trust each other’s estimates. This situation coincides with the uniform combination
rule [4]. According to (37) and (35), the network EMSE and MSD for uniform CTA are
EMSEunfcta ≈
σ2v,1 + σ
2
v,2
4
(
µTr(Ru)
2
+ µ2
M∑
m=1
λ2m
)
(49)
and
MSDunfcta ≈
σ2v,1 + σ
2
v,2
4
(
µM
2
+ µ2Tr(Ru)
)
(50)
Similarly, according to (44) and (35), the network EMSE and MSD for uniform ATC are
EMSEunfatc ≈
σ2v,1 + σ
2
v,2
4
µTr(Ru)
2
(51)
and
MSDunfatc ≈
σ2v,1 + σ
2
v,2
4
µM
2
(52)
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F. EMSE and MSD of Block LMS and Incremental LMS
In Appendix C, we derive the EMSE and MSD for the block LMS implementation (14) and arrive at
EMSEblk ≈
σ2v,1 + σ
2
v,2
2
µ′Tr(Ru)
2
(53)
and
MSDblk ≈
σ2v,1 + σ
2
v,2
2
µ′M
2
(54)
With regards to the incremental LMS algorithm (15), we note from Assumption 2 that the step-size µ′
is sufficiently small so that we can assume µ′Tr(Ru)≪ 1. Then, from (15) we get
wi = wi−1 + µ
′[u∗1,i(d1(i)− u1,iwi−1) + u
∗
2,i(d2(i)− u2,iwi−1)] + µ
′2‖u2,i‖
2u∗1,i(d1(i)− u1,iwi−1)︸ ︷︷ ︸
O(µ′2)
≈ wi−1 + µ
′
u1,i
u2,i

∗
d1(i)
d2(i)
−
u1,i
u2,i
wi−1
 (55)
which means that the incremental LMS update (15) can be well approximated by the block LMS update
(14). Then, the EMSE of incremental LMS (15) can be well approximated by (reference [25] provides
a more detailed analysis of the performance of adaptive incremental LMS strategies):
EMSEinc ≈
σ2v,1 + σ
2
v,2
2
µ′Tr(Ru)
2
(56)
and its MSD as
MSDinc ≈
σ2v,1 + σ
2
v,2
2
µ′M
2
(57)
It is worth noting that although (53) and (56) are similar for small step-sizes, incremental LMS actually
outperforms block LMS [44] because the former uses the intermediate estimate φi during one step of the
update in (15) while the latter does not. The intermediate estimate φi is generally “less noisy” than wi−1
so that incremental LMS generally outperforms block LMS. However, we shall not distinguish between
incremental LMS and block LMS in this work, when we compare their performance with other strategies
in the sequel.
G. Summary
We list the expressions for the network EMSE and MSD for the various strategies under Assumptions
1–3 in Table I, and the expressions for the individual nodes in Tables II and III, respectively. It is
worth noting from these expressions that the EMSE is dependent on the step-size parameter. In order
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TABLE I
NETWORK EMSE AND MSD FOR VARIOUS STRATEGIES OVER TWO-NODE LMS ADAPTIVE NETWORKS
Type Network EMSE Network MSD
Optimal ATC (21) c1σ2harm (45) c′1σ2harm (47)
Optimal CTA (20) c1σ2harm + c2
(
2σ2arth − σ
2
harm
) (39) c′1σ2harm + c′2
(
2σ2arth − σ
2
harm
) (41)
Uniform ATC (21) c1σ2arth (51) c′1σ2arth (52)
Uniform CTA (20) (c1 + c2) σ2arth (49) (c′1 + c′2) σ2arth (50)
Block LMS (14) 2c3σ2arth (53) 2c′3σ2arth (54)
Incremental LMS (15) 2c3σ2arth (56) 2c′3σ2arth (57)
Stand-alone LMS (3) 2c1σ2arth (26) 2c′1σ2arth (27)
1 λ , col{λ1, . . . , λN} consists of the eigenvalues of Ru, σ2arth ,
σ2v,1+σ
2
v,2
2
and σ2harm ,
2σ2v,1σ
2
v,2
σ2
v,1
+σ2
v,2
.
2 c1 ,
µTr(Ru)
4
, c2 ,
µ2‖λ‖2
2
, c3 ,
µ′Tr(Ru)
4
, c′1 ,
µM
4
, c′2 ,
µ2Tr(Ru)
2
, and c′3 , µ
′M
4
.
TABLE II
EMSE FOR THE INDIVIDUAL NODES IN VARIOUS STRATEGIES OVER TWO-NODE LMS ADAPTIVE NETWORKS
Type EMSE of Node 1 EMSE of Node 2
Optimal ATC (21) c1σ2harm (46) c1σ2harm (46)
Optimal CTA (20) c1σ2harm + c2 σ
4
v,1
σ2
arth
(40) c1σ2harm + c2 σ
4
v,2
σ2
arth
(40)
Stand-alone LMS (3) 2c1σ2v,1 (24) 2c1σ2v,2 (24)
TABLE III
MSD FOR THE INDIVIDUAL NODES IN VARIOUS STRATEGIES OVER TWO-NODE LMS ADAPTIVE NETWORKS
Type MSD of Node 1 MSD of Node 2
Optimal ATC (21) c′1σ2harm (48) c′1σ2harm (48)
Optimal CTA (20) c′1σ2harm + c′2 σ
4
v,1
σ2
arth
(42) c′1σ2harm + c′2 σ
4
v,2
σ2
arth
(42)
Stand-alone LMS (3) 2c′1σ2v,1 (25) 2c′1σ2v,2 (25)
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to compare the EMSE of the algorithms in a fair manner, the step-sizes need to be tuned appropriately
because algorithms generally differ in terms of their convergence rates and steady-state performance. Some
algorithms converge faster but may have larger EMSE. Others may have smaller EMSE but converge
slower. Therefore, the step-sizes should be adjusted in such a way that all algorithms exhibit similar
convergence rates. Then, under these conditions, the EMSE values can be fairly compared. We proceed
to explain this issue in greater detail in the next section.
V. PERFORMANCE COMPARISON FOR VARIOUS ADAPTIVE STRATEGIES
Adaptive algorithms differ in their mean-square convergence rates and in their steady-state mean-
square error performance. In order to ensure a fair comparison among algorithms, we should either fix
their convergence rates at the same value and then compare the resulting steady-state performance, or we
should fix the steady-state performance and then compare the convergence rates. To clarify this procedure
further, we consider the concept of “operation curves (OC)”.
A. Operation Curves for Adaptive Strategies
The OC of an algorithm has two axes: the horizontal axis represents its EMSE and the vertical axis
represents its (mean-square) convergence rate. Each point on the OC corresponds to a choice of the
step-size parameter. Now the EMSE and convergence rate of an adaptive implementation, such as stand-
alone LMS, are both dependent on the step-size parameter used by the algorithm. For example, under
Assumptions 1–3, the EMSE of a stand-alone LMS filter of the type (3), denoted by ζ(µ), is a function
of µ and is given by [16]:
ζ(µ) ≈
µσ2vTr(Ru)
2
(58)
The function ζ(µ) is monotonically increasing in µ. It is clear from (58) that the smaller the value of µ,
the lower the EMSE (which is desirable). However, a smaller step-size µ results in slower mean-square
convergence. This is because, under Assumptions 1–3, the modes of convergence for a stand-alone LMS
implementation (3) are approximately given by [16, p. 360]:
ξm , 1− 2µλm (59)
for m = 1, . . . ,M , where the {λm} are the eigenvalues of Ru. The value of ξm that is closest to the
unit circle determines the rate of convergence of Ew˜i and E‖w˜i‖2 towards their steady-state values. It
is clear from (59) that the smaller µ is, the closer the mode is to the unit circle, and the slower the
convergence of the algorithm will be. Hence, under Assumption 2,
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• Increasing µ results in faster convergence at the cost of a higher (worse) EMSE.
• Decreasing µ results in slower convergence but a lower (better) EMSE.
For this reason, in order to compare fairly the performance of various algorithms, we need to jointly
examine their EMSE and convergence rates. It is worth noting that the concept of operation curves
can also be applied to other steady-state performance metrics such as the MSD. However, due to space
limitations, we focus on the EMSE in this work.
1) Operation Curve for Stand-Alone LMS: For stand-alone LMS filters, under Assumptions 1–3, the
average network EMSE is given by (26) and the dominant mode (the one that is closest to the unit circle)
is given by
modeind ≈ 1− 2µλmin(Ru) (60)
where λmin(·) denotes the smallest eigenvalue of its matrix argument.
2) Operation Curve for CTA Diffusion LMS: Based on Assumptions 1–3, the expressions for the
network EMSE of optimal CTA and uniform CTA are given by (39) and (49), respectively. Meanwhile,
from expression (43) in [4], we know that the modes of convergence for CTA algorithms are determined
by the eigenvalues of [A⊗ (IM −µRTu )]⊗ [A⊗ (IM −µRu)]. Now recall from (31) that A has two real
eigenvalues at {1, α + β − 1}. The second eigenvalue is smaller than one in magnitude. Therefore, the
dominant mode for CTA algorithms is given by
modeoptcta ≈ modeunfcta ≈ 1− 2µλmin(Ru) (61)
3) Operation Curve for ATC Diffusion LMS: Based on Assumptions 1–3, the network EMSE for
optimal ATC and uniform ATC are given by (45) and (51), respectively. The modes of mean-square
convergence for ATC algorithms are also determined by the eigenvalues of [A ⊗ (IM − µRTu )] ⊗ [A ⊗
(IM − µRu)] [4]. Therefore, the dominant mode for ATC is also
modeoptatc ≈ modeunfatc ≈ 1− 2µλmin(Ru) (62)
4) Operation Curves for Block LMS and Incremental LMS: The EMSE for block LMS and incremental
LMS are given by (53) and (56), respectively. In Appendix C, we show that their dominant mode is
modeblk ≈ modeinc ≈ 1− 4µ′λmin(Ru) (63)
We plot the operation curves for all algorithms in Fig. 4. From the figure we observe that (i) optimal
ATC and optimal CTA have similar performance and outperform all other strategies; (ii) block LMS
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and incremental LMS have similar performance to uniform ATC and uniform CTA; (iii) the non-
cooperative stand-alone LMS implementation has the worst performance. In the following, we shall fix
the convergence rate at the same value for all strategies and then compare their EMSE levels analytically.
B. Common Convergence Rate
As was mentioned before, the performance of each algorithm is dictated by two factors: its steady-state
EMSE and its mean-square convergence rate, and both factors are functions of the step-size µ. In order
to make a fair comparison among the algorithms, we shall fix one factor and then compare them in terms
of the other factor, and vice versa.
From (60), (61), and (62), we know that ATC algorithms, CTA algorithms, and stand-alone LMS filters
have (approximately) the same dominant mode for mean-square convergence:
mode1 , 1− 2µλmin(Ru) (64)
For block LMS and incremental LMS, from (63), their dominant mode of convergence is approximately
mode2 , 1− 4µ′λmin(Ru) (65)
In order to make all algorithms converge at the same rate, i.e., mode1 = mode2, we enforce the relation:
µ = 2µ′ (66)
An intuitive explanation for (66) is that, for a set of data {d1(i),d2(i);u1,i,u2,i}, incremental LMS
performs two successive iterations while each stand-alone LMS filter performs only one iteration. For
this reason, the step-size of incremental LMS needs to be half the value of that for stand-alone LMS
in order for both classes of algorithms to converge at the same rate. Based on condition (66), we now
modify Table I into Table IV, and proceed to compare the EMSE for various strategies. Although we
focus on comparing the EMSE performance, similar arguments can be applied to the MSD performance
of the various strategies.
C. Comparing Network EMSE
We use Table IV to compare the network EMSE. First, the harmonic and arithmetic means of {σ2v,1, σ2v,2}
are defined as
σ2harm ,
2σ2v,1σ
2
v,2
σ2v,1 + σ
2
v,2
, σ2arth ,
σ2v,1 + σ
2
v,2
2
(67)
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Fig. 4. Operation curves for various algorithms when M = 10, Ru = IM , σ2v,1 = 0.01, and σ2v,2 = 0.001.
TABLE IV
NETWORK EMSE VALUES FROM TABLE I USING µ = 2µ′
Type Network EMSE Acronym
Opt. ATC (21) c1σ2harm (45) EMSEoptatc
Opt. CTA (20) c1σ2harm + c2
(
2σ2arth − σ
2
harm
) (39) EMSEoptcta
Unf. ATC (21) c1σ2arth (51) EMSEunfatc
Unf. CTA (20) (c1 + c2) σ2arth (49) EMSEunfcta
Blk. LMS (14) c1σ2arth (53) EMSEblk
Inc. LMS (15) c1σ2arth (56) EMSEinc
Std. LMS (3) 2c1σ2arth (26) EMSEind
1 σ2arth ,
σ2v,1+σ
2
v,2
2
and σ2harm ,
2σ2v,1σ
2
v,2
σ2
v,1
+σ2
v,2
, where σ2v,2 < σ2v,1.
2 c1 ,
µTr(Ru)
4
and c2 , µ
2‖λ‖2
2
.
and it holds that σ2harm < σ2arth. As a result, it is easy to verify that
EMSEoptatc < EMSE
opt
cta and EMSE
unf
atc < EMSE
unf
cta (68)
although their values are close to each other since c2 is proportional to µ2 and µ is assumed to be
sufficiently small by Assumption 2. For CTA-type algorithms, it is further straightforward to verify that
EMSEoptcta < EMSE
unf
cta < EMSEind (69)
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TABLE V
COMPARING NETWORK EMSES FOR VARIOUS ALGORITHMS
Opt. ATC Opt. CTA Unf. ATC Unf. CTA Blk./Inc. LMS1 Std. LMS
Opt. ATC better3 better better better better
Opt. CTA worse3 better2 better better2 better
Unf. ATC worse worse2 better3 equal better
Unf. CTA worse worse worse3 worse3 better
Blk./Inc. LMS1 worse worse2 equal better3 better
Std. LMS worse worse worse worse worse
1 The step-sizes for block and incremental LMS are half the value for the other algorithms.
2 If 2µσ2
u
< (σ2arth − σ
2
harm)/(2σ
2
arth − σ
2
harm), which is generally true under Assumption 2.
3 By a small margin on the order of µ2.
since, under Assumption 2,
c2 < c1 =⇒ c2(σ
2
arth − σ
2
harm) < c1(σ
2
arth − σ
2
harm)
=⇒ c1σ
2
harm + c2σ
2
arth < c1σ
2
arth + c2σ
2
harm
=⇒ c1σ
2
harm + 2c2σ
2
arth < (c1 + c2)σ
2
arth + c2σ
2
harm
=⇒ c1σ
2
harm + c2(2σ
2
arth − σ
2
harm) < (c1 + c2)σ
2
arth
Similarly, for ATC-type algorithms, we get
EMSEoptatc < EMSE
unf
atc < EMSEind (70)
The relation between optimal CTA and uniform ATC depends on the parameters {σ2harm, σ2arth, c1, c2} since
EMSEoptcta < EMSE
unf
atc ⇐⇒
c2
c1
<
σ2arth − σ
2
harm
2σ2arth − σ
2
harm
(71)
which is usually true under Assumption 2. Uniform ATC, block LMS, and incremental LMS have the
same performance:
EMSEblk = EMSEinc = EMSE
unf
atc (72)
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Hence, optimal ATC outperforms block LMS and incremental LMS:
EMSEoptatc < EMSEblk/inc (73)
The relations between optimal CTA, block LMS, and incremental LMS also depend on the parameters
{σ2harm, σ
2
arth, c1, c2} since
EMSEoptcta < EMSEblk/inc ⇐⇒
c2
c1
<
σ2arth − σ
2
harm
2σ2arth − σ
2
harm
(74)
which is the same condition as (71). Block LMS and incremental LMS outperform uniform CTA:
EMSEblk/inc < EMSE
unf
cta (75)
but only by a small margin since c2 is proportional to µ2. We summarize the network EMSE relationships
in Table V. Entries of Table V should be read from left to right. For example, the entry (in italics) on
the second row and third column should be read to mean: “optimal ATC is better than optimal CTA (i.e.,
it results in lower EMSE)”.
D. Comparing Individual Node EMSE
We compare the EMSE of node 1 under various strategies using Table II. First, node 1 in optimal
ATC outperforms that in optimal CTA: EMSEoptatc,1 < EMSE
opt
cta,1. But more importantly, node 1 in optimal
CTA outperforms that in stand-alone LMS because EMSEind,1 < EMSEoptcta,1 when c2 < c1, which is true
under Assumption 2. Recall that node 1 has larger noise variance than node 2. Therefore, ATC and CTA
cooperation helps it attain better EMSE value than what it would obtain if it operates independently.
Likewise, we compare the EMSE of node 2 using Table II. Node 2 in optimal ATC performs better
than that in optimal CTA: EMSEoptatc,2 < EMSE
opt
cta,2. Again, and importantly, node 2 in optimal CTA
outperforms that in stand-alone LMS because EMSEoptcta,2 < EMSEind,2 when c2 < c1, which is again true
under Assumption 2. Although node 2 has less noise than node 1, it still benefits from cooperating with
node 1 and is able to reduce its EMSE below what it would obtain if it operates independently.
The relations between the EMSE for both nodes 1 and 2 under various strategies are the same — node
2 always outperforms node 1 due to the lower noise level. Table VI summarizes the results.
E. Simulations Results
We compare the network EMSE for various strategies in Fig. 5. The length of wo is M = 10 and
its entries are randomly selected. The regression data {uk,i} and noise signals {vk(i)} are i.i.d. white
Gaussian distributed with zero mean and Ru = IM , σ2v,1 = 0.01, and σ2v,2 = 0.002. The results are
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TABLE VI
COMPARING INDIVIDUAL NODE EMSE VALUES FOR VARIOUS STRATEGIES
Opt. ATC Opt. CTA Std. LMS
Opt. ATC better better
Opt. CTA worse better
Std. LMS worse worse
Fig. 5. Comparison of network EMSE when M = 10, Ru = IM , σ2v,1 = 0.01, σ2v,2 = 0.002, and µ = 0.01.
averaged over 500 trials. From the simulation results, we can see that although centralized algorithms
like (14) and (15) can offer a better estimate than the non-cooperative LMS algorithms (3), they can be
outperformed by the diffusion strategies (20) and (21) . When the combination coefficients of ATC or
CTA algorithms are chosen according to the relative degree-variance rule (38), these diffusion strategies
can achieve lower EMSE by a significant margin. In addition, we compare the EMSE of each node in
the network for various strategies in Figs. 6a–6b.
VI. PERFORMANCE OF N -NODE ADAPTIVE NETWORKS
In the previous sections, we focused on two-node networks and were able to analytically characterize
their performance, and to establish the superiority of the diffusion strategies over the centralized block
or incremental LMS implementations. We now extend the results to N -node ad-hoc networks. First, we
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(a) Node 1. (b) Node 2.
Fig. 6. Comparison of individual EMSE when M = 10, Ru = IM , σ2v,1 = 0.01, σ2v,2 = 0.002, and µ = 0.01.
establish that for sufficiently small step-sizes and for any doubly-stochastic combination matrix A, i.e.,
its rows and columns add up to one, the ATC diffusion strategy matches the performance of centralized
block LMS. Second, we argue that by optimizing over the larger class of left-stochastic combination
matrices, which include doubly-stochastic matrices as well, the performance of ATC can be improved
relative to block LMS. Third, we provide a fully-distributed construction for the combination weights in
order to minimize the network EMSE for ATC. We illustrate the results by focusing on ATC strategies
but they apply to CTA strategies as well.
Thus, consider a connected network consisting of N -nodes. Each node k collects measurement data
that satisfy the linear regression model (1). The noise variance at each node k is σ2v,k. We continue to
use Assumptions 1–3. Each node k runs the following ATC diffusion strategy [4]:
ψk,i = wk,i−1 + µu
∗
k,i [dk(i) − uk,iwk,i−1]
wk,i =
∑
l∈Nk
alkψl,i
(76)
where alk denotes the positive weight that node k assigns to data arriving from its neighbor l; these
weights are collected into an N ×N combination matrix A, and Nk consists of all neighbors of node k
including k itself. The weights {alk} satisfy the following properties:∑
l∈Nk
alk = 1, alk > 0 if l ∈ Nk, and alk = 0 if l /∈ Nk (77)
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A. EMSE and MSD for ATC Diffusion LMS
Observe that A is a left-stochastic matrix (the entries on each of its columns add up to one). Let
A = TDT−1 denote the eigen-decomposition of A, where T is a real and invertible matrix and D is
in the real Jordan canonical form [45], [46]. We assume that A is a primitive/regular matrix, meaning
that there exists an integer m such that all entries of Am are strictly positive [45], [47]. This condition
essentially states that for any two nodes in the network, there is a path of length m linking them. Since we
assume a connected network and allow for loops because of (77), it follows that A satisfies the regularity
condition [2], [45], [47]. Then, from the Perron-Frobenius theorem [45], [47], the largest eigenvalue in
magnitude of A is unique and is equal to one. Therefore, D has the following form:
D =
1
J
 (78)
where the N − 1×N − 1 matrix J consists of real stable Jordan blocks. From Appendix A, the network
EMSE and MSD for ATC diffusion are given by
EMSEatc ≈
µ2
N
M∑
m=1
λ2mvec(D
TTTRvTD)
T(IN2 − ξmD ⊗D)
−1vec(T−1T−T) (79)
MSDatc ≈
µ2
N
M∑
m=1
λmvec(D
TTTRvTD)
T(IN2 − ξmD ⊗D)
−1vec(T−1T−T) (80)
where ξm is given by (59) and
Rv , diag{σ
2
v,1, . . . , σ
2
v,N} (81)
From (59) and (78), we get
µ(IN2 − ξmD ⊗D)
−1 =

(2λm)
−1
µ(I − ξmJ)
−1
µ(I − ξmJ)
−1
µ(I − ξmJ ⊗ J)
−1

(82)
where, to simplify the notation, we are omitting the subscripts of the identity matrices. Since J is stable
and 0 < ξm < 1 under Assumption 2, we have
µ(I − ξmJ)
−1 = µ(I − J + 2µλmJ)
−1 ≈ µ(I − J)−1 = O(µ) (83)
µ(I − ξmJ ⊗ J)
−1 = µ(I − J ⊗ J + 2µλmJ ⊗ J)
−1 ≈ µ(I − J ⊗ J)−1 = O(µ) (84)
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Therefore, by Assumption 2, we can ignore all blocks on the diagonal of (82) with the exception of the
left-most corner entry so that:
µ(IN2 − ξmD ⊗D)
−1 ≈ (2λm)
−1E11 ⊗ E11 (85)
where E11 now denotes the N ×N matrix given by E11 = diag{1, 0, 0, . . . , 0}. Then,
µ vec(DTTTRvTD)
T(IN2 − ξmD ⊗D)
−1vec(T−1T−T)
≈ vec(DTTTRvTD)
T[(2λm)
−1E11 ⊗ E11]vec(T
−1T−T)
= (2λm)
−1vec(Rv)
T(TE11T
−1 ⊗ TE11T
−1)vec(IN ) (86)
where we used the fact that DE11 = E11 because of (78) and vec(ABC) = (CT⊗A)vec(B) for matrices
{A,B,C} of compatible dimensions. Now, note that TE11T−1 is a rank-one matrix determined by the
outer product of the left- and right-eigenvectors of A corresponding to the unique eigenvalue at one.
Since A is left-stochastic, this left-eigenvector can be selected as the all-one vector 1, i.e., AT1 = 1. Let
us denote the right-eigenvector by y and normalize its element-sum to one, i.e., Ay = y and yT1 = 1.
It follows from the Perron-Frobenius theorem [45], [47] that all entries of y are nonnegative and located
within the range [0, 1]. We then get TE11T−1 = y1T. Thus, from (86), the network EMSE (79) can be
rewritten as
EMSEatc ≈
µTr(Ru)
2N
vec(Rv)
T(y1T ⊗ y1T)vec(IN )
=
µTr(Ru)
2N
vec(Rv)
Tvec(y1T1yT) (87)
That is,
EMSEatc ≈
µTr(Ru)
2
yTRvy (88)
Similarly, the network MSD (80) can be rewritten as
MSDatc ≈
µM
2
yTRvy (89)
B. EMSE and MSD for Block and Incremental LMS
For N -nodes, the block LMS recursion (14) is replaced by
wi = wi−1 + µ
′
N∑
k=1
u∗k,i [dk(i)− uk,iwi−1] (90)
November 5, 2018 DRAFT
27
and the incremental LMS recursion (15) is replaced by
for every i:
initialize with ψ0 = wi−1
for every k = 1, 2, . . . , N , repeat :
ψk = ψk−1 + µ
′u∗k,i [dk(i) − uk,iψk−1]
set wi = ψN
end
(91)
In order for block and incremental LMS to converge at the same rate as diffusion ATC, we must set
their step-sizes to µ′ = µ/N (compare with (66)). Following an argument similar to the one presented
in Appendix C, we can derive the EMSE and MSD for the block LMS strategy (90) as
EMSEblk ≈
µTr(Ru)
2
Tr(Rv)
N2
(92)
and
MSDblk ≈
µM
2
Tr(Rv)
N2
(93)
respectively. A similar argument to (55) (see also expression (84) in [25]) leads to the conclusion that
the performance of incremental LMS (91) can be well approximated by that of block LMS for small
step-sizes2. Therefore,
EMSEinc ≈
µTr(Ru)
2
Tr(Rv)
N2
(94)
and
MSDinc ≈
µM
2
Tr(Rv)
N2
(95)
For this reason, we shall not distinguish between block LMS and incremental LMS in the sequel.
C. Comparing Network EMSE
Observe that the EMSE expression (88) for ATC diffusion LMS and (92) for block and incremental
LMS only differ by a scaling factor, namely, yTRvy versus Tr (Rv) /N2. Then, ATC diffusion would
2Again, we remark that in general incremental LMS outperforms block LMS [44]; however, their performance are similar
when the step-size is sufficiently small [25, App. A].
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outperform block LMS and incremental LMS when
yTRvy <
Tr(Rv)
N2
(96)
where Rv is diagonal and given by (81). We assume that the noise variance of at least one node in
the network is different from the other noise variances to exclude the case in which the noise profile is
uniform across the network (in which case Rv would be a scaled multiple of the identity matrix). Thus,
note that, if we select the combination matrix A to be doubly-stochastic, i.e., A1 = 1 and AT1 = 1,
then it is straightforward to see that y = 1/N so that
yTRvy =
Tr(Rv)
N2
(97)
This result means that, for sufficiently small step-sizes and for any doubly-stochastic matrix A, the
EMSE performance of ATC diffusion and block LMS match each other. However, as indicated by (77),
the diffusion LMS strategy can employ a broader class of combination matrices, namely, left-stochastic
matrices. If we optimize over the larger set of left-stochastic combination matrices and in view of (97),
we would expect
EMSEblk ≈ EMSEatc(Adoubly-stochastic) ≥ EMSEatc(Aopt) (98)
where Aopt is the optimal combination matrix that solves the following optimization problem:
Aopt , argmin
A∈A
µTr(Ru)
2
yTRvy
subject to Ay = y, 1Ty = 1
(99)
where A denotes the set consisting of all N ×N left-stochastic matrices whose entries {alk} satisfy the
conditions in (77). We show next how to determine left-stochastic matrices that solve (99).
First note that the optimization problem (99) is equivalent to the following non-convex problem:
minimize
A∈A, y∈R+
yTRvy
subject to Ay = y, 1Ty = 1
(100)
where R+ denotes the N × 1 nonnegative vector space. We solve this problem in two steps. First we
solve the relaxed problem:
minimize
y∈R+
yTRvy
subject to 1Ty = 1
(101)
Since Rv is positive definite and diagonal, the closed-form solution for (101) is given by
yo ,
R−1v 1
1TR−1v 1
(102)
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Next, if we can determine a primitive left-stochastic matrix A whose right eigenvector associated to
eigenvalue 1 coincides with yo, then we would obtain a solution to (100). Indeed, note that any primitive
left-stochastic matrix A can be regarded as the probability transition matrix of an irreducible aperiodic
Markov chain (based on the connected topology and condition (77) on the weights) [48], [49]. In that
case, a vector yo that satisfies Ayo = yo would correspond to the stationary distribution vector for the
Markov chain. Now given an arbitrary vector yo, whose entries are positive and add up to one, it is
known how to construct a left-stochastic matrix A that would satisfy Ayo = yo. A procedure due to
Hastings [50] was used in [51] to construct such matrices. Applying the procedure to our vector yo given
by (102), we arrive at the following combination rule, which we shall refer to as the Hastings rule (we
may add that there are many other choices for A that would satisfy the same requirement Ayo = yo):
Hastings rule: alk =

σ2v,k
max{|Nk|σ2v,k, |Nl|σ
2
v,l}
, l ∈ Nk\{k}
1−
∑
l∈Nk\{k}
alk, l = k
(103)
where |Nk| denotes the cardinality of Nk. It is worth noting that the Hastings rule is a fully-distributed
solution — each node k only needs to obtain the degree-variance product (|Nl|−1)σ2v,l from its neighbor
l to compute the corresponding combination weight alk. By using the Hastings rule (103), the vector yo
in (102) is attained and the EMSE expression (88) is therefore minimized. The minimum value of (88)
is then given by
EMSEoptatc ≈
µTr(Ru)
2
yoTRvy
o =
µTr(Ru)
2
1
Tr(R−1v )
(104)
Compared to the EMSE of block and incremental LMS (92) and (94), we conclude that diffusion strategies
using the Hastings rule (103) achieve a lower EMSE level under Assumption 2. This is because, from
the Cauchy-Schwarz inequality [16], we have
N2 < Tr(Rv)Tr(R
−1
v )⇐⇒
1
Tr(R−1v )
<
Tr(Rv)
N2
(105)
when the entries on the diagonal of Rv are not uniform (as we assumed at the beginning of this subsection).
In real applications, where the noise variances are unavailable, each node can estimate its own noise
variance recursively by using the following iteration:
σ̂2v,k(i) = (1− νk)σ̂
2
v,k(i− 1) + νk|dk(i)− uk,iwk,i−1|
2 (106)
Remark: In the two-node case, we determined the combination weights (38) by seeking coefficients
that essentially minimize the EMSE expressions (37) and (44). The argument in Appendix B expressed
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(a) Network topology and noise profile. (b) EMSE curves.
Fig. 7. Simulated EMSE curves and theoretical results for ATC diffusion versus block LMS for a network with N = 20 nodes.
the EMSE as the sum of two factors: a dominant factor that depends on µ and a less dominant factor
that depends on higher powers of µ. In the N -node network case, we instead used the small step-size
approximation to arrive at expressions (88) and (89), which correspond only to the dominant terms in the
EMSE and MSD expressions and depend on µ. We can regard (88) and (89) as first-order approximations
for the performance of the network for sufficiently small step-sizes.
D. Simulation Results
We simulate ATC diffusion LMS versus block LMS over a connected network with N = 20 nodes.
The unknown vector wo of length M = 3 is randomly generated. We adopt Ru = IM , µ = 0.005 for ATC
diffusion LMS, and µ′ = µ/N = 0.00025 for block LMS. The network topology and the profile of noise
variances {σ2v,k} are plotted in Fig. 7a. For ATC algorithms, we simulate three different combination rules:
the first one is the (left-stochastic) adaptive Hastings rule (103) using (106) and without the knowledge
of noise variances, the second one is the Hastings rule (103) with the knowledge of noise variance, and
the third one is the (doubly-stochastic) Metropolis rule [4], [52] (which is a simplified version of the
Hastings rule):
Metropolis rule: alk =

1
max{|Nk|, |Nl|}
, l ∈ Nk\{k}
1−
∑
l∈Nk\{k}
alk, l = k
(107)
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We adopted νk = 0.1 and µ = 0.0054 for the adaptive Hastings rule (103)–(106) to match the convergence
rate of the other algorithms. We also consider the non-cooperative LMS case for comparison purposes.
The EMSE learning curves are obtained by averaging over 50 experiments and are plotted in Fig. 7b.
It can be seen that ATC diffusion LMS with Metropolis weights exhibits almost the same convergence
behavior as block LMS in transient phase and attains a steady-state value that is less than 1 dB worse
than block LMS. In comparison, ATC diffusion LMS using adaptive Hastings weights (where the noise
variances are estimated through (106)) has almost the same learning curve as ATC using Hastings weights
with the knowledge of the noise variances; both of them are able to attain about 7 dB gain over block
LMS at steady-state.
VII. CONCLUSION
In this work we derived the EMSE levels for different strategies over LMS adaptive networks and
compared their performance. The results establish that diffusion LMS strategies can deliver lower EMSE
than centralized solutions employing traditional block or incremental LMS strategies. We first studied
the case of networks involving two cooperating nodes, where closed-form expressions for the EMSE
and MSD can be derived. Subsequently, we extended the conclusion to generic N -node networks and
established again that, for sufficiently small step-sizes, diffusion strategies can outperform centralized
block LMS strategies by optimizing over left-stochastic combination matrices. It is worth noting that
although the optimized combination rules rely on knowledge of the noise statistics, it is possible to
employ adaptive strategies like (106) to adjust these coefficients on the fly without requiring explicit
knowledge of the noise profile — in this way, the Hastings rule (103) can be implemented in a manner
similar to the adaptive relative variance rule [2], [37], [40]. Clearly, the traditional block and incremental
implementations (90) and (91) can be modified to incorporate information about the noise profile as well.
In that case, it can be argued that diffusion strategies are still able to match the EMSE performance of
these modified centralized algorithms.
APPENDIX A
EMSE EXPRESSION FOR GENERAL DIFFUSION LMS WITH N -NODES
Under Assumptions 1–3, the EMSE expression for node k of the general diffusion strategy (28)–(30)
is given by Eq. (39) from reference [4] (see also [2]):
EMSEk ≈ [vec(YT)]T(IN2M2 −F)−1vec(Ekk ⊗Ru) (108)
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where
Y = µ2(QTRvQ)⊗Ru (109)
F = BT ⊗ B∗ (110)
B = (QTPT)⊗ (IM − µRu) (111)
and Ekk = diag{0, . . . , 0, 1, 0, . . . , 0} is an N×N all-zero matrix except for the kth entry on the diagonal,
which is equal to one. Since for ATC algorithms, P = IN and Q = A, and for CTA algorithms, P = A
and Q = IN , we know that PQ = A for both cases. Therefore, we get
B = AT ⊗ (IM − µRu) (112)
We can reduce (108) into the form (32), which is more suitable for our purposes, by introducing the
eigen-decompositions of Ru and A. Thus, let Ru = UΛU∗ denote the eigen-decomposition of Ru, where
U is unitary and Λ is diagonal with positive entries. Let also A = TDT−1 denote the eigen-decomposition
of the real matrix A, where T is real and invertible and D is in the real Jordan canonical form [45],
[46]. Then, the eigen-decomposition of B is given by
B = (TDT−1)T ⊗ [U(IM − µΛ)U
∗]
= (T−T ⊗ U)[DT ⊗ (IM − µΛ)](T
T ⊗ U∗) (113)
and the eigen-decomposition of F is then given by
F = {(T−T ⊗ U)[DT ⊗ (IM − µΛ)](T
T ⊗ U∗)}T ⊗ {(T−T ⊗ U)[DT ⊗ (IM − µΛ)](T
T ⊗ U∗)}∗
= X{[DT ⊗ (IM − µΛ)]
T ⊗ [DT ⊗ (IM − µΛ)]
∗}X−1
= X{[D ⊗ (IM − µΛ)]⊗ [D ⊗ (IM − µΛ)]}X
−1
= X (G ⊗ G)X−1 (114)
where we used the facts that {D,Λ} are real and Λ is diagonal, and introduced the matrices:
X , (TT ⊗ U∗)T ⊗ (TT ⊗ U∗)∗ (115)
G , D ⊗ (IM − µΛ) (116)
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Then, from (109)–(115), we get
XTvec(YT) = [(TT ⊗ U∗)⊗ (T ∗ ⊗ UT)] · µ2vec(QTRvQ⊗R
T
u )
= µ2vec
[
(T ∗ ⊗ UT)(QTRvQ⊗R
T
u )(T ⊗ U
∗T)
]
= µ2vec(TTQTRvQT ⊗ Λ) (117)
where we used the fact that T is real. Likewise, we get
X−1vec(Ekk ⊗Ru) = [(T
−T ⊗ U)T ⊗ (T−T ⊗ U)∗] · vec(Ekk ⊗Ru)
= vec(T−1EkkT
−T ⊗ Λ) (118)
Then, from (114)–(118), the EMSE expression in (108) can be rewritten as
EMSEk ≈ [vec(YT)]TX (IN2M2 − G ⊗ G)−1X−1vec(Ekk ⊗Ru)
= µ2[vec(TTQTRvQT ⊗ Λ)]
T(IN2M2 − G ⊗ G)
−1vec(T−1EkkT
−T ⊗ Λ) (119)
Using the fact that G in (116) is stable under Assumption 2, we can further obtain
EMSEk ≈ µ2[vec(TTQTRvQT ⊗ Λ)]T
 ∞∑
j=0
Gj ⊗ Gj
 vec(T−1EkkT−T ⊗ Λ)
= µ2[vec(TTQTRvQT ⊗ Λ)]
T
∞∑
j=0
vec
[
Gj(T−1EkkT
−T ⊗ Λ)GTj
]
= µ2
∞∑
j=0
Tr
[
(TTQTRvQT ⊗ Λ)G
j(T−1EkkT
−T ⊗ Λ)GTj
]
(120)
where we used the identities vec(ABC) = (CT ⊗ A)vec(B) and Tr(AB) = [vec(AT)]Tvec(B) for
matrices {A,B,C} of compatible dimensions. From (115), we get
Tr
[
(TTQTRvQT ⊗ Λ)G
j(T−1EkkT
−T ⊗ Λ)GTj
]
= Tr
{
(TTQTRvQT ⊗ Λ)[D
j ⊗ (IM − µΛ)
j ](T−1EkkT
−T ⊗ Λ)[DTj ⊗ (IM − µΛ)
j ]
}
= Tr
[
TTQTRvQTD
jT−1EkkT
−TDTj ⊗ Λ(IM − µΛ)
jΛ(IM − µΛ)
j
]
= Tr
[
Λ(IM − µΛ)
jΛ(IM − µΛ)
j ⊗ TTQTRvQTD
jT−1EkkT
−TDTj
]
=
M∑
m=1
λ2m(1− µλm)
2jTr(TTQTRvQTD
jT−1EkkT
−TDTj)
=
M∑
m=1
λ2m(1− µλm)
2j [vec(TTQTRvQT )]
T(Dj ⊗Dj)vec(T−1EkkT
−T) (121)
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where we used the identity Tr(A ⊗ B) = Tr(B ⊗ A) for square matrices {A,B} and the fact that
Λ(IM − µΛ)
jΛ(IM − µΛ)
j is diagonal. Substituting (121) back into (120) leads to
EMSEk ≈ µ2
M∑
m=1
λ2m[vec(T
TQTRvQT )]
T
 ∞∑
j=0
(1− µλm)
2jDj ⊗Dj
 vec(T−1EkkT−T)
= µ2
M∑
m=1
λ2m[vec(T
TQTRvQT )]
T[IN2 − (1− µλm)
2D ⊗D]−1vec(T−1EkkT
−T)
≈ µ2
M∑
m=1
λ2m[vec(T
TQTRvQT )]
T[IN2 − (1− 2µλm)D ⊗D]
−1vec(T−1EkkT
−T) (122)
where (1− µλm)2 ≈ 1− 2µλm due to Assumption 2.
APPENDIX B
MINIMIZING THE NETWORK PERFORMANCE FOR DIFFUSION LMS
To minimize the network EMSE for CTA given by (37), we introduce two auxiliary variables η and θ
such that α+ β = 1+ η and 1− β = θ(1− α), where −1 ≤ η < 1 and θ > 0. The network EMSE (37)
can be rewritten as
EMSEcta ≈ µ2σ2v,1
M∑
m=1
λ2m
(1 + θ)2
[
θ2 + γ
1− ξm
+
(1− θ)(θ − γ)
1− ξmη
+
1 + γ
2
1 + θ2
1− ξmη2
]
(123)
where γ , σ2v,2/σ2v,1 < 1 and 0 < ξm < 1 is given by (33) under Assumption 2. Minimizing expression
(123) in closed-form over both variables {θ, η} is generally non-trivial. We exploit the fact that the step-
size is sufficiently small to help locate the values of θ and η that approximately minimize the value of
(123). For this purpose, we first substitute (33) into (123) and use Assumption 2 to note that
EMSEcta ≈
µTr(Ru)σ
2
v,1
2
θ2 + γ
(1 + θ)2
+O(µ2) (124)
Expression (124) writes the EMSE as the sum of two factors: the first factor is linear in the step-size and
depends only on θ, and the second factor depends on higher-order powers of the step-size. For sufficiently
small step-sizes, the first factor is dominant and we can ignore the second factor. Doing so allows us to
estimate the value of θ that minimizes (123). Observe that the first factor on RHS of (124) is minimized
at θo = γ because
γ2 + θ2 ≥ 2θγ =⇒ θ2γ + γ + γ2 + θ2 ≥ θ2γ + γ + 2θγ =⇒
θ2 + γ
(1 + θ)2
≥
γ
1 + γ
(125)
We now substitute θo = γ back into the original expression (123) for the network EMSE to find that:
EMSEcta ≈ µ2σ2v,1
M∑
m=1
λ2m
1 + γ
[
γ
1− ξm
+
1 + γ2
2(1− ξmη2)
]
(126)
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We use this form to minimize the higher-order terms of µ over the variable η. It is obvious that expression
(126) is minimized at ηo = 0. The value of EMSE under θo = γ and ηo = 0 is then given by
EMSEcta(θo = γ, ηo = 0) ≈ σ2v,1
[
γ
1 + γ
µTr(Ru)
2
+
1 + γ2
2(1 + γ)
M∑
m=1
µ2λ2m
]
(127)
Similarly, we can employ the same approximate argument to find that the solution (θo, ηo) essentially
minimizes the network MSD under Assumption 2; the corresponding value of the MSD is
MSDcta(θo = γ, ηo = 0) ≈ σ2v,1
[
γ
1 + γ
µM
2
+
1 + γ2
1 + γ
µ2Tr(Ru)
2
]
(128)
The solution {θo = γ, ηo = 0} translates into (38), where 0 < γ < 1.
In a similar manner, in order to minimize the network EMSE of ATC given by (44), we introduce two
auxiliary variables η and θ such that α + β = 1 + η and 1 − β = θ(1 − α), where −1 ≤ η < 1 and
θ > 0. Then, from (44) we have
EMSEatc ≈ µ2σ2v,1
M∑
m=1
λ2m
ξm
[
1
(1 + θ)2
(
θ2 + γ
1− ξm
+
(1− θ)(θ − γ)
1− ξmη
+
1 + γ
2
1 + θ2
1− ξmη2
)
−
1 + γ
2
]
(129)
for which we can again motivate the selection {θo = γ, ηo = 0}. The value of the network EMSE at
θo = γ and ηo = 0 is then given by
EMSEatc(θo = γ, ηo = 0) ≈ σ2v,1
γ
1 + γ
µTr(Ru)
2
(130)
APPENDIX C
DERIVATION OF EMSE FOR BLOCK LMS NETWORKS
We start from (14). To simplify the notation, we rewrite (1) and (14) as
di = Uiw
o + vi (131)
wi = wi−1 + µU
∗
i (di −Uiwi−1) (132)
where
Ui , col{u1,i,u2,i} (133)
di , col{d1(i),d2(i)} (134)
vi , col{v1(i),v2(i)} (135)
The error recursion is then given by
w˜i = (IM − µU
∗
i Ui)w˜i−1 − µU
∗
i vi (136)
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Let Σ be an arbitrary M ×M positive semi-definite matrix that we are free to choose. Using (136), we
can evaluate the weighted square quantity ‖w˜i‖2Σ ≡ w˜∗iΣw˜i. Doing so and taking expectations under
Assumption 1, we arrive at the following weighted variance relation [16], [44]:
E‖w˜i‖
2
Σ = E‖w˜i−1‖
2
Σ′ + µ
2
E‖U∗i vi‖
2
Σ (137)
where
Σ′ , E(IM − µU
∗
i Ui)Σ(IM − µU
∗
i Ui)
≈ Σ− 2µRuΣ− 2µΣRu (138)
where, in view of Assumption 2, we are dropping higher-order terms in µ. Let again Ru = UΛU∗ denote
the eigen-decomposition of Ru. We then introduce the transformed quantities:
wi , U
∗wi, U i , UiU (139)
Σ , U∗ΣU, Σ
′
, U∗Σ′U (140)
Relation (137) is accordingly transformed into
E‖wi‖
2
Σ
= E‖wi−1‖
2
Σ
′ + µ2E‖U
∗
ivi‖
2
Σ
(141)
where
Σ
′
≈ Σ− 2µΛΣ− 2µΣΛ (142)
Since we are free to choose Σ, or equivalently, Σ, let Σ be diagonal and nonnegative. Then, it can be
verified that Σ′ is also diagonal and nonnegative under Assumptions 1–3 so that
Σ
′
≈ (IM − 4µΛ)Σ (143)
Under Assumption 1, the second term on the right-hand side of (141) evaluates to
µ2E‖U
∗
i vi‖
2
Σ
= µ2Tr[Rv(EUiΣU
∗
i )] (144)
where
EUiΣU
∗
i = E
u1,iΣu∗1,i u1,iΣu∗2,i
u2,iΣu
∗
1,i u2,iΣu
∗
2,i
 = Tr(ΣΛ)I2 (145)
Therefore, we get
µ2E‖U
∗
ivi‖
2
Σ
= µ2Tr(Rv)Tr(ΣΛ) (146)
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When the filter is mean-square stable, taking the limit as i → ∞ of both sides of (141) and selecting
Σ = IM/4µ, we get
EMSEblk ≈
µTr(Ru)
2
σ2v,1 + σ
2
v,2
2
(147)
Likewise, by selecting Σ = Λ−1/4µ and taking the limit of both sides of (141) as i→∞, we arrive at
MSDblk ≈
µM
2
σ2v,1 + σ
2
v,2
2
(148)
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