ABSTRACT Novel 3D image analysis and particle matching techniques for the use in the volumetric particle tracking velocimetry have been developed and tested by using synthetic images and experimental images of unsteady 3D flows. A tomography based particle reconstruction scheme along with the subsequent process of individual particle detection and validation was used. The detected particles in the two time differential samples are matched by using Self Organising Map (SOM) neural network scheme. SOM neural network tracking algorithm is highly adaptive to time differential tracking even with loss-of-pair particles. The particle location and velocity results of the present new approach turned out accurate, reliable and robust in comparison to the conventional 3D PTV approaches.
Introduction
Particle Image Velocimetry (PIV) is well established technique for the determination of fluid velocities [1] . PIV system measures the velocity fields of fluids by observing the motion of the embedded marker particles with an assumption that these particles travel with the velocity of the fluid itself Several particle image based techniques have been developed for the investigation and visualization of the flow field. 3D Particle Tracking Velocimetry (PTV) is one of the techniques of flow measurement to determine of three-dimensional velocity fields. The two most important processing steps of 3D PTV are the establishment of spatial and temporal correspondences between particle images in synchronous image sequences of multiple CCD cameras [2] . In the spatial correspondences step, the particles viewed by two (or more) stereoscopic cameras with different viewing angles are correctly paired and the 3D coordinates of individual particles are calculated while the 3D individual particles are correctly paired between two time stages in a short interval in temporal correspondence step. To calculate 3D particle coordinates with accuracy and with high recovery ratio, strict geometric modeling of the multimedia environment and thorough calibration of camera system is necessary. Furthermore, with increasing number density of particles the maximum number of particles being successfully linked from one frame to the next frame is limited by ambiguities occurring in the processes of particle detection and multi-image correspondence establishment [3] .
To circumvent these issues, volumteric particle tracking velocimetry has evolved. In this case, 3D individual particles coordinates are calculated in object space and the temporal correspondence of the particle is carried out in object space. The matching of the particles in the 3D object space increases the spatial resolution of the method. Recently, a new technique based on the tomographic reconstruction of instantaneous volumetric particle field intensity distributions from multiple simultaneous two-dimensional (2D) projections is proposed by Elsinga et al [4] . This method is not only insensitive to the seeding density in contrast to established 3D PTV but also removes the necessity of particle matching in the spatial correspondence.
However, the tomographic reconstruction is performed by iterative voxel intensity update techniques (ART, MART and similar algebraic reconstruction techniques) which are highly computationally intensive and memory inefficient. New ideas have been introduced to circumvent the use of memory intensive weighting matrices [5, 6, 7] . In all these methods a 3D cross correlation scheme is used to determine the 3D particle displacements which produce spatially averaged velocity estimates. The recorded image frame is divided into small sub-regions, each containing particle images. By processing the image over a regular grid of smaller sub-regions, a velocity vector map is generated.
In contrast to these techniques,the present research attempts to identify the displacement of individual particles. The present authors have also proposed a MART based tomographic reconstruction scheme with post-processing steps for reducing ghost particles [8, 9] . Based on this scheme, a tomographic reconstruction and individual particle identification is performed. Then, the time differential tracking of individual particles can be then performed in object space by exploiting the reconstructed voxel domain at each time interval and matching the detected particle using the self organizing map (SOM) neural network scheme [10] . In the present work, the self organizing maps (SOM) time differential matching algorithm is proposed because it does not require a priori knowledge of the fluid flow as required by many other algorithms and it is accurate in low density as well as in high density particle images. Another important reason why the SOM matching algorithm is desired is its high potential for dealing with the loss-of-pair particles, which is one of major technical problems while performing the matching of real experimental particle images.
The present article is divided into five sections. The first section is the introduction and it gives brief overview of PIV and PTV systems along with insights to current trends in the flow measurement. It also highlights the objective of the present work along with the overview of the proposed solution. Section 2 describes the tomographic reconstruction principle and discusses different techniques employed to refine the reconstructed voxel domain and extract the real particle from the mixture of particle artifacts. Section 3 gives the insight the process of establishing a set of associations between all the particles in the two time differential reconstructed voxel domains by using SOM based neural network scheme. Section 4 presents the assessment of the algorithms on the basis of synthetic and experimental particle images captured by multiple cameras. Finally, the whole study is briefly concluded in the Section 5 by highlighting the achievements.
Tomographic econstruction and particle extraction
An illuminated volume is to divide into cuboids (voxels) of a pre-defined size with a resolution adapted to the camera resolution. Based on the projection of a multi-camera system with their orientation known from the prior calibration procedure, the 3D light intensity distribution of the observation volume are reconstructed. Every pixel of the images from multi-camera views are projected into the voxel space through the projection center such that every voxel, which is hit by the projected ray, gets a grey value obtained by interpolation from the originating pixel. As a result, the voxel space will contain multiplicatively accumulated image intensity information of the instantaneous particle constellation and the voxels at valid particle positions will show very high values, while all remaining voxels will show rather low values.
In the present work, the authors have made use of the multiplicative algebraic reconstruction technique (MART) [4] which involves multiplicative correction to voxel intensity in each iteration k based on the projected pixel intensity as given by Eq. 1. In this approach, the intensity of each voxel is corrected to match the intensity of one pixel at a time:
where µ is a relaxation parameter.
When the intensity of each pixel from a camera view is projected to the object space along the line of sight, those voxels which fall on the line of sight get the gray values equivalent to the contribution of each voxel to each pixel as shown in Fig. 1 . This contribution factor is defined as a weighting function and thus depends on the camera orientation and the measurement volume configuration. Here, in order to reduce the computational loads, a limited number of pixels in the camera image are projected to a limited number of voxels when applying the iterative correction to the voxel intensity. The weighting matrices of the voxels along the line of sight are estimated by a comparatively simple scheme using a Gaussian function of the distance between the voxel center and the intersection of the line of sight with one of the orthogonal planes containing the voxel center. The process is repeated for all the camera views and, thus, the voxel space will contain multiplicatively accumulated image intensity information of instantaneous particle constellation. Theoretically, only the voxels at valid particle positions will show high intensity values but there is generation of particle artifacts (hereafter referred as ghost particles) in the real reconstruction process.
In the current work, the particle extraction is done by using the dynamic threshold binarization (DTB) scheme [11] and weighted averaging of the intensity in the reconstructed volume. After this step of voxel intensity enhancement and particle extraction, a recursive validation scheme using the back projected voxel intensity is applied to the result of extracted particles. This back projection of voxel intensity is not done at every voxel within the labeled voxels of an extracted particle but only at one voxel located on the centroid [8] . This is done to reduce the effect of the particle artifacts in the final result. 
Time differential tracking for volume PTV
Finally, the reconstructed space will contain gray valueweighted voxels representing the instantaneous particle constellations with the known 3D spatial coordinates. These spatial coordinates represent the location of the particles at one time step (t = t n ). If another set of 3D spatial coordinates after a certain time interval (t = t n+1 ) are considered, then the particle tracking between the two successive sets of particle coordinates P 1 (x 1 , y 1 , z 1 ) at t = t n and P 2 (x 2 , y 2 , z 2 ) at t = t n+1 can be performed. For this particle tracking, a set of associations (matching) must be established between all the particles in these two time differential voxel domains. Further, if the same process is repeated for each set of 3D spatial coordinates taken after a fixed time interval, the time differential voxel space representation of the Lagrangian particle trajectories is possible and thereby, a full 3C-3D volume tracking result can be visualized. The overall summary of the steps to be followed in this time differential tracking is illustrated in Fig. 5 . The task to find out a set of associations between two successive time steps can be done by using the nearest neighbor scheme [12] or some other optimization schemes [13, 14, 15] . In the present study, the SOM (self-orgnaizing map) neural network optimization is used to establish the associations [15] .
The principle of the SOM neural network, originally proposed by Kohonen [10] , is aimed at the clumped distribution of like terms. This principle is favorably applicable to the clumped distribution of correct particle pairs between the two exposures of the PTV image recording. In this regard, the SOM neural network was initially used by Labonté [16] and further refined by Ohmi [13] with successful results for 2-D time-differential particle images. What is especially important is that the learning principle of the SOM neural network corresponds highly to the intuitive recognition of particle matching through the eyes of human being. And from the technical viewpoint, the SOM computation process is much less time-consuming than many other neural network methods and yet robust against the presence of loss-of-pair particles.
The SOM neural network consists of an input layer composed of input vectors (which can be multi- dimensional input signals) and an output (competitive) layer composed of network neurons as in Fig. 2 . All the neurons in the output layer are subject to unsupervised learning by the vectors of the input layer and the connection between the inputs and outputs is represented by the weight vectors defined between all of their interconnections. For the particle matching problem in the 3D time differential domain, the input vectors are represented by the 3D particle coordinates at first time step and the output neurons by the particle coordinates at second time step. In response to every input vector approach, the output neurons are subjected to the Kohonen learning (displacement of neurons in reality). And as a result of iterative Kohonen learning, more probable particle pairs between the two time steps come closer to each other and less probable pairs are gradually drawn away as depicted in Fig. 3 .
Let P i (i = 1, .., N ) and Q j (j = 1, .., M ) be respectively the coordinate vectors of the particles in the first and the second 3D domain. The neural network is composed of two similar sub-networks, each one corresponding to one of the two voxel domain. The first network has N neurons situated at P i and the second one has M neurons at Q j . Each neuron has three weight vectors, similarly to the coordinate vectors P i or Q j , denoted by u i for the first subnetwork and v j for the second one. These weight vectors are assigned the following initial values:
The weight vectors are so updated that the weight vectors of one sub-network should work as stimuli for the other subnetwork. Thus, when the stimulus vector u i is presented to the second sub-network, a winner neuron is determined as the one with the weight vector closest to u i . Let c be the index of this neuron and v j its weight vector, then each neuron of the second sub-network is subjected to the following displacement of weight vectors:
where α j is a scalar number between 0 and 1 and S c (r) denotes the radius r of a closed circle centered on the point P c . When each weight vector u i has been presented to the second sub-network, the weight vectors are updated according to:
Similarly, at each presentation of the stimulus vector v j to the first sub-network, the winner neuron is determined as the closest to v j and the weight vectors of the first subnetwork are updated according to the same principles as in Eqs. 2 and 3. Once the weight vectors have been updated, the radius of the circle within which the neuron weights are changed is decreased by r ← βr(0 < β < 1). At the same time, the amplitude α of the weight translation is increased by α = α/β. The above procedure is iterated until the radius r of the circle reaches a predefined value of r f , which is small enough to cover only the winner neuron itself. Since the weight vectors corresponding to the matching neurons in both sub networks are not always reciprocally equal, a final nearest-neighbor check is done with a neighborhood criterion of small radius .
Results and discussions

Synthetic particle images
For the verification of the proposed methodology, the present authors have chosen the 3-D PIV standard images data available from the Visualization Society of Japan [17] . These data are composed of various sets of synthetic timeseries particle images generated from the direct numerical simulation results of a 3D impinging jet flow in a square cavity. One advantage of the use of these standard images is that the particle image data sets are accompanied by the theoretical time series coordinates data of the particles used in the generated images, so that one can compare the image analysis results of particle identification and tracking always with the true theoretical data. From their library, two image data sets, Series #352 and Series #351, with three camera views with 256x256 pixel resolution are selected for the present test. In both series, the viewing angles of the three cameras are respectively 30
• , 0 • and −30
• with respect to the depth line normal to the laser light sheet.
At first,the volumetric reconstruction is carried out in a measurement volume of 36x26x10 mm3 and the voxel grid size is 180×130×80, for which the single voxel size is 0.2 mm. The camera calibration parameters are calculated from the calibration marker images supplied with the tested particle images. By using these camera parameters, the line of sight of each camera pixel is calculated and the intersection of the line of sight and the xy-plane at each voxel is also computed. Here, the voxel intensity is initialized as unity at all the voxels. Then the voxel intensity was iteratively updated according to the MART algorithm. With this algorithm, in most cases, the voxel intensity calculation was completed in 10 iterations with a fixed relaxation factor µ of 2.0. This value is chosen because the voxel intensity range is expanded and the accuracy of particle extraction and validation increases.
A tomographic reconstruction was performed in a voxel domain and each voxel corresponds to a cuboid of 0.2 mm 3 and the reconstructed results are shown in Fig. 4 . The particle tracking between these two time steps was performed by using a SOM neural network tracking algorithm. The resultant full 3C-3D tracking result in the voxel space is depicted in Fig. 5 in the form of particle paths. Since the 3D coordinates of particles for this tracking were calculated from the voxel reconstruction results, the accuracy of the matching is largely dependent on the accuracy of the calculated 3D coordinates of the particles as well as on the robustness of the tracking algorithm in the presence of loss-of-pair particles. In this regard, the SOM neural network tracking algorithm is proven to be highly adaptive to time differential tracking even with loss-of-pair particles. Hence, the better the voxel intensity reconstruction and the subsequent particle extraction schemes, the better is the final result of tracking as shown by Fig. 5 . For the most of the tests reported hereafter, we have taken the initial radius (r 0 ) = 1, the final radius (r f ) = 0.001, the initial translation amplitude α 0 =0.001/r0,the parameter modification factor (β) = 0.9 and the final tolerance distance ( ) = 0.02
The output of this time differential matching is the pairing of the particles between two time steps. From the paired particles, the movement of the particles along X, Y and Z axes can be calculated and thereby the instantaneous velocity can be predicted. But, all the paired particles may not represent the actual movement of the particles. The spurious velocity vector may have been resulted. The percentage of correct velocity vector was calculated by checking theoretical particle data of Series #351. It was observed that 48% of the reconstructed particles contributed to the recovery of correct velocity vectors in this test. Similarly, the percentage of correct velocity vector for Series #352 as compared to theoretical data was found to be 62%.
Experimental particle images
The second test of this PTV algorithm was conducted by using the experimental setup. A weakly agitated flow in a small 3D cavity was visualized by seeding particles of about 120 µm average diameter (supplied by Mitsubishi Chemical Co.) and the motions of particles were captured by three progressive scan CCD cameras (JAI CM-1401E) with telecentric lenses. The resolution of the original captured images was 1308x1024 pixels.
At first, a calibration plate of size 25.5×25.5 mm 2 , with dotted markers with a spacing of 2.54 mm between the markers was immersed vertically in the water tank and the calibration images are recorded at three different depth positions with 1 mm increment. This depth control is performed by using a micro adjuster with a 0.002 mm precision. The center of the calibration marker was placed exactly at the center of the tank and at the center of the image for an accurate manipulation of 3D/2D coordinates. Then, the synchronous images of the generated flow were recorded with a sampling frequency of 30 KHz. The experiment was performed by recording two different sets of images with varying particle density. At first, the synchronous set of images of an unsteady flow with a sparse particle density (will be considered as Sample 1 hereafter) as shown in Figs. 6 and 7 is taken into consideration.
At first, all the recorded calibration and particle images were pre-processed and converted to the pixel size of 512×512. Then, the 2D marker locations in the calibration images were identified with sub pixel accuracy. Based on the 2D and 3D calibration marker coordinates, the camera calibration mapping function were established. By using this mapping function, the tomographic reconstruction of the three recorded images was carried out. All the subsequent processes of tomographic reconstruction and particle extraction are the same as in the case of the synthetic image. For this reconstruction, the voxel domain was composed of 125×125×70 voxels and each voxel corresponds to a cuboid of 0.2 mm 3 . Fig. 8 shows the reconstructed voxel intensity plot calculated by the tomographic reconstruction and particle extraction from the captured images at two subsequent time steps. It was observed that the particle within the depth region of 13 mm were successfully reconstructed even though the depth of field of the telecentric lens is 13 mm. This signifies that even the defocused particles as seen in the recorded images have been reconstructed successfully thereby tracked in the voxel domain. In the second test, to check the quality of the reconstruction and particle extraction furthermore with a higher number of particles, another set of the synchronous images of an unsteady flow but with high particle density were investigated with the same process and with the same reconstruction parameters. These synchronously recorded particle images with dense particle concentration (will be considered as Sample 2 hereafter). After, the subsequent reconstruction and particle extraction from those images, the final validated particle constellation are determined. One of the noticeable changes of this higher particle density data set is the significant increment of the computation time for the voxel intensity reconstruction as well as for the particles extraction process. Obviously, there is large number of the particles reconstructed thereby improving the resultant 3C-3D tracking results in the voxel space as shown in Fig. 10 . The motion of particles in this tracking result represents nicely the fluid motion observed in the original sequence of the captured particle images.
Finally, the quantitative information of the tomographic PTV with two sets of the experiments with varying particle densities is presented. The result includes the number of particles detected and validated in the tomographic reconstruction process as well as the number of the particles tracked in the SOM time differential tracking algo- rithm. Fig. 9 shows the particle tracking result obtained from the 3D reconstructed particles detected for Sample 1, while Fig. 10 shows the tracking result obtained from the reconstructed particles for Sample 1.
In both experiments, the accuracy of the 3D coordinates derived from the tomographic reconstruction was improved by increasing the size of voxel domain to 250×250×140 voxels with each voxel corresponds to a cuboid of 0.2 mm 3 . Relevant quantitative results derived from the tracking result of Fig. 9 and 10 are summarized in Table 1 . As seen from this table, with the decrement of the voxel grid size, the number of the tracked particles is increased from 94 to 116 and 791 to 855 for the Sample 1 and Sample 2 images respectively. Though the number of the finally validated and detected particles in the voxel Fig. 8 space at the two separate exposures are almost the same, the improvement in the reconstruction accuracy has greater impact in the result of particle tracking between the two exposures.
At last, the performance of the proposed Tomographic PTV algorithms with these experiments was compared with that of conventional stereoscopic PTV. In the conventional PTV, the first task is the identification of the particles in the 2D images. So, the recorded samples of images in two time steps were processed with the 2D version of DTB. The result is the binarized images and the average number of the detected particles are approximately 312 and 2090 respectively. The stereoscopic matching of the detected particles in the three camera images was then performed by using conventional nearest neighborhood method and the result is the 3D coordinate of the particles in two separate time step. Then, the time differential matching of the calculated 3D coordinate of the particles in two time steps was performed.
The results are summarized in Table 2 . It can be observed that the quality of the detected particles as well the number of tracked particles is highly deteriorated especially in the Sample 2 with high particle density as compared to the re-sults with tomographic PTV. It is due to the cumulation of errors in the 2D particle identification, stereoscopic particle matching and time differential particle matching steps of the conventional stereoscopic PTV.
Conclusion
The present research is directed towards the development and assessment of the innovative techniques of the particle image based flow measurement method. A tomographic reconstruction scheme of particle seeded flow volumes using the algebraic reconstruction technique and SOM based particle matching was performed. The accuracy assessment is done by using the synthetic and experimental image data sets with different particle density. The subsequent time differential tracking of individual particles showed promising recovery ratio and accuracy which highlights the superiority of the proposed 3D volumetric PTV based on the tomographic reconstruction.
