We use the term index predictor to denote a score that consists of K binary rules such as "age > 60" or "blood pressure > 120 mm Hg". The index predictor is the sum of the scores, yielding a value from 0 to K. Such scores as often used in clinical studies to stratify population risk: they are usually derived from subject area considerations. In this paper we propose a fast procedure for automatically constructing such indices based on a training dataset, for linear regression, logistic regression and Cox survival models. We also extend the procedure to create indices for detecting treatment-marker interactions. The methods are illustrated on a study with protein biomarkers as well as two microarray gene expression studies.
Introduction
When predicting a phenotype such as clinical response or survival time from a set of biomarkers, an "index predictor" is sometimes used. This consists of a set of binary rules such as "marker x k ≥ c k " or "marker x k < c k for each of K markers. For each observation we add up the binary scores yielding an index s taking values in {0, 1, · · · , K}. This has the advantage of simplicity: it is easy to state and interpret, and also can capture situations where prognostic effects are shared by multiple markers. A popular example is the International Prognostic Index (IPI) used for risk classification in NonHodgkins lymphoma (TIN-HsLPF (1993) ). The IPI consists of one point for each of:
• Age greater than 60 years
• Stage III or IV disease
• elevated serum LDH (> 1)
• ECOG/Zubrod performance status of 2, 3, or 4
• More than 1 extranodal site.
The resulting score lies in 0 to 5, with higher scores indicating greater risk. Sometimes the IPI score is further simplified into two or three categories as (low, high) or (low, medium, and high) for risk stratification.
An example is shown Figure 1 . Shown are the survival curves from a set of patients with Non-Hodgkins lymphoma, for each of the levels of the IPI. There is clear separation in the groups.
In this paper we propose a method for adaptively constructing an index predictor from a set of training data. We also return to this example and demonstrate that our proposal can re-construct the IPI empirically from a set of training data. This paper is organized as follows. In section 2 we introduce the adaptive index model and our algorithm for its estimation. We discuss an example that in which protein biomarkers are used to predict the presence of ovarian cancer. In Section 3 we discuss the AIM model for survival model, using Cox's proportional hazards model and illustrate how the AIM procedure can re-discover the international prognostic index (IPI) discussed above. We extend the AIM procedure to look for interactions between markers and a binary treatment factor in Section 5. We also discuss the construction of surrogate markers. In Section 6 we investigate the performance of the AIM procedure with a large number of predictors, and propose the use of "preconditioning" to avoid overfitting. The degrees of freedom of the AIM procedure is studied both mathematically and numerically in Section 7. There are clear connections to other methods such as CART (Breiman et al. (1984) ), PRIM (Friedman & Fisher (1999) ), their more recent refinements in LeBlanc et al. (2005) and LeBlanc et al. (2002) , boosted trees (see e.g. Friedman et al. (2000) , Friedman (2001) ), and the "logic regression". (Ruczinski et al. (2003) ). We discuss these and make some concluding remarks in Section 8. 
Adaptive index models
Consider a supervised learning problem (regression or generalized regression) with data (x i , y i ), i = 1, 2, . . . N . Here x i is a p-vector of predictor variables and y i in an outcome variable. The three major applications that we consider are the linear regression model, the logistic model for binary data where y i ∈ {0, 1} and Cox's proportional hazards model for survival data where y i = (T i , δ i ), where T i is a right censored survival time and δ i is the censoring indicator. Denote the log-likelihood or log partial log-likelihood by (η; x, y), where η is the usual linear combination of predictors. For example η is the linear predictor in a regression model, the log-odds in the logistic model and the log-hazard in the proportional hazards model. We consider an index model in the form of
with K ≤ p. The predictorsx * k are from the set {±x 1 , ±x 2 , . . . ± x p ) and the corresponding cutpoints c k are chosen in a forward stepwise manner to maximize the log-likelihood (η; x, y). The result is a simple "index" predictor s = K k=1 I(x * k ≤ c k ) which is just a count ranging from 0 to K. By allowing x * k to equal −x j , we effectively allow cuts of the complementary form x j ≥ c j .
What makes our procedure attractive is the fact that as we change the cutpoint c k , updating formulas can be derived for the score test for testing β = 0. Next we give the details of the updating scheme for linear and logistic model.
Our model is
in the logistic model, where p i = Prob(y = 1|x i ). Suppose that we have a score s = k−1 j=1 I(x * j ≤ c j ) and want to decide whether to add a term z = I(x * ≤ c). Hence we fit η = β 0 + β(s + z) and test β = 0 in the regression model. Lettingμ 0 =ȳ, the average of {y i , i = 1, · · · , N }, we have the score vector and information matrices
wherev 0 is the empirical variance of {y i } in both the linear and logistic models. The score test is U 2 /V 1/2 where V −1 = I 11 /(I 11 I 22 − I 12 I 21 ). Without the loss of generality, we assume that the observations are sorted according to
We have the following updating formulas as the cutpoint c moves from
Thus we can scan through all possible cutpoints for a given predictor in just O(n) operations. We summarize the algorithm below, called "AIM" for "Adaptive Index Models".
AIM procedure
1. Begin with k = 0, s = 0.
where (j, c j ) maximize the score test over the markers not yet entered.
In practice we set the maximum model size K to, say, 10 or 20 and estimate the best model size k by cross-validation. Figure 2 shows the run time in seconds of the AIM procedure for logistic regression for various combinations of n, p and the maximum model size K.
In the left and middle panels we run the algorithm until K = 20 terms have been added. In the right panel we have fixed p at 100. We see that the algorithm is remarkably fast, and scales roughly linearly in n, p and K. In some cases it can be helpful to iteratively re-adjust the split points via a backfitting procedure post-AIM analysis or pre-process the data with method such as supervised principal components analysis pre-AIM analysis. We illustrate this in Section 6. We also note that this model is related to boosted trees (see e.g. Friedman et al. (2000) , Friedman (2001) ) in the case where the trees are stumps (single split trees). In the AIM model we further constrain all of the stumps to share the same multiplier.
Ovarian cancer data
The data for this example is taken from Fredriksson et al. (2008) . It consists of 20 blood protein biomarkers in each of two groups: healthy and patients with ovarian cancer. There are 20 patients in each group. We applied the AIM procedure with a maximum of 10 biomarkers. Tenfold cross-validation was used to assess the model prediction, producing the curves in Figure 3 . In the figure we have used two different methods for making predictions. Given the (integer) score s, the "logit" method fits a logistic regression in the training set to s and uses the resulting model to make predictions in the validation set. The "cutpoint method" finds the cutpoint c that produces the fewest errors in predicting y (or 1−y) as I(s ≤ c) in the training data, and then uses this cutpoint to make predictions in the validation set. Both methods yield error rates of about 10-15% with 2-3 markers, and perform better than nearest shrunken centroids procedure that was used in the original paper. Also shown are the error rates for standard forward stepwise logistic regression. The AIM score s has the form of I(x 7 ≤ 11.8) + I(x 16 > 9.0) + I(x 9 ≤ 12.0). The optimal cutpoint is s ≤ 2, so the prediction rule classifies to the cancer group if all three biomarkers fall in their "red" regions. Figure 4 shows that the 3 markers over the training set, with red points indicating that the corresponding condition (such as "x 7 ≤ 11.8") is satisfied. Figure 5 shows a schematic of the final model. Figure 6 shows the result of applying CART to these data, using a minimum node size of five on the left and three on the right. The cross-validated errors for the two trees were 10% and 35% respectively, with the first being about the same as that for the AIM fit with 3 markers. The values below each node are the numbers of observations in the training set in each of the two classes. We see that in each case the CART nodes are pure or almost pure. In contrast, the AIM procedure produces a model with a score equal to 0, 1, 2, 3 or 4. The corresponding counts are (1, 0), (15, 0), (4, 3) and (0, 17). Hence AIM has (potentially) found an intermediate group with a score of two and approximately equal numbers of disease and non-disease patients.
AIM for Survival data
In the following section, we present the algorithm for scanning through all possible cutpoints for a given predictor in survival analysis. Here we have an outcome y i = (T i , δ i ). and predictors x 1 , . . . x p . Our model is the proportional hazards model where h(t|x) is the hazard function and and η =
We construct the score test as follows. Suppose that we want to decide whether to add a term z = (x * ≤ c) to the existing score s. Let w = s + z. The score test statistics is U/I 1/2 where
where R i is risk set and n i is the size of risk set at time T i . Without loss of generality, we assume that
Hence if we move c from x * i−1 to x * i , the test statistics can be updated as 
Lenz data and IPI
Here we analyze data on Non-Hodgkin's lymphoma from Lenz et al. (2008) . There are 248 patients, with the outcome being overall survival time and a large set of gene expression measurements from microarrays. The patients received either CHOP or RCHOP treatments. Later we analyze the interaction between gene expression and efficacy of the treatment. Here we explore whether the AIM procedure can re-construct the widely used international prognostic index (IPI). The details of the IPI are given in the Introduction. We divided the data into approximately equal-sized training and test sets, and input the five predictors (age, stage, LDH, ECOG status, number of sites) into the AIM procedure. We then computed the Cox score statistic for resulting index over the test set. This process was repeated 20 times, giving an average Cox score of 3.24(.18). The actual IPI had an average score of 3.37(.18). The cutpoints for stage were > 1 versus 1, 19 out of 20 times, as opposed to the standard definition of (1, 2) versus (3, 4). The numbers of extranodal sites split as > 1, > 2 and > 3 are 11, 6 and 3 times respectively. ECOG split as 0, 1 versus > 1 18 times out of 20. The distribution of split points for age and LDH are shown in Figure 7 with the corresponding standard IPI split points shown by the red lines. The cutpoints for age are approximately centered at the standard cutpoint of 60, but those for LDH are considerably above the standard cutpoint of 1.0. Figure 7: Lymphoma data: distribution of split points from age and LDH over random splits of the data. Table 1 shows the results when we artificially add standard Gaussian noise markers (independent of the outcome) to the training and test sets. In each case we used 3-fold cross-validation to choose the model size for AIM. We see that the procedure still maintains good performance even when a substantial number of noise markers is added.
Simulation study
In this section we carry out a small simulation study comparing the performance of AIM to logistic regression. We generate data in two settings, one in which the logistic regression is true and the other in which the AIM model is true. There are n = 200 samples and p = 10 predictors, all independent standard Gaussian variates. In each case only the first few predictors relate to the binary outcome. In the logistic model, β = (1, 1, 2, 2, 3, 0, 0, . . .), and Prob(Y = 1|x) = {1 + exp(−βx)} −1 . In the AIM model, s = 3 i=1 I(x i > 0) and Prob(Y = 1|x) = {1 + exp(3 − 2s)} −1 . Figure 8 shows the results of 10 simulations from these two models. It is a sobering reminder that both logistic regression and AIM make modeling assumptions, and can perform poorly when their underlying assumptions do not hold. In addition, in the bottom panel AIM shows a tendency to overfit after only a few terms have been added. Also included in both panels are the results when AIM is allowed to include up to 5 splits per marker. In the first setting it performs better than the vanilla AIM procedure, as it tries to approximate the linear effect with multiple binary splits.
Treatment interactions
In this section we show how to derive an index that explicitly models the interaction between a set of markers and a binary treatment variable. We will present the algorithm for scanning the cutoff points under linear, logistic In the left panel the data were generated from a logistic regression model; in the right panel, the data were generated from the AIM model. and Cox models. With the efficient scanning algorithms, the AIM procedure given in section 2 can be readily used to construct the "IPI"-like index for the interaction of interest. In the rest of the section, we assume that s is the current score and we want to construct the new score in the form of w = s + I(x * < c), where the predictor x * is ordered, i.e., −∞ = x *
To determine the cutoff point, we may perform a score test for testing 1 + e β z+γw×r , for linear and logistic models, respectively, where z = (1, r) and r is the treatment indicator. We will use logistic models with binary responses to illustrate the algorithm. The method for continuous responses is similar. The score test statistics in logistic regression is U/I 1/2 , where
, andp i is the empirical mean of responses given the treatment r i . Letσ be the sum of all the entries in the two by two matrixΣ. I can be simplified as
When the cutoff point c moves from
, where
and
For the survival responses, we have {(T i , δ i , r i , w i ), i = 1, · · · , N }. We consider the score test under the Cox model
The test statistics is U/I 1/2 , where
, andβ is the maximum partial likelihood estimator for β 0 under the null model: h(t|r, w) = h 0 (t)e β 0 r . We introduce the following notations to present the algorithm for scanning all cut-off points:
Thus when c changes from
where
, and I 4 ← I 4 + r i eβ
Lymphoma data
We applied the AIM procedure to look for interactions between treatment (CHOP or RCHOP) and gene expression. The genes were first clustered into 149 "metagenes". We split the 414 patients randomly into training and test sets of equal size. Using K = 3 markers, AIM produced a score from 0 to 4 with patient counts (0,49, 121, 4) and (2, 60, 169, 8) in the training and test sets respectively. Figure 9 shows the survival curves in the test set, stratifying by score (0,1) versus (2,3) in the middle and right panels. The procedure has identified a subset of patients that may not benefit from RCHOP treatment as compared to CHOP.
Surrogate predictors
When building a model by searching among a sizable number of predictors, there are often alternative models and predictors that fit the data nearly as well as the chosen model. More specifically, in the AIM fit, for any given marker and the corresponding splitting there may be other markers and split points that produce nearly the same risk stratification. The surrogate markers may be of interest to the scientist, and could also be used when applying AIM fit to data in which some of the marker values are not observed for part of the samples. We can apply the one term logistic regression AIM procedure with the primary marker split as the outcome to find the surrogate marker. Figure  10 shows the best five surrogates for the three primary markers for the interaction model of Figure 9 . The vertical axis shows the misclassification error when using the surrogate marker to predict the primary marker split. We see that each primary marker has at least one surrogate yielding an error rate of about 10%. Replacing each of the primary markers with their best surrogate markers produces a p-values of 0.01 (right panel of Figure 9 ). Thus the surrogates are predictive but perhaps not as strongly predictive as the primary markers.
6 Many predictors and pre-conditioning Figure 10: Lenz data: shown are the best five surrogates for the three primary markers for the interaction model of Figure 9 . The vertical axis shows the misclassification error when using the surrogate marker to predict the primary marker split.
kidney patients. Survival times (possibly censored) were also measured for each patient, In the original paper, the data were split into 88 samples to form the training set and the remaining 89 samples formed the test set. Here we consider 10 random splits with a size of (88, 89) and report results over this 10 splits.
For computational speed, we chose the 1000 genes having largest variance across the training samples, and applied AIM to just those genes. The red curve in the left panel of Figure 11 shows the mean ± one standard error of the test set Cox score achieved by the AIM procedure. We see that it doesn't reach 2.0, corresponding to a significance level of 0.05. This is not surprising; since there are so many predictors, the AIM procedure-like many forward stepwise methods-can avert.
As an alternative, we first computed the supervised principal component predictorŷ (Bair et al. 2006 ) using a feature score cutoff of 1.5. Then we ap-plied the regression version of AIM to the outcomeŷ. This strategy is called pie-conditioning (Paul et al. 2008 ) and can often improve the performance of forward stepwise strategies.
The green curve in the left panel of Figure 11 shows that the preconditioned AIM curve procedure achieves a much higher significance level on the test set, and with just a few predictors, it yields an index as predictive as the SPC score itself (blue) which involves hundreds of predictors.
The right panel shows the corresponding results when backfitting is done as well. The vanilla AIM procedure performs slightly better, while the preconditioned SPC version performs slightly worse. 
Degrees of freedom of the AIM fit
In this section, we consider the question: how many degrees of freedom are used in fitting an AIM model? As the model is fit adaptively, this is a complicated issue. One popular notion of degrees of freedom is the expected drop in deviance compare to the null model:
whereμ 0 is the null fit,μ k is the AIM fit with k terms and dev is the deviance. A discussion of this definition appears for example in Chapter 7 of Hastie et al. (2008) . For a regression model with k fixed predictors including intercept, this equals to k − 1. For an AIM fit with k markers, however, this will greatly exceed k for a number of reasons: a) the split points are found adaptively, and b) the markers are chosen by an (adaptive) stepwise procedure. In Figure 12 we investigate this numerically. Setting N = 100, p = 10, we generate independent standard Gaussian predictors and binary outcomes independent of the predictors. In the left panel we show fit just x 1 with AIM, ordinary logistic regression and CART. The logistic regression averages about 1 degree of freedom as it should, while CART and AIM average about 2 and 4 degree of freedom, respectively. On the right panel we see the result for a k-term model fit by standard forward stepwise logistic regression, AIM and CART. All exceed k, as we would expect. (For CART the number of terms refers to the number of splits). The AIM procedure uses more than 3 degrees of freedom per term near the beginning of the sequence and and fewer than 3 near the end. CART uses more degrees of freedom than AIM as the model grows larger Figure 13 shows the results of the same experiment, except that each marker was generated randomly from the set of values {1, 2, 3, 4, 5}. The degrees of freedom used by AIM has decreased substantially as compared to Figure 12 (since there are fewer possible split points), but so has that for logistic regression. The latter uses only about 0.5 degrees of freedom for fitting a single predictor, something that surprised us.
To investigate the degrees of freedom of the AIM procedure theoretically, we take the approach proposed in Owen, A., (1991) . The first objective is to estimate the degrees of freedom of AIM with a single continuous independent predictor x 1 = {x 1i , i = 1, · · · , N } under the linear model. Recall that AIM selects the cut off value based on the random process S 1 (c) = n 
for large n. It is known that M 1 ( ) → +∞ in probability as → 0 (Mason & Schuenemeyer 1983) . However, for any fixed < 0.5
for m in the upper tail of the distribution (Nair 1984) . In Figure 14 , we plot the probability Prob(M 1 (0.1) ≥ m), A 0.1 (m) and the survival function If there are p independent continuous predictors x 1 , · · · , x p unrelated to the response, AIM selects the first predictor according to
where F i (c) is the cumulative distribution function of the i−th predictor,
, and M i ( ), i = 1, · · · , p are supremum values of p independent standardized Brownian bridge processes over the interval [ , 1 − ], respectively. Thus, the degree of freedom of the first model is the expectation of max{M 1 ( ), · · · , M p ( )}, which is approximately the expectation of the maximum of p independent random variables following χ 2 4 , when = 0.1.
After the first step, AIM selects cut off point of a new predictor x k by maximizing
where s i is the current score, σ 2 0 is the variance for S 0 = n
This is approximately equivalent to maximizing
while restricting that S k (c) has the same sign as that of S 0 and the maximized score test statistics is approximately
since typically the last term in (4) is relatively small due to the fact that S 0 and S k (c) have the same sign. In other words, the degree of freedom of using the additional predictor x k is approximately sup
For any fixed
for m in the upper tail of the distribution of M + k ( ) (Nair, 1984) . In Figure 15 , we plot A . Therefore, the increased degree of freedom of using one additional predictor x k in AIM is approximately 3, if = 0.1. Due to the sequential nature of AIM procedure, we may conclude that degrees of freedom in AIM model with 1, 2, · · · , p − 1 and p terms can be approximately by
whereξ p:p is the p−th order statistics from p independent random variables following χ 2 4 , and∆ k:p is the k−th order statistics of p independent random variables following χ 2 3 . Therefore each term in the AIM fit uses about 3 degrees of freedom on average, which confirms our observation in Figure (12) . When p independent predictors are correlated, we expect that the degrees of freedom of AIM procedure are smaller than their counterparts when all predictors are independent. Therefore, {d 1 , · · · , d p } in (6) provides a general conservative bound for degrees of freedom in AIM. Figure 16 plots the true degree of freedom empirically estimated from 4,000 Monte-Carlo simulations versus {d 1 , · · · , d p }. The two curves agreed fairly well especially for the initial part, which is the most important region in practice. The two curves diverge slightly when the number of terms closes to p = 50. It is likely due to the cumulative effect of series of approximation.
Discussion
We have presented a method for adaptive construction of index predictor for regression, classification and survival analysis.
There is some related work in the literature. The seminal tree-based CART methodology of Breiman et al. (1984) uses binary splits to produce a decision tree. The terminal nodes (leaves) of the tree are boxes in the feature space. Related to this is the patient rule induction method (PRIM) of Friedman & Fisher (1999) which also constructs boxes in feature space, but they are not connected by a binary tree. LeBlanc et al. (2005) and LeBlanc Ruczinski et al. (2003) introduce "logic regression" consisting of a set of "and" and "or" rules applied to binary predictors. A simulated annealing procedure is used to estimate the rules.
The AIM methodology is different from, and simpler and less ambitious than all of these methods. Like CART and PRIM, it makes binary splits on quantitative features. But while those methods combine the rules with "and", AIM adds them to form a single score. This makes more efficient use of the data in situations where there is a "dose-response" effect involving a set of predictors. For example, given five biomarkers x 1 , x 2 , . . . x 5 , if the outcome risk is proportional R language software for AIM will be made freely available. 
