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Abstract—In this paper we present a novel 3D sensing ap-
proach for industrial bin-picking applications that is low-cost,
fast and precise. The system uses a simple laser-line emitter.
While a robot arm moves the object through the laser light,
a synchronized camera captures the laser line image on the
object. A full point cloud as well as an edge point cloud suitable
for subsequent pose estimation is generated by the developed
system. The aim of this work is to deliver an accurate point cloud
based on which an object pose can be generated to support a
manufacturing robot to deliver an object with high precision. The
experimental evaluation of our system shows robust and accurate
scanning results.
I. INTRODUCTION
Nowadays, a robot is only able to deal with limited uncer-
tainty in part location during bin picking. If parts are well
organized in the bins, a robot can pick them with a precision
which is good enough for the assembly process. However,
it is a costly and time consuming process [1] to collect and
organize parts for such assembly robots.
An alternative is Bin Picking [1], where the assembly robot
is able to pick up parts that are randomly distributed in a
bin. In the bin the parts are possibly on top of each other,
they have random positions and orientations. To pick them,
the robot must use advanced computer vision approaches to
locate the part in terms of their exact location and orientation
in the bin. Then, the robot must pick them one by one, as the
robot can get access to them.
For bin-picking, we use the tool-unit from Scape Tech-
nologies A/S [2]. It contains a gripper and an embedded
3D imaging device. The 3D imaging device [3] provides the
information required by the computer to identify the pose of
a part in the bin.
Once picked, there can be a large uncertainty on how the
picked part is exactly positioned and orientated within the
coordinate system of the gripper. For feeding the object into a
manufacturing machine, a large uncertainty of the object pose
in the gripper is problematic. The uncertainty is due to the
complicated environment around the relevant part as it is lying
in the pile, and due to mechanical interaction with the pile or
the bin, the part can easily shift during the picking inside
the bin. For that reason additional inspections are required to
confirm the exact pose of the object in the gripper and to adjust
the gripper destination and pose accordingly when delivering
the part.
In this work we present a low-cost 3D imaging approach,
that can do this additional identification on-the-fly while the
robot moves the part from the bin to the location where it is
needed. The setup is low-cost, fast enough so that the robot
does not need to slow down and precise enough so that the
robot can feed the part reliably into the subsequent assembly
process. It requires only minor constraints on the setup of the
bin-picking system.
Generally, commercial 3D cameras ( [4], [5]) often suffer
from limited depth resolutions which results in data with noisy
surface and edge representation. This often compromises the
quality of the identification of a part when comparing to the
CAD model. Further, the point density in the projected light
pattern usually needs to be quite high in order to determine
position of e.g. edges precisely, and this could compromise
the precision of the measurements of orientation and position
of the entire part.
In this work, we will introduce an in-flight 3D scanner
which acquires a 3D image of a part, while it is transported
through an inspection volume located in front of the scanner.
The 3D scanner uses the motion of the robot arm to scan the
part through a single, static light sheet (Fig. 2). The camera
acquires series of images, which provide a high resolution and
high precision 3D point cloud of both the part and the gripper,
simultaneously. For that reason, the camera and the robot arm
do not need to be synchronized perfectly. The pattern of the
intersected light sheet is a single and mostly continuous line of
light. It allows to define the surface and the edges of the parts
with a precision per data point, that is significantly higher than
it is the case for the data points in the traditional point cloud
methods of common 3D cameras. As an additional option it
is possible to consider only the 3D edge data of the scanned
part which allows for a minimal representation of the object,
therefore offers the possibility of decreased computations and
accelerated process time.
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In addition, to the development of the low-cost 3D camera,
we have rigorously analyzed the imaging process to get a full
understanding of the camera.
The paper is organized as follows; In Section II we will
present the setup and the way it performs and the calibration
procedure. In Section III, we describe the entire imaging
process mathematically. Finally, the quantitative and qualita-
tive evaluation of the simulation is served in Section IV and
detailed results are provided.
II. 3D SCANNER
The entire setup is illustrated in Fig. 2. The system consists
of a robot arm, with a LED marker mounted on the gripper,
one camera, two mirrors, and a light-pattern projector. A part
is picked with the gripper and as the robotic arm passes
through the inspection volume of the 3D scanner, a 3D image
is acquired.
The light-pattern projector generates a light sheet crossing
the inspection volume at an angle with respect to the viewing
direction of the camera, as illustrated in Fig. 2. The robotic
arm moves the part through the inspection volume, where
the light plane intersects the surface of the handled part. The
camera is placed such that its field of view includes both the
inspection volume and the mirrors. The mirrors are arranged
in a way that they allow an LED marker on the gripper to be
visible from two directions in all the images acquired while
the robotic arm moves the part through the inspection volume.
Therefore, every measurement of the part and the LED marker
are simultaneously acquired by the same camera. During the
post-processing, each image provides 3D measurements of
the illuminated profile of the part and the LED marker by
triangulation as we shall see below. By assuming that the
orientation of the robotic arm is fixed throughout the scanning
task, the exact 3D pose of the gripper can be estimated from
the 3D position of a single LED marker.
When the position of the gripper is known from image
to image, the individual profiles of the part can be stitched
together, and finally, the entire point cloud of the object can be
determined. Because, one camera acquires all the information
available at a given time, there are no additional assumptions
required with regard to e.g. maintaining a constant speed or
a moving in a strictly linear motion while robotic gripper
transport the part through the inspection volume.
When post-processing the images of the handled part,
typically, edges can be defined as discontinuities or drop-outs
in the intensity of the line. Drop-outs are evaluated by size,
and discontinuities are evaluated by range in order to certify
whether the discontinuity represents a step in the part surface
or an edge on the part. Data points, which represent an edge
of the part, are kept and their 3D positions are determined. In
Fig. 1a and Fig. 1b the identification of an edge can be seen.
The edge is defined as half the relative step height. In Fig. 1c
measured edge positions are plotted as a function of positions
of the entire part. The standard deviation from the linear fit is
less than 30 µm.
Data points, which represent an edge of the part, are kept,
their 3D positions are determined by triangulation and again
by using the positions of the gripper, the edge points can be
stitched together to a strongly reduced point cloud, describing
only the visible periphery of the part.
A. Calibration
When the system is set up, two calibrations are required.
First of all the transfer-matrix, T, describing the transform of
a position in the robot coordinate system, ~Pxyz , to a position
in the camera coordinate system, ~Pklm, is determined for all
three imaging processes (the imaging process of the part, and
the two imaging processes of the LED marker):





where ~O is the transfer vector pointing from the origin of the
robot coordinate system to the origin of the camera coordinate
system. By acquiring images of the LED marker, while moving
the LED marker/gripper inside the inspection volume, both
the imaging process of the handled part, and the two imaging
processes of LED markers can be calibrated simultaneously.
The position of the LED marker in all three field of views are
fitted to the physical position in the inspection volume. The
least square method in matrix form [6] offers a technique,
which can find the best fit for T and ~O, using a very high
number of data points in order to minimize the influence of
random errors in the calibration process. In this case, the robot
is a 3D motorized stage for optical applications, thus we can
specify the positions with an accuracy of ±5 µm.
Secondly, the light plane needs to be located and orientated






where ~n is the vector normal to the light plane, ~Pklm is the
position vector to be tested and ~P0 is a known position in the
light plane. For this purpose we use a sphere with a known
radius – in our case of 28.625 mm. The sphere is mounted
in the gripper and images are acquired while the robot/stage
moves the sphere around in the inspection volume. By fitting
the line images to ellipsoids we can estimate the positions
of the center of the sphere in the camera coordinate system.
Again, by using the least square method in matrix form and
significantly multiplying the number of data points beyond
the number of linear equations required for a solution we can
find a good fit for the normal to the light plane in the robot
coordinate system.
The camera has global shutter and can deliver frames at
a rate of 162 frames per seconds. This means that if the
robot arm can move the part with a speed of 1 m/s, the
3D imaging method will provide an data point for every 6
mm. The resolution of the camera is of 1920 x 1200 pixels
in B/W and is relatively high in order to allow for the three
fields of views. The precision relies mostly on the calibration
carried out with the sphere ( 30 µm), and we estimate that
(a)
(b) (c)
Fig. 1: The edge detection performed on the part (left) is illustrated in the middle figure and the measured position is plotted
as a function of part position in the right figure.
Fig. 2: Schematics (left) and a photograph (right) of the actual
setup.
our procedures can determined the position of the sphere by
approximately 100 µm.
The images are processed simultaneously while obtaining
data to minimize processing time. Each image can be pro-
cessed individually and the full point cloud can be generated
immediately after the last image is taken (after processing
of the images is done). When post-processing, the data
points, obtained from the images, and their positions must be
transformed into the robot coordinate system, therefore, we
determine the inverted transfer-matrix T−1:
~Pxyz = T−1 ·
(
~Pklm + T · ~O
)
(3)
The final full point cloud and the edge point cloud are
illustrated in Fig. 3 for an arbitrary part.
III. 3D SCANNER SIMULATION
A. Virtual Setup
The virtual setup is considered a copy of the actual 3D
scanner setup (Fig. 2). Important to be stated is the fact that the
(a)
(b)
Fig. 3: The figure illustrates the surface 3D point cloud (top),
of an arbitrary part, and the 3D edge-point cloud (bottom).
only input parameters to the simulation process is the position
of both light source and camera. The parameters which adjust
the density of the output point cloud have initially fixed values.
However, the latter parameters can be adjusted accordingly to
the desired output density and execution time, if necessary.
In order to simulate the light source, a virtual camera was
utilized. This camera beams a line on the object that mimics
the light line that is emitted by the laser pointer on the
actual setup. Any point of this line that lies on the object
is considered initially as a point of a temporary point cloud.
In the next step, it is checked if these temporary points are
visible from an other virtual camera which acts as the real
camera of the 3D scanner. All the temporary points that are
clearly visible by the latter virtual camera are considered as
final points of object’s point cloud. Finally, this procedure is
executed multiple times in order to cover the whole model.
The whole area of the object is important to be scanned, thus
moving the part in front of the virtual cameras (as it is the case
in the real setup) is necessary. Transforming the CAD model,
in order to mimic its movement in front of the fixed camera,
is computationally expensive. Moving instead the virtual setup
(both cameras by keeping their geometric relation unchanged)
is a more efficient solution.
Fig. 4: Depth buffer that imitates the light plane.
B. Algorithm analysis
As earlier stated, the line that simulates the light source
beam is the first step of the simulation. For that exact reason,
a depth buffer (or Z-buffer) is constructed. The Z-buffering is
a commonly used technique in computer graphics as a way
of managing the depth information. It is a way to distinguish
whether different objects or parts of a scene are visible from
a specified position. More specifically, for each element of
the scene the Z-buffer provides a solution for capturing that
part of it that is visible and not on the back side with respect
to the viewing position. It was initially proposed by [7] and
considered as a naive solution, however nowadays depth buffer
is a standard and very essential method in computer graphics.
In our simulation the buffer is constructed as a line (Fig. 4, Fig.
5) that is perpendicular to the line which starts from the first
virtual camera –that mimics the light source– and stops to the
origin of setup’s coordinate system (Eq. 4). The constructed
depth buffer simulates the light plane that is emitted by the
light source and is seen as a line on the object (Fig. 1a).
x = LPx − LPx · t
y = (LPy +NmSt · StRs)− LPy · t
z = LPz − LPz · t
(4)
The transformation of the light source - camera setup is noted
in Eq. 4. The NmSt notation indicates the step number and is
multiplied by the StRs which signifies the chosen step size (see
Fig. 7). The step size is highly dependent on the application
and is easily adjusted if necessary. Smaller steps allow more
details resulting in increased computations and accordingly to
Fig. 5: Intersection points on CAD model.
highly extended execution time. LPx, LPy , LPz denote the
light source position on x, y and z axis respectively.
The continuous line of the depth buffer theoretically consists
of infinite number of points, but a reasonable resolution is
adopted (Fig. 4). The higher the resolution, the slower the
simulation. Using the point where the first virtual camera is
located and each of the selected points on the depth buffer
line, shooting rays are constructed. Each one of them emits
towards the CAD model of the object (Fig. 4). If the extension
of a scanning ray intersects with the object’s surface (Fig. 5),
the intersection point is considered as a point of the temporally
generated point cloud. The aforementioned method is picked
in order to mimic the straight laser line of the physical setup,
which scans the object in every step.
Fig. 6: Visibility check of the detected intersection points.
Fig. 7: Multiple scanning iterations with highly increased
step size (StRs).The numbering of the scans is illustrated too
(NmSt).
The visibility check that follows, determines whether these
points are indeed visible from the second virtual camera,
which simulates the physical camera of the setup. Even though
this step increases the computation time, it is rather important.
By simulating this camera, we reproduce possible “blind
spots” that are generated in the actual setup, due to objects’
cavities and occlusions. All the points from the temporal point
cloud that are indeed visible, compose the final point cloud of
the object (Fig. 6).
A CAD model is not a solid part as an actual object,
thus a ray can possibly intersect with the latter in more
than one point, due to the fact that beams pass through it.
This phenomenon is taken into consideration throughout the
simulation process. Only those points that are visible to the
light source side of the object are on the surface towards the
camera and are then selected. The back side of the model
would not be visible, in the real world, thus any other point
except from the closest one is neglected.
Lastly, the described procedure is executed multiple times so
that the whole CAD model is fully scanned, and a dense point
cloud is generated. In Fig. 7, the simulation of the illuminated
object and the corresponding scanning are illustrated for three
steps. The selected scanning step (StRs) in this specific case
is highly increased for the sake of better visibility.
IV. SIMULATION EVALUATION
In this section the speed and the accuracy of the imple-
mented camera simulation will be evaluated. Four different
objects (Fig. 8) are selected to illustrate the output of the
simulation. Their CAD models have a varying number of
polygons and are chosen in a way to allow us to test the speed
of the algorithm in several load scenarios, i.e. fluctuating part
complexity. Initially, quantitative tests regarding the execution
time of the algorithm with respect to the resolution of the
generated point cloud were conducted.
During testing, in order to evaluate the algorithm under var-
ious load scenarios, the parameters were adjusted to generate
point clouds with a variety of densities. The aforementioned
parameters refer to the consistency of the scanning lines, that
cover the whole object, and the number of the shouting beams
per scanning line. For that reason, 18 different parameters’
configurations were applied to the 4 selected objects. The
testing process was handled using an Intel i7-6700K processor.
The simulation algorithm is able to take advantage of all cores
of the CPU simultaneously.
The plots that depict the results of the testing procedure,
indicate a linear relation between the density of the generated
point cloud versus the runtime (Fig. 10). It is noted that for
approximately the same number of points of the generated
point cloud the time varies on different object. This comes as
a result of the diversity on the number of polygons to describe
each object. For example, for Model 2, which has 128590
polygons, the simulation requires the highest runtime even for
the least dense output, comparing to all the other parts. The
high number of polygon and vertices lead to highly increased
computations during the simulation. On the other hand, for
Model 3, which consists of 4230 polygons, even for the most
dense output, less than a second is required.
Additionally, qualitative tests concerning the accuracy of
the output indicate that the simulation depicts accurately the
parts. Due to the fact that conducting quantitative tests in
order to evaluate the quality, would lead to evaluation of the
selected method that measures the accuracy of the generated
point cloud, it was decided to visually assess the result. In Fig.
9, the generated point cloud (green colored points) alongside
the pure vertices of the CAD model (red colored points) are
depicted for 2 of the 4 selected parts. It is clearly visible that
the generated point cloud fits exactly on the CAD model of
the parts. Also, no points from the back side of the objects are
generated. Only points that are visible, to the camera position,
are projected.
V. DISCUSSION
At present, the camera is triggered for a measurement by
inspecting the images continuously for the presence of the
LED marker. This arrangement limits the frame rate to 16
frames per second, and the speed of the robot arm to 50 mm/s
in order to get edge data points for every 3 mm. In the future
work, the trigger will be activated by optoelectronic hardware,
and frames will be transferred to the computer at full speed
(162 fr/s).
By combining the edge point cloud with information of
the initial inspection (the full point cloud) we would like to
demonstrate that the method is still a flexible solution in terms
of addressing many different types of parts.
VI. CONCLUSION
A precise method for 3D imaging was presented. The
proposed system can generate the surface and the edge 3D
point cloud of an object with almost no noise (comparing to
well-known 3D cameras) and high accuracy.
The simulation of the process applied on the CAD model
of the part, outputs also a very detailed and accurate 3D point
cloud, by imitating the real setup. Only the position of the
(a) Model 1 (b) Model 2 (c) Model 3 (d) Model 4
Fig. 8: Objects’ CAD models
(a) Model 1, pose 1 (b) Model 1, pose 2 (c) Model 2, pose 1 (d) Model 2, pose 2
Fig. 9: Qualitive test results
(a) Model 1 (b) Model 2 (c) Model 3 (d) Model 4
Fig. 10: Quantitive tests results
camera and the light source are necessary input parameters in
order to have a precise imitation of the system.
The actual 3D point cloud and the one generated by the
simulation, will let calculation of misplacement of the part
inside the gripper. The resulted pose refinement will grand
highly improved accuracy during the placing task, hence
boosted efficiency.
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