Etude théorique et simulation numérique d'une décharge électrostatique dans le vide by Séverin, François
Etude the´orique et simulation nume´rique d’une de´charge
e´lectrostatique dans le vide
Franc¸ois Se´verin
To cite this version:
Franc¸ois Se´verin. Etude the´orique et simulation nume´rique d’une de´charge e´lectrostatique dans




Submitted on 5 Apr 2004
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de








ECOLE NATIONALE DES PONTS ET CHAUSS

EES
pour obtenir le titre de
docteur
Specialite : Mathematiques Appliquees
ETUDE THEORIQUE ET SIMULATION
NUMERIQUE D'UNE DECHARGE
ELECTROSTATIQUE DANS LE VIDE
par Francois SEVERIN
Soutenue le 27 octobre 1998 devant le jury compose de :
Mme Anne NOURI Directrice
Mme Brigitte LUCQUIN Rapporteurs
Mr Mickael BALABANE
Mr Jean-Pierre MARQUE






Chapitre 1. Presentation generale 7
Chapitre 2. Le modele 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Rappel sur le systeme d'Euler . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Hyperbolicite . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Le systeme d'Euler isotherme . . . . . . . . . . . . . . . . . . 17
2.3 Presentation des equations . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Particules chargees . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Particules neutres . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Conditions aux limites . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Pour les particules chargees . . . . . . . . . . . . . . . . . . . 20
2.4.2 Pour les molecules neutres . . . . . . . . . . . . . . . . . . . . 20
2.5 Le potentiel electrostatique . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Un premier modele . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 Un deuxieme modele . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
II Partie Theorique 25
Chapitre 1. Introduction 27
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Chapitre 2. Charged particles 33
2.1 Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3 Poisson's equation, Sobolev inequality . . . . . . . . . . . . . . . . . . 38
2.4 Drift-Diusion-Poisson . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2 CHAPITRE 0. TABLE DES MATI

ERES
2.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.2 Existence and uniqueness . . . . . . . . . . . . . . . . . . . . 39
2.4.3 Remark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Chapitre 3. The Euler system 51
3.1 The Euler system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.1.1 Position of the problem . . . . . . . . . . . . . . . . . . . . . . 52
3.1.2 The method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 The Cauchy problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 A linear system . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2 The Quasilinear system . . . . . . . . . . . . . . . . . . . . . . 56
3.2.3 Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.4 Maximum domain of determination . . . . . . . . . . . . . . . 60
3.2.5 Denitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3 The boundary problem for the Euler system . . . . . . . . . . . . . . 64
3.3.1 A new system . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.2 A few denitions about the boundary problem . . . . . . . . . 71
3.3.3 Existence and uniqueness of the solution . . . . . . . . . . . . 72
3.3.4 Order of magnitude of the time of existence and uniqueness
of a solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4 The initial boundary value problem . . . . . . . . . . . . . . . . . . . 74
Chapitre 4. The whole problem 79
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2 Continuity of the map T
1
. . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.1 Regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.2 Continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.3 Continuity of the map T
2
. . . . . . . . . . . . . . . . . . . . . . . . . 122
4.3.1 The Cauchy problem . . . . . . . . . . . . . . . . . . . . . . . 123
4.3.2 The boundary value problem . . . . . . . . . . . . . . . . . . . 123
4.4 Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.4.1 Estimations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.4.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
III Partie numerique 143
Chapitre 1. Approximation Numerique 145
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
1.2 Equations de Derive-Diusion . . . . . . . . . . . . . . . . . . . . . . 147
31.2.1 Discretisation du courant . . . . . . . . . . . . . . . . . . . . . 148
1.2.2 Discretisation des equations de Derive-Diusion . . . . . . . . 149
1.2.3 Conditions aux limites . . . . . . . . . . . . . . . . . . . . . . 149
1.2.4 Stabilite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
1.2.5 Une condition CFL . . . . . . . . . . . . . . . . . . . . . . . . 155
1.3 Le systeme d'Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
1.3.1 Calcul des ux . . . . . . . . . . . . . . . . . . . . . . . . . . 157
1.3.2 Conditions aux limites . . . . . . . . . . . . . . . . . . . . . . 160
1.3.3 Desorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
1.3.4 Integration en temps . . . . . . . . . . . . . . . . . . . . . . . 162
1.4 Elements nis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
1.4.1 Cas homogene . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
1.4.2 Cas non-homogene . . . . . . . . . . . . . . . . . . . . . . . . 167
1.4.3 Algorithme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Chapitre 2. Resultats Numeriques 169
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
2.1.1 Le plasma initial . . . . . . . . . . . . . . . . . . . . . . . . . 170
2.1.2 La geometrie . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
2.1.3 Presentation des simulations . . . . . . . . . . . . . . . . . . . 172
2.2 Simulation temoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
2.3 Inuence du processus d'ionisation . . . . . . . . . . . . . . . . . . . 180
2.4 Inuence du potentiel V
0
. . . . . . . . . . . . . . . . . . . . . . . . . 183
2.5 Inuence de la charge . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
2.5.1 Cas d'une charge faible . . . . . . . . . . . . . . . . . . . . . . 187
2.5.2 Cas d'une charge discontinue . . . . . . . . . . . . . . . . . . . 188
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
IV Conclusion generale 193
Conclusion 197
V Annexes 203
Annexe A. Le nombre minimal caracteristique 205
Annexe B. La fonction d'ionisation 207
4 CHAPITRE 0. TABLE DES MATI

ERES
Annexe C. Les espaces H
r;s
209
C.1 Denitions and properties . . . . . . . . . . . . . . . . . . . . . . . . 209
C.2 A few theorems about the heat equation . . . . . . . . . . . . . . . . 211






L'homme envoie des satellites et des sondes dans l'espace depuis une quaran-
taine d'annees. Ces vingts dernieres annees, plusieurs anomalies ont ete reperees.
On peut citer le cas de Viking Lander 1 en 1975 ou le chromatographe a perdu en
precision, perte due a la presence de charges. Plus recemment on peut aussi citer le
cas d' Intelsat 511 lance en 1985 et qui presentait en 1993 des anomalies de contro^le
imputables la aussi a la presence de charges. Pour avoir une liste plus complete on
peut se referer a l'enque^te menee par la NASA ([1] et [2]).
De maniere generale les eets de la charge peuvent nuire gravement aux systemes
electroniques embarques. S'assurer que ces systemes sont proteges est une condi-
tion necessaire pour la reussite des missions et necessite la comprehension de ces
phenomenes de decharges.
C'est dans ce cadre que s'inscrit cette these. Nous nous interessons aux decharges
electriques qui peuvent se produire sur un satellite en orbite geostationnaire. A
36:000 km de la Terre, le satellite n'est environne que d'une atmosphere tenue liee
a la contamination et au degazage. Le developpement de decharges resultera essen-
tiellement des processus d'interaction de surface entre les materiaux et les particules
chargees incidentes (implantation et emission secondaire, desorption stimulee).
La seule contrainte que le satellite subit est celle du Soleil. Elle se manifeste sous la
forme d'un vent solaire et du rayonnement solaire. Ce vent est constitue entre autres
d'electrons tres energetiques. Pour veiller a l'isolement thermique, un reve^tement de
dielectrique est depose sur sa surface.









it comme une structure avec des materiaux aux proprietes electriques
dierentes. Sous l'eet du bombardement du uide de particules energetiques, ils
vont presenter des potentiels diferents. Le modele que nous avons etudie a ete pro-
pose par J.P. Marque [32, 33]. Il decrit le developpement d'une decharge de surface se
propageant a la surface d'un dielectrique charge par un ux d'electrons energetiques.
La decharge est initiee a une jonction metal-dielectrique lorsque le champ electrique
atteint une valeur seuil puis se propage en emettant vers le vide un ux d'electrons.
Cette emission electronique (phenomene de blowo) est caracteristique de ce type
de decharge dielectrique et constitue une source de champ electromagnetique per-
turbateur. Nous nous interessons au mecanisme de propagation qui est schematise
sur la gure 1.1. La decharge, supposee ici se propager de facon stationnaire, est
un canal de plasma qui se detend dans le vide emettant des electrons et des ions.
Alors que les premiers sont repousses par le potentiel repulsif du materiau, les ions,
au contraire, bombardent le dielectrique creant, par desorption stimulee, un ux de
neutres. L'ionisation de ce gaz si elle est susceptible de conduire a un plasma de
me^me caracteristique que le plasma initial permet l'avancee du canal de decharge.
Ce sont les conditions de reproduction de ce canal selon ce mecanisme que nous
voulons analyser.
Pour modeliser les decharges, deux approches sont generalement utilisees:
{ la methode cinetique
Le systeme est decrit par la fonction de distribution qui satisfait l'equation de
Vlasov (voir par exemple C. Cercignani [6]). Theoriquement, cette equation
souleve de nombreux problemes et a ete beaucoup etudiee. Numeriquement,
la methode la plus employee est la methode PIC. Cette approche fournit une
description tres precise des phenomenes mis en jeu (voir Birdsall [4]). Elle est
souvent utilisee pour l'etude des plasmas sans collisions, des plasmas faible-
ment ionises. Elle est cependant tres cou^teuse.
{ la methode uide
On preferera la methode uide a la methode precedente lorsque les collisions
(en particulier les echanges de chaleur) sont importantes (voir J.P. Boeuf [3]).
Le uide est alors decrit par sa densite, sa quantite de mouvement et son
energie, chaque quantite etant regie par une equation. Pour fermer ce systeme
d'equations, il est necessaire de se donner une loi d'etat du uide.
De nombreux systemes d'equations uides peuvent e^tre obtenus a partir de
l'equation de Boltzmann, voir par exemple C. Cercignani [6], P. Degond et
B.Lucquin [10] ou B.Lucquin [11]. On peut introduire le nombre de Knudsen
Kn qui est le rapport entre le libre parcours moyen  et la longueur typique de
9l'observation L: Kn :=

L
. On adimensionne alors l'equation de Boltzmann. En
supposant que la fonction de distribution f est une maxwellienne, on obtient
une relation qui relie la pression a la densite et a la temperature. En faisant
tendre Kn vers zero et en se donnant une loi d'etat, on obtient le systeme
d'Euler (voir F. Golse [8]). Ainsi lorsque les collisions sont importantes, c'est a
dire en dehors de la couche de Knudsen, un traitement uide est legitime. Dans
cette couche, il faudrait faire une etude cinetique, mais sous une condition de
desorption intense, on peut la negliger, et c'est ce que nous faisons ici.
On peut aussi traiter une partie du domaine par une methode cinetique et une autre
par une methode uide (cf Zaharaoui [5]), mais l'etude mathematique de l'interface
n'est pas toujours evidente a realiser (cf F.Golse [7]).
Les parametres et phenomenes importants sont:
{ la densite de charge electronique implantee,
{ le potentiel de l'armature metallique,
{ la desorption,
{ et l'ionisation.
Les grandeurs carateristiques du plasma et de la decharge sont:
{ la densite des particules chargees et neutres,
{ le potentiel electrique,
{ la vitesse de la decharge,
{ et les courants electroniques de blowo et de ahover.
Ces courants correspondent respectivement aux electrons ejectes loin du panneau
solaire et a ceux qui remontent le canal de decharge. Ces courants sont impor-
tants de deux points de vue. Tout d'abord, ce sont eux qui sont responsables de la
deterioration du satellite. En eet, la trajectoire des electrons du blowo peut e^tre
recourbee par un champ magnetique et des electrons energetiques peuvent heurtent
le satellite. Les electrons du ashover sont responsables de la degradation des parties
electroniques. Ensuite, l'ONERA dispose de moyens pour faire des experiences sous
vide et mesurer ces courants.
Nous n'etudierons ni la formation du plasma initial, ni l'avenir des electrons ejectes.
L'objet de cette these est l'etude de la propagation de l'ionisation. On veut savoir
sous quelles conditions elle se produit, combien de temps elle dure, quelle est sa
vitesse, quels sont les courants qu'elle engendre?



























































Fig. 1.1 { Principe de la decharge
11
Le plan de la these est le suivant:
{ Dans la premiere partie, nous presentons les equations qui nous serviront a
modeliser la decharge.
Nous aurons un modele uide sur tout le domaine.
Pour chaque type de particules, les molecules neutres, les electrons et les ions
nous verrons quel type d'approximation nous pouvons faire. Deux modeles
seront alors proposes.
Dans le premier modele nous nous placerons dans l'hypothese isotherme pour
les trois types de particules. Les molecules neutres seront alors regies par le
systeme d'Euler isotherme, systeme qui gouverne la densite volumique et le mo-
ment. Les particules chargees seront regies par les equation de Derive-Diusion.
Ce modele servira a une etude theorique.
Dans le second modele, nous utiliserons le systeme d'Euler complet pour les
molecules neutres (c'est-a-dire que nous nous interesserons a l'evolution de la
densite volumique, du moment et de l'energie). Nous garderons les equations de
Derive-Diusion pour les particules chargees. Ce modele servira a la simulation
numerique.
Dans chaque cas, le champ electrique derivera du potentiel electrostatique
engendre par la dierence de charge.
{ Dans la deuxieme partie, en utilisant une methode de point xe, nous mon-
trons l'existence et l'unicite de la solution du probleme 'theorique'. Nous re-
marquerons que le systeme d'Euler isotherme est un systeme hyperbolique.
De nombreux auteurs ont etudie de tels systemes pour le probleme de Cauchy
dans tout l'espace (voir Majda [12]). Lorsqu'on considere un domaine borne, il
faut non seulement se donner une donnee de Cauchy, mais aussi des conditions
aux limites qui peuvent dependre de la solution du probleme. Jusqu'a present,
il n'a ete demontre que l'existence et l'unicite de solutions regulieres, C
1
et lo-
cales en temps (voir Li Ta-tsien et Yu Wen-ci [24] et M.Gisclon [9] pour l'etude
des conditions aux limites des systemes hyperboliques). Nous avons choisi de
reprendre les idees de Li Ta-tsien et Yu Wen-ci.
Le systeme qui gouverne l'evolution des molecules neutres est un systeme stric-
tement hyperbolique avec une condition initiale et une condition aux limites.
Le couplage avec les particules chargees se fait a ce niveau. Ce couplage, qui
modelise le phenomeme de desorption demande une certaine regularite sur la
solution du probeme de Derive-Diusion couple avec l'equation de Poisson.
Tout d'abord nous considerons le probleme de Cauchy. Par une methode des
caracteristiques, nous montrons l'existence et l'unicite de la solution dans le
co^ne de dependance. Puis en reprenant les idees de Li Ta-tsien et Yu Wen-ci,
nous etendons la solution au co^ne de dependance maximal, pour des temps







petits. En dehors de ce domaine, nous avons a considerer un probleme aux
limites. Toujours par une methode des caracteristiques, nous montrons l'exis-
tence et l'unicite de la solution. Nous obtenons ainsi une solution dans tout le
domaine.
Pour les equations de Derive-Diusion et de Poisson, le cadre fonctionnel est,





)). Mais il s'avere que ces espaces
ne donnent pas assez de regularite sur la solution dans le cadre d'un probleme
aux limites. C'est pourquoi, nous utilisons les espaces non-homogenes de Lions-
Magenes du type H
r;s
(0;T ; 
) (voir [28]). Nous montrons tout d'abord l'exis-






une methode de bootstrap nous gagnons la regularite necessaire.
Pour nir, par une methode de point xe, nous montrons l'existence et l'unicite
de la solution pour le probleme global.
{ Enn, nous presentons la methode de resolution numerique ainsi que les resultats
numeriques. Nous utilisons une methode de dierences nies pour les ions et
les electrons, une methode de volumes nis pour les neutres et une methode
d'elements nis pour le potentiel electrostatique. Nous mettons en evidence





La modelisation de l'avancee de la decharge se fait a l'aide de trois especes de
particules:
{ les molecules neutres,
{ les electrons,
{ les ions charges positivement.
Pour les particules chargees, nous partons de la theorie cinetique (voir [14]). Chaque







; p 2 IR
3
; t  0 dans l'espace des phases position-impulsion (x;p). Chaque
fonction f


























est la vitesse de la particule  = e;i et F








est le terme de collisions. La force que nous considerons












ou  est la charge et 
0
la permittivite du vide. Le modele uide que nous utiliserons
est issu de (2.1) par le calcul des dierents moments de la fonction de distribution


















































 (v   u

)fdv;



































































































ou r: represente l'operateur divergence par rapport a la variable x. C'est ce systeme
(2.2) que nous allons considerer pour chaque type de particules chargees. Il s'agit
donc du systeme d'Euler avec un second membre.
Les particules neutres seront aussi regies par le systeme d'Euler suivant
@
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2.2. RAPPEL SUR LE SYST

EME D'EULER 15
Pour les molecules neutres, il n'y a pas de force electrostatique. D'autre part, nous








Dans un premier temps, nous allons rappeler certaines caracteristiques du syseme
d'Euler. Dans un deuxieme temps, nous verrons quelles approximations nous pour-
rons faire an de simplier les systemes. Ensuite, nous presenterons les conditions
aux limites que l'on impose. Nous mettrons en evidence plusieurs phenomenes de
couplage. Nous nirons ce chapitre en ecrivant deux systemes:
{ le premier nous servira pour la simulation numerique. En supposant que les
panneaux solaires sont innis dans une direction, nous ferons les simulations en
deux dimensions d'espace, c'est-a-dire que nous ferons une coupe du panneau.
{ le deuxieme servira a une etude theorique.
2.2 Rappel sur le systeme d'Euler
Pour la simulation numerique et pour l'etude theorique, la dimension de la va-
riable d'espace est strictement plus petite que trois; c'est pourquoi, nous considererons,
dans un premier temps, le cas ou la variable d'espace est bidimensionnelle. Si u












:!F (W) = S



















 etant la masse volumique, u la quantite de mouvement, E l'energie et S le terme


















































16 CHAPITRE 2. LE MOD

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ou p est la pression. Pour fermer ce systeme, il faut se donner une loi d'etat. On
relie la pression a la densite volumique n par:
p = nKT;
ou T est la temperature et K la constante de Boltzmann. Nous allons a present

















pour les particules chargees (d=dimension de l'espace):
Pour ces lois d'etat, on peut consulter Raviart [14]. Nous avons donc la relation














vecteur non nul de IR
2
et F une combinaison lineraire des ux:
F(W;) := 
x





















































2.2.2 Le systeme d'Euler isotherme
Nous presentons ici un modele simplie du systeme d'Euler: le systeme d'Euler
isotherme, sans terme source ni collisions. La temperature est constante et l'equation
de l'energie est identiquement veriee. Le systeme s'ecrit:
@
t
 +r:(u) = 0;
@
t
(u) +r:(nKT + u
 u) = 0:



















2.3 Presentation des equations
Du point de vue numerique le systeme (2.2) est diÆcile a resoudre car il contient
un terme raide, terme du^ au champ electrique. En eet, toujours dans [14], il est























est la longueur de Debye et L la longueur caracteristique du systeme. Nous
allons a present recrire ou modier le systeme (2.2) an de lui donner une forme






































est la frequence de collisions pour les echanges de moment. En utilisant
l'hypothese de faible ionisation nous montrons a present que l'on peut transformer
le systeme d'Euler (2:2) pour les particules chargees et obtenir les equations de
Derive-Diusion.
2.3.1 Particules chargees


























































Nous considerons ici un plasma faiblement ionise, donc nous ne prenons en compte






























Les echanges de moment entre particules chargees et particules neutres sont pro-
portionnelles aux vitesses relatives. Nous nous placons a present a l'echelle de la

















































































































































































Nous nous placons dans l'hypothese isotherme pour les electrons et les ions, d'ou la































































































































 0, nous retrouvons les equations de Derive-Diusion classiques.
2.3.2 Particules neutres
Pour les particules neutres, nous negligeons les ux de chaleur ainsi que les































































20 CHAPITRE 2. LE MOD

ELE
2.4 Conditions aux limites
Nous donnons ici, les conditions aux limites a la surface du dielectrique. Les
conditions a l'inni seront precisees ulterieurement.
2.4.1 Pour les particules chargees




ou  est la normale exterieure a la frontiere. Cette condition revient a une condition





ce qui correspond a une condition d'absorption.
2.4.2 Pour les molecules neutres




















est le ux d'ions incidents sur la surface du satellite et  une constante positive.
Il s'agit du phenomeme de desorption. C'est le premier phenomene de couplage
de notre probleme. Il lie les particules chargees (principalement les ions ici) et les
molecules neutres.
2.5 Le potentiel electrostatique
En ce qui concerne le champ electromagnetique, nous ne considerons que la partie


















 = g sur @
 (0;T );
ou e est la charge de l'electron (en valeur absolue) et 
0
la permittivite du vide. Le
potentiel electrique introduit un nouveau couplage entre les particules.
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2.6 Un premier modele
Nous proposons ici un premier modele. Il est base sur le systeme d'Euler, l'equation


























: = 0 sur @


























= 0 sur @











 = g sur @
 (0;T );
(2.7)



















































































C'est ce modele qui nous servira pour la simulation numerique. Nous rediscuterons
















































represente la recombinaison, c'est-a-dire la formation de molecules neutres a partir
de collisions entre les ions et les electrons.
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2.7 Un deuxieme modele
Nous sommes a present interesses par un modele de decharges qui servira a une
etude theorique. Pour cela, nous appliquons l'hypothese d'isothermie aux molecules
neutres. Le modele obtenu est donc base sur le couplage entre les equations de

























































 = g sur @
 (0;T ):
(2.9)
Les resultats d'existence et d'unicite sont obtenus dans les cas de trois dimensions
en espace. Pour les molecules neutres, la situation est dierente car les resultats
d'existence et d'unicite sont obtenus dans le cas d'une dimension d'espace. C'est
pourquoi, apres avoir montre l'existence et l'unicite de la solution pour le systeme





























= 0 sur @


























= 0 sur @













 = g sur @
  (0;T ):
(2.10)
ou 

















= 0; dans 
 (0;T );
(2.11)





















est une fonction donnee. Nous avons deja explicite une fonction d'ionisation
dans la Section 2.6. Cependant cette fonction n'est pas assez regularisante pour



















ou F est une fonction tres reguliere. Sa regularite sera discutee dans les chapitres
suivants.
2.8 Conclusion
Dans ce chapitre nous avons montre les equations qui regissent l'avancee de la
decharge electrique. Nous avons aussi propose deux systemes d'equations: Le systeme
(2:7   2:8) servira pour la simulation numerique et le systeme (2:9   2:11) servira
pour l'etude theorique.
Nous avons aussi mis en evidence trois phenomenes de couplages:
{ Le phenomene de desorption qui relie les ux des ions a celui des molecules
neutres,
{ Le phenomene d'ionisation qui relie les trois types de particules,
{ L'equation de Poisson qui couple les ions et les electrons.
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1.1 Introduction
We are studying the existence and uniqueness of the solution to the drift-diusion-
Poisson system coupled with the Euler system. Let 
 =]0;a[ and   = f0g [ fag.




the electron and ion densities, and by  the electrostatic
potential. In the Euler system,  will be the neutral density and m its rst moment.




















































































on (0;T )  ;
n
i









at t = 0;
(1.1)








) in (0;T ) 
;
 = g on (0;T )  :
(1.2)
































(x); m(0;x) = m
0
(x) in 
; ( initial conditions);
m(t;0) = ~m
0
(t); (t;a) = 
a
(t);t 2 (0;T ) (boundary conditions):
(1.3)


















the mass of the ions. At x = a, ~
a
is a given function.
The scheme of the proof of the existence and uniqueness is the following.
1. Assume the density  is given. The case of n = 3 is rst considered. Let

 be a bounded subset of IR
3
and   its boundary assumed to be C
1
. By a














































































r: on (0;T )  ;
n
i

















) in (0;T ) 
;
 = g on (0;T )  :
(1.6)
The result of existence and uniqueness is only locally in time. Then, we will
notice that those results of existence and uniqueness are also valid when 
 is
a bounded subset of IR.

































(x); m(0;x) = m
0
(x) ( initial conditions);
m(t;0) = ~m
0











given functions. Following the
ideas of Li Ta-tsien [24] and Yu Wen-Ci, we prove the existence and uniqueness





3. The results for the Euler system being in a one dimensional space, we study
























































































on (0;T )  ;
n
i









at t = 0;
(1.8)








) in (0;T ) 
;
 = g on (0;T )  :
(1.9)
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4. Next, for some convex compact subset (P (Æ)) of C
0
, dene the map T by
T : (P (Æ))  ! (P (Æ))
 7 !  := T ();














































(x) m(0;x) = m
0














































































































= 0 in ;












It is shown that T is continuous from (P (Æ)) into itself, which shows the




;;;m) to (1.8-1.9-1.3) (see Theorem D.1).
5. Finally we prove the uniqueness of the solution.
Remarks
{ The potentiel  satises a Dirichlet problem.
{ We follow the proof of Seidman [20] to study (1.8).
{ We can not establish a maximum principle for the electrons, even with [21]
because the boundary conditions are not in an adequate form.
{ For the Euler system, only m is given on the boundary.
{ One could thought to use the semi-groups theory [22, 26]. Indeed, the system












Nevertheless, to get regularity on n
e
, one need a priori f to C
1
in time, which
is not the case in our problem.
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Let us give the following denition and notation.
Denition
P (t) :=]0;t[
; P (T ) :=]0;T [
; (1.12)
Notation





















































 a bounded subset of IR
3
.





)), 0  v a.e.,






















































wr): = 0; (t;x) 2 (0;T )  ;
w(0;x) = w
0
(x)  0; x 2 
;
(2.2)
has a unique solution w in H
2;1
(0;T;
) (see Annex C).























rW ) = f
e







; on (T );

























In order to prove that the system (2.3) has a solution, we have to check the assump-
















































































































(]0;T [ ). By Property 4, it is suÆcient
























































is bounded because 
x
































































By (2.1), the compatibility condition is satised. Hence, by Theorem C.2.1, there
exists a unique solution W to (2.3) which belongs to H
2;1























) is compact. Thus the





)). For showing the continuity
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Denote by W
n










































































which shows the continuity of the map F . By Theorem of Schauder, there exist a





















r w   
e
wr): = 0; (t;x) 2 (0;T )  ;
w(0;x) = 0; x 2 
;
(2.5)





















































































































and by Gronwall's lemma, w = 0, which shows the uniqueness.
Proposition 2.1.1 If w
0






. The initial condition leads to w
 
(0) = 0. So if we multiply


















































































































and, by Gronwall's lemma, w
 
= 0 i.e. 0  w.
Remark. We do not have an upper bound easily for the solution w. In fact, if we










that is diÆcult to deal with.
2.2 Ions
Lemma 2.2.1 Let





)), 0  u,







































  rw)u; (t;x) 2 (0;T ) 
;
w = 0; (t;x) 2 (0;T )  ;
w(0;x) = w
0
(x)  0; x 2 
;
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Proof. We refer to the electron case.
Proposition 2.2.1 The density w is nonnegative.
Proof. For the proof of this proposition, we refer to the proof of Proposition 2:1:1
(the dierent boundary conditions in the ions and the electrons cases do not change
anything).
2.3 Poisson's equation, Sobolev inequality















have treated Poisson's equation (see for example [25]). One of the main results is
the following. The solution u to

































Here, the constant e denote the charge of the particles as it appears in Equation
(1.6), and the constant C
2;p
takes it into account. This section nishes by the Sobolev
inequality. There exists a constant C
inj









































Let  be a C
1







1. There exist a constant A
1
which depends only on 




























where C is a constant.
Remark. The constant A
2
is important because it depends on .










































(t;x;(t;x);r(t;x))   rv)u; (t;x) 2 (0;T ) 
;











; (t;x) 2 (0;T )  ;
v = 0; (t;x) 2 (0;T )  ;
 = g; (t;x) 2 (0;T )  ;
u(0;x) = u
0




(x); x 2 
:
(2.6)




are nonnnegative and there exists a
constant C
K



























2.4.2 Existence and uniqueness
Theorem 2.4.1 There exists a time T such that the system (2.6) has a unique















)), with u and
v nonnegative.





























































































show the existence and uniqueness of the solution, we will use a xed point method.
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Let F be the map
F : K  ! K
(u;v) 7 ! (U;V )






























; (t;x) 2 (0;T )  ;
V = 0; (t;x) 2 (0;T )  ;
(2.8)
where  is the solution to
 = e(u  v); (t;x) 2 (0;T ) 
;





(t;x;(t;x);r(t;x)). We are going to show that F is a continuous and



















































); t < T: (2.9)































); t < T:
Hence Lemmas 2.1.1 and 2.2.1 imply the existence of a solution (U;V ) to (2.8) in
~
K. To prove that (U;V ) belongs to K, let us prove the following lemma.
Lemma 2.4.1 There are positive constants C
p









































































Proof. We multiply the rst equation of (2:8) by U
p 1




































































































































































































































this completes the proof of Lemma 2.4.1.


























(T )  C
K
, We have the same results for V . Thus
(U;V ) 2 K.





































) topology to some U belonging to K. This implies the compactness of the
map F .










































































Ur:; (t;x) 2 (0;T )  ;
w(0;x) = 0; x 2 
;
(2.14)







  v)); (t;x) 2 (0;T ) 
;

 = 0; (t;x) 2 (0;T )  :










































For the following, we denote by : all the dierence quantities. For example,
u := u
n




We denote by C;C
k


























































































































































































































































































































































































Thanks to Lemma 2.4.1 and Properties of Poisson's equation (2.9), one can see that
f is uniformly bounded with regard to n.
44 CHAPITRE 2. CHARGED PARTICLES






















  rV )u; (t;x) 2 (0;T ) 
;
z = 0; (t;x) 2 (0;T )  ;
z(0;x) = 0; x 2 
:
(2.15)














































































































































































































































































which shows the continuity of the map F . The Schauder xed point theorem D.2
implies the existence of a solution (u;v;) of the system (2.6).
Let us now study the uniqueness of the solution. As previously, C
k
; k = 1;2::: will












) be two solutions of the system (2:6).





















































): = 0 on @P (t);
w(0;x) = 0; x 2 
:
































































































































































































































































































































































so that Gronwall's lemma implies that f = g = 0. This proves the uniqueness of the












) of the system (2.6).
Remarks.
{ Lemma 2.4.1 provides the following result. For any p 2 [2;6], the solution U;V

















{ There exists a maximum principle for the ions. Let N be a constant so that
v
0




 0. Then v  N .
















































e(N   w)(u  (N   w))  (
i
  r(N   w))u)w
 
:
The cubic term w
3
 
has a denite non positive sign, as well as the linear term
in w
 


























It follows from Gronwall's lemma that w  0.
{ There is no maximum principle for the electrons. On account of the electrons






which was usefull to get the maximum principle for the ions. We can neither
use the method of Seidman [21].
2.4.3 Remark
In the next chapter we will deal with the Euler system and we will show the
results in one dimension in space. In Chapter 4, we will study the Drift - Diusion
- Poisson - Euler system in one dimension in space.





















was used. The space L
4
(











; t < T; (2.18)
for some positive constant C (see 2:9). If the dimension of space is one rather than
three, a bound of  in W
2;2
(
















; t < T: (2.19)






















This remark shows that all the results previously obtained in a three dimensional
space, are also valid in a one dimensional space.
Before nishing this Chapter, it would be usefull to estimate the boundedness of
the solution with regard to time T . Hence, let (u;v;) be the solution to (2.6).
Multiplying the rst equation by u and integrating over (0;t)  





















































































































































































































































































As it was said in Section 2.4.1, the constant A
2
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3.1 The Euler system
3.1.1 Position of the problem
Let I = [0;b], and Æ > 0 be a constant. In the following sections, the isothermal










Fig. 3.1 { Space-time
with u
1
:=  and u
2
:= m. In the isothermal Euler system context, the equation of
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and the boundary condition
m(t;0) = ~m(t); (t;b) = ~(t):
where ~m and ~ are given funtions. We see that the boundary conditions (t;0);m(t;b)
are not given.
3.1.2 The method
We will follow the Li Ta-tsien's method (see [24]). The system (3.1) can then be

















































The method of Li Ta-tsien uses a xed point method, and compact subsets of C
0
in order to have bounds on the solution and the eigenvalues. In our case, owing to
the eigenvalues, it is not suÆcient to bound the solution from above only. The main
dierence with Li Ta-tsien is that  need to be bounded from below, otherwise the
eigenvalues would not be bounded.
Notations












We will rst study the Cauchy problem and then the boundary problem.
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3.2 The Cauchy problem
3.2.1 A linear system


































functions on I, detj
lj


















Q(Æ) be the domain of determination
of I (see gure 3:2), i.e.
~
Q(Æ) = f(t;x); 0  t  Æ; x
1





(0) = 0, x
2















(t)); t 2 (0;Æ):




















(j = 1;2) belong to C
1
(I). Then the initial value problem (3.3) admits





























































Fig. 3.2 { Domain of determination of I=[0,a].


































Hence the solution u is seen as a xed point of the map T
u = Tu;









is a contraction. The C
1
regularity is done by hand.
#
3.2.2 The Quasilinear system
3.2.2.1 Frame of the problem
It is well known that for the Euler system, the couples (t;x) such that u
1
(t;x) =
(t;x) = 0 (i.e. time and space where vacuum occurs) are a real problem. To avoid




































(j = 1;2) are C
1









































satises detjZj 6= 0.
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We index by 0 what is considered at t = x = 0. Hence u
0
= u(0;0) = (0)...
Denitions













(t)  x  X
2
(t)g :







functions for 0  t  Æ,
2. X
1
(0) = 0 and X
2
(0) = b,

























































































































































Theorem 3.2.2 Let E(Æ
0








such that the problem (3.5) has a

































































































































































(Æ)), according to Theorem 3.2.1. Hence, we can
dene the operator T by
u = T (v):
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After some computation, we can show that there exists a time Æ
1
such that for all
times Æ  Æ
1


















































stays bounded from below. Moreover, after some calculus,































) is not closed in C
0
.
































































and their derivatives are continuous, it is clear that !(; 

) goes to
zero when  goes to zero. Via estimations obtained in the linear context, it can be


















()! 0 when  ! 0.
{ For any Æ  Æ
2



















; z = v
x
;
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then, for u = Tv,








; w = u
x
:
With the previous denitions, the following Proposition holds.



























































();  < 
0
g (3.8)
for some xed 
0















is a contraction map has a unique xed point, which ends the proof of Theorem
3:2:2.
#
3.2.4 Maximum domain of determination
We can go further about the concept of determination. We have seen that the
solution is dened on a strong determinate domain Q
0;b
(Æ). We can show that there
exists a solution u to (3.5) in the domain
f0  t  Æ; x
1
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respectively starting at 0 and b, for any v satisfying




b]. For any v satisfying
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)) is now well dened in the domain
Q(Æ





(t)  x  x
2
(t)g ;
















the maximum determinate domain Q(Æ

) is drawn on Figure 3.3.
Remark The maximum determinate domain depends only on the initial data
dened on I.
3.2.5 Denitions
The maximum determinate domain enables to construct the following compact
subset of C
0
(Q(Æ)). Indeed, the denition of the set E(Æ
0
) which is given by 3.6 can

































































Fig. 3.3 { Maximum Domain of Determination Q(Æ

)
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is a compact subset of Q(Æ).
3.3 The boundary problem for the Euler system
Let x
1





















is the solution of the initial value problem (3:5). Let
R(Æ) = f(t;x); 0  t  Æ;0  x  x
1
(t)g ; (3.22)
and  > 0 be given. Let the matrix
~
Z(~; ~m) be dened by
~








































































(t;0) = ~m(t); t 2 (0;Æ):
(3.23)










Fig. 3.4 { Domain R(Æ).
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Remarks
{ The compatibility conditions
~
0




= ~m(0;0) = ~m(0) = m
c
(0;0)
are necessary, since solution in C
0
(R(Æ)) are considered.

















   < 0:
This condition will remain true on a small enough interval of time.
{ We are looking for solution u to (3.23) which belong to C
1
(R(Æ)) such that u
1
is also bounded from below.
{ The scheme of the Li Ta-tsien proof of existence and uniqueness of the solution
of the system (3:23) is the same as for the Cauchy problem. Indeed, the linear
case, and then the quasilinear problem are studied. In this section we shall
not detail this scheme. We will rewrite the system (3:23) in Section 3:3:1, and
give some denitions in section 3:3:2, in order to use the Li Ta-tsien theorem,
which provides a suÆcient condition for the existence and uniqueness of the
solution.
3.3.1 A new system
The setting of Li Ta-tsien results, used in the following, consists in functions
vanishing at (t;x) = (0;0) and the problem is considered in an angular domain of
the type




u := ~u  ~u
0
; ie  := ~  ~
0
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(t;0) = ~m(t)  ~m
0
; t 2 (0;Æ):
(3.24)



















































; t 2 (0;Æ); on x = t;
u
2
(t;0) = ~m(t)  ~m
0

























(t;u); t 2 (0;Æ);x = 0:
Proof.
The rst set of boundary conditions is easily included in the second one. Conver-









































































































































































m(t = 0) = 0:
(3.27)














It follows from the previous remark that @
t
;  and @
x
 are bounded. Hence there








Hence there exists Æ such that
m
















 2 < 0), so that there exists a unique solution ( , m) to 3.26 and 3.27. Then,
on (t;x
1








(0;0)) is a solution of the same
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) = 0; l = 1;2; (t;x) 2 R(Æ);













(t); t 2 (0;Æ);











(t;u); t 2 (0;Æ):
(3.28)

















It holds that x
1




(0) = 0 and 
2





















t  Æ; 0  x 

tg: (3.30)















































































































In order to have a well-posed problem, it is suÆcient to have

1
(0;0;0) < 0 < 
2
(0;0;0): (3.32)






















and expansions of the rst order for _x
1


























































It follows from x
1























The inequalities (3.32) hold for a small enough time in the domain 0  x 

t.
For the sake of convenience, let us write u instead of u and so on, but keep

R(Æ), so





































) = 0; l = 1;2; (t;x) 2

R(Æ);











(t); t 2 (0;Æ);








































































), hence the deri-
vative of u are bounded from above by 

1
. It follows that if (0;0) > , then for a
suÆciently small Æ, (t;x) >

2
; t 2 (0;Æ
0
).
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3.3.2 A few denitions about the boundary problem
Remarks.






















) is a precompact subset of C
0
























 ! u in C
0
;




() be a function such that 

2
()! 0 as  ! 0.
Let 










































(); for any  > 0g


















{ On one hand, the sequence (v
n







). Moreover, this se-
quence is uniformly equicontinuous, so it belongs to a precompact subset of C
0













{ On the other hand, (q
n
k
) is also bounded and uniformly equicontinuous. In-
deed, let  > 0. If jt  t
0
j <  and jx  x
0















for  small enough. Hence the sequence (q
n
k
) belongs to a compact subset of
C
0

































in the distributional sense.
{ In fact q and u are continuous. And so, the previous equalities hold in C
0
.

















R(Æ)). This completes the proof
of Proposition 3.3.1.
3.3.3 Existence and uniqueness of the solution
Lemma 3.3.1 If m
0
> 0, then there exists a positive time Æ

, such that there exists




























































Let us recall a Li Ta-tsien result.







































is smaller than one, then there exists Æ

> 0 small enough sych that the Euler

































































































































































) = 0; l = 1;2; (t;x) 2

R(Æ);











(t); t 2 (0;Æ);






























), and the condition
0 <  < 1







) into itself. Then, it can be shown that there




















has a unique xed point.
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{ The function 

2
() used in Proposition 3.3.1 can be dened in the following





































We see that !

() is independent of v (which is a dump variable in the esti-
mation of !

()). We dene 

2
() by multiplying !









{ With this denition of 

2






















(); for any  > 0g:
3.3.4 Order of magnitude of the time of existence and uni-
queness of a solution.








is given by (3:37),










3.4 The initial boundary value problem
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on the domain P (Æ) := (0;Æ) [0;b]. First, the domain P (Æ) is splitted as








Fig. 3.5 { Domain P (Æ).
To solve the system (3.39), we consider the following three problems.
{ An initial value problem on the domain Q
0
(Æ). Indeed, we have seen in Section
3:2:4 that the Cauchy problem has a C
1
solution u on the maximum domain
of determination Q(Æ)
Q(Æ) := f0  t  Æ; x
1
(t)  x  x
2
(t)g ;










































{ A boundary value problem on the domain R(Æ). Thanks to Lemma 3:3:1 there
exists a unique C
1
solution u on the domain
R(Æ) := f0  t  Æ; 0  x  x
1
(t)g :
{ Another boundary value problem on the following domain
S(Æ) = f0  t  Æ; x
2
(t)  x  bg : (3.40)













































































) = 0; l = 1;2; (t;x) 2

R(Æ);











(t); t 2 (0;T );











(t;u); t 2 (0;T );
(3.42)
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where































































We can apply the theorem of Li Ta-tsien, since m
0
> 0 and 0 <  < 1.
Hence, we have shown the existence and uniqueness of a C
0
solution of the problem
(3:39).
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4.1 Introduction
From now on, 
 will denote the interval

 :=]0;a[;
with the boundary   := f0g [ fag. For any time T > 0, let P (T ) :=]0;T [
 and
(T ) :=]0;T [ .























































)  rv)u in P (T );

xx










v = 0 on (T );












































































 being a positive constant.















is the mass of the ions and J
i













On the boundary, v = 0 and J
i




. Besides, Proposition (2.2.1)
shows that v
x






















) for any p 2 [2;6]; 0  u
0



























Then there exists a time Æ  T
0
such that there exists a unique solution (u;v;;;m)





















Proof A xed point theorem of Schauder type will be used to prove this theorem.
Recall that












































































































are respectively dened by the characteristic curves (3.9) and
























(:)) are respectively dened
by Proposition 3.2.3 and Proposition 3.3.1.
Proposition 4.1.2 The space (P (Æ)) is a convex and compact subset of C
0
(P (Æ)).
Proof It is easily seen that (P (Æ)) is a convex subspace of C
0
(P (Æ)). Let (v
n
) a
bounded sequence of (P (Æ)). Then
{ the sequence (v
n
) is bounded and is uniformly equicontinuous, so it belongs
to a precompact subspace of C
0
(P (Æ)). And so there is a subsequence of (v
n
)
and a function v of C
0
, such that (v
n
) converges to v in C
0
.
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{ The sequence (q
n









) 2 R(Æ) we are in the cases of
Proposition 3.2.3 and Proposition 3.3.1.








) the intersection point






















































































































































One can see that, as 
2
















































































and the sequence (q
n
) is uniformly equicontinuous.
{ The end of this proof is the same as for proving the Proposition 3:3:1.
#
Let T be the map
T : (P (Æ))  ! (P (Æ))
 7 !  := T ();
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(x) m(0;x) = m
i






































































)  rv)u in P;

xx










v = 0 in ;








Recall that (P (Æ)) is dened by Proposition 4.1.2 and considered for the topo-
logy of the C
0
norm.
We will see at Section 4.3.2 that T maps (P (Æ)) into itself.
Since (P (Æ)) is a compact and convex subset of C
0
, it is suÆcient for T to be
















(t;0); t 2 (0;Æ);
4.2 Continuity of the map T
1








and e are assumed to be equal to 1. Thanks
to Theorem 2:4:1, there exist a time T , given by (2.7), such that for any Æ  T ,











)); for any p 2 [2;6];











)); for any p 2 [2;6]:








 is denoted by P (t) as well as P
t
.
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4.2.1 Regularity
The aim of this section is to study the regularity of the solution (u;v;) of the
































v = 0 on (t);

xx
= u  v in P (t);































































































































We refer to Annex 1 for an example of a function  satisfying those inequalities.
First of all, we state some propositions about the time regularity of the solution.
4.2.1.1 Estimation on u
t


































on (0;T )  ;
(4.9)















































4.1). (0;x) 2 W
2;2
(










































































Proof. Multiply (4:9) by u
t
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This completes the proof of Lemma 4:2:1.
#



































































); in P (t)






























































which does not depend on . Denote by B
0
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). This ends the proof of Lemma 4:2:2.
#
The proof for the regularity will be done with the use of the unisotropic H
r;s
Sobolev spaces and the use of some theorem about the heat equation (see the recalled
Properties and Theorems in Annex C).




For any function G dened on (T ) we denote by
Gj

:= (G(t;0);G(t;a)); t 2 (0;T ):
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Let us dene indexes m and boundary operators B for the electrons and ions res-


















4.2.1.3 Regularity of the solution
Denote by E := 
x
. We rewrite the the system (4:1), taking into account the
























































The equation for the potential remains the same, namely,

xx
= u  v; in P (T );




























(a) = 0 p 2 f0;::;4g :
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Sketch of the proof of Theorem 4:2:1. The proof consists in ve steps.








2. At the l
th
 step (l=2,4), we use Theorem C:2:4 to obtain the belongness of u










(P (T )). In order to apply this theorem,





















































(f   (w + w
t





















































4. At the 5
th




















Remark At the l
th
 step (l=2,4) the Compatiblity Relations (which are denoted by
CR
e
for the electrons and CR
i
for the ions) are the relations needed for the existence










(P ) which satises,
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we will use Theorem C:2:2 for the electrons and Theorem C:2:3 for the ions. For







mentioned in those theorems.


















, so we ignore the




















is p = 0. From









Recalling the expression of f
e

































For the ions, in the same way, recalling the expression of f
e
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Proof of Theorem 4:2:1




























































































































































There is a similar bound for f
i










)). The potential  satises

xx








































































































(]0;T [ ). By Property






([0;T ]  




















































is bounded because 
x















































































The compatibility conditions (CR
e









(x); x 2  ;





= 0 on  . The compatibility
conditions (CR
i
) for the ions
v
0
(x) = 0; x 2  ;
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. And so, by
Property 5,

















































































































4.2. CONTINUITY OF THE MAP T
1
97



































































































































































































































































































































































































































































































































































































































































































































































































Let us study the regularity of the boundary condition for the electrons, i.e.




























































































































(0;T ) and Pro-


























































































(0;x); x 2  ;
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with f
0
given by (4:25) and h
1































given by (4:26) and h
0
















which is the case.
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.4(b), and the boun-
dedness of E and , the bounds from above are obtained similarly to
previously.
{ The other terms can also be handled analogously.





















































































































































































































































































(P (T )). For u, we know from the previous

































































, which leads to 0  k <
5
8
, i.e. for k = 0. Recalling
that f
0































































, i.e. for 0  k <
9
8




































= 0 on  :
This follows from the assumptions of the theorem.






















((T )) by Lemma










) which is similar to the computations of the previous section.





































, it leads to 0  k <
9
8





























are given by (4:27).























































































































































hold. Hence the conditions (CR
e
) are satised.





































































= 0 on  :
This is the case, thanks to the assumptions of the theorem.
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By the Sobolev imbedding [26]
H
s
(0;T )  C
k






































This ends the proof of Theorem 4:2:1 .
#
4.2.1.4 Regularity of the ux
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Proof. We conclude then thanks to the result of Theorem 4:2:1.
#
Corollary 4.2.3 There exists a fonction (x) which goes to 0 as x goes to 1 such














































































One can continue the bootstrap. At each steps, it will appear some constants which












































































For having the real proof, we refer to the next Section, page 113. Recalling Equation




















   N
0



















;   N
0
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The proof for (4.34) is similar.
#




















































































In this section, we study the continuity of the map T
1
for any Æ  T ,
(P (Æ))( with the C
0




We make the following hypothesis on the ionisation function .
H
cont
1. which is the same as H
reg
1 in subsection 4.2.1,
j
;E
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H
cont




. We assume that










(t;y)j  Cj(E   F )
x
(t;x)  (E   F )
x










(t;y)j  Cj(E   F )
xx
(t;x)  (E   F )
xx






Remark. A typical example of a function  satisfying those Hypothesis is given in
Annex 1.
Theorem 4.2.4 For any Æ  T , the map
T
1
:  7 ! F














) and E be the electric elds respectively associated to (
k









































































































v  v = 
i











































 = u  v in P;










= g on :
(4.38)
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4.2.2.1 Estimation on u




































































































By Equation (4.37), u
k
are uniformly bounded in L
1
(P (T )). Let us estimate the
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4.2.2.2 Estimation on u
t







































































= 0 on :





































Proof. We multiply (4:41) by u
t

































































By Theorem 4.2.1, remember that u
k
are uniformly bounded in L
1














































































































































































































































































is uniformly bounded in L
1





















































































This completes the proof of Lemma (4:2:4).
#




























Proof. The proof of Lemma 4.2.5 requires computations similar as previous one, and
skipped here.
Let us prove the continuity of the map T
1
. Recalling that (
k
) be a sequence in




) and E be the electric elds
respectively associated to (
k
) and  in 4:7, let  and

E be respectively,









f := u+ 
k
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, the scheme of the proof is the following.
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) is a Banach algebra.
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thanks to 4:2:2 and 4:2:3.
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. By a similar calculus to Step 1, we can prove the
following inequalites
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This proves the continuity of the map T
1
, for any Æ  T ,
T
1
: (P (Æ))( with the C
0
  norm) 7 ! C
1
([0;T ])
 7 ! F ;
and, by the Schauder xed point theorem, ends the proof of Theorem 4:2:4.
#
4.3 Continuity of the map T
2






By Corollary 4:2:2, F(t;0) 2 C
1
([0;T ]). Let T
2
be the following map ,
C
1
([0;T ])  ! (P (Æ))
F 7 ! ;

































= 0 in P;
(0;x) = 
0











Let us study the continuity of T
2




As seen in Section 4.1, P (Æ) is splitted as
P (Æ) := Q(Æ) [ R(Æ) [ S(Æ);
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4.3.1 The Cauchy problem












) the solution of the Cauchy pro-
blem (4:50). Recalling Section 3:2:4, the Cauchy problem is studied in the maximum
determinate domain
Q(Æ) := f0  t  Æ; x
1









































and the solution in this domain does not depend on the boundary conditions.




do not depend on the
boundary conditions (4:51).
4.3.2 The boundary value problem






























) = 0; l = 1;2;









; j 2 f1;2g;































































Fig. 4.1 { f
l
characteristics in the domain R(Æ)

































































{ By Theorem 4:2:2, the function F belongs to C
1








(3.35) does not depend on kFk
C
1



















































































which is required by Li Ta-tsien [24]. Now, the function !

, dened by (3.38),
a priori depends on kFk
C
1



























Thanks to Equation (4.33),the modulus of continuity of F is bounded inde-
pendantly of F , and the function !

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{ One can then applied Lemma 3.3.1 to get the existence and uniqueness of u






























Let us show the continuity of the map
w := F  ! u := (;m);
where (;m) is the solution to 4.54. Let (F
p
) be a sequence converging in C
1
([0;T ])
to F . Let u and u
p





































) = 0; l = 1;2;






































































) = 0; l = 1;2;































































































); l = 1;2:
(4.57)
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()); l 2 f1;2g:
Multiplying (4:58) by the inverse matrix (
kl






















































































































































































































































































































= 1. Since the solution u to the boundary value
problem belongs to C
1



























































































is bounded and 
11























































where R(t) is dened by
R(t) = f(;x); 0    t;0  x  x
1





















































































































; (t;x) 2 
n
i

































































(t;0) in t 2 (0;Æ);


























) be two solutions of the system (4:63  
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) = 0; l = 1;2;




































































































































With similar computations to Section 4:3:2, i.e. using a method based on the cha-







































Assume that the following assumptions hold.
(H
uni
1). which is the same as H
reg
1 in subsection 4.2.1
j
;E

































































































































































































































4.4.1.1 Estimation on u
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Proof. The proof is similar to the proof of Lemma 4:2:3. Let us estimate the term































































































































4.4.1.2 Estimation on u
t









































































= 0 on :
We multiply (4:71) by u
t





















































































































Proof. The proof is similar to the proof of 4:2:5. Let us estimate the terms including













































































































































































This completes the proof of Lemma 4:4:2.
#
With similar computations, the following lemma holds.


















































































































































The proof is very similar to the proof of Section 4:2:2.
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Moreover, u is bounded in C
0
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will be bounded from














































































































































































































































































































































































































































































140 CHAPITRE 4. THE WHOLE PROBLEM



































































































































































































































































































































































































































































































































Since  is the rst component of the solution of Euler system 4:64, it follows
























Gronwall's lemma implies that V = 0 so that u = v = 0. Hence the uniqueness of
the solution is proved.








Ce Chapitre a ete realise en collaboration avec Serge Piperno
1
.
1. CERMICS-INRIA, 2004 Route des Lucioles, 06902 Sophia-Antipolis, France.




Nous nous interessons a present a la resolution numerique du probleme continu.
Elle sera faite par:
{ une methode de dierences nies pour les equations de Derive-Diusion,
{ une methode de volumes nis pour le systeme d'Euler,
{ une methode d'elements nis pour l'equation de Poisson.
Nous supposerons que le panneau est inni dans une direction, de maniere a faire
les simulations en deux dimensions d'espace. Le domaine de calcul est represente






























Fig. 1.1 { Domaine de calcul
Les longueurs caracteristiques du dispositif sont:
{ la longueur dans la direction X: L
x
,
{ la longueur dans la direction Y: L
y
,
{ la longueur du plasma dans la direction X: L
xp
,
{ la longueur du plasma dans la direction Y: L
yp
.
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Nous discretiserons avec N
x
points en X et N
y
points en Y . Chaque point sera
donc repere par deux indices i et j avec i = 1;N
x
et j = 1;N
y
. On notera que dans
le dielectrique, seule l'equation de Poisson est calculee (en eet, pour calculer le
potentiel, il faut tenir compte de la charge electronique implantee). Dans le 'VIDE',
par contre, on resoudra les equations de Derive-Diusion, l'equation de Poisson et
le systeme d'Euler.
Notation: On reperera par j












points seront dans le vide.
Nous avons les conditions aux limites suivantes:
{ En 1, le potentiel est egal au potentiel impose (condition de Dirichlet).
{ En 2,
{ pour les particules chargees, le ux est nul dans la direction X. Ce qui
revient a considerer le plasma comme inni dans la direction X.
{ pour les neutres, nous prendrons des conditions a l'inni.
{ En 3,
{ pour les particules chargees, le ux est nul dans les directions X et Y . Ce
qui revient a imposer une condition de Dirichlet sur les densites.
{ pour les neutres, nous prendrons des conditions a l'inni.
{ En 4, on impose les me^mes conditions qu'en 2.
{ En 5.
{ pour les particules chargees, on impose un ux nul dans la direction Y .
{ pour les neutres, on prend une condition de glissement.
Le phenomene de desorption sera considere comme un terme source dans le systeme
d'Euler et sera decrit dans la section 1.3.
1.2 Discretisation des equations de Derive-Diusion
Nous nous interessons a present a la discretisation des equations de Derive-






















avec  = e;i. Une premiere methode pour discretiser la partie spatiale serait d'ap-
proximer l'operateur r: par des dierences centrees ou decentrees, mais le schema















148 CHAPITRE 1. APPROXIMATION NUM

ERIQUE
Pour ce-faire, nous utilisons la methode de Scharfetter et Gummel [39]. Dans la
suite, pour des raisons de facilite de presentation, nous ferons les calculs en une
dimension d'espace.
1.2.1 Discretisation du courant
1.2.1.1 Cas d'une dimension d'espace
Pour des raisons de clarte d'ecriture, nous n'ecrivons plus l'indice . En une






La densite est connue aux points x
i
. L'idee de la methode est de garder J et 
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1.2.1.2 Cas deux dimensions d'espace

































































































1.2.2 Discretisation des equations de Derive-Diusion



























































1.2.3 Conditions aux limites
Nous allons a present traiter les conditions aux limites discretes. Nous considerons
separement les ions et les electrons.
1.2.3.1 Les ions
Pour les ions les conditions sont








= 0; i = 1;N
x
; condition d'absorption:
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pour i = 1;N
x
.






= 0; i = 1;N
x

































pour i = 1;N
x
.
A present nous allons ecrire les conditions en i = 1 et i = N
x
.
{ en i = 1, la variation de la densite n'est du^e qu'a la variation du ux dans la




















. Il n'y a aucune condition a imposer sur J
y
.
{ en i = N
x
























































C'est en fait une condition de conservation de la masse (ou du nombre total) des
electrons (quand on considere l'equation homogene, i.e. sans second membre). Du
point de vue discret nous voulons obtenir la conservation du nobre total discret N
Tot
.
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Nous presentons les calculs en une dimension d'espace, dans la direction Y (nous





































































































En fait cette condition de ux nul n'intervient qu'a la surface du dielectrique. Ainsi,
en j = j











= 0; j = 1;N
x
:
Pour les cas j = N
y
, i = 1, i = N
x
, nous prendrons les me^mes conditions que pour
les ions a savoir les equations (1.3-1.4-1.5 ).
1.2.4 Stabilite
L'etude du schema numerique 1:1 est diÆcile a faire et reste un probleme ouvert.
Pour le cas stationnaire, c'est-a-dire quand le schema ne depend pas du temps, on
peut se referer a [34, 35].
Nous nous interessons a la stabilite L
2
du schema 1:1. Nous rappelons la denition
suivante [42].













; n  0; j 2 IN;





ne dependent pas de la solution, est L
2
-stable s'il existe une constante C,















; 8l  0:
Remarques:







de n, l'energie de n.
{ le schema 1.1 n'est pas lineaire et une analyse de la stabilite par une methode
de Fourier s'avere impossible.
Nous considerons le cas ou le champ E est xe et ne depend pas du temps. Remar-

























































sont positifs pour tout indice i.
Il faut a present se donner une energie [40]. L'energie qui provient du cas continu
est la 'norme L
2














Cependant la norme l
2
discrete se pre^te mal a notre schema numerique. Nous allons
donc nous donner une autre norme, c'est-a-dire une forme bilineaire symetrique




















est un poids a determiner. Il faut notamment que 
i
  > 0; 8i.
Lemma 1.2.1 Sous l'hypothese:





le schema (1.6) est stable.
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Il faut a present transformer les quadruples produits en somme de carres. Nous









Il faut pour cela choisir convenablement les a et b. Premierement, on remarque qu'il
n'y a egalite que pour a = b et que l'inegalite est stricte autrement. Ensuite, pour
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et donc, entre autres, a ce que l'energie de la solution soit la me^me que celle de la
donnee initiale. Il faut donc que nous ayons egalite dans la majoration (1.8). Nous






















































































































































































































































































































































































































Nous remarquons que si les bornes d'integration etaient innies, les termes de bord










































d'apres le choix des 
i
.











et on retrouve le cas precedent.



























































ce qui acheve la preuve du Lemme 1.2.1.
1.2.5 Une condition CFL
La preuve du Lemme 1.2.1 nous impose une condition de type CFL. A priori
elle depend de la solution et me^me de la solution en chacun des points du maillage.
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Pratiquement, nous pouvons nous donner une condition CFL qui est facile a calculer.





















On remarquera alors que le champ E, dans la condition de stabilite (1.7), est evalue
a l'instant l.
Pour evaluer la condition CFL, nous considerons successivement le cas ou le
champ E est faible et le cas ou il est fort.























































est un nombre strictement inferieur a 1.
1.3 Discretisation du systeme d'Euler
En ce qui concerne la resolution du systeme d'Euler nous utilisons la methode
des volumes nis pour la partie spatiale et un schema de type 'Runge- Kutta' pour




La vitesse U est decomposee en une composante horizontale u et une composante
verticale v, soit:
U = (u;v)




W +r:!F (W) = S























































Nous maillons le plan a l'aide de cellules C
i
. Son bord sera note @C
i
. L'interface






. Les cellules C
i
sont construites sur les
barycentres G des triangles (voir la gure 1.2).
1.3.1 Calcul des ux
L'idee est de multiplier le systeme (1:9) par les fonctions carateristiques de chaque

































































i i j j
















Pour evaluer ce ux, on peut considerer une methode de Godunov, mais il s'avere
qu'en deux dimensions d'espace, cette methode est tres cou^teuse. C'est pourquoi on
utilise un solveur de Riemann approche. Nous utilisons le schema propose par Roe.
Le ux de Roe se construit comme un solveur de Riemann local dans la direction













































est un parametre de decentrage, et F est une combinaison lineraire des ux:
F(W;) := 
x



















;), qui est en fait une linearisation



















;) est diagonalisable a valeurs propres reelles.
















































































































































































est l'enthalpie par unite de masse.
Le schema est alors precis a l'ordre 1 en espace.
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1.3.2 Conditions aux limites







nous mettrons des conditions de glissements et sur  
1




































1.3.2.1 Traitement de la paroi
Nous prenons une condition de glissement pour la paroi:
U:n = 0;















































































1.3.2.2 Conditions a l'inni
Soit W
1
le champ representatif de l'ecoulement a l'exterieur du domaine. Le
probleme de Riemann deni par les valeurs W
i






























On utilise une decomposition de ux de type Steger-Warming: les echanges avec le






































) sont respectivement la partie positive et la partie






















est le ux de la densite d'ions incidents et n la normale a la paroi. La quantite
(u)j
 






D'autre part, l'ejection des neutres est aussi caraterisee par:
la densite d'ejection 
eje
;





la pression d'ejection p
eje
;
et la temperature d'ejection T
eje
:
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1.3.4 Integration en temps
Nous utilisons une methode Runge-Kutta explicite d'ordre N (pour 1  N  4).



















N + 1  l
(W
(l 1)








est la solution a l'instant lt et ou  represente le ux spatial total.
Nous avons essaye une methode d'ordre 1, mais la fonction d'ionisation (qui
est un terme raide) est alors mal integree et la pression p devient negative. C'est
pourquoi nous prenons un schema d'ordre deux.
1.4 Elements nis
Dans cette section, nous resolvons numeriquement l'equation de Poisson avec une
condition de Dirichlet. Nous allons etudier dans un premier temps le cas homogene
puis le cas non homogene.
1.4.1 Cas homogene
Soit f 2 L
2
(





  = f dans 
; (1.15)






Nous considerons donc une formulation faible du probleme (1:15  1:16):


















Il s'agit a present de discretiser la formulation faible (1:17).
1.4.1.2 Formulation faible discretisee




 forme de triangles T et nous notons
x
J
;( J = 1;ns) les ns sommets.
Denition On note K
I
l'ensemble des triangles qui ont I pour sommet.
Nous prenons comme fonctions de base les fonctions P1. Au sommet I, on associe
la fonction de base p
I











































Fig. 1.3 { Fonction de base









0 si x 2 @Supp(p
I
):


















































On prend pour fonctions  
h
les fonctions de base p
J
. Finalement, il faut resoudre le













































1.4.1.3 Ecriture du ysteme




































































































































1.4.1.4 Cas ou f n'est pas reguliere
Nous nous interessons ici au calcul du second membre b dans le cas ou f n'est pas
reguliere. Typiquement, f represente l'accumulation des electrons a une profondeur
y = a:
f(t;x;y) = AÆ(y   a);





















(y) := ne(n(y   a)):



























































































Il s'agit du cas
  = f dans 
; (1.24)
 = g sur @
; (1.25)




). L'existence et l'unicite de la solution de (1:24  1:25) se fait par
une methode de relevement que nous ne detaillerons pas ici. Nous nous interessons
a la methode numerique. Nous utilisons la methode du terme diagonal dominant.
La matrice A et le vecteur second membre b sont pratiquement les me^mes que dans
le cas homogene. Seules les lignes et les colonnes qui concernent les termes de bord
seront changees [41].


















































L'algorithme de resolution du systeme couple Derive-Diusion-Poisson-Euler est
represente sur la Figure 1.5.
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Initialisation des donnees pour DDP
Initialisation pour Euler
Resolution de l’equation de Poisson
Resolution des equations de DD
Resolution du systeme d’Euler
Calcul des courants




Ce Chapitre a ete realise en collaboration avec Jean-Pierre Marque
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2.1.1 Le plasma initial
Un plasma est caracterise par trois parametres: la longueur de Debye 
D
, le
'nombre de Debye' N
D
et la frequence plasma !
pe

































ou K est la constante de Boltzmann, T
e
la temperature electronique, n la densite
electronique et m la masse de l'electron. Pour avoir un plasma, il faut
(H 1) que 
D
soit petit devant la longueur du dispositif,
(H 2) que N
D
soit grand devant l'unite,
(H 3) et que la frequence plasma soit plus grande que la frequence de collision entre
les electrons et les autres particules chargees.














































avec  = i;e, 

est la frequence de collisions avec les particules neutres et q

est la











































= 2 pour xer les idees.
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Remarques:
{ Nous considerons un plasma faiblement ionise. De ce fait nous ne prenons pas
en compte les collisions coulombiennes entre particules chargees.
{ Les ions du plasma sont des ions H
+
.
{ Les frequences de collisions 

dependent de la densite des molecules neutres
[45]. Or dans le vide, il n'y a tres peu de molecules neutres. Les frequences de
collisions deviennent petites et les pas de temps aussi. C'est pourquoi nous gar-
derons ces frequences constantes. Cette approximation peut sembler grossiere,
mais dans le vide, ou il y a peu de particules, une description uide n'est
de toute maniere pas appropriee. Il faudra pluto^t coupler avec une methode
cinetique, chose que nous n'avons pas traite dans cette these.
Les densites initiales sont






dans le plasma et n
g0
= 0 loin du
plasma avec une decroissance douce,




=100 (le plasma est
faiblement ionise).




















et verient bien les hypotheses H 1, H 2 etH 3. De ce fait, nous considerons bien un
plasma.
2.1.2 La geometrie
En ce qui concerne la geometrie du dispositif, nous prenons: longueur en X (sens
de la decharge) Lx = 1000m et longueur en Y Ly = 500m. On observera donc la
decharge sur des longueurs de l'ordre de 3000
D
en X et 1500
D
en Y . Dans tous
les cas, nous partirons de la conguration initiale suivante:
{ la longueur du plasma initial, dans la direction X, est de 250m,
{ et la hauteur, dans la direction Y , est de 50 m,
{ l'epaisseur du dielectrique est de 100m,






Nous discretisons avec 100 points en X et 59 points en Y . Les pas d'espace sont
ainsi de 1  10
 5
m en X et de 1:017  10
 5
m en Y . Ainsi le rapport entre le pas










= 30 et nous ne decrivons pas
les phenomenes qui s'etendent sur des longueurs de l'ordre de 
D
.
Le pas de temps est variable, mais globalement il est situe entre 5 et 610
 14
sec.









Ainsi, nous decrivons les phenomenes survenant entre deux collisions. On remarquer









Nous ferons, dans chaque simulation, 10000 iterations. Les temps de calcul, sur
une DEC alpha 21164/500, sont de l'ordre de la vingtaine de minutes.
2.1.3 Presentation des simulations
Beaucoup de coeÆcients et de parametres sont susceptibles d'inuencer la decharge.
Nous rappelons que les dierents phenomenes de la decharge sont:
{ la desorption,
{ l'ionisation, introduite dans le modele par la fonction d'ionisation (t;x),
{ la recombinaison, introduite par le terme rec(t;x).
En ce qui concerne la desorption, on peut eectivement jouer sur au moins deux
parametres: la quantite de gaz neutre ejecte par rapport au nombre d'ions incidents
 et la vitesse d'ejection v
ej


















Physiquement, il semble que  varie entre 1 et 10.



























sont respectivement les densites des molecules neutres, des electrons et
des ions et E designe le champ electrique.
Nous ne connaissons pas l'etat veritable du plasma. Nous savons qu'il doit e^tre
au me^me potentiel que V
0
. Or, avec cette conguration initiale, rien ne nous dit que
ce soit le cas. C'est pourquoi, avant la simulation de la decharge proprement dite,
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nous laissons evoluer le systeme de maniere a ce que le potentiel du plasma soit
proche de V
0
. Nous ne commencons la simulation qu'a partir de ce moment-la.
Nous cherchons sous quelles conditions la decharge avance. Pour qu'il y ait avancee,
il faut que les densites des particules chargees valent celle de la densite initiale n
0
,
et que le potentiel electrique soit proche de V
0
.
Lors des simulations de decharges, deux phenomenes sont notamment etudies. Il
s'agit du 'blowo' et du 'ashover' (cf Figure 2.1). Le phenomene de blowo consiste
en l'ejection des electrons de la decharge loin du panneau, tandis que le phenomene






























Fig. 2.1 { Blowo et ashover.
Dans les simulations, nous nous interesserons aux grandeurs typiques de la decharge:
{ les densites electronique, ionique et la densite des molecules neutres,
{ le potentiel electrique,
{ les courants electroniques de blowo et de ashover (par unite de longueur).





Dans la suite nous appelerons 'simulation temoin' une simulation dans laquelle nous
ne tenons pas compte des processus d'ionisation et de recombinaison. Il ne s'agit pas
d'une pure detente d'un plasma dans le vide en raison de la charge 
e
implantee.
Pour l'etude de la detente d'un plasma dans le vide, on peut se referer a, entre autre,
[43, 44].
2.2 Simulation temoin
Cette simulation est notre premiere simulation 'temoin'. Il n'y a ni desorption,
ni ionisation, ni recombinaison. Nous prendrons V
0
=  5kV .
Avant de presenter les resultats, nous allons decrire le processus de la detente. Le
plasma est dans un milieu ou regne un fort champ electrique. D'une part, en aval
du plasma, le champ electrique cree par 
e
, dans la direction X, est tres intense.
D'autre part, du fait de V
0
il regne un fort champ dans la direction Y. Du fait de
son intensite, malgre l'ecrantage de Debye, son intensite reste importante dans le




les deux composantes de ce champ.
Dans un premier temps, le plasma se met au potentiel V
0
. Ce potentiel est moins
negatif que celui cree par les electrons implantes. Il y a donc un champ electrique
dirige vers 'la droite'. De ce fait, une partie electrons du plasma remontent le ca-
nal. C'est le phenomene de 'ashover'. Ces electrons creent le courant de ashover
ou 'courant de surface' (cf le premier schema de la Figure 2.2). Une autre partie
d'electrons, beaucoup moins importante, est ejectee dans le vide (partie qui n'est
pas representee sur la Figure 2.2). C'est le debut du phenomene de blowo. Pendant
ce temps, les ions, plus lourds, que les electrons n'ont pas eu le temps de bouger, et
il y a un surplus de particules chargees postitivement dans le plasma. Le potentiel
du plasma est alors de V
0
.
Les electrons commencent a diuser. Le plasma a un decit de charges negatives
et son potentiel en aval est legerement moins negatif que V
0
. Il se cree donc un champ
electrique dirige vers 'la gauche' (cf le deuxieme schema de la Figure 2.2. Pour ne
pas surcharger la gure le champ E
y
n'est pas represente). Ce champ pousse les
electrons vers la droite. La condition aux limites se comporte alors comme un terme
source et fournit des electrons au plasma. Mais du fait du champ E
y
ceux-ci sont
ejectes dans le vide et contribuent fortement au processus de blowo. On assiste a
un phenomene de pompage electronique (cf Figure 2.3).
Tous ces mecanismes dependent de l'environnement du plasma. On les retrouve




) et de charges 
e
implantees. Ce

















Fig. 2.3 { Pompage





Nous allons retrouver les phenomenes de ashover et de blowo dans les resultats
presentes.







Les gures 2.4 et 2.5 concernent toutes les deux les densites electroniques. Dans
la gure 2.4, nous avons trace les isovaleurs entre 0 et 1 avec 20 paliers et mis en
evidence la diusion electroniques qui est isotrope. Dans la gure 2.5, nous avons
trace les isovaleurs entre 0 et 0:01 avec 20 paliers aussi. On remarque la detente des
electrons du^e a la dierence de potentiel entre V
0
(a l'armature metallique) et 0 (loin
du plasma).
Fig. 2.4 { Densite electronique, Max:1.
Nous ne tracons pas les isovaleurs entre 0 et 1 pour les ions car elles sont tres
semblables a celles des electrons. Sur la gure 2.6, on remarque l'inuence du champ
electrique cree par la charge 
e
sur les ions du plasma.
On remarque sur la gure 2.7 que les molecules neutres n'ont pas beaucoup
bouge. Elles ne subissent pas d'actions exterieures. On assiste juste a une montee de
la densite dans le plasma du fait de la reexion speculaire sur la paroi du dielectrique.
Le potentiel, en aval du plasma, varie sous l'eet des ions, mais il ne varie pas
de facon sensible (par rapport aux conditions initiales). Le potentiel, dans cette
zone, reste eloigne de celui de l'armature metallique (voir la gure 2.8) . Le champ
electrique du^ aux electrons implantes n'est pas ecrante.




Fig. 2.5 { Densite electronique, Max:0.01.
Fig. 2.6 { Densite ionique, Max:0.01.





Fig. 2.7 { Densite des neutres, Max:1.1.














0 1 2 3 4 5 6 7
’RES50/b_temoin’
’RES50/f_temoin’
Fig. 2.9 { Courants de ashover et de blowo (simulation temoin).
ashover par largeur en fonction du temps (le temps du calcul est de 10:510
 10
sec
environ). Ces courants sont seulement dus a la detente du plasma.
Dans le courant de blowo, on peut remarquer trois parties. Une premiere partie
qui est une phase de croissance. Elle correspond a l'arrivee des electrons du plasma
ejectes sous l'eet du champ dans les limites de la zone de calcul. Vient ensuite une
phase de decroissance du courant. En eet, les electrons sont rappeles par le champ
vers le plasma. Il y a donc moins d'electrons qui contribuent au courant. Finalement,
on voit une longue phase de faible croissance (jusqu' a 6 10
 10
sec environ). Cette
phase est du^e au pompage electronique et a la diusion.
Le signe positif ou negatif des courants est signicatif de ces phases. En eet,
d'une part, le courant de blowo est positif ce qui signie que le dispositif fournit
des electrons au milieu ambiant. D'autre part, le courant de ashover est dans un
premier temps positif. Ceci correspond a la remontee des electrons dans le canal.
Ensuite, ce courant est negatif et des electrons sont pompes par le plasma.
Le systeme se comporte de la maniere prevue. Premierement, les electrons sont
ejectes loin du dielectrique, tandis que les ions sont divises en deux groupes. D'une
part, un premier groupe d'ions est attire par les electrons implantes dans le dielectrique,
d'autre part un deuxieme groupe d'ions a tendance a suivre les electrons du blowo
(voir la gure 2.6).





2.3 Inuence du processus d'ionisation
Par 'processus d'ionisation' nous entendons les phenomenes de desorption, d'io-
nisation lui-me^me et de recombinaison. Pour les resultats qui suivent, nous avons
pris:
{ la vitesse d'ejection: 0 ms
 1
,
{ le coeÆcient d'ionisation A: 30,
{ le coeÆcient de recombinaison: 10
 10
,
{ le coeÆcient de desorption : 10'
{ le temps nal de calcul est de l'ordre de 7:5 10
 10
sec.







Fig. 2.10 { Densite electronique, Max:1.
Pour les particules chargees, le rapport maximal vaut 1 tandis que pour les par-
ticules neutres, il vaut 2.3. Ce maximum est atteint juste a la surface du dielectrique.
Ce phenomene est davantage du^ a la desorption qu'a la recombinaison. Si on considere
un rendement de desorption  deux fois plus faible, on retrouvera un rapport maxi-
mal de 1. Les valeurs du potentiel varient de -8000V (electrons implantes) a 0V
(conditions a l'inni). Dans le plasma, le potentiel ne varie pas beaucoup et a une
valeur de l'ordre de -4980V, valeur tres proche de V
0
. Les conditions du plasma
sont bien recreees dans le canal de decharge. Un plasma se cree dans la direction
de propagation de la decharge. Les courants ont la me^me allure que dans la simu-
lation temoin (voir gure 2.14) . On retrouve les phases, mais avec des intensites
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Fig. 2.11 { Densite ionique, Max:1.
Fig. 2.12 { Potentiel.





Fig. 2.13 { Densite des molecules neutres, Max:2.3.
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Fig. 2.14 { Courant de ashover et de blowo (ionisation).
gure (2.15) les courants de blowo. Comme on peut s'y attendre, le courant en-
gendre par le phenomene d'ionisation est plus important que celui qui est seulement
du^ a la detente.
Remarques:
{ Le processus d'ionisation considere met en jeu des collisions electrons/particules
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Fig. 2.15 { Comparaison des courants de blowo (avec et sans ionisation).
neutres. Pour que l'ionisation se fasse, il faut donc des electrons. Dans la simu-
lation consideree, deux processus fournissent des electrons. Le premier est la
diusion. Le second est du^ aux ions. En eet, les ions qui quittent le plasma,
entrainent avec eux des electrons. Mais, si la charge 
e
est trop forte, il y a plus
d'electrons ejectes, donc moins d'electrons disponibles pour le processus d'io-
nisation. La decharge est alors moins importante et peut me^me ne pas avoir
lieu. Pour amorcer la decharge, il faudrait prendre en compte des collisions
ions/particules neutres ou une desorption ionisante.
{ Une vitesse d'ejection verticale v
ej
non nulle donne des resultats tres similaires.
Les allures des densites changent legerement; les particules s'etendant plus loin
dans le vide.




=  3kV . Une simulation 'temoin' donnerait le me^me compor-
tement que dans le cas ou V
0
=  5kV . Les electrons subissent une detente et les ions
sont attires par les electrons du dielectrique. Les courants de la simulation 'temoin'
sont donnes par la gure (2.16). On remarque les trois parties des courbes. On a le
me^me comportement que dans la simulation 'temoin' du cas V
0
=  5kV , mais avec
moins d'intensite.
Pour cette simulation, nous avons pris:
{ coeÆcient de desorption : 10,
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Fig. 2.16 { Courants pour un potentiel de -3kV, sans ionisation.
{ la vitesse d'ejection: 0 ms
 1
,
{ le coeÆcient d'ionisation A: 30,
{ le coeÆcient de recombinaison: 10
 10
.
Au temps nal de calcul T = 5  10
 10
, nous avons les congurations (2.17) pour
les electrons, (2.18) pour les ions, (2.19) pour les neutres et (2.20) pour le potentiel.
Les courants de blowo et de ashover sont donnes par la courbe (2.21). A part au
debut de la decharge, ils sont pratiquement egaux.
Fig. 2.17 { Densite electronique, Max:0.01. (V
0
=  3kV )
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Fig. 2.18 { Densite ionique, Max:1.08. (V
0
=  3kV )
Fig. 2.19 { Densite des neutres, Max:1.13.(V
0
=  3kV )
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Fig. 2.21 { Courants de blowo et de ashover. (V
0
=  3kV )
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La gure (2.22) represente le courant de blowo de la simulation temoin (courbe
'blowo') et le courant de blowo de cette simulation-ci . On remarquera les trois
parties de la courbe, mais avec des valeurs plus faibles que dans le cas ou V
0
=  5kV .
Pour mieux apprecier l'inuence de V
0
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Fig. 2.22 { Comparaison des courants de blowo dans les cas 'temoin'et ionisation.
courants de blowo dus a V
0
=  5kV (courbe RES52/b-ionis) et V
0
=  3kV (courbe
RES56/b-3-ionis.) Les intensites sont nettement dierentes. Pour un potentiel V
0
qui
est moins de deux fois plus petit, on obtient des courants qui sont plus de deux fois
plus petits.
2.5 Inuence de la charge
Nous allons a present etudier l'inuence de la charge electronique implantee 
e
.
Nous allons envisager deux congurations. Dans la premiere, la charge 
e
est dix
mille fois plus faible que celles des simulations precedentes, et dans la seconde, la
charge est discontinue. Les courants electroniques rendent bien compte de ce qui se
passe; c'est pourquoi nous ne tracons que ceux-ci.
2.5.1 Cas d'une charge faible
Le courant de ashover, gure 2.24, courbe -sigma-faible est environ trois fois
plus faible que celui engendre par une charge 
e
normale, courbe -sigma . Ceci
s'explique par le fait que le champ electrique est alors plus faible et donc evacue
moins d'electrons.
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Fig. 2.23 { Comparaison des courants de blowo pour dierents potentiels V
0
.
Le courant de blowo engendre est represente sur la gure 2.25, courbe bl-sigma-
faible. Dans un premier temps, ce courant est plus important que celui obtenu avec
une charge 
e
normale, courbe bl-sigma. Cette dierence s'explique par le fait qu'il
y a plus d'electrons disponibles dans le plasma susceptibles de diuser. Seulement
avec une charge implantee si petite, le processus d'ionisation ne peut pas avoir lieu
et le courant augmente plus lentement que dans le second cas, ou l'ionisation se
produit. Une charge 
e
suÆsament importante est necessaire pour que la decharge
se produise.
2.5.2 Cas d'une charge discontinue
Nous considerons le cas d'une charge dicontinue: celle-ci vaut 
e













. La desorption est moins intense
que dans le cas ou 
e
est continue; moins de gaz neutre est ejecte et l'ionisation est
moins importante. La gure 2.26 represente les courant de ashover dans le cas d'une
charge continue (courbe RES52-f-ionis) et discontinue (courbe RES70-f-sigma-dis-
ionis). Ces courants sont sensiblement similaires sauf au debut de la simulation. La
gure 2.27 represente les courant de blowo dans le cas d'une charge continue (courbe
RES52-b-ionis) et discontinue (courbe RES70-b-sigma-dis-ionis). Le champ cree par
la discontinuite est assez important et ejecte les electrons dans le vide. Seulement,
l'absence de charges electroniques empe^che l'apparation d'un fort champ vertical qui
attire les ions. De ce fait, la desorption et l'ionisation sont moins importantes. C'est
pourquoi le courant produit dans le cas d'une charge continue cro
^
it plus vite.
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Fig. 2.25 { Courants des courants de blowo dans les cas 
e
'faible' et 'normale'.
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Les temps de calculs sont ici insuÆsants pour savoir si la propagation de la
decharge a lieu.
2.6 Conclusion
A travers ces simulations, nous avons etudie sous quelles conditions la decharge
electrique peut se produire.
Pour avoir une decharge il faut recreer un plasma en aval du plasma initial.




Nous avons mis en evidence le ro^le de la diusion electronique en te^te du plasma.
C'est diusion qui amorce le phenomene d'ionisation.
Dans tous les cas, nous avons remarquer l'apparition d'un courant de ashover
negatif. Ce qui signie que des electrons sont pompes et introduits dans le plasma.
Sous l'eet du champ electrique vertical, ceux-ci sont evacues dans le vide et forme
le courant de blow. Ainsi, en l'absence d'ionisation, il y a quand me^me un courant
de blowo. Celui-ci augmente en cas d'ionisation.
Pour les simulations futures, il sera peut-e^tre necessaire de considerer d'autres
fonctions d'ionisation, par exemple, une ionisation ions/particules neutres. Il faudra
aussi etudier plus plus en details la desorption.











L'environnement du satellite est un environnement charge et des decharges electriques
peuvent s'y produire. Nous avons cherche au cours de cette these a simuler la propa-
gation de ces decharges. Le modele de la decharge nous a ete propose par Jean-Pierre
Marque. Nous avons tente de repondre aux questions suivantes: un plasma initial
etant donne, sous quelles conditions la propagation a-t-elle lieu, quelle est sa vitesse,
quels sont les courants electroniques qu'elle engendre?
De nombreuses methodes existent pour simuler le transport de particules chargees.
Elles sont divisees en deux grandes familles: les methodes cinetiques et les methodes
uides. Le modele presente dans cette these est essentiellement un modele uide.
Les particules chargees sont regies par le systeme Derive-Diusion-Poisson, et les
molecules neutres par le systeme d'Euler. Le couplage entre ces particules se fait au
niveau de l'ionisation, de l'equation de Poisson et de la condition de desorption.
A partir de ce modele, nous obtenons un modele plus simple qui sert a l'etude
theorique. Les particules chargees sont regies par les equations de Derive-Diusion-
Poisson et les molecules neutres par le systeme d'Euler isotherme.
Cette these est ainsi divisee en deux parties: une premiere partie theorique et une
deuxieme partie numerique.
Dans la premiere partie, nous nous sommes interesses a l'etude theorique du couplage
entre les equations de Derive-Diusion, l'equation de Poisson et le systeme d'Euler
isotherme.
Nous avons tout d'abord montre l'existence et l'unicite de la solution pour le
systeme Derive-Diusion. Nous avons remarque que, d'une part, la condition aux
limites de 'ux nul' pour les electrons ne nous permet pas de trouver un principe de
maximum evident. D'autre part, la condition de densite nulle pour les ions permet
un principe du maximum. Lors du couplage avec l'equation de Poisson, il a fallu se
placer dans les espaces de Sobolev adequats an de pallier ce manque de principe. A
l'aide d'une methode de point xe, nous avons montre l'existence et l'unicite de la
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solution du systeme Derive-Diusion-Poisson dans un ouvert borne de IR
3
et pour
des petits temps. Ces resultats restent valides quand on se restreint a un ouvert
borne de IR.
Ensuite, nous avons etudie le systeme hyperbolique d'Euler isotherme, avec des
conditions aux limites et une condition initiale. Une des conditions d'existence de la
solution est que les conditions aux limites soient regulieres, plus precisement qu'elles
soient C
1
en temps. Les resultats d'existence et l'unicite de la solution ont ete obtenus
pour un ouvert borne de IR et pour des temps petits.
Finalement, par une methode de point xe, nous avons etudie le systeme to-
tal. La condition aux limites exprimait que le ux de particules neutres emis etait
proportionnel a celui des ions incidents. Pour utiliser les resultats precedents, il a
donc fallu obtenir de la regularite pour les ux d'ions. Nous nous sommes servi des
espaces non-homogenes du type H
r;s
(0;T ; 
). Par une methode iterative, nous avons
obtenu la regularite souhaitee. Il est alors apparu que la fonction d'ionisation jouait
un ro^le important et qu'elle devait e^tre reguliere.
Dans la deuxieme partie, nous avons simule numeriquement la decharge electrique.
Le domaine de calcul est un domaine rectangulaire.
De la me^me maniere que pour les semi-conducteurs, les equations de Derive-
Diusion ont ete discretisees par un schema de Scharfetter et Gummel. Ce schema
approxime bien l'operateur de diusion lorsque le champ est faible et l'operateur de
transport lorsque la diusion est negligeable. Nous avons aussi montre une condition
de stabilite dans le cas ou le champ ne depend pas des densites. L'equation de Poisson
est resolue par une methode d'element nis. Le systeme d'Euler est resolu par un
code en volumes nis. Ce code existait deja au sein de l'equipe CAIMAN. Neanmoins,
il a fallu reecrire les conditions aux limites pour tenir compte de la desorption.
Pour le schema en temps, un schema d'ordre un en temps suÆt pour les particules
chargees, par contre il s'avere insuÆsant pour les molecules neutres. En eet, la
pression peut devenir negative. Nous avons donc utilise un algorithme de Runge-
Kutta d'ordre 2.
Les resultats numeriques ont montre que le modele de Marque permet de simuler
l'avancee de la decharge electrique. A partir d'une conguration initiale de densites
et de potentiel, nous avons reussi a retrouver cette conguration en aval du front de
decharge. Les processus preponderants sont la desorption et l'ionisation.
On ne peut pas directement comparer ces resultats numeriques avec les resultats
d'experiences reelles. En eet, ces decharges reelles se produisent sur des longueurs de
quelques centimetres et sur des temps dix fois plus longs. D'autre part la desorption
est un phenomene qui reste encore a etudier. Les inconnues de ce phenomene sont le
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coeÆcient de desorption , la vitesse, la temperature et la pression d'ejection. Nous
avons deja pu constater l'importance d'. Cependant, en depit de ces inconnues, les
valeurs des courants semblent dans une bonne fourchette.
Pour les etudes theoriques, une etude du systeme Derive-Diusion-Poisson avec une
condition aux limites pour l'equation de Poisson qui depende des densites serait
interessante. En eet, dans l'etude que nous avons menee, nous n'avons pas tenu
compte de la charge ionique qui s'implante dans le dielectrique au cours du temps.
Dans les simulations presentees, la permittivite 
0
etait la me^me dans le vide
et dans le dielectrique. Dans les situations futures, il serait bon de considerer une
permittivite discontinue et de mesurer son importance.
Utiliser les equations d'Euler pour chaque type de particules peut s'averer utile.
On pourra de ce fait etudier des collisions coulombiennes, des decharges qui ne sont
plus forcement isothermes, des frequence de collisions qui ne sont plus constantes.
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Le nombre minimal caracteristique
Nous donnons ici la valeur du nombre minimal caracteristique  dans le cas d'une



























Here is a ionization function which satises all the hypothesis made along Chap-
ter 4.Let
























































bounded,  remains bounded.
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is bounded on Q
T
.

















































































































C.1 Denitions and properties
We recall some denitions and properties (see [28]).
Denitions















































(0;T;E) be the space of continuous functions dened on [0;T ] with values
in E, where E is an Hilbert space.
Denote by u
(j)




























is linear and continuous.
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is linear and continuous.

























Property 4. (Trace theorem) For u 2 H
r;s
(0;T ; 
), with r >
1
2


















(]0;T [); j < r 
1
2














= 0 if s = 0:
Property 5. Let m be an integer such that m >
1
2
, k := [m  
1
2
], where [x] denotes the
integer part of x, and  := m 
1
2









jx  yj if k > 0;







if k = 0:














is a Banach algebra.
Proof: For a proof of this Property 6, we refer to [31].
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For any function G dened on (T ) we denote by
Gj

:= (G(t;0);G(t;a)); t 2 (0;T ):
Let us dene indexes m and boundary operators B for the electrons and ions res-


















C.2 A few theorems about the heat equation

























(x); x 2  ;































Let us recall the two following extension theorem (see [29, 30]).
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Let us recall the following theorem (see [28]), expressing the regularity of the solution
to the heat equation with respect to the regularities of the source term and the
boundary conditions.
Theorem C.2.4 Let r 2 IR be such that
2r 6= integer +
1
2





































Assume that there exists w 2 H
2r+2;r+1






















Then, there exists a unique solution u 2 H
2r+2;r+1
(P (T )) to
u
t




































Nous rappelons ici quelques theoremes:
Theoreme de Schauder [46] D.1 Soit B un espace de Banach et C une partie
convexe compacte non vide et T : C  ! C continue. Alors T admet un point xe
dans C.
Variante du theoreme de Schauder [46] D.2 Soit B un espace de Banach et
C une partie convexe fermee non vide de B et T : C  ! C continue, telle que T (C)
soit relativement compacte. Alors T admet un point xe dans C.
Theoreme d'Ascoli [26] D.3 Soit K un espace metrique compact et soit H un
sous ensemble borne de C(K). On suppose que H est uniformement equicontinu.
Alors H est relativement compact dans C(K).









que l'injection de X
0
dans X soit compact, et l'injection de X dans X
1
soit continue.
Soit 1 < p
0
<1; 1 < p
1
<1. Alors l'injection de
W := ff 2 L
p
0
(0;T;X
0
);@
t
f 2 L
p
1
(0;T;X
1
)g
dans
L
p
0
(0;T;X)
est compacte.
