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Abstract. Most approaches to forecasting time series data employ one-
step-ahead prediction approaches. However, recently there has been focus
on multi-step-ahead prediction approaches. These approaches demon-
strate enhanced prediction capabilities. However, multi-step-ahead pre-
diction increases the complexity of the prediction process in comparison
to one-step-ahead approaches. Typically, studies in the examination of
multi-step ahead methods have addressed issues such as the increased
complexity, inaccuracy, uncertainty, and error variance on the prediction
horizon, and have been deployed in various domains such as finance,
economics, agriculture and hydrology. When determining which algo-
rithm to use in a time series analyses, the approach is to analyze the
series for numerous characteristics and features, such as heteroscedastic-
ity, auto-correlation, seasonality and stationarity. In this work, a com-
parative analysis of 20 different time series datasets is presented and
a demonstration of the complexity in deciding which approach to use
is given. The study investigates some of the main prediction approaches
such as ARIMA (Autoregressive integrated moving average), NN (Neural
Network), RNN (Recurrent neural network) and SVR (Support vector re-
gression), which focus on the recursive prediction strategy and compare
them to a new approach known as MRFA (Multi-Resolution Forecast
Aggregation).
1 Introduction
A time series data-set can typically be described as a series of values or quan-
tities that are ordered in a time sequenced fashion, often with equal intervals
between them [4]. In the past time series analysis was typically, but not exclu-
sively applied to traditional econometric problems [15]. However, with the advent
of Big data sources such as sensor technology, temporal and streaming data, one
can certainly consider these data sources as time series problems. Generally,
when predicting forward using such data, one can either implement one-step
ahead prediction (OSAP) or multi-step-ahead prediction (MSAP) approaches
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[3]. Both approaches have advantages and disadvantages when making predic-
tions. OSAP methods typically suffer from expanding error variance when going
beyond the short term prediction horizon, while MSAP methods can be diffi-
cult to construct, as one is using complex RNN (Recurrent neural network) or
LSTM (Long short term memory) algorithms, and determining an appropriate
number of hidden nodes and layers is less than trivial. Additionally, each time
series has hidden attributes such as heteroscedasticity, auto-correlation, season-
ality and stationarity. These attributes can be measured using various metrics
that have been constructed over the years [5, 21]. Certain fields of interest such
as the Agri or Finance sectors generate large amounts of univariate time series
data. Traditionally, one would consider these metrics when applying analytical
methods such as ARIMA or ARCH (Auto regressive conditional heteroscedas-
ticity). However, when choosing modern machine learning applications in time
series prediction problems these characteristics are rarely considered.
Motivation. When determining which approach to use in a time series pre-
diction problem, one is often faced with the significant task of selecting one
method/algorithm from a large selection of algorithms that can be derived for
example, from the ARIMA, SVR, NN, RNN and LSTM families. By creating
a list of defined criteria that characterize a time series one can compare a new
time series with work previously carried out using the meta characteristics that
were generated in the historical analysis. This then allows researchers to choose
an algorithm that predicts more accurately in the required prediction horizon,
and with minimum computational and research effort.
Contribution. In this paper, an extensive set of time series metrics and
a wide portfolio of OSAP and MSAP methods on disparate data streams and
sources are implemented to guide the analyst in choosing the most appropriate
algorithm. A detailed analysis and classification of each approach is given, which
in turn, provides a meta analysis for each series.
Paper Structure. The paper is structured as follows: in Section 2, we discuss
related research in time series analysis; In Section 3, a description of the time
series characteristic metrics are outlined; Section 4 describes the classification
evaluation procedure and provides an analysis of the disparate data sources; and
finally, in Section 5, we present our conclusions.
2 Related Research
Various measures are implemented in time series analytical approaches [8]. As-
sessing the characteristics of a time series have prevalently focused on measur-
ing the series for auto-correlation, seasonality, hetroscedasticity, non-linearity,
volatility and non-stationarity [15]. In this paper we intend to extend the analy-
ses with a few more measures to conduct a study on their presence with respect
to the performance of time series prediction.
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Time series prediction has long been practiced using the ARIMA family. The
ARIMA family fundamentally relies on two main components, an Autoregressive
(AR) model and a Moving Average (MA) model [4]. From the machine learn-
ing point of view, time series prediction problems are fundamentally sequential
supervised learning problems, and need to be converted to classical supervised
learning, in order to solve them using machine learning techniques. NNs are the
most popular ML technique used for prediction purposes and were inspired from
the human brain’s neural inference system [6]. RNNs by incorporating feedback
connections extend the memory of NNs with improved performance in particular
for time series prediction [18]. LSTM is an extension of RNNs with an enhanced
ability in capturing long term memory from the given time series [12]. SVR is
the extension of the well known SVM classifiers used for regression purposes [9].
Multi-step ahead prediction has predominantly been implemented using the
principles of either the direct or the recursive strategies. The main disadvantage
of the direct strategy is that serial correlations are discarded while the recursive
strategy suffers from accumulation of errors. The recursive strategy has generally
been seen as the more popular method as it attempts to use the inherent memory
of a time series by using its natural serial correlation. Thus, in this research we
focus on the recursive strategy. In the recursive strategy [19], an OSAP model
(which can be a machine learning regression model) is run multiple times over
the given prediction horizon. For a signal y, the output of the OSAP model f(.)
is calculated by Eq. 1:
yt+1 = f(yt, ..., yt−d+1) (1)
Where d is the number of input lags. In Eq. 1, f(.) can be modeled using NN,
RNN, LSTM or SVR as the OSAP method to implement the recursive strat-
egy. There is also another method called Multi-Resolution Forecast Aggregation
(MRFA) [2] that follows the principles of the recursive strategy to implement
MSAP but not exactly through Eq. 1. MRFA incorporates a concept known as
the Resolution of Impact (ROI) and analyses the impact of local patterns on the
future of the signal; resolution refers to the length of the horizon for which this
impact is studied. Using MRFA, the value of the signal in the desired prediction
horizon is predicted at multiple resolutions using separate forecast models. The
predicted values are then aggregated to gain the final forecast.
3 Time series characteristics and metrics
In traditional econometric modelling, an analysis to determine the characteristics
of the time series is undertaken. This will generally help the analyst in determin-
ing which algorithm or analytical tool to use. However, most studies only rely
on a few basic characteristics such as stationarity and auto-correlation, which
cannot sufficiently describe time series properties. In this section, some predic-
tion metrics that help determine the most appropriate algorithm are presented
in an attempt to provide a more informative analysis.
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3.1 Gaussianity & Sampling frequency
Gaussianity is a measure of how similar the time series (or the fluctuations/error)
is to a normal distribution, and can be measured via the D’Agostino’s K-squared
test [10]. The frequency at which the system is sampled contributes to the com-
plexity of the time series. Typically, the complexity of a low frequency signal
is higher than that of high frequency one. In a low frequency signal, each sam-
ple is predominantly an aggregation over a period of time. This aggregation, in
particular, tends to increase the Gaussianity of the data, which consequently
enhances the complexity of the modeling process [7]. In contrast, in high fre-
quencies, noise or temporal anomalies appear more salient in the formation of
the signal. Various methods will show differing performances when dealing with
such noise effects [5].
3.2 Trend & Seasonality
Trend is a pattern in a time series which can be caused by high level factors such
as socio-economic or political forces. Depending on the data, the contribution
of trend to a time series can be additive or multiplicative [4]. Seasonality occurs
as regular patterns or fluctuations in a time series, [5], and can be caused by
the influence of factors such as season, month, or day of the week [4]. After
eliminating trend and seasonality in the time series, the remaining components
are usually referred to as white noise or irregular component [8].
Like trend, seasonality may be additive or multiplicative:{
It + Tt + St → additive,
It × Tt × St →Multiplicative. (2)
where yt, It, Tt, and St are the original time series, irregular component, trend,
and seasonality, respectively. One approach to detect seasonality is to analyze
sample auto-correlation function (ACF) and partial auto-correlation function
plots (PACF) [1].
3.3 ACF and PACF plots
Sample auto-correlation function (ACF) and partial auto-correlation function
(PACF) help provide metrics in assessing the level of auto-correlation, seasonal-
ity and to a lesser extent the levels of non-stationarity. The ACF plot represents
lagged correlations in a time series in terms of correlation coefficients. For the
time series y of length T, the ACF is computed as [1]:
rT =
cτ
c0
, τ = 0, ..., T − 1 (3)
where c0 is the sample variance, and is the empirical auto-covariance at lag τ :
cτ =
1
T
T−1∑
t=τ
(yt − y¯)(yt−T − y¯) (4)
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The PACF plot illustrates the partial correlation coefficients between the given
time series and its lags. PACF is the estimated lag-h coefficient in an AR model
containing h lags adjusting for the lags between time point 1 and lag h [1], i.e.:{
φ1,1(y) = corr(yt+1, yt) = ρ(1)
φh,h(y) = corr(yt+h − yˆt+h, yt − yˆt);h ≥ 2 , (5)
where corr(x,y) is the correlation function, defined as:
corr(x, y) =
n
∑
xiyi −
∑
xi
∑
yi√
n
∑
x2i − (
∑
xi)
√
n
∑
y2i − (
∑
yi)
(6)
3.4 Stationarity
Stationarity is a favourable feature in time series data and can be described
as having a steady mean, variance and auto-correlation over the time span of
the series [1]. As a result, some mathematical transformations have been used to
transform time series into a stationary data-set. Differencing is the most common
approach used to reduce the effects of non-stationarity, [4]. However, real world
time series tend to exhibit non-stationarity even after differencing. In such cases,
other data pre-processing techniques such as de-trending or de-seasonalizing may
be required, [8]. Non-stationarity can be identified using unit-root tests. Some
popular unit-root tests are the Augmented Dickey–Fuller (ADF) test [11] and
the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test [17].
3.5 Conditional Heteroskedasticity
Heteroscedasticity refers to the presence of non-constant variance in a time se-
ries over time, which can be conditional or unconditional. The phenomenon is
challenging in the unconditional form, where the time series is characterized by
non-constant volatility such that future periods of high and low volatility can-
not be identified [1]. The Autoregressive conditional heteroscedasticity (ARCH)
family can be used to model such phenomena when conditional hetroscedastic-
ity (CH) exists. CH can also be evaluated by applying Ljung–Box Q test to the
squared residual series [16].
3.6 Long range dependence and Sample entropy
Long-range dependence (LRD) or long term memory is a feature that is as-
sociated with the predictability of a time series. LRD measures the statistical
dependence between two differing time points. LRD is present if the statistical
dependence declines at a slower than an exponential rate of decay. The Hurst
exponent [13] and the Detrended Fluctuation Analysis (DFA) coefficients [14],
for example, are two metrics that evaluate a time series for long range depen-
dence. Sample entropy is a metric to assess the complexity of time-series data.
For a signal y with sample size N and tolerance r, sample entropy is the negative
logarithm of the conditional probability that a sub-series of length m matches
point-wise with the next point with tolerance (distance less than) r [20].
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4 Evaluation
20 different time series were chosen for analysis in this paper and were taken
from disparate monthly, weekly, daily and hourly data sources. The monthly se-
ries were lake Erie levels (1921-1970), monthly milk production pounds or m m p
(1962-1974), and the number of employed persons in Australia (1978-1991). The
weekly time series were two Irish beef prices (2011-2018), Irish pig prices, 2007-
2016, German pig prices (2008-2016), Canadian barley (2008-2016), and German
feed barley (2008-2016). The daily time series are foreign exchange rates (1979-
1998), minimum temperatures in Melbourne (1981-1990), total female births in
California (1959-1959), and mean temperature of the fisher River (1988-1991),
bike share variables (2011-2012) and births in USA between 1978 and 2015.
Hourly data was taken from one series measuring hourly carbon dioxide emis-
sions.
In order to characterize each dataset, differing tests and metrics were applied.
ACF and PACF plots were analyzed to confirm the existence of seasonality.
CH was examined using the Ljung-Box Q test on the squared residual series.
Also, the Hurst exponent and DFA were conducted on the data to characterize
non-stationarity in the series. Table 1 shows these characteristics as well as the
frequency, sample size and type/status of non-stationarity for each of the original
time series. Gaussianity is evaluated using D’Agostino’s K2 test and denoted by
H for high, L for low, V for very low, and 0 for no Gaussianity.
In Table 1 which shows the results for 8-steps-ahead prediction, m l e l,
m m p, and m n o e indicate lake Erie water levels, monthly milk production
pounds, and the level of employment in Australia, respectively (Monthly data).
Also, H Um 3P and S Um 2P indicate two Irish beef prices, IreCent is the Irish
pig price, GerCent is the German pig prices, CanBar is Canadian barley prices
and GerFBar is the German feed barley prices (weekly data). Daily foreign ex-
change rates are denoted by d f ex r, daily minimum temperatures in Melbourne
by d m t, daily total female births in California by d t f b, mean daily tempera-
ture of fisher River near Dallas by m d t f, daily bike share variables by d b sh1,
d b sh2 and d b sh4, a US economic series by Ec unem, births in US in 1978 and
2015 by US B 78 and US B 15, (Daily data) and hourly carbon dioxide emission
by LNOxEm.
4.1 Results
In Table. 1, for each series the method with the minimum prediction error is re-
ported as the preferred method. The prediction error is calculated as the average
normalised mean square error. For each series the order of the SARIMA(p, d, q)
model was obtained using the exact maximum likelihood using a Kalman fil-
ter. A detailed discussion on optimal models is beyond the scope of this paper.
However, details on model parameters selection can be found in [23, 22]. The ex-
perimental results based the application of the methods discussed are outlined
in Table 1.
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Table 1. Experimental results
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M m l e l L 600 12 N Y 0.59 1.17 0.88 Non-stationary MRFA
M m m p L 156 12 N N 0.69 1.52 0.68 Brownian noise MRFA
M m n o e V 759 12 N Y 0.97 1.28 0.29 Non-stationary NN
W H Um 3P H 357 52 N Y 0.93 1.79 0.41 Non-stationary MRFA
W S Um 2P L 357 52 N Y 0.92 1.68 0.60 Non-stationary SVR
W IreCent V 512 52 N Y 0.92 1.86 0.32 Non-stationary MRFA
W GerCent V 468 52 N Y 0.86 1.58 0.53 Non-stationary NN
W CanBar V 468 52 N N 0.88 1.64 0.20 Non-stationary LSTM
W GerFBar V 468 52 N N 0.86 1.63 0.25 Non-stationary NN
D d f ex r V 4774 365 N Y 0.95 1.52 0.05 Brownian noise SVR
D d m t V 3650 365 Y N 0.90 1.08 1.62 Pink noise ARIMA
D d t f b V 365 - Y Y 0.61 0.69 2.20 Stationary NN
D m d t f V 1461 365 N N 0.88 1.24 0.73 Non-stationary MRFA
D d b sh4 V 731 - N Y 0.51 0.66 2.05 White noise ARIMA
D d b sh2 V 731 - N N 0.72 1.05 0.88 Pink noise MRFA
D d b sh1 V 731 - N N 0.77 1.07 0.87 Pink noise MRFA
D Ec unem V 574 - N N 1.00 1.58 0.23 Brownian noise MRFA
D US B 15 V 365 - N N 0.09 0.08 0.65 RNN RNN
D US B 78 V 365 - N N 0.23 0.29 1.21 Anti-correlated LSTM
H LNOxEm 0 8081 24 Y N 0.39 0.37 0.45 Anti-correlated ARIMA
Sample entropy of values close to zero indicated high levels of self-similarities,
and thus higher probability of predictability. For US B 78, d b sh4, d t f b, and
d m t the sample entropies were relatively high and the best performance were
exhibited by ARIMA, NN and LSTM. It can be seen that best performance for
Brownian noise was MRFA (two series) and SVR (one series), and for pink noise
series, MRFA (two series) and ARIMA (one series).
However, for the Brownian noise, SVR had the best performance on d f ex r
where the sample entropy was extremely small, implying that the series was
highly self-similar and predictable. Also, for the Brownian noise, ARIMA came
out best on d m t where its sample entropy was high, meaning that the com-
plexity is high and thus the conclusion in this case is unreliable. It can be seen
that ARIMA and NN outperformed the other methods when applied to sta-
tionary time series. It suggests that ARIMA and NN which are characterized
by relatively less complex structures (compared to RNN, LSTM and MRFA)
are predominantly suitable for series which have a steady mean, variance and
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auto-correlation. However, for two out of the three stationary time series, the
sample entropy was high, suggesting that stationarity can be as important as
self-similarity in predictability of time series data. The results show that when
Gaussianity is present MRFA was the preferred option.
For series characterized by CH, NN (m n o e, GerCent, and d t f b), MRFA
(m l e l, H Um 3P and IreCent), SVR (S Um 2P and d f ex r) and ARIMA
(d b sh4) preformed best. However, the series on which ARIMA was the pre-
ferred candidate, was characterized by substantial degree of White noise (Hurst
exponent ' 0.5).
4.2 Analysis
It is apparent that differing methods performance are a function of the charac-
teristics of the time series in question. MRFA does seem to posses more robust
characteristics as it is either the preferred method or was one of the high per-
formers on the majority of the series examined with a preferred candidate score
of 50%. In particular it was the preferred method on 80% of the series when ap-
plied to series with either Brownian or pink noise and scored 44% when applied
to data with non-stationary. MRFA, NN and LSTM all appeared to perform well
when non-stationarity or conditional hetroscedasticity existed within the data.
Additionally, ARIMA also performed well with non hetroscedastic data, and is
much easier method to implement in comparison to machine learning approaches
such as MRFA, NN, RNN or LSTM. Fig 1 outlines the performance of all the
methods attempted.
Fig. 1. Method versus preferred method count
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5 Conclusions
This paper proposes an analysis that will assist researchers in the selection of
the most appropriate prediction model based on historical meta analysis of time
series characteristics. A number of important characteristics were analyzed in-
cluding frequency, sample size, Gaussianity, long-term memory (Hurst expo-
nent and Detrended Fluctuation Analysis), non-stationarity, and conditional
heteroscedasticity. Experimental results were obtained on 20 series with vary-
ing characteristics including anti-correlated series, pink noise, Brownian noise,
stationary and non-stationary series. The evaluation demonstrates that the per-
formance of a prediction method, in particular machine learning techniques, is a
function of the characteristics of the given time series. Using a meta analysis of
historical time series analysis as a basis for the selection of a time series approach
will reduce the effort required within each specific application. Additionally, in-
creasing the size of the Meta analysis database substantially would have obvious
benefits to researchers in areas such as the Agri or Finance sectors.
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