Invariant sets embedded in a chaotic attractor can generate time averages that di er from the average generated by typical orbits on the attractor. Motivated by two di erent topics (namely, controlling chaos and riddled basins of attraction), we consider the question of which invariant set yields the largest (optimal) value of an average of a given smooth function of the system state.
where t denotes time and is either continuous (Eq. (1a)) or discrete (Eq. (1b)). (Assuming ergodicity, the time average in Eq. (1) can be replaced by a state space average over the relevant invariant measure of the system.) We call F the performance function.
In this paper we consider systems, such that, for typical choices of the initial x, the trajectory generated by the dynamical system is chaotic, and has a well-de ned long-time average (1) . (Here \typical" is with respect to the Lebesgue measure of initial conditions in state space.) We note, however, that atypical initial conditions may generate orbits embedded in the chaotic attractor that have di erent values for hFi than typical orbits. For example, consider a chaotic attractor with a basin of attraction B. Even though there is a set of initial conditions in B all yielding the same value for hFi, and the state space volume (Lebesgue measure) of these initial conditions is equal to the entire volume of B, there is still a zero volume set of initial conditions (\atypical" initial conditions) whose orbits asymptote to sets within the chaotic attractor but for which hFi is di erent from the average attained by typical orbits. A familiar case where this happens is when the initial condition is placed exactly on an unstable periodic orbit embedded in a chaotic attractor (or on the stable manifold of the unstable periodic orbit).
The question we address is the following. Which (atypical) orbit on the attractor yields the largest value of hFi? To our knowledge this question has not been previously addressed, yet it is fundamental to at least two important problem areas of current interest:
a. Controlling chaos. In one often used method 1] for the control of chaos by use of small controls the strategy is to rst identify several low period unstable periodic orbits embedded in the chaotic attractor. One then determines the system performance that would apply if each of the various determined unstable periodic orbits were actually followed by the system. In many cases the system performance can be quanti ed as the value of some time average hFi, as in Eq. (1) . One then selects an orbit yielding performance that is best and feedback stabilizes that orbit. A question that might be asked is whether one can obtain much better performance by looking exhaustively at higher period orbits or by considering stabilization of atypical nonperiodic orbits embedded in the chaotic attractor.
b. Bifurcation to riddled basins of attraction. Recently a new type of basin of attraction has been found. This new basin type is called a riddled basin 2, 3] , and has the property that any point in the basin has points in another attractor's basin arbitrarily close to it (the basin, although of positive volume, has no interior). Thus an arbitrarily small error in the determination of an initial condition may cause the orbit to go to a di erent attractor. This type of behavior can be present in dynamical systems that possess an invariant manifold M and a chaotic attractor in that manifold. An interesting basic question is that of how a nonriddled basin for the chaotic attractor on M becomes riddled as a system parameter is varied (i.e., the bifurcation to a riddled basin) 4]. This bifurcation occurs 5, 6] when an invariant set within the strange attractor rst becomes unstable for perturbations transverse to the invariant manifold M. That is, the bifurcation occurs when the transverse Lyapunov exponent maximized over all invariant sets in the chaotic attractor rst becomes positive. In the simplest case, where the invariant manifold M has codimension one, the transverse Lyapunov exponent is obtained from an average of a function (as in Eq. (1)) over the relevant orbit 5, 6] , and again the study of this bifurcation focuses on the invariant set maximizing an average 7] .
In this paper we only treat discrete time systems (1b). The case of continuous time systems is expected to yield similar conclusions and is deferred to a future study. Our principal result is that the largest value of hFi is typically achieved by a low period periodic orbit embedded in the chaotic attractor.
The outline of this paper is as follows. In Sec. II we consider the \doubling transformation" 2x modulo 1 with a performance function F (x) with a single quadratic maximum for x 2 0; 1]. This example reveals interesting Farey tree structure of the period of the optimal orbit as a function of the parameter . On the basis of this structure and other numerical results we can make several conclusions for this example.
1. The Lebesgue measure in corresponding to optimal periodic orbits of period p or greater decreases exponentially with p for large p.
2. The set S of parameter values for which optimal orbits are nonperiodic has Lebesgue measure zero.
3. The set S is uncountable, but has fractal dimension zero.
4. Optimal nonperiodic orbits for 2 S are similar to periodic orbits in that they have zero topological entropy and zero fractal dimension.
In Sec. III we consider the tent map with a performance function F (x) with a single quadratic maximum. We again nd conclusion 1, listed above for the doubling transformation, holds. However, for the tent map we nd that the parameter set S , corresponding to optimal nonperiodic orbits, is empty. Thus conclusions 2{4 above are trivially satis ed. Furthermore, the Farey structure observed for the doubling transformation is absent, and a simpler structure prevails. We then consider several other cases in Sec. IV: the doubling transformation with a multi-humped performance function, the tent map with a multi-humped performance function, the Kaplan-Yorke map, and the H enon map. It appears that in all of the examples in Sec. IV the basic structure is a combination of the two prototypical structures observed in Secs. II and III. We believe that this composite type of structure should be typical of what will occur in applications. Based on our results in Sec. IV, we conjecture that conclusions 1 and 2 above hold in general for typical low dimensional chaotic systems and typical smooth performance functions F depending on a parameter. (For the examples of Sec. IV, we do not presently know whether S is empty (as in Sec. III) or not (as in Sec. II). Finally, we discuss the practical importance of our conclusions in the contexts of chaos control 1].
II. THE DOUBLING TRANSFORMATION WITH A SINGLE HUMPED PERFORMANCE FUNCTION
To begin we consider a simple example, namely the doubling transformation,
and for F we take
Although some of the results we observe for Eqs. (2) and (3) are model-speci c, we claim that Eqs. (2) and (3) also yield essential behaviors that should be expected in general for low dimensional chaotic systems. A main point will be that the optimal average is typically achieved by a low period periodic orbit 8].
A. Periods of Optimal Orbits
For each of 10 5 evenly spaced values of , we tested the value of hF i for all periodic orbits of the map (2) with periods 1 to 24. There are on the order of 10 6 such orbits. Figure 1 shows the period of the orbit that maximizes hF i for Eqs. (2) and (3) as a function of the phase angle . The second column of Table I gives the fraction f (p) of phase values for which a period p orbit maximizes hF i. For example, if is chosen at random in 0; 1], then over 93% of the time, the optimal periodic orbit does not exceed 7 in period, and more than half the time the optimal orbit's period is 1, 2, or 3. The last column in Table I gives a conjectured asymptotic prediction of the fraction f (p) of the time a period p orbit maximizes hF i if is chosen at random in 0; 1], Not only are low period orbits most often optimal, but, even when a somewhat higher period orbit is optimal, it apparently only leads to a relatively small increase in hF i as compared to a lower period orbit. This point is emphasized by the third column in Table I , which gives the fraction of the values such that the lowest period orbit that yields a value of hF i within 90% of the maximum value has period p. Thus, for this example, if one is willing to settle for 90% of optimal, one never has to go above period 5. Also for over 83% of the values it su ces to consider only period 1, 2, and 3. The relatively small increase of hF i achieved by going to higher period is also evident in Fig. 3 , which plots the optimal value of hF i as a function of the phase . Switching of optimal periods occurs at apparent changes in the slope of this plot. For example, the inset in Fig. 3 shows hF i p , the average of F over the optimal period p orbit, versus for p = 3; 5; 8 in the region near 0:37.
The dashed line is a weighted average of hF i for periods 5 and 3, (5hF i 5 + 3hF i 3 )=(5 + 3). The optimal period 8 value of hF i closely follows this average, but is slightly above it.
B. Farey Tree Structure
It is also interesting to note the Farey tree structure present in Fig. 1 ; the periods follow the pattern of the denominators in the Farey construction of the rational numbers. That is, between any two -intervals with optimal orbits of periods p a and p b and only higher periods associated with any intervening -intervals, there is a smaller -interval of period p a + p b in between, and all other -intervals in between have period higher than p a + p b . This is illustrated by Fig. 1 and the magni cation of the -interval 0:35; 0:45] shown in Fig. 4 . The inset in Fig. 4 shows the corresponding tree. Between the period 3 interval and the period 2 interval there is a period 5 interval. Between the 3 and the 5 there is an 8, between the 5 and the 2 there is a 7, and so on. Numerically we nd an exponential decrease, as p increases, of the total length r(p) = f (p) + f (p + 1) + + f (p max ) of the -intervals with period at least p (see the diamonds in Fig. 5 ). Noting this and thinking of optimal nonperiodic orbits as being created in the limit as the Farey tree level approaches in nity, we infer that optimal nonperiodic orbits typically do not occur on a positive Lebesgue measure set of .
The form of Eq. (4) is obtained as follows. The factor (p) is the number of times the integer p appears in the complete Farey tree (starting at the lowest level with p a = p b = 1). The factor p2 ?p is obtained from our numerical observations (and by direct analytical calculation in a special case, see Appendix A) of how the width of an interval scales with the period p.
C. Fractal Dimension of the Set S Next, we consider the dimension of the set S of values for which optimal orbits are nonperiodic. From the above discussion, S has zero Lebesgue measure. Furthermore, S can be generated by successive removal with increasing p of (p) intervals of optimal period p orbits from the -interval 0; 1], and because of the Farey structure these intervals are separated by a positive distance from previously removed intervals. Thus S is a Cantor set (in particular, S is uncountable). We can determine the fractal dimension of S as follows. The removal of (1) 
D. Symbolic Dynamics
The symbolic dynamics of the doubling transformation is particularly simple. Each orbit is represented by a sequence of two symbols which we take to be zeros and ones, where the rst symbol is 0 if the orbit is in 0; 1=2) and is 1 if the orbit is in 1=2; 1). The symbolic dynamics is then given by the shift on the symbol sequences and corresponds precisely with the operation 2x modulo 1 if x is represented in as a binary \decimal". Thus each period p periodic orbit can be represented as a string of p zeros and ones (or any cyclic permutation thereof) giving the order in which the intervals 0; 1=2) and 1=2; 1) are visited. We nd that the optimal periodic orbits for Eqs. (2) and (3) exhibit a very regular symbolic representation. (This structure was also found for other single humped performance functions for which the location of the maximum was monotonic in , e.g., F (x) = ?(x? ) 2 .) The general scheme that we numerically observe is best expressed using the Farey tree representation shown in Fig. 6a . Starting on the lowest tree level with the symbol 0 on the left and the symbol 1 on the right, higher levels in Fig. 6a are generated as follows. If there is a period p c orbit on the tree, and its parent orbits on the tree have periods p a and p b , where p c = p a + p b , then the symbol string representing the period p c orbit is obtained by listing the p a symbol string followed by the p b symbol string (see Fig. 6a ). (Here the subscript a corresponds to the left parent orbit on the tree in Fig. 6a , and b corresponds to the right parent orbit.)
We now consider a speci c example, namely, the p = 3; 5; 8 orbits occurring in the inset We nd that the period 8 orbits comes closest to the period 3 orbit at 73=255 and 2=7 respectively (73=255 ? 2=7 2 ?11 ). For the next two iterates, the period 8 orbit closely tracks the period 3 orbit (with the distance between the two doubling on each iterate). At the third iterate of 73=255, the period 8 orbit makes its closest approach to an element of the period 5 orbit; the points involved are 74=255 and 9=31 respectively (9=31?74=255 2 ?13 ). The period 8 orbit then tracks the period 5 orbit for four more iterates, after which it again makes its closest approach to the period 3 orbit, and so on. Thus the period 8 orbit is approximated by alternately following one of its Farey parents and then the other. This explains why hF i 8 in the inset of 
E. Metric Entropy for Optimal Nonperiodic Orbits
Next, consider a nonperiodic orbit that maximizes hF i for some = 0 2 S . We claim that such an orbit has very special symbolic dynamics generated by the periodic orbits that maximize hF i for nearby values of , and in fact has metric entropy zero. Recalling the Farey structure of the complement of S , we regard 0 as being the limit of intervals in the complement of S corresponding to optimal orbits of periods p 1 ; p 2 ; : : :, where for n 3 we have p n = p a + p b for some a; b < n. Examination of the periodic orbits that (numerically) optimize hF i in these intervals reveals that the points in the orbit of period p n always closely approximate the points in the orbits of periods p a and p b , with the approximation becoming increasingly good as n increases. We infer that the optimal nonperiodic orbit corresponding to = 0 is approximated arbitrarily closely by the optimal orbits of period p n as n ! 1 9]. Furthermore, as follows from the discussion in the previous subsection, the symbolic dynamics of the optimal period p n orbit is always a concatenation of the symbolic dynamics of the period p a and p b orbits that generate p n in the Farey tree. It follows that the symbolic dynamics of the orbits of periods p n+1 ; p n+2 ; : : : are also concatenations of multiple copies of the blocks of lengths p a and p b corresponding to the period p a and p b orbits. Again we infer that the symbolic dynamics of the optimal nonperiodic orbit for = 0 is also composed entirely of two types of blocks of lengths p a and p b , concatenated in a nonperiodic fashion. It then follows that the metric entropy associated with this orbit is small; as shown in Appendix B, in a segment of N iterates along the orbit, the logarithm of the number of possible symbol sequences is at most of the order of (N ln p a )=p a , where we assume p a p b . Thus the entropy is at most of order (ln p a )=p a . Since we can start this analysis arbitrarily far along the Farey tree, p a can be arbitrarily large, and we conclude that all optimal nonperiodic orbits have metric entropy zero.
This conclusion has an immediate consequence for the fractal dimension of the invariant measure generated by an optimal nonperiodic orbit. In particular, the information dimension of an invariant measure of the map (2) has been shown 10] to be the metric entropy divided by ln 2; the latter quantity is the Lyapunov exponent of the map (2). Thus optimal nonperiodic orbits also have information dimension zero. Hence these orbits, although nonperiodic, are similar to periodic orbits in that they have zero entropy and zero dimension.
III. THE TENT MAP WITH A SINGLE HUMPED PERFORMANCE FUNCTION
We consider next the tent map on 0; 1],
2x t x t 1=2; 2(1 ? x t ) x t 1=2;
with the same performance function (3). Results, based again on 10 5 evenly spaced values of and orbits of period up to 24, are shown in the second and third columns of Table II and in Fig. 7 . We see that, again, most of the time optimization is obtained at low period.
(For instance, for more than 87% of the values the optimum period is 4 or less; if one is willing to settle for 90% of optimal, one never need go above period 5.) The excellent agreement of the large p data with f (p) = Kp2 ?p shown in the last column of Table II again implies an overall exponential decrease of the Lebesgue measure corresponding to values yielding optimization at period p or greater. The value K = 0:234 used in this case is derived analytically in Appendix A. Referring to Fig. 7 , we see a structure very di erent from the Farey structure observed in Fig. 1 . In particular, as decreases from = 1, there is a succession of step increases, starting with period p = 1, as the optimal period changes from p to p + 1. Exactly at the value p corresponding to the step increase from period p to period p + 1, the averages hF i p and hF i p+1 are equal, and are larger than hF i p 0 for all p 0 6 = p; p + 1. For near p and < p ( > p ) we numerically observe that hF i p > hF i p+1 (hF i p > hF i p+1 ).
The situation is qualitatively much as in the inset to Fig. 3 , except that the dotted line which would correspond in this case to hF i 2p+1 lies below the weighted average of hF i p and hF i p+1 . Thus there is no -interval of period 2p + 1 derived by Farey summation between the period p and p + 1 intervals. On the other hand, we can think of each period p + 1 interval as being created by Farey summation from the adjacent period p interval and the large period 1 interval. The structure in this example can thus be likened to a single branch (the leftmost) of the Farey tree discussed in Sec. II. As decreases further, there are an in nite number of the step increases described above, accumulating to the value 1 0:14955. For 0 < < 1 the optimal orbit is the period 1 orbit ( xed point) at x = 0.
Again thinking of a nonperiodic orbit as the limit of a sequence of periodic orbits as the period goes to in nity, we infer that the only possible value at which optimization might be achieved only by a nonperiodic orbit is = 1 . On the other hand, by continuity the interval on which the xed point x = 0 is optimal must be closed, and thus this interval includes 1 . We conclude that the set S of values for which optimal orbits are nonperiodic is empty in this example.
We remark that many of the conclusions we obtained in this and the previous section ought to be amenable to rigorous analysis of the maps (2) and (5) and the performance function (3). We hope to be able to report such results in a future publication.
Our examples in this section (Eqs. (5) and (3)) and in the previous section (Eqs. (2) and (3)) illustrate two prototypical behaviors, step changes in the optimal period (Fig. 7) , and Farey structure (Fig. 1) . In the next section we consider several other examples. In all of these examples we nd a \mixture" of the two types of structure found in this section and in Sec. II. Based on our examples we o er two conjectures concerning typical low dimensional chaotic systems and typical smooth performance functions with a parameter dependence.
Conjecture 1
The Lebesgue measure of the parameters corresponding to optimal periodic orbits with period p or greater decreases exponentially with p.
Conjecture 2 The set of parameter values for which optimal orbits are nonperiodic has Lebesgue measure zero.
IV. OTHER EXAMPLES
In the remainder of this paper we present some further numerical results involving different choices of the optimization function F and di erent dynamical systems, in support of the above conjectures and the principle that, for most parameters, hFi is maximized by a low period orbit. The composite Farey/step structure we observe in all these examples is discussed in Sec. IVD.
A. The Doubling Transformation and the Tent Map with a Multi-humped Performance Function
The fourth column of Table I shows the fraction of 10 5 evenly spaced values of for which a period p orbit of the map (2) maximizes the average of a di erent function F (x) = cos 2 (x ? )] + sin 6 (x ? )]: (6) The fth column of Table I gives the corresponding fraction for the lowest p within 90% of optimal. The function in Eq. (6) has three local maxima and three local minima. This increases the likelihood of a higher period orbit maximizing hF i, as is re ected in the data.
The Farey structure, present for smooth functions with a single maximum (e.g., Eq. (3) 4) is restored. This is illustrated by the data represented as squares in Fig. 2 . Another important point is that for Eq. (6) (as for Eq. (3)) we observe an exponential decrease, as a function of p, of the proportion r(p) of phase values for which hF i is maximized on an orbit of period at least p. This is shown by the data plotted as squares in Fig. 5 . Thus the result that low period orbits most often are optimal is apparently independent of our choice of F .
Similar results and conclusions apply for the tent map (5) with the multi-humped performance function (6) . Data corresponding to this case are given in the fourth and fth columns of Table II .
B. The Kaplan-Yorke Map
The above discussion has been for a one-dimensional map. How do these results carry over into higher dimensionality? To get some indication of the situation we consider two di erent 2-dimensional maps. First we discuss the Kaplan-Yorke map 11], x n+1 = 2x n (modulo 1); (7a)
The Lyapunov exponents are ln 2 and ln . Choosing = 0:4 we have an information dimension of D 1:76 for the attractor. A picture illustrating the fractal structure of the attractor appears in Fig. 8 . Results for the optimal period with F chosen to be F (x; y) = cos 2 (x + y ? )] (8) are shown in the second and third columns of Table III . The scaling of the average size of the -interval on which a given period p orbit maximizes hF i is shown by the triangles in Fig. 2 , and the decay of the proportion r(p) of values for which hF i is maximized by an orbit of period at least p is depicted by the triangles in Fig. 5 . These results o er further support for our conjectures.
C. The H enon Map
Next we consider the H enon map 
There are many fewer orbits of a given period for this map than in the previous cases, thus orbits of period up to 30 were considered (there are approximately 10 5 such orbits). The results are given in the fourth and fth columns of Table III , and by the crosses in Figs. 2 and 5. Evidently the principle that the optimum is typically achieved by low period orbits, and that near optimum performance can always be achieved by such orbits, continues to hold.
D. Farey Tree Structure
Finally, we note that in all the cases we studied in this section, the Farey tree structure we found in the prototype case of Sec. II is still partially present. For example, in Fig. 10 we see the maximizing period as a function of for the H enon map example above. There are \step" transitions (as in Sec. III) from period 1 to 2, 2 to 4, and so on; however, in the insets we see that the high period -intervals near = 0:3 are created by Farey summation: between the period 1 interval and the period 6 interval there is a period 7 interval, between periods 7 and 6 there is period 13, between 7 and 13 there is period 20, and on either side there are periods 27 and 33; also between period 6 and 12 there is period 18. Similarly in the other cases we see that there can be step transitions between low period -intervals, but that when high period intervals are created they follow the Farey pattern. Since the set S with optimal nonperiodic orbits results from the limit as the period goes to in nity, the occurrence of the higher period orbits in a Farey sequence suggests that our arguments in the case of Eqs. (2) and (3) that S (if nonempty) is a Cantor set with fractal dimension zero and that optimal nonperiodic orbits have metric entropy zero carry over to the other cases.
V. FURTHER DISCUSSION
In the past, experimentalists working on controlling chaos have often experimentally determined only low period unstable periodic orbits embedded in the chaotic attractor. This is partly because the determination of many high period unstable periodic orbits can be very demanding and in many cases not feasible. Our work in this paper indicates that there will usually be little gain, and often none, by going to the considerable e ort of determining many more embedded periodic orbits. (4) we use the numerical observation that the width in of an interval with an optimal period p orbit scales as p2 ?p for large p. In this appendix we derive this result analytically for Eqs. (5) and (3), and indicate how our analysis extends to the case of Eqs. (2) and (3) (11) To estimate the di erence between p and the accumulation point 1 of the intervals I p as p ! 1, we make a series of approximations to the di erence between the two sides of Eq. (11), retaining terms of order 2 ?p but throwing away terms of order 2 ?2p . Multiplying both sides of Eq. (11) In the limit as p ! 1 the above approximation becomes exact, and thus when = 1 , In the case of Eqs. (5) and (3), we obtain K 0:234.
An analogous argument can be made in the case of Eqs. (2) and (3). In Fig. 1 we observe a similar sequence of intervals I p accumulating to the left toward 0:14955. Though there are higher period intervals intervening between consecutive I p , we nd the widths of these higher period intervals to be negligible compared with the widths of the surrounding I p . Repeating the above analysis yields in this case 
APPENDIX B
We consider two periodic orbits of length p a and p b , where we take the convention p a p b , and assume the two orbits are encoded symbolically by strings of zeros and ones. We wish to obtain an upper bound on the metric entropy of an orbit which spends all its time tracking one or the other of these orbits, so that its symbolic dynamics can be formed by concatenating successive copies of the symbol strings for the two periodic orbits. This is the situation for optimal orbits of Eqs. (2) and (3) in the Farey tree; see Fig. 6 . For large N, we ask how many distinct strings of length N one can form from blocks consisting of the p a and p b strings. For simplicity we assume N is an integer multiple of p a . We divide a string of length N into substrings of length p a and ask how many ways each substring can be divided into the building blocks of type p a and p b . We allow for partial blocks at each end of the substring, and do not worry about these partial blocks matching up from one substring to the next|thus our eventual count of the number of distinct strings of length N will be an overestimate.
The number of possible partitions of a substring of length p a is bounded above by the number of possibilities for the starting block (or partial block) times the number of possibilities for the ending block (or partial block). This is because the space (if any) between these blocks must be lled with blocks of type p b . Thus, as p a is allowed to approach in nity, this expression goes to zero, and we conclude that the entropy of a nonperiodic orbit is zero. 
