There is growing interest in the idea that, in some cases, interactions among multiple, independently acting agents in a multi-agent system can be regulated and managed by norms (or 'social laws') which, if respected, allow the agents to co-exist in a shared environment. We present a formal (modal-logical) language for describing and analysing such systems. We distinguish between system norms, which express a system designer's view of what system behaviours are deemed to be legal, permitted, desirable, and so on, and agent-specific norms which constrain and guide an individual agent's behaviours and which are supposed to be incorporated, in one way or another, in the agent's implementation. The language provides constructs for expressing properties of states and transitions in a transition system, and modalities of the kind found in logics of action/agency for expressing that an agent brings it about that, or is responsible for, its being the case that A. The novel feature is that an agent, or group of agents, brings it about that a transition has a certain property rather than bringing it about that a certain state of affairs obtains, as is usually the case. The aim of the paper is to motivate the technical development and illustrate the use of the formal language by means of a simple example in which there there are both physical and normative constraints on agents' behaviours. We discuss some relationships between system norms and agent-specific norms, and identify several different categories of non-compliant behaviour that can be expressed and analysed using the formal language. The final part of the paper presents some transcripts of output from a model-checker for the language.
Introduction
There has been growing interest in recent years in norm-governed multi-agent systems. References to normative concepts (obligation, permission, commitment, social commitment, . . . ) feature prominently in the literature. One reason for this interest is clear, for there are important classes of applications, in e-commerce, contracting, trading, e-government, and so on, where the domain of application is defined by and regulated by laws, regulations, codes of practice, and standards of various kinds whose existence is an essential ingredient of any application. Another, somewhat different, motivation is the idea that, in some cases, agent interactions generally can best be regulated and managed by the use of norms. The term 'social laws' has also been used in this connection, usually with reference to 'artificial social systems'. A 'social law' has been described as a set of obligations and prohibitions on agents' actions, that, if respected, allow multiple, independently acting agents to co-exist in a shared environment. The question of what happens to system behaviour when norms or social laws are not respected, however, has received little or no serious attention. It is also not entirely clear from works in this area whether these norms are intended to express only the system designer's view of what behaviours are legal, permitted, desirable, and so on, or whether they are supposed to be taken into account, explicitly or implicitly, in the implementation of the agents themselves, or both.
In a recent paper [1] we presented a formal framework, called there a 'coloured agent-stranded transition system', which adds two components to a labelled transition system. The first component partitions states and transitions according to various 'colourings', used to represent norms (or 'social laws'), of two different kinds. System norms express a system designer's point of view of what system states and system transitions are legal, permitted, desirable, and so on. A separate set of individual agent-specific norms are intended to guide or constrain an individual agent's behaviours. They are assumed to be taken into account in the agent's implementation, or in the case of deliberative agents with reasoning and planning capabilities, in the processes an agent uses to determine its choice of actions to be performed. The second component of a 'coloured agent-stranded transition system' is a way of picking out, from a global system transition representing many concurrent actions by multiple agents and possibly the environment, an individual agent's actions, or 'strand', in that transition. This is to enable us to say that in a particular transition it is specifically one agent's actions that are in compliance or non-compliance with a system or agent-specific norm rather than some other's. This framework allowed us in turn to identify and characterise several different categories of non-compliant behaviour, distinguishing between various forms of unavoidable or inadvertent non-compliance, behaviour where an agent does 'the best that it can' to comply with its individual norms but nevertheless fails to do so because of actions of other agents, and behaviour where an agent could have complied with its individual norms but did not. The aim, amongst other things, is to be able to investigate what kind of system properties emerge if we assume, for instance, that all agents of a certain class will do the best that they can to comply with their individual norms, or never act in such a way that they make non-compliance unavoidable for others. The other general aim, which is to consider how agent-specific norms can be incorporated into an agent's implementation, was not discussed. It is a topic of current work.
This paper presents a further development and refinement of those ideas. Specifically, we now prefer to separate the 'colourings' used to represent norms from the more general structure of an agent-stranded transition system. We present a formal (modal-logical) language for talking about properties of states and transitions, including but not restricted to their 'colourings', and for talking about agent strands of transitions. The language has operators for expressing
