ABSTRACT Recently, we described a method to quantify the time course of total transmembrane current (I m ) and the relative role of its two components, a capacitive current (I c ) and a resistive current (I ion ), corresponding to the cardiac action potential during stable propagation. That approach involved recording high-fidelity (200 kHz) transmembrane potential (V m ) signals with glass microelectrodes at one site using a spatiotemporal coordinate transformation via measured conduction velocity. Here we extend our method to compute these transmembrane currents during stable and unstable propagation from fluorescence signals of V m at thousands of sites (3 kHz), thereby introducing transmembrane current imaging. In contrast to commonly used linear Laplacians of extracellular potential (V e ) to compute I m , we utilized nonlinear image processing to compute the required second spatial derivatives of V m . We quantified the dynamic spatial patterns of current density of I m and I ion for both depolarization and repolarization during pacing (including nonplanar patterns) by calibrating data with the microelectrode signals. Compared to planar propagation, we found that the magnitude of I ion was significantly reduced at sites of wave collision during depolarization but not repolarization. Finally, we present uncalibrated dynamic patterns of I m during ventricular fibrillation and show that I m at singularity sites was monophasic and positive with a significant nonzero charge (I m integrated over 10 ms) in contrast with nonsingularity sites. Our approach should greatly enhance the understanding of the relative roles of functional (e.g., rate-dependent membrane dynamics and propagation patterns) and static spatial heterogeneities (e.g., spatial differences in tissue resistance) via recordings during normal and compromised propagation, including arrhythmias.
INTRODUCTION
Normally the heart beats once per second by means of a uniformly propagating action potential wave: the propagating depolarization wave front is followed a few hundred milliseconds later by repolarization (i.e., a wave tail). Premature beats can elicit wavefront-tail interactions that may result in regional conduction block and the formation of lifethreatening reentrant arrhythmias, including ventricular fibrillation (VF). The ability to record the transmembrane potential (V m ) from thousands of sites on the heart surface using video imaging technology has provided significant new insights into the understanding of wave propagation, reentry, and VF (1) (2) (3) (4) (5) .
The dynamic spatial patterns of V m during wave propagation are the result of a complex interplay of currents across the sarcolemma membrane and axial currents flowing primarily along the direction of propagation. The total transmembrane current (I m ) is the sum of the transmembrane capacitive current (I c ¼ C m *vV m /vt), and the transmembrane resistive current (referred to as I ion ), and is also equal to the spatial gradient of the axial currents,
whereD iðeÞ is the intra-(extra)cellular diffusion tensor and V i(e) is intra-(extra)cellular potential. As described in our previous article (6) , in contrast to estimating I m from recordings of V e at multiple locations (7-9), we used microelectrode recordings of V i and V e at a single site to quantify the waveforms of all these transmembrane currents from the surface of the heart during stable propagation using a spatiotemporal coordinate transformation incorporating conduction-velocity measurements. By estimating I m using microelectrodes (the gold standard for potential measurements), we presented estimates of actual values of transmembrane currents (6) . This represented a major technical advance because these currents cannot be measured directly in tissue, and measurements in isolated cardiac myocytes do not reflect the contribution of axial currents during propagation. The spatial distribution of I m , I c , and I ion during propagation in the heart is of particular interest with regard to abnormal impulse conduction, including focal and reentrant cardiac arrhythmias. The spatiotemporal dynamics of these currents during depolarization determine the source and sink properties of wave-front propagation and are altered at sites of collision and at the front of curved waves. In addition, the dynamic patterns of these currents during wavefront-tail interactions are of particular interest in the study of conduction block and reentry.
In this article, we introduce a method for imaging the spatial distribution of transmembrane currents during propagation using previous microelectrode measurements (6) to calibrate the membrane fluorescence data; as far as we know, this approach was first suggested by Winfree (10) . Here we present the approach along with the dynamic spatial patterns of transmembrane currents during wave collision and demonstrate the feasibility and potential use of our methodology during fibrillation.
For Glossary of terms used in this article, see Table 1 .
METHODS

Overall approach
We quantify I m from the second spatial derivative of high resolution recordings of V m (recorded by fluorescence video imaging) using what we believe to be a novel algorithm, as described below. In this article, stable propagation (i.e., constant conduction velocity) is not assumed, and I m is computed from the second spatial derivatives of fluorescence recordings of V m . Here we assume spatial uniformity in our 1 Â 1 cm recording area of the following variables: action potential amplitude, anisotropy ratio (AR), and fiber angle (f). The approach is the same if any of these parameters vary spatially by replacing the value with the corresponding spatial pattern. 
Optical recordings
All experiments followed the guidelines of the National Institutes of Health for the ethical use of animals in research and were approved in advance by the Vanderbilt Institutional Animal Care and Use Committee. Using procedures identical to our previous publication (6) , all recordings were from the epicardial surface of the anterior left ventricle. The voltage-sensitive dye di-4-ANEPPS was excited by a diode-pumped, solid-state laser (Verdi; Coherent, Santa Clara, CA) at a wavelength of 532 nm. The fluorescence emitted from the imaged area of the heart was passed through a longpass filter (No. 25 Red, 607 nm; Tiffen, Hauppauge, NY) and images from an~1 Â 1 cm region from the surface of the rabbit heart were recorded at 40 Â 40 pixels at 3 kHz via a 14-bit quad charge-coupled device (CCD) camera (CardioCCD-SMQ; RedShirt Imaging, Decatur, GA). One-hundred beats were averaged to improve signal quality. The fluorescence action potential amplitude at each site was normalized and the activation time at each site was determined as the time of the maximum temporal derivative of the fluorescence signal using quadratic fitting to interpolate between frames. There was no temporal or spatial filtering of the optical data except for a five-point (1.5 ms) median temporal filter for the fibrillation data.
Computer simulations
Simulations were carried out using the monodomain formulization in a three-dimensional geometry of dimensions 1 Â 1 Â 0.4 cm (thickness), integrated using Euler's explicit method with a space step of 0.005 cm in all directions and a time step of 0.002 ms with values of C m ¼ 1 mF/cm 2 , D i ¼ 0.001 cm 2 /ms, and AR ¼ 2 (both across fibers on epicardium and across the wall). The fiber angle rotated across the tissue depth from 0 on the epicardium to 180 on the endocardium. All tissue boundaries were sealed, so that the current density normal to the surface was zero. The ionic current was a simple I/V model with no gating variables, designed to replicate the action potential shape (only) at a pacing interval of 300 ms from these experiments (6) . Stimulus current with a duration of 1 ms and an amplitude of À200 mA/cm 2 was applied to several different regions of the model to initiate various experimentally observed activation patterns; the duration of the simulations was 30 ms. Both V m and the simulated optical transmembrane potential (V opt ) from the epicardial surface were analyzed for uniform epicardial illumination. The optical diffusion equation for the illumination light was solved analytically using standard values of optical parameters (11) . V opt was solved at each time point using an overrelaxation method, with 100 iterations at each time point; V opt at the previous time step was used as the initial guess for the iteration. V opt action potential amplitude was scaled to match that of the simulated V m (111 mV), which we define as V* opt .
ALGORITHM DEVELOPMENT
The computation of second spatial derivatives from noisy data is a notoriously difficult problem. For stable propagation, the cable equation allows the conversion of spatial and temporal derivatives, as we did in our previous article (6); however, that transformation is not appropriate for nonuniform propagation, such as wave collisions and reentry. Hence, we developed an algorithm for computing spatial derivatives from fluorescence movies of transmembrane potential.
Computation of I m (x,y,t) from the spatial distribution of intracellular potential, V i (x,y,t)
To begin, we computed the anisotropy ratio AR and f as done previously (12) . We assumed that the 1 Â 1 cm region of the epicardial surface from which we record is uniformly anisotropic (i.e., straight fibers). Knisley et al. (13) have shown that there is very little fiber curvature on the 1 Â 1 cm region of the rabbit LV from which we recorded our data and even concluded that fiber curvature plays a secondary role in activating cardiac tissue compared to second spatial derivatives of extracellular potential. In the Supporting Material, we provide an equation (and derivation) of the error introduced if fibers are curved. To compute spatial derivatives, we defined a coordinate system aligned with the fibers such that axis L is aligned with fibers and axis T 
where a ¼ (AR) À2 and D i is the intracellular diffusion coefficient in the direction of fibers. To compute I m at site (x,y) we perform a least-squares, second-order polynomial surface fit to a subarray (kernel) of V i , centered at x,y (the size of this subarray can be varied; we consider square kernels parameterized by k: the edge lengths of the kernel are equal to 2k). The best fit surface (F fit ) is represented by a 3 Â 3 parameter matrixÃ as
where l and m are dummy variables representing the horizontal and vertical position in the subarray. Differentiating F fit , we obtain equations for all second-order spatial derivatives:
Combining Eqs. 2-6 allows us to compute I m at the center of the subarray kernel, i.e., (k, k), yielding the desired scalar:
The Supporting Material provides evidence of the superiority of this approach compared to image convolution (presumably because of the inclusion of nonlinear terms).
Validation of computing I m using V m (not V i )
True I m is proportional to the second spatial derivative of V i ; however, the fluorescence recordings measure a signal proportional to V m . We hypothesized that V i could be replaced with V m in Eq. 2 with negligible effects on the accuracy of the computation of I m . To assess the validity of this approximation, we computed I m from microelectrode recordings of both V m and V i using the spatiotemporal coordinate transformation described previously (6) ; the time course of I m was nearly identical, as shown in Fig. S1 in the Supporting Material.
Calibration of optical action potential amplitude
Because fluorescence recordings provide only relative measures of true V m , we calibrated optical action potential amplitude using microelectrode recordings. Both V i and V e were recorded during pacing and V m was computed from their difference (6) , and then this V m signal (one signal from each heart) was used to normalize the optical signals at all 1600 sites. Because the resting value of V m is not relevant to our analysis, we scaled the fluorescence intensity at each site to range from zero to the action potential amplitude (APA) of V m , which varied no more than 1-2 mV during each impalement. This normalized fluorescence signal in mV is referred to throughout as F* m and is a function of horizontal (x) and vertical (y) image directions as well as time (t). The fibrillation data were normalized such that the minimum and maximum at each site in the 5-s optical recording matched those of the simultaneously acquired recording of V i from a glass microelectrode.
Calibration of optical transmembrane current densities
As with all recording methods, there is a transduction process between the signal of interest and the recorded signal. Unlike other recording devices, such as electrodes and the corresponding electrochemistry, the signal transduction process of optical mapping is not well understood (although there have been some recent efforts to explain it) (11, (14) (15) (16) (17) . There is little doubt that the spatial and temporal frequency content of the fluorescence signal depends on the experimental preparation and the characteristics of the recording device. A detailed discussion of the temporal and spatial frequency content of our optical F m recordings is provided in the Supporting Material.
For all six hearts, we identified the pixel nearest to the microelectrode impalement in the optical recordings during longitudinal pacing by visual inspection of the electrode shadow, and calibration factors were computed from the ratio of the currents computed for this pixel and the values determined from the microelectrode measurements (6) .
We define the optical capacitive current at each pixel as
and calibrate it according to the value computed from the microelectrode data (6),
where g is a calibration factor computed separately for depolarization as the ratio of (vV* m /vt) max and (vF* m /vt) max ), and repolarization as the ratio of (vV* m /vt) min and (vF* m / vt) min ). As expected (18), g > 1 during depolarization, with an average value of 8.4 5 0.4 for depolarization and 1.3 5 0.1 for repolarization. Similarly, we calibrated I F m from the microelectrode data:
Because I F m was below the noise during planar wave repolarization, we computed b only for depolarization. I F m , a biphasic signal, was computed as described above in Eq. 7, but using F* m in place of V i . The maximum and minimum of I Of course, during VF it is not possible to separate the temporal frequency-dependent attenuation of F m into depolarization and repolarization, so only an uncalibrated total transmembrane current (I 
RESULTS
Here we show, to our knowledge for the first time, the spatiotemporal dynamics of calibrated transmembrane currents (I* m and I* ion ) at thousands of sites, i.e., transmembrane current imaging. We first show in Figs. 3 and 4 examples of the transmembrane current patterns during wave collision resulting from pacing at two sites. We also present the uncalibrated I F m patterns during VF, including focal activation, wave collision, reentry, and block, in Figs. 5 and 6. High-resolution (300 mm), high-speed (3 kHz) movies of these data are available in the Supporting Material.
The wave-front dynamics (i.e., the depolarization process) occurring during simultaneous pacing from the upper-right and lower-left corners of the imaged area are shown in Fig. 3 . The two resulting wave fronts propagate steadily across fibers before colliding near the bottom right of the array. These colliding wave fronts merge and their intersection moves rapidly toward the upper-left corner (see dashed line in isochrone map in Fig. 3 A) while the waves collide and annihilate toward the bottom of the recording array indicated by two small gray parallel lines. The F* m upstrokes and the corresponding transmembrane current (I* ion , I* m , and I* c ) traces for five sites are shown in Fig. 3 B. Individual frames from two instants (identified as vertical dashed lines superimposed on F* m upstrokes in Fig. 3 B) are shown for F* m , I* m , and I* ion in Fig. 3 C (I* c is not shown because only two of three of these currents are independent). During the initial steady transverse propagation (sites 1 and 2), the transmembrane current waveforms in Fig. 3 B resemble those for stable propagation with biphasic I* m . However, at sites of wave-front collision (sites 3-4), I* m is monophasic and outward (positive) and I* ion is decreased during depolarization. Wave collision patterns varied slightly across animals but all patterns were characterized by a merging of two wave fronts in an upward V-shaped cusp with collision and annihilation of waves at the bottom. The dynamic spatial patterns of F* m , I* m , and I* ion can be viewed as movies in the Supporting Material. Although these patterns represent the global behavior, it is important to note that the spatial extent of the F* m wave front, the width of I* ion during depolarization, and the breadth of the I* m dipole during depolarization, are all too wide by approximately a factor of 8 (see the Supporting Material).
Another example of wave collision is shown in Fig. 4 . Isochrone maps of both depolarization (Fig. 4 A) and repolarization (Fig. 4 B) illustrate similar patterns of activation and recovery. For each animal we computed calibrated movies of I* m and I* ion for depolarization and repolarization. The spatial distribution of I* Biophysical Journal 105 (7) 1710-1719 the effect of wave collision on transmembrane currents, we computed peak currents at two sites (one along transverse normal planar propagation and at a collision site-one of the last sites to activate: sites 1 and 5 in Fig. 3 ). The results from one sided t-tests are shown in Table 2 and demonstrate that there were decreases in I m * min and I* min ion at the site of collision, but not in I c * max , I m * max , or I* max ion . That is, there was a decrease in the magnitude of the inward component of the total transmembrane current and ionic current during depolarization at collision sites.
Examples of the complex spatiotemporal dynamics of F* m and I waveform is monophasic and inward (negative), whereas I F m is monophasic and outward (positive) at site 2. Reentry (counterclockwise) around a line of block is presented in Fig. 6 . Away from the line of block, the I F m deflection was biphasic (site 1), whereas I F m traces were smaller and slower along the line of block (site 2). Fig. 6 , B and D, shows, for the first time to our knowledge, the transmembrane current at the site of a phase singularity. Simultaneously acquired microelectrode V i and nearby optical recording at one site during VF are shown in Fig. S5 .
We hypothesized that during VF, I F m would be different at sites of phase singularities (i.e., sites of wave breaks and the center of reentrant waves) compared to other sites. To test this hypothesis we compared I (computed over the same 10 ms) was not statistically different than zero. For singularity sites, both the mean I F m and corresponding charge, Q F m (computed over the same 10 ms), were statistically greater than zero, p < 0.00001 (all one-tailed t-tests), as shown in Fig. 7 .
DISCUSSION
Here we provide what we believe to be a novel method to compute the high-resolution dynamic patterns of I m and I ion at thousands of sites using optical mapping of V m (i.e., transmembrane current imaging) during stable and unstable propagation. We present preliminary results regarding a variety of wave patterns during pacing and VF, such as wave collisions, focal activation, and reentry. We found reduced inward current during depolarization for both I m and I ion at sites of wave collision, consistent with simulation results (19). Our findings are also consistent with those of Coronel et al. (8) and Witkowski et al. (7, 20) , who used extracellular electrode arrays to estimate I m during VF and found that signals during the upstroke were biphasic during normal propagation, entirely positive at sites of wave collision, and entirely negative at sites of focal activation. We also found that both I m and its integral are increased only at phase singularity sites during VF, suggesting that, on average, I m at singularity sites was monophasic and positive (i.e., I m acts to increase V m only at phase singularity sites) unlike at nonsingularity sites, where the delivered charge was zero.
As far as we know, I m has not previously been estimated from the spatial distribution of V m experimentally. The first attempts to estimate I m from multiple extracellular recordings in cardiac tissue were efforts to record injury currents during ischemia (21,22). These studies did not attempt to resolve the rapid I m changes associated with the wave front, but they did compute Laplacian signals during the plateau and resting phases. Witkowski et al. (7) estimated the I m time course (not absolute values) during wavefront propagation from closely spaced extracellular electrodes using one space and one time derivative and assuming constant conduction velocity (CV) using the magnitude and direction of the CV vector. Coronel et al. (8) estimated the time course and magnitude of peak I m during wave-front propagation via extracellular Laplacians, which we believe is an order-of-magnitude too small, as we have discussed previously (6) . Recently, microfabrication techniques were used to construct extracellular arrays for I m wave-shape estimation using small diameter recording electrodes (9) . It should be noted that the value of V e measurements is sensitive to a variety of factors, such as electrode size, the position of the ground, and the distance between the electrode and the membrane.
The limitations of our study and most others that utilize fluorescence imaging of V m include the use of a drug to eliminate contraction, and the complexity of interpreting fluorescence images from the surface of three-dimensional tissue. The use of diacetyl monoxime Biophysical Journal 105(7) 1710-1719 may affect transmembrane current values, although our CV values compare favorably to those for epicardial propagation on the surface of the rabbit heart in control (23). The integration of signals from different depths and the associated light scattering limit the accuracy of measurements of temporal and spatial derivatives from the surface of isolated hearts. As a first approximation, we address this limitation by rescaling the fluorescence data based on microelectrode recordings, as described in Algorithm Development. The action potentials recorded using fluorescence probes had significantly slower rates of rise compared to those recorded with glass microelectrodes; because we recorded both from nearby locations simultaneously we provide a quantitative characterization of their differences in the Supporting Material as well as performing computer simulations incorporating the effects of light scattering, which correspond very well to our experimental data. As other investigators have done, we computed spatial gradients from only the epicardial surface layer (7-9,20-22), whereas the true gradients include threedimensional information, which is much harder to obtain. Our simulations indicate that the transmural component of I m for longitudinal pacing was~8%.
Hyatt et al. (14, 15) and Zemlin et al. (17) has proposed that the level of fluorescence where the maximum derivative occurs during the optical action potential upstroke reflects the orientation of the wave front beneath the surface. The average level where the maximum derivative occurred in our recordings was 47% for longitudinal propagation and 55% for transverse propagation (see the Supporting Material), which is similar to the value of 50% that is indicative of the excitation front propagating parallel to the surface according to Hyatt et al. (15) . Our methodology does not allow us to separate I m into its components during fibrillation, and the separation of I ion into its species components will require pharmacological interventions to selectively block specific ion currents. Finally, although we assumed spatial uniformity of C m , D i , APA, AR, and f, our methodology is valid for heterogeneous tissue which can be included in the computations if the spatial distribution of these parameters are known at the scale of the kernel.
In conclusion, our work provides the foundation for quantitative studies of transmembrane current spatiotemporal dynamics during normal and abnormal rhythms. Transmembrane current imaging could usher in a new era of quantitative electrophysiological information previously obtainable only for isolated cells and membrane patches. Of particular importance are the transmembrane currents during depolarization that are significantly altered during wave collisions (19), curved waves (24), and focal activity and fibrillation (7, 8, 20) compared to normal planar propagation. Our work provides the experimental and theoretical basis to tease apart the relative roles of functional (e.g., rate-dependent membrane dynamics and propagation patterns) and static spatial heterogeneities (e.g., spatial differences in tissue resistance) during propagation. Further studies should lead to improved therapies for cardiac arrhythmias (and other conduction abnormalities), e.g., by targeting ion channel kinetics to alter membrane dynamics, but targeting connexin proteins to change tissue resistance. 
SUPPORTING MATERIAL
VALIDATION OF COMPUTING I m USING V m INSTEAD OF V i
During plane-wave propagation, which is effectively one-dimensional, total transmembrane current (I m ) is also proportional to the spatial gradient of axial currents (and hence the second spatial derivative of potential):
where V i is the intracellular potential, D i is the intracellular diffusion coefficient in cm 2 /ms, and x is direction of propagation. Equation [S1] is derived based on first principles (Ohm's law and the conservation of current). For stable propagation, spatial gradients are linearly related to temporal gradients; hence 
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In addition, fluorescence imaging (particularly light scattering) limits the spatial accuracy of spatial measurements from the surface of isolated hearts. (9) Mironov et al. have stated "…that short-wavelength (<3 mm) spectral components represent primarily noise and surface features of the preparation (coronary vessels, fat, and connective tissue)."(9) Our results, shown in Figure 3 in the manuscript as well as in Figures S4 and S5 , demonstrate unequivocally that wavelengths < 3 mm can be optically recorded from the surface of the heart. For example, we manually computed the spatial distance between the positive and negative peaks of F m I during depolarization at the wave front during longitudinal planar propagation and found this distance to be 1.36  0.17 mm; this is 8.6 times that estimated from the microelectrode study ( dur m I *CV) (1) and is consistent with the average value of  during depolarization of 9.5. As shown in the manuscript, the shapes (after calibration of amplitude and duration) of the transmembrane currents computed from the optical recordings are nearly identical to those computed from the microelectrode data, and therefore we employed a linear scaling procedure to calibrate transmembrane currents as described in the manuscript. 
S -4
S -5
ALGORITHM VALIDATION
We have developed a unique method to estimate the spatiotemporal patterns of total transmembrane current density (I m ) from optical mapping data by computing the second spatial derivative of the fluorescence recordings of transmembrane potential, as described in the manuscript. This approach is valid for both stable and unstable propagation. We calibrate the transmembrane currents computed from fluorescence recordings with microelectrode measurements, and demonstrate that we can quantitatively estimate the spatiotemporal patterns of both I m and transmembrane ionic current density (I ion ) during depolarization and repolarization separately for stable and unstable propagation. We can only qualitatively estimate the spatiotemporal patterns of I m (not I ion ) during fibrillation in which the depolarization and repolarization events cannot be separated.
Polynomial Surface Fitting versus Linear Image Processing
The typical method to compute second order spatial derivatives is by using a central difference method, which is equivalent to a linear convolution with a Laplacian kernel. (10, 11) This was the approach of Coronel et al.(12) and Wiley et al., (13) who both used 3x3 (k=1.5) subarrays of V e to estimate I m from electrode array recordings, although neither group accounted for anisotropy. As far as we know, we are the first to compute I m from optical maps of transmembrane potential as suggested by Winfree(14) . Example images resulting from convolving F m images with anisotropic Laplacian kernels are shown in Figure S4 . Convolution results were limited by noise, which is typical of second order differentiation, and increasing the kernel size did not significantly improve the results.
In the manuscript, we described an alternative approach that includes non-linear terms for a more accurate computation of the Laplacian (see Eqn. [7] ). The output of our algorithm is a series of F m I images in which the biphasic current dipole at the wavefront was easily identifiable, as shown below. We believe that the performance of our algorithm is superior because of the non-linear polynomial surface fitting: the linear Laplacian convolution kernel includes only parameters A 2,0 and A 0,2 in Eqns. [3] [4] [5] [6] [7] representing the linear terms; all other terms in our Eqns. [3] [4] [5] [6] [7] represent surface non-linearities (see manuscript). Our algorithm is much more computationally intensive because a non-linear 2-D surface fit (2k by 2k pixels) must be performed at each pixel in comparison to a linear convolution of a kernel with an image.
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Figure S4. Results of linear convolution of F m (x,y) with Laplacian kernel applied to one image in a movie, with two different kernel sizes. The result of convolving with anisotropic (AR=3) Laplacian kernels during elliptical wave propagation (these images are rotated so that fibers are horizontal). The parameter k represents the subarray size in pixels, and the pixel resolution was 0.015 cm for the 80x80 images and 0.03 cm for the 40x40 arrays. *In all I m images black represents zero; grey levels represent increasingly positive, and red levels represent increasingly negative values.
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Polynomial Surface Fitting: Effect of Kernel Size (k) Examples of I m images resulting from our non-linear polynomial surface fitting algorithm are shown in Figure S5 . We chose k = 7.5 for the 80x80 data and k = 3.5 for the 40x40 data based on a qualitative decision regarding the balance between spatial resolution and signal quality; this kernel size corresponds to a sub-array size of approximately 0.11 cm. We evaluated the effect of algorithm parameter AR on F m I images, as shown in Figure S6 (the effect of AR on temporal F m I wave shape is shown in the bottom panel), and found that negligible changes occurred within the range 2.0 to 3.5, although large differences were observed when AR=1, as expected due to the larger real F m spatial gradients in the transverse direction. 
S -9
Effect of Fiber Curvature ()
We examine the effect of fiber curvature by considering a fiber whose direction changes by an angle  in the region of interest. Consider without loss of generality the case when one edge of the fiber in the local region is horizontal, i.e.,  = 0 (when this is not the case the following all applies after rotating the coordinate system). Let  be a small, not-necessarily rectangular region, and assume that the fibers are nearly but not exactly horizontal in . In our case corresponds to the kernel size. We wish to determine the error in using Equation [2] with  = 0, compared to taking account of fibers that are slightly curved and hence not horizontal over the entire length of the kernel.
Preliminaries:
Define (u,v) and (u,v) as a local coordinate system parameterizing  such that lines of constant v follow fibers, as shown in Figure S7 .
Since the fibers are nearly horizontal, we may assume it is possible to choose a parameterization , where  is small, corresponds to slightly quadratically curved fibers. Let the mark () denote derivative with respect to u. The (nonnormalized) fiber direction is given by
Since the fibers are nearly horizontal, we assume 1 '  S . Given this, it is easy to show that the angle by which the fiber departs from the horizontal () is approximately S'. Also, the fiber curvature () is given by
We assume the magnitude of the curvature 1 "  S , and also that the change in angle with
Conductivity tensors:
The true conductivity tensor, taking into account the curved fibers, is given by
where  =(AR) -2 , AR is anisotropy ratio, hat (^) denotes a normalized vector, p is the vector perpendicular to s (i.e., the cross-fiber direction). Thus, we have that
This can be compared with the conductivity tensor that arises if we assume horizontal fibers,
.
Impact on current:
We wish to determine the error in the computed transmembrane current when is used instead of . Writing for x V i   , etc., the computed transmembrane current for the former case is S -11 . This is just Equation [2] when  = 0.
The 'correct' transmembrane current, when the curved fibers are taken into account, is given by , which after some algebra can be shown to be
Of course, and are equal if 0 '  S , i.e., if the fibers are perfectly horizontal.
Linearization:
First, we note that , which involves the spatial derivative of V in the fiber direction, but is multiplied by y    , which is the change in angle in the (approximate) cross-fiber direction, and expected to be even smaller than  and .
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SUB-SURFACE WAVE FRONT ORIENTATION AND OPTICAL UPSTROKE MORPHOLOGY
Arkady Pertsov's group has provided unique insight into the shape of the optical action potential upstroke in an elegant series of papers. (5, 6, 8, 15) They suggest that the value of fluorescence of the optical action potential (OAP) at which the temporal maximum occurred ( * F V ) is linearly related to the sub-surface orientation of the wave front. They state: "We discovered that wavefronts propagating parallel to the surface produce OAP upstrokes with * F V  0.5. Thus, measuring conduction velocity exclusively in such regions should significantly improve the accuracy of such measurements in 3D ventricular myocardium." In our study we simultaneously measured action potentials using fluorescence probes and glass microelectrodes at nearby sites from the epicardial surface on isolated hearts, thus giving us unique data to interpret OAP upstroke morphology. The average value of * F V at each site over all six animals is shown in grayscale maps in Figure S8 for both longitudinal (LP) and transverse (TP) propagation, as well as the corresponding histograms representing ~9600 (40x40x6) OAPs. The average value of * F V was 48% with a spatial standard deviation of 12% for LP and 55% with a spatial standard deviation of 14% for TP. For TP the right side of the image consistently had * F V < 50%, indicating that the wavefront was moving away from the epicardium. None of the microelectrode recordings were from this region. Overall, the values of * F V during planar propagation indicate that the wavefront orientation was perpendicular to the epicardial surface (propagation was parallel to the surface).
We believe that many factors in addition to sub-surface wave front orientation contribute to OAP upstroke morphology. For example, the level at which the maximum temporal derivative of V m occurred was increased by 17 mV at the collision site in a 1D cable simulation. (16) In addition, as shown in V we recorded (average of all six animals shown in Fig. S9 ) are very similar to those of Pertsov's group, (6, 8) with a bimodal histogram consistent with the interpretation of the wave front initially moving along fibers away from the epicardium (lower values), followed by wave fronts moving across fibers perpendicular to the epicardium (values close to 50%), and then toward the epicardium (higher values).
Overall, we recognize that light scattering is a confounding effect that complicates the interpretation of our results. We have included discussions of this effect in this supplement in a straightforward manner and have clearly presented our approach in the manuscript such that the reader can interpret our results with the appropriate caution. It remains a challenge to incorporate light scattering effects into the determination of membrane currents. We have thus separated the effects of depolarization and repolarization and only present uncalibrated I m data for fibrillation (not calibrated I ion ).
