Statistical downscaling of Global Climate Models (GCMs) allows researchers to study local climate change effects decades into the future. A wide range of statistical models have been applied to downscaling GCMs but recent advances in machine learning have not been explored compared to traditional approaches. In this paper, we compare five Perfect Prognosis (PP) approaches, Ordinary Least Squares, Elastic-Net, and Support Vector Machine along with two machine learning methods Multi-task Sparse Structure Learning (MSSL) and Autoencoder Neural Networks. In addition, we introduce a hybrid Model Output Statistics and PP approach by modeling the residuals of Bias Correction Spatial Disaggregation (BCSD) with MSSL. Metrics to evaluate each method's ability to capture daily anomalies, large-scale climate shifts, and extremes are analyzed. Generally, we find inconsistent performance between PP methods in their ability to predict daily anomalies and extremes as well as monthly and annual precipitation. However, results suggest that L 1 sparsity constraints aid in reducing error through internal feature selection. The MSSL+BCSD coupling, when compared with BCSD, improved daily, monthly, and annual predictability but decreased performance at the extremes. Hence, these results suggest that the direct application of state-ofthe-art machine learning methods to statistical downscaling does not provide direct improvements over simpler, longstanding approaches.
Introduction
The sustainability of infrastructure, ecosystems, and public health depends on a predictable and stable climate. Key infrastructure allowing society to function, including power plants and transportation systems, are built to sustain specific levels of climate extremes and perform optimally in it's expected climate. Studies have shown that the changing climate has had, and will continue to have, significant impacts on critical infrastructure (Ganguli et al. 2015; Neumann et al. 2015) . Furthermore, climate change Thomas Vandal vandal.t@husky is having dramatic negative effects to ecosystems, from aquatic species to forests ecosystems, caused by increases in greenhouse gases and temperatures (Walther et al. 2002; Parmesan 2006; Hansen et al. 2013) . Increases in frequency and duration of heat waves, droughts, and flooding is damaging public health (Haines et al. 2006; Frumkin et al. 2008) .
Global Climate Models (GCMs) are used to understand the effects of the changing climate by simulating known physical processes up to 200 years into the future. The computational resources required to simulate the global climate on a large scale is enormous, limiting models to coarse spatial and temporal scale projections. Most often, the critical systems society depends on exist at the regional and local scale, where projections are most limited. Downscaling techniques are applied to provide climate projections at finer spatial scales, exploiting GCMs to build higher resolution outputs.
Statistical and dynamical are the two classes of techniques used for downscaling. The first approach, dynamical downscaling, also known as Regional Climate Models (RCMs), embeds sub-grid parameters and processes within boundary conditions of coarse-resolution GCMs. This is particularly useful for better simulating convective and extreme precipitation events (Kendon et al. 2014) , which are often underestimated in statistical downscaling (Bürger et al. 2012) . However, RCMs are typically sensitive to their boundary conditions which can dramatically change the results (Ekström et al. 2005) . For this reason, in order to obtain credible projections, multi-initial condition ensembles should be considered. However, a limitation of RCMs is their high computational requirements that limits the use of multi-model and multi-initial condition ensembles.
The second approach, statistical downscaling (SD), aims to learn a statistical relationship between coarsescale climate variables and high-resolution observations, which we will discuss in further depth in the following sections. SD is commonly applied to both RCMs, most often for bias correction, and GCMs. A key advantage of SD is its computational efficiency and ability scale to climate model ensembles. However, GCMs have difficulty modeling convective precipitation, hence the application of SD to GCMs is expected to not well capture extremes (Knutti 2013) . In contrast, Ahmed et al. compared six statistically downscaled GCMs and four RCMs to a regional impact assessment of temperature and precipitation over the Northeastern United States and found no considerable differences in results between SD and using RCMs (Ahmed et al. 2013) . This suggests that SD directly from GCMs is sufficient over our region of interest.
Statistical downscaling
Many statistical approaches can be used to relate large-scale climate processes to local-scale projections and grouped into three main categories: Perfect Prognosis (PP), Model Output Statistics (MOS), and Weather Generators (WG) (Rummukainen 1997; Maraun et al. 2010) . Regression and analog methods are categorized as PP approaches, which rely on large-scale observational data, often reanalysis datasets, as well as local-scale observations. On the other hand, MOS approaches rely only on local-scale observations as well as the climate model outputs, either GCMs or RCMs. Quantile mapping and bias correction techniques are commonly applied MOS approaches in hydrological impact studies (Wood et al. 2002) . PP and MOS approaches can also be used together to improve predictability and statistical coherence. Lastly, WG are used to stochastically generate time series and spatial fields that resemble those observed. For instance, WG are often applied to better understand future extreme weather events (Semenov and Barrow 1997) .
PP approaches consists of four key steps including feature selection and transformation followed by a statistical model and model selection (Maraun et al. 2010) . Selecting the well-informed large-scale climate predictors that well represent the local-scale variable of interest is crucial to credible downscaling. The climate predictors of interest can be selected using knowledge of physical processes as well as locating those highly correlated with the predictand. This means that the selected predictors should be well simulated by GCMs to ensure statistically credible projections. Hence, a statistical assumption that our predictors are related to the predictand is made.
Predictors selected for statistical downscaling are often high dimensional as the features extracted for each climate variable exist on a grid. With many variables and vertical pressure levels, as we will discuss below, the total number of features can be in the thousands. Many approaches have been developed for high-dimensional feature selection and regression. Transformations from a high-to low-dimensional feature space are often applied such as Principle Component Analysis (Hewitson and Crane 1996; Themeßl et al. 2011; Ghosh 2010) . Benestad et al. found that using Principle Component Analysis improved performance while reducing sensitivity to the predictor domain when downscaling station data (Benestad et al. 2015) . Rather than compressing all the features, some of which may not have relevant dependencies with the predictor, one can select a subset of these features using dependency measures. A few methods for features selection include correlation analysis (Wilby et al. 2002) , sparse regression (Tibshirani 1996; Hammami et al. 2012) , and Bayesian models . A combination of feature selection and transformation can also be applied. In this work, we compare multiple approaches to reduce dimensionality through both sparse regression and principle component analysis.
Given a set of features, we can define a statistical relationship to estimate the local-scale climate variable by learning from an observational dataset, either station based or gridded. Regression methods are most commonly used ranging in complexity, interpretability, and scalability. Linear and Generalized Linear models are applied most often and provide the basis of automated statistical downscaling (Hessami et al. 2008) . Non-linear approaches, such as support vector machines (Ghosh 2010) and artificial neural networks (Taylor 2000; Coulibaly et al. 2005) , are often applied to capture more variability in the data but often overfit. To reduce overfitting, in both linear and non-linear approaches, sparsity constraints can simplify the model by utilizing regularization terms, such as l 1 or l 2 penalties. Method of analogs is also used for SD, which is a nearest neighbor approach that finds the k most similar observed examples given a new low-resolution projection (Hidalgo et al. 2008; Pierce et al. 2014) . However, in this work we focus on regression approaches which correspond more closely to machine learning techniques.
Alternatively, MOS techniques use statistical attributes of observed climate variables but do not necessarily rely on lower resolution observations. In addition, the climate variable being downscaling should be well simulated by GCMs to ensure credibility. In particular, precipitation is not yet well simulated and should be used cautiously in practice (Schiermeier 2010) . Bias Correction Spatial Disaggregation (BCSD), developed specifically for downscaling precipitation and temperature from GCMs, is a well-studied MOS method that uses quantile mapping on the GCM followed by spatial scaling (Wood et al. 2002) . Though widely applied, bias correction approaches have been criticized for uncertainty generalization under non-stationarity and magnifying model errors that can cause implausible projections (Maraun et al. 2017) .
The selection of SD method is largely dependent on the use case and data availability. The needs of the user, depending on the application, can vary between climate variables, seasons, extreme events, temporal variability and scales, spatial coherence, physical consistency, and resilience to non-stationarity (Maraun et al. 2010) . Characteristics and intercomparison studies are relied on for method selection. For instance, Burger et al. presented an intercomparison on five state-of-the-art methods for downscaling temperature and precipitation at a daily temporal resolution to quantify extreme events (Bürger et al. 2012) . Another study by Gutmann et al. presented an intercomparison of methods on daily and monthly aggregated precipitation (Gutmann et al. 2014 ). More recently, Maraun et al. (2015) developed the VALUE framework to objectively compare SD approaches using marginal, temporal, spatial, and multivariate statistical indices. One study by Gutiérrez et al. (2018) , leveraging the VALUE framework, compare PP, MOS, and WG downscaling methods using all four categories of statistical indices and found downscaling methods generally reduce model bias but no method is superior. Similarly, Hertig et al. (2018) applied the VALUE framework to extreme events in Europe and found large variations in skill between PP approaches. This study uses marginal statistical attributes found in the VALUE framework to compare machine learning approaches and extend on these previous studies.
Multi-task learning for statistical downscaling
Traditionally, SD has focused on downscaling locations independently without accounting for clear spatial dependencies in the system. Fortunately, numerous machine learning advances may aid SD in exploiting such dependencies. Many of these advancements focus on an approach known as multi-task learning, aiming to learn multiple tasks simultaneously rather than in isolation. A wide variety of studies have shown that exploiting related tasks through multi-task learning (MTL) greatly outperforms single-task models, from computer vision to biology (Kim and Xing 2010) . Consider the work presented by (Evgeniou and Pontil 2007) in which increasing the number of tasks leads to more significant feature selection and lower test error through the inclusion of task relatedness and regularization terms in the objective function. MTL has also displayed the ability to uncover and exploit structure between task relationships (Zhang and Yeung 2012; Chen et al. 2011; Argyriou et al. 2007) .
Recently (Goncalves et al. 2014 ) presented a novel method, Multi-task Sparse Structure Learning (MSSL) and applied it to GCM ensembles in South America. MSSL aims to exploit sparsity in both the set of covariates as well as the structure between tasks, such as set of similar predictands, through alternating optimization of weight and precision (inverse covariance) matrices. Goncalves et al. results showed improvements in test error over Linear Regression and Multi-model Regression with Spatial Smoothing when applied to climate model ensembles over South America. Along with a lower error, MSSL captured spatial structure including long range teleconnections between some coastal cities. Improved predictability by harnessing spatial structure and task relatedness within a GCM ensembles drives our attention toward MTL in other climate applications.
Consider, in SD, each location in a region as a task with an identical set of possible covariates. These tasks are related through strong unknown spatial dependencies which can be harnessed for SD projections. In the common high-dimensional cases of SD, sparse features learned will provide greater significance as presented by Evgeniou and Pontil (2007) . Furthermore, the structure between locations will be learned and may aid projections. Therefore, MSSL may be suitable for SD as it accounts for both feature sparsity and structure between tasks.
In this study we aim to compare traditional statistical downscaling approaches, BCSD, Multiple Linear Regression, Elastic-Net, and Support Vector Machines, against new approaches in machine learning, MSSL and Autoencoder Neural Networks (AEs). During experimentation we apply common training architectures as part of the automated statistical downscaling framework. Results are then analyzed with a variety of metrics including, Root Mean Square Error (RMSE), bias, skill of estimating underlying distributions, correlation, and extreme indices.
Statistical downscaling methods
In this section, we describe the application of five PP methods, one MOS, and a combination MOS+PP. In particular, the methods focus on downscaling daily precipitation. Regression constants are ignored to simplify notation.
PP approaches
As discussed above, machine learning methods are often are well suited for PP downscaling for both regression tasks and feature selection. In particular, to downscale daily precipitation, it is advantageous to use a model that first predicts the occurence of precipitation and apply a regression only if the event occurred, as formulated in the Automated Statistical Downscaling (ASD) framework (Hessami et al. 2008 ). Such a model can be defined as:
where g k (X) = p(y k > 0|X) such that predictors X ∈ R N×d and precipitation labels y k ∈ R N at location k of K with N samples and d covariates. The following five subsections presents methods based on this framework with varying classification and regression models.
Ordinary Least Squares with PCA (PCAOLS)
Linear models are widely used in statistical downscaling due to their simplicity and interpretability (Wilby et al. 2002; Hessami et al. 2008 ). However, linear models will still overfit high-dimensional regression tasks where d >> N. Principle Component Analysis, which applies an orthogonal transformation of the feature space to "components," is used to reduce the dimensionality of the predictors (Wold et al. 1987 ). More specifically, we select the minimum number of components that capture 98% (c 0.98 ) of explained variability in the feature space. We denote these principle components asX 0.98 . A logistic regression is used for classifying the occurrence of precipitation is defined and optimized as:
where α represents the parameter coefficients at grid point k. Similarly, a linear regression for precipitous days is written and optimized as:
with parameters β. Plugging these into Eq. 1 with input X 0.98 gives us our first PP model.
Elastic-Net (ELNET)
Rather than transforming the entire feature space, as done with PCA, we can benefit by selecting a subset of features that explain variability in y. Sparsity constraints can be placed on the feature space to reduce or eliminate the influence of covariates which do not affect the output. Lasso is a widely used method that uses an L 1 norm sparsity constraint to enforce the coefficients of noninfluential covariates to zero (Tibshirani 1996) . Similarly, Ridge regression uses an L 2 norm to produce a similar effect without forcing coefficents to zero (Hoerl and Kennard 1970) . Elastic-Net, which we will apply in this study, uses a weighted linear combination of L 1 and L 2 norms (Zou and Hastie 2005) . The parameters of the ELNET are learned using the following optimization objective:
The L 1 norm forces uninformative covariate coefficients to zero while the L 2 norm enforces smoothness while allowing correlated covariates to persist. Cross-validation is applied with a grid-search to find the optimal parameter values for λ 1 and λ 2 . High-dimensional Elastic-Net is much less computational than stepwise regression techniques and most often leads to more generalizable models. A similar approach is applied to the classification step by using a logistic regression with an L 1 normalization term:
Previous studies have considered the use of Lasso for SD (Hammami et al. 2012 ) but to our knowledge, none have considered Elastic-Net.
Multi-task Sparse Structure Learning (MSSL)
Recent work in Multi-task Learning aims to exploit structure in the set of predictands while keeping a sparse feature set, much like Lasso and Elastic-Net. Multi-task Sparse Structure Learning (MSSL) in particular learns the structure between predictands while enforcing sparse feature selection (Goncalves et al. 2014) . Goncalves et al. presented MSSL's exceptional ability to predict temperature through ensembles of GCMs while learning interesting teleconnections between locations. Moreover, the generalized framework of MSSL allows for implementation of classification and regression models.
In the case of downscaling, each of the K locations in space are tasks in our machine learning model which are learned simultaneously. This is contrary to the other PP approaches that train models per location independently. We use the notation defined above and denote our predictand Y ∈ R n×K and regression coefficients β ∈ R d×K . Furthermore, we define an inverse precision matrix, ∈ R K×K , to quantify similarity between tasks.
As proposed in Goncalves et al. (2014) , optimization over the precision matrix, , is defined as
The L 1 regularization parameters λ and γ enforce sparsity over and β. The trace operation affects the rows of β and enforces similarity. Alternating minimization is applied to Eqs. 8
Equations 9 and 10 are independently approximated through Alternating Direction Method of Multipliers (ADMM). Furthermore, by assuming the predictors of each task is identical (as it is for SD), Eq. 9 is updated using Distributed-ADMM across the feature space (Boyd et al. 2011) . A nearly identical model using a logistic regression can be optimized as:
where α denotes the model parameters. As we can see, MSSL enforces the similarity between rows of β by learning the structure . For example, two locations which are nearby in space may tend to exhibit similar properties. MSSL will exploit these properties and impose similarity in their corresponding linear weights. By enforcing similarity in linear weights, we are encouraging smoothness of SD projections between highly correlated locations. L 1 regularization over β and jointly encourages sparseness and does not force structure. The parameters encouraging sparseness, γ and λ, are chosen from a validation set using the grid-search technique. These steps are applied for both regression and classification. Ghosh and Mujumdar (2008) introduced a coupled approach of PCA and Support Vector Machine Regression (SVR) for statistical downscaling to capture non-linear effects in the data. Identical the PCAOLS model inputs, we select components that capture 98% (c 0.98 ) of explained variability as inputs to the SVR. SVR is used to define the transfer function between the principle components and observed precipitation. Given a set of covariates (the chosen principle components)X 0.98 , the support vector regression is defined as Smola and Vapnik (1997) :
Support Vector Machine Regression with PCA (PCASVR)
with parameters β i > 0. The support vectors are selected during training by optimizing the number of points from the training data to define the relationship between then predictand (y) and predictors (X) using a hinge loss:
where parameters C and are set during training, which we set to 1.0 and 0.1 respectively, corresponding to regularization and loss sensitivity. A linear kernel function is applied to limit overfitting to the training set. Furthermore, a support vector machine was also used for classification of rainy versus non-rainy days.
Autoencoder Networks (AE)
Artificial Neural Networks (ANN) have been widely applied to SD with mixed results (Taylor 2000; Schoof and Pryor 2001; Bürger et al. 2012) , to name a few. In the past, ANNs had difficulty converging to a local minimum but recent progress in deep learning has renewed interested in ANNs and have shown impressive results in many applications, including image classification and speech recognition (Krizhevsky et al. 2012; Hinton et al. 2012; Basu et al. 2015) . Recent success of deep learning can be attributed to it's ability to learn high-level abstract representations which generalize across examples. Autoencoder Networks (AEs) present a straightforward architecture to learn abstract representations by training a neural network to predict the input with a bottleneck layer where the number of hidden units is less than the input dimension (Hinton and Salakhutdinov 2006) . Once trained, the middle layer (i.e., bottleneck) will contain a lower rank representation of the input data. The encoder layers of the autoencoder network can then be used to initialize a supervised neural network. Hinton and Salakhutdinov (2006) show that autoencoders separate the feature space more effectively than PCA on three datasets including handwritten digits, document categories, and human faces.
This approach can be used for SD by training an autoencoder to learn a low-rank approximation of the input, much like the PCA implementation in Section 2.1.1. The learned autoencoder is then used to initialize a neural network extended with an output layer. Two supervised neural networks are then trained, one for classification using a sigmoid cross entropy loss and a second for regression using a euclidean loss. In our application, there are 12,781 features which guides the selected architecture with hidden layers of size 1000 and 200 units each, respectively and connected by rectified linear units (See Fig. 1 ). The bottleneck of 200 units is selected to correspond to a similar number of components selected by PCA. In both supervised networks, the 200 units are densely connected to each high resolution location, applying a sigmoid activation for classification. The learned representation from the autoencoder is fine-tuned to learn a more useful representation for predicting precipitation.
The Adam Optimizer (Kingma and Ba 2014) is used for training with a learning rate of 1e − 4 for 1000 epochs and a batch size of 100 examples. Dropout (Srivastava et al. 2014 ) is applied during training and before each hidden layer, consequently reducing learning time and improving the general representation of the data. BCSD (Wood et al. 2002) is widely used in the downscaling community due to its simplicity and effectiveness (Abatzoglou and Brown 2012; Bürger et al. 2012; Wood et al. 2004; Maurer et al. 2010 ). Most commonly, GCM data is bias corrected followed by spatial disaggregation on monthly data and then temporally disaggregated to daily projections. Temporal disaggregation is performed by selecting a month at random and adjusting the daily values to reproduce it's statistical distribution, ignoring daily GCM projections. Thrasher et al. (2012) presented a process applying BCSD directly to daily projections, removing the step of temporal disaggregation. We apply the following steps to downscale the reanalysis precipitation dataset:
MOS: bias corrected spatial disaggregation
1) Bias correction of daily projections using observed precipitation. Observed precipitation is remapped to match the reanalysis grid. For each day of the year values are pooled, ± 15 days, from the reanalysis and observed datasets to build a quantile mapping. With the quantile mapping computed, the reanalysis data points are mapped, bias corrected, to the same distribution as the observed data. When applying this method to daily precipitation detrending the data is not necessary because of the lack of trend and is therefore not applied. 2) Spatial disaggregation of the bias-corrected reanalysis data. Coarse resolution reanalysis is then bilinearly interpolated to the same grid as the observation dataset. To preserve spatial details of the fine-grained observations, the average precipitation of each day of the year is computed from the observation and set as scaling factors. These scaling factors are then multiplied to the daily interpolated GCM projections to return downscaled GCM projections.
Hybrid: Bias Corrected Spatial Disaggregation with MSSL (BCSD-MSSL)
To further understand the use of BCSD in Statistical Downscaling, we propose a technique to estimate the errors 
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Pretrained Layers are Fine-tuned Fig. 1 Left) The deep autoencoder architecture used to pretrain neural network. Right) The pretrained encoder is fine-tuned for a supervised task introduced in BCSD. As presented above, BCSD utilizes a relatively simple quantile mapping approach to statistical downscaling following by interpolation and spatial scaling. Following the BCSD estimates of the observed climate, we compute the presented errors, which may be consistent and contain a predictive signal. Modeling such errors using the transfer function approaches above, such as MSSL, may uncover this signal and improve BCSD projections. To apply this technique, the following steps are taken:
1. Apply BCSD to the coarse-scale climate variable and compute the errors. 2. Excluding a hold-out dataset, use MSSL where the predictand is the computed errors and the predictands are from a different set of climate variables, such as Temperature and Wind, Sea Level Pressure. 3. Subtract the expected errors modeled by step 2 from BCSD projections in step 1.
The transfer function learned in step 2 is then applicable to future observations.
Data
The Northeastern United States, a region with increasing climate extremes (Thibeault and Seth 2014; Karl and Knight 1998) , is selected to compare the seven SD approaches presented above. As studied by Thibeault and Seth (2014) , the northeast has experienced increased heavy precipitation days which is expected to continue under climate change. Similarly, Tryhorn and DeGaetano (2011) found similar increases in extreme precipitation but found that agreement varied between downscaling methods. Hence, this region provides a good testbed for comparing SD methods for daily precipitation.
US unified gauge-based analysis of precipitation
High-resolution gridded precipitation datasets often provide high uncertainties due to a lack of gauge-based observations, poor quality control, and interpolation procedures. Fortunately, precipitation gauge data in the continental United States is dense with high temporal resolution (hourly and daily). The NOAA Climate Prediction Center (CPC) Unified Gauge-Based Analysis of Precipitation exploits the dense network of rain gauges to provide a quality controlled high resolution (0.25 • by 0.25 • ) gridded daily precipitation dataset from 1948 to the current date. State of the art quality control (Chen et al. 2008 ) and interpolation (Xie et al. 2007) techniques are applied giving us high confidence in the data. We select all locations within the Northeastern United States watershed.
NASA Modern-Era Retrospective Analysis for Research and Applications 2 (MERRA-2)
Reanalysis datasets are often used as proxies to GCMs for statistical downscaling when comparing methods due to their low-resolution gridded nature with a range of pressure levels and climate variables. Uncertainties and biases occur in each dataset, but state-of-the-art reanalysis datasets attempt to mitigate these issues. NASA's MERRA-2 reanalysis dataset (Rienecker et al. 2011 ) was chosen after consideration of NCEP Reanalysis I/II (Kalnay et al. 1996) and ERA-Interm (Dee et al. 2011) datasets. (Kossin 2015) showed the reduced bias of MERRA and ERA-Interm over NCEP Reanalysis II, often used in SD studies. MERRA-2 provides a significant temporal resolution from 1980 to present with relatively high spatial resolution (0.50 • by 0.625 • ). Only variables available from the CCSM4 GCM model are selected as covariates for our SD models. Temperature, vertical wind, horizontal wind, and specific humidity are chosen from pressure levels 500 hpa, 700 hpa, and 850 hpa. At the surface level, temperature, sea level pressure, and specific humidity are chosen as covariates. To most closely resemble CCSM4, each variable is spatially upscaled to 1.00 • to 1.25 • at a daily resolution. A large box centralized around the Northeastern Region ranging from 35 • N to 50 • N latitude and 110 • W to 50 • W longitude is used for each variable. When applying the BCSD model, we use a spatially upscaled Land Precipitation MERRA-2 Reanalysis dataset at a daily temporal resolution. Bilinear interpolation is applied over the coast to allow for quantile mapping of coastal locations as needed.
Experiments and evaluation
In-depth evaluation of downscaling techniques is essential in testing and understanding their credibility. The implicit assumptions in SD must be clearly understood and tested when applicable. Firstly, SD models assume that the chosen predictors credibly represent the variability in the predictands. This assumption is partially validated through the choice of predictors presented above, which physically represents variability of precipitation. The remainder of the assumption must be tested through experimentation and statistical tests between downscaled projections and observations. The second assumption then requires the statistical attributes of predictands and predictors to be valid outside of the data using for statistical modeling. A hold-out set will be used to test the feasibility of this assumption at daily, monthly, and annually temporal resolutions. Third, the climate change signal must be incorporated in the predictors through GCMs. Predictands chosen for this experiment are available through CMIP5 CCSM4 simulations. It is understood that precipitation is not well simulated by GCMs and therefore not used in ASD models (Schiermeier 2010) .
To test these assumptions, we provide in-depth experiments, analysis, and statistical metrics for each method presented above. The years 1980-2004 are used for training and years 2005-2014 are used for testing, taken from the overlapping time period of MERRA-2 and CPC Precipitation. For each PP method, we chose all covariates from each variable, pressure level, and grid point presented above, totaling 12,781 covariates. Each method applies either dimensionality reduction or regularization techniques to reduce complexity of this high-dimensional dataset, as presented in Section 2. Separate models are trained for each season (DJF, MAM, JJA, SON) and used to project the corresponding observations. Analysis and evaluation of downscaled projections aim to cover three themes:
1. Daily anomalies 2. Monthly and yearly climate trends 3. Extreme events Similar evaluation techniques were applied in recent intercomparison studies of SD (Bürger et al. 2012; Gutmann et al. 2014) . Evaluation of daily anomalies are tested through comparison of bias (Projected -Observed), Root Mean Square Error (RMSE), Pearson Correlation, and a skill score (Perkins et al. 2007 ). The skill score presented in Perkins et al. (2007) measures how similar two probability density functions are from a range of 0 to 1 where 1 corresponds to identical distributions and is defined as:
where n is the number of bins and Z i is the proportion of samples to fall in bin i. As this score depends on bin width, the scores cannot be compared between temporal scales. Furthermore, it should be noted that at the daily time scale this skill score may misrepresent skill because of the skewed distribution of daily precipitation. Statistics are presented for winter (DJF), summer (JJA), and annually to understand season credibility. Statistics for spring and fall are computed but not presented in order to minimize overlapping climate states and simplify results. Each of the measures are computed independently in space then averaged to a single metric. Large-scale climate trends are tested by aggregating daily precipitation to monthly and annual temporal scales. The aggregated projections are then compared using the same metrics as computed for daily anomalies (Perkins et al. 2007 ). Due to the limited number of data points in monthly and yearly projections, we estimate each measure using the entire set of projections and observations. Climate indices are used for evaluation of SD models' ability to estimate extreme events. Four metrics from ClimDEX (http://www.clim-dex.org), chosen to encompass a range of extremes, will be utilized for evaluation, as presented in Bürger et al. (2012) . These are:
1. CWD -Annual maximum length of consecutive wet days ≥ 1mm 2. R20 -Annual number of very heavy wet days ≥ 20mm 3. RX5day -Annual consecutive maximum 5 day precip 4. SDII -Simple Daily intensity index = Annual total / precip days ≥ 1mm
Metrics will be computed on observations and downscaled estimates followed by annual (or monthly) comparisons. For example, correlating the maximum number of consecutive wet days per year between observations and downscaled estimates measures each SD models' ability to capture yearly anomalies. The skill score will also be utilized to understand abilities of reproducing statistical distributions.
Results
Results presented below are evaluated using a hold-out set, years 2005-2014. Each model's ability to capture daily anomalies, large-scale climate trends, and extreme events are presented. Our goal is to understand a SD model's overall ability to provide credible projections rather than one versus one comparisons, therefore statistical significance was not computed when comparing statistics.
Daily anomalies
Evaluation of daily anomalies depends on a model's ability to estimate daily precipitation given the state of the system. This is equivalent to analyzing the error between projections and observations. Four statistical measures are used to evaluate these errors: Bias, Pearson Correlation, Skill score (Eq. 14), and Root Mean Square Error (RMSE), as presented in Figs. 2, and 3 , and Table 1 ). All daily precipitation measures are computed independently in space and averaged to provide a single value. This approach is taken to summarize the measures as simply as possible. Figure 2 shows the spatial representation of annual bias in Table 1 . Overall, methods tend to underestimate precipitation annually and seasonally with only PCASVR overestimating. MSSL in particular underestimates daily precipitation by -1.58mm on average while the PCAOLS, ELNET, and AE PP approaches each have nearly 50% less bias. As expected, the bias correction MOS approaches decreases overall bias, especially In Fig. 2 , we see that there is systematic bias over space for each method other than PCASVR, which has no discernible pattern. This suggests that the support vectors for PCA are not consistent over space. RMSE, presented in Fig. 3 and Table 1 , measures the overall ability of prediction by squaring the absolute errors. The boxplot in Fig. 3 , where the box present the quartiles and whiskers the remaining distributions with outliers as points, shows the distribution of RMSE annually over space. The sparse models of ELNET and MSSL have similar error distributions and outperform others. This may suggest that the L 1 sparsity constraints in ELNET and MSSL aid in feature selection. While AE's daily RMSE is similar to MSSL on average, the distribution of errors over space, as shown in the boxplots, is much wider. The estimation of error produced by BCSD-MSSL aids in lowering the RMSE of plain BCSD. PCAOLS reasonably minimizes RMSE while PCASVR severely under-performs compared to all other models. Regression models applied minimize error during optimization while BCSD does not. Seasonally, winter is easier to project with summer being more challenging. Table 1 present a high linear relationship between projections and observations for ELNET (0.64 annually) and MSSL (0.62 annually). We find that BCSD has a lower correlation even in the presence of error correction in BCSD-MSSL. PCASVR gives low correlations, averaging 0.33 annually, but PCAOLS performs substantially better at 0.55.
The skill score is used to measure a model's ability to reproduce the underlying distribution of observed precipitation where a higher value is better between 0 and 1. As expected, the quantile mapping used in the BCSD produces well calibrated skill scores, though BCSD-MSSL reduces this skill. AE produces similar distributions as BCSD while PCASVR and MSSL follow. PCAOLS and ELNET, both simple linear models, have difficulty reproducing the observed distributions. This suggests that non-linearity and complexity in PP approaches may better fit the underlying distributions, though as discussed above, we must be cautious when making conclusions using skill at a daily temporal scale.
Large climate trends
Analysis of a SD model's ability to capture large-scale climate trends can be realized by aggregating daily precipitation to monthly and annual temporal scales. In our analysis of monthly precipitation, we compute Bias, RMSE, Skill, and Correlation independently for each month and average over all grid points. These monthly statistics are then averaged and reported in Table 2 . Metrics are also computed on the annual scale as reported in Table 2 .
As expected, the tested MOS methods outperform PP methods for large-scale trends as the underlying MOS covariate is precipitation but is not used in PP approaches. We also find that BCSD-MSSL generally improves beyond BCSD on large-scale trends, likely due to inclusion of more climate variables. Within the PP methods, PCAOLS, ELNET, and AE have similar results in monthly and annual projections with monthly skills approaching MOS. The large negative biases shown on the daily scale are compounded at monthly and annual scales, negatively affecting results. In particular, MSSL Bias is 50 mm/day which shifts its distribution far enough to decrease skill to 0.02. This effect can be seen for the PCAOLS, ELNET, and AE. On the other hand, while PCASVR has difficulty reducing bias and error, its predicted values cover the distribution more completely.
Extreme events
A SD model's ability to downscale extremes from reanalysis depends on both the response to observed anomalies and ability to reproduce the underlying distribution. Resulting Bold font highlights the highest performing model for a given evaluation metric correlation measures present the response to observed anomalies, shown in Fig. 4 and Table 3 . We find that BCSD has higher correlations for three metrics, namely consecutive wet days, very heavy wet days, and daily intensity index along with a similar results from 5-day maximum precipitation. Furthermore, modeling BCSD's expected errors with MSSL decreases the ability to estimate the chosen extreme indices. The non-linear methods are split, once again, with AE performing well and PCASVR failing to capture chosen extremes. The linear methods, PCAOLS, ELNET, and MSSL, provide similar correlative performance. A skill score is used to quantify each method's ability to estimate an indices statistical distribution, presented in Table 3 . Contrary to correlative results, PCASVR outperforms the other methods on two metrics, very heavy wet days and daily intensity index, with better than average scores on the other two metrics. BCSD also performs reasonably well in terms of skill scores while BCSD-MSSL suffers from the added complexity. MSSL estimates the number of consecutive wet days well but is less skilled on other metrics. The very complex AE model has a reasonable ability to capture the underlying distribution. Figure 4 displays a combination of correlative power and magnitude estimate of the daily intensity index. The SDII metric is computed from total annual precipitation and number of wet days. A low SDII metric corresponds to either a relatively large number of estimated wet days or low annual precipitation. We find that the on average methods underestimate this intensity. In particular, both BCSD and BCSD-MSSL severely underestimate SDII. While PCASVR overestimates SDII, its skill at representing the observed SDII distribution is largest (see Table 3 ). 
Discussion and conclusion
Despite numerous studies experimenting with a wide range of models for statistical downscaling, none have clearly outperformed others. In our study, we experiment with the off-the-shelf applicability of machine learning advances to statistical downscaling in comparison to traditional approaches and conclude similar findings. Multi-task Sparse Structure learning, an approach that exploits similarity between tasks, was expected to increase accuracy beyond automated statistical downscaling approaches. We find that MSSL does not provide improvements beyond ELNET and other PP approaches. Furthermore, the parameter set, estimated through cross-validation, attributed no structure aiding prediction.
The recent popularity in deep learning along with its ability to learn complex high-level representations through autoencoding motivated us to experiment with basic architectures for statistical downscaling. AEs benefit greatly by implicitly learning abstract non-linear features based on the target variable. This approach had moderate success relative to the simiplier methods. More experimentation with AEs and other deep learning architectures may provide valuable downscaling results, which has been further explored in recent work (Vandal et al. 2017 (Vandal et al. , 2018 .
BCSD, a popular approach to statistical downscaling, outperformed the more complex models in estimating underlying statistical distributions and climate extremes. In many cases, correcting BCSD's error with MSSL increased daily correlative performance but decreased skill of estimating the distribution. From this result, we can conclude that a signal aiding in prediction was lost during quantile mapping, interpolation, or spatial scaling. Future work may study and improve each step independently to increase overall performance.
Of the seven statistical downscaling approaches studied, the traditional BCSD and PP methods outperformed Support Vector Regression, while downscaling daily precipitations. We find that BCSD is skilled at estimating the statistical distribution of daily precipitation, generating better estimates of extreme events. The expectation of AE and MSSL, two recent machine learning advances which we found most applicable to statistical downscaling, to outperform basic modeled proved false. Improvements and customization of machine learning methods is needed to provide more credible projections.
