The incomplete beta function B x (a, b) is defined for a, b > 0 and 0 < x < 1 and its definition was extended to negative integer values of a and b in [E.Özçaḡ,İ. Ege, H. Gürçay, An extension of the incomplete beta function for negative integers, J. Math. Anal. Appl., in press (doi:10.1016/j.jmaa.2007.05.075)]. In this work we define the partial derivatives of the incomplete beta function B x (a, b) for negative integer values of a and b.
Introduction
The incomplete beta function B x (a, b) is defined by
see [10] . While best known for its applications in statistics, it is also widely used in many other fields such as actuarial science, economics, finance, survival analysis, life testing and telecommunications. Asymptotic representations of the incomplete beta function with a + b → ∞ were obtained by Temme; see [11] . And its asymptotic expansion for large a, small b and x > 0.5 was considered by Doman [2] . Lopez and Sesma used the Laplace transform representation of B x (a, b) to obtain a very simple asymptotic expansion of it in ascending powers of 1/a; see [6] . Recently the definition of B x (a, b) was extended to negative values of a and b; see [9] .
Using the concepts of the neutrix and the neutrix limit of neutrix calculus due to van der Corput [1] , Fisher gave general principles for discarding unwanted infinite quantities from asymptotic expansions and this has been exploited in the context of distributions; see [3] [4] [5] . Y. Jack Ng and H. van Dam applied the neutrix calculus, in conjunction with the Hadamard integral, developed by van der Corput, to quantum field theories, in particular, to obtain finite results for the coefficients in the perturbation series. They also applied neutrix calculus to quantum field theory, obtaining finite renormalization in the loop calculations; see [7, 8] .
In the following we let N be the neutrix (see [3, 4] ) having domain N = (0, x 2 ) (0 < x < 1) and range N the real numbers, with the negligible functions being finite linear sums of the functions
and all functions o( ) which converge to zero in the normal sense as tends to zero. If f ( ) is a real (or complex) valued function defined on N and if it is possible to find a constant c such that f ( ) − c is in N , then c is called the neutrix limit of f ( ) as → 0 and we write N lim →0 f ( ) = c.
Note that if f ( ) tends to c in the normal sense as tends to zero, it converges to c in the neutrix sense. The integral (1) can be regularized for negative non-integer values of a and b so that we can express the incomplete beta function B x (a, b) (0 < x < 1) in the form
for all b and a > −r, a = 0, −1, −2, . . . , −r + 1. It was proved in [9] that
for all values of a and b and in general
for m, n = 0, 1, 2, . . . and all values of a and b, a = 0, −1, −2, . . . . It is not immediately obvious that the neutrix limit in Eq. (4) exists. The authors gave the following theorem proving that this neutrix limit exists for m, n = 0, 1, 2, . . . , and all a and b; see [9] where in addition the case m = n = 0 was covered. For the sake of completeness we give the proof.
Proof. Choose positive integer k such that a > −k. Then
The first integral on the right-hand side is convergent. Further we note that we can write ln n (1 − t) = ∞ i=1 α in t i for n = 1, 2, . . . , the expansion being valid for |t| < 1.
Choose a positive integer l such that a + l > −1; we have
It follows by induction that N − lim →0 x/2 t a ln m tdt exists for m = 0, 1, 2, . . . and all a, and so
It follows from what we have just proved that the neutrix limit, as tends to zero, of the function
exists for m = n = 0, 1, 2, . . . and all a and b, implying that 
for m, r = 1, 2, . . . .
Proof.
We have 
Integrating by parts, we have
Theorem 3.
for m, n = 1, 2, . . . and more generally
for r = 0, 1, 2, . . . , n − 1 and m, n = 1, 2, . . . and
for r = n, n + 1, n + 2, . . . and m, n = 1, 2, . . . .
and thus ∂ ∂a
proving Eq. (7) for m = 1 and n = 1, 2, . . . . Now assume that Eq. (7) holds for some positive m. Then
and it follows that
on using our assumption. Eq. (7) follows by induction for m = 1, 2, . . . .
To prove Eq. (8), we note that
Thus
for r = 0, 1, 2, . . . , n. Eq. (8) follows on using Theorem 2 and Eq. (7). When r ≥ n, Eq. (11) again holds, but this time we have
and Eq. (9) follows on using Theorem 2 and Eq. (7).
for m = 1, 2, . . . and
for n = 1, 2, . . . .
Proof.
We have
] ln m tdt
Eq. (13) follows on noting that
Finally, we have
Thus Eq. (14) follows.
for n = 1, 2, . . . and r = 1, 2, . . . , n and
for n = 1, 2, . . . and r = n + 1, n + 2, . . . .
We assume that r > n. Then we have on integrating by parts x −k k , see [9] .
We leave it to the interested reader to define the partial derivatives ∂ ∂a B x (−n, −r ) and ∂ ∂b B x (−n, −r ) for n, r = 1, 2, . . . since their equations seem to be rather longer.
