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Abstract
We present the design and analysis of a synthetic gene network that performs frequency multiplication. It takes oscillatory
transcription factor concentrations, such as those produced from the currently available genetic oscillators, as an input, and
produces oscillations with half the input frequency as an output. Analysis of the bifurcation structure also reveals novel,
programmable multi-functionality; in addition to functioning as a frequency multiplier, the network is able to function as a
switch or an oscillator, depending on the temporal nature of the input. Multi-functionality is often observed in neuronal
networks, where it is suggested to allow for the efficient coordination of different responses. This network represents a
significant theoretical addition that extends the capabilities of synthetic gene networks.
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Introduction
Over the past decade synthetic biologists have engineered gene
networks to perform a variety of functions [1–3], including switches
[4–8] and oscillators [6,9–13]. Oscillators have been a focus of
research and a number of examples now exist; for a review of the
available synthetic oscillators see [14]. A logical and necessary next
step is the development of gene networks that are capable of
capturing and using the information contained in these oscillations.
Frequency multiplication is one such operation; input oscillations
are processed to give an oscillatory output with a multiple frequency
of the input. Networks capable of performing frequency multipli-
cation, and their various linear combinations, would allow a
number of cellular processes or synthetic systems to be temporally
coordinated on different time scales. This coordination could be
with reference to each other, or a single ‘master clock’. A single
master clock is an efficient way of ‘keeping time’ within a large
network, and could be driven autonomously, or respond to external
stimuli. A recently published GRN (Gene Regulatory Network)
designed as a push-on push-off switch [8] displays frequency
multiplication within its dynamics, but it is not designed to process
an internal input, or one that is continuously oscillating. Both of
these features are requirements for integration with current
oscillators. We present the in silico design of a novel GRN capable
of functioning as a frequency multiplier of one half for a
continuously oscillating internal input,specifically the concentration
of a transcription factor. We construct an Ordinary Differential
Equation (ODE) model of the network and explain the frequency
multiplier functionality through a bifurcation analysis of this model.
Lu et al. recently set out the challenges and goals for the next
generation of synthetic gene networks [2]. A central aim was the
development of networks with programmable functionality. Further
analysis of the bifurcation structure reveals that our network is in
fact multi-functional, where the function is programmed by the
temporal characteristics of the input. In addition to acting as a
frequency multiplier for an oscillating input, the network is capable
of acting as a switch or an oscillator when the input is held constant
between certain ranges. All three functions are available for a single
set of parameters. This is a more sophisticated approach than
requiring external intervention to either select functionality or tune
single functions [15,16]. Multi-functionality is a novel attribute in
syntheticgenenetworks.Condensingmultiplefunctionsintoasingle
network offers potential advantages for both efficiency and the
coordination of separate functions.
The outline of the paper is as follows: We first discuss the
network design and the conceptual basis for its function as a
frequency multiplier. We then present the model used to represent
the network. Simulations demonstrating the frequency multiplica-
tion behaviour follow, and a bifurcation analysis of the model is
presented to explain the mathematical basis for its behaviour. The
multi-functional nature of the network is then discussed and
related to the bifurcation analysis. The potential for an in vivo
implementation is then examined. It is shown that despite its size,
almost the entire network can be constructed from well
characterised components. Finally we discuss the utility and
significance of the network.
Results
Network design
The design of the network is shown in figure 1A. The network
comprises 4 gene types, encoding the transcriptional repressors
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with each copy regulated by a different promoter. However, one
copy each of R1 and R4 is transcribed as a single transcript, under
the control of the promoter P1. Similarly, one copy each of R2 and
R3 is transcribed as a single transcript under the control of
promoter P2. There are six promoters (P1–P6) in total. Control of
gene expression mainly occurs through repression, depicted by
flat-headed arrows. Input is defined as the presence of a
transcriptional activator, but could equally be the absence of a
transcriptional repressor, and acts upon P1 and P2.
A node diagram of the network is shown in figure 1B. Each
node is a single repressor, and the node is divided into the two
promoters which control the production of each repressor’s
transcripts. The role of input is captured by ‘I’, attached to the
promoters it acts upon. The structure and symmetries of the
network are clear, for instance the mutual repression between R2
and R4, and the repression of R1 by R2 and R3 by R4.
A discrete view of how the frequency multiplier behaviour arises
when the input is a square wave can be seen in figure 2. The stages
of the systems dynamics are as follows:
N Stage 1. The system is initialised with a certain level of R1
and R2 and no input. The initial R1 and R2 repress
transcription from P1, P5 and P6.
N Stage 2. The input is applied. The presence of input causes
production of R2 and R3 from the P2 promoter to occur.
Repression of P1 is maintained by R2. R1 levels degrade to a
level which permits production of R3 from P5.
N Stage 3. The input is removed (there has now been one
oscillation in the input). No production of R2 or R3 from P2
now occurs, and degradation of R2 allows production of R4
from P6. R3 is maintained from P5.
N Stage 4. The input is applied again, activating production of
R1 and R4 from P1. R4 prevents transcription from P2. R1
represses production of R3 from P5, allowing production of R1
from P3.
N Stage 1. The system completes a full cycle: The input is
removed again (there have now been two oscillations in the
input), so there is no transcription from P1. The degradation of
R4 then allows production of R2 from P4. There have been
two oscillations in the input concentration, but only one in
each of R1, R2 R3 and R4. Hence the network has acted as a
frequency multiplier of one half.
Modelling
A model of the network was constructed to obtain a qualitative
understanding of the network dynamics and assess its functionality.
The network was modelled using ODEs and mass-action kinetics,
with Hill functions used to represent transcriptional activation and
repression. The use of ODEs allows a bifurcation analysis of the
network to be performed, a powerful way of obtaining a qualitative
understanding of the network behaviour. A full model comprising
12 ODEs was simplified using the quasi-steady-state assumption
on mRNA levels [17], resulting in the following model equations
(see File S1 for derivation):
_ R R1
  
~a1hz(½I )h{(½R2 )za2h{(½R3 ){dR1½R1 , ð1Þ
_ R R2
  
~b1hz(½I )h{(½R4 )zb2h{(½R3 )h{(½R4 ){dR2½R2 , ð2Þ
_ R R3
  
~c1hz(½I )h{(½R4 )zc2h{(½R1 ){dR3½R3 , ð3Þ
_ R R4
  
~d1hz(½I )h{(½R2 )zd2h{(½R1 )h{(½R2 ){dR4½R4 , ð4Þ
where hz(½X ) and h{(½X ) represent activating and repressing
Hill functions respectively, defined as:
hz(½X ):
X ½ 
N
kN
Az X ½ 
N ð5Þ
Figure 1. Network design. A. Physical representation. R1–R4 are transcriptional repressors, and P1–P6 denote promoters. ‘Input’ is a transcriptional
activator. Flat-headed arrows represent repression. B. Node diagram representation. Each node is a repressor, divided into its two promoter sources.
Input is represented by ‘I’.
doi:10.1371/journal.pone.0016140.g001
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1
1z
X ½ 
kA
   N ð6Þ
and ½X  is the concentration of the specific repressor X, N is the
Hill coefficient and kA is the concentration of X at which binding
is half maximal i.e. hz={(½X )~
1
2
. The external input ‘I’ is the
only activator within the network. dX denotes the protein
degradation rate for repressor X. Where regulation of transcrip-
tion by multiple transcriptional regulators occurs, the product is
taken. This is justified from a probabilistic standpoint [18]; for
transcription to occur a repressor must not be bound, and to
increase the transcription rate an activator must be bound. The
probability of an activator or repressor being bound and unbound
respectively at any given time is defined by their respective Hill
functions. Binding is assumed to be independent and therefore
taking the product gives the desired probability. The parameters
ai, bi, ci and di, where i~1,2 are derived in File S1. We will
assume that a1~b1~c1~d1~a, where:
a~
ktlb
dm
, ð7Þ
and ktl is the translation rate, b is the maximum transcription rate
and dm is the mRNA degradation rate. We also assume
a2~b2~c2~d2~c, where:
c~
ktlPtc
dm
ð8Þ
and Ptc is the unrepressed transcription rate. The current model
makes the assumption of zero transcription from promoters P1
and P2 in the absence of input.
For further simplicity the Hill coefficient and kA are also
assumed to be the same for each Hill function. This simplified
model uses 8 parameters, given in table 1. A discussion of the
parameter ranges used is given in File S2.
Figure 2. A discrete view of the frequency multiplier behaviour. The dynamics can be split into four stages, starting at stage 1 and cycling
round clockwise. As the level of input switches on and off twice, each of the repressors has only made one oscillation. The network therefore
functions as a frequency multiplier of one half. See main text for an explanation of the network state at each stage.
doi:10.1371/journal.pone.0016140.g002
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We first confirmed the discrete switching behaviour described in
figure 2. Numerical simulations in figure 3 show the network perfor-
ming frequency multiplication of one half on a square wave input, i.e.
the period of the oscillations in R1 to R4 is twice that of the input.
However, in order to integrate with existing genetic oscillators in
vivo the network must be capable of performing frequency
multiplication on a continuously oscillating input. Numerical
simulations showed the network performing frequency multiplica-
tion of one half on an oscillating input with a period of 90000
seconds (25 hours) (see File S3). We confirmed that frequency
multiplication was also possible with a slightly weaker repressor kA
of *4:6E{9 M (data not shown) (the parameters used are given in
File S2). Furthermore, the oscillators constructed so far in vivo do not
generallyreachazerolevelinbetweenoscillations[14].Afrequency
multiplier must therefore be capable of working with oscillations
that have a non-zero minimum, or offset. Figure 4 demonstrates the
networkperforming frequency multiplication on an oscillatinginput
with an input minimum of 6 nM. This is approximately 10% of the
maximum level, comparable to oscillations generated by the
recently constructed robust oscillator in [11].
Bifurcation analysis
In order to investigate the origin and robustness of the
frequency multiplier behaviour, a bifurcation analysis of model
(1)–(4) was performed under variation of a constant and then
periodic input. In order to preserve correspondence to the physical
system, we performed the analysis on the dimensionalised
Table 1. Network parameters used in simulations.
Parameter Value Units
Translation rate (ktl) 6E{4 s
21
mRNA degradation rate (dm) 2:5E{3 s
21
Protein degradation rate (dX) 4E{4 s
21
Hill coefficient (N) 1.3 scalar
kA for activator *2E{8 M
kA for repressor *6E{10 M
Maximum transcription rate (P1 and P2) (b) 4E{10 M.s
21
Unrepressed transcription rate (P3–P6) (Ptc) 4E{10 M.s
21
Exact values for activator and repressor kA are
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1E{10
1:3 p
and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1E{12
1:3 p
respectively.
doi:10.1371/journal.pone.0016140.t001
Figure 3. Frequency multiplication for a discrete square wave input. Time series for the repressors R1–R4 and the input are shown in the top
and bottom panels respectively. The concentrations of R1, R2, R3 and R4 are represented by pink, black, orange and green lines respectively. The
stages corresponding to figure 2 are shown in the top panel. Initial conditions: R1~R2~50 nM, R3~R4~0 nM. Parameters from table 1 are used.
doi:10.1371/journal.pone.0016140.g003
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out all continuations.
Six continuation of equilibria experiments were performed,
using automatic branch switching where appropriate. Initial
estimates of the model equilibria were obtained through numerical
integration in MATLAB (The Mathworks, Natick, MA) and the
numerical solvers in MAPLE (Maplesoft, Waterloo, ON) and are
summarised in table 2. Two stable equilibria (‘a’ and ‘b’) are
characterised by zero concentrations of R1 and R2 (a) or R3 and
R4 (b) respectively, while equilibrium ‘c1’ is characterised by low
concentrations of all repressors except R3. Figure 5 depicts a 1-
dimensional schematic bifurcation diagram summarising the
results of all the continuation runs.
The bifurcation structure has a number of important features.
As the concentration of the input is increased we detect two
simultaneous saddle-node bifurcations of equilibria a and b at I
*0.4 nM, leading to their disappearance. Continuation of
equilibria c1 shows the occurrence of a supercritical Hopf
bifurcation at I *7 nM and a pitchfork bifurcation at I
*9 nM. The model behaviour can be divided into four distinct
dynamical regions, corresponding to labels 1–4 in figure 5:
1. A region of coexistence of two stable and three unstable
equilibria for I [ [0, *0.4].
2. A region where a single unstable equilibrium exists, together
with stable undamped oscillations emerging from a Hopf
bifurcation for I [ [*0.4, *7].
3. A region where a single stable focus exists, for I [ [*7, *9].
4. A region of coexistence of two stable and one unstable
equilibrium for I [ [*9, §60].
If the input concentration is held constant, such that the system
is in the region of the bifurcation structure between the saddle-
node bifurcation and the Hopf bifurcation, a stable limit cycle
exists and the dynamics are oscillatory. Figures 6A and 6B show
how the oscillation period and amplitude change over the *7 nM
range where oscillations are observed. The most notable feature is
the near-vertical increase in oscillation period as the input
approaches the concentration at which the saddle-node bifurca-
tions occur. This suggests that an infinite-period bifurcation takes
place [20].
To investigate the frequency multiplier behaviour, continuation
of limit cycles of a periodically forced system was performed on a
Figure 4. Frequency multiplication for a sine input with an offset. Time series for the repressors R1–R4 and the input are shown in the top
and bottom panels respectively. The concentrations of R1, R2, R3 and R4 are represented by pink, black, orange and green lines respectively. Initial
conditions: R1~R2~50 nM, R3~R4~0 nM. The input is the following function: ½I (t)~a{acos(Pt)za, where P~
2p
p
, p is the period, t is time, a is
amplitude and a is the minimum of the input. a~6 nM. Parameters from table 1 are used.
doi:10.1371/journal.pone.0016140.g004
Table 2. Network parameters used in simulations.
Equilibrium
Associated approximate concentrations
(nM) ({R1,R2,R3,R4}) Bifurcations uncovered
a. [I] =0.1 nM {144,144,0,0} Saddle-node bifurcation
b. [I] =0.1 nM {0,0,144,144} Saddle-node bifurcation
C1. [I] =0.1 nM {4,8,27,3} Pitchfork and Hopf
Exact values for activator and repressor kA are
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1E{10
1:3 p
and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1E{12
1:3 p
respectively.
doi:10.1371/journal.pone.0016140.t002
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PLoS ONE | www.plosone.org 5 February 2011 | Volume 6 | Issue 2 | e16140Figure 5. 1-dimensional sketch summarising the bifurcation structure. The three main features are two simultaneous saddle-node
bifurcations, a Hopf bifurcation and a pitchfork bifurcation. These occur at input concentrations of *0.4 nM, *7 nM and *9 nM respectively. The
analysis covers the input concentration range 0–60 nM, and traces out three branches of equilibria, A, B and C. The structure can be divided into four
dynamical regions corresponding to labels 1–4. The dynamics at each label are shown in the set of simulations above. At position 1 and 4 two stable
equilibria exist simultaneously. In all simulation panels the horizontal axis is time (seconds) and the vertical axis is concentration. All simulations are
A Multi-Functional Synthetic Gene Network
PLoS ONE | www.plosone.org 6 February 2011 | Volume 6 | Issue 2 | e16140for 1:5E6 seconds. The concentration range on the vertical axis in panels 1a and 1b, 2, 3 and 4c1 and 4c2, are 0–150 nM, 0–90 nM, 0–140 nM and 0–
180 nM respectively. Simulation panels 4c1 and 4c2 used initial conditions R1~R2~0 nM, R3~R4~50 nM. All other panels used initial conditions
R1~R2~50 nM, R3~R4~0 nM. Panels 1a and 1b, 2, 3 and 4c1 and 4c2 use a constant input concentration ½I  ~0:1 nM, 5 nM, 7.5 nM and 10 nM
(4c1 and 4c2) respectively. All simulations use table 1 parameters. Red dashed lines delineate the oscillatory region, which lies in between two stable
regions in which trajectories decay to equilibrium levels. This diagram is intended to convey the qualitative aspects of the phase portrait. As such
there is no scale on the vertical axis.
doi:10.1371/journal.pone.0016140.g005
Figure 6. Effect of input concentration on oscillation characteristics. I [ [*0:4, *7]. A. Relationship between input concentration and
period (seconds). B. Relationship between input concentration and the L2-norm (in this case the norm of a vector representing the amplitude of R1
to R4).
doi:10.1371/journal.pone.0016140.g006
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defined autonomously (see File S4). Numerical time series data
describing a single period of a period-1 solution of the modified
system of equations was used as an initial condition for
continuation. Continuation was performed using the period of
the input as the bifurcation parameter (the amplitude of the input
was 50 nM as in simulations).
Continuations demonstrate that the frequency multiplier
functionality is a consequence of a period-doubling bifurcation
as the period of the input crosses a certain threshold. Figure 7A
shows the period of the ‘output’ i.e. proteins R1 to R4, as a
function of the input period. Prior to the period-doubling
bifurcation the output period is equal to the input period (blue
line). A period-doubling bifurcation occurs at *27500 seconds
(*8 hours), after which (red line) the output period is twice the
period of the input. Equivalently the output frequency is half
the input frequency. The existence of a period doubling
bifurcation is further confirmed in figure 7B, which shows the
relationship between the input period, and the L2-Norm. As
expected for a period-doubling bifurcation, the L2-Norm of the
period-2 limit cycle is equal to the period-1 limit cycle at the
bifurcation point.
This result shows that for the parameter values in table 1,
frequency multiplication can be performed on a wide range of
input periods, from *8 hours (figure 7A) to at least 140 hours
(data not shown). Our network is therefore theoretically capable of
interfacing with existing long-period oscillators [6,13]. The
majority of currently available oscillators exhibit oscillations with
periods shorter than 8 hours [14], and frequency multiplication on
these high frequency oscillators may be possible under different
parameter regimes.
Multi-functionality
To date, synthetic gene networks have possessed single
functions. The preceding investigation of the bifurcation structure
suggests that our network possesses other functions in addition to
frequency multiplication. Specifically, the network is also capable
of functioning as an oscillator or a switch.
The oscillatory behaviour in figure 5 demonstrates that, if the
input concentration is held constant within a certain range (*0:4
to 7 nM), the network functions as an oscillator. While the
explanation of the oscillator function is straightforward from a
mathematical perspective, it is decidedly more complicated in
terms of gene interactions, but can be understood by examining
simulations of the full model (data not shown). The steps of a single
cycle are described sequentially below.
1. The system is initialised with some R1 and R2.
2. Depending on their initial concentrations, R1 and R2
concentrations increase due to production from P3 and P4 as
there is no R3 or R4 present within the system.
3. Although the input is positive, there is no production from P1
as R2 is present. However R3 increases from P2 and switches
off production of R1 and R2 from P3 and P4 respectively. This
state is similar to stage 1 of figure 2.
4. This causes R1 and R2 levels to drop. R1 drops rapidly as P3 was
its onlysource. R2 dropsmore slowlyas it is still produced fromP2.
Figure 7. Existence of a period-doubling bifurcation. A period-doubling is observed at an input period of *27500 seconds (*8 hours). The
period-doubling point is labelled as ‘PD’. Blue lines and red lines represent period-1 and period-2 solutions respectively. A. Relationship between
input period and ‘output’ period, where output denotes the proteins R1 to R4. B. Relationship between input period and L2-Norm.
doi:10.1371/journal.pone.0016140.g007
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similar to stage 2 of figure 2.
6. Although there is repression of P6 from P2 R2, a positive
feedback loop is formed, whereby R4 from P6 represses P2,
reducing the level of R2, which reduces repression on P6,
further increasing R4 and repressing P2, and so on. As such R2
decreases and R4 from P6 increases, toward some equilibrium.
7. R2 is now at a low level. This allows input to switch on P1 and
increase R1 and R4, causing R3 and R4 from P5 and P6
respectively to be repressed.
8. R1 then increases rapidly, as with low R3, production also
increases through P3.
9. R2 increases from P4 with another positive feedback loop
existing between P4 and P1 whereby R2 switches off P1 which
decreases R4 which allows further R2 increase, and so on,
again toward some equilibrium. This increase in R1 from P3
and R2 from P4 brings the system back toward stage 1,
completing a cycle.
At a low constant level of input, below the oscillatory range, the
system remains at step 3 as the level of input is not high enough to
produce enough R3 from P2 to significantly repress P3 and P4 and
move the system onto step 4. Alternatively, at a high constant level of
input, above the oscillatory range, the system remains at step 5 as
there is enough R2 being produced from P2 to maintain repression of
R4 production from P1 and P6, which prevents the positive feedback
loop in step 6 from occurring. At an intermediate constant input,
within the oscillatory range of figure 5, the level of input is high
enough to move the system on from step 3 to 4, but low enough to
a llo wp ro g re ss io nf ro ms te p5t o6 .T he system canthenfreelyprogress
through step 1 to 9 sequentially, generating oscillatory dynamics.
The bifurcation structure also reveals that if the input is held
constant between either the concentrations 0 to 0.4 nM or 9 to
60 nM, the network exhibits bi-stability. This allows the network
to function as a toggle switch if the binding affinity of particular
repressors is temporarily lowered. This can be done in vivo by small
molecules termed ‘inducers’ [4]. This toggle switch behaviour can
be achieved for a very low concentration (figures 8A and 8B) and a
high concentration (figures 8C and 8D). It is likely that switching
can be achieved for a range of constant input values far exceeding
60 nM. If we consider the network within E. coli, one can use the
approximation that 1 molecule corresponds to a concentration of
1 nM. Then the low input range for switching is probably
physically irrelevant as the concentration corresponds to less that a
single molecule. However, in cells with larger volumes these lower
concentrations will become more relevant.
Figure 8. Demonstration of switch function. In each case the system is allowed to reach equilibrium under a constant level of input. The
concentrations of R1, R2, R3 and R4 are represented by pink, black, orange and green lines respectively. A. Switch from [R1 & R2 high, R3 & R4 low] to
[R3 & R4 high, R1 & R2 low], at an input of 0.1 nM. B. Switch from [R3 & R4 high, R1 & R2 low] to [R1 & R2 high to R3 & R4 low], at an input of 0.1 nM.
C. Switch from [R2 & R3 high, R1 & R4 low] to [R1 & R4 high, R2 & R3 low], at an input of 50 nM. D. Switch from [R1 & R4 high, R2 & R3 low] to [R2 & R3
high, R1 & R4 low], at an input of 50 nM. In A and C the switch is performed by increasing the kA for R1 and R2 binding from *6E{10 Mt o*4E{6
M(
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ
1E{7
1:3 p
exactly) between the times 1:5E5 and 1:55E5 seconds. In B and D the switch is performed by increasing the kA for R3 and R4 binding
by the same amount and duration. Initial conditions of R1~R2~50 nM, R3~R4~0 nM for A and C, and R1~R2~0 nM, R3~R4~50 nM for B and
D. Parameters from table 1 are used.
doi:10.1371/journal.pone.0016140.g008
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1. Frequency multiplier of one half. When the input to the
network is oscillatory the output of the network is oscillatory
with a frequency half that of the input.
2. Oscillator. When the input is maintained within a certain
range the network oscillates.
3. Switch. When the input is maintained within a certain range,
external modulation of particular repressive strengths allows
switching between different steady-state protein levels.
Prospects for in vivo implementation
The model uses symmetric parameters. However, some
asymmetry will inevitably exist in an in vivo implementation, even
with well matched components. We therefore used numerical
simulations to investigate the effect of various sample forms of
asymmetry on each of the three functions. In each simulation the
value of a single parameter was changed from the value stated in
table 1, whilst all other parameters were kept at the values stated in
table 1. We found that all three functions were robust to at least
some forms of asymmetry (see File S5), and we therefore conclude
that the network’s functions do not depend on the use of a
completely symmetrical parameter set. The failure to observe
functionality in some of our asymmetric simulations does not
necessarily indicate that the parameters in question must be
symmetrical in order for the network to function, as it might be
possible to restore functionality by compensatory changes in other
parameters in the network. A much fuller description of parameter
space is required to properly understand the parameter depen-
dence of the three functions, and would direct the choice of
components used in a in vivo implementation.
Intrinsic noise is another physical reality that must be considered.
Stochastic simulations in the form of Chemical Langevin Equations
(CLEs) were performed to assess the robustness of the three
functions to noise (parameters from table 1 used). In each case the
function was observed (see File S6), demonstrating the function is
robust to intrinsic noise.
A possible implementation of the network is given in figure 9. It
is based on constructing the network in E. coli, a tried and tested
host for synthetic networks [4,6,9–11].
The implementation proposed here uses the bacterial transcrip-
tion repressors LexA, LacI, lcI and TetR, and the bacterial
transcriptional activator AraC. These have all been used before in
the construction of synthetic networks [4,6,8,9,11], as have the
promoters Plac=ara{1 [11], lPR [9] and pNOR [8]. The promoters
Fx have all been constructed and characterised [21], but the
modified pNOR would require construction and characterisation.
Arabinose,whichbinds toAraCallowing ittoactivate transcription,
hasalsobeenpreviously used [11].However,inthisimplementation
it would align better with modelling if Arabinose was maintained at
a saturating level, and AraC used as the varying input.
Despite the availability of components, a functional in vivo
construction of the network poses two main challenges. Firstly,
none of the promoters so far used in the construction of synthetic
networks have been characterised for control by an externally
controlled oscillating input. Methods for controlling gene expres-
sion, such as an oscillating arabinose concentration (figure 9), light
[22] and temperature [23] could be explored, as these are capable
of regulating gene expression in a reversible manner. Secondly,
even if the network was shown to be theoretically compatible with
the output from an existing oscillator, the repertoire of repressors
that have been used and characterised in the context of synthetic
networks is not extensive enough to allow for construction of both
networks without an overlapping use of components. Other
naturally occurring repressors could be used, but these are
untested and add more uncertainty to the construction. Ultimate-
ly, the design and construction of large networks with functions
only available within specific parameter regimes will require
libraries of well characterised artificial transcription factors [24–
27] that are orthogonal to the host system.
Figure 9. Possible in vivo implementation of the network. The repressors used are the set fR1,R2,R3,R4g~flexA,lacI,lcI,tetRg. The
promoters used are: Fx e.g. F23 [21], Plac=ara{1 [35], pNOR [8] and lPR. Modified pNOR is the pNOR promoter with repression by LacI removed. The
input to the network is arabinose + AraC, which form a complex that can activate transcription.
doi:10.1371/journal.pone.0016140.g009
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A theoretical synthetic gene regulatory network has been
presented, and a possible in vivo implementation discussed. The
network is capable of performing frequency multiplication of one
half on an oscillating transcription factor concentration, such as
those produced by the currently available oscillators [14]. The
network takes an oscillating transcription factor concentration as
an input, and produces an oscillatory output with half the
frequency of the input, in the form of the concentration of a
transcriptional repressor. Bifurcation analysis demonstrates that
the frequency multiplier functionality is a result of a period-
doubling bifurcation. This is the first synthetic gene network
presented that is theoretically capable of performing frequency
multiplication on a continuously oscillating input from an
intracellular source. The development of genetic frequency
multipliers could allow cellular processes and synthetic systems
existing on various different time scales to be temporally
coordinated, either with reference to each other, or a single
‘master clock’ that keeps time for the network.
Bifurcation analysis reveals that the network is multi-functional.
For a single set of parameters the network can display one of three
functions, which can be selected by changing the temporal
characteristics of the input. Parallels can be drawn with the field of
neuroscience where multi-functional circuits are widespread in
both invertebrates and vertebrates [28–31] (see [32] for a recent
review). Multi-functionality has also recently been observed on a
basic level in both coherent and incoherent feed-forward-loops
[33,34], which are small regulatory motifs present in some gene
and protein networks.
The obvious benefit of using multi-functional networks is
efficiency; network components are re-used under different
dynamic, functional regimes [32]. This allows a number of single
function networks to be condensed into one multi-functional
network. It is also proposed that multi-functional networks allow
functions to be better coordinated. In the marine mollusk Tritonia,
crawling, withdrawal and swimming are all part of the escape
response. The use of a single multi-functional neural network
ensures this vital response is correctly temporally integrated [31].
Multi-functionality is not a property often ascribed to natural gene
networks, probably because natural networks are rarely fully
characterised and inputs and outputs are difficult to define.
Despite this, the size and interconnectivity of natural networks
may mean that multi-functionality can readily be found at some
level. Indeed, the work in neural systems demonstrates that multi-
functionality is a property selected for in evolution, and therefore
would be expected to arise in other biological contexts.
The single-function synthetic networks considered in the
literature so far have been rationally designed, with larger
networks set to be constructed in a modular fashion by connecting
up these networks [8]. Of the three functions of our network, only
frequency multiplication was rationally designed, while the switch
and oscillator functions were discovered. In particular, the
oscillator function is difficult to understand in terms of gene-gene
interactions, and would arguably be impossible to rationally design
using current methodologies. This work suggests that while multi-
functionality may be difficult to design on purpose, it may be
difficult to avoid by chance, and may be a property that emerges
increasing frequently as synthetic networks become larger and
more complex. The challenge will then be to ensure that the
design process identifies and exploits any benefits that multi-
functionality brings if and when it arises.
The network presented here is novel in two respects. Firstly, it is
capable of performing frequency multiplication on a sinusoidally
oscillating input, suggesting it is capable of integrating with current
oscillators. Secondly, it possesses programmable multi-functional-
ity, specifically the ability to select between one of three functions
by changing the nature of the input. Collectively, this network
represents a significant theoretical addition to the capabilities of
current synthetic gene networks.
Materials and Methods
Numerical simulations were performed using custom MATLAB
(The Mathworks, Natick, MA) scripts and the ode45 numerical
integrator. Stochastic simulations used the fixed step numerical
integrator ode4. Continuations of both equilibria and limit cycles
were performed in AUTO 07p [19], using the constant input level
and period of input as bifurcation parameters respectively. Ranges
for steady-state values of the system for a constant level of input
were obtained by simulation in MATLAB (The Mathworks,
Natick, MA). MAPLE (Maplesoft, Waterloo, ON) was then used to
numerically solve within the range to obtain steady-state values
with a precision adequate for starting continuations.
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