In a healthy economy, plant turnover increases aggregate productivity because effi-
R eallocation and restructuring are ubiquitous features of market economies. Evidence from longitudinal microbusiness databases for developed countries shows that a large fraction of measured productivity growth is explained by moreproductive entering and expanding businesses displacing less-productive exiting and contracting businesses. Although the role of efficient reallocation has been broadly studied for developed countries, it has received much less attention in the context of developing economies. Understanding the determinants of business exit and its contribution to productivity dynamics is of particular interest in the context of emerging economies, where the development of institutions and market structure play a key role in improving allocative efficiency.
In this paper, we focus on one of the key aspects of the connection between productivity growth and firm dynamics-namely, the relationship between plant exit and the underlying efficiency, cost, and demand factors. We take advantage of a unique database of Colombian manufacturing plants, which allows the measurement of these fundamental factors at the plant level. 1 Studying these factors is of interest for any country, because measures of such a rich set of market fundamentals are rarely available, and empirical studies of plant survival have traditionally focused on composite measures of productivity and related proxies of these determinants of exit, such as size and age. The case of Colombia, moreover, is of particular interest because of the important trade, labor, and financial sector reforms in this country in the early 1990s, which allow us also to explore the interactions between underlying market fundamentals and structural reforms in determining plant exits. This is a crucial question because a key objective of these reforms was to make product and input markets more competitive, with the expected effect of triggering the exit of less-profitable establishments.
Our novel analysis explicitly measures and separates out the role of physical productivity, cost, and demand factors for plant exit. Our ability to separate out these factors stems in part from the availability of plant-level output and input prices in the Colombian Annual Manufacturing Survey. The availability of plant-level prices is rare in longitudinal business data, and is important in terms of improving productivity measures and separating physical efficiency from demand shocks. Establishment output is frequently measured in the empirical literature as revenue deflated by a common industry-level output price index, and establishment materials inputs are measured as materials expenditures divided by a common materials industry-level input price deflator. Therefore, within-industry price differences in both outputs and inputs are embodied in traditional output, materials, and productivity measures. In traditional measures of productivity, high output prices and high productivity may not be distinguished. Similarly, traditional measures of plant-level productivity may not distinguish low productivity from high input price measures. Given that our data provide plant-level prices for both inputs and output, we are able to separate out the effects of productivity, demand shocks, and cost shocks on plant survival.
In exploring these issues, our approach to studying plant survival takes advantage of a number of methodological innovations relative to much of the literature. In particular, the database we have and the approach we take permits us to decompose efficiency, cost, and demand effects at the plant level and thus to estimate exit equations in terms of these fundamentals. 2 Therefore, we do not have to rely on endogenous proxies such as plant age or size, which are commonly used in this context when fundamentals are less directly observable.
We find that market fundamentals are important determinants of plant exit. In particular, we find that higher physical productivity, higher demand, and lower input costs reduce the probability that plants exit. In addition, we find a general pattern showing that structural reforms increased the role of market fundamentals in determining plant exits. The increased impact of market fundamentals is the result of both a general increase in the dispersion across plants in market fundamentals as well as, for some factors (in particular input costs), an increase in the marginal effect of the factor. In particular, we find that the importance of physical efficiency and materials costs in determining exits increased, whereas high demand became a less important determinant of survival after the introduction of structural reforms.
Finally, we conduct decompositions of average industry productivity into the contribution of the average plant and the contribution of allocative efficiency following the approach introduced by Olley and Pakes (1996) . To gauge the contribution of entry and exit, we examine this decomposition for both balanced and unbalanced panels of plants. We find that average and total productivity is lower and grows more slowly after the reforms when we use a balanced panel compared with when we rely on an unbalanced panel. By construction, the difference between the balanced and unbalanced panels reflects the contribution of entering and exiting businesses. The greater productivity levels and growth of productivity in the unbalanced panel are consistent with the view that plant exit and entry contribute to aggregate productivity, especially after the structural reforms were introduced.
I. Structural Reforms in Colombia
Reforms in Colombia during the 1990s occurred in the areas of trade, financial and labor markets, privatization, and the tax system. 3 Many of these reforms were part of a package introduced during the administration of President Cesar Gaviria. The most important changes occurred in the early 1990s in the areas of trade and financial and labor markets, although important changes in privatization and tax reform also occurred during the second half of the 1990s.
Trade was largely liberalized in Colombia during the 1990s. The gradual decrease in tariffs initiated by the preceding Barco government was accelerated by Gaviria after June 1991. By the end of 1991, nominal protection reached 14.4 percent and effective protection 26.6 percent, the latter down from 62.5 percent a year earlier, while 99.9 percent of items were moved to the free import regime.
Other reforms sought to reduce frictions in labor markets. In December 1990, Law 50 introduced severance payments savings accounts and reduced dismissal costs by between 60 percent and 80 percent (see, for example, Kugler, 1999 and . In 1993, Law 100 was passed, which allowed voluntary individual conversions from a pay-as-you-go pension system to a fully funded system with accounts, but also increased employer and employee contributions to 13.5 percent of salaries, of which 75 percent was paid by employers (see, for example, Kugler and Kugler, 2003) .
Frictions in financial markets were also reduced during the 1990s. In 1990, Law 45 eliminated interest rate ceilings, eliminated investment requirements in government securities, and reduced reserve requirements. Supervision for capitalization requirements was reinforced by establishing minimum capital requirements weighted by risk in a manner consistent with the Basel accords. In addition, Law 9 of 1991 eliminated exchange controls, ending the central bank monopoly on foreign exchange transactions and reducing restrictions on capital flows. Resolution 49 of 1991 reduced constraints on foreign direct investment, which facilitated foreign entry into all sectors and, in particular, induced entry of foreign banks, which increased competition in the financial sector (see, for example, Kugler, forthcoming) .
In 1994, Ernesto Samper won the presidential election by proposing policies opposed to trade liberalization and other reforms. 4 Although the new government did not reverse the reforms put in place by the previous administration, it managed to avoid further liberalization of labor and financial markets as well as trade. Instead, the Samper government made progress in the areas of privatization and tax reforms. Overall, however, the process of privatization has been relatively limited in Colombia compared with the rest of Latin America. Cumulative privatizations represented more than 10 percent of GDP in 1999 in several countries, in Colombia cumulative privatizations were only 5 percent of GDP. Moreover, privatizations have been highly concentrated in Colombia, with about 80 percent of all privatizations taking place in the energy sector and another 15 percent in the financial sector (Lora, 2001) .
A number of changes in the tax system also occurred in the 1990s. For instance, in an effort to increase tax collection and the neutrality of the tax system, valueadded tax rates were increased, whereas income and corporate taxes were reduced. The value-added tax increased in Colombia from 10 percent in 1985 to more than 16 percent in 1999. At the same time, maximum tax rates on personal income were lowered to 30 percent, whereas the maximum tax rate on corporate income was reduced from 40 percent in 1985 to 35 percent in 1999. In spite of these changes, Colombia's tax system remains one of the most distorted when compared with those of other Latin American countries (Lora, 2001) .
It is clear from this description that substantial structural reforms occurred over our sample period and are especially concentrated in the 1990s. In this paper we ask whether there is evidence that the impact of market fundamentals on plant exit changed in the post-reform relative to the pre-reform period (defined as before 1991). In addition, we ask whether there is evidence that allocative efficiency improved over the post-reform period and, if so, whether allocative efficiency improved only among continuing plants or improved through the exit of lessefficient plants and entry of more-efficient plants. 5 
II. Plant-Level Data
In this section, we first provide a description of the data and then explain the measurement of physical productivity and demand shocks. A more detailed description of the construction of the variables used in our analysis can be found in Eslava and others (2004) .
Data Description
Our data come from the Colombian Annual Manufacturers Survey (AMS) for the years 1982 to 1998. The AMS is an unbalanced panel of Colombian plants with more than 10 employees, or sales above a certain limit (about US$35,000 in 1998). The AMS includes information for each plant on: value of output and number of units for each product manufactured, overall cost and units purchased for each material used in the production process, energy consumption in physical units and energy expenditures, number of workers and payroll, and book values of equipment and structures. The construction of the variables we use in the analysis is described in detail in Eslava and others (2004) ; here we provide a brief overview.
Because we are interested in the effects of efficiency and demand on plant exits, we need to construct measures of productivity and demand shocks at the plant level. We estimate total factor productivity (TFP) values for each plant using a capital-labor-materials-energy (KLEM) production function and demand shock values for each plant using a standard demand function. To estimate the production function, we need to construct physical quantities and prices of output and inputs, capital stock series, and total labor hours.
With the rich information collected in the AMS on value and number of units of each product and input, we construct plant-level price indices for output and 5 It may be interesting to develop measures of reforms that permit understanding of how the reforms may have affected different types of firms differently. One way to proceed would be to note that the trade reform affected different sectors differently, because changes in effective tariff rates vary across sectors. In addition, it is likely that some reforms (for example, financial reforms) affected small and young firms differently than large and mature firms. In this paper, we take a more parsimonious approach, which focuses on the time-series variation of the reforms, and leave the construction of specific reform indices that vary by sector and other observable factors for future work. materials using Tornqvist indices. Given prices for output and materials, our measures of physical output and materials use are constructed by dividing the value of output and cost of materials by the corresponding prices. Quantities of energy consumption are directly reported by the plant. In addition, we need capital stocks to estimate a KLEM production function. The plant capital stock is constructed using a perpetual inventory method using book values and capital expenditures together with the appropriate capital price deflators and depreciation rates. Because the AMS does not have data on hours per worker (only employment), we construct a sector-level measure of hours per worker at the three-digit level, constructed as the ratio of earnings per worker over the sectoral wage. The latter is obtained from the Monthly Manufacturing Survey. Table 1 presents descriptive statistics of the quantity and price variables just described, for the pre-and post-reform periods. Entry and exit rates are 9.8 percent Source: Authors' calculations. Notes: This table reports means and standard deviations of the log of quantities and of log price indices deviated from yearly log producer price indices (PPIs), for all plants reporting positive production levels from 1982 through 1998. The entry and exit rates are the number of entrants divided by total plants and number of exiting plants divided by total number of plants. A plant that enters in t is defined as a plant that produced in t but not in t − 1, and a plant that exits in t is one that produced in t but not in t + 1. The prereform period includes the years 1982-90, and the post-reform period includes the years 1991-98. and 8.7 percent during the pre-reform period, with a lower entry rate of 8.4 percent and a higher exit rate of 10.7 percent during the post-reform period. All physical quantity and price variables are in logs with prices measured as relative to a yearly producer price index to discount inflation. Outputs and inputs, except for labor, increased between the pre-and post-reform periods. Relative prices of output and materials declined between the pre-and post-reform periods for all plants. 6 In the next section, we use these variables to estimate the production function and inversedemand equation.
Descriptive Statistics

Estimation of Productivity and Demand Shocks
We follow here a strategy we introduced in Eslava and others (2004) to estimate productivity and demand shocks. We first estimate the production function with plant-level physical output and input data, using downstream demand to instrument inputs. The residual from this production function is our estimate of TFP. We then estimate the demand function with plant-level price and output data, using TFP to instrument for output in the demand equation. 7
Productivity shocks
We estimate total factor productivity for each establishment as the residual from a KLEM production function:
where Y jt is output, K jt is capital, L jt is total employment, H jt is hours per worker, E jt is energy consumption, M jt is materials, and V jt is a productivity shock.
Our total factor productivity measure is thus:
where α, β, γ, and φ are the estimated factor elasticities for capital, labor hours, energy, and materials, respectively. Because ordinary least squares (OLS) estimates of factor elasticities are likely to be biased, we use factor elasticities estimated using an Instrumental Variables (IV) procedure to estimate TFP. For our IV approach, we use demand-shift instruments that are correlated with input use but uncorrelated with productivity shocks. As described in Eslava and others (2004) , we construct Shea (1993) and Syverson (2004) type instruments by selecting industries whose output fluctuations are likely to function as approximately exogenous demand shocks for other industries. In addition, we use as instruments one-and
Marcela Eslava, John Haltiwanger, Adriana Kugler, and Maurice Kugler two-period lags of the demand shifters just described, energy and materials prices, and regional government expenditures in the region where the plant is located. 8 Table 2 reports results for the KLEM specification of the production function. For reference purposes, column 1 presents the OLS results from the estimation of the KLEM specification. Column 2 presents the factor elasticities used in our estimates of the TFP measure used in the survival analysis. Although we do not impose constant returns to scale, our IV results are consistent with this assumption. Even if we think the instruments are weakly correlated with productivity shocks, large biases could be introduced when using IV estimation if the instruments are weakly correlated with the inputs. To check whether inputs are highly and significantly correlated with the instruments, and given that we are considering instrument relevance with multiple endogenous regressors, we report in column 3 the partial R 2 measures suggested by Shea (1997) for the first stages. The partial R 2 's for capital, employment hours, energy, and materials in the KLEM specification are 0.128, 0.139, 0.231, and 0.324, respectively, showing that the relevant instruments for each input can explain a substantial fraction of the variation in the use of that input. One potential limitation of our approach is that we have imposed the same factor elasticities for all plants in the manufacturing sector. We make this assumption because our IV approach distinguishes mainly between industry differences in downstream demand factors. As a robustness check, we have also estimated factor elasticities at the three-digit industry level using the standard cost-share approach (in which the shares are estimated out of total revenue in the sector) and assuming constant returns to scale so that the capital share can be measured as a residual. Using these alternative factor elasticities, which vary at the sectoral level, with the plant-level data, we obtain an alternative measure of TFP. The correlation of this alternative measure, which allows elasticities to vary by sector, with our preferred IV measure is very high-namely, 0.88. Moreover, the standard deviations of the two TFP measures are about the same and the correlations of the cost-share-based TFP with other key variables (for example, plant-level prices) are very similar to those with our instrumented TFP measure. In other words, our TFP measure has properties that are robust with respect to reasonable alternative methods for estimating TFP, including allowing for sectoral differences in factor elasticities. As a consequence, we have found that the results in this paper are largely robust to using these alternative TFP measure and factor elasticities. 9
Demand shocks
In addition to productivity, demand factors are also likely determinants of plant exits. For example, even if plants are highly productive, they may be forced to exit the market if faced with large negative demand shocks. We estimate establishmentlevel demand shocks as the residual of the following demand equation: 10 where D jt is a demand shock faced by firm j at time t, and −ε is the elasticity of demand. Our demand shock measure is estimated as the residual from estimating this demand equation:
OLS estimates of equation (2) will tend to be upward biased. To eliminate this bias, we follow the strategy we introduced in Eslava and others (2004) : we use TFP as an instrument for Y jt because TFP is positively correlated with output (by construction) but unlikely to be correlated with demand shocks.
It is still of interest to explore further the possibility of estimating sector factor elasticities using our IV approach. This would require finding additional instruments (for example, demand shifters) that vary across plants within the same sector. We leave the construction of such additional demand shifters for future work. 10 The demand estimation and demand shocks here differ in notable ways from Eslava and others (2004) . First, we estimate the direct demand function rather than the inverse demand function here. Second, we estimate the demand function at the three-digit level here whereas in the earlier paper we estimated a common demand function for the manufacturing sector. Table 3 reports the OLS and IV results of the demand equation. 11 We estimate the demand equations at the three-digit level-this is feasible because our instruments vary across plants. The reported results are the averages of the elasticities across the three-digit sectors. OLS results presented in column 1 suggest an elasticity of −0.8. Meanwhile, IV results in column 2, which use TFP as an instrument for output, show a much higher elasticity (in absolute value) of −2.23. Finally, note that the second row of column 2 reports an R 2 for the first stage of close to 0.4, indicating that our instrument explains a large fraction of price variability.
III. Effects of Market Fundamentals and Reforms on Plant Exit
According to selection models of industry dynamics (for example, Jovanovic, 1982; Hopenhayn, 1992; Ericson and Pakes, 1995; and Melitz, 2003) , producers should continue operations if the discounted value of future profits exceeds the opportunity cost of remaining in operation. The model we regard as most relevant is the one presented by Melitz (2003) , in which a producer with market power makes decisions on outputs, inputs, and output prices, given productivity shocks, demand shocks, and input price shocks drawn by the producer from a joint distribution. Moreover, given fixed costs of operating each period, the producer makes a decision on whether to stay or exit at each time. In this model (as in other closely Source: Authors' calculations. Notes: Standard errors are in parentheses. The dependent variable is physical output in logs, and the regressor is the log difference between plant-level price and the yearly producer price indices (PPI). Both the estimation constant and demand elasticities are allowed to vary by three-digit sector; the figures reported are simple means of three-digit sector statistics, except for the number of observations, which is the total number of observations including all sectors. The 2SLS regression instruments price with the 2SLS total factor productivity (TFP) measure estimated using column 2 in Table 2 . The firststage R-squared reports the square of the correlation between Y jt and Ŷ jt , where Ŷ jt is the predicted value of output from a regression of Y jt on the instruments. related models), the producer's exit decisions should be affected by the productivity, demand, and input price shocks:
That is, plant j exits if the discounted value of net profits is below the fixed cost of operating, and the plant continues in operation if the opposite holds. Profits, π (and, in turn, the present discounted value, PDV), are a positive function of demand shocks and productivity and a decreasing function of input price shocks.
In practice, we estimate this relationship using a probit model in which we specify the probability of exit between t and t + 1 as a function of measures of market fundamentals in period t − 1:
where e jst takes the value of 1 if the plant j in sector s exits between periods t and t + 1, λ S is three-digit industry effects, GDP t is the growth of aggregate gross domestic product in year t, TFP jt and D jt are productivity and demand shocks, P Ijt is a vector including energy and materials prices, and u jt is an independent and identically distributed error term. Table 4 reports summary statistics for the determinants of exit in equation (3) (except for input prices, which are reported in Table 1 ). This table shows more volatility during the 1990s than the 1980s. Both the means and standard deviations of total factor productivity and demand shocks increased during the 1990s. Table 5 reports results of alternative specifications for the probit models. Column 1 presents our baseline specification, in which we do not allow for differential effects before and after the reforms. We find that higher physical efficiency, lower input prices, and higher demand shocks are all economically and significantly important factors in determining exit. A rise in productivity by one standard deviation in the previous year is associated with a fall of 1.2 percent in the probability of exit in the current year. Increases in energy and materials prices of one standard deviation in the previous year are associated with a rise of about 0.4 percent and 0.9 percent, respectively, in the probability of exit in the current year. We also find that an increase in plant-level demand by one standard deviation in the previous year is associated with a decline of 3.6 percent in the probability of closing down operations in the current year. To appreciate the considerable magnitude of these effects, note from Table 1 that the exit rate is less than 9 percent in the 1980s and less than 11 percent in the 1990s.
In column 2, we explore whether the reform package introduced during the 1990s increased the importance of market fundamentals in explaining plant exits. We extend the baseline specification by including interactions of productivity, input (3)), where exit is 1 for plant i in year t if the plant produced in year t but not in year t + 1. Standard errors are in parentheses. Specifications in both columns include sector effects at the threedigit level and growth of GDP, as well as plant-level productivity, energy prices, materials prices, and a measure of demand shocks estimated using column 2 in Table 3 . Column 2 also reports the effects of interactions with a post-reform dummy, which takes the value of zero for years 1982-90 and the value of 1 for years 1991-98. prices, and demand shocks with a post-reform dummy variable that takes the value of 1 from 1991 on, as well as a main effect for the post-reform period. Although the results suggest no direct effect of the reforms on plant exits, we find evidence that market fundamentals became more important determinants of plant exits after the reforms. Lower physical efficiency and higher materials costs increase the probability of exits, even more so after the introduction of structural reforms. A rise in productivity of one standard deviation reduced exit by 1.1 percent before the reforms and by 1.4 percent after the reforms. Similarly, a rise in materials costs of one standard deviation increased exit by 0.4 percent before the reforms and by 1.5 percent after the reforms. Although the increased importance of productive efficiency is driven mainly by the greater volatility of productivity shocks after reforms, the increased importance of materials costs is driven both by an increase in volatility in materials prices as well as by an increase in the marginal effect of materials on exit. By contrast, demand becomes less important in determining exit after the introduction of structural reforms. In particular, a rise of one standard deviation in demand decreased exit by 3.8 percent before the reforms and by 3.6 percent after the reforms. Although demand shocks became more volatile after structural reforms were introduced, the decreased marginal effect of demand on exits dominates so that demand for the product becomes a less important determinant of plant survival after the reforms. These results, thus, suggest that increased market competition after the introduction of structural reforms increased the importance of efficiency and costs for plant survival and decreased the importance of simply having higher demand.
IV. Plant Exits and Aggregate Productivity
In this section, we examine whether exit, entry, and other forms of reallocation are associated with important productivity gains over the 1980s and 1990s in Colombia. In particular, we quantify the contribution of allocative efficiency to aggregate productivity by using a cross-sectional decomposition methodology first introduced by Olley and Pakes (1996) . We quantify what fraction of aggregate productivity is accounted for by higher average productivity in a sector and what part reflects the concentration of activity in more-productive plants within a sector in each year, by conducting the following decomposition of aggregate TFP:
where TFP t is the aggregate total factor productivity measure for a given threedigit manufacturing sector in year t. 12 These aggregate measures correspond to weighted averages of our plant-level TFP measures, where the weights are market shares (calculated as described below). The first term of the decomposition, TFP ---t ,
is the average cross-sectional (unweighted) mean of TFP across all plants in that sector in year t. TFP jt is the total factor productivity measure of plant j at time t, estimated as described in Section II; f jt is the share or fraction of plant j's output out of sectoral output at the three-digit level in year t; and f -t is the cross-sectional unweighted mean of f jt . The second term in this decomposition measures whether production is disproportionately located at high-productivity plants and, as such, is a measure of allocative efficiency. Examining this decomposition over time allows us to learn whether the average unweighted productivity as well as allocative efficiency has changed, in particular in response to the market reforms. 13 To evaluate the contribution of net entry, we consider yearly Olley-Pakes decompositions for three samples. The first sample contains all plants in our data set, the second sample contains all plants that are continuously in existence for the entire sample period (that is, the balanced sample), and the third sample contains all year-t businesses that are also present in year t − 1 and year t + 1 (that is, three-year continuers). The first sample provides perspective on the role of allocative efficiency for all plants. Because allocative efficiency can improve either through entry and exit or through reallocation of activity among continuing plants, the next two samples provide perspective about the role of net entry. In particular, although the balanced panel decomposition provides information about long-lived continuously operating plants, the sample of three-year continuers contains some businesses that, although not in their first or last year, have entered recently or are about to exit. By examining these three panels, we can explore differences in the allocative efficiency across the different samples and differences in the paths of unweighted average productivity. Market selection will impact the latter as well in this context because exiting low-productivity plants can increase the average unweighted productivity. Table 6 shows the results of this exercise. For each sample, the table reports the value of each term of the Olley-Pakes decomposition for the average three-digit sector. The results of this decomposition for the overall sample (columns 1-3) show that aggregate industry productivity increased substantially over the sample period. For the average industry, productivity increased by 30 log points from 1982 to 1998. The decomposition shows that most of this increase-21 out of the 30 log points-is accounted for by an increase in allocative efficiency. Interestingly, the unweighted average component increased during the 1980s but actually fell during the 1990s. In contrast, the increase in allocative efficiency is concentrated in the 1990s, after the market reforms. The decomposition results for the balanced panel (columns 4-6) show similar qualitative patterns with a large role for allocative efficiency, especially in the 1990s.
Thus, allocative efficiency improved following market reforms, even among the sample of long-lived plants. Interestingly, for this sample the productivity of the average plant was the same at the beginning and end of the period. The results for three-year continuers (columns 7-9) also show that the allocative efficiency term dominates the increase in productivity during the 1990s. Comparing the dynamics of aggregate productivity across the three samples yields insights on the role of net entry. We find that productivity is lower and grows more slowly after the reforms when we use a balanced panel compared with when we rely on an unbalanced panel. By construction, the difference between the balanced and unbalanced panels reflects the contribution of entering and exiting businesses. The results for the overall sample show an increase in allocative efficiency of 18 log points from 1991 to 1997, whereas the results for the balanced panel show an increase of 13 log points over the same period. The greater productivity levels and growth of productivity in the unbalanced panel are consistent with the view that plant exit and entry contribute to aggregate productivity beyond reallocation among existing plants after the structural reforms were introduced. Moreover, comparing the increase in the cross-term for the unbalanced panel and the sample of three-year continuers, the contribution of plants' entries and exits to productivity goes beyond the contribution of young plants in their first few years after entering. The evidence suggests that the events of entering and exiting by themselves play an important role. In particular, the increase in allocative efficiency from 1991 to 1997 in the unbalanced panel is 18 log points, whereas it is only 14 log points in the sample of three-year continuers. These patterns provide support for the view that market selection is playing an important direct role in allocative efficiency. However, the substantial increase in allocative efficiency for long-lived plants also suggests that the reallocation from low-toward highproductivity existing plants does seem to play an important role as well. In Eslava and others (2005), we find that part of this is explained by increased reallocation of resources allowed by the added flexibility following the 1990 labor market reform. Another possible factor is an indirect role of market selection. An increased role of market fundamentals in market selection may impose greater market discipline on the survivors, which may increase allocative efficiency.
As noted, there are also differences in the unweighted productivity across the three samples. The balanced panel exhibits a decline in average unweighted productivity over the entire period whereas both the overall sample and the three-year continuers exhibit increases over the sample period. During the 1990s, the decrease in the unweighted average productivity is especially large in magnitude in the balanced panel relative to the changes in unweighted productivity for the overall sample and the three-year continuers. These patterns suggest that market selection played an important role in Colombia in the changes in unweighted productivitynamely, the differences in the patterns are consistent with low-productivity plants exiting, and thereby yield a pattern with higher growth in unweighted average productivity for samples including the contribution of market selection (the full sample and the three-year continuers). The balanced panel changes in unweighted average productivity by construction cannot reflect changes from market selection.
The results of productivity decompositions thus reveal three related phenomena. First, the increase in average productivity in our whole sample is very much associated with an improvement in allocative efficiency. Second, the rise in aggregate productivity among incumbents throughout the sample period is fully accounted for by the expanding market share for relatively efficient plants at the expense of shrinking market share for relatively inefficient ones. Third, the con-PLANT TURNOVER AND STRUCTURAL REFORMS IN COLOMBIA tribution of exit and entry works both through the increased market shares of more-productive businesses but also through the impact of market selection on average unweighted productivity. These findings suggest that the combination of within-sector reallocation and selection helps to account for the increase in aggregate productivity in Colombian manufacturing over the 1980s and 1990s.
V. Conclusions
Plant turnover in general, and exit in particular, are essential aspects of market selection. We have characterized the role of input costs, physical efficiency, and demand in determining the likelihood of plant survival. We find that each of these three components plays an important role in explaining the probability of survival the following year.
We also examined the response of plant exit after the introduction of structural reforms in the 1990s. In general, market fundamentals became more important following market reforms. Some of this greater impact is due to a greater dispersion of market fundamentals and some of this is due to a greater marginal effect. The increased importance of productivity variation in accounting for variation in market selection comes mainly from an increased dispersion in productivity shocks across businesses, whereas the increased importance of materials price shocks comes mainly from an increase in the marginal effect of materials prices following reforms. By contrast, demand shocks became less important determinants of survival after the reforms. Thus, these results suggest that efficiency and costs became more important determinants of survival than higher demand after market competition increased following the introduction of the reforms.
We find that average productivity increased in the average three-digit industry and that improvements in allocative efficiency are the primary driving force of this improvement. Our results suggest that plant turnover plays a substantial role, but that improved allocative efficiency among long-lived plants is also important. One issue for future research is to disentangle the respective contributions of improvement in allocative efficiency for continuing, entering, and exiting plants. Such an investigation requires capturing the impact of market reforms on adjustment dynamics of continuing, entering, and exiting businesses. A complicating factor in such an investigation is the recognition that all these dynamics are closely related-for example, an important component of the adjustment of continuing businesses might be the post-entry growth dynamics of young businesses as well as the exit of young businesses.
Our analysis of market reforms can be developed in additional interesting directions as well. We use broad measures of structural reforms via a pre/post-reform dummy to examine the interaction of microfundamentals and economy-wide reforms on market selection. We have not yet investigated how plants with observably different characteristics (for example, young and small businesses) might have responded differentially to the market reforms. Likewise, we have not yet investigated the extent to which market reforms themselves differ substantially across sectors or apply differently to businesses of observably different characteristics. We leave this investigation for future work.
