Abstract. A new algorithm for computing the Discrete Fourier Transform is described.
I. Introduction. A previous paper [1] investigated the minimum number of multiplications needed to obtain the coefficients of the product of two (n -l)st degree polynomials modulo an nth degree polynomial. In this paper we will use the results of [1] to obtain new algorithms for computing the Discrete Fourier Transform (DFT). These new algorithms use about the same number of additions as the algorithms proposed by Cooley and Tukey [2] , but only about 20% of the number of multiplications which their algorithm requires.
In the second section we will summarize the results needed for the construction of the algorithms. The third section will describe the derivation of the algorithms for cyclic convolutions, the fourth section will use these algorithms to derive the. algorithm for DFT's of a few tens to a few thousands of points. In the last section we will discuss algorithms for multidimensional DFT's as well as algorithms for computing the DFT of very large numbers.
II. Theoretical Background. Let be two polynomials with indeterminate coefficients, and let P(u) = u" + E"~fxaiui be a monic polynomial of degree n with coefficients in a field G. (In the applications we will use G as the field Q of the rationals, only in the last section we will use other fields.) Assume P\u) = Pxiu) • P2iu) such that Pxiu) and P2(u) are relatively prime, and let nx = deg(Pj) and n2 = deg(P2). Using the Chinese Remainder Theorem, we obtain: R, • Sm mod P l m = (Q2 ■ P2(Rl ■ Sm mod Px) + Qx ■ Px • (R, ■ Sm mod P2)) mod P,
where Qx and Q2 aie polynomials such that @) QXPX+Q2-P2 = I mod P.
Let T be the set of coefficients of R¡ • Sm and let Tp be the set of coefficients of R¡ • Sm mod P. It was shown in [3] that at least I + m + 1 multiplications are needed to compute T (multiplication by a fixed element g E G is not counted), and using the algorithm of [4] one can actually obtain an algorithm for computing T using I + m + 1 multiplications. Clearly, we can obtain Tp from T using only additions and multiplications by elements g E G; thus, the number of multiplications, which are counted, needed to compute Tp is at most I + m + 1.
Another way of computing Tp when P has more than one irreducible factor is by the use of the identity (1), i.e., if P = Px • P2 such that Px and P2 are relatively prime then we can use the algorithm for Tp to multiply (R mod Px) • (S mod Px) mod Px, and the algorithm for Tp to multiply (R mod P2) • (S mod P2) mod P2,
and then obtain the algorithm for Tp using only additional additions and multiplications by elements of G. It was shown in [1] that for the case I = m = n -1 the number of multiplications needed to compute Tp is 2« -k, where k is the number of distinct irreducible factors of P. Moreover, every algorithm which computes Tp in 2n -k multiplications uses (1) .
When P has only one irreducible factor, i.e., when P is a power of irreducible polynomial, we cannot use (l);but then we compute Tp by computing T first and then reducing modulo P.
There are two ways for computing T using only I + m + 1 multiplications. The first one uses the identity
where the a(.'s are distinct elements of G. (We assume that G is large enough. Actually, we will use in this paper only G of characteristic 0.) The right-hand side of (3) can be computed using (1) in m + I + 1 multiplications. This algorithm is the same as the one described in [4] . A second algorithm uses the identity
where the ßt's are distinct elements of G. It was shown in [1] that every algorithm for computing T in m + I + 1 multiplication uses either (3) or (4).
At times it is desirable to avoid the constants which the algorithms of (3) or (4) necessitate, even at the expense of additional multiplication. One way of accomplishing this is to choose a polynomial P(u) of degree I + m + 1 with many distinct irreducible factors, but not necessarily only linear factors. Identity (3) is then modified to:
Similarly, we can modify identity (4).
Another theoretical development which will be needed in this paper is that of the dual or transpose of system. Let (6) Z Z ai/**/>7> k= 1.2,... ,t, /=i i=i be a system of bilinear forms, and assume that we have found an algorithm for computing this system using n multiplications without using the commutative law. That is, (7) Z t «t/**.^/ =tiyk,i(Z Hl*l ) ( t hM ) ' k=l,2,...,t.
j=l 1=1 1=1 \i=\ I \j=l
Multiplying both sides of (7) by zk and summing over k, we obtain
Equating the coefficients of x,., we obtain (9) Z Z a</^*^/ = ¿ «/,/ f Z yk,tzk)(tßj,iyj)> * -1,2,..., r.
The left-hand side of (9) is called a dual (or transpose) system, and the right-hand side of (9) provides an algorithm for computing it using n multiplications.
III. Cyclic Convolution. Consider the problem of computing the cyclic convolution of two sets of« points (x0, xt, ... ,xn_x) and (y0, yx, ... ,y"_x). This can be written as I xo
It is readily verified that (10) is the system of coefficients of the polynomial
Oo +yn-iu +yn-2u2 + "• +^i""_1) mod "" -1, and we can use the results described in the previous section to compute this system.
As an example we will take n = 3, that is, we consider the system
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use which is the system of coefficients of (13) (x0 + xxu + x2u2)iy0 + y2u + yxu2) mod (m3 -1).
Since u3 -1 = (u -l)(u2 + u + 1), we have to compute (x0 +xxu +x2u2)(y0 +y2u + yxu2) mod (u -1)
= (*o +xi +x2^iyo +yi +^) and ix0 +xxu + x2u2)(y0 +y2u + yxu2) mod (u2 +u + 1)
The part of the computation (14) can be done in one multiplication. To compute (15) we first compute T, that is, the coefficients of ((xQ -x2) + (xx -x2)u) • ((yo ~y{) + (^2 ~yi)u)-This 's done using the identity:
+ (xx -x2)(y2 -yx)u(u + 1), which leads to the algorithm:
(x0 ~x2Xy2 ~yx) + (xx ~x2)(y0 ~yx) = mx + m2 -m3,
And consequently, the coefficients of (15) are ffij -m2 and m, + m2 -m3 -m2 = m, -m3.
Defining mQ = (xQ + xx + x2)(y0 + yx + y2), we obtain (x0 + xxu + x2u2)(y0 + y2u + yxu2) mod (u -1) = m0, In many applications either the x7s or the y's are known a priori, for example, they are the tap values; and therefore, computations involving only these variables can be done beforehand, and thus should not be counted. Assuming that the operations on the xf's are not counted, we define
x" -x The matrix in (10) can be viewed as the "multiplication table" for the group z of addition modulo n. In case n = nx • n2 where nx and n2 are relatively prime, then zn is isomorphic to z" x zn . Therefore, there exists a permutation of the rows and columns of the matrix of (10) such that the resulting matrix can be partitioned into blocks of n2 x n2 cyclic matrices, and such that the blocks form an nx x nx cyclic matrix. For example, since 6 = 2 x 3 we have the isomorphism which is the same as (24), yet exhibits the block structure.
This block structure can be used to derive an algorithm by composing two different algorithms. Using u2 -1 = (u + l)(u -1), we immediately obtain:
,xi xo
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use for a cyclic convolution of two elements. If we define: (27) Yo » U, . ^i Computing Mx and M2, we use algorithm (22). Thus we obtained an algorithm for (24) which uses eight multiplications and 34 additions. It should be noted that we could have factored 6 as 3 x 2 and obtained a different block structure, namely that of three point convolution of 2 x 2 blocks. In this case we would have obtained another algorithm for (24) using eight multiplications and 38 additions. In Appendix A we give the algorithms derived for cyclic convolution of 2, 3,4, 5 and 6 points. These algorithms are summarized in Table 1 . The algorithm given for five point cyclic convolution does not use the minimum number of multiplications.
Another algorithm could have been derived using only eight multiplications, but then the number of additions would have been much larger, and the constant coefficients would not have been 0, ± 1. 
can be written as A = Wa where W(. -w1'. We will consider first the case that « is a prime. In this case the matrix W\¡i^0 can be viewed as the "multiplication table" for the group Mn of nonzero integers relatively prime to n with group operation of multiplication modulo n. As is well known, M . = z _j for p =£ 2 a prime and M = z2 xz r_2. That means that if « is a prime, we can rearrange the rows and columns of W\¡ m o so tne resulting matrix is cyclic. (The idea of rearranging the indices of the Discrete Fourier Transform of a prime number of points so as to obtain cyclic convolution was first suggested by C. M. Rader [5] .) This is illustrated in (31) for the case n = 1, i.e., (31) is another way of writing the Discrete Fourier Transform for seven points. In case n = pr is a power of a prime number, the situation is very similar. We can permute the rows and columns of W so as to have copies of M r,M ., ... , M 0. This permutation is best explained by means of an example. In (32) we illus- 
A.. An examination of the algorithms for the seven and nine point Fourier Transform reveals that the multiplicand which depends on the powers of w is either a real number or an imaginary number-never a general complex number. This is not a peculiarity of these two numbers, but a general property of these algorithms. In the case that n = p'', p =£ 2, the group M " is isomorphic to Z, " _ ,, and the element -1 of M , is mapped into xhip -l)pr~x under the isomorphism. But since u^~l^Pr -1 = tu1A(P-i)Pr-1 -\)(uYi(P-i)pr~x + l), the part of the algorithm for cyclic convolution which is based on computing modulo i//2(P-1)pr_1 -i depends on w' + w~' which are real numbers; and the part of the algorithm which is based on M1/2(P-1)Pr-+ 1 depends on w' -w~' which are imaginary numbers. A similar argument establishes this fact for n = 2r. Table 2 summarizes the algorithms for computing the Discrete Fourier
Transform of 2, 3, 4, 5, 7, 8, 9, and 16 points. The actual algorithms are given in Appendix B. Since we will later have to consider multiplication by w° = 1 as a multiplication, this is also summarized in Table 2 . We now turn our attention to performing the Discrete Fourier Transform of n points where n is not a power of a prime. The idea of using the Chinese Remainder Theorem for "building up" an algorithm for computing the Discrete Fourier Transform of composite numbers originated with I. J. Good [6] . Since the way we "build up" the algorithm is somewhat different from Good's method, we will describe the whole process in detail.
Assume n = nx • n2 where nx and n2 are relatively prime. By the Chinese Remainder Theorem we can represent every integer 0 < / < n by the pair (i,, i2) such that if i is represented by (ix, i2) and / by (jx, j2), then /' + / mod n is represented by (ix + /, mod n, i2 + j2 mod n2) and i • / mod n is represented by (i. • /, mod n, i2 • j2 mod n2).
Therefore, if we let w be the nth root of unity then: Therefore, we can use the Algorithm B3 to compute MQ, Mx, and M2. In computingMx, for example, we have to modify Algorithm B3 by first replacing í by -/ and second multiplying the constants in the multiplication steps by (cos 2tt/3 -1). These modifications are done initially when we derive the algorithm and, therefore, are not counted in analyzing the computation complexity of the algorithm. In the end of this section we will show how one can avoid the first modification. It should be clear that the way we derived the algorithm for computing the 12 points Discrete Fourier Transform is quite general. If n = nx -n2 (where w1( n2 are relatively prime) and we have algorithms for computing the Discrete Fourier Transform of/jj points using a x additions and m x multiplications, (including multiplication by 1) and of n2 points using a2 additions and m2 multiplications, we can combine them to obtain an algorithm for computing the n points Discrete Fourier Transform using m x • m2 multiplications and n2 ax +mx a2 additions. Since we would have decomposed the n points discrete Fourier Transform using n = n2 • nx as well, we could have derived an algorithm using mx • m2 multiplications and nx • a2 + m2 • ax additions. In general, these two algorithms will differ in their number of additions. In Table 3 we summarize the number of multiplications and additions used in algorithms derived this way for various values of n. For the sake of comparison with FFT we also tabulate 2« log2 n and 3« log2 n (the formulas for the number of real multiplications and real additions, respectively, in FFT). Table 3 As we saw before, one of the modifications needed to compute the Discrete Fourier
Transform of nx • n2 points is to replace wx by w°x and w2 by w2. One way of avoiding this modification is to use different permutations on the rows and columns of the matrix, that is, different permutations of the input and output data.
Let b0, bx,... ,bn_x be the reordering of the input dataa0, ax,... ,an_j;and letß0, Bx,... ,Bn_x be the reordering of the output data AQ,AX,... ,AnX. Choose rx,r2,sx, s2 suchthat (37) rx ' sx • nx = 1 mod n2, r2 • s2 • n2 = 1 mod nx.
If we choose */j"2+/2 = arxjxnx+r2j2n2 mod« an<l Bkin2+k2 =As1kxnx+s2k2n2 modn» then the resulting entry of (kxn2 + k2, j'xn2 + j2) of the Discrete Fourier Transform matrix is (remember that w" = 1):
(38) = {y"2^s2r2"2^k2Í2 . (w" l)(rl*lB l>Vl = w^2r2n2^k2Í2 . w('Vl"l>*l'l = w**'2 • wji'i (w"i = l,w22 = l).
Therefore, this matrix is the direct product of the matrix for nx point Discrete
Fourier Transform and n2 point Discrete Fourier Transform.
One easy way of getting r., r2, sx and s2 is to choose rx = r2 = 1 and sx, s2
according to the Chinese Remainder Theorem.
We will end this section with the remark that the algorithms developed here can be used in conjunction with FFT. The identity behind FFT states that computing The main results in this section consist of illustrating how the full strength of the investigation of a product of polynomials modulo a polynomial, and their dependence on the field of scalars, can be utilized. The discussion in the preceding paragraph indicates that the techniques to be described are applicable in the one dimensional case as well, but their exposition is simpler in the multidimensional case.
As was mentioned in Section II, the minimum number of multiplications needed to compute T is 2n -k where n is the degree of P and k is the number of distinct irreducible factors of P. By choosing a larger field of constants we can increase k and thus decrease the number of multiplications. For example, T 4 requires five multiplications over the field Q of rationals, but only four over the field (&i). Similarly, Tu6 requires eight multiplications over Q, but only six over Qie2n'/3). Recalling that T 4 is the cyclic convolution of four points and T 6 is the cyclic convolution of six points, we see that if somehow we could take advantage of the larger fields we could reduce the complexity of cyclic convolutions and, therefore, of the Discrete Fourier Transform.
One way of utilizing algorithms over fields which are algebraic extensions of the rationals is to use them in the situation that the Discrete Fourier Transform is to be performed on more than one set of data. For the sake of concreteness assume that we have two independent sets of data: {a^, a^2\ ... , ajylj} and {a£2), o[2\ ■■■ ,a^lx}-We can "group" them together as {a0, ax, ... , an_x] where a¡ = (aP\ a^). Assume that the field of constants we want to use is Qil), where I2 = -1, i.e., the field of Gaussian rationals.
We can transform the vectors a;. into an algebra over QQ) by defining:
1. (a}», «p>) + (akx\ 42>) = (*/'> + 41), a}2> + 42>),
(a/(1),f>x41),42)) = (^(I).¿(2)),
That is, we view the vector a¡ as standing for oí1* + / • aj2) where I2 = -1. This is of course possible whenever the number of independent sets of data is the same as the dimension of the extension field. We see that in this setting, multiplication by / is not counted (it amounts to interchanging the components of the vector and changing one of the signs), while multiplication of two elements of the algebra amounts to three multiplications of the components plus a certain number of additions.
The pairs of data could have been transformed into an algebra of Qi<¡>) where 02 + 0 + 1 = 0, if instead of (40) we would have defined:
That is if we view the vector a-as standing for ai1^ + 0a^2\ where 02 = -0 -1.
Having computed the Discrete Fourier Transform of the pair gives us the two desired Discrete Fourier Transforms.
As an example, consider performing the three dimensional Discrete Fourier Transform on 120 x 120 x 120 data points, which are assumed to be complex. Another, more subtle, way of utilizing the fact that T may require fewer multiplications when the field of constants is enlarged, is based on the construction in the beginning of [1] .
The Chinese Remainder Theorem states that when Px and P2 are relatively prime, the system Tp p can be transformed, by appropriate change of variables, to the direct sum of Tp and Tp . We will illustrate this by considering the four point cyclic convolution, i.e., T 4 . Since u4 -1 = (u2 -l)(u2 + 1), we obtain:
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