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Abstract 
While IEEE 802.15.4 protocol is being considered as a promising technology for WPANs (Wireless Personal Area Networks), 
several issues are still open. In particular, how to construct a mesh topology and how the router/coordinator can save energy 
while being effective. This paper deals with these problems, discusses the ambiguities regarding the use of mesh topology and 
proposes a new collision-free beacon scheduling mechanism to construct a mesh WPAN. The details of the protocol, ADCF 
MAC (Adaptive and Distributed Collision-Free Medium Access Control), will be fully described and analyzed. Preliminary 
simulation results show the performance of this algorithm. 
Keywords: WPAN; IEEE 802.15.4; beacon collision; mesh topology;  energy saving 
1. Introduction
Our application scenario is focused on the monitoring of the elderly at home. Several projects [1-3] on habitat
monitoring via a Wireless Sensor Network (WSN) are being investigated; in this kind of WSN, there are generally 
two main constraints: time-critical delivery of alarm messages and power consumption. For our application, all 
nodes are Full Function Devices (FFDs) and have the same role in a mesh topology. The network should be self-
organizing and can tolerate a link failure or a link establishment. It can be considered as not spontaneous since the 
nodes number is decided at installation. As the largest energy consumption of the nodes is due to the time spent in 
the idle state [4], time slot allocation is an important task. The avoidance of collisions between 2-hop neighbors is 
another goal because there is scarcely interference at distance of more than 2 hops [4-5]. 
IEEE 802.15.4 protocol [6] supports beacon and non beacon mode. More precisely, in beacon mode, it is possible 
to achieve variable duty cycles (from 100% down to 0.006%), which is particularly interesting for WPANs 
(Wireless Personal Area Networks) applications where energy constraint and network lifetime are main concerns. In 
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addition, beacon mode has an attractive feature for time-sensitive applications as some QoS opportunities are 
available with the Guaranteed Time Slot (GTS) mechanism. On the other side, non beacon mode, which has the 
advantage of lower complexity and more scalability as compared with beacon mode, does not provide any of those 
features. Therefore, we focus on beacon mode which seems to be a promising way for our application. However, a 
beacon frame collision may occur if there is no special care on timing issues when sending the beacon frame 
periodically. Similarly a collision between the data and the beacon frame may also happen when a coordinator sends 
its periodic beacon during the active period of a neighbor device. Hence, it is challenging to implement a multi-hop 
mesh WPAN in beacon mode due to beacon frame collision. 
This article aims to present an adaptive and distributed collision free mechanism based on IEEE 802.15.4 to 
construct a scalable and robust WPAN. The paper is organized as follows: section 2 investigates the current 
approaches to avoid beacon collision. The proposed ADCF MAC will be described and analyzed gradually in the 
section 3. Section 4 provides first simulation results while the last section concludes the paper. 
2. Main Approaches and Related Work 
Since there is no mechanism of avoiding beacon frame collision in the current IEEE 802.15.4 standard, some 
proposals have been discussed in the Task Group 15.4b. In the following section, these proposals and some other 
mechanisms based on the basic proposals will be studied and their limitations for our application will be given. 
2.1. Basic approaches for beacon frame collision avoidance 
Two approaches were proposed [7] to avoid beacon frame collision: the Time Division (TD) approach and the 
Beacon Only Period (BOP) approach. 
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Fig. 1. (a) The Time Division Approach; (b) The Beacon Only Period Approach 
The TD approach: time is divided such that a given coordinator sends its beacon frame during the inactive period 
of its neighbor, as shown in Fig.1.(a). The idea is that each coordinator selects a starting time, Beacon TX Offset, to 
transmit its beacon frame. This value must be different from the starting times of its neighbors. The limitations of 
this approach are: it imposes very low duty cycles; the direct communication between neighbor coordinators is not 
possible since each coordinator operates in a time window different from its neighbors; Beacon TX Offset is difficult 
to choose for the changing topology. This approach has been supported by ZigBee specification [8]. 
The BOP approach: in this approach, the transmission of beacon is done in a contention-free fashion, as shown in 
Fig.1.(b). A time window, denoted as Beacon Only Period, is considered at the beginning of each superframe. Each 
coordinator chooses a Contention-Free Time Slot (CFTS) such that there is no beacon frame collision between 
neighbors. How to choose a CFTS in a distributed fashion is not involved by the IEEE 15.4b TG. The advantage of 
this approach is that the active periods of different coordinators start at the same time, thus the direct communication 
between neighbor nodes is possible, and there is no constraint on the duty cycle. The main complexity of this 
approach is the method of allocating CFTS and the dimension of BOP, especially when topology is changing.  
2.2. Other solutions for beacon collision avoidance 
Other solutions for solving the beacon collision problem were proposed. They are all based on the basic 
approaches of IEEE 15.4b TG. As mentioned before, ZigBee specifications [8] use the Time Division approach to 
avoid beacon collision. The centralized PAN coordinator calculates Beacon TX Offset for each node when it wants 
to associate the PAN. Therefore, the communication range and the requirements of real-time are both limited. Some 
papers (e.g. [9-11]) focus on the avoidance of beacon collision in a cluster-tree WPAN. However, the requirement of 
different Beacon Interval (BI) and Superframe Duration (SD) for each device is calculated in advance. These 
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weaken the flexibility and robustness as well as restrict the scalability of WPAN. Another example has been 
proposed in OCARI project [12-13]. Beacon scheduling is based on the BOP approach and a PAN Coordinator 
which receives all the association requests decides beacon slot for each node. The main drawback of this solution is 
the lack of flexibility, especially regarding the changing topology and the inconstancy of wireless medium. Paper 
[14] focuses on the evaluation of a distributed beacon scheduling mechanism, while the details of this algorithm and 
its theoretical analysis are missing. 
The objective of our solution is to construct a beacon-enabled WPAN over an IEEE 802.15.4 PHY which 
supports mesh topology and enables topology flexibility and energy-efficient mechanisms. 
3. A New ADCF MAC Protocol 
We propose a new Adaptive and Distributed Collision-Free MAC protocol based on IEEE 802.15.4. ADCF 
protocol supports mesh topology and it specifies a collision-free beacon scheduling based on the Beacon Only 
Period approach to avoid beacon collision from both exposed and hidden terminals, in a 2-hop neighborhood. 
Another characteristic of ADCF is the flexibility to topology changes. 
Before showing the details of our protocol, some assumptions should be given: all the considered devices are Full 
Function Devices which have the capacity to be both sensor and router; the wireless links are considered as 
symmetric; devices addresses have been preliminary fixed. In addition, as ADCF is based on a distributed algorithm, 
it is essential to investigate its cost: convergence time and message overhead. Table 1 presents the parameters 
definitions in order to explain and analyze the algorithm. 
Table 1. Definitions of Parameters 
Parameters Definitions Value 
N The expected number of nodes in the network Decided at installation 
Hmax The maximum number of hops in the network Fixed value (defined by the application) 
Dmax The maximum number of neighbors within 2 hops (include itself) Obtained by the communications between nodes 
Tcycle Time step: time interval between two beacons Fixed value (defined by the application) 
Tsample The number of time steps to listen the channel  Fixed value (defined by the application) 
L The length of a beacon frame  Obtained by the communications (bits) 
T Convergence time: time from a topology change to a valid working stage Cost studied by our algorithm (s) 
M Message overhead: the messages exchanged between the nodes after a topology change to accomplish reorganization Cost studied by our algorithm (bps) 
In our protocol, a superframe is organized in three parts: BOP, active period and inactive period. Similarly, nodes 
can access the medium by slotted CSMA/CA or GTS in the active period. In this paper, we focus on the BOP 
construction, including how to allocate and manage the beacon slots for efficient superframe scheduling. We define 
that the BOP length equals Dmax beacon slots and refreshes with the changing topology. As there is practically no 
interference beyond 2 hops [4-5], the nodes at distance of more than 2 hops could reuse the same beacon slot. 
Therefore, the BOP length is sufficient for all the nodes to choose their own beacon slot. 
Fig. 2. Beacon Frame Format  
The beacon frame format is given in Fig.2. Beacon scheduling is implemented by means of Neighbor Descriptor 
and Neighbor List. Neighbor Descriptor includes Neighbor Count which indicates the number of items in the 
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 and Beacon 
Slot. Neighbor Energy and GTS is used for further applications and will not be discussed in this paper. 
3.1. The initialization stage of ADCF protocol 
he BOP information (CF=1) will send 
bea
r in the WPAN. The initiator has two functions: it 
specify the beginning of BOP and measure the length of BOP. 
T  (T  + 2 + H  + Hmax * D ) * T                                                                                                     (1) 
M  ((2 + Hmax + Hmax * Dmax) * N * L) / T                                                                                                         (2) 
3.2. The working stage of ADCF protocol 
n 
ev
ule their BOP after at most 2Hmax time steps. Therefore, convergence time and message 
overh ).
T  2 * H * T                                                                                                                                              (3) 
Neighbor List and Convergence Flag (CF) which indicates the state of the sender. If CF is 0, the source node of the 
beacon is in the initialization stage and sends its beacon by unslotted CSMA/CA; if CF is 1, the source node of the 
beacon knows the BOP information and begins to choose its beacon slot. In this case, the node sends its beacon by 
slotted CSMA/CA in the CAP; if CF is 2, the source node sends its beacon in the organized BOP. One Neighbor 
List Item includes Neighbor Address, Neighbor Density (number of nodes within 2 hops), Initiator Flag
In the initialization stage, each new node will firstly listen to the channel for a period (Tsample time steps). If there 
is no received beacon or beacons with CF as 0 after this listening, the node will send its own beacon immediately. 
The node needs 2Tcycle to collect the information of its 2-hop neighbors and it will record this information in its 
Neighbor Table (NT). Each node then selects an initiator candidate in its NT. The node with the maximum density 
and the minimum address will be chosen as an initiator candidate. There may be several initiator candidates in the 
network and each node will broadcast its initiator candidate without hop-restriction. The same rule (maximum 
density/minimum address) is applied if a neighbor broadcast another initiator candidate. It takes at most Hmax time 
steps to decide a unique initiator from the possible candidates. At this moment, each node checks its NT. If a node is 
the initiator, it sets the BOP length as its density (Dmax) and chooses the first beacon slot. This node begins to 
organize BOP periodically and sends beacon frame in its beacon slot. CF is set as 2 at this moment. When a node 
receives a beacon frame which indicates that CF is not 0, it chooses its beacon slot. Similarly, the node in the NT 
with higher density and smaller address has the priority to choose its beacon slot and takes a slot which is not used 
by its 2-hop neighbors. This procedure will need at most Hmax * Dmax time steps. Now, the node sets its CF as 2 and 
sends its beacon frame in its beacon slot; while the others which know t
con frame in the CAP in order to avoid disturbing the existing network.  
In short, convergence time and message overhead of the initialization stage are (1) and (2). From above steps, a 
mesh WPAN can be established and there is a unique initiato
sample max max cycle 
The working stage may switch between an exploitation stage if all the nodes work normally and a maintenance 
stage when a change is detected. If no change is detected in the network, the nodes just send their partial informatio
ery several superframes to further reduce the protocol overhead. Therefore, network is in the exploitation stage. 
Link failure: if k consecutive beacons of node i are lost, the neighbor node will simply delete the information of 
node i from its NT. The other nodes will still work without interference. The parameter k is decided by the 
application environment and is set to 3 in our experiments. If the initiator fails, the nodes will re-select an initiator 
but keep their BOP with the original beacon slots. In this case, the nodes which can not receive any BOP 
information will re-sched
ead are (3) and (4  
max cycle
M  (2 * Hmax * N * L) / T                                                                                                                                   (4) 
Link establishment: as there are free slots in BOP, a new node may choose its beacon slot directly after the listen 
of Tsample time steps. If the BOP length is not enough, the new nodes will send their beacons in the CAP firstly. In 
one hand, if the initiator detects a new node, it updates its new density and broadcasts this change. The nodes which 
receive this change before their beacon slot will schedule the current BOP with the new length; the nodes which 
receive this change after their beacon slot will cancel their current BOP; finally, the nodes which do not receive this 
802  Juan Lu et al. / Procedia Computer Science 5 (2011) 798–803
 procedure is similar to the initialization 
stage c  and message overhead are (5) and (6). 
T  (H  + H x * D ) * T (5)  
M  ((Hmax + Hmax * Dmax) * N * L) / T                                                                                                               (6) 
4. Simulation Study 
a unique initiator; 
Av tate. 
r change in the 
the fixed Beacon Interval (Tcycle = 1.5s) in the 
Fig. 3. Convergence Time vs. (a) Maximum Hops (b) Beacon Interval (c) Number of Nodes 
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results confirm that BI is an important 
pa
change will schedule the current BOP with the old length. With this mechanism, the majority nodes can still work 
normally and it takes at most Hmax time steps for the whole network to converge. In the other hand, if another node 
detects a new link and the BOP length is not enough, that means its density is more than the original Dmax, the 
initiator will be re-selected and the BOP length will be re-calculated. This
. Therefore, convergen e time
max ma max cycle                                                                                                                                                                                           
To study the scope of our contribution, we are using OPNET to develop a simulation model which implements 
all of our proposals, including new node join, initiator selection, beacon slot allocation and superframe organization 
in the working stage. In this paper, we focus on the cost of ADCF protocol, more precisely the 3 parameters. 
Initiator Calculated Time: the shortest time to select a unique initiator in theory and it equals (Tsample + 2 + Hmax)* 
Tcycle as explained before; Initiator Simulated Time: this time is the simulation value to select 
erage Convergence Time: the average time from joining the network to the convergence s
Each presented result is the average of 20 simulations and the important parameters are:  
x Nodes are randomly deployed on a 100m * 100m zone and start working from 0s to 6s gradually. Range is 15m;  
x SO = 3, BO = 5. These two parameters are suitable lengths and most used [9-11] in a IEEE 802.15.4 deployment; 
x TB = 10ms (the length of a beacon slot) and Tsample = 2. Considering the time of transceive
physical layer, these two parameters are experience value used often [15] in the implementation; 
x Note that there are two Beacon Intervals in our protocol: 
initialization stage and the other one in the exploitation stage.  
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As shown in Fig.3 (a), we search for the relationship between the convergence time and the maximum hops in the 
network. We can see that the convergence time will increase with the augmentation of maximum hops of the
twork but stays acceptable for our application. The average convergence time of 30 nodes in 7 hops is about 25s.  
The parameters of the second experiment are the same than the first one, while we configure the parameter Tcycle 
in order to further investigate the message overhead of ADCF. As shown in Fig.3 (b), Beacon Interval increases 
from 0.5s to 2.5s, the average convergence time will be longer while the message overhead will descend gradually. 
The message overhead is much less than 250kbps, therefore, in the initialization stage we can greatly reduce the 
convergence time at the price of message overhead. These simulation 
rameter which must be set in order to suit the application requirements.  
For the last experiment as shown in Fig.3 (c), the number of nodes in the network will increase from 10 to 50 
while the node density remains the same and Tcycle is set back to 1.5s. Obviously, it takes longer time to converge for 
a larger scale: the convergence time for 50 nodes is approximate 26s. Considering both a low throughput and a 
working stage of several months, this time is acceptable. ADCF allows building mesh network with reasonable cost. 
The worst situation of the maintenance stage is to re-select the initiator and beacon slots, therefore it can be analyzed 
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instability of the maximum density in the initialization stage and the non-guaranteed 
CSMA/CA mechanism. 
5. Conclusion and Perspectives 
le cost. 
Fo
and a real deployment 
will be scheduled in the “Maison Intelligente” of Blagnac University Technological Institute. 
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