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Lower variance bounds are derived for functions of a random vector X, thus 
extending previous results. Moreover, the w-function associated with X is shown to 
characterize its distribution, and a special application shows the multivariate 
central limit theorem. 0 1992 Academic Press, Inc. 
INTRODUCTION 
Recently there have appeared several papers dealing with upper and 
lower bounds for the variance of a function g of a scalar or vector random 
variable X (see, e.g., Cacoullos and Papathanasiou, (C-P) [3] and 
references therein,). A feature of these upper and lower bound inequalities 
is that they involve the derivative or grad of g (thus called “differential” 
inequalities in Vitale [16]). Moreover, both upper and lower bounds 
involve the same w  function, which in fact characterizes the distribution of 
X. (See C-P [3], Srivastava and Sreehari [15], Cacoullos [S]). 
However, the most general inequality of this type obtained so far, in 
some way or another, is for functions g(X), where the components 
X,, . . . . X, of X were assumed independent; in this case, 
i ~f~2CY(&)gi(~)1 G V[g(X)l < i a;E[wi(Xi)g$Y)], 
i=l i= 1 
where the wrfunctions are defined by 
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g, denotes the partial derivative of g w.r.t. xi, pi=E(Xi), at= V(X,), and 
fi denotes the density of Xi (i= 1, . . . . p); equality obtains iff g is linear. 
Moreover, in the case of independent components Xi, the following 
identity was obtained 
COV i Xi, g(X) = i 0fE[Wi(Xj)g,(X)], 
[ i= I I i= I 
an extension of Stein’s identity for the normal (cf. (3.2) in [a]). 
Here, lower bounds are obtained also for the general case of an arbitrary 
random vector X, as shown in (1.5) below. The corresponding functions 
wi(x), i= 1, . . . . p, are shown to characterize the distribution of X 
(Section 1); in particular, the normal case wi(x) - 1 are utilized for a proof 
of the multivariate central limit theorem (Section 3). Section 2 gives the 
discrete analogues of Section 1. The case of upper bounds is still an open 
problem. 
It may be added, at this point, that the univariate upper bounds, as 
obtained in [2, 61, Chernoff [ 121, Chen [7, 81 have extensively been used 
in characterizations (e.g., Borovkov and Utev [l], Prakasa Rao and 
Sreehari [14], Srivastava and Sreehari [15], Chen and Lou [lo, 111, 
whereas Chen [9] has used these inequalities to prove the CLT in the 
context of the Lindeberg conditions. However, the approach here 
(Theorem 3.1) for the multivariate CLT is different; it is, in fact, along the 
line of [4], establishing the stability of the characterization of the normal 
in terms of the w-function. 
1. LOWER VARIANCE BOUNDS 
Let X= (X,, . . . . X,) be a p-dimensional continuously distributed random 
vector, with density f(x) in the p-rectangle Ip: ai< x, < bi, -co < ai< 
bi< co, i= 1, . ..) p, and dispersion matrix D(X) = Z > 0. Consider the linear 
functions 
qi(x) = f c$ *yi, i = 1, . . . . p, 
/=I 
(1.1) 
where 2-l = (G$) = C*, that is, in matrix form 
q(x) = z-*x. 
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Now, for every point x in the support off, define the functions w’(x) by 
the relations 
wj(x)f(x) = s“ (+qi(u, ti, u))f(u, t;, u) dt,, 
ur 
(1.2) 
where u = (x,, . . . . xi-r), u = (xi+ ], . . . . x,), and ,B’ = E[q’(X)]; it is, further- 
more, assumed that the functions w’(x)f(x) + 0 monotonically as x 
approaches any boundary point of Zp along the coordinate axes, guaran- 
teeing that the right-hand side of (1.2) vanishes when xi= ai or b;, 
i= 1 , . . . . p (cf. Chou [ 13, counterexample on p. 1301). 
More specifically the vanishing of the WY at the endpoints, as we 
conclude from the definition (1.2), means that, for the density J 
ECxjl Xl, . . ..Xi--.,j+I,...,Xp]= 
pi-CjfiCT$Xj 
a; 
Let g(x) be a real-valued function defined on Zp, the range of X, such 
that 
E [wig,1 <co, E 1(+&g/ < ~0, i= 1 , . . . . P, (1.3) 
where (g,, . . . . g,) = grad g = Vg. 
An extension of Lemma 3.1 in C-P [3] to the present multivariate case, 
with qi(X) instead of Xi, gives the following result, which may be of some 
independent interest. 
LEMMA 1.1. Under the preceding conditions, we have the identity: 
c0vcq’(w> km1 = ECw’(J-) s;W)l, i = 1, . . . . p. (1.4) 
Proof Relation (1.2) yields 
!?.p= (p’-qg’)f; i= 1 7 “.> P, 
I 
and, since 
COV(d> g) = EC(q’(X) - pi) g(X)], 
integration by parts on the RHS gives (1.4), by also taking into account 
(1.3). 
Taking g(x) = xi in (1.4) we have 
Cov[q’(X), X;] = E[w’(X)] = 1, 
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since 
Cov(q(X), X) = cov(z*X, X) = z* D(X) = c*z = 1. 
Moreover, 
in view of 
Cov[q’(X), q’(X)] = fJ;, 
D(q(X)) = D(C-‘A-) = z- l= (CT;). 
EXAMPLES OF wi(x). (a) If X is normal N(p, C), then 
wi(x) = 1, i = 1, . ..) p, 
since, in view of (1.1) and (1.2) 
(b) If X is a Dirichlet distribution with density 
na, + Pfl 1 f(x)=Cr(a,).~~~~a~+,),X;‘+‘...x~-’(l-x,- .. . -xp) ++I-1 , 
then 
w’(x)=(~r=+‘Icci)(C,“=‘l’ai+l)x,(l-x,- ... -x,), 
I i = 1, . . . . p 
c!  p+1ai 
A lower bound for the variance of g(X) is given in the following 
THEOREM 1.1. Under the conditions of Lemma 1 .l, 
varCd-Ul2 W’g,, . . . . w%,) CbWg,, . . . . wpg,))‘, (1.5) 
where equality holds if and only if g(x) is linear. 
ProoJ The proof follows immediately by identity (1.4) and the multi- 
variate Cauchy-Schwarz inequality (see, e.g., Cacoullos [S]): 
VarCM)l >CovCg, 41(D(q))p’ (CovCg, 41)‘. 
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In particular for the multivariate normal distribution, (1.5) gives the 
inequality 
Var[g] b ECVgl ~ECV’gl, 
obtained by Cacoullos [23, via the Cramer-Rao inequality. 
Now we give the converse of Theorem 1.1. 
THEOREM 1.2. Zf the inequality (1.5) holds for every real-valued function 
g(x) with equality if g is linear and wyvanishes at the endpoints aj, bi, for 
i=l , . . . . p, then the wi(x) and f(x) are related through (1.2) and the wi 
characterize the distribution of X. 
Proof: Applying (1.5) to h(x) = q’(x) + Ag(x), where the q’(x) are given 
by (1.1) and R is an arbitrary constant, since inequality (1.5) for 
g(x) = qi(x) becomes equality, we obtain the identity (1.4) (cf. proof of 
Theorem 2.1 in C-P [3]). Setting now in (1.4) first, g(x) = Re[eiZ’“““] and 
then 
g(x) = Im[e”z”Xk] (i=J--l), 
we conclude that from relations (1.2) the characteristic function of X and 
hence the density f of X is uniquely determined by the wi, i= 1, . . . . p. 
Alternatively, (1.2) by differentiation yields the simple system of partial 
differential equations, 
&+(x)f(x))=W-q’(x))f(x), i=l 3 . . . . P7 
I 
from which f(x) is uniquely determined, taking, of course, into account the 
condition 
s Rp f(x) dx = 1. 
2. DISCRETE Case 
Let X= (X,, . . . . X,) have a p-dimensional discrete distribution with 
probability function p(x), and let the linear functions q’(x) and pi be 
defined as in the continuous case. Define the wi(x) (cf. (1.2)) by 
wi(x)P(x)= 5 (P’-qi(% k;, v))p(U, ki; v), 
k, = 0 
(2.1) 
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where 
Pi = J%q’(WI, Z4 = (x1) ...) Xi- I), 0 = (Xi+ 1) . ..) xp). 
For a real-valued function g(x) defined on Ii, I,= (0, 1,2, . ..}. let 
E (wi d;g( < 03, E l(qi - $1 gl < 00, (2.2) 
where di denotes the ith partial difference operator, 
d j g(x) = g(x,, . ..) xi + 1, . ..) XJ - g(x, ) .,.) xi, . . . . x,); 
we have the discrete analogue of Lemma 1.1. 
LEMMA 2.1. Under the preceding conditions we have the identity 
COVCq’(X), dW1 = ECw’(J7 di dX)l, i = 1, . . . . p. (2.3) 
Proof. We observe that 
di[Wi(XI, . ..) xi- 1, . . . . XJ p(x,, . ..) x,- 1, . . . . x,)] 
= (Pi - q’(x)) P(X). 
Hence 
cov[:“o~ g(-ul 
= EC(q’(X) -$I g(X)1 
= -c g(x) J(x) P(X) 
+c g(x) w’(x,, . ..) x;- 1, . ..) xp) p(x,, . ..) xj- 1, . ..) XJ 
= c g(x, ) . ..) x; + 1, . ..) x,)wi(x)P(x~-~g(x)wi(x)P(x) 
= E[w’(X) d,g(X),. 
x 
From (2.3) we conclude that 
E[w’(X)] = 1, Cov[q’, 4’1 = o;, i,j=l , . ..1 P. 
Two examples of wi(x) are the ones corresponding to the multinomiai 
distribution when 
Wi(X) = (n -.x, - . . . - x,)/n( 1 - p1 - . . - p,), i= 1 , ‘.., p, 
CENTRAL LIMITTHEOREMPROOF 179 
and the negative multinomial distribution when 
wi(x) = (s + x1 + ... +x,)/s(l +fI,+ ... +f?,), i= 1, . . . . p 
A lower bound for the variance is given by the following 
THEOREM 2.1. Under the conditions of Lemma 2.1 we have the inequality 
Var[ g(X)] 2 E(w’ d, g, . . . . wP A,g) C(E(w’ A, g, . . . . wP A,g))‘, (2.4) 
where equality holds if and only tf g(x) is linear in x,, . . . . xP. 
The proof follows from indentity (2.3) and the multivariate Cauchy- 
Schwarz inequality, as in the continuous case. 
THEOREM 2.2. If the inequality (2.4) holds for every real-valued function 
g(x) and equality holds for linear g, then the functions w’(x) and the 
probability function p(x) are related through (2.1). 
Proof Setting in (2.4), h(x)=q’(x)+I*g(x), we obtain the identity 
(2.3). Taking now g(x)=s-T’ . ..sz. - 1 <sic 1, we have 
1 (qi- pi) $1 . . . s,““p(x) 
= 1 w’(x,, . ..) xi - 1, . ..) xp) p(x,, . ..) xj - 1, . . . . x/J s-F’ . . . s;’ . . ‘SP 
- 2 w’(x)p(x) $1 . . . s$ 
that is, 
A;[w’(x,, . . . . xi- 1, . . . . x,)p(x,, . . . . x, - 1, .,., x,)] = (ui-qi)p(x) 
from which we conclude (2.1). 
As in the continuous case, differencing (2.1) yields the probability 
function p(x), provided p(x) > 0 for every x # (0, . . . . 0). 
3. A PROOF OF THE MULTIVARIATE CENTRAL LIMIT THEOREM 
We have seen in Sections 1 and 2 that 
E[w’(X)] = 1, i = 1, . . . . p, 
and, hence, 
E[w’(x)]2 > 1, i = 1, . . . . p; 
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equivalently, 
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E llwl, . . . . wp112 ap, 
where by Example (a) and Theorem 1.2, equality holds if and only if X is 
normal. 
Now let Xi, . . . . X,,, be a sequence of independent identically distributed 
random vectors with density f(x), mean vector p = (pl, . . . . ZQ,) and 
dispersion matrix C, and consider the sequence of partial sums, 
s =x,+ ... +x, 
n J;; , n=l,2 ,.... 
Let w, = (wt, . . . . w,“) denote the w-function corresponding to S,,, and 
w, = (wi, . ..) wf) the w-function corresponding to Xi, i= 1,2, . . . . Under 
these conditions, we prove 
THEOREM 3.1. Zf E[w’]~< CO, i= 1, . . . . p, then 
E lIw,ll* = E IId . . . . w,“ll’z p. 
Prooj It is sufficient to prove that, for i = 1, . . . . p, 
EL-w:l’~ 1 or ci,i = Var[wi] x 0. 
First observe that the sequence is bounded from below. Since Xi, . . . . X, are 
i.i.d. random vectors and (l/L/;;)* + .. . + (l/G)’ = 1, we observe that 
qi(S,)=~qi(X1)+ ... +lq’(X,,), 
& & 
i = 1, . . . . p, 
covcd&)> g(Ul 
=ECWL(Sn) gi(Sn)l 
and setting 
(3.1) 
Tk = X,-k,, 
+ ... +x, 
Jir ’ 
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we have 
- )+li;qi(T) g(S ) 
nkJl k’n 1 
n-k 
=n E[w; ‘-k t&-k) Si(Sn)I +; E[Wk(Tk) gi(&)l. (3.2) 
k 
Taking in (3.1) and (3.2) g = WL such that a Wf,/axi = W: and k = 1, we 
have 
Hence 
Eb~(&U2 = EC& l(S,p 1) w&S,)]. 
~~-Li- 4i=VarlIW,- l(S,- I)]- varCw,(Ul 
=ECw,-,(S,-,)12--ECw,(S,)12 
=ECw,-,(S,-,)-w,(S,)12~0 
(3.3) 
which means that the sequence is decreasing and hence it converges. 
Let us now apply (3.2) to g = Wf,, Sk-X, T, = Y, which are i.i.d. ran- 
dom vectors with common density fk. 
For the subsequence o:~,~, we have 
Var[w&,(X)] -Var [wj (_x;zy)I 
=E[w,.(FT-w;-,(X)] 
,E(w,,(~~-E(w;i(Fy / X)) 
bl(E[w,i(%q ( Y]-1) 
=E(E[w$(%y / X1-1) 
=E(E2[w$(Fy / Xl}-l>O. 
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consequently, 
E{ w;k}Z + 1. 
That is, the full original sequence 
E(w;}2 -+ 1, 
or 
Var[wt(S,)] -+ 0, as n-+ co, i= 1, . . . . p, 
and our assertion is established. 
THEOREM 3.2. Zf 
Var[wi(X)] ‘0, i= 1, . . . . p, 
then 
for any arbitrary constants cl, . . . . cp. 
ProojI We consider the random variable 5 = Cf= I a,q’(X), where 
ai, . . . . up are arbitrary constants and the function W is such that 
W’(x) = w(x), where w  is the w-function associated with 5. 
Then identity (1.4) yields, on the one hand, 
COv[ w(Zai4i(X)),~aiqi(~)J 
=~ai(~aj.;)P[wi(X)*I(zaiqi(X))] i 
and, on the other hand, 
(see Theorem 1 in [4]). 
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Hence 
where 
bi= 
Oi CCj ai o$) 
Var[x ai qi]’ 
Cbi=l. 
Moreover, 
and so 
Equivalently, since E[w’] = 1, we have 
Var[w(~~iqi)~<IZ{[~bi(wl-l))l} 
+‘bil)2E[ 
C lbij (wi- 1) 
C Ib,[ ] 
’ 
*C lbil Var[w’] 
C lbil 
= 1 JbiJ c \bil VarCw’]. 
i > 
Hence, by the well-known characterization that X is multivariate normal 
iff Xi”= I c, Xi is normal, for any arbitrary constant vector c, and in virtue 
of Theorem 3 in [4] we conclude the multivariate central limit theorem. 
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