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This dissertation aims to establish the possibilities of mapping wetlands in Qoqodala, 
Eastern Cape Province, South Africa, using Landsat and/or Aster imagery. The 
methodology for mapping wetlands using Landsat imagery, proposed by Thompson, 
Marneweck, Bell, Kot:~e, Muller, Cox and Smith (2002) is adapted and applied to the 
study area. The same methodology is modified for use with Aster imagery and applied to 
the study area. In addition, the possibilities of treating Aster as a hyperspectral image are 
investigated, and a methodology using hyperspectral processing techniques is 
implemented. 
The results show that lhe methodologies chosen were unsuccessful in mapping wetlands 
in Qoqodala. The wetlands in the study area are typically small seeps and these entities 
are too small to be detected using the chosen imagery. In addition, the scene 
characteristics inhibit the classification of the image as the landscape in the study area is 
heterogeneous and thi~, reduces classification accuracies. Finally, the seeps are spectrally 
too similar to the surrounding vegetation to be separated when classifying an image. 
It is possible, that if tbe methodologies used in this study are applied to a different area, 
they may be successful. However in order to map wetlands in the study area, alternative 











"It is a capital mistake to theorize before one has data. 
Insensibly one begins to twist facts to suit theories, 
instead of theories to suit facts." 
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This research project forms part of a larger research project funded by the Water 
Research Commission (WRC). The WRC project is entitled 'Hydrogeology of Fractured-
Rock Aquifers and Related Ecosystems within the Qoqodala Dolerite Ring and Sill 
Complex, Great Kei Catchment' and is a joint venture by the Council for Geoscience, 
SRK Consulting, the University of the Western Cape and the Department of Water 
Affairs and Forestry. 
The aims of the WRC project are to assess the occurrence of groundwater associated with 
the dolerite rings and sills in the Eastern Cape and to determine the relationship between 
ecosystems and groundwater in the study area. The techniques being utilised for the 
research include morphological and 3D analysis; hydrocensus of springs and boreholes; 
study of drainage sY5tems; explorative drilling; detailed study of the ecosystem of 
springs; spatial analysis and remote sensing. 
In order to understand the hydrogeological functioning of the study area and the influence 
of groundwater on ecosystems, it was necessary to know the location and occurrence of 
any springs, seepage~ or wetlands in the study area. The purpose of this part of the 
research project was to develop a method for mapping wetlands in the study area making 
use of remote sensing techniques. 
It is assumed that the reader has a basic understanding of remote sensing and Geographic 
Information System principles, as these are not explained in the text. Appendix A 
contains a general introduction to remote sensing principles and interested readers can 













The objective of this research is to establish the possibilities of mapping wetlands in 
Qoqodala using Landsat and/or Aster Imagery. 
The objective can he broken down into three minor objectives: 
1. The methodology for mapping wetlands using Landsat imagery, proposed by 
Thompson, Marneweck, Bell, Kotze, Muller, Cox and Smith (2002), will be 
investigated. The methodology will be adapted and applied to the study area. 
2. The methodology proposed by Thompson et aL (2002) will be modified for use 
with Aster imagery. The modified methodology will be applied to the study area. 
3. A methodology to process an Aster image as a hyperspectral image, will be 












DESCRIPTION OF STUDY AREA 
3.1. Location 
The study area is located approximately 15 kilometres north of Queenstown in the 
Emalahleni Municipality, Eastern Cape Province in South Africa (Figure 1). It covers an 
area of just over 20 000 km2, the tribal land is known as Qoqodala and it is situated 
within the former homeland of the Transkei. 
Legend 
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Figure 1: Location of the study area 
3.2. Geology and Hydrogeology 











dykes which intruded into the Main Karoo Basin approximately 180 million years ago 
(Woodford and Chevallier, 2001). The Main Karoo Basin consists of sandstone, 
mudstone and shale of the Beaufort Group and the Elliot, Molteno, Dwyka and Ecca 
Formations. The location of these geological units is shown in Figures 2A and 2B with 
the distribution of dolerite dykes being shown in Figure 2A, and the dolerite sills being 
shown in Figure 2B. 
The dolerite rings, sills and dykes were responsible for the formation of numerous 
shallow and deep fractured rock aquifers in the Karoo basin (Woodford and Chevallier, 
2001). The dolerite caused many fractures in the host rock upon intrusion and on cooling 
jointing occurred in the dolerite. These fractures and joints are conduits and storage 
places for groundwater and are known as the deep fractured rock aquifers which are 
mentioned in the text. 
The dolerite rings, sills and dykes control, to a large extent, the drainage pattern and 
influence the occurrence of many springs and seepages. Sills and rings of the Eastern 
Cape display a "ring within a ringtl pattern. This pattern resulted in the vertical stacking 
of the dolerite which can be seen in Figure 2C. According to Chevallier, Goedhart & 
Woodford (2001), the vertical stacking of dolerite sills plays an important role in the 
concept of hydrostratigraphy, therefore the natural "basintl shape at the surface of the sill 
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Figure 2: The distribution of dolerite dykes (2A) and sins (2B) in the Main 
Karoo Basin and the vertical stacking of tbe dolerite (2C). The study area used for 
the study in the Western Karoo is shown by the box in 2A and 2B. Adapted from 











Two Water Research Commission projects investigating the hydrogeology of these 
fractured rock aquifers have already been carried out in the Western Karoo (Chevallier et 
aI., 2001 and Woodford & Chevallier, 2001). Chevallier et al. (2001) concluded that the 
dolerite dykes and sills of the Karoo are structures conducive to the formation of deep-
seated fractured-rock aquifers. The increase in yield with depth could also indicate that 
even higher yielding fractures may exist at greater depth (Woodford & Cheva1lier, 2001). 
A theoretical hydro-morpho-tectonic model of a dolerite ring was developed through this 
research and is illustrated in Figure 3. Interested readers are referred to Woodford & 
Chevallier (2001) for a detailed explanation of this model. 
The geology of the study area is similar to that of the Western Karoo (Figure 2) and 
therefore it can be assumed that the geohydrology and the occurrence of groundwater will 
be similar. However the rainfall is greater in the present study area than in the Western 
Karoo and therefore tne potential for groundwater recharge is greater. 
The study area itself includes most of the Qoqodala Ring and a portion of the Zingqutu 
Ring. Figure 4 illustrates the location of the study area within the context of the dolerite 
outcrops. The circular flat inner sill surrounded by the elevated circular ring can be 
observed in Figure 5. This confirms the hydro-morpho-tectonic model proposed by 











Sill and R!'g Com~I.l( - Strudural Co~nents: 
@ Inclined SbGat @ Inoor SiJ 
@Rirlg-Fwcl8I'0yM @ OIfahool 
© QJlcr Sj~ Q) Unltar (TfIIrlgreuiora) Oyk& 
I:;jI Karoo Doierile o SodimentalyHost·Rod\ 
.. Spring 
~ W-*·911irir\1J Fraetur.s 
•• \: Gtou~-l_1 
Figure 3: Conceptual hydro-morpho-tectonic model of a dolerite ring 
(Chevallier et aI., 2001.) 
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Figure 5: 3D Aster view of the Qoqodala Ring 
3.3. Physiography and Climate 
The landscape of the study area is influenced, to a very large extent, by the dolerite rings. 
The influence of the geology on the landscape is well illustrated in Figure 5 where the 
circular, elevated topography caused by the rings is apparent. It is clear that the 
distribution of the dolerite outcrop controls the topography, the climate, hydrology and 
the settlement and human activity patterns in the area. The elevation ranges from 
approximately 1000m above sea-level at the lowest point in the South East, to almost 
2000m in the mountains in the North West. 
The rainfall is seasonal with most precipitation occurring in the summer months. Figure 6 
shows climatic data that is taken from the South African Atlas of Agrohydrology and 
Climatology (Schultz, Maharaj, Lynch, Howe & Melvil-Thompson, 2002). The mean 











night during the winter months to 40°C during the day in summer. The mean annual 
temperature is given as 15°C. 
Mean Annual Precipitation (mm) Mean Annual Temperature (0C) 
• Study Area • Study Area 
Figure 6: Location of the study area within the context of the climate of South 
Africa. Maps created from data obtained from the South African Atlas of 
Agrohydrology and Climatology (Schultz et aI., 2002) 
3.4. Human Activities 
Qoqodala is situated in the former Transkei where poverty is widespread. According to 
Census 1996 data for Qoqodala, 80% of the population is unemployed, 24% is illiterate 
and less than one percent of households is supplied with piped water (Statistics South 
Africa, 2001). From these figures it is obvious that there is great need for all types of 
services and not just water supply. The National Water Act of 1998 states the size of the 
water resource (the reserve) must be known before water is allocated for any use. This is 
one of the main reasons for this research and is discussed in more detail in Chapter 4. 
Most settlement occurs at the base of the slope of the dolerite rings. Agricultural activity 
in the form of subsistence farming and cattle grazing occurs on the predominantly flat 











crops are very small, the landscape is traversed by cattle trails and human paths and 
dwellings are isolated. Typical dwellings in the area can be seen in Figure 7. 
Figure 7: Typical dwellings in Qoqodala. Photograph courtesy of Dr 
L.P.Chevallier 
3.5. Wetlands 
An initial field trip in July 2002 revealed seeps located on the slopes of the dolerite above 
the settlement areas. A seep, which is classified as a type of wetland, is defined as: "An 
area, generally small, where water [sic] percolates slowly to the land surface . .. . used by 
some for flows too small to be considered springs" (Bates & Jackson, 1980). 
The characteristics of the seeps found in the study area were somewhat unexpected. It is 
normally assumed that the presence of green vegetation indicates the presence of water. 
However, in Qoqodala, the vegetation in the vicinity of the seep consists of grass which 
is dry, dead or dormant, whereas further away, the vegetation consists of greener shrubs 











Figure 8: A seep in the study area. The seep is located to the right and in front 
of the author. Photography courtesy of Dr L. P. Chevallier 
It is surmised that in the area immediately surrounding the seep, the water table is high 
and in the wet season after rain, the water table would be very close to the surface. The 
hardy shrubs, adapted to harsher, more arid conditions, are unable to grow and the grass 
and wetland vegetation thrive. 
Wetland plants could not always be identified in the immediate vicinity of the seeps. 
However this does not imply that wetland vegetation is not present, as the vegetation on 
the seeps is grazed extensively by cattle, so the grass and other vegetation were cropped 
short making identification very difficult. In spite of this, a type of sedge, which is a 
typical wetland plant, was identified in the vicinity of some of the seeps. Furthermore, the 
seeps were characterized by dark organic and peaty soils in which mud cracks were 











part of the year. The seeps also seem to occur in small depressions, which could be the 
start of future valleys. The individual seeps were typically smaller than 40m2 and 
sometimes as small as about 9m2. In addition, the seeps tend to occur in zones (Figure 9) 
of varying size and quantity. 












BACKGROUND TO RESEARCH 
The subject of water is becoming an increasingly important issue around the globe, 
whetheF it be too much of it in the form of floods, too little of it in the form of droughts or 
polluted water resources or disputes between countries who share it. South Africa is no 
exception to this trend. 
In the past dams were seen to hold the answer to the world's water supply needs. 
However it is becoming increasingly obvious that although dams may address immediate 
needs, the negative impacts cannot be ignored. These impacts are complex, varied and 
often profound in nature. In many cases dams have led to irreversible loss of species, 
populations and ecosystems. (World Commission on Dams, 2000) 
South Africa is a water stressed country where water planners and managers are faced 
with increasingly complex issues. The South African Yearbook, published by 
Government Communications, describes South Africa as follows: "The country is largely 
semi desert and prone to erratic, unpredictable extremes in the form of droughts and 
floods. Apart from erratic rainfall and the low ratio of run-off (which affects the 
reliability and variability of river flow) the average potential evaporation is higher than 
the rainfall in all but a few isolated areas where rainfall exceeds 1400mm per year." (SA 
Yearbook, 2003) 
Not only is the rainfall - and therefore the water resources - of the country unevenly 
distributed, so too is the population. The majority of the population is found in one of two 
situations. Either concentrated in the metropolitan areas; or highly scattered in the rural 
areas. Both environments have their challenges. 
South Africa is rapidly urbanising and for the past fifteen years there has been a 
phenomenal increaSE of population in the major cities which has led to an increased 











ways of meeting the rising demands and have been considering options such as the 
building of new dams and exploring the potential of using ground water to supplement 
the water supply. 
The problems in the rural areas are very different but equally challenging. South Africa's 
political past has created many inequalities and this is very apparent in the rural areas. 
Covering a large portion of the South African countryside are large, traditionally white, 
commercial farms. In the past, these commercial farmers received government subsidies 
and the farmers were well supported by the Department of Water Affairs in terms of their 
water supply, which is mostly in the form of small dams and boreholes. These farms were 
also supplied with ele~tricity, which enabled the operation of electric boreholes. At the 
opposite end of the political spectrum were the so-called black homelands. These rural 
areas consisted of tribal land where the people existed as subsistence farmers. There was 
very little support from government in terms of water or electricity supply and these 
farmers were almost entirely reliant upon rain for irrigation of their crops. Political 
change in South AD-ica has highlighted these past inequalities and government is 
committed to righting past wrongs (Asmal, 1999). For this purpose, the Water Services 
Act of 1997 and the 1\ ational Water Act of 1998 were passed. 
Groundwater, despite its relatively small contribution to bulk water supply (13%), is an 
important and strategic water resource in South Africa. Owing to the lack of perennial 
rivers in the semi-desert and desert regions of the country, two thirds of South Africa's 
surface area is largely dependent on groundwater. Through the Government's 
commitment to meeting basic water needs of communities, groundwater has also become 
a strategic resource fix village water supply in the wetter parts of the country, because of 
its availability and effectiveness in widely scattered small-scale user situations. (Vegter, 
2001) 
The National Water Act states that the reserve of a water resource must be determined 
before that resource can be allocated for use. The reserve is made up of two components, 











portion of the reserve which provides for the essential needs of individuals served by the 
water resource and includes drinking water. The ecological reserve relates to the water 
required to protect the aquatic ecosystems of the water resource (National Water Act, 
1998). 
The necessity of the calculation of reserve has opened a new door as far as research is 
concerned in South Africa. Grol)ndwater reserve has traditionally been very difficult to 
calculate and as the groundwater reserve is considered part of the reserve, it has 
stimulated innovative new research in this field. The mapping of wetlands has become a 
priority as wetlands are closely linked to groundwater recharge as well as the release of 
groundwater into the surface water flow. Wetlands help regulate water flow by slowing it 
down in times of heavy rain, absorbing the water like a sponge and then slowly releasing 
it. It is for this reason that the location and extent of wetlands must be known when 
calculating groundwater reserve. 
There is no existing spatial data wetland inventory in South Africa, so wetlands needed to 
be mapped for the study area. The properties of multi-spectral satellite imagery are such 
that they contain bands that fall outside the wavelengths visible to the human eye. For 
example, wavelengths in the near infrared are very useful for vegetation mapping and 
these properties make it a more desirable mapping medium than colour or black and 
white aerial photography. Multi-spectral satellite imagery (see Appendix A) is recognized 
as being a very cost effective method of producing land cover maps at a regional scale 
and as wetland mapping can be seen as a form of land cover mapping, it was the chosen 
method for this research. It is assumed that the reader is familiar with basic remote 
sensing concepts, as these will not be explained in the text. However, Appendix A can be 
consulted for a brief overview of remote sensing principles, while details of Landsat and 












LITERA TITRE REVIEW AND DISCUSSION OF RELEVANT THEORY 
5.1. Literature Revie,! 
The principle aim of this research project is to map wetlands using remote sensing 
techniques. It was obs'~rved during' fieldwork (Chapter 3.5) that the wetlands in the study 
area are little more than seeps. Although an extensive literature search was carried out, 
only one previous study on the subject of mapping seeps or springs using remotely sensed 
images was discovered. Sarar, Goyal, Negi, Roy & Choudhary (2000) used a 
combination of remote sensing and spatial analysis using Geographic Information 
Systems (GIS) to delineate springs in a mountainous region in India. However GIS 
featured more strongly than remote sensing, as the satellite images were specifically used 
to produce land use maps and to map lineaments. Because of the lack ofliterature relating 
to spring or seepage mapping, it became necessary to broaden the subject of the literature 
search to incorporate the mapping of wetlands using remote sensing. This is an 
acceptable topic on which to conduct a literature search as seeps are a type of wetlands 
(see Chapter 3.4). 
The literature on this topic is much more extensive and numerous examples were found. 
Thompson (1996) defined wetlands as: "natural or artificial areas where the water level is 
at (or very near) the land surface on a permanent or temporary basis, typically covered in 
herbaceous or woody vegetation cover". This definition is taken from a paper in which 
Thompson proposed a standard hierarchical scheme for the classification of remotely 
sensed data designed to suit the South African environment. The framework is based on 
known land cover classes that can be derived from high-resolution remotely sensed data 
such as SPOT, Landsat TM and today would include Landsat ETM+ and Aster data. 
Thompson tried, as far as possible, to take into account pre-existing classification systems 











Another South African example deals with the determination of the groundwater reserve 
for all or part of any significant water resource. The determination of the reserve has 
become essential with the introduction of the National Water Act in 1998. A generic 
method for determining the reserve is outlined in the Act. Conrad, Hughes & van der 
Voort (2000) undertook a study to assess the applicability of commercial multi-spectral 
data as a tool for determining the reserve. As this was a case study, only one Landsat TM 
image was used and for this reason . the results should be interpreted with caution. The 
study entailed the mapping of geohydrological region types (under which springs and 
wetlands fall) using a Landsat TM image and GIS. For the identification of wetland areas, 
standard classification techniques were used and found to be successful. It was found that 
natural spring flow was difficult to assess directly from a satellite image. Conrad et al. 
(2000) suggested an alternative would be to use GIS analysis to identifY areas of potential 
groundwater/ stream interaction using water level and topography. It was consequentially 
proposed that this should be supported using Landsat TM to identifY areas of natural 
vegetation growth. The author proposes that a possible method of improving these results 
would be to use multiple scenes of the same image. Using this method, wet season 
images could be compared with dry season images and more detailed information could 
be extracted. 
In a study by Whitman, Gubbles & Powell (1999), surface water bodies were mapped in 
order to be used as a data layer in a study which looked at the spatial interrelationships 
between lake elevations, water tables and sinkhole occurrences in Florida. The topic of 
study is irrelevant to this research, although the method used to extract surface water 
bodies deserves a mention. From the premise that surface water has a low reflectance in 
the middle infrared wavelengths, a band ratio was computed by dividing band 2 by band 












Frazier & Page (2000) set out to assess the accuracy of using Landsat TM data to locate 
and delineate water bodies. Single band density slicing and the multi-spectral maximum-
likelihood algorithm were used to classify the satellite data. Density slicing is used to 
quantify the accuracy ;)f using a single band to map water bodies. The more advanced 
multi-spectral classification was completed to give a benchmark result using all reflective 
bands for comparison with the density slicing classification. It was found that density 
slicing classification of the three visible bands substantially overestimates the area of 
water contained in an image. The infrared band classifications gave significantly better 
results with band 5 giving the best visual approximation result. Supervised maximum-
likelihood classification produced the best overall results. However, for small pools 
(defined as having a depth of 0.2 - 2m and area of 0.005 - 3.2ha), maximum likelihood 
performed significantly worse than density slicing of band 5, Of concern is the 
percentage accuracy for small pools being the lowest, with a result of 48.2%. 
A method which automatically detects water surfaces in Landsat images was developed 





As the data had a resolution of 30m, this was too coarse to detect small water channels or 
water under pheatophytic vegetation (reed beds). So yet again, the problem of resolution 
surfaced. Another concern raised was that when the water body is shallow, some pixels 
are misclassified. 
One of the most appltcabJe studies discovered in the search of the literature, was a study 
by Lunetta & Balogh (1999) concerning the applicability of Landsat TM imagery for 
wetland identification. Lunetta & Balogh (1999) began by selecting a Landsat image 
which coincided ~ith a seasonally wet, leaf-on period. The premise that water absorbs 











reflectance values in the infrared wavelengths for saturated (wetland) areas when 
compared to the drier upland (non-wetland) sites. The technique used was to divide the 
image into wetland and upland categories by applying grey-level thresholding to the 
infrared bands. Various density slicings of band 5 were visually interpreted until a 
brightness threshold separating wetlands from uplands was found. Visual analysis of the 
near infrared bands and band 7 revealed that band 5 best discriminated between dry and 
wet areas. It was also found that the use of multi-date imagery significantly improves the 
accuracy of wetland mapping. It should be noted that this study was carried out in a 
temperate mid-Atlantic region of the United States where conditions differ vastly from 
those in the Eastern Cape. 
An interesting study was carried out by Dupigny- Giroux & Lewis (1999), in a semi-arid 
environment in north ,east Brazil. A method for working out the surface moisture index 
using bands 1, 3, 4, 5 & 6 was derived. The moisture index did not provide actual 
estimates of soil moi~ture, but instead, characterised wetness relative to other features 
within a given scene. A successful ratio was found to be band 4/band 5 when plotted 
against band 6. The explanation given for this was that band 1 is known for its water 
penetrating properties and is also used to differentiate between soil and vegetation. Band 
4 has been widely used for its biomass determining features but also allows for separation 
between water bodies and vegetation. Band 6 is often used in vegetation stress analysis 
and soil moisture discrimination. Unfortunately the use of band 6 meant that all other 
bands had to be resampled to a resolution of 60m. 
In a study in 1998, Arbuckle, Huryn & Israel concluded that high resolution data is 
needed for the mapping of upland bog formations and that SPOT data, although of 
adequate resolution, lacks the required spectral information. Munro & Touron (1996) 
demonstrated the suitability of Landsat TM for estimating marshland degradation in 
Southern Iraq, Howeyer, due to insufficient fieldwork, they admitted they were unable to 











There have been man) more publications on the topic of wetland mapping using remote 
sensing. The reader is referred to the Reading List for a more complete review of the 
literature. 
Within South Africa, ':he Department of Environment Affairs and Tourism (DE AT) has 
recognized the need to create an inventory of wetlands in order to effectively manage ~nd 
conserve wetlands in South Africa. With this aim in mind, a pilot project (Thompson, 
Marneweck, Bell, K01:ze, Muller, Cox & Smith, 2002) was commissioned to develop a 
methodology for esta.blishing a cost-effective, accurate and comprehensive National 
Wetland Inventory. The remote sensing imagery chosen was multi-temporal Landsat TM 
and Landsat ETM+. Landsat was identified as having the best combination of spatial, 
spectral and costing characteristics when compared to other medium resolution satellite 
sensors. The studYlsed a multi-temporal, multi-stage classification approach and 
attempted to map vegetated, as well as non-vegetated wetlands. Further details of the 
methodology proposed by Thompson et aL (2002) will be discussed in Chapter 6.1. as 
this methodology was selected for modification and use in this research project. The 
conclusion drawn by Thompson et al. (2002) on using Landsat imagery for wetland 
mapping was as follows: 
1. Satellite based mapping is not suitable for detailed wetland mapping, if Landsat-
type imagery is used, and the minimum mapping standards were as specified I. 
2. It would be possible to use an alternative form of satellite imagery to increase 
spatial resolut on. However the cost of this is too high and therefore not a realistic 
alternative. 
3. If higher ma:Jping accuraCieS are desired, field work combined with aerial 
photography t~chniques are recommended. 
I The tenus of reference slated that the aim was to map 90 percent of all wetlands> 1 ha and 50 percent of 











4. Wetland mapplllg uSlllg Landsat imagery is essentially limited to a genenc 
"presence or absence" mapping of "core" wetland areas (Thompson et aI., 2002). 
Thompson et aI. (2002) also concluded that the mapplllg accuracy of open-water 
wetlands is generally much higher than that of vegetated wetlands. This is due to the fact 
that open-water wetlands differ spectrally to the surrounding land-covers far more than 
vegetated wetlands do. (Thompson et aI., 2002) 
5.2. Discussion of Relevant Theory 
Should the reader wish to consult literature for an introduction to remote sensmg 
principles, Mather (1 :;l99) is recommended. Alternatively, Appendix A outlines some 
basic principles and Appendix B can be referred to for detailed information on Landsat 
and Aster imagery. A discussion of image processing techniques which were used in the 
research and with whi ch the reader may wish to become familiar in order to understand 
this thesis, now follows. 
It may make reading easier to bypass this section at this stage and refer back to it as 
needed. When the te.::hniques are mentioned later in the text, the relevant section in 
Chapter 5.2 is given to enable quick reference. 
5.2.1. Principal Component Analysis (peA) 
The Principal Component Analysis is a standard method for deriving a new set of 
spectrally reduced imlges from the original image. It is based on the observation that 
adjacent bands in multi-spectral remote sensing images are visually and numerically 
similar which means they are generally correlated. This implies that there is a redundancy 











The process is a linec.r transformation that projects each image pixel spectrum to a new 
set of orthogonal coordinate axes. These axes are chosen so that the output images are 
uncorrelated and ordered by decreasing variance, with the first principal component axis 
corresponding to the direction of maximum variance in spectral space (Microimages, 
2003). Mather (1999) illustrates and describes the correlations present between bands 
with the figure (Figun: 10) and text below. 
"Presume the plot below is a two band image data set, where a random sample of pixels 
has been plotted on a scattergram according to their digital numbers. Then it can be seen 
that Band X and Band Y are not perfectly correlated but there is a dominant direction of 
scatter (or variability) along line AB. If this dominant direction is chosen as the major 
axis then a minor axis (CD) could be drawn at right angles to it. A plot using the axes AB 
and CD rather than the conventional axes might prove more revealing of structures 
present within the data. If the variation in direction CD contains only a very small amount 
of the data., then it ca1 be ignored without much loss in information. A two dimensional 






Figure 10: Scattergram. After Mather (1999) 
If the same concept cescribed above is applied to N-dimensional space, where each axis 











The dominant direction will then be represented by an axis which is the first principal 
component. The second principal component is orthogonal to the first and the third 
principal component is orthogonal to the second and third principal components. In this 
way, the axes and therefore the principal components are always uncorrelated. 
In mathematical terms, PCA identifies the optimal linear combinations of the original 
bands which account for the variation of pixel values in an image. The linear 
combinations are give 1 as 
where Xl, X 2, X3, and ~ are pixels in four spectral bands, and C 1, C2, C3, and C4 are 
coefficients or eigenvalues I, applied individually to the values of the respective bands. A 
represents a transformed value for the pixel. (Campbell, 1996) 
Optimum values for eigenvalues are calculated in such a way that the values they produce 
account for maximurr variation within the entire data set. Thus, this set of coefficients 
provides maximum information which can be conveyed by any single band formed by 
linear combination of the original bands (Campbell, 1996). The procedure for calculating 
the coefficients or eigenvalues is complex and will not be discussed in this thesis. The 
first three principal components typically contain 97% of total variance within a data set, 
with the first principal component containing approximately 70%. 
5.2.2. Tasseled Cap Transformation 
The tasseled cap transformation is based on the same principles as the principal 
component analysis. 1: is designed to rotate the axes in such a way that the data in which 
we are most interested is extracted. Where the tasseled cap transformation differs from 
1 Eigenvalues: a set of qualtities, in n-dimensions, derived using linear algebra which defines the length of 
the principal axes of the el ipsoid which encloses scatterpoints on a scatter diagram. Eigenvalues are 
measured in units of variance (Mather, 1999) and the sum of the eigenvalues equals the sum of the band 











principal component ~malysis is that in tasseled cap transformation the coefficients by 
which the axes are rotated, are predefined. 
The transformation was first proposed in 1976 by Kauth and Thomas who found that in 
four dimensional MS S 1 data space, there is a line, oblique to all four axes, which 
represents soils, and a triangular area which represents various stages of growth in 
vegetation (Crist & CiGone, 1984). 
The tasseled cap transiormation defines a new rotated coordinate system in which the soil 
line and plane of vegetation are more clearly shown. The new axes of this coordinate 
system are termed brightness, greenness, yellowness and nonesuch. The first three indices 
namely; Brightness, Greenness and Yellowness, include most crop development 
information and have been useful in mapping crop development from bare soil through 
the greening process to maturity and harvest (Yuen, 1998). The coefficients, which 
determine the rotatior of the axes, were obtained using samples from Illinois, USA, so 
whether the tasseled cap transformation can be used elsewhere is open to debate. 
Crist & Cicone (1984) adapted the tasseled cap transformation for use with Landsat TM 
data. It was found that data in the six reflective bands occupy three dimensions. Two of 
these dimensions relate to the original Tasseled Cap Greenness and Brightness index; and 
the third component i~ affected mainly by the short wave infrared (SWIR2) bands. 
This third dimension has been called Wetness, as absorption by vegetation in the mid-
infrared bands is caus,~d primarily by soil moisture content. 
The influence of each Landsat TM band in the creation of the new indices is as follows: 
• Brightness: a weighted average of the six Landsat TM bands 
1 MSS: Multi-spectral Scanner. Landsat satellite preceding Landsat TM. Landsat MSS consisted of only 
four spectral bands which explaills the reference to four dimensional space. 











• Greenness: visible, near infrared (NIR) contrast with little contribution from mid 
infrared (MIR) - Bands 5 and 7. 
• Wetness: contf.lst between MIR (bands 5 and 7) and the red and NIR (bands 3 and 
4). Mather (1999) 
5.2.3. Normalised Difference Vegetation Index 
The following explanation is modified from Mather (1999) and Sabins (1997). The 
normalised difference vegetation index (NDVI) uses a ratio of the visible red and near 
infrared bands of an image to create a 'greenness' or biomass index. The NDVI can be 
applied to any satellite image which contains bands in the red and near infrared 
wavelengths. It is used on a global or continental scale using coarse resolution imagery to 
study patterns in vegetation change, and can be used on a more regional or local scale 
using Landsat or SPOT. The NDVI is based on the differences in reflectance by healthy 
vegetation of the visible red and near infrared wavelengths. The typical reflectance curve 
for vigorous vegetation (Figure 11) is well known and is found in many texts. In Figure 
10, it can be clearly seen that there is a small peak in reflectance between 0.5 and 0.6Ilm. 
This corresponds to he green light part of the spectrum, and it is for this reason that 
vegetation appears green to the human eye. Typically, 70 90% of both blue and red 
light is absorbed by c:1lorophyll and other pigments in a leaf in order to provide energy 
for the process of <)hotosynthesis. Reflectivity rises sharply in the near infrared 
wavelengths at 0.75~.m and remains high until about L35!lm. The reason for this 
reflectivity is a result of interaction between the internal leaf structure and 
electromagnetic radiation at these wavelengths. As a plant ages or becomes stressed, the 
first spectral change to take place is in the near infrared wavelengths. This change is not 
visible to the human eye, and for this reason, near infrared photography and satellite 
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Figure 11: Idealised spectral reflectance curve for vigorous vegetation. After 
Mather (1999) 
The normalized difference vegetation index (NDVI) exploits this reflectance curve. It is 
defined as: 
NDVI (NIR - R) I (NIR + R) 
where NIR is the near mfrared band and R is the visible red band. (Mather, 1999). 
Values in the NDVI range from -1 to +1. Vegetated areas are generally indicated by 
higher values due to their high reflectance in the near infrared and low reflectance in the 
visible red wavelengths. Conversely, lower values indicate non-vegetated features such as 
water, barren land or douds. 
An advantage of using the NDVI over other more simple vegetation indices, is that it is 
an index which is a ratio of two bands. The value of dividing one band by another is to 
reduce the undesirable effects of noise, topography and differences in illumination as 
illustrated in Figure [2. The ratio of near infrared to red spectral bands is virtually 
identical at points A and B despite different levels of solar irradiation. Thus, using a ratio 
produces a result which can be used in a comparative study over time, or between 














Visible red: 28 
RATIO : 2.678 
Remotety-sensed radiance 
Near-infrared : 160 
// Visible red: 60 
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The ratio of bands reduces the effects of topography (Mather, 1999) 
5.2.4. Image Classification 
Descriptions of image processing techniques are found in many introductory texts to 
remote sensing. Campbell, 1996; Lillesand & Kiefer, 2000; and Mather 1999, were 
referred to and the following explanation is an adaptation of their texts. 
The objective of spectral image classification procedures is to automatically categorize 
all pixels in an image into land cover classes or themes. Each pixel is treated as an 
individual unit composed of digital number (DN) values in several spectral bands. 
Different feature types (e.g. water bodies or forest) contain different combinations ofDN 
based on the reflectance and emittance characteristics of that particular feature type. The 
number ofDN values per pixel equals the number of spectral bands contained in the 
image file to be classified. The classification procedure compares pixels to each other -
and in the case of supervised classification, to those of known identity - and then 
assembles groups of similar pixels into classes. These classes correspond to informational 
categories of interest to users of the remotely sensed data. In principle, the classes 











similar to pixels in a different class. However, in practice it is obvious that there will be 
variability within each class. 
Spectral classification lS usually separated into two categories; namely supervised and 
unsupervised classification. The fundamental difference between the two is that 
supervised classification involves a training step before the classification step. In the 
training step the user identifies areas on the image where the land cover is known. The 
spectral signatures of the known areas are then used to classify all other pixels in the 
image according to tht input classes. In the case of unsupervised classification, the 
image data are first classified by aggregating them into natural spectral groups - known as 
clusters - present in the scene. The user then determines the land cover identity of these 
groups by comparing the classified image to ground reference data. (Campbell, 1996; 
Lillesand & Kiefer, 2(,00; and Mather, 1999). 
As unsupervised classification was the classification method used in this research, a more 
detailed explanation follows. For the reader's interest, the advantages and disadvantages 
of each classification methodology can be found in Appendix C. 
5.2.4.1. Unsupenrised classification 
The explanation which follows is modified from that of LilIes and & Kiefer (2000) and 
Research Systems, Inc. (2001). For a more mathematical explanation, Mather (1999) can 
be consulted. 
Unsupervised classifiers do not use training data as the basis for classification; algorithms 
cluster pixels in a data set based on statistical relationships. These algorithms examine the 
pixels in an image and assign them to a class, based on the natural grouping or clustering 
of the digital number (DN) values. The basic premise is that values within a given cover 
type should be close together in measurement space, whereas data in different classes 











Lil1esand & Kiefer (2000) use the following example to illustrate this. 
" ... consider a two-channel data set. Natural spectral groupings in the data can be visually 
identified by plotting a scatter diagram. For example, in Figure 13 [sic] below, we have 
plotted pixel values acquired over a forested area. Three groupings are apparent in the 
scatter diagram. After comparing the classified image data with ground reference data, 
we might find that on'~ cluster corresponds to deciduous trees, one to conifers and one to 
stressed trees of both types (indicated by D, C and S in the figure). In a supervised 
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Spectt'al classes in two-channel data. Lillesand & Kiefer, 2000. 
This example highlights the one of the advantages (see Appendix C) of usmg 
unsupervised classifi,Jation, as the 'stressed' class may not have been initially apparent to 
the researcher, 
Two of the most well known unsupervised classification methods are the K- means and 











discussion follows. For explanations on K-Means classification, the following can be 
consulted: Mather (1999), Lillesand & Kiefer (2000) and Research Systems, Inc (2001). 
ISODATA is an aeronym derived from Iterative Self-Organising Data Analysis 
Technique, with a terminal 'A' added for aesthetic reasons (Mather, 1999). "ISODATA 
unsupervised classification calculates class means evenly distributed in the data space 
and then iteratively clusters the remaining pixels using minimum distance techniques. 
Each iteration recalculates means and reclassifies pixels with respect to the new means. 
Iterative class splitting, merging, and deleting are done based on input threshold 
parameters. All pixels are classified to the nearest class unless a standard deviation or 
distance threshold is 3pecified, in which case some pixels may be unclassified if they do 
not meet the selected criteria. The process continues until the number of pixels in a class 
changes by less than the selected pixel change threshold or the maximum number of 
iterations is reached." (Research Systems, Inc, 2001). 
5.2.5. Spectral mixture analvsis 
The following explar,ation on spectral mixture analysis (SMA) is adapted from the texts 
ofLillesand & Kiefer (2000) and Research Systems, Inc (2001). 
SMA, also known as linear spectral unmlxmg, IS used to determine the relative 
abundances of land cover types which are represented in a multi-spectral image based on 
the land cover types' spectral characteristics. It involves the comparison of the mixed 
spectral signatures contained in the image to a set of "pure" reference spectra. It is 
assumed that the spectral variation in a scene is caused by the varying mixtures of the 
land cover types or classes which are present in the image. The result is an estimate of the 
approximate proportions of the ground area of each pixel that is occupied by each of the 
land cover classes. The main advantage of using SMA is that it provides useful 











single pixel. This results in a more realistic representation of the true nature of the area 
under study. 
Most SMAs use linear mixture models, whereby the observed spectral response of a pixel 
is assumed to be a linear mixture of the individual spectral signatures of the land cover 
types present within 1 hat pixel. These individual or "pure" reference spectral signatures 
are referred to as end members 1, because they represent the cases where 100 percent of 
the sensor's field ofv!ew is occupied by a single cover type (Lillesand & Kiefer, 2000). 
The linear mixture mJdel assumes that the weight given for any endmember's signature 
is the proportion of the area occupied by the class defined by that endmember. The linear 
mixture model considers the spectral signature of each pixel in the image. Using linear 
unmixing, it determines the proportion of each endmember present in each individual 
pixel and creates a fraction image for each endmember. 
Lillesand & Kiefer (2000) set out the two basic conditions which have to be satisfied 
mathematically for linear mixture analysis. 
"Firstly, the sum of the fractional proportions of all potential endmembers included in a 
pixel must equal 1. E:(pressed mathematically, 
N 
L Fi = FltF2t ... tlN 1 
i=! 
where Fl , F2, ... , FN represent the fraction of each of the N possible endmembers 
contained in a pixel." 
The second condition which must be met (Lillesand & Kiefer, 2000) is that "for a given 
spectral band A the ohserved digital number DNA for each pixel represents the sum of the 
DNs that would be obtained from a pixel that is completely covered by a given 
I Pure reference spectra or endmembers can be measured using a spectrometer in a laboratory or in the 











endmember weighted by the fraction actually occupied by that end member plus some 
unknown error. This can be expressed by 
where DNA is the composite digital number actually observed in band A; FI , "', FN equal 
the fractions of the pixel actually occupied by each of the N endmembers; 
DNA,I, "', Dm,N 
equal the digital numJers that would be observed if a pixel were completely covered by 
the corresponding encimember; and FA is the error term." 
If SMA is carried out on multi-spectral data, the number of versions of equation 2 would 
equal the number of ;pectral bands contained in the data. So for X spectral bands, there 
would be X equations, excluding equation 1. So there would be X + 1 equations available 
to solve the endmember fractions (F1" .. ,FN). Following on from this; if the number of 
spectral bands exceec.s the number of endmembers in an image, then the set of equations 
including the error term can be solved. However if the number of endmembers exceeds 
the number of bands, there will not be a unique solution to the equations, It therefore 
follows that, the mor·~ bands contained in an image, the more endmember classes can be 
identified (Lillesand &: Kiefer, 2000). 
Where the object of interest is only one land cover type, partial unmixing can be used 
instead of linear spectral unmixing. This technique uses matched filtering to find the 
abundance of user-defined endmembers in a scene. Matched filtering has the advantage 
that not all endmembers in a scene need to be known. The technique maximizes the 
response of the known endmember and suppresses the response of the composite 
unknown backgrouncl, thus "matching fl the known signature. Its advantages are; 
1. It is a quick nethod of detecting specific land cover types based on matches to 











2. It does not require knowledge of all the endmembers within an image scene. 
(Research Systems, Inc, 2001). 
Before continuing in the discussion on partial unmixing, it is first necessary to explain the 
techniques used in the partial unmixing process, namely Minimum Noise Fraction 
transform (MNF) and the Purest Pixel Index (PPI). 
5.2.6. Minimum Noise Fraction Transform 
The Minimum Noise Fraction transform (MNF) is a modified version of the Principal 
Component Analysis that orders the output components by decreasing signal to noise 
ratio (Microimages, 2001). Principal component analysis is designed to reduce 
redundancies in data by compressing it into fewer numbers of bands, whereby the 
majority of the important image information will be contained in the low-order 
components, while noise increases with increasing component number. If bands in an 
image have differing :unounts of noise, standard principal components derived from them 
may not show the usual trend of steadily increasing noise with increasing component 
number. 
The NINF procedure estimates the nOIse III each image band and then applies two 
succeSSIve PCAs. The noise is estimated from the image using the variations in 
brightness for each pixel compared to the mean (or noise free) image. Two PCAs are then 
applied. The first PC A uses the noise estimates to transform the dataset to a coordinate 
system in which the noise is uncorrelated and is equal in each component. This is known 
as noise whitening. Then a standard principal component analysis is applied to the noise-
adjusted data. This methodology results in a set of components in which noise levels 
increase uniformly with increasing component number. In other words, the low-order 












5.2.7. Pixel Purity Index (PPD 
The PPI is a method used in multi-spectral and hyperspectral image processing which 
identifies the most "spectrally pure" pixels in an image. These "pure" pixels typically 
correspond to endmernbers (Research Systems, Inc, 2001). In most instances, the PPI is 
applied to low-order MNF components (Van der Meer, De Jong & Bakker, 2001), as 
these represent conderrsed versions of the high importance (signal) data contained in the 
original image. 
When image spectra are plotted as points in n-dimensional space, endmember spectra 
should be the outliers along the edge of the data cloud. The PPI is computed by 
repeatedly projecting n-dimensional scatter plots in a random direction. The extreme or 
outlying pixels in each projection are recorded, and the total number of times each pixel 
is marked as extrem€::, is noted. A PPI index is created in which the DN of each pixel 
corresponds to the number of times that pixel was recorded as extreme (Microimages, 
2001). Pixels with high values in the resulting PPI image identify the locations in the data 
space of the initial set of spectrally pure endmembers (Van der Meer, De Jong & Bakker, 
2001). 
S.2.S. Matched Filtering 
The Matched Filtering algorithm assesses the spectral composition of each pixel. Each 
pixel spectrum is as:mmed to be a linear mixture of endmember spectra and multiple 
unknown spectral signatures. The matched filtering process identifies what proportion (if 
any) of each individual pixel's spectrum is made up by the endmember spectrum. The 
mathematics behind this algorithm is complex and will not be discussed. However, 
interested readers are referred to Jacobsen, Heidebrecht & Nielsen (1998). Simplistically 
explained by Microinages (2001), a perfect match yields an output value of 1, while poor 
matches yield low positive or even negative values. An image can then be displayed of 
the results where linear contrast enhancement can accentuate areas containing a high 











In an example from the literature Jacobsen et aL (1998), successfhlly used partial 
unmixing of CASI! data to monitor the encroachment of shrubs in grassland areas. They 
concluded that matched filtering works well when the desired endmembers are the 
covariance drivers of the image statistics. They found that rare objects must have a 
significant spectral signature in order to be identified. 
1 CAS!: Ine Compact Airborne Spectrographic Imager is a hyperspectral instrument which collects data in 













The methodology used in this research is threefold. Firstly the methodology proposed by 
Thompson et aL (2002), for use with Landsat imagery and mentioned in Chapter 5.1 was 
adapted and used. Se.:::ondly, this methodology was modified for use with Aster imagery 
and the Aster images were processed. Thirdly, as Aster contains 14 bands (see Appendix 
B) it can be regarded as a hyperspectral image and hyperspectral processing techniques 
were applied to it. In this Chapter, the methodology proposed by Thompson et al. (2002) 
will be discussed (Chapter 6.1) in order to familiarize the reader with this particular 
method. The choice 'Jf data and its preparation for use in this dissertation are detailed 
(Chapter 6.2), follov.-ed by the methodologies used in this dissertation (Chapter 6.3 & 
6.4). 
6.1. Background to Methodology (Description of Technique used by Thompson et 
al. (2002) 
6.1.1. Data Preparation 
The data preparation stage of Thompson et al.' s work involved standardizing all Landsat 
imagery prior to image classification. This included: atmospheric and radiometric 
correction, georegisTation and ortha-rectification and topographic normalization. 
Thompson et aI. (2002) stated that with the exception of georegistration and ortho-
rectification, data preparation was not necessary as the classification was image based 
and not dependent on field measurements acquired at the time of satellite overpass. 
6.1.2. Data classification 











The first stage of the processing proposed by Thompson et al. (2002) was to create a land 
cover map of the study area. This land cover map was used to identify, mask and exclude 
from further processing those land cover categories where wetlands cannot occur e.g. 
built-up areas or areas where wetlands are so modified that they will not be able to be 
distinguished from the land cover class which has modified them e.g. agriculture. This 
mask was created by 3. progressive sequence of unsupervised classification (see Chapter 
5.2.4.1) which was calTied out on a generated dataset. The generated dataset was the first 
five principal components (see Chapter 5.2.1) of a stacked dataset containing the 
following: 12 original Landsat bands (six from the dry season image and six from the wet 
season image) and the NDVI (see Chapter 5.2.3) for the wet season and the NDVI from 
the dry season image. The first 5 principle components (PC) were used in order to 
compress the data a"1d decrease computational time required for classification. The 
classification results were then examined and a mask layer was created of those areas 
which cannot contain wetlands. This mask was then applied at a later stage to exclude 
from classification, those areas where wetlands cannot occur. 
The next step in the processing as described by Thompson et al. (2002) involved the 
creation of a multi layered file in the following manner: 
The tasseled cap transformation (see Chapter 5.2.2) was applied to the wet season and 
the dry season imag,;:l independently and the greenness and wetness indices l of each 
season saved. Using these indices, the NDv11 of each season which was created earlier, 
and the mask band, a multi layered file was created as follows: 
1. Tasselled Cap Greenness index of wet season image 
2. Tasselled Cap Wetness index of wet season image 
3. NDVI ofwet,eason image 
4. Tasselled Cap Greenness index of dry season image 
5. Tasselled Cap Wetness index of dry season image 
6. NDVI of dry ~,eason image 
7. Mask band 
1 The brightness index is '10t used as it is only the greenness of the vegetation and tbe wetness of the soil 











The ISODAT A meth·Jd of unsupervised classification was then applied to this file to 
create a classified image. The output of this classification consisted of either one or more 
classes which were pC1tentially wetlands. Thompson et al. (2002) found that the degree of 
confidence could vary from class to class or be uniform. 
Thompson et al. (2002) then applied hydrological modelling techniques to a digital 
elevation model (DEM) of their study area in order to identify areas where wetlands 
should occur according to the morphology of the landscape. The results of the 
hydrological modelling were then combined with the results of the image classification to 
give a final classificatlon of wetlands. 
In the pilot project (Thompson et aL 2002) to map wetlands using remote sensing, the 
Department of Environmental Affairs and Tourism set the following aims: to map 90 
percent of all wetlands greater thanl ha and 50 percent of all wetlands less than 0.5 ha. 
The report by Thomp~;on et al. (2002) concluded that where small wetlands \vere present, 
medium resolution satellite imagery was not suitable for \vetland mapping. However 
medium resolution sa:ellite imagery can indicate a general presence or absence of small 
wetlands but cannot te used for accurate mapping purposes. In addition, they noted that 
vegetated wetlands generally had a lower mapping accuracy than open-water wetlands. 
6.2. Data choice and Preparation for this Dissertation 
The best time of year for the satellite images to be acquired is when the wetlands exhibit 
the most differences sJectrally to the surrounding vegetation. This is especially true in the 
case of vegetated wetlands. This period is usually during the transitional 'wet-up' or 'dry-
down' periods. In the summer rainfall areas, within which the study area falls, the 
optimum wet-period image period is likely to be from September to November. This is 
just after the onset of the summer rains when the wetlands are inundated and 
experiencing vigorow; early season growth compared with the surrounding non-wetland 
I The NDVI is used as is a greenness or biomass index and wetland ,md non-wetland areas should give 











vegetation By the same reasoning, the optimal dry season image acquisition time is from 
f\,tarch to Mayas wetl.mds are likely to remain wetter and greener for longer into the dry 
season than the surrounding non-wetland vegetation. Multi-temporal datasets (one wet-up 
and one dry-down imc.ge) are highly desirable .. However where only single date imagery 
exists, it is possible :0 utilize this provided the Image acquisition period is optimal. 
(Thompson et aI., 200::) 
The rainfall of Queenstown was carefully studied (Figure 14), as Queenstown is the 
closest weather station to Qoqodala with complete rainfall data. Using this data, optimal 
dates for two Landsat images and an Aster image were selected. The dry season Landsat 
TN{ image was selected from t-.Iay 1984, a wet-season Landsat ETM+ image was selected 
from November 200C: and as only wet-season Aster imagery was available, October 
2000 was selected. These dates fulfil the above criteria laid out by Thompson et aL 

























Figure 14: Rainfall data of Queenstown for 1984 and 2000 (Data obtained from 
S.A. Weather Servic,'s) 
The Landsat TM image was ordered from the NASA website to a level of processing IB 
which means that the tmage is orientated to a map projection, but it is not ortho-rectified. 
The Landsat ETM+ mage was ordered ortho-rectified from the Satellite Application 
Centre Finally the Aster image was ordered from the NASA Aster website also to a 











match the Landsat ETM+ image using ERMapper® Geoprocessing Wizard, Before this 
process could take place, the Aster short wave infrared (SWIR) bands were resampled to 
15metres in order to match the visible and near infrared (VNIR) bands, 
Universal Transverse Mercator (UTM) Zone 35 South based on the WGS84 datum was 
the map projection chosen for the research, 
ErMapper® 6,2 was used in the data preparation stages of the research, For all image 
processing beyond the georeferencing / orthorectification stage, ENVI® 3,5 was used, 
ArcView® 8,1 was used for all vector data processing, spatial analysis and map 
production, and the extension ArcView® Spatial Analyst was used when required, 
A base map was prepared using data gathered during the initial field trip; then during 
subsequent field trips the base map was expanded, This base map was used to assess the 
validity of results obtained in the office before field verification was undertaken, This 
base map can be seen in Figure 15, 
,;:; Seeps / springs mapped in the field 
Figure 15: Base map 
- 40-











6.3. The Landsat Classification Approach 
This methodology is based largely on the proposal by Thompson et al. (2002) with two 
major exceptions. Firstly, the process of creating a land cover map to exclude areas which 
cannot contain wetlands was modified. Secondly, the final hydrological modelling stage 
was also excluded from the research. After carrying out the image processing it was 
apparent that the hydrological modeling stage would not add any further values to the 
results. A flow chart depicting the various steps in this approach can be seen in Figure 16. 
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Instead of creating an initial land cover map, it was decided to rather exclude the flat 
inner ring from processing. The reason for doing this is threefold. Firstly the seeps tend to 
occur either on the dolerite or on the contact between the dolerite and the sediment. For 
the most part, the dolerite forms the slopes of the ring and sediment occurs on the flat 
inner ring. Secondly, due to the fact that the people rely on rainfall for irrigation, it is 
highly likely that if wetlands existed in the inner ring in the past, they made an ideal 
location f<?r crop or pasture and have been changed beyond recognition. Finally, the more 
homogeneous an image, the better the classification results will be (Smith, Wickham, 
Stehman and Yang, 2002), so it was decided to exclude the heterogeneous portions of the 
image which is the flat inner ring and only work with the more homogeneous dolerite 
upland portion of the image. The heterogeneous nature of the inner ring due to haphazard 
land use can be seen in Figure 17. 
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Following on from the above reasoning, a mask was created in the following manner: 
1. An Arc View® shape file of the dolerite had been digitized at a scale of 1 : 50000 
for the WRC project. The dolerite was then buffered by 200m to include areas of 
sediment immediately adjacent to the dolerite, as seen in Figure lSA. This was 
done in order to accommodate the fact that seeps often occur at the contact 
between two different geological units. 
2. The inner ring does not always consist entirely of sediment. In some cases, the 
sediment has been eroded leaving the dolerite of the lower sill exposed. This is 
the case in the Qoqodala ring. However, it was still felt necessary to exclude the 
inner ring in order to exclude the highly heterogeneous portions of the image. A 
slope analysis was performed using a digital elevation model (DEM) and all areas 
with a slope o ~ Jess than 5 degrees were clipped from the buffered dolerite layer, 
as seen in Figure 19B. The areas to be included in processing were given a code 
of I and those areas to be excluded a code of O. The vector layer was then 
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A tasseled cap transfcrmation was perfonned on each of the Landsat images, using the 
above mentioned mask to exclude the inner ring. Similarly a NDVI for each image was 
produced. These six r,~sulting files were then stacked to create a multi-layered file on 
which the classification was to be performed. 
As per the recommendations by Thompson et at. (2002), an unsupervised method of 
classification was chosen for this research for the following reasons: 
1. Although part:; of the study area were very well known, there were some regions 
such as the m(luntainous regions which had not been visited. One of the 
advantages of the unsupervised classification method is that e:<..1ensive prior 
knowledge of the region is not required (Campbell, 1996) 
From the outset it was surmised that the wetlands in question were very small 
(seeps) and finding training data would be difticult. Small classes which would 
otherwise be cverlooked in supervised classification as they would be included in 
other larger classes, are maintained when running an unsupervised classification 
(Campbell, 1996) 
3. The aim of the study was not to produce a land cover map but rather to identify 
one specific land cover i.e. wetlands. 
An ISODATA classifcation was run using ENVI software with a maximum output of20 
classes. The parametffs used in the ISODAT A classification can be found in Appendix 
D. 
6.4. Methodology ustd to process Aster Imagerv 
6.4.1. The Aster Classification Approach 
The method proposed by Thompson et at. (2002) was then moditied further for use with 
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Figure 19: Flowchart of Methodology for Aster Classification Approach 
As can be seen In Appendix B, Aster has three bands with a fifteen metre resolution 
making it a better cption for detecting smaller wetlands. However, there are two 
drawbacks with using Aster in this study. Firstly, only a single date image was available 
for the study area and. secondly, the wavelengths represented by Aster bands do not 
correspond exactly with the wavelengths represented by Landsat bands (see Appendix B). 
This necessitated the further modification of the technique proposed by Thompson et al. 
(2002). 
Ideally. the methodology requires multi-date imagery for this processing, but where only 
one image is available, a single date image can suffice provided that the image was 
acquired at an optimal time of year. For vegetated wetland detection, the optimal time of 











the wetland will show the most difference compared with the surrounding non-wetland 
vegetation. Wetlands are first to be inundated with water after the first rains, so wetland 
vegetation responds earlier in the season than non-wetland vegetation (Thompson et aI., 
2002). An Aster image was available for 16 October 2000 and as the summer rains began 
in September that year, this date is considered ideal if using single date imagery. This 
resulted in the dataset built for classification consisting of only three layers excluding the 
mask layer: the NDVI for the wet season and the greenness and wetness indices (from the 
tasseled cap transformation) for the wet season. This is in contrast to the six layers, 
excluding the mask la~'er used in the Landsat classification approach. 
The differences in band wavelengths between Aster and Landsat presented a particular 
challenge. The methodology required the application of the tasseled cap transformation 
(TeT) to the data. This is problematic as the TeT was developed for Landsat imagery 
and not Aster image)'. A concern of the author was whether the application of a 
technique specially dEveloped for Landsat image on Aster image is scientifically valid. 
Personal correspondence with Prof. Paul Mather suggested a method whereby 
coefficients of the tasseled cap transformation could be calculated specifically for Aster 
image data. This methJd is dependent upon the definition of the soil line and involves the 
identification of pixel;; of bare wet soil and bare dry soil. Since it is crucial that these 
pixels are recorded at the time of the satellite passing overhead, it was not possible to 
attempt this method. fhe reader can consult Mather (1999) for further reading on this 
subject. Since it was not possible to calculate coefficients for Aster imagery and the 
results were to be us(~d qualitatively and not quantitatively, it was decided to use the 
standard coefficients and assess the results. 
There is no equivalent for Landsat band 1 in the Aster bands and conversely there are 
four Aster bands that fall in the range of Landsat band 7. There appeared to be no 
alternative but to simJ=ly use Landsat band 1 resampled to 15m for the TeT on the Aster 
data. The ratio of input of each band to output index (see Table 1 below) was examined 











extent the greenness Index. Band 1 also has minimal influence on the wetness output 
index. It was thus decided that this was an acceptable solution. 
Table 1: Coefficients for the tasseled cap functions' brightness', 'greenness', and 
'wetness' for Landsat Thematic Mapper bands (Mather, 1999) 
TM Band 1 
Brightness i 0.3037 
Greenness -0.2848 









·4 5 7 
0.5585 0.5082 0.1863 
0.7243 0.0840 -0.1800 
0.3406 -0.7112 i -0.4572 
Landsat band 7 covers the wavelenf,rths represented by Aster bands 5, 6, 7 & 8. 
Correlation statistics were carried out in order to determine which of these bands 
correlated best to Landsat band 7. Additionally, the mean of the five bands was 
calculated, as was th-.: first principal component and correlations between these two 
outputs and Landsat tand 7 were also examined. The results, shown in Table 2 below, 
indicated that all the outputs were similarly correlated, with Aster band 7 slightly 
outperforming the rest 
Table 2: Correlations between Landsat band 7 and Aster bands. 
Landsat 
Band 7 
A pseudo-Landsat file was thus built as follows: 
Band 1 = Landsat band 1 
Band 2 = Aster band 1 
Band 3 = Aster band 2 
Band 4 Aster band 3 
Band 5 = Aster band 4 













Band 6 was excluded [s it is the thermal infrared band and these bands were not used due 
to their coarse resolution. 
The tasseled cap trans-ormation was then run on this tile using ENVI® software and the 
Greenness and Wetness Index was extracted and saved for later processing. 
The NDVI utilizes the near infrared and the visible red bands in its calculations. It is not 
sensor dependent and can be used with any sensor's data containing these wavelengths. 
In the Aster bands, band 3 is the near infrared band and band 2 is the visible red band and 
as such, these were the two bands used in the calculation of the NDV!. 
A multi-layer dataset was then created using the NDVI and the Greenness and Wetness 
Indices from the TCT An ISODA T A unsupervised classification was run on this dataset 
in the same way and u )ing the identical parameters as in the case of Landsat. 
6.4.2. Processing Aster as a Hyperspectral Image 
Instead of simply modifying and applying an already developed methodology, it was 
decided to test an alternative method. In order to expand the research, it was decided to 
regard the Aster ima:;e as a hyperspectral image and apply hyperspectral processing 
techniques to the image. Figure 20 details the methodology used in processing the Aster 
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Figure 20: Flowchart of the methodology used in the hyperspectral processing of 
the Aster image 
As has been seen from the field work conducted, the wetlands which are being attempted 
to map are in many cases smaller than the pixel size of the images. "The extent to which 
mixed pixels are contained in an image is a function of the spatial resolution of the 
remote sensing system used to acquire the image and the spatial scale of the surface 
features in question" (LiIlesand & Kiefer, 2000). In other words, what is occurring is a 
mixed pixel effect in that there are more than one land cover types captured within the 
sensors instantaneous field of view. The features that are being mapped are occurring at a 
sub-pixel leveL Spectral mixture analysis is a procedure which is designed to classify 
mixed pixels and is a way to accomplish sub-pixel classification (see Chapter 5.2.5.). 
Given the above, it would be prudent to use the Aster image for spectral mixture analysis 
rather than Landsat, as Aster contains more bands and the equation could be solved for 
more end members. However, in this study it is not necessary to identify all possible 
end members in a scen~ for the reason that only seeps/wetlands are being mapped. 
In this study this may present difficulties, as the wetlands which are being assessed 
consist primarily of grass and thus may be spectrally very similar to grasslands. It is 
unlikely that the wetlands in this case have a significant spectral signature. According to 
Gorte (In Stein et at :2002), in order to obtain information from multi-spectral imagery, 
the multi-dimensional continuous reflection measurements have to be transformed into 











classification. However. within different objects of the same class and even within a 
single object, the reflection is not always the same. Conversely, different thematic classes 
cannot always be distmguished in a satellite image because they display almost the same 
reflection. In cases such as these, deterministic methods such as unsupervised 
classification will no: be successful and an alternative method should be found. It is 
hoped that matched fi ltering will be that successful alternative method. Please note that 
explanations of the techniques about to be discussed can be found in Chapter 5. 
Spectral mixture analysis can only create a maximum of n + 1 endmembers in a scene 
where n the number of bands in the image. The Aster dataset contains nine bands 1 so a 
maximum of ten endmembers can be identified. Upon running the spectral mixture 
analysis, the known seeps were not isolated as being endmembers so an alternative 
method had to be found. It was decided to use matched filtering (also known as partial 
unmixing). The matc:led filtering process requires the identification of endmembers in 
the scene. These can be identified by running the PPI on a low order MNF component. 
Alternatively, if the land cover of interest is not identified as an end member after 
running the PPI, a user defined end member can be used. In this case, pixels of interest are 
selected by the user and defined as endmembers The partial unmixing process can then 
run using the user defined input endmembers in place of the PPJ identified endmembers. 













7.1. Results of Landsat Classification Approach 
The classification image that was produced did not indicate anyone class representing 
the known seeps so it was presumed that these wetlands were too small to be detected 
(see discussion of results in Chapter 8). It is possible that perhaps larger wetlands were 
present higher up the slopes in areas that had not been visited in the field and visual 
interpretation of the image revealed the probable occurrence of grasslands. Since the 
seeps lower down the 310pes are characterized by grass, it was presumed that the grass on 
the higher slopes co lid potentially contain wetlands. In addition, dense vegetation 
growing in river vall,~ys could be identified by visual inspection of the unprocessed 
image As these valleys and kloofs are potentially moister areas, these areas are also of 
interest to the study With the above in mind, five classes which could potentially contain 
wetlands were selectee! with three 'types' of potential wetlands being identified. 
The first type consisted of one class and was provisionally called kloof vegetation. It was 
believed that this clas~, constituted vegetation growing in kloofs, high shadow and moist 
areas or along riverbanks. Two further types were identified and provisionally called 
wetlands type one (made up of one class) and wetlands type two (made up of two 
classes) Wetlands tyres one and two were mostly located on the highest parts of the 
slope in areas that probably received the most precipitation and as a result, the potential 
for finding wetlands is greater. Fieldwork would later reveal the characteristics of 
wetlands type one and two. The three types of wetland classes were then vectorised. Area 
calculations revealed '.he tollowing: Kloof vegetation: 2130217m2 Wetland type one: 
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Figure 21: Results of the Landsat Classification Approach 
7.2. Aster Imagery 
7.2.1. Results of Aster Classification Results 
Similarly to the results of the Landsat classification approach, the results of the 
processing on the Aster imagery produced 20 classes with no one class representing the 
known seeps. The three wetland types, identified using the Landsat classification 
approach, were matched to the results from the Aster classification. Kloof vegetation in 
the Aster image was made up of three classes and covered a larger area: 4474125 m2 . 
Wetlands type one consisted of one class and covered an area of 7343837m2. Wetlands 
type two is made up of two classes and the area covered was 12699987 m2 . These results 
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Figure 22: Results of the Aster Classification Approach 
It is apparent was that the Aster imagery tends to select smaller areas for each class than 
Landsat but the difference between total area covered (with the exception ofkloofs) does 
not appear to be significant. A comparison between the results obtained using the Landsat 
classification approach and the Aster classification approach is given in Table 3. 
Table 3: Total area covered by each wetland type. 
Total Area (m2) Mean Area m2) No polygons No classes 
Aster: Kloof 4474125 2048 2184 3 
Aster: Type 1 7343837 1380 5319 1 
Aster: Type 2 9014726 1550 5813 2 
Landsat: Kloof 2130217 8486 251 1 
Landsat: Type 1 8909743 9027 987 1 
Landsat: Type 2 12699987 8627 1472 2 
Total Aster (excluding kloof) = 16358563m.l 











7.2.2. Results of Hyperspectral Processing Techniques 
The matched filter algorithm was run on the first three mInImum nOIse fraction 
components (see Chapter 5). The matched filter algorithm produces a greyscale image 
with values around 1, A value of 1 indicates an exact match to the input pixel and the 
further from I the value moves, the less of a match the pixel is to the input pixel. The 
result of this matched t11ter algorithm produced values which range from -4 to +4. Values 
of between 0.8 and 1.:2 are considered to be close to one and these values were used to 
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0: Results of Matched Filtering. Values of between 0.8 and 1.2 are displayed. 











7.3. Field Verification of Results 
Fieldwork was carried out in March 2003. The study area was divided into four areas that 
covered the largest areas of suspected wetlands (Figure 23). The aim was twofold. Firstly 
to visit the four areas and do a "presence or absence" check to determine whether or not 
the classes selected are in fact wetlands. Secondly if there are wetlands present, one area 
would be chosen and the accuracy of the results of the Landsat classification approach to 
the results of the Aster classification approach would be compared. 
After a field trip to all four areas, it became apparent that what had been identified as 
being a wetland type I and wetland type 2 was in fact grassland which was being used as 
pasture for cattle There was no visible difference between 'wetland' type I and type 2 
except that perhaps type 2 was more of a mixed type of grass and small loose boulders or 
interspersed with small shrubs, whereas type one tended to consist mostly of grass. 
The following could explain why the Aster classification approach did not detect as many 
'wetlands' as the Landsat classification approach: 
The Aster image was acquired in October 2000 and the Landsat image was taken in 
November 2000. The summer rain of 2000 began in September which means that the 
landscape captured by the Landsat image was exposed to a month more rain than the 
landscape captured b:1 the Aster image. In that month the temperature would have 
increased, the dayligh: hours would have extended and these coupled to the additional 
rainfall would have induced grass growth. So the landscape captured in the Aster image 
simply does not have as much green grass as the landscape captured by the Landsat 
Image. 
From this result, it wa, unnecessary to conduct a more detailed survey of one of the four 
areas as there were no wetlands to be surveyed. It was also not practical to try to 
determine the respective accuracy of the Landsat classification approach and the Aster 
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DISCUSSION OF RESULTS 
It can be seen by the results presented in the previous chapter that the methodology 
selected for this research was not successful in the study area. In this chapter possible 
reasons for this will b~ discussed. 
The first problem encountered which became apparent after field work at the start of this 
research was the size of the wetlands in the study area. After initial processing it became 
obvious that the small seeps which had been located on the side of the slopes during field 
work were not being detected using the methodology of the project. At that point it was 
decided to see if these small seeps were the only wetlands present in the study area or if 
there were in fact llrger wetlands perhaps on the upper slopes that had not been 
discovered during ini :ial field work. The classes that were selected as possible wetland 
classes were found to be pasture/ grasslands on field checking. 
In order to try to understand why the methodology was unsuccessful, the following issues 
need to be addressed 
1) Size of the individual entity which was attempted to map 
2) Scene charactt'ristics 
For this discussion Curran and Atkinson (1999) and Smith et al. (2002) were referred to 
frequently. Curran and Atkinson (1999) address the issues of scale and the choice of an 
optimum spatial resolution (pixel size) for the study of our environment using remotely 
sensed data, 
"An observer trying 10 estimate the length of England's coastline from a satellite will 
make a smaller guess than an observer trying to walk its coves and beaches, who will 
make a smaller gues:; in tum than a snail negotiating every pebble" (Mondelbrot, In 











This observation illLstrates that the length of a phenomenon depends on the spatial 
resolution at which it is measured. According to Curran and Atkinson (1999) the similar 
conclusion that remotely sensed observation of a phenomenon depends on its area (i.e. its 
pixel size) is rarely dr awn. 
Curran and Atkinson (1999) illustrate using an example: 
.... imagine measurin:; the perimeter of your hand with a 1 em long ruler and a I mm long 
ruler. The 1 mm long ruler would capture more of your hands variability and the 
perimeter would be longer than if the 1 em long ruler had been used. Likewise, if we 
asked you to estimate the brightness of your hand over 1 em x 1 em squares and 1 mm x 
1 mm squares then although the average brightness would be the same, the variability 
would have a larger range. The hundred 1 mm x 1 mm squares within each 1 em x 1 cm 
square would not all Jossess the same value of brightness and in capturing more of your 
hands variability, would have a larger range. In other words, the variability in brightness 
of a surface is dependent upon pixel size and it follows that the degree of this dependency 
is related to the spatial properties of that surface" 
An example of this in remote sensing would be in agricultural regIOns where the 
dominant spatial frequency of the scene is determined by the dimensions of a typical 
field. In this case, the land cover will be most accurately mapped if field sized pixels are 
used. If pixels smalifr than a field are used, then the within field observations will be 
observed and cause misclassification. Similarly, if pixels larger than a field are used, then 
classification accuracy decreases as interference between fields occurs. (Curran & 
Atkinson, 1999) 
When using Landsat and Aster imagery, the size and the shape of the pixels are constant. 
As a consequence of :hese constants, geostatistic techniques that make use of this spatial 
autocorrelation can be used to understand the influence of pixel size on remotely sensed 
observations and the environment they represent. Curran and Atkinson (1999) can be 











In the late 80' s a series of papers was published that discussed images in terms of spatial 
autocorrelation between pixels. For example, homogeneous areas were seen as having 
high spatial autocorrelation (neighbouring pixels were similar) such that a coarse spatial 
resolution (i.e. large rixel size) would be appropriate, whereas heterogeneous areas were 
seen as having low ;;patial autocorrelation (neighbouring pixels dissimilar) so a fine 
spatial resolution (i.e. small pixel size) would be needed. (Curran and Atkinson, 1999) 
Smith et al. (2002) conducted a study to evaluate the impact of patch size and scene 
heterogeneity on accuracy of classification in land cover mapping. According to Smith et 
al. (2002), landscape characteristics that have been hypothesized to contribute to pixel 
misclassification include high land cover heterogeneity, small patch size and convoluted 
shapes all of which result in pixels being harder to classify In addition, errors along land 
cover boundaries mav be compounded because a substantial proportion of the signal, 
apparently coming frem a land area represented by a specific pixel, actually comes from 
that pixel's neighboms (Townshend et al., 2000) This results in a tendency for 
misclassified pixels to form chains along the boundaries of homogeneous patches. 
They concluded that as heterogeneity increases, the probability of misclassifying pixels 
increases, while as patch size increases, the probability decreases. 
The result of applyin~. the pixel purity index to the Aster image was to confirm that the 
spectral signature of the seeps present in the images is not significantly different to the 
surrounding signature; as the seeps were not identified as end members. The fact that the 













The objective of the research to establish the possibilities of mapping wetlands in 
Qoqodala using Landsat and/or Aster Imagery was met It was discovered that, in the 
study area, it is not possible to map small wetlands usmg either Landsat or Aster 
Imagery. 
The methodology proposed by Thompson et al (2002) and adapted and applied to the 
study area was unsuccessful in detecting seeps in Qoqodala. This supports the claim by 
Thompson et al (201)2) that the technique is inadequate for accurate small wetland 
mapping. However, contrary to the finding of Thompson et aL (2002). in this study area, 
satellite-based mapping using Landsat-type Imagery could not be used to indicate a 
general presence or absence of wetlands. 
The method proposed by Thompson et a1. (2002) which was modified for use with Aster 
imagery was also unsuccessful in detecting seeps in the study area. The higher resolution 
of the Aster image ,md the increased number of spectral bands did not make any 
significant difference 0 the mapping of seeps in the study area. 
Finally, treating Aster as a hyperspectral image and processing it as such did not yield 
any better results. It lad been postulated that hyperspectral processing may have been 
more appropriate than other classification methods for mapping a single land cover type 
i.e. seeps. In this study area, this was not found to be the case 
The smaller the patch size of individual land covers, the more heterogeneous the 
landscape and the less accurate the classification result Although the most heterogeneous 
inner ring was masked from the image classification, the landscape was nonetheless too 











imagery and this method, The reason for the lack of success of the methodologies is 
detailed in the discus~ion of the results (Chapter 8) 
Summarized, the wetlands are too small and spectrally too similar to surrounding 
vegetation to be accurately mapped using Landsat and Aster imagery In addition, the 
landscape itself is very heterogeneous which compounds the difficulties in accurately 













The fact that the methodologies used in this research project were unsuccessful in the 
study area implies tha1 there should be many recommendations 
It is recommended that in order to map seeps in the study area, two methodologies should 
be considered; near in :Tared (NIR) aerial photography or field mapping. 
NIR aerial photography is very expensive as the photography is not readily available for 
the study area and would have to be flown. In addition, the exercise of orthorectifying the 
photographs would have to be undertaken followed by the actual identification and 
delineation of the wetlands. The costs involved in this process would not be justifiable. 
Although field mappmg is usually a time-consuming and expensive optIon, 10 this 
particular study area i1 may be a viable alternative. It was mentioned in the description of 
the study area in Chapter 3.4 that the majority of the local population is unemployed. The 
opportunity to empower the community by teaching basic map skills and employing them 
to do the field mappirg could be beneficial to all involved. Quality checks would ensure 
that accurate mapping was being conducted. However the disadvantage is that once the 
project is completed, the jobs disappear and in all likelihood, the relief from poverty 
would only have been temporary. 
With regard to the remote sensing result In this research three maIO reasons for the 
disappointing results were identified: 
• Size of the seeJS 
• Heterogeneom landscape 











If the study area and the object to be mapped are well known to the researcher before 
commencing with the project, the researcher should be able to decide whether or not 
remote sensing is tht, right approach for his or her particular study. One of the most 
important tactors to be considered in this decision is the size of the object to be mapped 
in relation to the scale of the imagery This should be assessed prior to the purchase of the 
imagery. Secondly, the homogeneity of the landscape should be evaluated as the more 
homogeneous a lands,::ape, the more accurate the results of a classification. This decision 
is often very difficult prior to purchase of the imagery as a landscape may appear uniform 
to the human eye viewed from a horizontal plane, but appears heterogeneous when 
viewed from above ina satellite image. Finally, if the spectral response of the object 
being mapped is very similar to another object in the image, it can be very difficult, if not 
impossible to distinguish the two Unfortunately this cannot be determined until the 
image statistics have been examined and at this point the imagery has already been 
purchased so the researcher is committed to using that imagery. 
The final recommendltion is to consider the qualifications of the researcher carrying out 
the processing of the satellite images The researcher should be qualified in the science 
required by the aims of the project e.g. ecologist, geologist, geographer as well as in 
advanced image proc:ssing techniques. Alternatively, researchers should work in multi-
disciplinary teams in ,)rder to have the necessary expertise in both the natural sciences as 
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BASIC PRINCIPLES OF REMOTE SENSING 
Numerous definitions have been found in the literature for remote sensing. Campbell 
(1996) defines remote sensing as: "the practice of deriving information about the earth's 
land and water surfaces using images acquired from an overhead perspective, using 
electromagnetic radiation in one or more regions of the electromagnetic spectrum, 
retlected or emitted from the earth's surface." 
Campbell (1996), Mather (1999) and Lillesand & Kiefer (:2000) all grve excellent 
introductions to the concepts of remote sensing. The following discussion is adapted from 
their texts. 
Electromagnetic radiation/energy (EMR) is generated by several mechanisms, including 
changes in the energy level of electrons. acceleration of electrical charges, decay of 
radioactive substances, and the thermal motion of atoms and molecules. Nuclear 
reactions within the SJn produce a full spectrum of EMR, which is transmitted through 
space without experiencing major changes. As this radiation approaches the earth, it 
passes through the atmosphere before reaching the earth's surface However, oxygen, 
carbon dioxide and water vapour present in the atmosphere, all absorb different ranges of 
wavelengths more or less completely. This means that only some of the continuum of 
electromagnetic radia:ion can be used for remote sensing of materials at the earth's 
surface. These "block-outs" are known as atmospheric windows. Other atmospheric 
interactions further rt;strict what is possible. Clouds prevent all radiation, with the 
exception of wavelengths in the microwave region, from reaching the earth's surface. The 
presence of molecules of oxygen, nitrogen, water vapour and dust particles cause 
scattering which prod lces haze in the visible wavelengths. Refraction (the bending of 
light), occurs as EMR passes through atmospheric layers of varied clarity, humidity, and 
temperature. These atmospheric effects may have a substantial impact on the quality of 












As EMR reaches the earth's surface, it is retlected, absorbed or transmitted. Reflection 
occurs when a ray of light is redirected as it strikes a non-transparent surface. The nature 
of the reflection depends upon the size of surface irregularities in relation to the 
wavelength of the radiation considered. If the surface is smooth relative to wavelenbTth, 
specular reflection oc curs, whereby almost all incident radiation is redirected in a single 
direction. If a surface is rough relative to wavelength, diffuse or isotropic reflection 
occurs. In this case, energy IS scattered more or less equally in all directions. 
Transmission of radiation occurs when radiation passes through a substance without 
significant attenuatiol (reduction in intensity). Water bodies are an example of good 
transmitter of EMK and leaves of plants transmit significant amounts of radiation in the 
infrared wavelen!,Tths 
A fundamental premi:;e in remote sensing is that we can learn about objects and features 
on the earth's surface by studying the radiation ret1ected and/or emitted by these features 
A set of observations I.)r measurements observed over a range of wavelengths, constitutes 
a spectral response pattern, also known as a spectral signature. Wolff, 1965 in Campbell 
(1996) states: "Everyhing in nature has its own distribution of reflected, emitted and 
absorbed radiation. These spectral characteristics can if ingeniously exploited - be used 
to distinguish one thing from another or to obtain information about shape, size and other 












LANDSAT AND ASTER IMAGERY 
Since the 1960s a very large number of satellites have been launched. For this research, 
data from two different sensors was used (Landsat and ASTER), and thus only these two 
will be discussed. Bo~h Landsat and ASTER imagery can be ordered via the Internet and 
there is extensive infOrmation regarding these sensors available on these sites. Most 
introductory texts to remote sensing dedicate a chapter to describing the available 
sensors. However, as ASTER was only recently launched. only electronic texts on 
ASTER were found ir the literature. 
The Earth Resources Technology Satellite (ERTS) Program launched the first of a series 
of satellites (ER TS 1) in 1972. Part of the ~ational Aeronautics and Space 
Administration's (NASA) Earth Resources Survey Program, the ERTS programme and 
ER TS satellites were I ater renamed Landsat. This \vas to better represent the civil satell ite 
program's prime emphasis on remote sensing of land resources. The latest satellite, 
Landsat7 was launched on 15 April 1999. This satellite carried the enhanced thematic 
mapper plus (ETM+). ETM+ is an enhanced version of the thematic mapper (TM) sensor 
110wn aboard the previous landsat4 and -5 satellites. Sensor enhancements include the 
addition of the panchromatic band and two ranges, improved spatial resolution for the 
thermal band and two :;olar calibrators. (USGS, 2002) 
Aster (Advanced Spacebourne Thermal Emission and Reflection Radiometer) is an 
imaging instrument that is flying on Terra, a satellite launched in December 1999 as part 
of NASA's Earth Observing System (EOS). Aster will be used to obtain detailed maps of 
land surface temperature, emmissivity, reflectance and elevation. The EOS platforms are 
part of NASA's Earth Science Enterprise, whose goal is to obtain a better understanding 
of the interactions between the biosphere, hydrosphere, lithosphere and atmosphere. The 
ASTER instrument was built in Japan for the Japanese Ministry of Economy, Trade and 
industry. A joint Ur ited States/Japan team is responsible for instrument design, 
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ADVANTAGES AND DISADVANTAGES OF SUPERVISED AND 
UNSUPERVISED CLASSIFICATION 
Campbell (1996) hig'1lights the advantages and disadvantages of both supervised and 
unsupervised c1assitiGation as follows: 
Unsupervised classification: 
Advantages No extensive priorknDlfledge of the region is required. However, this does 
not mean that the analyst can be completely ignorant of his or her study area as the 
classes resulting trOIT the classification need to be allocated meaningful class names post 
c1assi fication. 
The opportlllli(vjor hI/man error is minimized. ~lany of the detailed decisions required in 
supervised classificat~on are not required for unsupervised classifications so user bias is 
excluded. If the analy.:;t has inaccurate perceptions of his or her study area, he or she will 
have little opportunity to influence the outcome of the classification. 
Unique classes are re:ognjzed as distinct units. 
Small classes which would otherwise be overlooked in supervised classification and 
included in other larger classes are maintained when running an unsupervised 
classification. 
Disadvantages: Class!s identified by the classification do flO! necessarily match true 
land lise covers. Unsuoervised classification identifies spectrally homogeneous classes 
within the data. These classes are not necessarily of use to the analyst and the analyst 
may have difficulty in matching the classes produced by the classification to the classes 
of interest required by the project. 
Temporal changes Calise loss in relationship between resulting classes from classification 
and real land lise classes. Spectral properties of a scene change over time. This results in 
a fluctuating relationship between spectral classes and land use classes The implications 











Ana~vst has limited control. The analyst has very limited control over the menu of classes 
and their specific identities. This means that the results of a classification can seldom be 
matched to results inln adjacent region or at a different date. 
Supervised classifica tion: 
Advantages: User dejilled classes. The analyst has control over which land cover classes 
he or she wishes to cbssify. This can be vitally important for time series analyses or 
where the classification needs to be compared to a classification from a different region 
('lasses are always /a,own. The analyst knows exactly which land cover classes he is 
attempting to map so :s not left with the problem of trying to map classes with land cover 
types. 
Error detection is simplified. The analyst can easily have an idea of the accuracy of the 
classification by checking to see whether the training data has been correctly classified. 
Disadvantages: Classification structure imposed Oil the data. The classes selected by the 
analyst may not mater the natural classes contained in the data As a result, these classes 
may not be clearly de1ined in multi-dimensional space 
Poor training data. Training data are often focused on information properties rather than 
spectral properties. For example, a training region which is 100 % water body may have a 
ditferent spectral response within the training area due to difference in water depth, 
turbidity etc. 
{raming data ma.y nOI represent conditions throughout the image. This could be due to 
the fact that the image is very large, complex or some areas are inaccessible therefore 
lack of ground data exists. 
Unique or .<;mall categories may he neglected due to the fact that they are unknown to the 












PARAMETERS USED IN THE ISODATA CLASSIFICATION 
Number of classes: minimum 5, maximum 20: 
Maximum number of iterations: 99 
Change threshold °ltl: 5 
Minimum no of pixels in a class: 5 
Maximum class standard deviation 
Minimum class distance: 5 
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