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In the paper we deﬁne and study classes Wn(Θ,M j) of non-negative real functions
associated with the classes M j of j-times monotone functions. These classes are
generalizations of n-Wright-convex functions introduced in Gilányi and Páles (2008) [2]
and studied by Maksa and Páles (2009) [6]. We prove that each function from Wn(Θ,M j)
can be represented as a series of functions generated by a function from M j . We give
an integral representation of these functions in the case when a random variable Θ has
an exponential or a discrete arithmetic distribution. As a consequence we show, that for
an arithmetic discrete Θ ,
⋂∞
n=1 Wn(Θ,M j)M∞, and that when the Θ is exponential
we have equality in the above formula.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Throughout this paper N, R, R+ and I will denote the sets of all positive integers, real numbers, positive real num-
bers, and a nonempty open subinterval of R, respectively. We ﬁrst recall some deﬁnitions and give some preliminary
results.
A function F : I → R is called completely monotone (non-increasing) if F has derivatives of all orders and satisﬁes
(−1)n F (n)(x)  0 for all x ∈ I and n = 0,1,2, . . . . A characterization of completely monotone (non-increasing) functions
on (0,∞) is given by the Bernstein–Widder theorem (see [12, p. 161]), which states that F is completely monotone (non-
increasing) on (0,∞) if and only if
F (x) =
∞∫
0
e−xu dβ(u) (x > 0), (1.1)
where β(u) is non-decreasing. By the standard deﬁnition (cf. [9]) a real valued function F : I → R is called convex if
F (tx + (1 − t)y) t F (x) + (1 − t)F (y) (x, y ∈ I , t ∈ [0,1]). A function F is called n-times monotone (non-increasing), where
n ∈ N, n  2 if (−1)k F (k)(x) is non-negative, non-increasing and convex for x ∈ I and for k = 0,1, . . . ,n − 2. When n = 1,
F (x) will simply be non-negative and non-increasing. The analogue of (1.1) for n-times monotone (non-increasing) functions
on (0,∞), n 1 is
F (x) =
∞∫
0
[
(1− ux)+
]n−1
dβ(u) (x > 0), (1.2)
with β(u) being non-decreasing (see [13]).
E-mail address: trajba@ath.bielsko.pl.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.10.046
T. Rajba / J. Math. Anal. Appl. 388 (2012) 548–565 549In this paper we also study non-decreasing completely monotone and non-decreasing n-times monotone functions, shortly
completely monotone and n-times monotone, respectively. A function F : I → R is called completely monotone if F (n)(x)  0
for all x ∈ I and n = 0,1,2, . . . . F is called n-times monotone (n 2) if F (k)(x) is non-negative, non-decreasing, and convex
for all x ∈ I and for k = 0,1,2, . . . ,n − 2. When n = 1 that means that F (x) is simply non-negative and non-decreasing.
From (1.1) and (1.2) we obtain the following representations of functions F : R → [0,∞) which are completely monotone or
(n+ 1)-times monotone, respectively,
F (x) =
∞∫
0
exu dβ(u), (1.3)
F (x) =
∞∫
−∞
[(x− u)+]n
n! dβ(u), (1.4)
with β(u) being non-decreasing.
Let J = (−∞,a) (a ∈ R∪{∞}) and Mn( J ) (n ∈ N) be the set of all n-times monotone functions on J . Let Mn = Mn(R).
By (1.4), every F ∈ Mn+1( J ) is given by
F (x) =
a∫
−∞
[(x− u)+]n
n! dβ(u), (1.5)
where β ∈ M1( J ). Moreover, β(u) is unique at its points of continuity and β(u) = F (n)(u) a.e. If F satisﬁes (1.5) then we
write F = In(β), and say that F is generated by the function β . Let M∞( J ) be the set of all completely monotone functions
on J , and let M∞ = M∞(R). Without loss of generality we may assume that if F : J → [0,∞) is non-decreasing then
F (−∞) = 0 and F is left-continuous.
In 1954 E.M. Wright [14] introduced a new convexity property for real functions: a function F : I → R is called Wright-
convex (cf. [9]) if F (tx + (1 − t)y) + F ((1 − t)x + ty)  F (x) + F (y) (x, y ∈ I , t ∈ [0,1]). Note that convex functions are
Wright-convex.
In order to deﬁne randomized higher-order convexity concepts we need to recall the notions of the backward translation
and difference operators τh and h . Our terminology here is different from that of Maksa and Páles [6]. For a ﬁxed number
h the operators τh and h , acting on real functions F : I → R, are deﬁned by
τh F (x) = F (x− h), x ∈ I, x− h ∈ I, (1.6)
h F (x) = F (x) − F (x− h), x ∈ I, x− h ∈ I, (1.7)
respectively. The iterates ph of h , p = 0,1,2, . . . are deﬁned by the recurrence as 0h F = F , p+1h F = h(ph F ). More
generally, the superposition of several difference operators will be denoted shortly
h1h2...hp F = h1h2 . . .hp F , p ∈ N. (1.8)
With this notation, a function F is called Jensen-convex of order p (p  1) if p+1h F (x) 0 (h > 0, x ∈ I , x− (p + 1)h ∈ I).
Following Gilányi and Páles [2], a function F : I → R will be called Wright-convex of order p (or shortly p-Wright-convex),
p ∈ N, if
h1...hp+1 F (x) 0 (h1, . . . ,hp+1 > 0, x ∈ I, x− h1 − · · · − hp+1 ∈ I). (1.9)
The notion of higher-order Wright-convexity is a generalization of the higher-order convexity. It is well known that n-convex
functions are n-Wright-convex [6]. Recall, that the concept of nth order convexity is classical: the concept already appears
in the Dissertation of Eberhard Hopf [3], its systematic study essentially began with a paper by Popoviciu [7] and was
continued in many other works by the same author. The entire theory is surveyed in his monograph [8] (cf. also [4]). The
following characterization of higher order convexity of continuous functions is well known and can be found in [4, p. 392]:
a continuous function F is n-convex (n > 1) if and only if F is class Cn−1 and F (n−1) is convex. It is also known that if n 2
and F : I → R is n-times monotone, then F , being convex on an open interval, is continuous (cf. [4, p. 149]). We have (see
also [6]).
Proposition 1.1. Let n 2 and let f : I → R be a function. Then the following statements are equivalent:
(a) f is n-times monotone (non-decreasing),
(b) f is Jensen-convex of order p, for p = 0,1, . . . ,n− 1,
(c) f is convex of order p, for p = 0,1, . . . ,n− 1,
(d) f is Wright-convex of order p, for p = 0,1, . . . ,n− 1,
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(non-decreasing).
In this paper we consider a generalization of p-Wright-convex function via randomization. Let Θ be a real valued ran-
dom variable with the distribution μΘ concentrated on [0,∞). The degenerate distribution at x ∈ R will be denote by δx .
Throughout this paper we will always be assuming that μΘ = δ0. As is common and convenient, δx(u) (u ∈ R) will also
stand for the Dirac delta function.
Replacing in (1.8) real numbers h1, . . . ,hp (p ∈ N) by independent random variables Θ1, . . . ,Θp and taking expectation
we deﬁne the randomized difference operator
Φ p F = ΦΘ1...Θp F = EΘ1...Θp F ,
with the convention that Φ0F ≡ 0. Let Q be a subset of the set of non-negative, non-decreasing and left-continuous real
functions on the real line R. We say that Q is completely closed if Q is closed under linear transformations (i.e. a1F1 +
a2F2 ∈ Q , whenever ai > 0, Fi ∈ Q , i = 1,2), under translations, and under pointwise convergence. Assume that Q is
completely closed. Given a function F ∈ Q we say that F is (Θ1, . . . ,Θp)-Wright-convex under Q (p ∈ N), if Φ jΘ1,...,Θ j F ∈ Q ,
for j = 1,2, . . . , p. If the random variables Θ1, . . . ,Θp are independent copies of a random variable Θ then we say that F
is p-times Θ-Wright-convex under Q , or shortly p-times Θ-Wright-convex. Let Wn = Wn(Θ, Q ) (n = 1,2, . . .) be the set of all
functions F ∈ Q such that F is n-times Θ-Wright-convex under Q .
In Section 2 we deﬁne the class Wn(Θ, Q ) of functions which are n-times Θ-Wright-convex under a class Q ⊂ M1.
These functions are deﬁned in terms of randomized differences operators. We prove that every function from this class can
be represented as a series of functions generated by a function from Q .
In Section 3 we give a characterization of functions from the class Wn(Exp(1), M1) when the random variable Θ is
exponentially distributed, Θ ∼ Exp(1). We also give an integral representation of these functions. We will show that any
function from Wn(Exp(1), M1) can be represented as a sum of functions generated by an (n+1)-times monotone function.
We give the following characterization of the nth order randomized translation operator UnExp(1): the function U
n
Exp(1)F is
(n+ 1)-times monotone if F ∈ Wn(Exp(1), M1).
In Section 4 we prove that for Θ ∼ Exp(1) the class W∞(Exp(1), M1) of completely Θ-Wright-convex functions coin-
cides with the class of completely monotone functions.
In Section 5 we give a characterization of higher-order Θ-Wright-convexity as well as completely Θ-Wright-convexity
for Θ ∼ Exp(1), under the class M j ( j = 1,2, . . .) of multiple-monotone functions. We obtain an integral representation
of these functions. We also study n-times Exp(1)-Wright-convexity (or randomly n-times Exp(1)-Wright-convexity) under
the class M0 of non-negative distributions of the ﬁrst order which is deﬁned as the class of functions F (x) for which the
randomized differences operators are non-negative: EΘ1...Θk F (x)  0, k = 1,2, . . . ,n, where Θ1, . . . ,Θn are independent
copies of Θ ∼ Exp(1). These functions are randomized versions of (n − 1)-times Wright-convex functions, i.e. functions for
which the difference operators are non-negative: h1...hk F (x) 0, h1, . . . ,hk > 0, k = 1,2, . . . ,n. We obtain an integral rep-
resentation of randomly n-times Exp(1)-Wright-convex functions and we give an example of a function which is randomly
n-times Exp(1)-Wright-convex but there are no h1, . . . ,hn > 0 such that h1...hn F  0. In Section 6 we study the multiplica-
tive analogues of multiple and completely Θ˜-Wright-convexity. We give an integral representation of these functions in the
case when Θ˜ ∼ U (0,1) is uniformly distributed.
In Section 7 we study n-times Θ-Wright-convexity under the class M j ( j = 0,1,2, . . .) when Θ has certain arithmetic
discrete distribution, Θ = Xp . We obtain an integral representation of functions, in this case of convexity. We prove that if
Θ = Xp , then the class M∞ of completely monotone functions is a proper subset of the class W∞(Xp, M j), j = 0,1, . . . ,
of completely Θ-Wright-convex functions.
In Section 8 we list some open problems which are closely related to the research in this paper.
2. The classWn(Θ, Q )
This section contains some preliminary ﬁndings. We prove, among others, that any n-times Θ-Wright-convex under Q
function F is generated by a function G ∈ Q , and we show that F can be represented as a series of functions generated
by G .
Let Q be a nonempty subset of the class M1 of non-negative non-decreasing functions on R (brieﬂy 1-time monotone).
Throughout this paper we will always be assuming that Q is completely closed. Although one can also study the Θ-Wright-
convexity for functions F : (−∞,a) → [0,∞), a ∈ R, for simplicity of the calculations we restrict our attention to the case
a = ∞.
Let F ∈ Q and let Θ be a random variable concentrated on [0,∞) (μΘ = δ0). Replacing in (1.6) and (1.7) the real number
h by the random variable Θ and taking expectations, we deﬁne the randomized translation and randomized difference
operators U and Φ as
U F (x) = UΘ F (x) = EτΘ F (x), x ∈ R, (2.1)
Φ F (x) = ΦΘ F (x) = EΘ F (x), x ∈ R, (2.2)
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UnF (x) = UnΘ F (x) = UΘn...Θ1 F (x) = UΘn
(
UΘn−1...Θ1 F (x)
)
,
Φn F (x) = ΦnΘ F (x) = ΦΘn...Θ1 F (x) = ΦΘn
(
ΦΘn−1...Θ1 F (x)
)
,
where Θ1, . . . ,Θn are independent copies of the random variable Θ . For n = 0 we set U 0F (x) = F (x) and Φ0F (x) ≡ 0. It is
not diﬃcult to prove the following four lemmas.
Lemma 2.1. The operators UΘn ...Θ1 and ΦΘn ...Θ1 are symmetric under the permutations of Θ1, . . . ,Θn.
Lemma 2.2. The operators Un, Φ p (n, p ∈ N) and τh (h > 0) are linear and they all commute.
Lemma 2.3.
UnF (x) =
∞∫
0
. . .
∞∫
0
F (x− h1 − · · · − hn)μΘ(dh1) . . .μΘ(dhn),
Φn F (x) =
∞∫
0
. . .
∞∫
0
h1...hn F (x)μΘ(dh1) . . .μΘ(dhn).
Lemma 2.4.
Φ F = (I − U )F , (2.3)
F = U F + Φ F . (2.4)
Let Θ1,Θ2, . . . be independent copies of the random variable Θ and let G ∈ Q . Deﬁne the operator J (G) in the following
way
J (G) = JΘ(G) =
∞∑
n=0
UΘn...Θ1G =
∞∑
n=0
UnG. (2.5)
Lemma 2.5. If F ∈ Q , then Un F (x) −−−→n→∞ 0 (x ∈ R).
Proof. Let F ∈ Q . It is not diﬃcult to see that
U F = F if and only if F ≡ 0. (2.6)
Taking into account that the function F is non-decreasing and non-negative we have
0 τΘ F (x) F (x), μΘ a.e. (x ∈ R).
So taking expectations we obtain
0 U F (x) F (x) (x ∈ R).
By iterating the latter inequality we get
O  Un+1F (x) UnF (x) (n = 1,2, . . . , x ∈ R).
Notice that the bounded and monotone sequence {UnF }, n = 1,2, . . . has a limit, say ϕ . Since the function F is non-
decreasing, in view of Lemma 2.3, the functions UnF are non-decreasing for all n ∈ N. Consequently ϕ is non-decreasing.
Clearly, Uϕ = ϕ . From (2.6), with ϕ in place of F , we conclude that ϕ ≡ 0. This completes the proof. 
After these preliminaries, we now turn to the deﬁnition of the Θ-Wright-convexity. We say that a function F ∈ Q is Θ-
Wright-convex under Q (or Θ-Wright-convex) if Φ F = ΦΘ F ∈ Q . We say that F is n-times Θ-Wright-convex under Q (n ∈ N)
(or n-times Θ-Wright-convex) if Φ j F = Φ jΘ j ...Θ1 F ∈ Q for j = 1,2, . . . ,n, where Θ1, . . . ,Θn are independent copies of the
random variable Θ . The set Wn = Wn(Θ, Q ) (n = 1,2, . . .) consists of all functions F ∈ Q which are n-times Θ-Wright-
convex under Q . Put W(Θ, Q ) = W1(Θ, Q ) and W0(Θ, Q ) = Q .
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(i) F ∈ W(Θ, Q ),
(ii) Φ F ∈ Q ,
(iii) (I − U )F ∈ Q ,
(iv) F = U F + G, where G ∈ Q ,
(v) F = J (G), (2.7)
where G ∈ Q . Moreover, the function G is unique, and we have
G = Φ F = (I − U )F .
Proof. The equivalence (i) ⇔ (ii) follows immediately from the deﬁnition of the class W(Θ, Q ). From Lemma 2.4 we obtain
(ii) ⇔ (iii). Of course (iii) ⇔ (iv). The fact that (v) implies (iv) is trivial.
It therefore remains to prove (iv) ⇒ (v). Assume that F = U F + G , where G ∈ Q . Iterating the latter n-times we obtain
that UnF = Un+1F + UnG (n ∈ N). Hence F can be written as
F = G + UG + · · · + UnG + Un+1F (n ∈ N).
Letting n → ∞, by Lemma 2.5 we obtain (v). This completes the proof. 
Since by (2.7) the function G completely describes the function F ∈ W(Θ, Q ), in the sequel we say that F is generated
by G , and we call G to be the generator of F . Let DΘ = DΘ(Q ) be the set of all G ∈ Q such that J (G)(x) = JΘ(G)(x) < ∞
(x ∈ R).
By iterating (2.5) we can deﬁne Jn for every n = 1,2, . . . ,
Jn(G) = J( Jn−1(G)),
with the convention that J0(G) = G . It is not diﬃcult to prove that
Jn(G) = J j( Jn− j(G)), n = 1,2, . . . , j = 0,1,2, . . . ,n.
Let DΘ,n = DΘ,n(Q ) be the set of all G ∈ Q such that Jn(G)(x) < ∞ (x ∈ R). Obviously DΘ,n+1 ⊂ DΘ,n and DΘ,1 = DΘ .
Lemma 2.7. Let k = 1,2, . . . . Then
Φk+1F = (I − U )Φk F , (2.8)
Φk F = UΦk F + Φk+1F , (2.9)
Φk F = (I − U )k F . (2.10)
Proof. By (2.3) with Φk F in place of F we have that Φk+1k = Φ(Φk F ) = (I − U )Φk F . This proves (2.8). From (2.8) we
immediately obtain (2.9). Finally, (2.10) can be easily proved by induction. This completes the proof. 
Theorem 2.8. Let n = 1,2, . . . . Then F ∈ Wn(Θ, Q ) if and only if
F = Jn(Gn), (2.11)
where Gn ∈ Q . The function Gn above is unique, and moreover we have
Gn = (I − U )n F . (2.12)
Proof. (⇒). By deﬁnition, F ∈ Wn(Θ, Q ) if and only if Φk F ∈ Q (k = 1,2, . . . ,n). By (2.9), Φk−1F = UΦk−1F + Φk F (k =
2, . . . ,n) and F = U F + Φ1F . From Theorem 2.6, with Φk−1F in place of F and Φk F in place of G , we obtain
Φk−1F = J(Φk F ) (k = 1,2, . . . ,n), (2.13)
where Φ0F = F . Deﬁne
Gn = Φn F . (2.14)
We will use induction on m to show that for each m = 1, . . . ,n
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For m = 1 this is just the equality (2.13) with k = n. Assume now that (2.15) holds true for a ﬁxed m = 1, . . . ,n − 1 Then,
by (2.13) and the induction assumption, we obtain
Jm+1(Gn) = J
(
Jm(Gn)
)= J(Φn−mF )= Φn−m−1F = Φn−(m+1)F .
This proves (2.15), with m replaced by m+ 1, so the induction is complete. Using (2.15) with m = n, we obtain (2.11).
(⇐). Let F = Jn(Gn), where Gn ∈ Q . Then Gn ∈ DΘ,n ⊂ DΘ, j ( j = 1,2, . . . ,n). By (2.15), we have Φk F = Jn−k(Gn) ∈ Q
(k = 1,2, . . . ,n). Thus F ∈ Wn(Θ, Q ).
Combining (2.14) with (2.10), we obtain (2.12). The theorem is proved. 
From Theorem 2.8 we immediately obtain the following three corollaries.
Corollary 2.9. Let n = 1,2, . . . . Then F ∈ Wn(Θ, Q ) if and only if there exist G1,G2, . . . ,Gn ∈ Q such that G j = UG j + G j+1 ,
j = 0,1, . . . ,n− 1, G0 = F . Moreover, for each j = 0,1, . . . ,n we have:
(a) F = J jG j .
(b) G j = (I − U ) j F .
(c) G j = Φ j F .
(d) Gn− j = J jGn.
Corollary 2.10. Let n = 1,2, . . . and j = 1,2, . . . ,n− 1. Then F ∈ Wn(Θ, Q ) if and only if there exists G j ∈ Wn− j(Θ, Q ) such that
F = J j(G j).
In other words, any n-times Θ-Wright-convex function F is j-times Θ-Wright-convex ( j = 1,2, . . . ,n − 1) with an
(n− j)-times Θ-Wright-convex generating function G j .
Corollary 2.11. Let j,k = 0,1,2, . . . . If F ∈ W j(Θ, Q ) has the generating function G j such that G j ∈ Wk(Θ, Q ), then F ∈
W j+k(Θ, Q ).
By (2.11), the function Gn completely describes the function F ∈ Wn(Θ, Q ); we say that F is generated by the function
Gn ∈ Q and we call Gn to be the generator of F .
Consider now Q = Md+1. By Theorem 2.8, F ∈ Wn(Θ, Md+1) (n = 1,2, . . . , d = 0,1, . . .) if and only if F = Jn(Gn),
where Gn ∈ Md+1. From (1.4) we conclude that Gn can be written in the form
Gn(x) =
∞∫
−∞
[(x− u)+]d
d! dG(u),
where G ∈ M1. We therefore have
F (x) = Jn(Gn)(x) = Jn
( ∞∫
−∞
[(x− u)+]d
d! dG(u)
)
=
∞∫
−∞
Jn
( [(x− u)+]d
d!
)
dG(u).
Lemma 2.12. Let n = 1,2, . . . , d = 0,1, . . . . Then F ∈ Wn(Θ, Md+1) if and only if
F (x) =
∞∫
−∞
Jn
( [(x− u)+]d
d!
)
dG(u),
where G ∈ M1 .
3. The classW(Θ,M1). The exponential case, Θ ∼ Exp(1)
Throughout this section we assume that Θ ∼ Exp(1),
μΘ(dh) = e−hχ(0,∞)(h)dh.
Using results from the previous section we can obtain the integral representation of n-times Θ-Wright-convex functions
(n = 1,2, . . .) with Θ ∼ Exp(1).
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E1. JExp(1)(χ(0,∞)(x)) = χ(0,∞)(x) + x+ ,
E2. JExp(1)(
xn+
n! ) =
xn+
n! +
xn+1+
(n+1)! , n = 0,1,2, . . . ,
E3. UExp(1)(x+ + χ(0,∞)(x)) = x+ ,
E4. UExp(1)(
xn+1+
(n+1)! ) =
xn+1+
(n+1)! − UExp(1)(
xn+
n! ), n = 0,1,2, . . . .
In the sequel, we will repeatedly make use of the following technical result. Consider a sequence of real numbers {y j}∞j=0.
Deﬁne the sequence {Ry j}∞j=0
R(y j) = y j + y j+1 ( j = 0,1,2, . . .).
Further, let us inductively deﬁne the sequences {Rn(y j)}∞j=0, n = 1,2, . . . , by Rn(y j) = R(Rn−1(y j)) ( j = 0,1,2, . . .), with
the convention that R0(y j) = y j ( j = 0,1,2, . . .).
Lemma 3.1.
Rn(y j) =
n∑
k=0
(
n
k
)
y j+k (n = 1,2, . . . , j = 0,1,2, . . .).
Proof. The proof is by standard induction and hence it is omitted. 
The proof of a forthcoming representation of functions from the class Wn(Θ, M1) is based on the following observation.
Theorem 3.2.
JnExp(1)
(
χ(0,∞)(x)
)= n∑
k=0
(
n
k
)
xk+
k! (n = 1,2, . . .). (3.1)
Proof. From example E2 we have JExp(1)(xk+/k!) = xk+/k! + xk+1+ /(k + 1)! (k = 0,1,2, . . .). Then, taking into account that
Rn = JnExp(1) and using Lemma 3.1, with JExp(1) in place of R and xk+/k! in place of yk (k = 0,1, . . . ,n), we immediately
obtain (3.1). The theorem is proved. 
Denote
Kn(x) =
n∑
k=0
(
n
k
)
xk+
k! (n = 1,2, . . .). (3.2)
Now we are ready to prove the theorem on a representation of the class Wn(Θ, M1).
Theorem 3.3. Let n = 1,2, . . . . Then F ∈ Wn(Exp(1), M1) if and only if
F (x) =
∞∫
−∞
Kn(x− u)dGn(u) (x ∈ R), (3.3)
where Gn ∈ M1 . Moreover, the function Gn above is unique, namely
Gn = (I − UExp(1))n F . (3.4)
Proof. According to Theorem 2.8, F ∈ Wn(Exp(1), M1) if and only if F = JnExp(1)(Gn), where Gn ∈ M1. Writing the function
Gn in the form Gn(x) =
∫∞
−∞ χ(0,∞)(x− u)dGn(u) (x ∈ R), we obtain that
F (x) = JnExp(1)
(
Gn(x)
)= JnExp(1)
[ ∞∫
−∞
χ(0,∞)(x− u)dGn(u)
]
=
∞∫
−∞
JnExp(1)
(
χ(0,∞)(x− u)
)
dGn(u).
Taking into account (3.1) and (3.2), we conclude (3.3). The uniqueness and the formula (3.4) follow from Theorem 2.8. This
completes the proof. 
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any functions F1, F2 ∈ Wn(Θ, M1) such that F = F1 + F2, there exist C1,C2  0 for which F1 = C1F and F2 = C2F . Denote
by e(Wn(Θ, M1)) the set of extreme points of Wn(Θ, M1). From Theorem 3.3 we obtain the following corollary.
Corollary 3.4.
e
(Wn(Exp(1), M1))= {bKn(x− a); b > 0, a ∈ R}.
Proof. (⇒). Let F ∈ e(Wn(Exp(1), M1)). From Theorem 3.3, F is of the form (3.3). Let νn(du) = d(Gn(u)) be the measure
corresponding to Gn . We shall prove that νn is a degenerate measure. Suppose, on the contrary, that there exists d ∈ R such
that νn((−∞,d]) > 0 and νn((d,∞)) > 0. Then we can write F as the sum of functions from Wn(Exp(1), M1): F = F1 + F2,
where Fi(x) =
∫∞
−∞ Kn(x−u) νn,i(du), i = 1,2, νn,i = νn|(−∞,d) and νn,2 = νn −νn,1. Clearly there are no Ci  0, i = 1,2, such
that Fi = Ci F . This contradicts the fact that F is an extreme point. Thus νn is a degenerate measure, say νn = bδa (b > 0,
a ∈ R). Consequently F = bKn(x− a).
(⇐). To prove the necessity let F (x) = bKn(x− a) (a ∈ R, b > 0). Then F is of the form (3.3) with the measure νn(du) =
dGn(u) = bδa(x). Suppose that F is the sum of functions from Wn(Exp(1), M1): F = F1 + F2, where Fi ∈ Wn(Exp(1), M1)
with the measures νn,i(du) = dGn,i(u), i = 1,2, in the representation (3.3). Then νn(du) = bδ1(u) = νn,1(du) + νn,2(du). This
implies that there exist C1,C2  0 such that νn,i = Ciνn , i = 1,2. Consequently F = F1 + F2, where Fi = Ci F , i = 1,2.
Therefore F (x) = bKn(x− a) is an extreme point which completes the proof of corollary. 
Examples.
1. Let F (x) ∈ M1 and let F (x) be convex, i.e. F (x) ∈ M2. Then h F (x) ∈ M1 for all h > 0. Consequently, Φ F (x) =
EΘ F (x) ∈ M1 for any random variable Θ (concentrated on [0,∞)).
2. Consider K1(x) = χ(0,∞)(x)+x+ . It is not diﬃcult to prove that hK1(x) /∈ M1 for all h > 0. Note that from Theorem 2.6
ΦExp(1)K1(x) = EΘ K1(x) = χ(0,∞)(x) ∈ M1,
where Θ ∼ Exp(1).
3. Let F (x) ∈ Mn+1. Then h1h2...hn F (x) ∈ M1 for each h1, . . . ,hn > 0. Consequently, ΦnΘ F (x) = EΘ1Θ2...Θn F (x) ∈ M1,
where Θ1,Θ2, . . . ,Θn are independent copies of a random variable Θ which is concentrated on [0,∞).
4. Consider Kn(x) =∑nk=0 (nk) xk+k! (n = 1,2, . . .). It is not diﬃcult to check that for each h1, . . . ,hn > 0, h1...hn Kn(x) /∈ M1.
From Theorem 3.3 and Corollary 2.9 we conclude that
ΦnExp(1)Kn(x) = EΘ1Θ2...Θn Kn(x) = χ(0,∞)(x) ∈ M1,
where Θ1,Θ2, . . . ,Θn are independent copies of a random variable Θ ∼ Exp(1).
The next step of our analysis is to study properties of the operator UnExp(1) .
Lemma 3.5.
UnExp(1)
(
Kn(x)
)= xn+
n! (n = 1,2, . . .).
Proof. By example E2, for every n = 1,2, . . . we have
JExp(1)
(
xn−1+
(n− 1)!
)
= x
n+
n! +
xn−1+
(n− 1)! .
From Theorem 2.6 this implies
UExp(1)
(
xn+
n! +
xn−1+
(n − 1)!
)
= x
n+
n! .
Consequently
U−1Exp(1)
(
xn+
)
= x
n+ + x
n−1+
.n! n! (n− 1)!
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n−k+ /(n− k)! in place of yk (k = 0,1, . . . ,n), we obtain
U−nExp(1)
[
xn+
n!
]
=
n∑
k=0
(
n
k
)
xn−k+
(n − k)! =
n∑
k=0
(
n
k
)
xk+
k! = Kn(x).
This implies UnExp(1)(Kn(x)) = xn+/n!, which completes the proof. 
Theorem 3.6. Let n = 1,2, . . . . If F ∈ Wn(Exp(1), M1), then UnExp(1)F ∈ Mn+1 . Moreover, if F = JnExp(1)(G), where G ∈ M1 , then
UnExp(1)F = In(G), where
In(G)(x) =
∞∫
−∞
(x− u)n+
n! dG(u).
Proof. According to Theorem 2.8, F ∈ Wn(Exp(1), M1) if and only if F = JnExp(1)(G), where G ∈ M1. From Theorem 3.3,
F (x) can be written in the form F (x) = ∫∞−∞ Kn(x− u)dG(u) (x ∈ R). Taking into account Lemma 3.5 we obtain that
UnExp(1)F (x) = UnExp(1)
( ∞∫
−∞
Kn(x− u)dG(u)
)
=
∞∫
−∞
UnExp(1)
(
Kn(x− u)
)
dG(u)
=
∞∫
−∞
(x− u)n+
n! dG(u)
= In(G)(x).
The theorem is proved. 
In other words, if a function F is n-times exponentially Exp(1)-Wright-convex with respect to M1, then the function
UnExp(1)F ∈ Mn+1 (is (n + 1)-times monotone). Moreover, F = JnExp(1)(G) and UnExp(1)F = In(G) with the same generating
function G .
From Theorems 2.8, 3.3, 3.6 and Corollary 2.10 we immediately obtain the following two corollaries.
Corollary 3.7. Let F ∈ Wn(Exp(1), M1) (n = 1,2, . . .). Then for any k = 1,2, . . . ,n:
(i) F ∈ Wk(Exp(1), M1) and F (x) is of the form
F (x) =
∞∫
−∞
Kk(x− u)dGk(u),
where Gk ∈ Wn−k(Exp(1), M1).
(ii) UkExp(1)F ∈ Mk+1 and UkExp(1)F = Ik+1(Gk), where Gk ∈ Wn−k(Exp(1), M1).
Corollary 3.8. Let j = 1,2, . . . , and k = 1,2, . . . . Let
F (x) =
∞∫
−∞
Kk(x− u)dGk(u),
Gk(x) =
∞∫
−∞
K j(x− u)dG(u),
where G ∈ M1 . Then F ∈ Wk+ j(Exp(1), M1) and is of the form
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∞∫
−∞
Kk+ j(x− u)dG(u),
where
G = (I − UExp(1))k+ j F .
In the next theorem we show that a function F ∈ Wn(Exp(1), M1) can be represented as a sum of functions generated
by a function from the class Mn+1.
Theorem 3.9. Let F ∈ M1 and let n = 1,2, . . . . Then F ∈ Wn(Exp(1), M1) if and only if there exists a function H ∈ Mn+1 such that
F (x) =
n∑
k=0
(
n
k
)
H (k)(x). (3.5)
Proof. Let F ∈ Wn(Exp(1), M1). According to Theorem 3.3 F (x) =
∫∞
−∞ Kn(x−u)dG(u), where G ∈ M1. We therefore obtain
that
F (x) =
∞∫
−∞
Kn(x− u)dG(u) =
∞∫
−∞
n∑
k=0
(
n
k
)
(x− u)n−k+
(n− k)! dG(u)
=
n∑
k=0
(
n
k
) ∞∫
−∞
(x− u)n−k+
(n − k)! dG(u) =
n∑
k=0
(
n
k
)
dk
dxk
[ ∞∫
−∞
(x− u)n+
n! dG(u)
]
=
n∑
k=0
(
n
k
)
dk
dXk
[
In(G)(x)
]
.
Now it suﬃces to take H = In(G).
To check the necessity let H = In(G) ∈ Mn+1, where G ∈ M1. Then the function F in (3.5) can be written in the form
F (x) = ∫∞−∞ Kn(x− u)dG(u). By Theorem 3.3, F ∈ Wn(Exp(1), M1). This completes the proof. 
From Theorem 3.9 we immediately obtain the following corollary.
Corollary 3.10. Let a function F be of the form (3.5). Then F = JnExp(1)(G) with G ∈ M1 if and only if H = In(G) with G ∈ M1 .
In other words, a function F ∈ Wn(Exp(1), M1) can be obtained from both the formula (3.3) with Gn ∈ M1 and the
formula (3.5) with the generating function H ∈ Mn+1.
4. The classW∞(Θ,M1). The exponential case Θ ∼ Exp(1)
Now we are going to describe the class W∞(Θ, Q ) of completely Θ-Wright-convex functions deﬁned as follows
W∞(Θ, Q ) =
∞⋂
n=1
Wn(Θ, Q ).
We will show that in the case of Θ ∼ Exp(1) this class coincides with the class of completely monotone functions.
Theorem 4.1.
W∞
(
Exp(1), M1
)= M∞.
Proof. We divide the proof into several steps.
Step 1. First consider the case when F ∈ W∞(Exp(1), M1((−∞,0))). From (1.5) we obtain the following representation
of a function H ∈ Mn+1((−∞,0))
H(x) =
0∫
−∞
(x− u)n+
n! dβ(u) =
0∫
−∞
[
x
n
(−n
u
)
+ 1
]n
+
(−u)n
n! dβ(u) =
∞∫
0
[
xt
n
+ 1
]n
+
γn(dt), (4.1)
where t = −n/u, γn(dt) = (−u)n/n!dβ(u), and β ∈ M1.
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H (k)(x) = n(n − 1)(n − 2) . . . (n − (k − 1))
∞∫
0
(
t
n
)k(
1+ tx
n
)n−k
+
γn(dt)
=
(
1− 1
n
)(
1− 2
n
)
. . .
(
1− k − 1
n
) ∞∫
0
tk
(
1+ tx
n
)n−k
+
γn(dt).
By writing H(x) in the form (4.1), from Theorem 3.9 we obtain that
F (x) =
∞∫
0
n∑
k=0
(
n
k
)
tk
(
1− 1
n
)(
1− 2
n
)
. . .
(
1− k − 1
n
)(
1− tx
n
)n−k
+
γn(dt)
=
∞∫
0
(
1+ tx
n
)n
+
1
(1+ t)n
n∑
k=0
(
n
k
)
tk
(
1− 1
n
)(
1− 2
n
)
. . .
(
1− k − 1
n
)(
1− tx
n
)k
+
(1+ t)n νn(dt)
=
∞∫
0
(
1+ tx
n
)n
+
An,t(x)γn(dt),
where γn(dt) = (1+ t)nνn(dt) and
An,t(x) = 1
(1+ t)n
n∑
k=0
(
n
k
)
tk
(
1− 1
n
)(
1− 2
n
)
. . .
(
1− k − 1
n
)(
1− tx
n
)k
+
.
Since An,t(x) → 1 and (1 + txn )n → etx as n → ∞, by letting n tend to ∞ and making use of Helly’s theorem we conclude
that
F (x) =
∞∫
0
etx γ (dt) (x < 0).
By (1.3), F is completely monotone, F ∈ M∞((−∞,0)).
Step 2. Consider the case when F ∈ W∞(Exp(1), M1((−∞,N))) (N = 1,2, . . .). Set FN (x) = F (x + N), x < 0. Then
FN ∈ W∞(Exp(1), (−∞,0)) (N = 1,2, . . .), and from Step 1 we conclude that FN (x) =
∫∞
0 e
tx βN (dt) (x < 0), where βN
is a measure on (0,∞). For all x < N we have
F (x) = FN(x− N) =
∞∫
0
et(x−N) βN(dt) =
∞∫
0
etx αN(dt),
where αN (dt) = e−NtβN (dt). This implies that F ∈ M∞((−∞,N)).
Step 3. It remains to derive the ﬁnal conclusion of the theorem. Let F ∈ W∞(Exp(1), M1). Then F |(−∞,N) ∈
W∞(Exp(1), M1((−∞,N))). Using the results from the previous steps we obtain that F |(−∞,N) ∈ M∞((−∞,N)). Letting
N → ∞ we conclude that F ∈ M∞ . The theorem is proved. 
5. The classWn(Θ,M j). The exponential case, Θ ∼ Exp(1)
As usual we denote distributional derivatives by F ′ and pointwise derivatives by F ′(x) (see [10,11]). Let M0 =
{F ′: F ∈ M1}. Since M1 consists of non-decreasing functions, M0 consists of non-negative distributions of the ﬁrst or-
der. Consider the class Wn(Θ, M1) (n = 1,2, . . .). By Corollary 2.9, a function F ∈ Wn(Θ, M1) if and only if there exist
functions G1,G2, . . . ,Gn ∈ M1 such that G j = UG j +G j+1, j = 0,1, . . . ,n−1 (G0 = F ). Equivalently, F ∈ Wn(Θ, M1) if and
only if
Gk = Φk F = EΘ1...Θk F ∈ M1 (k = 1,2, . . . ,n). (5.1)
Writing this in terms of difference operators we conclude that F ∈ Wn(Θ, M1) if and only if
h EΘ1...Θk F  0, h > 0, k = 1,2, . . . ,n. (5.2)
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EΘ1...Θk F
′  0, k = 1,2, . . . ,n. (5.3)
We deﬁne the classes Wn(Θ, M0) (n = 1,2, . . .) similarly as for Q ⊂ M1. Let F ∈ M0. We say that F ∈ Wn(Θ, M0) if
and only if
EΘ1...Θk F  0, k = 1,2, . . . ,n,
where Θ1,Θ2, . . . ,Θn are independent copies of Θ .
Put W∞(Θ, M0) =⋂∞n=1 Wn(Θ, M0). Since (5.1) is equivalent to (5.3) we have the following.
Theorem 5.1.
F ∈ Wn(Θ, M1) if and only if F ′ ∈ Wn(Θ, M0).
Let
Kn, j(x) =
n∑
k=0
(
n
k
)
xk+ j+ /(k + j)!,
n = 1,2, . . . , j = −1,0,1,2, . . . with the convention x−1+ /(−1)! = δ0(x). Note that Kn,0(x) = Kn(x).
In the next theorem we give an integral representation of a function from the class Wn(Exp(1), M j) for any j =
0,1,2, . . . .
Theorem 5.2. Let n = 1,2, . . . , j = 0,1,2, . . . . Then F ∈ Wn(Exp(1), M j) if and only if
F (x) =
∞∫
−∞
Kn, j−1(x− u)dG(u), (5.4)
where G ∈ M1 . Moreover, G(x) = [(I − UExp(1))n F (x)]( j−1) for j = 1,2, . . . , and G(x) = (I − UExp(1))n F (x) for j = 0.
Proof. From Theorems 3.3 and 5.1 we immediately obtain the formula (5.4) for j = 0.
Let j = 1,2, . . . . By Theorem 2.8, F ∈ Wn(Exp(1), M j) if and only if F = JnExp(1)(Gn), where Gn ∈ M j . Moreover, Gn =
(I − UExp(1))n F . By (1.5) the function Gn can be written in the form Gn(x) =
∫∞
−∞(x − u) j−1+ /( j − 1)!dG(u), where G ∈ M1
and G( j−1)n (x) = G(x). Similarly as in Theorem 3.2 one can show that
JnExp(1)
(
(x− u) j−1+
( j − 1)!
)
= Kn, j−1.
Therefore
F (x) = JnExp(1)
(
Gn(x)
)= JnExp(1)
( ∞∫
−∞
(x− u) j−1+
( j − 1)! dG(u)
)
=
∞∫
−∞
JnExp(1)
(
(x− u) j−1+
( j − 1)!
)
dG(u) =
∞∫
−∞
Kn, j−1(x− u)dG(u),
and G(x) = G( j−1)n (x) = [(I − UExp(1))F (x)]( j−1) . This completes the proof. 
Theorems 5.2 and 4.1 yield the following corollary.
Corollary 5.3. Let n = 1,2, . . . , j = 0,1,2, . . . . Then
(i) F ∈ Wn(Exp(1), M j+1) if and only if F ′ ∈ Wn(Exp(1), M j),
(ii) F ∈ Wn(Exp(1), M j+1) if and only if F ( j) ∈ Wn(Exp(1), M1),
(iii) W∞(Exp(1), M j) = M∞ .
560 T. Rajba / J. Math. Anal. Appl. 388 (2012) 548–565Remark 5.4. From Theorem 5.2 it follows that a function F ∈ Wn(Exp(1), M0) if and only if F is of the form
F (x) =
∞∫
−∞
(
δ0(x− u) +
n∑
k=1
(
n
k
)
(x− u)k+/k!
)
dG(u),
where G ∈ M1. Moreover G = (I − UExp(1))n . By deﬁnition, F ∈ Wn(Θ, M0) if and only if
ΦkΘ F (x) = EΘ1Θ2...Θk F (x) 0, k = 1,2, . . . ,n, (5.5)
where Θ1,Θ2, . . . ,Θn are independent copies of a random variable Θ . By (1.9), a function F is (k− 1)-times Wright-convex
(k = 2, . . . ,n) if
h1...hk F (x) 0, h1, . . . ,hk > 0. (5.6)
The inequalities (5.5) and (5.6) suggest that we can call a function F satisfying (5.5) to be (n − 1)-times randomly Wright-
convex with respect to a random variable Θ .
Note that there are no h1,h2, . . . ,hk > 0 (k = 1,2, . . . ,n) for which
h1...hk
(
δ0(x− u) +
n∑
k=1
(
n
k
)
(x− u)k+/k!
)
 0 (x ∈ R).
But instead we have
EΘ1Θ2...Θk
(
δ0(x− u) +
n∑
k=1
(
n
k
)
(x− u)k+/k!
)
 0 (k = 1,2, . . . ,n),
where Θ1,Θ2, . . . ,Θn are independent copies of Θ ∼ Exp(1). In other words, the distribution (the generalized function)
δ0(x− u) +∑nk=1 (nk)(x− u)k+/k is (n − 1)-times randomly Wright-convex with respect to the random variable Θ ∼ Exp(1),
but it is not (n− 1)-times Wright-convex.
6. The class W˜n(Θ˜,M1((−∞,0)))
Note that results from the previous sections concerning the additive Θ-Wright-convexity apply, with minimal modiﬁca-
tions, to the multiplicative case. In this section we will be concerned with integral representations of multiplicative convex
function.
Let Θ˜ be a random variable concentrated on the interval (0,1]. We say, that a function H ∈ M1((−∞,0)) is multiplica-
tively Θ˜-Wright-convex under the class M1((−∞,0)) if
H(u) = U˜ H(u) + G˜(u),
U˜ H(u) = U˜Θ˜H(u) =
1∫
0
H
(
u
c
)
μΘ˜(dc),
where G˜ ∈ M1((−∞,0)). The multiplicative n-times Θ˜-Wright convexity can be deﬁned analogously. Let W˜n(Θ˜,
M1((−∞,0))) (n = 1,2, . . . ,∞) be the class of n-times Θ˜-Wright-convex functions. Put W˜(Θ˜, M1((−∞,0))) = W˜1(Θ˜,
M1((−∞,0))).
Remark 6.1. Let Θ be a real random variable with the distribution μΘ concentrated on (0,∞) and let F ∈ W(Θ, M1). Then
F (x) is of the form
F (x) =
∞∫
0
F (x− h)μΘ(dh) + G(x), (6.1)
where G(x) ∈ M1. Set x = − lnu (u < 0), h = − ln c (0 < c  1), F˜ (u) = F (− ln(−u)), G˜(u) = G(− ln(−u)) and Θ˜ = e−Θ .
Then F˜ ∈ W˜(Θ˜, M1((−∞,0))) and
F˜ (u) =
1∫
0
F˜
(
u
c
)
μΘ˜(dc) + G˜(u) (u < 0). (6.2)
Furthermore, if F ∈ Wn(Θ, M1) (n = 1,2, . . .) then F˜ ∈ W˜(Θ˜, M1((−∞,0))).
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− ln Θ˜ such that (6.1) is satisﬁed.
Moreover, if Θ ∼ Exp(1) then Θ˜ = e−Θ has the uniform distribution on the interval (0,1), Θ˜ ∼ U (0,1). Conversely, if
Θ˜ ∼ U (0,1) then Θ = − ln Θ˜ ∼ Exp(1).
From Theorems 3.3 and 4.1 we immediately obtain the following two theorems on representation of functions from the
classes W˜n and W˜∞ , respectively.
Theorem 6.2. Let n = 1,2, . . . . A function F˜ ∈ W˜(U (0,1), M1((−∞,0))) if and only if F˜ has the representation
F˜ (u) =
0∫
−∞
K˜n
(
u
s
)
dG˜(s),
where
K˜n
(
u
s
)
=
n∑
k=0
(
n
k
) [(− ln us )+]k
k! ,
G˜(s) ∈ M1
(
(−∞,0)).
Moreover, we have G˜ = (I − U˜ )n F˜ .
Theorem 6.3. F˜ (u) ∈ W˜∞(U (0,1), M1((−∞,0))) if and only if F˜ can be written as
F˜ (u) =
∞∫
0
(−u)−t γ (dt), u < 0,
where γ is a measure on (0,∞).
7. The classWn(Θ,M1). The discrete case
Throughout this section we assume that the random variable Θ = Xp has the Bernoulli distribution
μXp = qδ0 + pδ1 (0 < p < 1, q = 1− p).
From Theorem 5.1 it follows that if F ∈ W1(Xp, M1) then f = F ′ ∈ W1(Xp, M0). Clearly UXp F (x) = E(F (x− Xp)) = qF (x)+
pF (x − 1). If F (x) = χ(0,∞)(x) then f (x) = δ0(x). Note that UXp δ0(x) = qδ0(x) + pδ1(x) and UXp δk(x) = qδk(x) + pδk+1(x),
k = 0,1, . . . . It is not diﬃcult to see that for n = 1,2, . . . , j = 0,1,2, . . .
UnXp δ0(x) =
n∑
k=0
(
n
k
)
pkqn−kδk(x),
UnXp δ j(x) =
n∑
k=0
(
n
k
)
pkqn−kδk+ j(x).
Therefore
J Xp
(
δ0(x)
)= ∞∑
n=0
UnXp δ0(x)
=
∞∑
n=0
n∑
k=0
(
n
k
)
pkqn−kδk(x)
=
∞∑
k=0
∞∑
n=k
(
n
k
)
pkqn−kδk(x)
=
∞∑ pk
k! δk(x)
∞∑
( j + 1)( j + 2) . . . ( j + k)q j
k=0 j=0
562 T. Rajba / J. Math. Anal. Appl. 388 (2012) 548–565=
∞∑
k=0
pk
k! δk(x)
k!
(1− q)k+1
=
∞∑
k=0
1
p
δk(x).
Similarly
J Xp
(
δk(x)
)= ∞∑
j=k
1
p
δ j(x), k = 1,2, . . . ,
JnXp
(
δ0(x)
)= ∞∑
j=0
1
pn
C j,nδ j(x), n = 1,2, . . . ,
where
C j,1 = 1, j = 0,1,2, . . . ,
C j,n = ( j + 1)( j + 2) . . . ( j + n − 1)
(n − 1)! , n = 2,3, . . . , j = 0,1,2, . . . . (7.1)
Theorem 7.1. Let n = 1,2, . . . and μXp = qδ0 + pδ1 (0 < p < 1, q = 1− p). Then:
(i) f ∈ Wn(Xp, M0) if and only if
f (x) =
∞∫
−∞
∞∑
j=0
1
pn
C j,nδ j(x− u)dG(u), (7.2)
where G ∈ M1 and C j,n, j = 0,1,2, . . . are given by (7.1).
(ii) f ∈ W∞(Xp, M0) if and only if
f (x) =
0∫
−1
∞∫
0
∞∑
j=−∞
et( j+u)δ j+u(x) νu(dt)λ(du),
where νu(dt)λ(du) (−1 < u  0, t > 0) is a Borel measure on (−1,0] × (0,∞).
Before we give the proof of Theorem 7.1 we need to recall the notion of the completely monotone sequence. Con-
sider a sequence of real numbers {an}kn=−∞ , k ∈ Z (Z = {0,±1,±2, . . .}). We deﬁne the sequence an = an − an−1, n ∈
{k,k − 1, . . .}. Further, we inductively deﬁne 1an = an , kan = (k−1an), k = 2,3, . . . . The sequence {an}kn=−∞ is called
k-timesmonotone, k = 1,2, . . . if  jan  0, j = 1,2, . . . ,k, n ∈ {k,k−1, . . .}, and it is called completely monotone if it is k-times
monotone for k = 1,2, . . . . A two-sided sequence {an}∞n=−∞ is completely monotone if each of the sequences {an}kn=−∞ ,
k ∈ Z, is completely monotone. We furthermore say that a sequence {an}kn=−∞ (k ∈ Z) is minimal if decreasing of the
term ak makes it a sequence which is no longer completely monotone. If {an}∞n=−∞ is completely monotone, then each tail
sequence {an}kn=−∞ , k ∈ Z, is minimal (see [1]).
Proposition 7.2. Let {an}∞n=−∞ be a completely monotone sequence and let xn = nh, h > 0, n ∈ Z. Then there exists a uniquely
determined function g(x) on R such that g(x) is completely monotone and g(xn) = an, n ∈ Z.
Proposition 7.3. Let {a j}kj=−∞ , k ∈ Z, be a minimal completely monotone sequence, x j = jh + b, h > 0, j = k,k − 1,k − 2, . . . ,
b ∈ R. Then there exists a uniquely determined function g(x) on (−∞, xk) such that g(x) is completely monotone, g(x j) = a j , j =
k − 1,k − 2, . . . , and g(xk−) = ak.
Proof of Theorem 7.1. (i) Let n = 1,2, . . . . By Theorem 2.8, F ∈ Wn(Xp, M1) if and only if F = JnXp (Gn), where Gn ∈ M1.
Clearly, F ∈ Wn(Xp, M1) if and only if f = F ′ ∈ Wn(Xp, M0). We have
F (x) = JnXp (Gn)(x) = JnXp
∞∫ (
χ(0,∞)(x− u)dGn(u)
)=
∞∫
JnXp
(
χ(0,∞)(x− u)
)
dGn(u).−∞ −∞
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f (x) =
∞∫
−∞
JnXp
(
δ0(x− u)
)
dGn(u),
and taking into account (7.1) we obtain (7.2). This completes the proof of (i).
(ii) Step 1. First consider the case when f ∈ W∞(Xp, M0((−∞,0))). Then, by (7.2), for every n = 1,2, . . . the function f
has a representation
f (x) =
∞∫
−∞
∞∑
j=0
1
pn
C j,nδ j(x− u)dGn(u), x < 0,
where Gn ∈ M1. The latter can be rewritten in the form
f (x) =
n∫
−∞
[n−u]∑
j=0
bn, j,uδ j+u−n(x)λn(du), x < 0, (7.3)
where
bn, j,u =
( [n−u]∑
k=0
1
pn
Ck,n
)−1
1
pn
C j,n, j = 0,1, . . . , [n − u],
λn(du) =
( [n−u]∑
j=0
1
pn
C j,n
)
dGn(u − n), u < n.
Deﬁne a sequence {an, j,u}0j=−∞ as follows: an, j,u = 0 for j < −[n − u], and an, j,u = bn, j+[n−u],u for j = 0,−1,−2, . . . ,
−[n− u]. Consider the measure νn,u
νn,u =
[n−u]∑
j=0
bn, j,uδ j+u−n =
0∑
j=−∞
an, j,uδ j+u−u,
where
u =
{ [u + 1], u /∈ Z,
u, u ∈ Z.
Note that for any u < n and n = 1,2, . . . , νn,u is the probability measure concentrated on the set{
j + u − u}0j=−[n−u] ⊂ { j + u − u}0j=−∞.
Then, without loss of generality (going to a subsequence if necessary), we may assume that νn,u is convergent as n → ∞,
say to a measure μu =∑0j=−∞ a juδ j+u−u . Clearly μu is concentrated on the set { j + u − u}∞j=−∞ , and μu1 = μu2 if
u1 − u2 ∈ Z. In other words, μu = μu−u , where u − u ∈ (−1,0].
From (7.3), by letting n tend to ∞ and making use of Helly’s theorem, we conclude that
f (x) =
∫
(−1,0]
0∑
j=−∞
a j,uδ j+u(x)λ(du).
Note that the sequence {a j,u}0j=−∞ , −1 < u  0 is completely monotone for it is a limit of n-times monotone sequences. By
Proposition 7.3, with x j = j+u and a j,u in place of a j , we obtain that there exists a completely monotone function hu(y) on
(−∞,0) such that hu( j + u) = a j,u , j = 0,−1,−2, . . . . Taking into account the theorem on a representation of a completely
monotone function (see the formula (1.3)), we conclude that there exists a measure νu on (−∞,0) (u ∈ (−1,0]) such that
hu(y) =
∞∫
ety νu(dt).0
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∫∞
0 e
t(u+ j) νu(dt). By (7.4) we get
f (x) =
∫
(−1,0]
0∑
j=−∞
∞∫
0
et( j+u) νu(dt)δ j+u(x)λ(du).
This completes the proof for F ∈ W∞(Xp, M0((−∞,0))).
Step 2. Since the proof for f ∈ W∞(Xp, M0) is similar to that of Theorem 4.1 (Steps 2 and 3) in the case of the
exponentially distributed random variable Θ , it is omitted here. The theorem is proved. 
From Theorems 7.1 and 4.1 we immediately obtain the following theorem.
Theorem 7.4. Let n = 1,2, . . . and μXp = qδ0 + pδ1 (0 < p < 1, q = 1− p). Then:
(i) F ∈ Wn(Xp, M1) if and only if
F (x) =
∞∫
−∞
∞∑
j=0
1
pn
C j,n(x− j − u)+ dG(u),
where G(u) ∈ M1 and C j,n is given by (7.1).
(ii) F ∈ W∞(Xp, M1) if and only if
F (x) =
0∫
−1
∞∫
0
∞∑
j=−∞
et( j+u)(x− j − u)+ νu(dt)λ(du),
where νu(dt)λ(du) is a Borel measure on (−1,0] × (0,∞).
8. Concluding remarks
Remark 8.1. Note that the functions from the class Wn(Θ, Q ), n = 1,2, . . . , (with Q ⊂ M1 or Q ⊂ M0) are deﬁned in
terms of difference operators Φn as functions F for which Φ jΘ F = EΘ1...Θ j F ∈ Q , j = 1, . . . ,n, where Θ1, . . . ,Θn are
independent copies of the random variable Θ . In the particular case of Q = M0, for any function F ∈ Wn(Θ, M0) we
have the inequalities Φ jΘ F = EΘ1...Θ j F  0, j = 1,2, . . . ,n. Thus these functions are randomized versions of (n − 1)-times
Wright-convex functions F which satisfy the inequalities h1...h j F  0, j = 1,2, . . . ,n, h1, . . . ,hn > 0.
Remark 8.2. In this paper we have studied the class of n-times Θ-Wright-convex functions (see Remark 8.1). It seems to be
of interest to investigate nth order Θ-Wright-convex functions (n ∈ N), i.e. functions F such that ΦnΘ F = EΘ1...Θn F ∈ Q .
Remark 8.3. Corollary 2.9 implies that F ∈ Wn(Θ, Q ) if and only if there exist functions G1, . . . ,Gn ∈ Q such that
G j = UG j + G j+1, j = 0,1, . . . ,n − 1, (8.1)
where G0 = F and UG j(x) = UΘG j(x) = E(G j(x− Θ)), i.e. U is the randomized translation operator.
Remark 8.4. Note that from Theorem 2.8 it follows that the function Gn (as in (8.1)) is the generator of a function F ∈
Wn(Θ, Q ), namely
F = Jn(Gn).
Moreover, for a given function Gn , Corollary 2.9 allows to construct all the functions G0 = F ,G1, . . . ,Gn−1 satisfying (8.1).
Consequently, given the “input”, a random variable Θ and a function Gn ∈ Q , we can calculate n “output” functions F =
G0,G1, . . . ,Gn−1 ∈ Q (assuming that Q is ﬁxed).
Remark 8.5. From Corollary 2.9 we have that for a given F ∈ Wn(Θ, Q ), the functions G j ( j = 1,2, . . . ,n) can be obtained
by the formulas G j = (I − U ) j F . In this case we have two “inputs”, a random variable Θ and a function F ∈ Wn(Θ, Q ), and
n “output” functions G1, . . . ,Gn ∈ Q .
Remark 8.6. Referring to Remark 8.4, the problem of description of the set of all generators of functions from the class
Wn(Θ, Q ), i.e. the set DΘ(Q ), is open. The question is: does DΘ(Q ) depend on the random variable Θ?
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mula (8.2) is very useful in the study of this class. In the paper we gave a characterization of functions from Wn(Θ, Q )
in the case when Q = M j ( j = 0,1,2, . . .), n = 1,2, . . . ,∞, and Θ ∼ Exp(1) or Θ = Xp , where Xp has certain arithmetic
discrete distribution. We proved that W∞(Exp(1), M j) = M∞ but W∞(Xp, M j)  M∞ . It would be interesting to deter-
mine whether the equality W∞(X, M j) = M∞ still holds true if X has a discrete non-arithmetic distribution, for example
P (X = 1) = p and P (X = √2 ) = 1− p (0 < p < 1).
Remark 8.8. Note that the randomized translation operator U depends on Θ , U = UΘ . The following problem concerning
random variables Θ concentrated on negative half-line is of interest: for which random variables Θ (given Q ) there exist
functions G0, . . . ,Gn ∈ Q satisfying Eqs. (8.1)? In view of Corollary 2.9 this is equivalent to the question: for which random
variables Θ there exists a function Gn ∈ Q such that Jn(Gn) < ∞; in other words: for which random variables Θ the set
DΘ,n(Q ) is nonempty.
Remark 8.9. By (8.1), a function F ∈ W1(Θ, Q ) if and only if there exists a function G ∈ Q such that
F = U F + G, (8.2)
where U is the randomized translation operator U F (x) = UΘ F (x) = E F (x − Θ). In Section 6 we have studied functions
satisfying the equation
F = U˜ F + G, (8.3)
where U˜ is the multiplicative version of the randomized translation operator given by U˜ F (x) = U˜Θ˜ F (x) = E(F (X/Θ˜)). One
can also consider similar equations of the type
F = (U F ) · G, (8.4)
F = (U˜ F ) · G. (8.5)
Note that the function F in (8.2) and (8.3) is uniquely determined (given G), but F appearing in (8.4) and (8.5) may be not
unique. This effect is analogous to the lack of uniqueness of a solution to the equation
ϕ(t) = ϕ(ct)ψ(t) (c ∈ R), (8.6)
where ϕ and ψ are characteristic functions of random variables. It is well known that there exist a characteristic function ϕ ,
a real number c, and two distinct characteristic functions ψ1 and ψ2 (ψ1 = ψ2) which satisfy the above equation (see [5]).
Eq. (8.6) can be written in terms of random variables as follows
Y
d= cY + X,
where ϕ and ψ are characteristic functions corresponding to independent random variables Y and X , respectively (
d= means
the equality of distributions).
Remark 8.10. Note, that Eqs. (8.1) can be regarded as a higher-order version of (8.2). Similarly, a higher-order version of
(8.3) can be deﬁned as
G j = U˜ G j + G j+1, j = 0,1, . . . ,n − 1,
with G0 = F . Analogously, one can deﬁne a higher-order version of (8.4) and (8.5).
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