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TWO-LEVEL VALUE FUNCTION APPROACH TO NONSMOOTH OPTIMISTIC
AND PESSIMISTIC BILEVEL PROGRAMS
STEPHAN DEMPE, BORIS S. MORDUKHOVICH, AND ALAIN B. ZEMKOHO
The paper is dedicated to Jirˇı´ Outrata in honor of his 70th birthday
Abstract. The authors’ paper inOptimization 63 (2014), 505–533, see Ref. [5], was the first
one to provide detailed optimality conditions for pessimistic bilevel optimization. The re-
sults there were based on the concept of the two-level optimal value function introduced and
analyzed in SIAM J. Optim. 22 (2012), 1309–1343; see Ref. [4], for the case of optimistic
bilevel programs. One of the basic assumptions in both of these papers is that the func-
tions involved in the problems are at least continuously differentiable. Motivated by the
fact that many real-world applications of optimization involve functions that are nondif-
ferentiable at some points of their domain, the main goal of the current paper is extending
the two-level value function approach to deriving new necessary optimality conditions for
both optimistic and pessimistic versions in bilevel programming with nonsmooth data.
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1. Introduction
The original framework of bilevel programming, or bilevel optimization, goes back to von
Stackelberg [23] and can be written in the form
min
x∈X
F(x,y) subject to y ∈ S(x) := arg min
y∈K(x)
f (x,y), (1.1)
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where the leader is only in control of the upper level variable x, while the follower con-
trols the lower level variable y. Here F : Rn ×Rm→ R and f : Rn ×Rm→ R are called the
upper-level and lower-level objective functions, respectively, X denotes the upper-level fea-
sible set, while the set-valued mapping K : Rn⇒ Rm describes the lower-level feasible set.
Note nonetheless that the main focus in the literature (as discussed, i.e., in [2] and [4]),
has been not on the original version (1.1) but on its following conventional simplification:
min
x,y
F(x,y) subject to x ∈ X, y ∈ S(x), (1.2)
were the leader appears to be in control of both variables. The latter formulation is glob-
ally equivalent to the following optimistic bilevel optimization problem, which is denoted
by (Po) and is written in the form
min
x∈X
ϕ◦(x) :=min
y
{
F(x,y)| y ∈ S(x)
}
, (1.3)
which indicates a certain cooperation between the upper and lower level players. How-
ever, (1.2) and (1.3) are not equivalent locally as demonstrated and discussed in [4]. To
this end, observe also that the leader simply may not be able to cooperate with the fol-
lower in practice. To limit damages that may result from negative choices of the follower,
the leader needs to solve the following pessimistic bilevel program denoted by (Pp):
min
x∈X
ϕp(x) :=max
y
{
F(x,y)
∣∣∣y ∈ S(x)}, (1.4)
where the min operation on the right-hand side of (1.3) is replaced by the max one; both
minimum andmaximum are achieved in (1.4) and in what follows under the assumptions
made. It has been well recognized that problems (Po) and (Pp) are essentially different
from each other; see, e.g., [2] for more discussions. In fact, problem (Pp) belongs the
most challenging class in bilevel optimization. This is the reason why very little has been
known in the literature for solving this problem. There are few publications (see, e.g.,
[1, 24]) that propose global optimization techniques to solve (Pp). Taking into account
serious limitations in global optimization, it is important to develop local optimization
methods to solve pessimistic bilevel models. Pursuing this goal, the authors developed
in [5], for the first time in the literature, detailed necessary conditions applied to local
optimal solutions of pessimistic bilevel programs. Our approach there is based on the
study and application of subdifferential properties of the two-level value function
ϕ◦(x) :=min
y
{
F(x,y)| y ∈ S(x)
}
, x ∈ Rn, (1.5)
defined in [4] and its symmetric maximizing version considered in [5] in the form
ϕp(x) :=max
y
{
F(x,y)| y ∈ S(x)
}
, x ∈Rn. (1.6)
We refer the reader to [4, 5] for more details and the reasons behind the names of (1.5)
and (1.6). As shown in [4], the subdifferential and related Lipschitz continuity properties
of the function ϕ◦ are instrumental for deriving optimality and stationarity conditions
for optimistic bilevel programs while the form (1.6) is crucial to obtain similar results for
the pessimistic model with smooth data.
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Note that the two-level value functions (1.5) and (1.6) are clearly different from the
lower-level optimal value function defined by
ϕ(x) :=min
y
{
f (x,y)
∣∣∣ y ∈ K(x)} (1.7)
that is widely spread in variational analysis under the name of “marginal function.” Jirˇı´
Outrata was the first [20] to use (1.7) in the framework of optimistic bilevel programming
via the so-called value function approach introduced by him and then largely developed
in the literature; see, e.g., [2, 3, 14, 16, 25] and the references therein. Observe also that
both functions (1.5) and (1.7) are intrinsically nonsmooth even when the initial data of
problems (1.3) and (1.4) are infinitely differentiable.
Developing here the two-level value function approach to bilevel optimization, recall
that in both papers [4, 5] we assumed that the functions involved in the descriptions of
optimistic and pessimistic problems are at least continuously differentiable. As discussed,
e.g., in [7], many real-world applications of bilevel optimization are described by nondif-
ferentiable functions. In order to widen the scope of applications of the results in [4, 5],
we extend them in this paper to functions that are not necessarily differentiable. Before
proceeding with optimality conditions for (Po) and (Pp) in the nonsmooth settings of Sec-
tion 4 and Section 5, respectively, we derive the corresponding sensitivity results for the
two-level value functions ϕ◦ in Section 3 and its symmetric maximizing version ϕp in
Section 5. The concluding Section 6 contains some discussions on further research.
The tools of variational analysis and generalized differentiation needed in what follows
are summarized in the next section. Throughout the paper we use the standard notation
and terminology in the area; see, e.g., [13, 22].
2. Preliminaries from Variational Analysis
In this section we recall and briefly overview for the reader’s convenience some stan-
dard tools of generalized differentiation, which are broadly used in the subsequent vari-
ational analysis of both optimistic and pessimistic bilevel programs. More details can be
found in the books [13, 22] and their bibliographies.
Starting with sets, consider Θ ⊂ Rn locally closed around x¯ ∈ Θ and define the (basic,
limiting, Mordukhovich) normal cone to Θ at x¯ by
NΘ(x¯) :=
{
v ∈ Rn
∣∣∣∣ ∃xk → x¯, wk ∈ΠΘ(xk), α ≥ 
such that α(xk −wk)→ v as k→∞}, (2.1)
where ΠΘ(x) stands for the Euclidean projector of x onto Θ. There are various equivalent
descriptions of (2.1), which are not used in this paper. Note that the construction (2.1)
is robust (i.e., the set-valued mapping x 7→ NΘ(x) has closed graph), while NΘ(x¯) is often
nonconvex for nonconvex sets Θ as, e.g., for Θ := gph |x| ⊂ R2, the graph of the simplest
nonsmooth convex function, at x¯ = . Nevertheless, the normal cone (2.1) and associ-
ated with it subdifferential and coderivative notions for extended-real-valued functions
and set-valued mappings/multifunctions enjoy full calculus based on the variational and
extremal principles of variational analysis.
The convex closure of the normal cone (2.1) denoted by
N¯Θ(x¯) := clcoNΘ(x¯), x¯ ∈Θ, (2.2)
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is known as the (Clarke) convexified normal cone to Θ at x¯. Note that the convexification
in (2.2) may dramatically enlarge the sets of normals (e.g.,N¯Θ() = R
2 for Θ = gph |x|),
worsen calculus rules, and lead to the lost of robustness in non-Lipschitzian setting. On
the other hand, it has computational advantages over (2.1) and allows to use for its study
and applications powerful tools of convex analysis.
Given an extended-real-valued lower semicontinuous (l.s.c.) function ψ : (−∞,∞] fi-
nite at x¯, we define its subdifferential at this point geometrically via the normal cone (2.1)
to the epigraph epiψ by
∂ψ(x¯) :=
{
ξ ∈Rn| (ξ,−1) ∈Nepiψ
(
x¯,ψ(x¯)
)}
(2.3)
while noting that (2.3) admits several equivalent analytical representations. When ψ is
locally Lipschitzian around x¯, we get from (2.3) the (Clarke) generalized gradient
∂¯ψ(x¯) := co∂ψ(x¯), (2.4)
which can also be defined by different equivalent ways. Both constructions (2.3) and
(2.4) reduce to the classical gradient and subdifferential of convex analysis when ψ is
continuous differentiable around x¯ and convex, respectively. Observe the convex hull
symmetry property for locally Lipschitz functions
co∂
(
−ψ)(x¯
)
= −co∂ψ(x¯) (2.5)
that is largely used in what follows.
Next we recall some notions to (single-valued and set-valued) mappings. Given a
closed-graphmultifunctionΨ : Rn⇒ Rm, its coderivative at the graph point (x¯, y¯) ∈ gphΨ :=
{(x,y) ∈ Rn ×Rm| y ∈ Ψ(x)} is defined as a set-valued mapping generated by the normal
cone (2.1) to the graph of Ψ by
D∗Ψ(x¯, y¯)(y∗) :=
{
x∗ ∈Rn| (x∗,−y∗) ∈NgphΨ(x¯, y¯)
}
, y∗ ∈ Rm, (2.6)
where y¯ = Ψ(x¯) is dropped in notation if Ψ : Rn → Rm is single-valued. If in the latter
case Ψ is continuously differentiable at x¯, the coderivative (2.6) is single-valued as well
and reduced to the adjoint/transposed Jacobian linearly applied to y∗:
D∗Ψ(x¯)(y∗) =
{
∇Ψ(x¯)∗y∗
}
for all y∗ ∈ Rm.
In general the coderivative (2.6) is a positively homogeneous set-valued mapping satisfy-
ing comprehensive calculus rules. Observe the scalarization formula
D∗Ψ(x¯)(y∗) = ∂
〈
y∗,Ψ
)
(x¯), y∗ ∈ Rm,
relating the coderivative and subdifferential of single-valued Lipschitzian mappings.
Proceeding further with set-valued mappings, recall that Ψ : Rn ⇒ Rm is inner semi-
compact at some point x¯ with Ψ(x¯) , ∅ if for every sequence xk → x¯ with Ψ(xk) , ∅ there
is a sequence of yk ∈Ψ(xk) that contains a convergent subsequence as k →∞. It follows
that the inner semicompactness holds in the finite-dimensional setting under considera-
tion wheneverΨ is uniformly bounded around x¯, i.e., there exists a neighborhood U of x¯
and a bounded set Θ ⊂ Rm such that Ψ(x) ⊂Θ for all x ∈U .
The following property is more restrictive while bring us to more precise results of
the coderivative calculus and its applications. The mapping Ψ : Rn ⇒ Rm is said to be
inner semicontinuous at (x¯, y¯) ∈ gphΨ if for every sequence xk → x¯ there is a sequence of
yk ∈ Ψ(xk) that converges to y¯ as k →∞. For single-valued mappings Ψ : Rn → Rm this
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property obviously reduces to the continuity of Ψ at x¯. Furthermore, if Ψ : Rn → Rm is
inner semicompact at x¯ withΨ(x¯) = {y¯}, then Ψ is inner semicontinuous at (x¯, y¯).
Finally in this section, we review some Lipschitzian properties of set-valued mappings
used in what follows. The mapping Ψ : Rn ⇒ Rm satisfies the Lipschitz-like (Aubin or
pseudo-Lipschitz) property around (x¯, y¯) ∈ gphΨ if there are neighborhoods U of x¯ and
V of y¯ together with a constant ℓ ≥  such that
Ψ(x)∩V ⊂Ψ(u) + ℓ‖x−u‖B for all x,u ∈U, (2.7)
where B stands for the closed unit ball of the space in question. This property is a graph-
ical localization of the classical (Hausdorff) local Lipschitz continuity of Ψ around x¯,
which corresponds to the case of V = Rm in (2.7). A complete characterization of the
Lipschitz-like property (2.7), with precise computing the infimum of Lipschitzian mod-
uli ℓ in (2.7), is given by the coderivative/Mordukhovich criterion in the form
D∗Ψ(x¯, y¯)() = {}. (2.8)
We refer the reader to [12, 13, 14, 22] for more details and numerous applications of (2.8)
in variational and nonlinear analysis, optimization, and related areas.
The calmness property of Ψ at (x¯, y¯) is defined via (2.7) with the fixed vector u = x¯
therein. In the case where V =Rm, this property goes back to Robinson [21] who called it
the “upper Lipschitz property” ofΨ at x¯. It is proved in [21] that the upper Lipschitz (and
hence calmness) property holds at every point if the graph of Ψ is piecewise polyhedral,
i.e., expressible as the union of finitely many polyhedral sets. Efficient conditions for
the validity of the calmness property and its broad applications to variational analysis
and optimization were strongly developed by Jirˇı´ Outrata and his collaborators; see, e.g.,
[9, 10, 19] among many other publications.
3. Sensitivity Analysis of the Two-Level Value Function
This section is devoted to a local sensitivity/stability analysis of the two-level value
function ϕ◦ from (1.5). Besides deriving efficient pointbased upper estimate of the basic
subdifferential (2.3), we establish here verifiable conditions for the local Lipschitz continu-
ity of ϕ◦ around the reference point. From now on unless otherwise stated, the structure
of the lower-level feasible solution map is considered to be
K(x) :=
{
y ∈ Rm
∣∣∣ (x,y) ∈Θ2 ∩ϑ−12 (Λ2)
}
, (3.1)
where the setsΘ2 ⊂ R
n×Rm andΛ2 ⊂R
p are closed, and where the mapping ϑ2 : R
n→ Rp
is Lipschitz continuous.
As major constraint qualifications, we impose the calmness property at the reference
points of the following set-valued mappings:
Φ
K(u) :=
{
(x,y) ∈Θ2
∣∣∣ ϑ2(x,y) +u ∈Λ2},
Φ
S(u) :=
{
(x,y) ∈ gphK
∣∣∣ f (x,y) −ϕ(x) +u ≤ }, (3.2)
where ϕ is the lower-level optimal value function defined in (1.7).
The aforementioned result by Robinson [21] ensures the calmness of ΦK ) (resp. ΦS )
at any point of the graph provided that the sets Θ2 and Λ2 (resp. gphK) are polyhedral
and the functions ϑ2 (resp. f and ϕ) are linear with respect to their variables. Note that
ϕ is piecewise linear if, e.g., the set-valued mapping K is defined by a system of linear
equalities and/or inequalities while the cost function f is also linear.
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Some results obtained below to verify the local Lipschitz continuity of, respectively,
the lower-level and two-level value functions in the bilevel programs under consideration
impose the following pointbased constraint qualifications:[
(x∗,) ∈ ∂〈u,ϑ2〉(x¯, y¯) +NΘ2(x¯, y¯) with u ∈NΛ2(ϑ2(x¯, y¯))
]
=⇒ x∗ = , (3.3)
(x∗,) ∈ r∂(f −ϕ)(x¯, y¯) +∂〈u,ϑ2〉(x¯, y¯) +NΘ2(x¯, y¯)
r ≥ , u ∈NΛ2
(
ϑ2(x¯, y¯)
)
}
=⇒ x∗ = . (3.4)
These conditions are related to implementing the coderivative criterion (2.8) for the set-
valued mappings K and S, respectively. It is worth mentioning that standard constraint
qualifications as, e.g., the Mangasarian-Fromovitz one, fail to hold for the constraint
structure y ∈ S(x)with S taken from (1.1) andK described by simple smooth functions via
inequality constraints in the lower-level optimal value function reformulation of bilevel
programs; see [6] for more discussions. However, condition (3.4) can be satisfied to pro-
vide therefore a valuable constraint qualification in bilevel programming. To illustrate it,
we recall the following typical statement in this direction taken from [4].
Proposition 3.1 (validity of the coderivative-based constraint qualification). Consider
ϕ in (1.7) with K(x) := {y ∈ Rm| g(y) ≤ }, where the functions f and g are convex and
smooth. Take (x¯, y¯) such that ϕ(x¯) <∞ and the mappingM(u) := {y ∈ Rm| g(y)+u ≤ } is
calm at (, y¯). Then the constraint qualification (3.4) holds at (x¯, y¯).
The next theorem is the first result in the literature that provides a local sensitiv-
ity analysis of the two-level value function (1.5) in bilevel programs described by Lip-
schitzian functions. In its formulation we use a mild assumption about inner semicom-
pactness of the solution map associated with ϕ◦ and defined by
S◦(x) := argmin
y
{
F(x,y)
∣∣∣ y ∈ S(x)} = {y ∈ S(x)∣∣∣ F(x,y) ≤ ϕ◦(x)}. (3.5)
Theorem 3.2 (subdifferential estimate and Lipschitz continuity of the two-level value
function under inner semicompactness). Let in the framework of (1.5) the functions f ,
ϑ2, and F be Lipschitz continuous around (x¯,y) with y ∈ S(x¯) and (x¯,y) with y ∈ S◦(x¯),
respectively. Assume that the sets Θ2 and Λ2 are closed and the set-valued mapping Φ
K
(resp. ΦS) is calm at (, x¯,y) with y ∈ S(x¯) (resp. at (, x¯,y) with y ∈ S◦(x¯)). Suppose also
that S◦ is inner semicompact at x¯ and that the constraint qualifications (3.3) and (3.4) are
satisfied at (x¯,y) with y ∈ S(x¯) and (x¯,y) with y ∈ S◦(x¯), respectively. Then the two-level
value function ϕ◦ is Lipschitz continuous around x¯ and its basic subdifferential (2.3) at x¯
satisfies the following upper estimate:
∂ϕ◦(x¯) ⊂
⋃
y∈S◦(x¯)
⋃
u∈NΛ2 (ϑ2(x¯,y))
⋃
r≥
{
x∗
∣∣∣
n+1∑
s=1
vs = 1,
vs ≥ , us ∈NΛ2(ϑ2(x¯,ys)), ys ∈ S(x¯), s = 1, . . . ,n+ 1,
(x∗s,) ∈ ∂f (x¯,ys) +∂〈us,ϑ2〉(x¯,ys) +NΘ2(x¯,ys), s = 1, . . . ,n+ 1,(
x∗+ r
n+1∑
s=1
vsx
∗
s,
)
∈ ∂F(x¯,y) + r∂f (x¯,y) +∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y)
}
.
Proof. Pick x¯∗ ∈ ∂ϕ◦(x¯) and deduce from [18, Theorem 7(ii)], by taking into account the
inner semicompactness of S◦ at x¯ and the Lipschitz continuity of F around (x¯,y) with y ∈
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S◦(x¯), the existence of y ∈ S◦(x¯)with x¯
∗ ∈ x∗+D∗S(x¯,y)(y∗) for some (x∗,y∗) ∈ ∂F(x¯,y). Not-
ing then that gphK = ΦK() and applying [9, Theorem 4.1], we get that for any (x∗,y∗) ∈
NgphK(x¯,y) there exists u ∈NΛ2(ϑ2(x¯,y)) such that (x
∗,y∗) ∈ ∂〈u,ϑ2〉(x¯,y)+NΘ2(x¯,y) with
y ∈ S(x¯). This uses the assumed closedness of Θ2 and Λ2, Lipschitz continuity of ϑ2, and
calmness of ΦK . It follows from this estimate and the coderivative definition (2.6) that
for x∗ ∈D∗K(x¯,y)(y∗) there exist u ∈NΛ2(ϑ2(x¯,y)) satisfying
(x∗,−y∗) ∈ ∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y).
A clear consequence of this implication tells us that the constraint qualification (3.3) is a
sufficient condition for the coderivative criterion (2.8) to hold for the set-valued mapping
K at (x¯,y) with y ∈ S(x¯). Combining the latter fact with the inner semicompactness of S
(obtained from that of S◦ since S◦(x) ⊆ S(x) for all x ∈ X), we derive from [15, Theorem
5.2 (ii)] the Lipschitz continuity of the lower-level value function ϕ around x¯.
Repeating now the above process in the case of S and observing that gphS =ΦS(), we
get that for any (x∗,y∗) ∈NgphS(x¯,y) with y ∈ S◦(x¯) there is r ≥  such that
(x∗,y∗) ∈ r∂(f −ϕ)(x¯,y) +NgphK(x¯,y)
under the imposed calmness assumption on ΦS at (x¯,y) and the established local Lip-
schitz continuity of the lower-level value function ϕ around x¯. Combining the latter
expression with the one obtained above in the case of K , it follows from the coderivative
definition that for any x∗ ∈D∗S(x¯,y)(y∗) there are r ≥  and u ∈NΛ2(ϑ2(x¯,y)) such that
(x∗,−y∗) ∈ r∂(f −ϕ)(x¯,y) +∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y). (3.6)
This allows us to conclude under the assumptions of the theorem that the imposed con-
straint qualification condition (3.4) at (x¯,y) implies the validity of the coderivative crite-
rion (2.8) for S at the same point and therefore the Lipschitz-like property of S around
it. Invoking again [15, Theorem 5.2(ii)] tells us that the two-level value function ϕ◦ is
locally Lipschitz continuous around x¯.
The presence of the lower-level value function ϕ in (3.6) gives us room for a further
description of the upper bound for D∗S(x¯,y)(y∗) in terms of problem data. Since ϕ is
a marginal function [13], it follows from [13, Theorem 3.38], the structure of S with K
in (3.1), and the normal cone calculus rules in [13, Theorems 3.4 and 3.8] that for any
x∗ ∈ ∂ϕ(x¯) we can find y ∈ S(x¯) and u ∈NΛ2(ϑ2(x¯,y)) satisfying the inclusion
(x∗,) ∈ ∂f (x¯,y) +∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y).
Furthermore, the verified local Lipschitz continuity of ϕ around x¯ ensures that
∂(−ϕ)(x¯) ⊂ co∂(−ϕ)(x¯) = −co∂ϕ(x¯),
where the equality holds due to the convex hull symmetry property (2.5). Applying now
the classical Carathe´odory’s convex hull theorem in Rn leads us to the following upper
estimate of the basic subdifferential of −ϕ: for any x∗ ∈ ∂(−ϕ)(x¯) there are vs ≥ , us ∈
NΛ2(ϑ2(x¯,ys)), ys ∈ S(x¯) as s = 1, . . . ,n+ 1, and
(x∗s,) ∈ ∂f (x¯,ys) +∂〈us,ϑ2〉(x¯,ys) +NΘ2(x¯,ys) with
n+1∑
s=1
vs = 1
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such that x∗ = −
∑n+1
s=1 vsx
∗
s. Employing this together with the subdifferential sum rule [13,
Theorem 2.33] in inclusion (3.6), we get that for any x∗ ∈ D∗S(x¯,y)(y∗) there are vs ≥ ,
us ∈NΛ2(ϑ2(x¯,ys)), ys ∈ S(x¯), and
(x∗s,) ∈ ∂f (x¯,ys) +∂〈us,ϑ2〉(x¯,ys) +NΘ2(x¯,ys)
with s = 1, . . . ,n+ 1 and
∑n+1
s=1 vs = 1 such that
(
x∗+ r
n+1∑
s=1
vsx
∗
s,−y
∗
)
∈ r∂f (x¯,y) +∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y).
This verifies the claimed estimate for ∂ϕ◦ and completes the proof of the theorem. 
It is definitely appealing to simplify the subdifferential upper estimate for the two-
level value function ϕ◦ in Theorem 3.2 by avoiding the convex hull therein. There are
three approaches in the bilevel programming literature to proceed in this direction for
the lower-level value function ϕ in optimistic programs with smooth data. One way is
to assume the full convexity of the lower-level functions as in [3, 8, 14, 26]. The second
one is imposing the inner semicontinuity property of the solution map instead of its in-
ner semicompactness (cf. [3, 14, 15]), and the third approach exploits a difference rule
for regular/Fre´chet subgradients as in [14, 17]. In what follows we extend the first two
approaches to the case of the two-level value function ϕ◦.
The next theorem deals with the fully convex case in the lower-level problem. To sim-
plify the presentation, we use the following multipliers sets:
Λ(x¯,y) :=
{
γ
∣∣∣∣  ∈ ∂yf (x¯,y) +
p∑
i=1
γi∂ygi(x¯,y), γ ≥ , 〈γ,g(x¯,y)〉= 
}
, (3.7)
Λ
◦(x¯,y) :=
{
(r,β)
∣∣∣∣ r ≥ , β ≥ , 〈β,g(x¯,y)〉= ,
 ∈ ∂yF(x¯,y) + r∂yf (x¯,y) +
p∑
i=1
βi∂ygi(x¯,y)
}
.
(3.8)
Theorem 3.3 (subdifferential estimate and Lipschitz continuity of the two-level value
function under full convexity). Let the bilevel program (1.1), (3.1) be fully convex, i.e.,
the functions f , ϑ2 := g , and F are convex in (x,y) with Θ2 := R
n × Rm and Λ2 := R
p
−.
Assume that the set-valued mapping ΦK (resp. ΦS) is calm at (, x¯,y) with y ∈ S(x¯) (resp.
(, x¯,y) with y ∈ S◦(x¯)), that S◦ is inner semicompact x¯ ∈ domϕ, and that the constraint
qualification (3.4) is satisfied at (x¯,y) with y ∈ S◦(x¯). Then the two-level value function
ϕ◦ is Lipschitz continuous around x¯ with the subdifferential estimate
∂ϕ◦(x¯) ⊂
⋃
y∈S◦(x¯)
⋃
(r,β)∈Λ◦(x¯,y)
⋃
γ∈Λ(x¯,y)
{
∂xF(x¯,y) + r
(
∂xf (x¯,y) −∂xf (x¯,y)
)
+
p∑
i=1
βi∂xgi(x¯,y) − r
p∑
i=1
γi∂xgi(x¯,y)
}
.
Proof. It largely takes the same pattern as that of Theorem 3.2 with the following essential
changes. We can easily check that the lower-level value function ϕ is convex under the
assumptions made. Given x∗ ∈ ∂ϕ(x¯), this allows us–by taking into account the calmness
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of the set-valued mapping ΦK at (, x¯,y) and basic convex analysis as in the proof of [26,
Theorem 4.1]–to find a vector γ ∈Λ(x¯,y) satisfying
x∗ ∈ ∂xf (x¯,y) +
p∑
i=1
γi∂xgi(x¯,y) whenever y ∈ S(x¯).
The second observation is that, by the convexity of ϕ, the symmetry property (2.5) reads
∂(−ϕ)(x¯) ⊂−∂ϕ(x¯).
Combining it with the previous facts and using the decomposition property
∂ψ(x,y) ⊂ ∂xψ(x,y)×∂yψ(x,y)
valid for the convex functions F, f , and g , we complete the proof. 
The following statement also requires the convexity of the bilevel program data while
drops some other assumptions of the previous one in a particular setting.
Proposition 3.4 (sensitivity of the two-level value function for fully convex programs
with parameter-independent lower-level solution sets). Consider the bilevel program
(1.3) with S(x) := S := argmin{f (y)| g(y) ≤ } as x ∈ X, where the functions f , g , and
F convex in y and (x,y), respectively. Then the two-level value function ϕ◦ is locally
Lipschitzian around x¯ ∈ domϕ◦, and we have
∂ϕ◦(x¯) ⊂ ∂xF(x¯,y) for any y ∈ S◦(x¯).
Proof. The assumptions made ensure the local Lipschitz continuity of the convex function
ϕ◦ around x¯. Arguing as in the proof of [26, Theorem 4.1] with taking into account
Proposition 3.1, pick y¯ ∈ S◦(x¯) and observe that for any u ∈ ∂ϕ◦(x¯) the pair (x¯, y¯) is an
optimal solution to the nonlinear program
min
x,y
{
F(x,y) − 〈u,x〉
}
subject to (x,y) ∈Rn × S. (3.9)
Applying now [13, Proposition 5.3] gives us the necessary optimality condition in prob-
lem (3.9) written in the form
(u,) ∈ ∂F(x¯, y¯) +NRn×S(x¯, y¯).
The decomposition property for the fully convex function F yields the inclusions
u ∈ ∂xF(x¯, y¯) and  ∈NS(y¯),
which complete the proof, since the latter one is obvious. 
The last result of this section concerns again the general two-level value function (1.5)
and provides, besides its local Lipschitz property, a tighter upper estimate of the basic
subdifferential (2.3) with the replacement of the inner semicompactness of the solution
map S◦ in (3.5) by its inner semicontinuity. Furthermore, we replace the calmness of the
set-valued mapping K from (3.2) by the following generalized form of the Mangasarian-
Fromovitz constraint qualification expressed via the generalized gradient (2.4):
[
 ∈
p∑
i=1
γi ∂¯gi(x¯, y¯), γi ≥ ,γigi(x¯, y¯) = , i = 1, . . . ,p
]
=⇒ γi = , i = 1, . . . ,p. (3.10)
10 STEPHAN DEMPE, BORIS S. MORDUKHOVICH, AND ALAIN B. ZEMKOHO
Theorem 3.5 (subdifferential estimate and Lipschitz continuity of the two-level value
function under inner semicontinuity). Consider the bilevel program (1.3), where the
functions f , ϑ2 := g , and F are Lipschitz continuous near (x¯, y¯), where Θ2 :=R
n ×Rm and
Λ2 := R
p
−, and where the set-valued mapping Φ
S is calm at (, x¯, y¯). Suppose also that
S◦ is inner semicontinuous at (x¯, y¯), and that the constraint qualifications (3.4) and (3.10)
are satisfied at (x¯, y¯). Then ϕ◦ is Lipschitz continuous around x¯ and
∂ϕ◦(x¯) ⊂
⋃
r≥
{
x∗
∣∣∣∣ (x∗+ rx∗ϕ ,) ∈ ∂F(x¯, y¯) + r∂f (x¯, y¯) +
p∑
i=1
βi∂gi(x¯, y¯),
(x∗ϕ ,) ∈ ∂¯f (x¯, y¯) +
p∑
i=1
γi ∂¯gi(x¯, y¯), β ≥ ,〈β,g〉(x¯, y¯) = , γ ≥ ,〈γ,g〉(x¯, y¯) = 
}
.
Proof. By S◦(x) ⊂ S(x) for all x ∈ X we have that S is also inner semicontinuous at (x¯, y¯).
In addition to constraint qualification (3.10), it follows from [16, Theorem 5.9] that for
any u ∈ ∂¯ϕ(x¯) there is a vector γ with γ ≥  (componentwise) and 〈γ,g(x¯, y¯) =  such that
(u,) ∈ ∂¯f (x¯, y¯) +
p∑
i=1
γi ∂¯gi(x¯, y¯).
As discussed above, the coderivative qualification condition (3.3) ensures that the lower-
level value function ϕ is Lipschitz continuous around x¯. Then it follows from [18, The-
orem 7(i)], by the Lipschitz continuity of F around (x¯, y¯) and the inner semicontinuity
of S◦ at the same point, that for any x¯
∗ ∈ ∂ϕ◦(x¯) there is a pair (x
∗,y∗) ∈ ∂F(x¯, y¯) with
x¯∗ ∈ x∗+D∗S(x¯, y¯)(y∗). Remembering the Lipschitz continuity of ϕ around x¯, we get as in
the proof of Theorem 3.2 that for any x∗ ∈D∗S(x¯, y¯)(y∗) there are r ≥ , γ , and β with
γ ≥ , 〈γ,g(x¯, y¯)〉= , β ≥ , and 〈β,g(x¯, y¯)〉= 
satisfying the following inclusions, by taking into account the convex hull property (2.5):
(x∗ϕ ,) ∈ ∂¯f (x¯, y¯) +
p∑
i=1
γi ∂¯gi(x¯,y),
(x∗+ rx∗ϕ ,−y
∗) ∈ r∂f (x¯,y) +
p∑
i=1
βi∂gi(x¯,y).
Combining these facts, we arrive at the upper estimate of ∂ϕ◦(x¯) claimed in the theorem.
The Lipschitz continuity of the two-level value function ϕ◦ is obtained as in the proof of
Theorem 3.2; cf. also the proof of [15, Theorem 5.2(i)]. 
Remark 3.6 (discussions on sensitivity analysis of the two-level value function). The
following observations are in order to make:
(i) Assuming in the framework of Theorem 3.2 that S◦(x¯) = S(x¯) = {y} and that the
multiplier u in the upper estimate of ∂ϕ(x¯) is unique, we see that all the upper bounds
of ∂ϕ◦(x¯) obtained in Theorems 3.2, 3.3, and 3.5 coincide provided that the functions
involved are subdifferentially regular (i.e., ∂ψ(x¯) = ∂¯ψ(x¯) in the setting under considera-
tion) and the sets Θ2 and Λ2 are adjusted accordingly.
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(ii) If all the functions involved in (1.5) are continuously differentiable around the
reference points with Θ2 := R
n × Rm and Λ2 := R
p
−, then the upper estimates that we
get for ∂ϕ◦ in Theorems 3.2 and 3.5 reduce to those obtained in [4, Theorem 5.9]. This
will induce the same observation concerning the necessary optimality conditions for the
optimistic bilevel program (Po) obtained in Theorem 4.1.
(iii) Note that for the upper estimates of the basic subdifferential of ϕ◦ derived in
Theorems 3.2, 3.3, and 3.5, the coderivative constraint qualification (3.4) is in fact not
necessary. The latter condition comes into play only to obtain the Lipschitz continuity of
the aforementioned two-level value function.
4. Necessary Optimality Conditions for Optimistic Bilevel Programs
Our focus in this section is on deriving necessary optimality conditions for the original
optimistic formulation of the bilevel programming problem (Po) by using the two-level
value function (1.5) and the sensitivity results obtained for it in Section 3. In addition to
the expression of the lower-level feasible set-valued mapping K in (3.1), we consider now
the representation of the upper-level feasible set given by
X :=Θ1 ∩ϑ
−1
1 (Λ1), (4.1)
where the sets Θ1 ⊂ R
n and Λ1 ⊂ R
k are always assumed to be closed, and where the
mapping ϑ1 : R
n ×Rm → Rk is locally Lipschitz continuous. Similarly to the lower-level
setting (3.2) the calmness assumption is imposed on the set-valued mapping
Φ
X(u) :=
{
x ∈Θ1
∣∣∣ ϑ1(x) +u ∈ Λ1
}
. (4.2)
The following necessary optimality conditions for the optimistic bilevel program (Po)
from (1.3) are based on sensitivity analysis of the two-level value function ϕ◦ and imple-
ment all the independent results for such an analysis obtained in Theorems 3.2, 3.3, and
3.5 while combining them in the three statements of the next theorem.
Theorem 4.1 (necessary optimality conditions for the original version in optimistic
bilevel programming). Let x¯ be a local optimal solution to (Po), where ϑ1 is Lipschitz
continuous around this point, and where the set-valued mapping ΦX from (4.2) is calm
at (, x¯). Then the following assertions hold:
(i) Under the assumptions of Theorem 3.2 there exist y ∈ S◦(x¯), (α,u,r) ∈ R
k+p+1,
(us,vs) ∈R
p+1, ys ∈ S(x¯), and x
∗
s ∈R
n as s = 1, . . . ,n+ 1 such thatr
n+1∑
s=1
vsx
∗
s,
 ∈ ∂F(x¯,y) + r∂f (x¯,y) (4.3)
+
[
∂〈α,ϑ1〉(x¯) +NΘ1(x¯)
]
× {}+ ∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y),
for s = 1, . . . ,n+ 1, (x∗s,) ∈ ∂f (x¯,ys) +∂〈us,ϑ2〉(x¯,ys) +NΘ2(x¯,ys), (4.4)
for s = 1, . . . ,n+ 1, us ∈NΛ2
(
ϑ2(x¯,ys)
)
, vs ≥ ,
n+1∑
s=1
vs = 1, (4.5)
u ∈NΛ2
(
ϑ2(x¯,y)
)
, (4.6)
r ≥ , α ∈NΛ1
(
ϑ1(x¯)
)
. (4.7)
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(ii) Under the assumptions of Theorem 3.3 there exist y ∈ S◦(x¯), α, β, γ and r such
that condition (4.7) holds together with
 ∈ ∂xF(x¯,y) + r
(
∂xf (x¯,y) −∂xf (x¯,y)
)
+
p∑
i=1
βi∂xgi(x¯,y) (4.8)
− r
p∑
i=1
γi∂xgi(x¯,y) +∂〈α,ϑ1〉(x¯) +NΘ1(x¯),
 ∈ ∂yF(x¯,y) + r∂yf (x¯,y) +
p∑
i=1
βi∂ygi(x¯,y), (4.9)
 ∈ ∂yf (x¯,y) +
p∑
i=1
γi∂ygi(x¯,y), (4.10)
β ≥ , 〈β,g(x¯,y)〉= , (4.11)
γ ≥ , 〈γ,g(x¯,y)〉= . (4.12)
(iii) Under the assumptions of Theorem 3.5 there exist x∗, α, β, γ , and r such that we
have conditions (4.7) and (4.11)–(4.12) (where y := y¯) together with
(rx∗,) ∈ ∂F(x¯, y¯)+r∂f (x¯, y¯) +
p∑
i=1
βi∂gi(x¯, y¯)
+
[
∂〈α,ϑ1〉(x¯) +NΘ1(x¯)
]
× {} ,
(4.13)
(x∗,) ∈ ∂¯f (x¯, y¯) +
p∑
i=1
γi ∂¯gi(x¯, y¯). (4.14)
Proof. Under the assumptions of either (i), or (ii), or (iii) the two-level value function
ϕ◦ is Lipschitz continuous near x¯ as proved in the aforementioned theorems. Then re-
membering the closedness of the set X =Θ1 ∩ϑ
−1(Λ1), we get by applying the necessary
optimality condition from [13, Proposition 5.3] to problem (Po) due to its structure in
(1.3) with the feasible set (4.1) that
 ∈ ∂ϕ◦(x¯) +NX(x¯). (4.15)
The imposed calmness constraint qualification on the set-valued mapping ΦX at (, x¯)
allows us to deduce from [9, Theorem 4.1] that for any x∗ ∈ NX(x¯) there is a vector α ∈
NΛ1(ϑ1(x¯)) satisfying the inclusion
x∗ ∈ ∂〈αϑ1〉(x¯) +NΘ1(x¯).
Combining the latter with (4.15) and the upper estimate for ∂ϕ◦(x¯) from Theorems 3.2,
3.3, and 3.5, we arrive at the conclusions in assertions (i)–(iii) of the theorem. 
Remark 4.2 (discussion on necessary optimality conditions in optimistic bilevel pro-
gramming). The following remarks discuss some important features of the obtained nec-
essary optimality conditions for the original optimistic model (Po) and their comparison
with known results for optimistic bilevel programs.
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(i) As follows from the proof of Theorem 4.1, the Lipschitz continuity of the two-level
value function ϕ◦ is used to obtain the intermediate necessary optimality condition in
form (4.15). It is worth mentioning that the necessary optimality condition (4.15) holds
under the more general constraint qualification
∂∞ϕ◦(x¯)∩
(
−NX(x¯)
)
= {}, (4.16)
where ∂∞ψ(x¯) is the singular subdifferential of ψ : Rn→ (−∞,∞] at x¯ ∈ domψ given by
∂∞ψ(x¯) :=
{
ξ ∈Rn| (ξ,) ∈Nepiψ
(
x¯,ψ(x¯)
)}
. (4.17)
It is well known in variational analysis [13, 22] that the singular subdifferential (4.17)
of an extended-real-valued l.s.c. function in finite dimensions completely characterized
its locally Lipschitzian property around the point in question via ∂∞ψ(x¯) = {}. On the
other hand, the local Lipschitz continuity of ϕ◦ is by far not necessary for the validity of
the qualification requirement (4.16), while the upper subdifferential estimates obtained
in Theorems 3.2, 3.3, and 3.5 do not use the Lipschitz continuity of the two-level value
function (1.5). In particular, under the validity of (4.16) the coderivative constraint qual-
ification (3.4) needed just for the Lipschitz continuity of ϕ◦ can be dropped. It happens,
e.g., when X :=Rn in the upper-level problem.
(ii) To compare Theorem 4.1 with previous work on the subject, consider the origi-
nal optimistic bilevel optimization problem (P◦) in the particular case where Θ1 := R
n,
Λ1 := R
k
−, Θ2 := R
n × Rm, and Λ2 := R
p
−. Then the necessary optimality conditions
obtained in Theorem 4.1(i,ii,iii) reduce to those derived in [3, Theorem 5.1], [3, Theo-
rem 4.1], and [16, Theorem 6.4], respectively, for the now conventional form (1.2) in opti-
mistic bilevel programming with the additional statement on y ∈ S◦(x¯). In the framework
of smooth data in optimistic bilevel programs, the results somewhat similar to (while dif-
ferent from) Theorem 4.1(i) can also be found in [6, 25]. Observe that the aforementioned
papers employ the so-called partial calmness constraint qualification introduced in Ye and
Zhu [25], which is replaced here by the calmness of the set-valued mapping ΦS . In fact,
these constraint qualifications are largely related; cf. the proof of [6, Theorem 4.10]. Note
also that the (Mangasarian-Fromovitz type) upper-level and lower-level regularity con-
ditions used in [3, 16] yield (being significantly stronger) the fulfilment of the calmness
conditions for the set-valued mappings ΦX and ΦK imposed in Theorem 4.1. Further-
more, the coderivative constraint qualification (3.3) readily follows from the lower-level
regularity. The reader is referred to [3, 6, 16, 25] and the bibliographies therein for the
definitions and more detailed discussions on the partial calmness, upper-level and lower-
level regularity, and related constraint qualifications. We particularly emphasize remark-
able developments by Henrion and Surowiec [11] who strongly investigated relationships
between calmness, partial calmness as well as novel constraint qualifications introduced
and implemented by them to derive new necessary optimality conditions for the conven-
tional optimistic bilevel model with a convex lower-level problem.
5. Sensitivity and Optimality Conditions for Pessimistic Bilevel Programs
This section is devoted to the study of the pessimistic bilevel program (Pp) formulated
in (1.4) with its initial data X, S, ϕ, and K defined as in (4.1), (1.1), (1.7), and (3.1),
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respectively. Developing the two-level value function approach, we obtain here the re-
sults on sensitivity analysis and necessary optimality conditions for (Pp) similar to those
established for the original optimistic model (Po) in Sections 3 and 4. In fact, a strong
advantage of our two-level value function approach to bilevel programming is the pos-
sibility to simultaneously apply it to sensitivity and optimality issues in both optimistic
and pessimistic versions. In this section we demonstrate it for the case of the pessimistic
model (1.4) by involving the maximizing two-level value function ϕp from (1.6) instead
of ϕ◦ from (1.5) used above. Taking into account the relationship
ϕp(x) = −ϕ
o
p(x) with ϕ
o
p(x) :=miny
{
− F(x,y)
∣∣∣ y ∈ S(x)} (5.1)
and that the local Lipschitzian property is invariant with respect to the negative sign, we
are able to deduce sensitivity results for the pessimistic program from those obtained in
Theorems 3.2, 3.3, and 3.5. To proceed in this way, define the solution set
S
p
o (x) :=
{
y ∈ S(x)
∣∣∣ F(x,y) +ϕop(x) ≥ 
}
. (5.2)
Theorem 5.1 (sensitivity analysis for pessimistic bilevel programs). Considering the
maximizing two-level value function ϕp in (1.6), the following assertions hold:
(i) Let the assumptions of Theorem 3.2 be satisfied for the function ϕop from (5.1)
with the set S◦ (3.5) replaced by S
p
o (5.2). Then ϕp is Lipschitz continuous around
x¯ and we have the subdifferential upper estimate
∂ϕp(x¯) ⊂
{
−
n+1∑
t=1
ηtx
∗
t
∣∣∣∣
n+1∑
s=1
vs = 1,
n+1∑
t=1
ηt = 1,
vs ≥ , us ∈NΛ2
(
ϑ2(x¯,ys)
)
, ys ∈ S(x¯), s = 1, . . . ,n+ 1,
(x∗s,) ∈ ∂f (x¯,ys) +∂〈us,ϑ2〉(x¯,ys) +NΘ2(x¯,ys), s = 1, . . . ,n+ 1,
ηt ≥ , rt ≥ , ut ∈NΛ2
(
ϑ2(x¯,yt)
)
, yt ∈ S
p
o (x¯), t = 1, . . . ,n+ 1,
(x∗t + rt
n+1∑
s=1
vsx
∗
s,) ∈ ∂(−F)(x¯,yt) + rt∂f (x¯,yt)
+∂〈ut ,ϑ2〉(x¯,yt) +NΘ2(x¯,yt), t = 1, . . . ,n+ 1
}
.
(ii) Let the assumptions of Theorem 3.3 be satisfied for ϕop with S◦ replaced by S
p
o .
Then ϕp is Lipschitz continuous around x¯ and we have the following inclusion,
where Λ(x¯,yt) and Λ
o(x¯,yt) are given in (3.7) and (3.8), respectively:
∂ϕp(x¯) ⊂
{
−
n+1∑
t=1
ηtx
∗
t
∣∣∣∣
n+1∑
t=1
ηt = 1,
ηt ≥ , (rt ,β
t) ∈Λo(x¯,yt), γ ∈Λ(x¯,yt). yt ∈ S
p
o (x¯), t = 1, . . . ,n+ 1,
x∗t ∈ ∂x(−F)(x¯,yt) + rt
(
∂xf (x¯,yt) −∂xf (x¯,yt)
)
+
p∑
i=1
βti∂xgi(x¯,yt) − rt
p∑
i=1
γi∂xgi(x¯,yt), t = 1, . . . ,n+ 1
}
.
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(iii) Let the assumptions of Theorem 3.5 be satisfied for ϕop with S◦ replaced by S
p
o .
Then ϕp is Lipschitz continuous near x¯ and we have the inclusion
∂ϕp(x¯) ⊂
{
−
n+1∑
t=1
ηtx
∗
t
∣∣∣∣
n+1∑
t=1
ηt = 1,
ηt ≥ , rt ≥ , β
t ≥ , 〈βt),g(x¯, y¯〉 = , t = 1, . . . ,n+ 1,
(x∗ϕ ,) ∈ ∂¯f (x¯, y¯) +
p∑
i=1
γi ∂¯gi(x¯, y¯), γ ≥ , 〈γ,g(x¯, y¯〉= ,
(x∗t + rtx
∗
ϕ ,) ∈ ∂(−F)(x¯, y¯) + rt∂f (x¯, y¯) +
p∑
i=1
βti∂gi(x¯, y¯), t = 1, . . . ,n+ 1
}
.
Proof. Due to (5.1), the Lipschitz continuity of ϕp follows from Theorems 3.2, 3.5, and
3.3, respectively. To verify the upper estimate of ∂ϕp in (i), observe from the proof of
Theorem 3.2 that for any x∗ ∈ ∂ϕop(x¯) there exist a number r ≥  and vectors y ∈ S
p
o (x¯),
u ∈NΛ2(ϑ2(x¯,y)) such that (x
∗,) = (x∗1,y∗1) + (x∗2,y∗2) + (x∗3,y∗3) with the couples
(x∗1,y∗1) ∈ (−F)(x¯,y) + r∂f (x¯,y), (x∗2,y∗2) ∈ r∂(−ϕ)(x¯)× {},
and (x∗3,y∗3) ∈ ∂〈u,ϑ2〉(x¯,y) +NΘ2(x¯,y).
Furthermore, it follows from (2.5) that ∂ϕp(x¯) ⊂−co∂ϕ
o
p(x¯), and that for any x
∗ ∈ co∂ϕop(x¯)
there exist x∗t as t = 1, . . . ,n+ 1 satisfying x
∗ =
∑n+1
t=1 ηtx
∗
t , where
n+1∑
t=1
ηt = 1, yt ∈ S
p
o (x¯), ηt ≥ , rt ≥ ,
ut ∈NΛ2
(
ϑ2(x¯,yt)
)
, (x∗t ,) = (x
∗1
t ,y
∗1
t ) + (x
∗2
t ,y
∗2
t ) + (x
∗3
t ,y
∗3
t ),
(x∗1t ,y
∗1
t ) ∈ (−F)(x¯,yt) + r∂f (x¯,yt), (x
∗2
t ,y
∗2
t ) ∈ r∂(−ϕ)(x¯)× {},
and (x
∗3
t ,y
∗3
t ) ∈ ∂〈ut ,ϑ2〉(x¯,yt) +NΘ2(x¯,yt) as t = 1, . . . ,n+ 1.
This yields the existence of x∗ϕ ∈ co∂ϕ(x¯) with(x
∗
t + rtx
∗
ϕ ,) = (x
∗1
t ,y
∗1
t ) + (x
∗3
t ,y
∗3
t ),
(x∗1t ,y
∗1
t ) ∈ (−F)(x¯,yt) + r∂f (x¯,yt), and (x
∗3
t ,y
∗3
t ) ∈ ∂〈ut ,ϑ2〉(x¯,yt) +NΘ2(x¯,yt).
Invoking now the upper estimate of ∂ϕ(x¯) from the proof of Theorem 3.2 verifies asser-
tion (i). The proofs of assertions (ii) and (iii) are similar with the usage of the results
obtained in Theorems 3.3 and 3.5, respectively. 
Proceeding as in the case of the original optimistic bilevel program (1.3), we derive
now necessary optimality conditions for nonsmooth pessimistic bilevel programs.
Theorem5.2 (necessary optimality conditions in nonsmooth pessimistic programming).
Let x¯ be a local optimal solution to problem (Pp) with the constraints defined at the be-
ginning of this section, where the function ϑ1 is locally Lipschitz continuous around x¯,
and where the sets Θ1 and Λ1 are closed. If the set-valued mapping Φ
X from (4.2) is calm
at (, x¯), then the following assertions hold:
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(i) Under the assumptions of Theorem 5.1(i) there exist yt ∈ S
p
o (x¯), ηt , rt , ut with
t = 1, . . . ,n+ 1, ys ∈ S(x¯), vs, and us with s = 1, . . . ,n+ 1 such that conditions (4.4)–
(4.5) and (4.7) (where r := rt) are satisfied together with
n+1∑
t=1
ηtx
∗
t ∈ ∂〈α,ϑ1〉(x¯) +NΘ1(x¯) for all t = 1, . . . ,n+ 1, (5.3)
(
x∗t + rt
n+1∑
s=1
vsx
∗
s,
)
∈ ∂(−F)(x¯,yt)+rt∂f (x¯,yt)+
∂〈ut ,ϑ2〉(x¯,yt)+NΘ2(x¯,yt),
(5.4)
for t = 1, . . . ,n+ 1, ηt ≥ ,
n+1∑
t=1
ηt = 1, (5.5)
for t = 1, . . . ,n+ 1, ut ∈NΛ2
(
ϑ2(x¯,yt)
)
. (5.6)
(ii) Under the assumptions of Theorem 5.1(ii) for any y ∈ S(x¯) there exist γ , yt ∈
S
p
o (x¯), ηt, rt , and β
t with t = 1, . . . ,n+ 1 such that the relationships in (4.7) (with
r := rt), (4.10) (with y := yt), (4.12) (with y := yt), (5.3), and (5.5) hold together
with the following conditions satisfying for all t = 1, . . . ,n+ 1:
x∗t ∈ ∂x(−F)(x¯,yt) + rt
(
∂xf (x¯,yt) −∂xf (x¯,y)
)
+
p∑
i=1
βti∂xgi(x¯,yt) − rt
p∑
i=1
γi∂xgi(x¯,y), (5.7)
 ∈ ∂yF(x¯,yt) + rt∂yf (x¯,yt) +
p∑
i=1
βti∂ygi(x¯,yt), (5.8)
βt ≥ , 〈βt ,g(x¯,yt)〉= . (5.9)
(iii) Under the assumptions of Theorem 5.1(iii) there exist ηt , rt , ut as t = 1, . . . ,n+ 1
such that the relationships in (4.7) (with r := rt), (4.12) (with y := y¯), (4.14), (5.3),
(5.5), and (5.9) are satisfied together with the condition
(
x∗t + rtx
∗
ϕ ,
)
∈ ∂(−F)(x¯, y¯) + rt∂f (x¯, y¯) +
p∑
i=1
βti∂gi(x¯, y¯), t = 1, . . . ,n+ 1.
Proof. It follows the lines in the proof of Theorem 4.1 with replacing ϕ◦ by ϕp therein
and applying the subdifferential estimates for ϕp obtained in assertions (i), (ii), and (iii)
of Theorem 5.1, respectively. 
Remark 5.3 (comparison and further discussions). Let us mention here some other rela-
tions and consequences of the developed approach and obtained results.
(i) If all the functions involved in (Pp) are smooth and Θ1 := R
n, Λ1 := R
k
−, Θ2 :=
R
n×Rm, andΛ2 :=R
p
− therein, the necessary optimality conditions for pessimistic bilevel
program established in Theorem 5.2 agree with those obtained in [5]. Note that the lat-
ter paper explores also other approaches to pessimistic bilevel programs with smooth
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data that are related to the generalized equation and Karush-Kuhn-Tucker reformula-
tions. These two approaches lead us to necessary optimality conditions, which are largely
different from those obtained here by using the two-level value function approach.
(ii) Theorem 5.1 sheds new light on the local Lipschitz continuity and upper estimates
for the basic subdifferential of the standard maximum functions corresponding to the
replacement of the optimal solution map S in (1.6) by the constraint mapping K of type
(3.1). Proceeding as in the proof of Theorem 5.2 with Θ1 := R
n, Λ1 := R
k
−, Θ2 :=R
n ×Rm,
and Λ2 := R
p
− allows us to recover, in particular, the necessary optimality conditions for
minimax problem obtained in [26].
6. Concluding Remarks
This paper shows that the two-level value function approach is instrumental to handle
both original optimistic and pessimistic models of bilevel programming with nonsmooth
data. Developing this approach allows us to carry out a local sensitivity analysis (Lips-
chitz continuity and subdifferential estimates) of the two-level value function and derive
necessary optimality conditions for local solutions to optimistic and pessimistic bilevel
programs without any differentiability assumptions.
Our future research aims to implement the obtained stability and optimality results to
designing appropriate numerical algorithms for solving bilevel programs, which belong
to the class of ill-posed optimization problems; see [27] for more discussions and some
developments in this direction for optimistic bilevel models with smooth data. Even-
tually we plan to proceed with developing generalized versions of Newton’s method by
involving the construction of the second-order subdifferential/generalized Hessian for
extended-real-valued functions [13].
Another goal of our future research is combine advantages of the two-level value func-
tion approach with the one initiated in [11] and implemented there for conventional
optimistic bilevel programs with twice continuously differential initial data and convex
lower-level problems. The latter approach produced in [11] first-order and second-order
necessary optimality conditions under certain calmness constraint qualifications. We
plan to extend this approach, by marring it to the two-level value function one under
consideration, to the settings of the original optimistic and pessimistic bilevel programs
with smooth and nonsmooth data. The aforementioned notion of the second-order subd-
ifferential seems to be instrumental in the absence of twice continuous differentiability.
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