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ABSTRACT
We propose an approach that allows a robot to learn a task
and represent/adapt it to its own motor repertoire. First the
robot creates a sensorimotor map to convert sensorial in-
formation into motor data. Then learning happens through
imitation, using motor representations. By imitating other
agents, the robot learns a set of elementary motions that
forms a motor vocabulary. That vocabulary can eventually
be used to compose more complex actions, by combining
basic actions, for each specific task domain. We illustrate the
approach in a mobile robotics task: topological mapping and
navigation. Egomotion estimation is used as a visuomotor
map and allows the robot to learn a motor vocabulary covert-
ing optical flow measurements from omnidirectional images
into motor information. Then the learnt vocabulary is used
for topological mapping and navigation.The approach can be
extended to different robots and applications. Encouraging
results are presented and discussed.
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RESUMO
Este trabalho propõe uma metodologia de aprendizagem
que permite a um robô aprender uma tarefa adaptando-a e
representando-a de acordo com a sua capacidade motora e
sensorial. Primeiramente, um mapeamento sensoriomotor é
criado e converte informação sensorial em informação mo-
tora. Depois, através de imitação, o robô aprende um con-
junto de ações elementares formando um vocabulário mo-
tor. A imitação é baseada nas representações motoras obti-
das com o mapeamento sensoriomotor. O vocabulário motor
criado é então utilizado para aprender e realizar tarefas mais
sofisticadas, compostas por seqüências ou combinações de
ações elementares. Esta metodologia é ilustrada através de
uma aplicação de mapeamento e navegação topológica com
um robô móvel. O automovimento é utilizado como mapea-
mento visuomotor, convertendo o fluxo óptico em imagens
omnidirecionais em informação motora (translação e rota-
ção), a qual é usada para a criação de um vocabulário motor.
A seguir, o vocabulário é utilizado para mapeamento e nave-
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gação topológica. Os resultados obtidos são interessantes e a
abordagem proposta pode ser estendida a diferentes robôs e
aplicações.
PALAVRAS-CHAVE: Aprendizagem por imitação, Navega-
ção robótica, Automovimento, Visão Omnidirecional.
1 INTRODUÇÃO
As primeiras aplicações em robótica, nos anos 60, eram prin-
cipalmente voltadas para a indústria, com o objetivo de au-
tomatizar e aumentar a produção. Manipuladores progra-
mados para repetir os mesmos movimentos trabalhavam em
ambientes bem estruturados, com quase nenhuma incerteza.
Depois, novas aplicações, tendências e paradigmas surgi-
ram, trazendo a necessidade de robôs móveis e mais autô-
nomos (Murphy, 2000; Arkin, 1998; Brooks, 1986; Braiten-
berg, 1984). Hoje, espera-se que robôs atuem em ambien-
tes menos estruturados e mais dinâmicos, interagindo com
os humanos e tomando decisões autonomamente. A intera-
ção com as pessoas deve ocorrer sem que se precise entender
de robótica ou programação. Isto representa um desafio em
que se pretende alcançar adaptabilidade sem atingir um alto
grau de complexidade. A adaptabilidade representa dar ao
robô capacidade de aprendizagem e adaptação enquanto inte-
rage com o ambiente e com outros agentes. A complexidade
está associada ao projeto e programação, e aumenta quando
é preciso prever todas as ações do robô, considerar mais sen-
sores e algoritmos de controle.
Na natureza, há exemplos de como este desafio pode ser
abordado. Animais são sistemas complexos e funcionais,
que aprendem e se adaptam. Seu desenvolvimento ocorre
em etapas sucessivas de aprendizagem, aumentando grada-
tivamente o nível de abstração. Por isso, há um interesse
em saber como isto acontece na natureza para então se criar
sistemas que atuem da mesma forma (Brooks, 2001; Fitzpa-
trick et al., 2003; Lungarella and Pfeifer, 2001; Metta, San-
dini, Natale, Manzotti and Panerai, 2001). Quando bebês
movem suas mãos no seu campo visual, estão descobrindo
o seu próprio corpo, sua calibração e controle (Meltzoff and
Moore, 1989), relacionando percepção e movimento. Depois
desta etapa de auto-conhecimento, integram visão, tato, au-
dição, para focar sua atenção, acompanhar movimentos e al-
cançar objetos de interesse. Seguem continuamente aprimo-
rando os movimentos e aprendendo movimentos mais com-
plexos.
Estas idéias podem ser aplicadas à robótica, criando siste-
mas que se desenvolvam, aprendam e adaptem-se através da
interação com outros agentes e o ambiente, sem uma progra-
mação rígida, a qual pode ser ampliada à medida que o robô
conhece a si mesmo e aprende novas tarefas. Esta é a prin-
cipal motivação para este trabalho, o qual propõe uma me-
todologia que possibilita um robô, com pouca programação
prévia, aprender a realizar tarefas através de um aprendizado
gradativo de ações, enquanto interage com pessoas e com o
ambiente. O aprendizado é estimulado pela visão e imitação.
Inicialmente, há uma etapa de auto-conhecimento em que se
define um mapeamento visuomotor, que relaciona informa-
ção visual e motora, facilitando o reconhecimento de ações.
Em seguida, este mapeamento é utilizado nas etapas seguin-
tes de aprendizagem por imitação, onde um vocabulário de
ações básicas é adquirido e ações mais complexas (tarefas)
são aprendidas pelo robô.
1.1 Trabalhos relacionados
A imitação é um mecanismo poderoso de aprendizagem so-
cial que permite evitar a tentativa e erro (Call and Carpen-
ter, 2002). É vantajosa quando errar representa um alto custo,
ou aprender por experiência própria é demorado (Visalberghi
and Fragaszy, 2002; Meltzoff and Moore, 1989). Entretanto,
para haver imitação, é preciso que o observador relacione os
movimentos e o corpo do demonstrador com o seu próprio
corpo e movimentos, ou seja, resolva o chamado Problema
da Correspondência (Nehaniv and Dautenhahn, 2002). Algu-
mas teorias e hipóteses no estudo cognitvo sugerem a exis-
tência de uma representação comum entre ação e percepção
que facilita o entendimento e a repetição de movimentos ob-
servados (Decety, 2002; Prinz, 2002).
Descobertas da neurofisiologia reforçam esta hipótese e po-
dem ser uma solução natural para o problema da correspon-
dência. São neurônios visuomotores, relacionados a movi-
mentos de boca e mãos, que disparam quando se executa
uma determinada ação ou se observa um indivíduo executá-
la independente da posição ou orientação em que é reali-
zada (Fadiga et al., 2000). Chamados de mirror neurons,
encontram-se na área F5 do córtex premotor do cérebro dos
macacos. Há também evidências da sua existência no cérebro
humano, na área de Brocca, homóloga à área F5. Aparente-
mente, caraterizam o significado da ação e não simplesmente
o movimento. Por estarem numa área motora do cérebro, su-
gerem que a ação é reconhecida no espaço motor, indepen-
dente do ponto de observação, ou seja, sem um referencial
fixo; o que parece ser bem vantajoso. Supõe-se que estabele-
çam uma relação entre a ação observada e a capacidade mo-
tora para realizá-la, formando um vocabulário motor interno
de ações elementares (Rizzolatti et al., 2002). Podem ser a
base para a imitação e o aprendizado de ações mais com-
plexas, como gestos ou ações constituídas pela combinação,
seqüência ou mistura de ações básicas.
O aprendizado por imitação já vem sendo explorado em
muitos trabalhos de robótica (Dautenhahn and Nehaniv,
2002). A chamada Programação por Exemplo/Demonstração
(Lieberman, 2002; Kasper et al., 2001), tenta capacitar um
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robô para imitar humanos e aprender através de exemplos,
sem que se programe novas linhas de código. Em (Billard,
2002), a imitação é usada para criar uma proto-linguagem
de comunicação entre dois robôs móveis e também entre
um robô e um ser humano. Em (Arbib et al., 2000; Schaal
et al., 2003), modelos de aprendizagem baseados nos mir-
ror neurons são criados, usando-se redes neurais para defi-
nir módulos de percepção, sensoriomotores e motores, se-
melhantes ao que se acredita ser um modelo biológico. Em
(Matáric, 2002), um modelo é definido através de primitivas
sensoriomotoras e usado para a aprendizagem de ações por
imitação entre robôs do mesmo tipo, tipos diferentes e entre
robôs e seres humanos.
Alguns trabalhos já sugerem um desenvolvimento gradativo
baseado em mapeamentos sensoriomotores. Em (Metta, San-
dini, Natale and Panerai, 2001), um robô humanóide usa
sensores (visão estéreo, sensores acústicos e inerciais) para
aprender causalidade. Observa os efeitos de seus movimen-
tos e realiza um processo contínuo de adaptação e coordena-
ção sensoriomotora. Em (Lopes and Santos-Victor, 2003b),
um manipulador deve imitar gestos feitos por uma pessoa
usando um mapeamento visuomotor e uma transformação de
ponto de vista, que converte a imagem do braço da pessoa
em uma “ego-imagem”, transferindo informação de juntas,
como o ombro e o cotovelo, da imagem para o referencial
do robô. Já em (Lopes and Santos-Victor, 2003a), o mape-
amento visuomotor é implementado com uma rede neural,
a qual é utilizada num processo Bayesiano para reconheci-
mento de movimentos.
Assim como nos trabalhos citados e motivado pelo desafio
de complexidade e adaptabilidade no projeto de robôs mais
autônomos, o problema aqui abordado é encontrar um me-
canismo de aprendizagem que funcione a partir de pouca
programação prévia e que permita a um robô aprender e se
adaptar à tarefa que deverá realizar. Nossa proposta é uma
metodologia de adaptação e aprendizagem inspirada no pro-
cesso de desenvolvimento que se observa na natureza. É ba-
seada num aprendizado gradativo de ações, iniciando-se com
uma etapa de auto-conhecimento em que se define um mape-
amento visuomotor. Em seguida, este mapeamento age como
facilitador das etapas seguintes de aprendizagem por imita-
ção, onde ações mais complexas e tarefas são aprendidas pelo
robô.
A seguir, na Seção 2 será descrita a metodologia proposta
neste trabalho. Depois, na Seção 3 o mapeamento sensorio-
motor é discutido, enquanto que a Seção 4 descreve o apren-
dizado de um vocabulário motor básico através de imitação.
Depois este vocabulário é utilizado para a realização de ta-
refas de mapeamento e navegação topológica descritas na
Seção 5, que representa o aprendizado de ações mais sofis-
ticadas. Alguns resultados experimentais são mostrados na
Seção 6 e as conclusões e contribuições do trabalho são dis-
cutidas na Seção 7.
2 A METODOLOGIA PROPOSTA
A metodologia proposta considera uma hierarquia de ações,
onde a complexidade aumenta à medida que se sobe na hie-
rarquia. Esta idéia está ilustrada de forma resumida na Figura
1. No primeiro nível aprende-se um mapeamento sensorio-
motor que relaciona informação sensorial e motora possibi-
litando a compreensão da própria ação, da ação de outros
agentes e, conseqüentemente, a aprendizagem por imitação
nas etapas seguintes. O mapeamento pode ser definido ana-
liticamente ou adquirido através da auto-exploração, durante
a qual o robô se move e aprende a relacionar os movimen-
tos executados (espaço motor) com os efeitos na sua per-
cepção (espaço sensorial). O espaço sensorial é definido de
acordo com os sensores utilizados, enquanto o espaço motor
depende da forma e estrutura mecânica do robô.
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Figura 1: Aprendizado através de uma hierarquia de ações.
A segunda etapa inclui aprendizagem por imitação. O ma-
peamento sensoriomotor é usado para perceber e definir de
forma motora os movimentos realizados pelo robô enquanto
imita alguém. Ações básicas são aprendidas e definem um
vocabulário motor, já possuindo um certo significado, repre-
sentando mais que os sinais motores do nível anterior. Cada
ação básica corresponde a uma palavra motora e é represen-
tada no espaço motor segundo a capacidade do robô utili-
zado. Depois de aprender tais ações básicas, o robô é capaz
de reconhecer ações quando as realiza ou as observa e imita
outro agente.
No nível mais alto, ações mais sofisticadas são definidas a
partir do vocabulário motor aprendido, sendo normalmente
formadas por combinações ou seqüências de ações básicas.
Também são aprendidas através de imitação enquanto o robô
interage com outros agentes para aprender uma nova tarefa.
Desta forma, o robô aprende e se adapta à realização de tare-
fas, sem a necessidade de programação prévia dos seus mo-
vimentos. Neste nível, se enquadram ações mais complexas
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como “gestos” ou “ir de um local A até um local B”.
Esta abordagem pode ser aplicada a diferentes robôs. Para
um manipulador ou robô com patas, o espaço motor pode
ser definido por posições e ângulos de juntas, além de ve-
locidades de motores. Para um robô a rodas, pode ser dado
pelas suas velocidades linear e angular. Sensores como infra-
vermelho, ultra-som ou laser, formam um espaço senso-
rial dado por distâncias e profundidades, enquanto câmeras,
geram posições de pontos numa imagem ou fluxo óptico.
Com manipuladores, o problema da correspondência pode
ser resolvido através de uma transformação entre referenciais
(Lopes and Santos-Victor, 2003b); no caso de robôs móveis,
pode ser conseguido com um controle servo-visual ou outra
forma de transferir informação sensorial para motora.
Para ilustrar a metodologia proposta, foi implementada uma
tarefa de mapeamento e navegação topológica com um robô
móvel a rodas diferencial. O robô utilizado foi um Pioneer2-
DX diferencial com um computador a bordo e dois sistemas
de visão: uma câmera perspectiva colorida, apontada para a
frente, e um sistema de visão omnidirecional, formado por
um espelho esférico e uma câmera monocromática, alinhado
com o centro de rotação da plataforma. O sistema de coor-
denadas adotado para o robô está alinhado com o referen-
cial da câmera omnidirecional, tendo o eixo Z como o eixo
de rotação e coincidente com o eixo óptico da câmera, que
aponta para cima. Desta forma o robô possui velocidades Ty
de translação e ωz de rotação. Veja Figura 2.
Inicialmente, foi definido um mapeamento visuomotor, im-
plementado como automovimento1, que converte fluxo óp-
tico de imagens omnidirecionais para as velocidades linear e
angular do robô. Depois, o mapeamento foi utilizado na imi-
tação para o aprendizado de um vocabulário motor básico.
A imitação foi implementada através do seguimento de pes-
soas, usando-se a câmera perspectiva do robô e resolvendo-se
o problema da correspondência através de um controle servo-
visual. O vocabulário motor ficou formado por ações apren-
didas (palavras motoras) através da conversão de informa-
ções visuais em sinais motores. Assim, o robô pôde reco-
nhecer ações quando as executava ou repetia durante novas
imitações. Finalmente, o vocabulário motor foi usado para
mapeamento e navegação topológica no ambiente. O mapa
topológico foi criado como um grafo, tendo imagens omni-
direcionais como nós, e palavras motoras associadas aos ar-
cos. O mapa criado desta forma possibilitou a realização das
ações mais complexas como “ir até A” ou “ir de A até B” no
mapa.
1Recuperar o movimento executado por uma câmera a partir de uma
seqüência de imagens capturadas durante o movimento
X
Y
Frente
Rodas Motorizadas
Roda Livre
Figura 2: O robô e o referencial adotado.
3 MAPEAMENTO VISUOMOTOR
Um mapeamento visuomotor deve relacionar informação vi-
sual com informação motora. Desta forma, o automovimento
ou egomotion pode ser visto como um tipo de mapeamento
visuomotor, pois recupera o movimento de uma câmera a
partir da informação visual adquirida. Estando a câmera aco-
plada a um robô, estimar o seu automovimento significa re-
cuperar o movimento do robô.
Neste trabalho, o autovimento foi implementado de duas for-
mas: uma forma analítica, através de equações para a esti-
mativa do movimento a partir de imagens omnidirecionais;
e por redes neurais, como uma etapa de auto-conhecimento
(Vassallo, 2004). Entretanto, aqui será relatada apenas a
forma analítica, que trouxe contribuições novas no estudo de
imagens omnidirecionais.
Para câmeras perspectivas, estimativar o automovimento é
normalmente mais difícil, pois, devido ao campo de visão
reduzido, é comum que diferentes movimentos produzam
fluxos semelhantes na imagem, gerando ambigüidades entre
rotação e translação (Daniilidis and Nagel, 1993) (Ex: uma
rotação perpendicular ao eixo óptico produz efeito similar a
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uma translação paralela ao plano da imagem). Porém, com
um campo de movimento esférico, o automovimento fica fa-
cilitado (Nelson and Aloimonos, 1988), porque tanto o foco
de expansão (FOE) quanto o foco de contração (FOC) apa-
recem na imagem. Nestes casos, raramente movimentos di-
ferentes produzem o mesmo campo de vetores e a estimativa
do automovimento quase nunca é ambígua. É possível ob-
ter um campo de movimento hemisférico usando-se imagens
omnidirecionais, e com isso, realizar melhores estimativas de
automovimento do que as obtidas com câmeras perspectivas
convencionais.
Assim como em (Gluckman and Nayar, 1998; Vassallo
et al., 2002a), uma seqüência de imagens omnidirecionais
é usada para calcular o fluxo óptico2, cujos vetores são re-
projetados na superfície da esfera unitária, através de uma
matriz Jacobiano. A seguir, o fluxo esférico é usado para
estimar o automovimento, adaptando-se algoritmos de pro-
jeção perspectiva para a projeção esférica. Entretanto, em
(Gluckman and Nayar, 1998), o Jacobiano depende da equa-
ção de projeção do conjunto câmera/espelho, alterando-se a
sua expressão sempre que um sistema diferente é usado. Ao
invés disto, neste trabalho é apresentada uma expressão geral
para o Jacobiano, que pode ser aplicada a diferentes siste-
mas omnidirecionais com centro único de projeção ou que se
aproximam de sistemas deste gênero (Vassallo et al., 2002a).
A expressão para o Jacobiano Geral foi definida a partir do
Modelo Geral de Projeção de Geyer e Daniilidis (Geyer and
Daniilidis, 2000), mostrado na Figura 3, o qual representa vá-
rios sistemas omnidirecionais com centro único de projeção
variando-se os parâmetros l e m.
l
O
p(x, y)
P(X, Y, Z)
m
B
C
plano da imagem
P
^
Figura 3: Modelo geral de projeção.
Neste modelo, um ponto P é projetado na esfera unitária
através do seu centro C. Depois, Pˆ é projetado a partir do
centro de projeção O para o plano da imagem. As distâncias
de C ao ponto O e ao plano da imagem representam os parâ-
metros l e m, que para espelhos hiperbólicos, elípticos ou pa-
rabólicos, assumem valores relacionados à excentricidade e à
2Aqui considerado equivalente ao campo de movimento
distância entre os focos da curva que define o espelho (Geyer
and Daniilidis, 2001). Considerando-se a esfera na origem,
a projeção p(x, y) de um ponto P (X, Y, Z) é definida pela
Equação 1.
[
x
y
]
=
l + m
lR− Z
[
X
Y
]
com (1)
R =
√
X2 + Y 2 + Z2
Para calcular o Jacobiano Geral é preciso, primeiramente,
obter a projeção inversa. A projeção inversa de um
ponto (x, y) na imagem define um ponto na esfera unitária
(Xˆ, Yˆ , Zˆ), já que não é possível recuperar a profundidade de
pontos 3D com apenas uma imagem, e representa a direção
do raio proveniente do ponto 3D original. Veja Equação 2.
[
Xˆ
Yˆ
]
=
lA + sinal(A)
√
(x2 + y2)(1− l2) + A2
x2 + y2 + A2
[
x
y
]
(2)
com A = l + m e Zˆ = ±
√
1− Xˆ2 − Yˆ 2
onde Zˆ será negativo se |l + m|/l >
√
x2 + y2 e positivo
caso contrário. Vale ressaltar que os parâmetros intrínsecos
da câmera, não foram incluídos nas Equações 1 e 2, devendo
ser considerados quando se utilizam estas equações.
A seguir, o Jacobiano Geral é obtido através da derivada tem-
poral da Equação 2. Ele converte as velocidades na imagem
(x˙, y˙) para vetores na superfície da esfera unitária ( ˙ˆX, ˙ˆY, ˙ˆZ),
segundo a Equação 3. A projeção inversa de pontos de
uma imagem omnidirecional e o remapeamento de vetores
de fluxo podem ser vistos na Figura 4.
[
˙ˆ
X
˙ˆ
Y
˙ˆ
Z]T = J [x˙ y˙]T (3)
com J =
[
∂Xˆ
∂x
∂Yˆ
∂x
∂Zˆ
∂x
∂Xˆ
∂y
∂Yˆ
∂y
∂Zˆ
∂y
]T
Para o automovimento, é preciso definir a equação do campo
de movimento esférico com relação às velocidades linear e
angular da câmera/robô, e depois usá-la juntamente com os
vetores calculados, a partir das imagens, para a estimativa
das velocidades. Para uma câmera com velocidade linear T e
velocidade angular Ω, a velocidade de um ponto Pˆ na esfera
unitária com relação à câmera é dada pela Equação 4.
U(Pˆ ) =
1
‖P‖
((T · Pˆ )Pˆ − T )− Ω× Pˆ (4)
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Figura 4: Projeção inversa dos pontos e remapeamento de
vetores de fluxo para a esfera unitária.
O objetivo é encontrar T e Ω a partir do campo de movimento
esférico U , dado pelos vetores de fluxo calculados com as
imagens omnidirecionais e remapeados para a esfera unitária
através do Jacobiano. Como a profundidade ‖P‖ não pode
ser recuperada pela projeção inversa dos pontos, a Equação 4
não pode ser usada diretamente. Entretanto, quando T 6= 0,
é possível eliminar a dependência de ‖P‖ através de um pro-
duto vetorial com Pˆ e um produto interno com T , chegando-
se à Equação 5. A nova expressão pode ser usada para a
estimativa do automovimento usando-se um algoritmo base-
ado no de Bruss e Horn (Bruss and Horn, 1983). Os valores
de T e Ω são estimados por mínimos quadrados não-linear,
considerando-se a restrição ‖T‖ = 1. A rotação é recuperada
completamente, enquanto a translação é recuperada a menos
de um fator de escala, estimando-se apenas a sua direção e
sentido. O processo é iterativo e similar a (Tian et al., 1996).
Para movimentos com apenas rotação, a Equação 4 pode ser
reescrita como a Equação 6. Neste caso, Ω é calculado com
uma estimativa simples por mínimos quadrados.
T · (Pˆ × (U + (Ω× Pˆ ))) = 0 (5)
U(Pˆ ) = −Ω× Pˆ (6)
Desta forma, o automovimento pode ser estimado através dos
dois modelos dados pelas Equações 5 e 6.
Para se decidir entre um modelo e outro, definiu-se uma me-
todologia em que, inicialmente, o modelo 6 é usado para a
estimativa. A seguir, o resíduo r entre o fluxo observado,
obtido a partir das imagens omnidirecionais, e o fluxo re-
construído com a rotação estimada é calculado. Este resíduo
assume valores bem diferentes quando o movimento inclui
ou não uma parcela de translação e é calculado como
r = U + Ωˆ× Pˆ (7)
onde Ωˆ é a velocidade angular estimada e r e U são, respec-
tivamente, o resíduo e o fluxo observado em cada ponto Pˆ da
esfera unitária.
A norma da média do resíduo ‖r¯‖ e o seu desvio padrão
σr representam a qualidade da estimativa obtida com o mo-
delo 6. Ao se observar os valores que essas duas variáveis
assumem para os diferentes tipos de movimento, é possível
distinguir movimentos que incluem translação de movimen-
tos em que há apenas rotação e escolher empiricamente va-
lores limite para se determinar a escolha do modelo.
Se ‖r¯‖ e σr excederem os limites estabelecidos, então o mo-
vimento em questão possivelmente contém uma componente
de translação e, portanto, o modelo 5 deverá ser empregado.
Caso contrário, o movimento é basicamente de rotação e o
modelo 6 já satisfaz (Vassallo et al., 2002a; Vassallo, 2004).
4 APRENDENDO UM VOCABULÁRIO
MOTOR ATRAVÉS DE IMITAÇÃO
A capacidade de imitação do robô foi implementada como o
seguimento de pessoas, usando-se a câmera perspectiva co-
lorida que aponta para a frente (Vassallo et al., 2002b). Sem
prejuízo para a idéia central do trabalho, considerou-se que
a pessoa deve segurar um retângulo verde enquanto o robô
a segue e aprende movimentos básicos. O problema da cor-
respondência foi resolvido com uma estratégia de controle
servo-visual, em que as coordenadas dos vértices do retân-
gulo são comparadas com posições de referência e o erro é
usado para corrigir as velocidades linear e angular do robô. O
robô procura seguir o retângulo a uma distância fixa e sempre
orientado para o seu centro.
A detecção do retângulo é feita com segmentação por cor no
formato HSV (Hue-Saturation-Value), utilizando-se o canal
hue ou matiz. Os pontos verdes da imagem são detectados
e a imagem binária resultante é filtrada através de operações
morfológicas para se eliminar parte do ruído. O maior con-
junto de pixels é considerado como o retângulo. O seu con-
torno é detectado e os seus vértices encontrados através da
interseção das retas estimadas por um método de ajuste ro-
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busto (Fischler and Bolles, 1981). A Figura 5 mostra o pro-
cesso de detecção dos vértices do retângulo.
Figura 5: Detecção dos vértices do retângulo verde.
O controle servo-visual para o seguimento do retângulo é de-
finido considerando-se o referencial da câmera no centro de
projeção e o eixo-Y coincidente com o eixo óptico. Com
isso, a matriz que relaciona os vértices do retângulo na ima-
gem com as velocidades Ty e ωz do robô é dada pela Equa-
ção 8. Os índices de 1 a 4 das variáveis indicam a sua relação
com os vértices correspondentes.
ˆ
x˙1 z˙1 . . . x˙4 z˙4
˜T
= J8×2
»
Ty
ωz
–
com
J8×2 =
"
x1
Y1−l
z1
Y1−l
. . .
x4
Y4−l
z4
Y4−l
Y1
Y1−l
+ x21 x1z1 . . .
Y4
Y4−l
+ x24 x4z4
#T
(8)
As velocidade Ty e ωz são obtidas a partir do erro entre as
posições atuais e as posições de referência dos vértices, se-
gundo a Equação 9.
[
Ty
ωz
]
= C2×8


x1 − x1d
z1 − z1d
.
.
.
x4 − x4d
z4 − z4d

 (9)
onde d indica as coordenadas desejadas e C é a pseudo in-
versa de J, com Yi = Yd, que é a distância desejada para o
retângulo. Os parâmetros intrínsecos da câmera devem ser
considerados e os valores de Ty e ωz, assim como a sua va-
riação temporal, são aplicados em dois controladores PID,
definindo os sinais motores do robô (Vassallo, 2004).
Desta forma, o robô torna-se capaz de imitar/seguir alguém
e, assim, pode aprender movimentos elementares. Durante a
imitação, a pessoa executa as ações que pretende ensinar e,
enquanto repete os movimentos, o robô usa o mapeamento
visuomotor para converter sua percepção visual em infor-
mação motora, armazenando suas características. Depois,
os movimentos são classificados em clusters de forma não-
supervisionada baseada no método de K-médias. A classifi-
cação é feita no espaço motor considerando o sentido/direção
de translação e a velocidade de rotação. Esta classificação
indica os movimentos executados com maior freqüência e o
centróide de cada classe representa as ações básicas aprendi-
das. Estas ações constituem as palavras do vocabulário motor
básico e diferem de simples sinais motores porque já pos-
suem um significado, um objetivo.
Posteriormente, para reconhecer ações já aprendidas, quando
o robô se move, os sinais motores, obtidos através do auto-
movimento, são comparados com os centróides de cada pala-
vra motora usando-se uma função de discriminação baseada
na distância Euclidiana.
5 MAPEAMENTO E NAVEGAÇÃO TOPO-
LÓGICA
O próximo passo é aprender tarefas que incluem ações mais
complexas, executadas através de uma seqüência ou combi-
naçãoes de ações básicas. Para um robô móvel realizar ações
do tipo “Vá até A” ou “Vá de A até B” no ambiente de tra-
balho, é preciso que ele saiba se localizar e encontrar um
caminho possível entre estes pontos. A aplicação escolhida
para ilustrar este trabalho foi mapeamento e navegação topo-
lógica. O mapeamento corresponde ao aprendizado do mapa
e de novas ações mais complexas, enquanto navegar no mapa
criado representa executar essas tarefas depois de aprendidas.
Para a criação do mapa, o robô é guiado no ambiente por uma
pessoa. O mapa topológico será um grafo tendo imagens
omnidirecionais como nós e palavras motoras associadas aos
arcos, representando a ação executada com mais freqüência
entre cada par de nós. Durante o mapeamento, imagens são
constantemente capturadas e comparadas com o último nó
armazenado, ao mesmo tempo que o movimento realizado é
reconhecido usando-se o vocabulário motor básico. Um novo
nó e um novo arco são criados quando acontece uma grande
mudança no movimento executado pelo robô, ou quando a
diferença entre as imagens comparadas ultrapassa um valor
pré-definido. A comparação entre imagens é feita por uma
métrica de correlação que permite calcular a diferença entre
pontos das imagens e também a diferença angular entre elas.
As imagens omnidirecionais facilitam a localização e nave-
gação, pois contém mais informações no ambiente e possibi-
litam uma navegação em qualquer direção (Winters et al.,
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2000; Rizzi and Cassinis, 2001). A associação de pala-
vras motoras aos arcos do mapa, resulta numa representa-
ção motora definida segundo a capacidade do robô e a es-
trutura do ambiente. Desta forma, o mapa topológico cri-
ado guarda o aspecto qualitativo do ambiente, através de
imagens, e o aspecto motor, através de palavras motoras
(Vassallo et al., 2004b; Vassallo et al., 2004a).
Criado o mapa, o robô pode realizar tarefas mais sofistica-
das. Quando lhe for solicitado ir a um determinado nó, o
robô se auto-localiza e escolhe um caminho definido por uma
seqüência de nós e arcos até o seu destino final. Durante a
navegação, a sua posição atual é monitorada comparando-
se imagens capturadas no caminho com as imagens dos nós,
enquanto os seus movimentos são definidos pelas palavras
motoras contida nos arcos.
6 RESULTADOS EXPERIMENTAIS
O primeiro passo na metodologia proposta é definir o mape-
amento viosuomotor que permitirá a aprendizagem por imi-
tação. Neste trabalho, o mapeamento visuomotor foi imple-
mentado como automovimento a partir do fluxo óptico cal-
culado nas imagens omnidirecionais. Alguns exemplos das
estimativas de automovimento podem ser vistos na Figura 6.
Como forma de avaliação do método usado, os valores es-
timados foram comparados com o movimento original e os
erros para a translação e rotação foram definidos conforme
a Equação 10, onde T e Ω; Tˆ e Ωˆ são, respectivamente, os
valores de referência e as estimativas.
et = arccos(Tˆ · T )
eΩ = Ωˆ− Ω (10)
Os valores para os experimentos mostrados na Figura 6 es-
tão listados na Tabela 1. Foram realizados ainda outros 608
experimentos. Os resultados obtidos e uma discussão so-
bre o desempenho do método usado podem ser vistos em
(Vassallo, 2004).
Para a aprendizagem do vocabulário, várias etapas de segui-
mento e imitação foram realizadas, estimando-se sempre o
automovimento. Apesar de Tx e Ty serem estimadas, apenas
Ty, a direção possível de translação do robô, foi considerada
para a classificação dos movimentos juntamente com ωz. Os
valores obtidos para Tx geralmente se devem a deslizamen-
tos das rodas ou ruído no processo de automovimento. Os
valores de Ty e ωz foram normalizados e classificados em
clusters, que correspondem às ações básicas aprendidas. Os
centróides, calculados por uma média robusta, representam
as ações no espaço motor (Ty,ωz), conforme mostrado na Fi-
gura 7. Os pontos maiores e cheios indicam os centróides.
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Figura 6: Campo de movimento para (a) Translação, (b) Ro-
tação e (c) Movimento Composto.
Os pontos menores e pretos representam as medidas relevan-
tes, enquanto os pontos cinzas são as medidas descartadas.
Foi traçado um diagrama de Voronoi sobre o gráfico para
uma melhor visualização da separação entre os movimentos
classificados. Cada ação aprendida corresponde a uma pala-
vra motora e foi identificada através de um nome, conforme
mostrado na Tabela 2.
Este vocabulário motor foi, então, utilizado para o mapea-
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(a) Translação Rotação
T (Tx Ty) Ω (ωz) (o/s)
odometria T = [0 1] Ω = [0]
estimativa Tˆ = [0, 013 0, 999] Ωˆ = [−0, 0132]
erro et = 0, 734o eΩ = [−0, 0132]
(b) T (Tx Ty) Ω (ωz) (o/s)
odometria T = [0 0] Ω = [3, 8776]
estimativa Tˆ = [0 0] Ωˆ = [4, 3284]
erro et = 0o eΩ = [0, 4508]
(c) T (Tx Ty) Ω (ωz) (o/s)
odometria T = [0 − 1] Ω = [−3, 1255]
estimativa Tˆ = [0, 025 − 0, 999] Ωˆ = [−3, 4965]
erro et = 1, 45o eΩ = [−0, 3710]
Tabela 1: Estimativas de automovimento para (a) Translação,
(b) Rotação e (c) Movimento Composto.
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Figura 7: Vocabulário motor aprendido.
mento e navegação topológica. O robô foi guiado através
do ambiente e imagens omnidirecionais foram capturadas e
selecionadas autonomamente para formar os nós do mapa,
enquanto as ações básicas, executadas pelo robô e represen-
tadas por palavras motoras, foram associadas aos arcos. A
Figura 8-a mostra uma vista superior do ambiente e o mapa
topológico criado. Para este caso, foram selecionadas 16
imagens para o mapa, as quais estão mostradas nos pontos
onde foram capturadas.
Depois de se criar o mapa, foram realizadas experiências de
navegação entre diferentes nós, do tipo “Vá até o nó A” ou
“Vá de A até B”, subindo mais um nível na hierarquia de
ações. A Figura 8-b traz alguns dos resultados obtidos. Es-
tão ilustrados 8 experimentos diferentes. Os asteriscos cor-
respondem aos pontos onde a posição do robô no mapa foi
atualizada, atingindo-se um novo nó. A falta de exatidão na
posição dos nós ilustra o aspecto qualitativo do mapa topoló-
gico. Apesar de não ser exata, a localização dos nós acontece
sempre em uma região em torno da posição real e permite a
N Palavra Motora Ty ωz (graus/s)
W 1 virar à esquerda 0 4.4722
W 2 arco frente-direita 0.9948 -2.4749
W 3 arco trás-esquerda -0.9927 3.8223
W 4 arco trás-direita -0.9927 -3.6440
W 5 virar à direita 0 -4.3646
W 6 trás -0.9972 0.0386
W 7 arco frente-esquerda 0.9973 2.1350
W 8 frente 0.9974 0.0488
W 9 parado 0 0
Tabela 2: As palavras motoras para cada ação básica.
localização global do robô no ambiente.
Nos experimentos, o robô navegou facilmente nos dois sen-
tidos possíveis, no sentido de criação do mapa e no sentido
contrário. Isso se deve à utilização de imagens omnidirecio-
nais, que possibilitam visualizar qualquer direção de navega-
ção e permitem que a região ao redor do robô seja observada.
7 CONCLUSÕES
Foi proposta uma metodologia para a adaptação e aprendi-
zagem de ações e tarefas na robótica. A idéia é que um sis-
tema com pouca programação prévia possa se desenvolver,
aprendendo e adaptando-se à medida que interage com o pró-
prio corpo e com outros agentes. O aprendizado é progres-
sivo, através de uma hierarquia de ações, incluindo etapas de
auto-exploração e aprendizagem por imitação. Na imitação,
o reconhecimento de ações acontece diretamente no espaço
motor por meio de um mapeamento sensoriomotor, que con-
verte informações sensoriais em motoras. Resumidamente,
as contribuições desta abordagem são:
• Pode ser aplicada com diferentes robôs e representa uma
forma flexível de se adaptar a tarefa ao robô utilizado,
pois o mapeamento sensoriomotor, o vocabulário motor
e, consequentemente, as ações aprendidas são represen-
tados de acordo com a capacidade motora e sensorial
envolvidas.
• Pode ser utilizada com diferentes aplicações e ambien-
tes. Se a aplicação ou ambiente de trabalho muda, um
novo vocabulário básico ou novas ações de nível mais
alto podem ser aprendidos.
• Não é necessária uma programação a priori completa do
robô. O auto-conhecimento e a definição do vocabulá-
rio motor permitem que novas tarefas sejam aprendidas,
sem a inclusão de mais linhas de código.
• Permite a definição e o reconhecimento de ações e tare-
fas de forma motora, independente de qualquer referen-
cial adotado, graças ao mapeamento sensoriomotor que
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Figura 8: O mapa topológico (a) e experimentos de navega-
ção (b).
permite converter informação sensorial em informação
motora, conforme sugerido pelos mirror neurons.
Há ainda algumas contribuições interessantes quanto à es-
timativa de automovimento e à aplicação de mapeamento e
navegação topológica para ilustrar a abordagem proposta:
• Foram definidas estratégias de automovimento, mape-
amento e navegação explorando-se as vantagens do
campo de visão das imagens omnidirecionais.
• Foi definido um Jacobiano Geral para a estimativa de
automovimento, o qual poderá ser usado com diferentes
sistemas omnidirecionais (Vassallo et al., 2002a).
• O uso de representações motoras para o mapeamento do
ambiente permite a adaptação natural do mapa ao robô.
O vocabulário motor, aprendido no próprio local de tra-
balho, inclui influências da capacidade motora disponí-
vel e da estrutura do ambiente, que define os movimen-
tos necessários e possíveis de serem realizados. Com
isso, o ambiente é representado de maneira simples atra-
vés de referências e ações básicas conhecidas pelo robô
(Vassallo et al., 2004b; Vassallo et al., 2004a).
• A utilização de imitação para mapeamento e navegação
topológica representa uma nova aplicação a ser explo-
rada, diferente das aplicações realizadas em trabalhos
anteriores.
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