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Abstract
A range of physical problems involving solitary wave solutions to the Korteweg-de Vries
(KdV) equation are discussed. More specifically, relevance of perturbed forms of the
Korteweg-de Vries equation and the effect of surface stress on the propagation of long-
wavelength disturbances on the surface of a fluid layer of finite depth is considered. A
weakly nonlinear analysis is performed leading to an evolution equation similar to the
classic KdV equation, but modified by additional terms due to the viscosity and to the
tangential and normal stress at the surface.
A thorough numerical analysis is constructed concerning numerical solutions to the KdV
equation including an extensive stability analysis. Solutions which are perturbations of
travelling solitary wave solutions are then considered which is mainly focussed on the
Korteweg-de Vries-Burgers’ (KdV-B) equation. Asymptotic analyses demonstrate the
appearance of a decaying oscillatory tail behind a core solitary wave-like solution. The
solution in the tail region is determined in the form of a convolution integral involving
the Airy function, while the core solution is obtainable explicitly.
Attention is also focussed on the effect of stress at the fluid surface. Constant surface
tension leads to a normal stress at the surface, but the presence of an insoluble surfactant
or the application of an electric field can also give rise to tangential stresses. In the
large Reynolds number limit, the governing equation for the surface elevation contains
contributions from two boundary layers in the flow: one is adjacent to the free surface
while the other lies at the base of the fluid layer.
All asymptotic results are fully validated by comparison with numerical results obtained
using a pseudospectral numerical integrating factor scheme.
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1Introduction
1.1 Overview of thesis
The main focus of this thesis is examining the effects of surface stress on solitary wave
solutions to the Korteweg-de Vries (KdV) equation and other associated equations. Trav-
elling wave solutions are derived directly from the KdV equation in Section 1.3 as a
starting point, followed by a detailed and extensive numerical analysis of the travelling
solitary wave solution in Chapter 2, where various numerical methods are considered.
A suitable stability analysis of each numerical method is then given to determine its
suitability for the subsequent work.
After establishing an appropriate numerical scheme, the scheme is expanded on so that
various parameters may be added to the governing KdV equation which govern surface
stress and other effects of interest. Each parameter is analysed, where possible, using
exact solutions and asymptotic and numerical approximations to examine the effects on
the generalised soliton solution.
The first of these effects is examined in Chapter 3 which considers adding a diffusive
second-order parameter to the KdV equation contributing to diffusive damping. This
chapter imposes the solitary wave solution to the unperturbed KdV equation as an initial
condition, but assumes that the amplitude is now a slowly varying function of time. The
key purpose of Chapter 3 is to provide a solution for the amplitude as a function of time
and interpret the results accordingly.
In Chapter 4, a significant part of which continues the work of Hammerton and Bassom
(2013), an extensive analysis is given which considers long-wavelength small amplitude
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disturbances in an incompressible shallow fluid layer, subject to arbitrary stress condi-
tions on the fluid surface. Then in Chapter 5, a tangential stress condition acting due to
a surface boundary layer is considered. A system with an insoluble low concentration
surfactant present at the interface between two fluids is examined.
Finally, Chapter 6 looks at other scenarios with a surface stress condition present at the
fluid surface. Results are given for a system with a solitary wave disturbance at the free
surface, subject to an electric field acting vertically through the fluid. These results are
compared with previous chapters and analogies are given. This chapter, and the thesis as
a whole, are concluded with suggestions for possible extensions to the existing work and
an overall summary of the results presented in the thesis.
1.2 Background
The study of the Korteweg-de Vries (KdV) equation and its associated travelling wave
solutions is well developed. Derived and studied in 1895 by Diederik Korteweg and
Gustav de Vries (Korteweg and de Vries, 1895), although also known to Boussinesq
(Boussinesq, 1877), the KdV equation is a nonlinear partial differential equation with a
direct balance between nonlinearity and wave dispersion which has long since been used
in the study of nonlinear shallow water waves. The KdV equation is perhaps best known
for having travelling solitary wave solutions which make up the basis for this thesis.
1.2.1 History of the solitary wave
The solitary wave is sometimes called Russell’s Solitary Wave after its earliest known
observer, John Scott Russell. In 1834 Russell observed what he called The Great Wave
of Translation:
“I was observing the motion of a boat which was rapidly drawn along a narrow channel
by a pair of horses, when the boat suddenly stopped - not so the mass of water in the
channel which it had put in motion; it accumulated round the prow of the vessel in a state
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of violent agitation, then suddenly leaving it behind, rolled forward with great velocity,
assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap
of water, which continued its course along the channel apparently without change of form
or diminution of speed. I followed it on horseback, and overtook it still rolling on at a
rate of some eight or nine miles an hour, preserving its original figure some thirty feet
long and a foot to a foot and a half in height. Its height gradually diminished, and after a
chase of one or two miles I lost it in the windings of the channel. Such, in the month of
August 1834, was my first chance interview with that singular and beautiful phenomenon
which I have called the Wave of Translation” - (Russell, 1844).
This early observation of the solitary wave has since been generalised to soliton theory,
the details of which are discussed in Subsection 1.2.2.
1.2.2 Properties of the solitary wave and soliton theory
A solitary wave is a nonlinear travelling wave which has finite amplitude and propagates
with constant speed and constant shape. The solitary wave, as defined in Hereman (2012),
is a localised gravity wave that maintains its coherence and, hence, its visibility through
properties of nonlinear hydrodynamics.
After his initial observation, John Scott Russell attempted to recreate solitary wave dis-
turbances in laboratory experiments by dropping a weight at one end of a water channel.
Through these experiments Russell was able to attribute two main properties to the soli-
tary wave: (i) the wave amplitude A is directly proportional to the wave speed c, and (ii)
the width of the wave is inversely proportional to
√
A. In other words, taller waves travel
faster and are narrower than shorter waves.
Early experiments (Zabusky and Kruskal, 1965; Russell, 1844) identified another im-
portant property of solitary waves. If a solitary wave of larger amplitude is initially
propagating behind another solitary wave of smaller amplitude, then the larger of the two
waves will eventually catch up the smaller wave. During their interaction, the taller wave
will effectively pass through the smaller wave and then emerge essentially unchanged
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Figure 1.2.1: An interaction between two solitons both travelling to the right. The
illustration shows a larger soliton, first catching up, and then passing through a smaller
soliton.
(except for a small horizontal phase shift). This property is unique to solitarywaves; in the
case of other nonlinear travelling waves, the interaction would result in some distortion
or merging of the two waves.
This observation led Zabusky and Kruskal (1965) to introduce the term soliton to de-
scribe solitary waves involved in these interactions. This name is coined as a direct
combination of the terms solitary wave and photon (or proton) which emphasises the
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particle-like characteristics of retaining their identity following a collision. While there is
no universally accepted definition of a soliton, Drazin and Johnson (1989) attribute three
properties: a travelling wave solution of a nonlinear equation (i) of permanent form,
which is (ii) localised so that it decays or approaches at constant at ±∞, and (iii) can
interact with other solitons and retain its identity.
Figure 1.2.1 is a numerically generated simulation of two solitons interacting with one
another. This figure was generated using a numerical scheme defined and discussed in
more detail later in Chapter 2. During the course of the thesis, we will often use the
terms solitary wave and soliton interchangeably, as is generally accepted. In the context
of the KdV equation it is usual to refer to the single-soliton solution as the solitary wave,
but when more than one of them appear as one solution they are usually called solitons,
(Drazin and Johnson, 1989).
1.3 Solitary wave solutions to the Korteweg-de Vries equation
The key focus of the thesis will be the study of interfacial solitary water waves. We begin
with the KdV equation (Korteweg and de Vries, 1895). The KdV equation is a dispersive
nonlinear partial differential equation (PDE) for a surface elevation function η, and can
be written as
∂η
∂t
+ 6η
∂η
∂x
+ a
∂3η
∂x3
= 0, (1.3.1)
where η(x, t) is a function of a characteristic variable which can be denoted by x, and a
time variable denoted by t. We restrict our attention to the case when the flow is localised,
so we have a boundary condition which states that η → 0 as x→ ±∞.
The coefficient a is a known constant which is directly related to the Eötvös number (also
called the Bond number) which characterises the ratio of gravitational forces to interfacial
tension forces, and affects the wave dispersion (Davis and Acrivos, 1966). The Bond
number is discussed in more detail in Chapter 4 when we start to consider the effects on
the surface tension due to surface stress, but for the present we set a = 1 which gives the
general form of the KdV equation for elevated travelling waves (positive amplitude).
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We note that if we were to change the parity of a then we would expect solutions in
the form of a travelling waves of depression (negative amplitude), although in a physical
system this isn’t applicable to water waves.
1.3.1 Derivation of the single soliton solution
The KdV equation has both solitary and cnoidal surface gravity waves with long wave-
length (travellingwave solutions), although the focus of this work concerns solitary waves
only. To derive these solutions we switch to the moving frame of reference by introducing
a new variable z = x−ct, where c is the wave speed, and attempt to solve Equation 1.3.1
for η.
As discussed in Section 1.2, thewave speed is directly proportional to thewave amplitude.
In the following derivation of the single soliton solution, the exact relationship between c
andAwill also be derived. Imposing that a = 1, the KdV equation (1.3.1) can be written
in the form
∂η
∂t
+ 6η
∂η
∂x
+
∂3η
∂x3
= 0. (1.3.2)
After switching to the moving frame, Equation 1.3.2 becomes
− cdη
dz
+ 6η
dη
dz
+
d3η
dz3
= 0. (1.3.3)
We then integrate with respect to z which gives
− cη + 3η2 + d
2η
dz2
= C1, (1.3.4)
and multiply by dηdz to give
−cηdη
dz
+ 3η2
dη
dz
+
dη
dz
d2η
dz2
= C1
dη
dz
,
where C1 is a constant of integration. Integrating once more gives
− c
2
η2 + η3 +
1
2
(
dη
dz
)2
= C1η + C2,
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where C2 is an additional constant of integration. Then rearranging the equation for
(dηdz )
2 yields (
dη
dz
)2
= cη2 − 2η3 + 2C1η + 2C2. (1.3.5)
If we restrict our attention to solitary wave solutions then the flow is localised in z, so we
have the boundary conditions
η,
dη
dz
,
d2η
dz2
→ 0 as |z| → ∞,
since solitary waves decay to zero far from the peak disturbance, by definition. Applying
these conditions to Equation 1.3.4 and Equation 1.3.5 gives C1 = C2 = 0.
We note that without restricting to solitary waves, the right-hand side of Equation 1.3.5
has three real roots for a given domain: η1, η2 and η3, for example. After some work
we could derive periodic cnoidal wave solutions which are defined in terms of the Jacobi
cosinus amplitudinus function cn. This relationship to the cn function is the reason
they are given the name cnoidal waves, (Bona and Tropp, 2001).
As discussed earlier the focus of this thesis is solitary waves, so cnoidal waves are not
explored any further. In order to obtain real solutions we require that (dηdz )
2 ≥ 0, and
hence cη2 − 2η3 ≥ 0. Then with these conditions, Equation 1.3.5 becomes
dη
dz
= ±
√
η2
(
c− 2η) = ±η√c− 2η.
This equation is of separable type so we can find a solution using themethod of separation
of variables, so that ∫
dη
η
√
c− 2η = ±
∫
dz, (1.3.6)
and the right-hand side is simply
±
∫
dz = ±(z + z0) ,
where z0 is a constant of integration. Then for the left-hand side of (1.3.6) we try
η =
c
2
sech2 θ, (1.3.7)
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for some variable θ to be determined, so that
dη
dθ
= −c tanh θ sech2 θ
and hence we have ∫
dη = −c
∫
tanh θ sech2 θ dθ. (1.3.8)
We then substitute Equation 1.3.7 and Equation 1.3.8 into the left-hand side of Equa-
tion 1.3.6 which gives
∫
dη
η
√
c− 2η = −c
∫
tanh θ sech2 θ
c
2 sech
2 θ
√
c− c sech2 θ
dθ
= −
∫
2 tanh θ√
c(1− sech2 θ)
dθ,
Then, using the trigonometric identity
1− sech2 θ = tanh2 θ,
we have
−
∫
2 tanh θ√
c tanh2 θ
dθ = −
∫
2√
c
dθ
and hence
θ = ∓
√
c
2
(
z + z0
)
.
Substituting θ back into equation Equation 1.3.7 yields
η =
c
2
sech2
(√
c
2
(z + z0)
)
,
where the ∓ is no longer necessary since sech2(X) is an even function, which means
that
sech2(X) = sech2(−X).
It can then be imposed that z0 = 0 since z0 simply represents a phase shift denoting the
position of the wave peak at t = 0. We convert back to x and t and then, finally, the
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travelling solitary wave solution is given by
η(x, t) = A sech2
(√
c
2
(x− ct)
)
, (1.3.9)
with amplitudeA and wave speed c = 2A. We note here that changing the coefficients of
the derivatives in the KdV equation (1.3.2) will modify this relationship between c and
A, although they will remain directly proportional.
The solitary wave solution (1.3.9) will be used in many of the following analyses pre-
sented in the thesis, often as an initial condition by setting t = 0.
1.3.2 The multiple soliton solution
The single soliton solution is not the only solution to the KdV equation. We have already
discussed the possibility of cnoidal wave solutions in Subsection 1.3.1, but there are also
various other possible solutions. Some of these include similarity solutions and rational
solutions which are discussed in (Drazin and Johnson, 1989), although these particular
examples are not explored here. A further set of solutions which are of interest are the
two-soliton and multi-soliton (or N-soliton) solutions.
In Subsection 1.2.2 we discussed the unique property that, following a collision, multiple
solitons will emerge essentially unchanged. During a collision between two solitons
there is a point when the centres are aligned where the two waves form a single soliton
profile, after which the two solitons re-emerge. It is possible to use this single soliton
profile as an initial condition to derive the two-soliton solution to the KdV equation. The
exact derivation isn’t given here, but Brauer (2000) uses Bäcklund transforms to derive a
general form of the solution, which is validated using Mathematica, and is given by
η(x, t) =
(A1 −A2)
(
c1 cosh
2
(√
c2
2 z2
)
+ c2 sinh
2
(√
c1
2 z1
))
(
(
√
c1 −√c2) cosh
(√
c1
2 z1 +
√
c2
2 z2
)
+ (
√
c1 +
√
c2) cosh
(√
c1
2 z1 −
√
c2
2 z2
))2
(1.3.10)
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where the wave amplitudes, A1 and A2, of each soliton are such that
A1 =
c1
2
> A2 =
c2
2
> 0,
and z1 = x− c1t and z2 = x− c2t are the respective characteristic variables.
In addition to this, it is also possible to derive the N-soliton solution. This, and the two-
soliton solution were originally derived in (Kruskal et al., 1967) using amethod of inverse
scattering transforms, sometimes called the GGKM analysis, after the authors (Gardner,
Green, Kruskal and Miura). A generalisation to the original work is discussed in Drazin
and Johnson (1989) where it is shown that taking an initial profile to be
η(x, 0) = n(n+ 1) sech2 x (1.3.11)
results in n unique solitons with different amplitudes as t → ∞. An N-soliton solution
with the long-time asymptotics
η(x, t) = 2
N∑
n=1
n2 sech2
(
n(x− 4n2t)) , as t→∞, (1.3.12)
can also be constructed, see for example (Kruskal et al., 1967; Drazin and Johnson, 1989).
In this thesis, the main focus will be on the single solitary wave solution applied to
different contexts, although numerical examples will be given in Chapter 2 demonstrating
multiple solitons emerging from an initial single-soliton profile.
2A numerical treatment of the Korteweg-de
Vries equation
This chapter will compare a variety of techniques which will be used to produce numer-
ical solutions to the Korteweg-de Vries equation. We will use the solitary wave solution
(1.3.9) derived in Section 1.3 at time t = 0 as an initial condition, and then numerically
advance forward in time using three well-defined time step schemes. The aim is to deduce
the benefits and the limitations of using each scheme to generate numerical solutions.
This chapter will give a detailed comparison of the accuracy of each technique, including
stability analyses and efforts to determine time efficiency.
In addition to comparing the time step schemes, this chapter will also consider two
techniques for numerically evaluating the spatial derivatives associated with the KdV
equation. A comparison highlighting the benefits and limitations will also be made, and
as a conclusion we will decide which of the techniques, both for advancing in time and for
evaluating spatial derivatives, will be the most efficient to use for future approximations.
Overview of schema
In the following analysis, the spatial derivatives will be handled using two different
numerical methods. The first technique we consider will be the finite differencemethod.
We will then conduct a similar analysis using the pseudospectral method. Each tech-
nique will use the solitary wave solution (1.3.9) at t = 0 as an initial value. We will then
advance in time, first using an Euler time step method, then using a leapfrog method,
and finally using a fourth-order Runge-Kutta time step method, to produce a numerical
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solution. An attempt will then be made to compare the two spatial methods and the three
time step schemes, with the intention of deciding which combination will be the most
efficient to use for more complicated systems of equations explored later in the thesis.
2.1 The finite difference method
Finite difference methods approximate spatial and time derivatives using finite differ-
ences and can produce a numerical solution using difference equations. We begin by
subdividing the domain
[−xm, xm]× [0, tmax]
into
(2N + 1)×M
equal grid points, where N denotes the number of spatial steps,M denotes the number
of time steps, xm is the truncation point of x, and tmax denotes the maximum value of
time. We define the spatial step size as
∆x =
length of domain
number of elements
=
2xm
2N + 1
,
and define the time step as
∆t =
tmax
M
.
We then define the nodal points to be
xj = −xm + j∆x, j = 0, 1, 2, . . . , 2N + 1
and
tn = n∆t, n = 0, . . . ,M − 1.
To set up the scheme η is discretised so we write η(x, t) = η(xj , tn) and so we could
write ηn1j1 to denote the value of η at grid point (j1, n1). Here, subscripts j represent
discrete points in space and superscripts n denote discrete levels in time. Applying this
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Figure 2.1.1: An illustration of the numerical mesh demonstrating the numerical node
structure.
discretisation, η is evaluated over a numerical mesh illustrated by Figure 2.1.1.
The next step is to evaluate the KdV equation in terms of finite difference equations. First,
we rearrange Equation 1.3.1 into the following form:
∂η
∂t
= −
(
a
∂3η
∂x3
+ 6η
∂η
∂x
)
(2.1.1)
and focus our attention on the right-hand side of the equation. The derivatives ∂η∂x and
∂3η
∂x3
need to be written in terms of finite difference approximations. For this analysis we will
use central difference operators to evaluate the spatial derivatives. These can be defined
in several waves depending on the order of the truncation error, denoted Etr, which
represents the error conceded in approximating the derivative numerically. For a given
step size h, and any given function f(x), the second-order central difference operator for
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df
dx is defined in (Mathews et al., 2004) to be
df
dx
≈ f(x+ h)− f(x− h)
2h
,
df
dx
=
f(x+ h)− f(x− h)
2h
+ Etr. (2.1.2)
This can be derived by taking second-degree Taylor expansions for f(x+h) and f(x−h)
around x, so that
f(x+ h) = f(x) + h
df
dx
+
h2
2!
d2f
dx2
+
h3
3!
d3f
dx3
+O(h4),
and
f(x− h) = f(x)− hdf
dx
+
h2
2!
d2f
dx2
− h
3
3!
d3f
dx3
+O(h4).
Combining these we achieve
f(x+ h)− f(x− h)
2h
=
df
dx
+O(h2)
and therefore the truncation error Etr = O(h2). We can reduce the size of the truncation
error using higher-degree Taylor expansions around x, and hence derive higher-order
central difference approximations. For this example we will use the second-order central
difference approximation described above.
Thus, using Equation 2.1.2 with h = ∆x and f(x) = η(x, t), the second-order central
difference equation for ∂η∂x is
∂η
∂x
=
η(x+ ∆x, t)− η(x−∆x, t)
2∆x
+O((∆x)2) , (2.1.3)
which in terms of our mesh points i and j can be written as
∂η
∂x
=
ηnj+1 − ηnj−1
2∆x
.
Increasing the number of mesh pointsN will decrease the size of∆x and should therefore
improve the accuracy of the approximation. It is possible to illustrate the numerical
accuracy of these approximations to the derivatives by plotting the exact solution together
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with the numerical solution. For this illustration, we choose the solitary wave solution
given in Equation 1.3.9,
η = A sech2
(√
A
2
(x− ct)
)
,
and the derivative is given by
∂η
∂x
= −
√
2A
3/2 sech2
(√
A
2
(x− ct)
)
tanh
(√
A
2
(x− ct)
)
, (2.1.4)
where A = c2 denotes the wave amplitude. Figure 2.1.2 gives a comparison between the
numerical central difference equation (2.1.3) approximation to the derivative ∂η∂x , and the
exact analytical solution to the derivative Equation 2.1.4, for a varying number of spatial
steps N .
In the figure it can be seen that the the approximation appears to map much more closely
onto the exact solution for an increased number of steps N . For N = 32 the approxima-
tion mimics the behaviour of the exact solution, but it is clear from the illustration that
there is a reasonably high error in the approximation to the derivative. Increasing the
mesh so thatN = 128, and hence decreasing the step size ∆x, results in the approxima-
tion mapping a lot more closely onto the exact solution.
We can also use Taylor expansions around x to derive the second-order central difference
operator used to give a numerical approximation to the third derivative ∂
3η
∂x3
, although
the explicit derivation is not given here. The central difference equation for the third
derivative is given by
∂3η
∂x3
=
η(x+ 2∆x, t)− 2η(x+ ∆x, t) + 2η(x−∆x, t)− η(x− 2∆x, t)
2(∆x)3
(2.1.5)
which in terms of our mesh points i and j can be written as
∂3η
∂x3
=
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
2(∆x)3
. (2.1.6)
Similar to the first derivative, we illustrate the numerical accuracy of these approxima-
tions to the derivatives by plotting the exact solution against the numerical solution. The
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Figure 2.1.2: A comparison between the numerical approximation to the derivative ∂η∂x
using the second-order differential equation (2.1.3), and the exact solution (2.1.4), for
N = 32 (top) and N = 128 (bottom), with parameter values: A = 4, x ∈ [−2pi, 2pi].
analytical form of the exact solution to the third derivative is
∂3η
∂x3
= 4
√
2A
5/2 sech4
(√
A
2
(x− 2At)
)
tanh
(√
A
2
(x− 2At)
)
− 2
√
2A
5/2 sech2
(√
A
2
(x− 2At)
)
tanh3
(√
A
2
(x− 2At)
)
.
(2.1.7)
Figure 2.1.3 gives a comparison between the numerical central difference equation (2.1.5)
for the third derivative ∂
3η
∂x3
, and the exact analytical solution, for a varying number of
spatial steps N . It is clear from the figure that increasing the value of N results in the
numerical approximation mapping much more closely to the exact solution. However,
the error in the approximation to the third derivative appears to be greater than that of the
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Figure 2.1.3: A comparison between the numerical approximation to the third derivative
∂3η
∂x3
using the central difference equation (2.1.5), and the exact solution (2.1.7) , forN =
32 (top) and N = 128 (bottom), with parameter values: A = 4, x ∈ [−2pi, 2pi].
first derivative in x. While increasing the number of steps will improve the accuracy of
the approximation, it is not always desirable to set the step size ∆x to be too small. Later
in the thesis, we will look at solving much more complicated partial differential equations
such as a modified KdV equation to include the effects of a surfactant present at the fluid
interface, see Equation 5.1.12 for example. This, and similar equations may require ∆x
to be small enough that this could lead to computationally expensive numerical codes.
To avoid having to set the step size too small we can use a higher-order central difference
equation to approximate the derivatives so that the truncation error is smaller.
The fourth-order central difference equations for ∂η∂x and
∂3η
∂x3
are given by
∂η
∂x
=
−η(x+ 2∆x) + 8η(x+ ∆x)− 8η(x−∆x) + η(x− 2∆x)
12∆x
(2.1.8)
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and
∂3η
∂x3
=
(
η(x− 3∆x)−η(x+ 3∆x) + 8η(x+ 2∆x)− 8η(x− 2∆x)
+ 13η(x−∆x)− 13η(x+ ∆x)
)/
8(∆x)3 (2.1.9)
respectively.
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Figure 2.1.4: A comparison between the numerical approximation to the third derivative
∂3η
∂x3
using a fourth-order central difference equation (2.1.9), and the exact solution, for
N = 32 with parameter values: A = 4, x ∈ [−2pi, 2pi].
Figure 2.1.4 is an illustration giving a comparison between the exact analytical solution
(2.1.7) and the numerical solution using fourth-order central difference equation (2.1.9).
Comparing with Figure 2.1.3, we see that although we still retain a noticeable error for
a limited number of steps N = 32, the approximation maps more closely to the exact
solution than it did when using the second-order difference equation.
Going forward, we will use the second-order approximations in the following numerical
analysis, with an increased number of steps. While the fourth-order approximation maps
closer to the exact solution, the second-order equation is accurate enough for a relatively
small number of steps. We also note that when evaluating the end points j = 0 and
j = 2N , using the central difference equations means we attempt to evaluate terms like
η−1 , and η2N+2 , which are undefined and would therefore produce an error.
There are several techniques that can be used to avoid evaluating the derivatives at the
end points. One such method, which we have used in the above evaluation, is to introduce
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forward difference equations to evaluate the end points at the lower boundary, and
backward difference equations to evaluate the end points at the upper boundary. These
equations are defined and discussed in more detail later.
Another technique would be to set the points to be zero and re-evaluate the difference
equations at these points accordingly. For example, at the point j = 0 the central
difference equation for ∂
3η
∂x3
would read
∂3η
∂x3
=
ηnj+2 − 2ηnj+1+0− 0
2(∆x)3
,
and similarly, at j = 2N the equation would be
∂3η
∂x3
=
0− 0 + 2ηnj−1 − ηnj−2
2(∆x)3
.
After indicating the potentially high accuracy of the numerical approximations, given a
suitably large number of mesh points, we now have a basis for a simple finite difference
scheme. How the time derivative ∂η∂t is evaluated depends on which time step method is
chosen.
2.1.1 The Euler time step
Arguably the simplest method for advancing in time is to use the Euler method (some-
times called the forward Euler method). First, we look at the definition of the time
derivative of η around t = 0
∂η
∂t
∣∣∣∣∣
t=0
= lim
δ→0
η(x, t+ δt)− η(x, t)
δt
.
Then, discretising this equation as before gives
∂η
∂t
=
ηn+1j − ηnj
∆t
,
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and this equation can be rearranged to
ηn+1j = η
n
j + ∆t
∂η
∂t
.
The right-hand side of Equation 2.1.1 can be substituted in place of ∂η∂t in the above
equation, with the central difference equations (Equation 2.1.3 and Equation 2.1.5) in
place of the spatial derivatives, and the travelling wave solution Equation 1.3.9 as an
initial condition. This approach gives an Euler finite difference scheme for advancing in
time. The equation can be written in general as
ηn+1j = η
n
j −∆t
(
a
∂3η
∂x3
+ 6η
∂η
∂x
)
,
= ∆t
(
a
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
2(∆x)3
+ 6ηnj
ηnj+1 − ηnj−1
2∆x
)
(2.1.10)
with
η(xj , t0) = A sech
2
(√
c
4a
xj
)
, t0 = 0
as the initial condition.
Numerical stability
The Euler finite difference scheme is now set up so we proceed to determine the values
for which this scheme is stable. First we consider what it means for a scheme to be
numerically stable.
“Numerical stability refers to how a malformed input affects the execution of an algo-
rithm. In a numerically stable algorithm, errors in the input lessen in significance as the
algorithm executes, having little effect on the final output” - (Macura, 2016).
In other words, errors in an algorithmwhich is unstable will increase significantly causing
the output to diverge from the exact solution. In fact, when instabilities occur, errors can
grow exponentially and the algorithm can fail to produce an output at all. A malformed
input typically refers to the step sizes chosen before executing the scheme. Fortunately,
there are methods to determine the step sizes so that a numerical scheme should produce
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a stable output.
In order to determine whether a numerical method will produce reasonable results with
a given time step ∆t, we need some way to determine stability. There are many forms of
stability that have been examined in previous works, but perhaps the one that is the most
basic is called absolute stability, (LeVeque, 2007). This method is based on using the
linear test equation
du
dt
= λu(t), (2.1.11)
where λ ∈ C is a constant, and applying our time step method to it.
To determine the values for which the KdV equation is stable when evaluating the time
derivative using the Euler time step method, we first use the test equation (2.1.11) for η
to derive general stability criteria for the Euler method. First, we set
∂η
∂t
= Λη, Λ = constant. (2.1.12)
Then evaluating the time derivative using the Euler method, the discretised test equation
becomes
ηn+1 − ηn
∆t
= Ληn.
If we set Z = Λ∆t and rearrange then we have
ηn+1 = (1 + Λ∆t)ηn,
ηn+1 = (1 + Z)ηn. (2.1.13)
This can the be rearranged again to give
ηn+1
ηn
= 1 + Z.
The term on the left-hand side of this equation is sometimes referred to as the amplifi-
cation factor, which we will denote by G. The system is said to be absolutely stable if
|G| ≤ 1, (LeVeque, 2007). Therefore, we require that
|1 + Z| ≤ 1, (2.1.14)
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Figure 2.1.5: A plot illustrating the stability region of the Euler time step scheme.
for absolute stability, otherwise the system is unstable. We define the stability region as
a region in the complex Z plane for which the system is stable, since Λ can be complex.
In this case, the stability region is determined by Equation 2.1.14. Or visually, Z must
lie inside the unit disk |Z + 1| = 1, which is illustrated by Figure 2.1.5.
Now, to determine the values for which the Euler method is stable when applied to the
KdV equation, instead of the test equation we use a linearised KdV equation
∂η
∂t
= −a∂
3η
∂x3
. (2.1.15)
The nonlinear term has been dropped since the stability criteria is likely to be most
affected by higher-order linear derivatives, which is discussed in more depth in Milewski
and Tabak (1999). Determining the stability criteria for nonlinear terms is much more
complicated, and is not explored here. In terms of discretised parameters, the linearised
KdV equation is written
ηn+1j − ηnj
∆t
= −aη
n
j+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
2(∆x)3
, (2.1.16)
which can be rearranged to give
ηn+1j = η
n
j −
a∆t
2(∆x)3
(
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
)
.
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If we compare this to Equation 2.1.13, we see that in this case
Λ = − a
2ηnj (∆x)
3
(
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
)
,
which still has some time dependence contained within ηnj . Therefore, we cannot use this
equation to determine the stability criteria and need to use another approach.
Instead, we use a Von-Neumann stability analysis to determine the numerical stability
of this scheme. The Von-Neumann method works by splitting the time dependence from
the spatial dependence in the solution. First, we assume a solution of the form
ηnj = H
neiKxj (2.1.17)
whereK is the wave number,H represents the time dependence of the solution, and the
exponential term represents the spatial dependence. In the Von-Neumann method, the
amplification factor G is defined as
G =
Hn+1
Hn
and states that a scheme is stable if |G| ≤ 1, in the same way as before. Substituting
Equation 2.1.17 into Equation 2.1.16 yields
Hn+1 −Hn
∆t
eiKxj = −ae
iK(xj+2∆x) − 2eiK(xj+∆x) + 2eiK(xj−∆x) − eiK(xj−2∆x)
2(∆x)3
Hn.
Then, after simplifying we have
G = 1− W
2
(
e2iK∆x − e−2iK∆x − 2eiK∆x + 2e−iK∆x) ,
=
∣∣∣∣1− iW( sin(2K∆x)− 2 sin(K∆x))∣∣∣∣ (2.1.18)
where
W = a∆t
(∆x)3
. (2.1.19)
The stability condition is G ≤ 1, and hence we require a suitable positive real value for
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our time step ∆t such that
∣∣∣∣1 + iW(2 sin(K∆x)− sin(2K∆x))∣∣∣∣ ≤ 1 (2.1.20)
for the system to be stable. SinceW is real, either ∆t = 0 soW = 0, or the inequality
(2.1.20) is an impossible condition. Therefore, the system is unconditionally unstable
for any chosen positive real value of the time step ∆t, and we can assume that this applies
to the full nonlinear system as well as the linearised equation.
For further clarification, if we compare Equation 2.1.14 with Equation 2.1.20, we see that
for the linearised KdV equation, Z is purely imaginary and therefore will not lie within
the unit disk illustrated by Figure 2.1.5.
A brief note on upwinding
The Eulermethod can bemade stablewhen applied to the linearisedKdV equation (2.1.15)
by considering another method for dealing with the spatial derivatives. To do this we
introduce forward difference or backward difference equations for handling the spatial
derivatives, instead of using central difference equations. This method is known as
upwinding, or sometimes called downwindingwhen using only the backward difference
equations.
The O((∆x)2) forward difference equation for numerically evaluating the first deriva-
tive, in terms of our numerical mesh, is defined by
∂η
∂x
=
−3ηnj + 4ηnj+1 − ηnj+2
2∆x
,
and the O((∆x)2) forward difference equation for evaluating the third-order derivative
is defined by
∂3η
∂x3
=
−5ηnj + 18ηnj+1 − 24ηnj+2 + 14ηnj+3 − 3ηnj+4
2(∆x)3
.
TheO((∆x)2) backward difference equation for numerically evaluating the first deriva-
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tive, in terms of our numerical mesh, is defined by
∂η
∂x
=
3ηnj − 4ηnj−1 + ηnj−2
2∆x
,
and theO((∆x)2) backward difference equation for evaluating the third-order derivative
is defined by
∂3η
∂x3
=
5ηnj − 18ηnj−1 + 24ηnj−2 − 14ηnj−3 + 3ηnj+4
2(∆x)3
.
As discussed earlier, these equations were used at each of the end points respectively
when producing the numerical approximations to each derivative using the central differ-
ence equations. This was to avoid errors when attempting to evaluate the undefined end
points
j ∈ [−1,−2,−3, 2N + 1, 2N + 2, 2N + 3].
Whether the forward or backward difference equation is used for the upwinding method
depends on the parity of a as the correct choice depends on the parity of the third deriva-
tive. For this analysis we only consider a forward difference equation which corresponds
to a positive value of a. We also impose that undefined end points, such as η2N+1 , are
assumed to be zero, a viable method which was discussed when deciding how to deal
with the end points of the central difference equations.
The stability criteria of this scheme can be checked using the Von-Neumann analysis.
The resulting amplification factor G looks like
G = 1−W (−5 + 18eiK∆x − 24e2iK∆x + 14e3iK∆x − 3e4iK∆x) ,
and hence the system is stable if
∣∣1−W (−5 + 18eiK∆x − 24e2iK∆x + 14e3iK∆x − 3e4iK∆x)∣∣ ≤ 1. (2.1.21)
This condition (2.1.21) is difficult to solve explicitly. Therefore, due to the difficulty in
determining stability criteria, and also recognising that the forward difference approx-
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imations are perhaps too complicated for evaluating more intricate higher-order terms
explored later in the thesis, we instead choose a different method for evaluating any
subsequent solutions.
2.1.2 The leapfrog time step
We now consider a different method for advancing in time called the leapfrog method.
The key difference between leapfrog method and the Euler method is that leapfrog uses
a central difference equation for evaluating the time derivative, instead of a forward
difference equation. For this reason the leapfrog time step method is sometimes called
the midpoint method. When using this method to advance in time, the time derivative
is evaluated by
∂η
∂t
≈ η(xj , tn + ∆t)− η(xj , tn −∆t)
2∆t
=
ηn+1j − ηn−1j
2∆t
, (2.1.22)
and thus the numerical scheme can be written as
ηn+1j − ηn−1j
2∆t
= a
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
2(∆x)3
+ ηnj
ηnj+1 − ηnj−1
2∆x
, (2.1.23)
⇒ ηn+1j = ηn−1j − 2∆t
(
a
ηnj+2 − 2ηnj+1 + 2ηnj−1 − ηnj−2
2(∆x)3
+ ηnj
ηnj+1 − ηnj−1
2∆x
)
,
where the central difference equations have been used to evaluate the spatial derivatives.
However, when advancing in time we will encounter the undefined term η−1j in the first
time step. For this reason, we use the Euler method for the first iteration, and then use the
leapfrog method for each subsequent step. For a large enough mesh size, any instabilities
associated with the Euler method will have a negligible effect when only used for the first
iteration.
The scheme is now set up, so we proceed to consider the numerical stability associated
with this method.
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Numerical stability of the leapfrog method
We will determine the stability of leapfrog method using the same approach that we used
for the Euler method. In the same way as before, first we will determine the absolute
stability of the leapfrog method using the test equation Equation 2.1.12, and substitute
Equation 2.1.22 for the derivative in time to give
ηn+1j − ηn−1j
2∆t
= Ληnj .
Then we substitute Z = Λ∆t and rearrange to get
ηn+1j − ηn−1j
2ηnj
= Z, (2.1.24)
and then substitute in the amplification factor G = ηn+1/ηn so that after some simplifi-
cation we have
G−G−1
2
= Z.
For absolute stability we require that |G| ≤ 1. Then, to give the boundary of the region
of stability, G = eiθ and thus the equation becomes
eiθ − e−iθ
2
= i sin θ = Z. (2.1.25)
Hence the stability region is such that Z is purely imaginary and lies between −1 and 1
on the imaginary axis. In other words |Im(Z)| ≤ 1, and Re(Z) = 0. This is illustrated
by Figure 2.1.6. Therefore the leapfrog method will only be stable with the linearised
KdV equation (2.1.15) if we choose parameters so that Z ∈ [−i, i].
We now consider the exact values for which the leapfrog scheme is stable when applied
to the linearised KdV equation. To do this we use the Von-Neumann stability analysis
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Figure 2.1.6: A plot illustrating the stability region for leapfrog time step schemes.
and substitute a solution of the form Equation 2.1.17 into Equation 2.1.23, which gives
Hn+1 −Hn−1
2∆t
eiKxj = −aHn e
iK(xj+2∆x) − 2eiK(xj+∆x) + 2eiK(xj−∆x) − eiK(xj−2∆x)
2(∆x)3
,
⇒ H
n+1 −Hn−1
2Hn
= − a∆t
2(∆x)3
(
e2iK∆x − 2eiK∆x + 2e−iK∆x − e−2iK∆x
)
(2.1.26)
where the nonlinear term has been omitted. Then using Equation 2.1.18 we know that
the right-hand side can be rewritten as
ia∆t
(∆x)3
(
sin(2K∆x)− 2 sin(K∆x)).
Now, we let θ = K∆x and define a function f(θ) such that
f(θ) = sin(2θ)− 2 sin θ.
We look for bounds on f(θ), and note that f(θ) is stationary when θ = θm. To determine
the stationary points we consider the derivative
df
dθ
= 2 cos(2θ)− 2 cos θ,
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then, using standard trigonometric identities we have
df
dθ
= 2(2 cos2 θ − cos θ − 1),
= 2(2 cos θ + 1)(cos θ − 1).
Stationary points occur when dfdθ = 0, or in other words
cos θ = 1, −1
2
which means that
sin θ = 0, ±
√
3
2
in f(θ). Then, using the identity sin(2θ) = 2 sin θ cos θ, we have
f(θ) = 2 sin θ(cos θ − 1),
and therefore, using the bounds on f(θ) we have
|f(θ)| ≤ 2
√
3
2
∣∣∣∣− 12 − 1
∣∣∣∣,
≤ 3
√
3
2
.
Now, if we compare Equation 2.1.26 with the test equation (2.1.24) we see here that
Λ =
ia
(∆x)3
(
sin(2h∆x)− 2 sin(h∆x)
)
,
and hence Z = Λ∆t must lie on the imaginary axis such that
Z ≤ ±3
√
3
2
i
(
a∆t
(∆x)3
)
. (2.1.27)
From Equation 2.1.25 we know that for absolute stability using the leapfrog method we
require that
|Im(Z)| ≤ 1,
and therefore for the linearised KdV numerical scheme to remain stable with the leapfrog
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method, we require
3
√
3
2
(
a∆t
(∆x)3
)
≤ 1,
or in other words
W = a∆t
(∆x)3
≤ 2
3
√
3
. (2.1.28)
which is approximately 0.3849.
Now that we have determined the stability region, it is possible to choose suitable values
for the time step ∆t, with a given spatial step ∆x, to produce numerical solutions to the
KdV equation using leapfrog method, without incurring numerical instabilities.
2.1.3 The Runge-Kutta time step
The third and final method that we will examine for advancing in time is called the Runge-
Kutta method. The Runge-Kutta method approximates the time derivative using multiple
steps. In this analysis we will consider a fourth-order Runge-Kutta method.
First we introduce a function F (ηnj , tn), where F is simply defined to be the right-hand
side of Equation 2.1.1, with the spatial derivatives ∂η∂x and
∂3η
∂x3
evaluated in terms of the
central difference equations Equation 2.1.3 and Equation 2.1.5, respectively. Next we
introduce four operators, g1, g2, g3, and g4 which are defined as follows:
g1 = F (η
n
j , tn),
g2 = F (η
n
j + g1
∆t
2 , tn +
∆t
2 ),
g3 = F (η
n
j + g2
∆t
2 , tn +
∆t
2 ),
g4 = F (η
n
j + g3∆t, tn + ∆t).
The time step η(x, tn + ∆t) = ηn+1j is then defined to be
ηn+1j = η
n
j +
∆t
6
(
g1 + 2g2 + 2g3 + g4
)
, (2.1.29)
and the system is set up.
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Numerical stability of Runge-Kutta method
Next we consider the stability of the Runge-Kutta method using the same approach we
used for both the Euler method and for the leapfrog method. First, we consider the linear
test equation (2.1.12) with the Runge-Kutta method (2.1.29) applied to the time derivative
and attempt to find bounds on Z = Λ∆t in order to determine the absolute stability. We
introduce the amplification factor G = ηn+1/ηn and hence we have
G = 1 +
1
6
(
Z + 2
(
Z +
Z2
2
)
+ 2
(
Z +
Z2 + Z
3
2
2
)
+
(
Z + Z2 +
Z3 + Z
4
2
2
))
,
= 1 +
1
6
(
Z + 2Z + Z2 + 2Z + Z2 +
Z3
2
+ Z + Z2 +
Z3
2
+
Z4
4
)
,
= 1 +
1
6
(
6Z + 3Z2 + Z3 +
Z4
4
)
Thus, the amplification factor G is given to be
G = 1 + Z +
Z2
2
+
Z3
6
+
Z4
24
, (2.1.30)
and for absolute stability we require that |G| ≤ 1. The stability region for the Runge-
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Figure 2.1.7: A plot illustrating the stability region of the fourth-order Runge-Kutta
scheme.
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Kutta method is illustrated by Figure 2.1.7. We can find the bounds on Z by solving
Equation 2.1.30. To do this we consider Re(Z) and Im(Z) separately. For the case
Im(Z) = 0, we have
22/3
3
(
9
√
29− 43
)1/3− 10
3
(
2
9
√
29− 43
)1/3
− 4
3
≤ Re(Z) ≤ 0
and for Re(Z) = 0 we have
|Im(Z)| < 2
√
2. (2.1.31)
Now, similar the leapfrog analysis, we consider the explicit values for which the numerical
scheme with the Runge-Kutta method remains stable when applied to the linearised KdV
equation (2.1.15). From Equation 2.1.27 we know that Z is purely imaginary and is
bounded such that
Im(Z) ≤ 3
√
3
2
(
a∆t
(∆x)3
)
,
which is a result of using the central difference equation (2.1.5) to evaluate the third-order
derivative. We compare this with the fourth-order Runge-Kutta absolute stability region
|Im(Z)| < 2√2, which means that for numerical stability we require
3
√
3
2
(
a∆t
(∆x)3
)
< 2
√
2.
In other words, in order to produce a numerically stable solution we should select a
suitable value for the size of the time step ∆t, for a given ∆x, so that
W = a∆t
(∆x)3
≤ 4
√
2
3
√
3
. (2.1.32)
This inequality tells us that the largest value W can take so that the scheme is stable,
sometimes called the critical value which we will denote asWc, is given by
Wc = 4
√
2
3
√
3
≈ 1.0887.
This critical value is approximately three times larger than the critical value obtained for
the leapfrog method, which was derived using Equation 2.1.28. It follows that the Runge-
Kutta scheme is stable for larger time steps, or equivalently, smaller values of ∆x.
50 Chapter 2: A numerical treatment of the Korteweg-de Vries equation
−12 −10 −8 −6 −4 −2 0 2 4 6 8 10 12
0
0.5
1
1.5
2
x
η
Runge-Kutta numerical solution with ν = 1.805
Numerical solution
Exact solution
−12 −10 −8 −6 −4 −2 0 2 4 6 8 10 12
0
1
2
x
η
Runge-Kutta numerical solution with ν = 1.905
Numerical solution
Exact solution
Figure 2.1.8: A plot to demonstrate the critical values of stability parameter W ,
illustrating a numerical solution with parameter valuesA = 2,N = 128, x ∈ [−4pi, 4pi],
and tmax = 2, comparingW = 1.085 (top) andW = 1.095 (bottom).
We can demonstrate the criticality ofW by choosing two values for the step size ∆t, for a
given set of parameters so that the respective value ofW is either side of its critical value,
say W = 1.095 and W = 1.085 for example. The solutions produced from selecting
these values are illustrated by Figure 2.1.8. We can immediately see from the figure that
when we exceed the critical valueWc then the numerical result becomes unstable. This
is demonstrated by oscillatory behaviour either side of the main wave crest indicating that
the errors in the approximation are growing, causing the result to diverge away from the
exact solution.
The stability criteria has been determined for both the leapfrog andRunge-Kutta schemes.
We are now able to choose suitable values for our parameters so that the numerical
algorithmswill produce useful results. Looking forward, wewill aim tomakemeaningful
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Completion time (s)
∆t W Leapfrog Runge-Kutta
9.1× 10−6 0.384 59.14 182.37
2.6× 10−5 1.088 Unstable 63.78
Table 2.1.1: A table comparing the completion time when using the leapfrog and fourth-
order Runge-Kutta methods to advance the numerical solution to the KdV equation in
time, for each respective critical value of W , using the coefficient values: amplitude
A = 2, maximum time tmax = 2, spatial domain x ∈ [−4pi, 4pi], and number of steps
N = 128.
comparisons between the two methods.
2.1.4 Comparisons between the leapfrog and Runge-Kutta method
We have determined conditions for which both the leapfrog and Runge-Kutta time step
method remain numerically stable. We will now use these conditions to produce numeri-
cal solutions to the KdV equation and draw comparisons between the twomethods. Since
the Euler method was shown to be unconditionally unstable, we will not include this in
our comparisons.
First we code up each scheme using Python, choosing values for xm, ∆x, and tmax and
then use the respective stability analyses to choose a suitable value for ∆t so that the
output converges to a numerically stable solution. For the first comparison we will look
at the time efficiency of each method. For this comparison to be meaningful, we choose
a value of ∆t for each method using a given set of parameters so that the respective value
ofW is close to the critical value associated with each scheme. This recognises that the
Runge-Kutta method is likely to be less time-efficient when using the same value of ∆t
due to increased complexity of the algorithm for advancing in time, but also accounts for
the fact that it remains stable for larger values of ∆t.
Table 2.1.1 shows a comparison between the completion times of the leapfrog and Runge-
Kutta methods. We have used each method to advance the numerical solution to the KdV
equation in time with a different value of ∆t corresponding to the critical value ofW for
each scheme. It can be seen in the table that the leapfrog method completes much faster
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than the Runge-Kutta method, although this is expected since the Runge-Kutta method
uses four evaluations to advance each time step, whereas the leapfrog method uses only
one, as discussed earlier. However, it is key to note that using Runge-Kutta method allows
the use of a much larger time step. The completion times are similar for both methods
when using their respective critical stability values.
We note here that the exact values of the times taken for the schemes to complete are
entirely hardware dependent and will certainly differ when using different machines.
However, the purpose of this examination is merely to demonstrate the difference between
the two methods so that a relative comparison can be made. The ability to choose a larger
time step is preferable due to the increased complexity of the equations examined later in
the thesis. For this reason we favour the use of the Runge-Kutta scheme rather than the
leapfrog scheme for which we would have to use a much smaller time step.
Next we consider the numerical accuracy of each scheme. It has been shown already
that with a sufficiently high number of mesh points, the central difference equations give
a very good approximation to the analytical solutions of the spatial derivatives. The
Order of Accuracy, as defined by LeVeque (2006), “quantifies the rate of convergence
of a numerical approximation of a differential equation to the exact solution. A numer-
ical solution to a differential equation is said to be nth-order accurate if the error, E , is
proportional to the step-size h to the nth power.”
In our numerical schemes, this translates to
E ∝ (∆t)n. (2.1.33)
To provide a comparison for the order of accuracy for each scheme, we consider the
maximum error of each scheme, defined to be
Emax = max[|η − ηex|], (2.1.34)
over an interval x ∈ [−L,L] for time t = tmax, where ηex denotes the exact solution.
Table 2.1.2 gives a comparison between the maximum error values calculated when
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Maximum error Emax
∆t N Leapfrog Runge-Kutta
1× 10−4 64 0.0101 0.0100
1× 10−6 64 0.01 0.01
1× 10−4 256 0.00069 0.00062
1× 10−6 256 0.000621 0.000620
Table 2.1.2: A comparison between the maximum error values Emax, for different values
of ∆t andN , calculated for each time step scheme using the parameter values: amplitude
A = 2, spatial domain x ∈ [−4pi, 4pi], at time t = tmax = 5.
using the leapfrog and Runge-Kutta time step methods to evaluate the numerical problem
presented in Equation 2.1.10 (with a = 1) compared with the exact solution ηex given
in Equation 1.3.9. Each solution was computed using a fixed parameter A = 2 over an
interval x ∈ [−4pi, 4pi], at time t = 5, for various different values of ∆t and N .
In each instance we observe that both schemes return a similar value for the maximum
error, which decreases as the number of spatial pointsN is increased. Reducing the size
of the time step ∆t yields a negligible improvement to the maximum error.
It would appear from the table that the Runge-Kutta method is consistently more accurate
than the leapfrog method, although almost negligibly so. Visually, in Figure 2.1.9 it is
seen that both approximations map extremely closely to the exact solution.
2.2 The pseudospectral method
In this section, the pseudospectral method is used as an alternative to the finite difference
method for evaluating the spatial derivatives. Assuming we have a periodic function f(x)
with period L (and L is large when we model solitary waves), we can expand this as a
Fourier series
f(x) =
∞∑
k=−∞
f̂(k) exp
(
2ipi
L
kx
)
(2.2.1)
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Figure 2.1.9: A comparison between the numerical approximation to the KdV equation
using the leapfrog method (top), and fourth-order Runge-Kutta method (bottom), with
the exact solution and coefficient values: amplitude A = 2, N = 128, x ∈ [−4pi, 4pi],
and tmax = 2.
with Fourier coefficients given by
f̂(k) =
1
L
∞∑
k=−∞
f(x) exp
(
−2ipi
L
kx
)
, (2.2.2)
where k is a spectral variable. We also note here that the notation varies for different
conventions, and that the sign in the exponential powers can be swapped. One of the main
benefits of using this method is that evaluating spatial derivatives is extremely simple.
The derivative is given by
df
dx
=
2pi
L
∞∑
k=−∞
ikf̂(k) exp
(
2ipi
L
kx
)
.
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In order to use spectral methods formathematical programming, we use an approximation
to the series given in Equation 2.2.2, called the discrete Fourier transform (DFT), which
typically has the form
f̂k =
1
N
N−1∑
k=0
fj exp
(
−2ipi
N
jk
)
, (2.2.3)
where we have replaced f(x) by N discrete samples, or steps, so that
f(x) ≈ f
(
LN
j
)
= fj , for j = 0 . . . N − 1.
This is known as the DFT of the periodic function f(x). To get back to f , we introduce
the inverse discrete Fourier transform (IDFT), which is an approximation to the series
given in Equation 2.2.1, which has the form
fj =
N−1∑
k=0
f̂k exp
(
2ipi
N
jk
)
. (2.2.4)
In Python, the discrete Fourier transform can be computed using the fast Fourier trans-
form (FFT) function, and likewise, the inverse transform can be applied using the inverse
fast Fourier transform function (IFFT). A much more extensive derivation and discussion
of the discrete Fourier transforms used above is presented in Johnson (2011).
For our numerical approximation we transform the surface elevation function η(x, t)
using a discrete Fourier transform. We impose that η(x, t) is periodic on the interval
[−2pi, 2pi], over N discrete points xj = −xm + j∆x. The DFT is then given by
η̂(k) = F [η(x, t)] = 1
N
N−1∑
j=0
η(x, t)e−ikxj . (2.2.5)
The function can η(x, t) can be recovered using the inverse transform, defined by
η(x, t) = F −1[η̂(k)] =
N−1∑
j=0
η̂(k)eikxj . (2.2.6)
As discussed, applying the DFT provides a relatively simple way of evaluating the spatial
derivatives ∂η∂x and
∂3η
∂x3
. Each derivative can be resolved in Fourier space and then
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returned to physical space. We have
∂η
∂x
=
N−1∑
j=0
η̂
d
dx
(eikxj ) =
N−1∑
j=0
(ik)η̂eikxj ,
= F −1[(ik)η̂] ,
and therefore, using the same logic, the third derivative can be expressed by
∂3η
∂x3
= F −1[(ik)3η̂] .
The transformed KdV equation can then be represented as
∂η̂
∂t
= −3ik(̂η2)− a(ik)3η̂
noting here that the transformed nonlinear term is represented by the discrete Fourier
transform of η2, using the identity
6η
∂η
∂x
= 3
∂
∂x
(
η2
)
.
Similar to the finite difference method, a variety of different time stepping methods can
be used to advance forward in time while using the pseudospectral method. We may also
advance in either Fourier space or physical space.
The Euler, leapfrog and fourth-order Runge-Kutta methods will be considered again. The
key difference between the pseudospectral and finite difference methods is the way in
which the spatial derivatives are evaluated. Therefore, we can reuse the time step schemes
derived for the finite difference method, and write the KdV equation in the form
∂η
∂t
= f(x, t)
where the function f(x, t) represents the right-hand side at any given time step n, given
by
f(x, t) = −3F −1
[
ik(̂η2)
]
− aF −1[(ik)3η̂] . (2.2.7)
Each time step scheme can then be written as follows:
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Euler time step
ηn+1 = ηn + ∆tf(x, t), (2.2.8)
Leapfrog time step
ηn+1 = ηn−1 + 2∆tf(x, t), (2.2.9)
Runge-Kutta time step
ηn+1 = ηn +
∆t
6
(
g1 + 2g2 + 2g3 + g4
)
, (2.2.10)
where
g1 = f(x, tn),
g2 = f
(
x+ g1
∆t
2 , tn +
∆t
2
)
,
g3 = f
(
x+ g2
∆t
2 , tn +
∆t
2
)
,
g4 = f
(
x+ g3∆t, tn + ∆t
)
.
We will use Python to numerically solve the KdV equation using each of these step
schemes to advance in time. In order to evaluate the DFT of each derivative, we use
the Python fast Fourier transform (FFT) algorithm (and IFFT algorithm for the inverse
transform), provided by the NumPy package. However, in the same manner as the finite
difference schemes, we will first conduct a stability analysis to generate stability criteria
for each method.
2.2.1 Stability analysis of the pseudospectral method
In the earlier finite difference analysis, presented in Section 2.1, we determined the con-
ditions needed for absolute stability associated with each time step scheme. These are
immediately transferable to the pseudospectral method.
In order to determine the stability criteria for each numerical scheme, using the pseu-
dospectral method to approximate the spatial derivatives, we begin with the linearised
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KdV equation (2.1.15) and assume a solution of the form
η = eikx .
We then use the pseudospectral method discussed in Section 2.2 to evaluate the third-
order derivative term to give
f(k) = −a(ik)3η, (2.2.11)
so that f(k) denotes the right-hand side of the linearised KdV equation (2.1.15). If the
spatial domain is assumed to be periodic on the interval x ∈ [−xm, xm], then η can be
written as a discrete Fourier series given by
η =
N−1∑
n=0
An exp(ipiknx) . (2.2.12)
where
kn =
pin
xm
, using equation (2.2.4).
Looking back to the linear test equation (2.1.12), for absolute stability we require thatZ =
Λ∆tmust lie inside a stable region such that |k| ≤ km for each kn. Using Equation 2.2.11,
Λ is given here by
Λ =
f(k)
η
,
and thus we have Λ = a(ik)3. Then using the fact that
km =
pi(N − 1)
xm
=
pi
∆x
we have
Λm = a(ikm)
3 = −ia
( pi
∆x
)3
.
Then the stability condition is such that the section of the imaginary axis [−iZm, iZm]
lies within the stable region of the chosen step scheme, where
Zm = Λm∆t = −ia∆t
( pi
∆x
)3
. (2.2.13)
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From the finite difference stability analysis we know that this implies that the Euler
method is unconditionally unstable as its eigen-solutions will never lie on the imaginary
axis, and from the absolute stability examination we know that, for the Euler method, Z
must lie in the unit disc |1 + Z| ≤ 1. We proceed to examine stability conditions for the
leapfrog and Runge-Kutta time step methods.
From Equation 2.1.25, we know that for the leapfrog method the absolute stability con-
dition is |Im(Z)| ≤ 1, which means that
a∆t
( pi
∆x
)3 ≤ 1
and therefore the stability region for the leapfrog method when used with the pseudospec-
tral method is given by
a
∆t
(∆x)3
≤ 1
pi3
,
which is approximately 0.0322. Similarly, from Equation 2.1.31 we know that the ab-
solute stability condition of the Runge-Kutta method is |Im(Z)| < 2√2. Hence, when
using the pseudospectral method with the Runge-Kutta method to advance in time, the
critical stability condition is given by
a
∆t
(∆x)3
≤ 2
√
2
pi3
,
which is approximately 0.0912. Similar to the finite difference analysis, this value is
approximately three times larger than the critical value for the leapfrog method allowing
the use of a larger time-step.
2.2.2 Comparisons with the finite difference method
Comparing the two methods directly we see from Table 2.2.1 that the critical stability
values Wc for the pseudospectral method are considerably smaller than those derived
earlier for the finite difference method. Thus, while the pseudospectral method is an
extremely accurate and simple way of evaluating derivatives, the finite difference method
allows for larger time steps and smaller domains for which the system could remain stable.
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Finite difference Pseudospectral
Leapfrog 0.3849 0.0323
Runge-Kutta 1.0887 0.0912
Table 2.2.1: A table comparing the critical stability values Wc for the leapfrog and
pseudospectral methods when using finite difference or pseudospectral schemes.
The main advantages however to using the pseudospectral method over the finite dif-
ference method are accuracy and time efficiency. Whilst the finite difference method is
accurate, it becomes less time efficient at higher orders. The pseudospectral method is
much more efficient in higher-order systems and is therefore the obvious choice when
evaluating more complicated systems of equations. It also offers a higher order of accu-
racy.
Later in the thesis we consider systems of partial differential equations containing ad-
ditional higher-order derivatives and transform terms which model the relative effects
of surface stresses and gradual damping. Due to the complexity of these equations, we
choose to use the pseudospectral method for handling the numerical evaluation of these
equations in subsequent chapters.
2.3 The integrating factor method
In the previous sections of this chapter, we have identified that the presence of the linear
third-order spatial derivative in the KdV equation results in very limited stability for each
of the time step methods that we have considered. For this reason we refer to this term as
being numerically stiff. This gives us motivation to seek a new method which removes
the stiffness associated with the linear term, thus allowing for a more robust and efficient
numerical scheme.
One such method is defined by Milewski and Tabak (1999) (and also discussed in Tre-
fethen (2000)), where an integrating factor is introduced. The main idea behind this
method is to introduce a specially chosen function to be used as an integrating factor, and
then introduce a new variable in terms of this integrating factor. These are defined in such
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a way so that, when substituted into the transformed KdV equation, the third-order linear
derivative term is substituted out, thus removing any associated numerical stiffness. The
numerical scheme then advances the substituted variable in time before returning to the
original variable.
This method is also applicable to other PDEs where, by modifying the integrating factor,
we are able to substitute out other linear derivatives from the given equation. This is
discussed in more depth later in Chapter 3 when we begin to consider numerical solutions
to the KdV equation with additional terms.
In order to utilise this method, we start by taking the Fourier transform of the KdV
equation to give
∂η̂
∂t
+ 3ik(̂η2) = −a(ik)3η̂, (2.3.1)
where the Fourier transform of η is given by
η̂(k, t) = F [η(x, t)] =
∫ ∞
−∞
η(x, t)e−ikxdx,
and
(̂η2) = F [η2].
We define the integrating factor denoted by Ê to be
Ê = ea(ik)
3t,
where the power of the exponential term is chosen to match the right-hand side of the
transformed KdV equation (2.3.1). We then multiply Equation 2.3.1 by Ê to give
Ê
∂η̂
∂t
+ 3ikÊ(̂η2) = −a(ik)3Êη̂ (2.3.2)
and introduce a new variable v̂ such that
v̂ = Êη̂.
62 Chapter 2: A numerical treatment of the Korteweg-de Vries equation
Then we substitute v̂ into equation Equation 2.3.2 which yields
∂v̂
∂t
− a(ik)3v̂ + 3ikÊ(̂η2) = −a(ik)3v̂ (2.3.3)
using the fact that
∂v̂
∂t
= a(ik)3Êη̂ + Ê
∂η̂
∂t
,
and hence
Ê
∂η̂
∂t
=
∂v̂
∂t
− a(ik)3v̂.
Then Equation 2.3.3 simplifies and rearranges to
∂v̂
∂t
= −3ikÊ(̂η2). (2.3.4)
The linear term has been eliminated and the transformed KdV equation is no longer stiff.
We can then set up a numerical scheme using Equation 2.3.4. The spatial element of the
system on the right-hand side can be evaluated using the fast Fourier transform (FFT)
function in Python, provided by the NumPy package, as discussed in the pseudospectral
analysis. We choose to evaluate the time derivative, ∂v̂∂t , using the Runge-Kutta time step
method. It was also mentioned in the pseudospectral analysis that we may advance in
either the spectral domain or in physical space. In this example we choose to advance in
spectral space.
We begin by rewriting Equation 2.3.4 so that
∂v̂
∂t
= F (t, v̂) = Λµ(η̂)e−f(k)t (2.3.5)
where
µ(η̂) = F [F−1[η̂]2], Λ = −3(ik), f(k) = −a(ik)3.
Now, using Equation 2.1.29 we can construct the Runge-Kutta system as follows,
∂v̂
∂t
= F (tn, v̂
n), n = 0 . . .
tmax
∆t
, (2.3.6)
2.3 The integrating factor method 63
so that
g1 = F (tn, v̂
n) , (2.3.7)
g2 = F
(
tn +
∆t
2
, v̂n +
∆t
2
g1
)
, (2.3.8)
g3 = F
(
tn +
∆t
2
, v̂n +
∆t
2
g2
)
, (2.3.9)
g4 = F
(
tn + ∆t, v̂
n + ∆tg3
)
, (2.3.10)
and
v̂n+1 = v̂n +
∆t
6
(
g1 + 2g2 + 2g3 + g4
)
, (2.3.11)
where the notation v̂n denotes v̂ evaluated at a given grid point n, as opposed to an
exponent of v̂.
We now adopt a similar approach to that used in (Trefethen, 2000) and evaluate the
above system of equations, Equation 2.3.6 through to Equation 2.3.11, with respect to a
transformed integrating factor. The motivation behind this is to avoid having the system
diverge for real f(k) (for which the integrating factor would grow exponentially). To
implement this, we introduce
E¯ = ef(k)tn , E1 = e
f(k) ∆t
2 , E2 = (E1)
2 = ef(k)∆t.
Transforming the integrating factor in this way gives O(1) quantities for E1 and E2,
preventing exponential growth of the integrating factor and also preventing possible di-
vergence. Applying this transformation we have
η̂n = η̂(tn) = E¯v̂n, η̂
n+1 = E¯E2v̂
n+1,
where, similar to before, the notation η̂n denotes the function η̂ evaluated at the grid
point n, as opposed to an exponent term. Then g1, g2, g3, and g4 are re-evaluated with
consideration to the integrating factor. Thus we have
g1 = ΛE¯
−1µ(η̂n), where µ(η̂n) = F [F−1[η̂n]2],
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and we introduce G1 such that
G1 = E¯∆t g1
= Λ∆t µ(η̂n). (2.3.12)
Then for g2 we have,
g2 = Λµ(v̂a)E¯
−1, where v̂a = v̂n + ∆t
2
g1.
Applying the transformation we can say
η̂a = E¯E1v̂a,
= E¯E1
(
v̂n +
∆t
2
g1
)
,
= E1
(
η̂n +
∆t
2
E¯g1
)
,
= E1
(
η̂n +
1
2
g1
)
(using 2.3.12),
and thus we can introduce G2 such that
G2 = Λ∆t µ(η̂a),
= ∆t E¯E1g2.
We continue in this manner for G3 and G4, and after some work the system becomes:
G1 = ∆tΛµ(η̂
n) = E¯(∆t)g1, (2.3.13)
G2 = ∆tΛµ
(
E1η̂
n +
1
2
E1G1
)
= E¯E1(∆t)g2, (2.3.14)
G3 = ∆tΛµ
(
E1η̂
n +
1
2
G2
)
= E¯E1(∆t)g3, (2.3.15)
G4 = ∆tΛµ(E2η̂
n + E1G3) = E¯E2(∆t)g4, (2.3.16)
and thus
η̂n+1 = E2η̂
n +
1
6
(
E2G1 + 2E1(G2 +G3) +G4
)
. (2.3.17)
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The function η(x, t) can then be recovered by using the inverse transform:
η(x, t) = F−1[η̂].
The main benefit of using the integrating factor method is the ability to select a time
step which is much larger than either of the methods seen previously. While an explicit
stability analysis is not explored here, the exclusion of the linear term results in a decrease
in numerical stiffness allowing for a much broader stability region, examples of which
are given in Trefethen (2000). The ability to select a larger time step means that the
algorithms are much more time efficient, which greatly speeds up completion times when
generating numerical solutions.
The integrating factor method is readily extendible to additional terms which will be
explored later in the thesis, and doing so is also very easy to implement. In fact, the
only change necessary to the algorithm is the definition of the integrating factor E. The
integrating factor is defined in such a way as to reflect the right-hand side of the governing
equation, and incorporate all linear terms which otherwise would result in numerical
stiffness. This also extends to integral transform terms which will be examined later
in Chapter 5 as part of a surfactant analysis, and Chapter 6 in an electrohydrodynamic
system.
Taking account of the reasoning discussed above, for each subsequent chapter in the thesis
we use the integrating factor and pseudospectral methods for handling spatial deriva-
tives, and the fourth-order Runge-Kutta method for advancing in time, for all subsequent
numerical schemes. We believe that the extensive numerical analysis in this chapter
has identified these methods as being the optimal approach applicable to the systems
of equations which will be seen later in the thesis.
To conclude this chapter, we will demonstrate this approach by generating various nu-
merical solutions to the Korteweg-de Vries equation (1.3.1) using the integrating factor
method described above.
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2.4 Numerical solutions to the KdV equation
Now that we have explored a variety of different schemes and have chosen to use the
integrating factor method for the remainder of the thesis, we will now use this method to
present some simple numerical solutions to the Korteweg-de Vries equation.
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Figure 2.4.1: A plot of the solitary wave solution η(x, 0) = 2 sech2 x for times t = 0, 1
and 2, with spatial domain x ∈ [−4pi, 4pi], time step ∆t = 0.01, and number of spatial
steps N = 256.
If we consider the general form of the KdV equation (1.3.1) and set a = 1, then this has
a solitary wave solution given by
η(x, t) = A sech2 (γ(x− ct)) , γ =
√
|A|
2
, (2.4.1)
2.4 Numerical solutions to the KdV equation 67
using Equation 1.3.9 with c = 2 |A|. At time t = 0 we have
η(x, 0) = A sech2 (γx) , (2.4.2)
then if we set A = 2 then the solution is simply
η(x, 0) = 2 sech2 x. (2.4.3)
We now use Python to code up the integrating factor system given by Equation 2.3.4,
using the Runge-Kutta system presented in equations (2.3.13)-(2.3.17) to advance in time,
with Equation 2.4.3 as the initial condition.
Figure 2.4.1 presents a plot of the numerical solution at times t = 1 and t = 2, each
of which is compared with the initial condition. We observe from the illustration that
the wave has propagated at a constant speed with no change in its shape or form, which
is indicative that the scheme is generating results in accordance with what we’d expect
the exact solutions to look like. We also note the use of a relatively large time step size,
and small number of spatial steps, which is made possible through use of the integrating
factor method since the numerically stiff linear terms have been removed from the system.
If we now fix the shape of the initial wave by imposing that γ = 1, but change the initial
amplitude to A = 6 so that
η(x, 0) = 6 sech2 x, (2.4.4)
then we have an initial soliton profile which is not an exact solution to the generalised
form of the KdV equation (1.3.1). Such a scenario should see the initial profile split into
two solitons, as discussed in Section 1.3. This is evidenced by Figure 2.4.2 which is an
illustration of such a system for times t = 0, 0.15, and 0.5. This illustration has been
generated using the same Python script as the one soliton solution, replacing the initial
solution (2.4.3) with Equation 2.4.4.
Similarly, if we set γ = 1 but change the initial amplitude to A = 12, so that
η(x, 0) = 12 sech2 x, (2.4.5)
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Figure 2.4.2: An illustration of an initial single soliton profile η(x, 0) = 6 sech2 x
splitting into two solitons, with parameters x ∈ [−4pi, 4pi], t = 0, 0.15, and 0.5.
then we have a scenario where we should see the initial single soliton split into three
solitons, a scenariowhich is also discussed in Section 1.3. This can be seen in Figure 2.4.3
which is an illustration of such a scenario at times t = 0, 0.05, and 0.25, and has been
generated using the same Python script as the one and two soliton solutions, replacing
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Figure 2.4.3: An illustration of an initial single soliton profile η(x, 0) = 12 sech2 x
splitting into three solitons, with parameters x ∈ [−4pi, 4pi], t = 0, 0.05, and 0.25.
the initial solution (2.4.3) with Equation 2.4.5. The reason for such small increments in
time is because, in this scenario, the leading soliton has a large amplitude compared with
the trailing soliton, which means it travels considerably faster due to the proportionality
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between the wave amplitude and the wave speed.
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Figure 2.4.4: An illustration of an initial profile η(x, 0) = 4 sech2 xwhich is not an exact
solution to the KdV equation, with parameters x ∈ [−4pi, 4pi], t = 0, 0.2, and 0.4.
We also consider a scenario where the initial solution is not an exact solution to the KdV
equation (1.3.1), and additionally is not an exact multi-soliton case, as above. For this
scenario, we again set γ = 1 and set the initial amplitude to be A = 4 so that the initial
solution looks like
η(x, 0) = 4 sech2 x. (2.4.6)
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Since A = 4 cannot be written in the form N(N − 1) for N ∈ N we should not see
an exact split into N solitons, and instead should expect the formation of a dispersive
wave component. In fact, Drazin and Johnson (1989) discuss that this particular solution
should take the form of two solitons followed by a dispersive wave train. This scenario
is illustrated by Figure 2.4.4. We observe from the plots the formation of a decaying
oscillatory tail which forms behind the main disturbance. This oscillatory dispersive
component is a standard result and will be explored in more depth in Chapter 3 where we
consider perturbations to the KdV equation.
Finally, for completeness, we also consider the case of a negative amplitude wave. For
clarity, this assumes a negative amplitude solitary wave as a proposed solution to the
KdV equation (1.3.1) associated with elevated travelling wave solutions, and not the case
where the sign of the third order derivative is also negative which has solutions in the
form of waves of depression.
As discussed in Grimshaw and Yuan (2016) and Drazin and Johnson (1989), here we
expect that the solution will develop without the emergence of a soliton. The initial
pulse will collapse and degenerate into a wave train which disperses into x < 0. This is
illustrated by Figure 2.4.5. We note that a larger spatial range has been used to allow for
the decaying wave train.
We have now demonstrated the integrating factor system which we have selected to use
for the remainder of the thesis, to generate several different numerical solutions to the
Korteweg-de Vries equation, and will now proceed to look at more complicated systems
describing different physical scenarios.
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Figure 2.4.5: An illustration of an initial profile η(x, 0) = −2 sech2 x which is not an
exact solution to the KdV equation (1.3.1), with parameters x ∈ [−16pi, 16pi], t = 0,
0.15, and 0.5.
3Gradual damping of solitary waves and the
KdV-Burgers’ equation
All results in the previous chapter have considered travelling solitary wave solutions to
the Korteweg-de Vries equation (1.3.1) without any additional physical effects. In this
chapter we will consider a solitary wave (1.3.9) subject to diffusive damping.
Previous work has seen scenarios in which a solitary wave experiences damping due to
various different physical scenarios. Ott and Sudan (1970) examined four different forms
of damping covering physical situations such asmagnetosonic waves damped by electron-
ion collisions, ion sound waves damped by ion-neutral collisions and by electron Landau
damping, and shallowwater waves damped by viscosity. Hammerton and Bassom (2013)
examined a system with insoluble surfactant present at the fluid surface, a scenario which
is explored in much more depth later, in Chapter 5.
Caputo and Stepanyants (2003) also discuss a variety of different scenarios with gener-
alised soliton damping such as Rayleigh dissipation (Pelinovsky et al., 1993), a Chezy
model where damping is due to friction at the solid fluid bottom (Holloway et al., 1999),
and Reynolds-type dissipation with effects due to turbulent viscosity (Holloway et al.,
1997), to name a few.
In each scenario, the equation governing the fluid can be written as a perturbed KdV
equation of the form
∂η
∂t
+ 6η
∂η
∂x
+ a
∂3η
∂x3
= R(η), (3.0.1)
where any additional physical processes are governed by theR(η) term on the right-hand
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side of Equation 3.0.1.
In each scenario, general solutions are typically not available, and often numerical meth-
ods such as those discussed in Chapter 2 are used to produce approximate solutions. We
begin by considering a system when R(η) is small and the solution is considered as a
perturbation of the soliton solution. In order to develop general methods for examining
such a system, in this chapter we choose to focus on the case when the perturbation
R(η) represents diffusive damping. This is modelled by adding a diffusive second-order
spatial derivative to the right-hand side of the KdV equation, which is kept small so that
the effects of the damping over time are gradual. The resulting equation looks like
∂η
∂t
+ 6η
∂η
∂x
+ a
∂3η
∂x3
= ε
∂2η
∂x2
(3.0.2)
where ε  1 is a small parameter which controls the magnitude of the diffusion. This
equation is widely known as theKorteweg-deVries-Burgers’ equation (KdV-B), (some-
times referred to as the Burgers’-KdV equation) and is a direct combination of Burgers’
equation
∂η
∂t
+ 6η
∂η
∂x
= ε
∂2η
∂x2
, (3.0.3)
and the KdV equation (1.3.1). The Burgers’ equation has many travelling wave solutions
which represent shock waves, although these are not considered here. Although both
equations have exact travelling wave solutions, the KdV-B equation has only one known
exact, bounded travelling wave solution, given by Feng and Meng (2007) to be
η(x, t) =
ε2
50a
sech2
(
ε
10a
(
x∓ 6ε
2
25a
t
))− ε2
25a
tanh
(
ε
10a
(
x∓ 6ε
2
25a
t
))± ε2
25a
.
(3.0.4)
We recall that sech2 appears in the solitary wave solution (1.3.9) to the KdV equation,
and note that the tanh is seen in the Taylor shock solution to the Burgers’ equation.
Equation 3.0.4 then appears to be a linear combination of these two solutions, although
we do not explore this solution any further here.
TheKdV-Burgers’ equation (3.0.2) is widely used in the field ofwave propagation through
cosmic plasmas (Gao, 2015). Particular examples include the propagation of ion-acoustic
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waves and magneto-sonic waves, with η denoting perturbations in either ion velocity,
ion density or electrostatic wave potential depending on the exact context. Another
application of the KdV-B equation is propagation of gas slugs through fluidised beds
(Harris and Crighton, 1994), where η describes the voidage fraction, although in this
case the perturbation term has the opposite sign and is no longer a dissipative term.
In the present analysis we treat KdV-Burger’s equation as a model equation without
considering the significance of the solutions to the physical processes discussed above.
We will impose a KdV solitary wave solution (1.3.9) as an initial condition and then
look at how the inclusion of the diffusive second-order term affects the wave amplitude,
assuming that the effects from the diffusive term are applied for time t > 0. One of
the main purposes for considering this scenario is to formulate a method which can then
be used for more complicated scenarios, examined later. Each scenario will consider
the same solitary wave solution subject to damping due to a viscous boundary layer at
the fluid base, satisfying a no-slip condition at the solid impermeable bottom boundary.
The results generated in this chapter will then be used for comparisons with subsequent
results.
We will then attempt to construct an asymptotic solution to η expanding around the small
parameter ε, and solve up to and including the O(ε) correction term. This asymptotic
solution will then be used to give a better approximation to the behaviour of the solitary
wave subject to the effects due to the diffusion term.
3.1 Leading-order decay due to the diffusive second-order term
Suppose initially that we have a travelling solitarywave solution to theKdV equation (1.3.1),
given by
η(x, t) = A sech2
(√
c
4a
(x− ct)
)
, (3.1.1)
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and then impose that the wave is subject to viscous diffusion for t > 0. Such a system is
governed by the KdV-Burgers’ equation
∂η
∂t
+ 6η
∂η
∂x
+ a
∂3η
∂x3
= ε
∂2η
∂x2
(3.1.2)
where the second-order derivative term governs the effects due to slow acting diffusion.
This section will use Equation 3.1.2 such that the diffusion term is relatively small in
comparison with the other terms in the equation. The initial solution will be considered
in the form of a solitary wave with slowly decaying amplitude A, due to the addition of
the diffusion parameter, as the wave propagates in time. We first consider the solitary
wave given in Equation 1.3.9. We replace the wave amplitude c2 with a slow-decaying
function of time A(t), so that the initial solution to Equation 3.1.2 now takes the form
η(x, t) = A(t) sech2
(√
A
2a
(
x− 2At
))
. (3.1.3)
The intention is to find the amplitude function A(t) as an analytic function in terms of t,
ε and the initial amplitude A0 = c2 . A similar analysis is given by Ott and Sudan (1970)
who were able to find a function describing the amplitude A(t) as a function of time, for
each of the physical scenarios discussed therein.
3.1.1 Multiple scale asymptotic analysis
We now attempt to construct a multiple scale analysis with the expectation of finding an
analytical solution to the slowly decaying amplitude function A(εt). The motivation for
this arises from the small parameter ε and the notion of slow-time, εt, since the amplitude
is expected to decay slowly in time. We start by introducing a new variable τ = εt to
denote slow-time, so that the small parameter ε acts as a scale for the time variable t.
Now, the KdV-Burgers’ equation (3.1.2) is rewritten in terms of τ and z, where
z = x− 2
∫ t
A(εt′)dt′,
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and we assume a solution η = η(z, τ). The derivatives in terms of these new variables
are given by
∂
∂x
=
∂
∂z
, and
∂
∂t
= −2A ∂
∂z
+ ε
∂
∂τ
,
and therefore the KdV-Burgers’ equation (3.1.2) in terms of the new variables becomes
ε
∂η
∂τ
− 2A∂η
∂z
+ 6η
∂η
∂z
+ a
∂3η
∂z3
= ε
∂2η
∂z2
. (3.1.4)
We now attempt to construct a simple asymptotic approximation to η(z, τ) valid for ε
1 which takes the form
η(z, τ ; ε) = η0(z, τ) + εη1(z, τ) +O(ε2), (3.1.5)
subject to the condition
η → 0, as |z| → ∞.
Substituting Equation 3.1.5 into Equation 3.1.4, and then equating coefficients of powers
of ε, we obtain the leading-order O(ε0) equation
− 2A∂η0
∂z
+ 6η0
∂η0
∂z
+ a
∂3η0
∂z3
= 0. (3.1.6)
Then, equatingO(ε) terms we obtain the differential equation at the next order, given by
− 2A∂η1
∂z
+ 6
∂(η0η1)
∂z
+ a
∂3η1
∂z3
=
∂2η0
∂z2
− ∂η0
∂τ
. (3.1.7)
Equation 3.1.6 is effectively Equation 1.3.3 in terms of η0, and therefore we can state that
the leading-order solution has the form
η0 = A(τ) sech
2
(√
A
2a
z
)
. (3.1.8)
However, the solution to η1(z, τ) isn’t immediately obvious. Instead we use a similar
approach to that discussed in Mei (1989) and introduce operators L0 and L1 defined to
be
L0[U ] =
∂
∂z
(
−2AU + 3U2 + a∂
2U
∂z2
)
,
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and
L1[V ] =
∂
∂z
(
−2AV + 6UV + a∂
2U
∂z2
)
,
where U and V represent the leading-order and the O(ε) solutions respectively. Then,
applying these operators to Equation 3.1.6 and Equation 3.1.7 we have
L0[η0] = 0, and L1[η1] =
∂2η0
∂z2
− ∂η0
∂τ
. (3.1.9)
It can now be shown by straightforward partial integration that L0 and L1 are adjoint
operators of each other. Applying the condition η0, η1 → 0 as |z| → ∞,
∫ ∞
−∞
η0L1[η1]dz =
∫ ∞
−∞
η0
∂
∂z
(
−2Aη1 + 6η0η1 + a∂
2η1
∂z2
)
dz,
= −
∫ ∞
−∞
∂η0
∂z
(
−2Aη1 + 6η0η1 + a∂
2η1
∂z2
)
dz,
= −
∫ ∞
−∞
η1
∂
∂z
(
− 2Aη0 + 3η20
)
dz − a
∫ ∞
−∞
∂η0
∂z
∂2η1
∂z2
dz,
= −
∫ ∞
−∞
η1
∂
∂z
(
−2Aη0 + 3η20 + a
∂2η0
∂z2
)
dz
= −
∫ ∞
−∞
η1L0[η0] dz.
Thus we have ∫ ∞
−∞
η0L1[η1] dz +
∫ ∞
−∞
η1L0[η0] dz = 0, (3.1.10)
which is exactly the required condition for L0 and L1 to be considered adjoint operators,
(Mei, 1989). Then, using Equation 3.1.9 we know that L0[η0] = 0, and Equation 3.1.10
becomes ∫ ∞
−∞
η0L1[η1]dz =
∫ ∞
−∞
η0
(
∂2η0
∂z2
− ∂η0
∂τ
)
dz = 0, (3.1.11)
which is a definite integral in terms of the leading-order solution η0 only. Since η0 has
already been defined in Equation 3.1.8, we can evaluate the integral in Equation 3.1.11
which will remove z, and thus we should be able to rearrange the result into an ordinary
differential equation for A in terms of t only. For simplicity we set
γ =
√
A
2a
, and θ = γz, (3.1.12)
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and hence Equation 3.1.11) becomes
1
γ
∫ ∞
−∞
η0
(
γ2
∂2η0
∂θ2
− ∂η0
∂τ
)
dθ = 0 (3.1.13)
into which we directly substitute η0 = A sech2 θ, from Equation 3.1.8. Evaluating each
of the derivatives in (3.1.13) individually, we have
∂2η0
∂θ2
= 2A sech2 θ
(
2 tanh2 θ − sech2 θ
)
(3.1.14)
and
∂η0
∂τ
= sech2 θ
dA
dτ
(1− θ tanh θ)− 4γA sech2 θ tanh θ. (3.1.15)
Before substituting these back into Equation 3.1.13, we first note that tanh θ is an odd
function, which means that ∫ ∞
−∞
tanh θ dθ = 0.
Then, since sech2(θ) is an even function, the final term in Equation 3.1.15 is equal to
zero, since ∫ ∞
−∞
sech2 θ tanh θ dθ = 0.
We omit this term, and thus after substituting Equation 3.1.14 and Equation 3.1.15 into
Equation 3.1.13 we have
2γ2A2
∫ ∞
−∞
2 tanh2θ sech4 θ − sech6 θ dθ
−AdA
dτ
∫ ∞
−∞
sech4 θ
(
1− θ tanh θ
)
dθ = 0.
We evaluate each integral using Maple, which gives
∫ ∞
−∞
2 tanh2 θ sech4 θ − sech6 θ dθ = − 8
15
,
and ∫ ∞
−∞
sech4 θ(1− θ tanh θ) dθ = 1.
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Then, writing γ2 = A2a , Equation 3.1.13 simplifies to
dA
dτ
+
8
15a
A(τ)2 = 0. (3.1.16)
Equation 3.1.16 is a first-order ordinary differential equation for A(τ) of separable type
and can therefore be solved using the method of separable variables. First, we write
∫
dA
A2
= − 8
15a
∫
dτ.
Then, using the initial condition A(t = 0) = A0, after simplification we have
A(t) =
A0
1 + 815aA0εt
(3.1.17)
which is a function describing the leading-order amplitude as a function of time. This
agrees with the solution derived in (Ott and Sudan, 1970). We observe that as t increases,
the value of the amplitude A(t) decreases gradually from its initial value A(0) = A0, as
predicted.
We will now construct a numerical solution to the amplitude so that we can directly
compare with the asymptotic solution (3.1.17).
3.1.2 Comparisons between the asymptotic and numerical solutions
Now that we have determined an analytical function which describes the slowly de-
creasing amplitude, we will compare this with a numerical solution. To construct the
numerical solution we will use the integrating factor method from Chapter 2, applied to
Equation 3.1.2, using
η(x, 0) = A0 sech
2
(√
A0
2a
x
)
(3.1.18)
as an initial condition. Here we are imposing a solitary wave solution for time t = 0
and then applying the diffusive damping for t > 0. The expectation is that we will see
a gradual decay in amplitude and wave speed. First we take the Fourier transform of the
KdV-Burgers’ equation (3.1.2), and group together the linear derivatives in space on the
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right-hand side of the equation. This gives us
∂η̂
∂t
+ 3ik(̂η2) = −a(ik)3η̂ + (ik)2εη̂,
=
(
iak3 − εk2)η̂ (3.1.19)
An integrating factor is then introduced in order to eliminate both linear terms on the
right-hand side, which takes the form
Ê = exp
(
− (iak3 − εk2)t
)
. (3.1.20)
where the exponent is chosen so that it reflects the negative right-hand side of Equa-
tion 3.1.19. We start by multiplying Equation 3.1.19 by Ê, and then we introduce the
new function v̂ where
v̂ = Êη̂
and substitute it into the governing equation, which gives
∂v̂
∂t
+
(
aik3 − ε2k2) v̂ + 3ikÊ(̂η2) = (aik3 − ε2k2) v̂,
∂ v̂
∂t
+ 3ikÊ(̂η2) = 0.
The linear spatial terms have gone, so we now advance the spectral function v̂ in time
using the fourth-order Runge-Kutta equations (2.3.13) - (2.3.17). We can then recover η
with an inverse Fourier transform. Wewill generate numerical solutions with this scheme
using Python, similar to Chapter 2.
Figure 3.1.1 is a plot of the numerical solution to Equation 3.0.2 for two different values
of ε, together with an undamped soliton solution (3.1.1) for comparisons. We have used
Equation 3.1.18 as an initial condition and then applied the diffusive second-order term
for t > 0. Each solution in the figure is essentially a snapshot of the travelling wave at
time tmax = 5.
We observe from the plots that the solitarywave solutions subject to the diffusive damping
due to the second-order term have indeed decayed in both wave amplitude and wave
speed. We see that increasing the size of ε, which increases the magnitude of the damping
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Figure 3.1.1: A plot comparing a solitary wave affected by diffusive damping compared
with an unaffected solitary wave, using parameter values: tmax = 5, x ∈ [−8pi, 8pi],
A0 = 2, ε = 0.1 (top) and ε = 0.2 (bottom).
effects due to diffusivity, results in a larger decay in amplitude and a further decrease in
the wave speed. This is evidenced by direct comparisons with the unaffected solitary
wave solution, which has maintained a constant amplitude and constant wave speed.
We also observe a change in the wave form for the damped solitary waves. Notably we
draw particular attention to the elevated shelf which forms behind the main wave crest,
followed by a slowly decaying tail. This shelf-tail structure is not specific to diffusive
soliton damping associated with the KdV-Burgers’ equation, and various examples of
this change in wave form have been given in Grimshaw et al. (2003), Karpman and
Maslov (1978) and Pelinovsky and Grimshaw (1997), for different physical processes.
The magnitude of the elevated shelf increases with increasing ε. The decaying oscillatory
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Figure 3.1.2: A close-up of the slowly decaying tail region of the solitary wave solution
affected by diffusive damping, using parameter values: tmax = 2, x ∈ [−4pi, 4pi], and
ε = 0.2.
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Figure 3.1.3: A comparison between the asymptotic and numerical solutions to the decay
in amplitude for diffusive damping, using parameter values: tmax = 2, x ∈ [−4pi, 4pi],
A0 = 2, ε = 0.1.
tail is perhaps better observed by Figure 3.1.2 which illustrates a close-up of the tail
region.
Next we look specifically at the amplitude of the wave. In order to obtain the numerical
solution for the amplitude, we use the max function which is built into Python to generate
such a solution, which is updated with each iteration used to advance the numerical
solution to the solitary wave in time. This is then compared to the asymptotically derived
solution to the amplitude given in Equation 3.1.17.
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Figure 3.1.4: Difference in amplitude value of numerically and asymptotically derived
amplitudes, for parameters: ε = 0.1, A0 = 2, and tmax = 2.
Figure 3.1.3 gives a comparison between the numerically derived and asymptotically
derived wave amplitude. We observe an excellent agreement, less than 5% difference
in value, between the numerical and asymptotic solutions, although we note that both
solutions are subject to error since the asymptotic solution only considers leading-order
behaviour, and the numerical solution is subject to the usual numerical error as discussed
in Chapter 2.
We also observe that the agreement between the two solutions is worse at the beginning
but gets better as time increases. This is best illustrated by Figure 3.1.4 which shows
the average difference between the two results over the given time period. We initially
see a large increase in the difference between to two solutions followed by a seemingly
linear decrease. This could potentially be explained by evaluating higher-order terms in
the asymptotic solution.
Now that we have derived a reasonable approximation to the wave amplitude we will
proceed to examine the solution at the next order. This ideally will improve our asymp-
totically derived approximation to the wave amplitude.
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3.2 Evaluation of the first-order correction term
In this section we evaluate theO(ε) correction term η1 in the asymptotic solution (3.1.5)
to the KdV-Burgers’ equation (3.1.2). It is our expectation that, by considering the solu-
tion for higher-order terms, wewill be able to determine amore accurate approximation to
the decay in amplitude due to the diffusivity associated with the second-order derivative.
The O(ε) differential equation (3.1.7) in general is not solvable explicitly, so instead we
will find approximate solutions to η1.
3.2.1 Reformulation
We start by considering the Korteweg-de Vries-Burgers’ equation (3.1.2) in its dimen-
sional form given by
∂η?
∂t?
+ 6η?
∂η?
∂x?
+ a
∂3η?
∂x?3
= ε?
∂2η?
∂x?2
(3.2.1)
with boundary conditions η? → 0 as x? → ±∞, and where the ? super-script indicates
that a variable has dimension. If ε? = 0 then travelling wave solutions exist in the form
η? = 2aγ2 sech2
(
γ(x? − 4aγ2t?)) , (3.2.2)
where γ is an arbitrary constant, defined earlier in Equation 3.1.12. This can be rewritten
as
η? = 2aγ2 sech2 θ,
where
θ = γ(x? − ξ?), ∂ξ
?
∂t?
= 4aγ2,
and the reason for this choice of notation becomes clear in the subsequent analysis for
the ε 6= 0 case.
86 Chapter 3: Gradual damping of solitary waves and the KdV-Burgers’ equation
We now consider the case when ε 6= 0 and use
η?(x?, 0) = 2aγ2 sech2(γx?),
as the initial condition. We solve for t > 0, corresponding to the model problem from
Section 3.1 of taking a travelling wave solution and switching on the damping term at
t = 0. The analysis is simplified by non-dimensionalising, so we set
η? = aγ2η, t? =
t
aγ3
, x? =
x
γ
, ε? = aγε
which after substitution into Equation 3.2.1 yields
∂η
∂t
+ 6η
∂η
∂x
+
∂3η
∂x3
= ε
∂2η
∂x2
, (3.2.3)
with the initial condition
η(x, 0) = 2 sech2 x.
Comparing with the ε = 0 solution (3.2.2) previously determined, we seek solutions of
the form
η = 2γ2υ(θ, t), (3.2.4)
where γ is now a function of t and
θ = γ(x− ξ − χ), where ∂ξ
∂t
= 4γ2, and χ = χ(t). (3.2.5)
The reason for including χ(t) in the definition of θ is seen later. When ε = 0 the solution
of Equation 3.2.3 is given by
η = 2γ2 sech2 θ, with γ(t) = 1, ξ(t) = 4t, χ(t) = 0 (3.2.6)
and hence we take
υ = sech2 θ, γ(0) = 1, ξ(0) = χ(0) = 0
as our initial solution.
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Then, substituting (3.2.4) and (3.2.5) into Equation 3.2.3, it can be shown that υ satisfies
∂υ
∂t
+ γ3
(
∂3υ
∂θ3
+ 12υ
∂υ
∂θ
− 4∂υ
∂θ
)
= εγ2
∂2υ
∂θ2
− θ
γ
∂γ
∂t
∂υ
∂θ
+ γ
∂χ
∂t
∂υ
∂θ
− 2υ
γ
. (3.2.7)
Recalling that when ε = 0, the amplitude, wave number and propagation speed are all
constant, we then seek a solution for ε 1 where γ and χ are functions of a slow time,
τ = εt. In this case Equation 3.2.7 becomes
∂υ
∂t
+ γ3
(
∂3υ
∂θ3
+ 12υ
∂υ
∂θ
− 4∂υ
∂θ
)
= εγ2
(
∂2υ
∂θ2
+ µ0
(
υ +
∂(θυ)
∂θ
)
+ µ1
∂υ
∂θ
)
,
(3.2.8)
where
µ0 = − 1
γ3
∂γ
∂τ
, and µ1 =
1
γ
∂χ
∂τ
, (3.2.9)
and, at this stage, µ0 and µ1 are functions of τ to be determined.
As discussed, we are interested in the perturbation away from the ε = 0 solution for the
case ε 1. In order to reduce complexity, we introduce two new parameters:
δ =
ε
γ
, and t˜ =
∫ t
γ3dt (3.2.10)
so that the full perturbation can be written in terms of one small parameter, δ. Then,
substituting (3.2.10) into Equation 3.2.8 and rearranging yields
∂υ
∂t˜
= 4
∂υ
∂θ
− 12υ0∂υ
∂θ
− ∂
3υ
∂θ3
+ δ
(
∂2υ
∂θ2
+ µ0
(
υ +
∂(θυ)
∂θ
)
+ µ1
∂υ
∂θ
)
, (3.2.11)
noting that
∂δ
∂t˜
= δ2µ0.
We now consider an asymptotic expansion valid for small δ, in the form
υ(θ, t˜; δ) = υ0(θ) + δF (θ, t˜) + δ
2G(θ, t˜) +O(δ3) (3.2.12)
and substitute into Equation 3.2.11. At leading order we have
∂3υ0
∂θ3
+ 12υ
∂υ0
∂θ
− 4∂υ0
∂θ
= 0,
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and hence from Equation 3.2.6 we know that
υ0(θ) = sech
2 θ.
The next two perturbation terms satisfy
∂F
∂t˜
= −L[F ] +R[υ0], (3.2.13)
and
∂G
∂t˜
= −L[G] +R[F ]− µ0F − 6∂(F
2)
∂θ
(3.2.14)
with F (θ, 0) = G(θ, 0) = 0, where the operators L[·] and R[·] differ from those given in
Section 3.1, and are here defined to be
L[V ] =
∂3V
∂θ3
+ 12
∂(υ0V )
∂θ
− 4∂V
∂θ
, (3.2.15)
and
R[V ] =
∂2V
∂θ2
+ µ0
(
V +
∂(θV )
∂θ
)
+ µ1
∂V
∂θ
, (3.2.16)
respectively.
When comparing the predictions of the asymptotic analysis with numerical results gen-
erated later, one key comparison is the maximum amplitude of the solution, ηm, and its
position, xm, as functions of time. The maximum is located at
θm =
δ
2
∂F0
∂θ
+O(δ2)
where F0 = F (0, t˜), and hence
ηm(t) = 2γ
2
(
1 + ε
F0
γ
)
, (3.2.17)
and
xm =
ε
2
F0
γ2
+
1
ε
∫ τ
0
4γ2 + εγµ1 dτ, (3.2.18)
correct to the O(ε) term.
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In the next part of the analysis we look at the evolution of F with time, focussing in
particular on the validity of the perturbation expansions over different time scales.
3.2.2 Analytic solutions of the linear perturbation equation
We now consider solutions of the perturbation equation
∂F
∂t˜
= −L[F ] +R[υ0], F (θ, 0) = 0, (3.2.19)
for different ranges of time. Here the operators R and L are defined in Equation 3.2.16
and Equation 3.2.15, and υ0 and the scaled time variable t˜ is defined in Equation 3.2.10.
Small t expansion
Looking at the case when t 1, then we have
γ ∼ 1− µ0εt, and t˜ ∼ t.
We can then expand F as a power series in t˜ so that
F =
∑
r=1
Fr(θ)t˜
r, F1 = R[υ0],
and
Fr = −1
r
L [Fr−1] , r ≥ 2.
Then, solving for Fr(θ) and setting θ = 0 gives
F (0, t˜) = 2(µ0 − 1)t˜+ 384t˜3 +O(t˜4) (3.2.20)
and
∂F
∂θ
∣∣∣∣
θ=0
= −2µ1t˜+ (48 + 8µ0)t˜2 +O(t˜3). (3.2.21)
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Looking at the equation for G(θ, t˜) for t˜  1 shows that G = O(t˜2). Hence from
Equation 3.2.17 and the definitions of µ0, µ1 and t˜, the maximum wave amplitude and
its position are given by
ηm = 2− 4εt+O
(
εt3, ε2t2
)
and
xm = 4t+ 24t
2ε+O(εt3, ε2t2)
respectively.
Carefully taking account of the higher-order correction terms in the definition of η, θ and
t˜ shows that these results are independent of µ0 and µ1 for all orders. It is only at later
times that the values of µ0 and µ1 become important. While the leading-order term in
these expansions is valid when εt = o(1), the first correction term is only valid when
t = o(1), so we now consider the form of solution when t = O(1).
Solution for t=O(1)
Before considering the solution for F when t = O(1) we note that when F satisfies
Equation 3.2.19, and decay conditions, then there are three integral constraints on F ,
given by ∫ ∞
−∞
υ0F dθ = 2
(
µ0 − 8
15
)
t˜, (3.2.22)
∫ ∞
−∞
F dθ = 2µ0t˜, (3.2.23)
and ∫ ∞
−∞
θF dθ = 8
(
µ0 − 4
5
)
t˜2 − 2µ1t˜. (3.2.24)
These constraints are derived in Appendix A.
Examining the right-hand side of each constraint, we note that there is no choice of µ0
and µ1 which results in all three equations being independent of t˜. Therefore, since the
right-hand side of each constraint is a function of t˜, we conclude that there is no solution
which decays as θ tends to both +∞ and −∞.
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However, it is still worthwhile to consider which stationary solutions are possible that
are bounded in space, and how they must be modified to simultaneously satisfy the three
integral constraints.
Stationary solution
We begin by considering the solution F = F̂ (θ) in which case ∂F̂
∂t˜
= 0 and Equa-
tion 3.2.13 becomes
∂3F̂
∂θ3
+ 12
∂(υ0F̂ )
∂θ
− 4∂F̂
∂θ
=
∂2υ0
∂θ2
+ µ0
(
υ0 +
∂(θυ0)
∂θ
)
+ µ1
∂υ0
∂θ
. (3.2.25)
Then, integrating once with respect to θ, it can be noted that
F̂ =
∂υ0
∂θ
= −2 tanh θ sech2 θ
is a homogeneous solution of the second-order linear equation obtained. By writing
F̂ = H(θ)
∂υ0
∂θ
,
and solving the second-order equation for ∂H∂θ , the particular integral corresponding to
each term on the right-hand side of Equation 3.2.25 can be constructed, and the general
solution for F̂ (θ) is given by
F̂ = a¯ cosh2 θ +
(
µ0
8
− 1
15
)
sinh θ cosh θ + b¯ tanh θ +
(
b¯− µ0
8
+
1
5
)
(1− tanh θ)
+
(µ0
8
θ(2− θ tanh θ) + c¯ tanh θ − d¯(1− θ tanh θ)
)
sech2 θ,
which has been verified using Maple. Here, a¯, b¯, and c¯ are arbitrary constants and
d¯ = 3b¯− 3
8
µ0 − 1
4
µ1 +
3
5
.
To ensure that F̂ does not grow exponentially as θ → ±∞, the coefficients of the first
two terms must be set to zero and hence, a¯ = 0 and µ0 = 815 .
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Looking at the next two terms it is clear that the boundary condition F̂ → 0 can not be
satisfied at both θ = ±∞. It is to be expected that the disturbance tends to zero rapidly in
front of the propagating disturbance and hence we set b¯ = 0. This assumption is validated
by the numerical results presented in Subsection 3.2.3. With these conditions imposed,
the stationary solution takes the form
F̂ =
1
15
sech2 θ
(
2θ +
(
6− 15
4
µ1
)
(θ tanh θ − 1)− θ2 tanh θ
)
+
2
15
(1− tanh θ) + c¯ tanh θ sech2 θ. (3.2.26)
Then, since µ0 = 815 , from Equation 3.2.22 we have
∫ ∞
∞
F sech2 θdθ = 0.
Imposing this condition on F̂ , since sech2 θ is exponentially small away from the core
region, and using the standard integral identities in Appendix A fixes µ1 = 815 . Thus F̂
is determined apart from the coefficient c¯, so we have
F̂ = F̂0 + c¯ tanh θ sech
2 θ,
F̂0 =
1
15
sech2 θ
(
2θ +
(
6− 15
4
µ1
)
(θ tanh θ − 1)− θ2 tanh θ
)
+
2
15
(1− tanh θ). (3.2.27)
Moreover, since µ0 = µ1 = 815 , then γ(τ), which describes the evolution of the wave
amplitude and wave number, is given by solving Equation 3.2.9,
dγ
dτ
= −8γ
3
15
⇒ γ =
(
1 +
16
15
τ
)−1/2
(3.2.28)
and using (3.2.9), the speed of propagation is given by
∂ξ
∂t
+ ε
∂χ
∂τ
= 4γ2 +
8
15
γε.
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The maximum disturbance amplitude is therefore given by
ηm =
2
1 + 1615τ
(
1 + εF̂ (0, t˜) +O(ε2)
)
∼ 2
(
1 + ε
(
F̂ (0, t˜)− 16
15
t
))
, as εt→ 0.
However, as previously noted, this solution does not satisfy the required boundary as
θ → −∞. In fact, as
θ → −∞, F̂ → 4
15
,
and hence we write
F =
 F˜ (θ, t˜), θ < −θm,F̂ (θ), θ > −θm.
Here F˜ (θ, t˜) describes the transition from 0 as θ → −∞, to 415 at θ = −θm, which we
describe as the tail region. The value of θm will be discussed later.
Matching of the stationary solution to the tail solution involves using the integral con-
straints Equation 3.2.23 and Equation 3.2.24. The contribution to these integrals from
the stationary solution is evaluated using the identities in Appendix A, so we have
∫ ∞
−θm
F̂ dθ ∼ 4
15
(θm − 1) (3.2.29)
and ∫ ∞
−θm
θF̂ dθ ∼ 1
15
(
pi2
4
− 2θ2m
)
+ c¯ (3.2.30)
as θm →∞.
Oscillatory tail solution
In the tail region (θ > −θm), the leading order solution υ0(θ) is exponentially small and
hence R[υ0]→ 0. Thus, for the tail region we consider the solution of
∂F˜
∂t˜
+
∂3F˜
∂θ3
− 4∂F˜
∂θ
= 0, (3.2.31)
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which is derived using Equation 3.2.15 and Equation 3.2.13 with υ0 → 0 and F = F˜ .
We also require that
F˜ → 4
15
,
∂F˜
∂θ
→ 0, as θ → −θm, and F˜ → 0 as θ → −∞,
in order to match to the stationary solution. Then in terms of a similarity variable z, given
by
z =
θ + 4t˜+ C
T
, where T = (3t˜)1/3,
Equation 3.2.31 becomes
T
∂F˜
∂T
+
∂3F˜
∂z3
− z ∂F˜
∂z
= 0, (3.2.32)
and the matching condition for F˜ becomes
F˜ → 4
15
,
∂F˜
∂z
→ 0, as z →∞.
The solution of Equation 3.2.32 can be obtained by taking the Fourier transform with
respect to z. However, a more concise derivation is possible by observing that ∂F˜∂z =
Ai(z) is one solution and writing F˜ as a spatial convolution with the Airy function
F˜ =
∫ ∞
−∞
g(z − y, T )Ai(y)dy
which we rewrite
F˜ = g ∗ Ai (3.2.33)
where ∗ denotes the spatial convolution. The function g(z, T ) is obtained by substituting
Equation 3.2.33 into Equation 3.2.32 to give
T
∂g
∂T
= z
∂g
∂z
.
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This is satisfied if g(z, T ) = Ψ(Tz) for any Ψ such that the convolution integral exists.
Thus the leading-order solution for the tail is given by
F˜ (z, t˜) =
∫ ∞
−∞
Ψ(T (z − y))Ai(y) dy.
We note that when comparing the analytic solution in the tail region with a numerical
solution, it is more convenient to consider the first derivative of F since the matching
condition is ∂F˜∂z → 0 as z → ±∞.
Using the solution above we can then write
∂F˜
∂z
= T
∫ ∞
−∞
Φ(T (z − y))Ai(y) dy, (3.2.34)
where dΨdz = Φ(z).
As z → ∞, the tail solution F˜ must match to the stationary solution (3.2.27), and it is
found that ∫ z
F˜dz, and
∫ z
zF˜dz
are required in the matching. In Section A.3 it is shown that if Φ decays exponentially as
|z| → ∞, then
F˜ → K0,
∫ z
−∞
F˜dz → K0z − K1
T
,
and ∫ z
−∞
zF˜dz → 1
2
(
K0z
2 − K2
T 2
)
,
where
K0 =
∫ ∞
−∞
Φ(x) dx, K1 =
∫ ∞
−∞
xΦ(x) dx, K2 =
∫ ∞
−∞
x2Φ(x) dx.
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Matching of the stationary and tail solutions
To summarise the structure of the solution that we have constructed so far, we have
F (θ, T ) =

F˜ =
∫∞
−∞Ψ(Ty)Ai(z − y) dy, θ < −θm,
F̂ = F̂0 + c¯ tanh θ sech
2 θ, θ > −θm,
(3.2.35)
where
Ψ(x) =
∫ x
−∞
Φ(x′) dx′, and z =
θ + 4t˜+ C
T
and F̂0 is given by Equation 3.2.27. In the region about θ = −θm both F̂ and F˜ are
constant, and it is in this region that the matching occurs. This fixes K0 = 415 . The
constants c¯ and C are now determined in terms of Φ(x) using the integral constraints.
Using Equation 3.2.29 and Equation 3.2.30, we have
∫ ∞
−∞
F dθ =
∫ ∞
−θm
F̂ dθ + T
∫ zm
−∞
F˜ dz
=
4
15
(θm − 1) + 4
15
(
4t˜− θm + C
)−K1
=
16
15
t˜+
4
15
(C − 1)−K1,
which is consistent with Equation 3.2.23 if
C = 1 +
15
4
K1.
It can be shown that the tail solution F˜ is unaltered by the choice of value forK1, so we
setK1 = 0, and hence
z = (3t˜)−1/3(θ + 4t˜+ 1). (3.2.36)
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Similarly, using Equation 3.2.29 and Equation 3.2.30, we have
∫ ∞
−∞
θF dθ =
∫ ∞
−θm
θF̂ dθ + T
∫ zm
−∞
(
Tz − (4t˜+ 1)) F˜ dz
=
1
15
(
pi2
4
− 2θ2m
)
+ c¯+
2
15
(θ2m − (1 + 4t˜)2)−
1
2
K2
= −32
15
t˜2 − 16
15
t˜+ c¯− 1
15
(
2− 1
4
pi2
)
− 1
2
K2.
This is consistent with the third integral constraint given in Equation 3.2.24 if
c¯ =
1
15
(
2− 1
4
pi2
)
+
1
2
K2.
Thus, assuming that the function which determines the tail solution, Φ(x), is known
then the perturbation solution governed by Equation 3.2.13 is known for all t˜ once the
stationary form of the solution is reached. However, without knowledge of the small t˜
solution, Φ(x) is undetermined, except that
∫ ∞
−∞
Φ(x) dx =
4
15
and
∫ ∞
−∞
xΦ(x) dx = 0,
and the stationary solution is related to Φ(x) via
c¯ =
1
15
(
2− 1
4
pi2
)
+
1
2
∫ ∞
−∞
x2Φ(x)dx. (3.2.37)
In Subsection 3.2.3, wewill compare these asymptotic predictions with numerical results,
focussing in particular on the development of the tail behind the main disturbance, and
the maximum amplitude ηm. However, first the validity of this composite description
must be considered as t increases.
In the stationary region, it has been demonstrated that the perturbation δF (θ, t) is small
compared with the leading-order term, as long as δ = εγ is small. Now, since
γ ∼ (εt)−1/2 as t→∞,
then the first perturbation term remains small compared with the leading-order term until
t = O(ε−3). However, it is not guaranteed that the next perturbation term δ2G(θ, t)
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is smaller than δF (θ, t). In other words, the first non-uniformity in the expansion may
occur when the second and third terms in the perturbation expansion become comparable
in size.
By considering the equation for G, there will be no free parameter in the particular
integral of the stationary solution. This points to the presence of a term proportional
to t in the stationary solution for G, leading to a non-uniformity in the expansion when
εt = O(1). This is seen more precisely by observing that
d
dt
(∫ ∞
−∞
υ0Gdθ
)
=
∫ ∞
−∞
υ0
(
R[F ]− µ0F − 6∂(F
2)
∂θ
)
dθ,
where the right-hand side is a non-zero constant. This expression indicates how the
breakdown in the asymptotic description can be eliminated and this is described in the
next part of the analysis.
Solution for τ=O(1)
In the previous section F (θ, t) was determined by assuming that a stationary solution
develops which is independent of t. It was seen that this represents a small perturbation
until t = O(ε−3), but that non-uniformity in the perturbation series may arise earlier due
to the next term δ2G(θ, t) becoming comparable in size to δF (θ, t). This can be analysed
by recognising that the stationary solution is not truly independent of time, but instead
evolves on the slow time scale τ = εt.
Thus, in the stationary core we have F = F (θ, τ), and hence Equation 3.2.13 becomes
L[F ] = R[υ0], (3.2.38)
and Equation 3.2.14 becomes
L[G] = R[F ]− µ0F − 6∂(F
2)
∂θ
− 1
γ2
∂F
∂τ
. (3.2.39)
The solvability conditions are now subtly different from those used in the asymptotic
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analysis for the case t = O(1). Then, noting from Appendix A that
∫ ∞
−∞
υ0L[V ] dθ = 0
for any function V (θ) that decays sufficiently rapidly to zero as θ → ±∞, since υ0 =
sech2 θ the solvability conditions become:
∫ ∞
−∞
υ0
(
∂2υ0
∂θ2
+ µ0
(
υ0 +
∂(θυ0)
∂θ
)
+ µ1
∂υ0
∂θ
)
dθ = 0,∫ ∞
−∞
υ0
(
∂2F
∂θ2
+ µ0
∂(θυ)
∂θ
+ µ1
∂F
∂θ
− 6∂(F
2)
∂θ
− 1
γ2
∂F
∂τ
)
dθ = 0.
The first of these integrals can be evaluated using the integral identities involving hyper-
bolic functions given in Appendix A, which fixes µ0 = 815 as before. However, µ1 is
left undetermined at this order. The stationary solution for F is given by Equation 3.2.26
which we write in the form
F = F + µ1(τ)g + c˜(τ) tanh θ sech
2 θ, (3.2.40)
where
F =
1
15
(
2(1− tanh θ) + sech2 θ(2θ − θ2 tanh θ − 6(1− θ tanh θ))) ,
g =
1
4
(1− θ tanh θ) sech2 θ.
Substituting into the second solvability condition, all the terms involving c˜ cancel out,
and so the evolution of c˜with τ can not be determined at this order. The remaining terms
simplify to
I1 + µ1I2 =
1
γ2
dµ1
dτ
I3,
where
I1 =
∫ ∞
−∞
υ0
∂
∂θ
(
∂F
∂θ
+ µ0θF − 6F 2
)
dθ =
176
225
,
I2 =
∫ ∞
−∞
υ0
∂
∂θ
(
∂g
∂θ
+ µ0θg − 12gF + F
)
dθ = −2
5
,
I3 =
∫ ∞
−∞
υ0g dθ =
1
4
.
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Here the integrals are evaluated using standard results for hyperbolic functions and checked
usingMAPLE. Using these numerical values, the ordinary differential equation for µ1(τ)
can be written as
G
dµ1
dτ
− 3∂γ
∂τ
µ1 = − 88
15γ4
∂γ
∂τ
. (3.2.41)
Then, using the result
∂γ
∂τ
= − 8
15
γ3
from Equation 3.2.28, we can solve Equation 3.2.41 to give
µ1(τ) =
88
45
+ Cγ3.
The stationary solution Equation 3.2.40 breaks down as τ → 0, but can be matched to
the t = O(1) solution given by Equation 3.2.27. This then fixes µ1(0) = 815 and hence
µ1(τ) =
8
45
(
11− 8γ3) .
However, µ0 does not vary with τ , and hence the expression for γ(τ) previously derived
for t = O(1) remains valid when τ = O(1). Thus the stationary solution, which is valid
for εt = O(1), is given by
η(x, t) = 2γ
(
γυ0(θ) + ε
(
F (θ) +
8
15
(11− 8γ3)g(θ)
))
, (3.2.42)
where
γ =
(
1 +
16
15
τ
)− 1
2
and where
θ = γ
(
x+
1
ε
(
15
2
log γ
)
−
(
11
3γ
+
4
3
γ2 − 5
))
. (3.2.43)
The fact that c˜(τ) is not determined at this order is hardly surprising since the term
εc tanh θ sech2 θ in the perturbation series for υ can be interpreted as anO(ε) correction
to the propagation speed and therefore would be determined at the next order.
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Summary of asymptotic results
The asymptotic analysis presented has demonstrated the solution to be a slowly varying
core with propagation speed varying on the slow time scale τ , followed by a tail evolving
on the faster time scale and consisting of a near horizontal shelf followed by a decaying
oscillation. The structure of the tail is described by a convolution integral involving a
single function undetermined by the asymptotic analysis. In the next section this function
is determined numerically, but the main means of validating the asymptotic theory is by
considering the maximum amplitude of the wave and its position.
From Equation 3.2.17, the asymptotic prediction of the maximum amplitude for the
different time scales is given by
ηm =

2(1− 2εt) , for t = o(1) (3.2.44a)
2γ2
(
1 + εF˜ (0, t˜)
)
, for t = O(1), (3.2.44b)
2γ2
(
1 + ε
(
2
9γ
− 16
45
γ2
))
, for t = O(ε−1), (3.2.44c)
where γ = (1 + 1615εt)
−1/2, as before. The corresponding results for the position of the
maximum amplitude are given by
xm =

4t+ 24εt2, t = o(1) (3.2.45a)
4t+ ε
(
1
2
∂F˜
∂θ
∣∣∣∣
θ=0
+
8
15
t− 32
15
t2
)
, t = O(1) (3.2.45b)
15
4ε
log
(
1
γ
)
+
11
3γ
+
4
3
γ2 − 5 + ε
2γ2
c˜(τ), t = O(ε−1). (3.2.45c)
The functions F˜ (0, t˜) and ∂∂θ F˜ (0, t˜) are obtained from the numerical solution of Equa-
tion 3.2.19, with the asymptotic analysis for the case t = O(1) demonstrating that
F˜ (0, t˜)→ − 2
15
, and
∂F˜
∂θ
∣∣∣∣
θ=0
→ c¯ as t˜→∞.
As noted earlier, the function c˜(τ) can only be determined by considering higher-order
terms, which is not pursued here. However, as τ → 0 then c˜ → c¯, and hence as εt → 0
the final results for both maximum amplitude and position match the t = O(1) result.
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Similarly letting t→ 0 and using the asymptotic form of F˜ (0, t˜) and ∂∂θ F˜ (0, t˜) given in
the analysis for the case t = O(1), Equation 3.2.44b and Equation 3.2.45b agree with
Equation 3.2.44a and Equation 3.2.45a.
3.2.3 Numerical results
Numerical solutions of the KdV-Burgers’ equation (3.2.3) and the linear perturbation
equation (3.2.13) are obtained using a pseudospectral scheme, but with linear terms
absorbed into an integrating factor following the method of Milewski and Tabak (1999),
as discussed in Chapter 2. The Fourier transform of Equation 3.2.3 takes the form
∂η̂
∂t
+ 3ikF
[
(F−1[η̂])2
]
− ik3η̂ = −εk2η̂. (3.2.46)
Then, writing
V = eh(k)tη̂,
where h(k) = −ik3 + εk2, Equation 3.2.46 becomes
∂V
∂t
= −3ikeh(k)tF
[(
F−1[e−h(k)tV ]
)2]
.
This scheme was first used to solve the dimensionless KdV-B equation (3.2.3) with ε =
0.1, and initial condition
η = 2 sech2 x.
Guided by the asymptotic analysis that predicts a slowly decaying tail behind a stationary
core, propagating to the right, a large spatial range [−40pi, 40pi] was taken, withN = 215
spatial points, giving a spatial step size ∆x ≈ 0.04. We have chosen to use a large spatial
range and time step in order to capture a more detailed view of the decaying tail. This
also ensures that we can generate results for larger times without any interference to the
main peak from the oscillating tail due to using a periodic numerical domain.
Results are given in Figure 3.2.1 for t = 10, 20, illustrating the main disturbance prop-
agating to the right at speed C ≈ 4 with the maximum amplitude decreasing with
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time. Behind the core is a constant elevated shelf, extending back to x ≈ 0, followed
by a decaying oscillatory tail, which agrees with the asymptotic analysis described in
Subsection 3.2.2. Direct comparison of the numerical results with the analytical results
are discussed in the next part of the analysis. The asymptotic analysis presented in
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Figure 3.2.1: Plot of η(x, t) for ε = 0.1 at times t = 10, 20, showing the decay in
amplitude with increasing t and the development of a decaying tail.
Subsection 3.2.2 relates to the solution of the perturbation equation Equation 3.2.13.
While this is a linear equation for F (θ, t˜), a similar scheme to that described above is
used. The presence of the ∂(υ0F )∂θ term requires two discrete Fourier transforms, which is
akin to the treatment of the nonlinear term in the first scheme, with the other terms that
are linear in F removed using the integrating factor eh1(k)t˜, where h1(k) = −ik3 − 4ik.
The system to be solved is then
∂V
∂t˜
= −12ikeh1(k)t˜F
[
υ0F−1
[
e−h1(k)t˜V
]]
+ F
[
∂2υ0
∂θ2
+
8
15
(
υ0 +
∂(θυ0)
∂θ
+
∂υ0
∂θ
)]
,
where υ0 = sech2 θ as before. Note that the final transform term is independent of t˜ and
hence is only evaluated once.
104 Chapter 3: Gradual damping of solitary waves and the KdV-Burgers’ equation
−60 −50 −40 −30 −20 −10 0 10
−0.1
0
0.1
0.2
0.3
θ
F
t˜ = 2
t˜ = 5
Figure 3.2.2: Plot of numerical solution F (θ, t˜) for t˜ = 2 and t˜ = 5 illustrating the
development of a stationary core about θ = 0, a constant shelf behind the core, followed
by a slowly decaying oscillating tail.
Numerical results for perturbation equation
We now consider numerical solutions of the perturbation equation (3.2.14). In figure
3.2.2, numerical results for F (θ, t˜) are plotted for t˜ = 2, 5. The first thing to note is
that the core stationary solution (the solution around θ = 0) has already approached
a stationary form at t˜ = 2. Ahead of the core, the solution decreases rapidly to zero
confirming the stationary solution analysis presented in Subsection 3.2.2.
Behind the stationary core, a shelf of constant amplitude has appeared by t˜ = 5 and the
matching range between core and the tail discussed in the matching analysis corresponds
to the region −15 < θ < −5. Results for larger t˜ show that the extent of the shelf in-
creases as t˜ increases. The stationary form of the solution around θ = 0 is now compared
with the predicted analytic form of the stationary core (Equation 3.2.27). Focussing first
on the value of F (0, t˜), the numerical results confirm the t˜ limit F (0, t˜) → − 215 from
Equation 3.2.27, with F (0, t˜) attaining 95% of its limiting value when t˜ = 0.7 and 99%
by t˜ = 1.1. The undetermined coefficient c¯ appearing in the stationary solution can be
directly extracted from the numerical results in a number of different ways. Directly from
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the numerical solution,
∂F
∂θ
∣∣∣∣
θ=0
→ c¯ as t→∞.
Alternatively, using the integral constraint Equation 3.2.30
c¯ ∼
∫ ∞
−θm
θF̂ dθ − 1
15
(
pi2
4
− 2θm2
)
,
where θm is taken to be in the overlap region. A third method for calculating c¯ comes by
comparing the numerically computed value of F − F̂0 with
c¯ tanh θ sech2 θ at θ = arctanh
(
1√
3
)
,
the position of the maximum of tanh θ sech2 θ. At t˜ = 5 all three methods give
c¯ = 0.0451
correct to 3 significant figures.
In Figure 3.2.3 numerical results for t˜ = 0.5, 1, 2 are compared with the analytic results
using the numerically obtained value of c¯. It is seen that there is good agreement between
numerical and analytic solutions over the main part of the stationary core, even for t˜ =
0.5. When t˜ = 2, results are indistinguishable over the range −5 < θ < 5. Looking
now at the tail region, it was shown in the tail region analysis of Subsection 3.2.2 that
the solution F˜ can be written in terms of a single universal function Φ(x), The method
used to extract this function from the numerical solution is to compare the derivative of
the numerical solution and that of the analytic solution. From Equation 3.2.34, we have
the convolution
∂F˜
∂z
= h ∗ Ai(z),
where
h(z, t˜) = TΦ(Tz), T = (3t˜)
1/3,
and where
z = (3t˜)−1/3(θ + 4t˜+ 1)
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Figure 3.2.3: Plot of numerical results for F (θ, t˜) for t˜ = 0.5, 1.0 and 2.0 along with the
analytic solution Equation 3.2.27 with c¯ = 0.0451 (symbols).
from Equation 3.2.36. Taking Fourier transforms with respect to z and using the convo-
lution theorem gives
h(z, t˜) = F−1
 F
[
∂F˜
∂z
]
exp
(
ik3
3
)
 , (3.2.47)
since
F [Ai] = exp
(
ik3
3
)
.
Then to obtain a numerical approximation of h, and hence Φ, we defineQ(z, t) to be the
computed value of ∂F∂z for θ < θm, and 0 elsewhere. Thus, h(z, t˜) is then given by
h(z, t˜) = F−1
 F [Q]
exp
(
ik3
3
)
 .
The exact value of the Fourier transform of the Airy function is used rather than the
discrete transform over the finite range of the numerical calculation. This proves a better
approach since the slow decay of Ai(z), accompanied by a shortening wavelength as
z → −∞, leads to inaccuracy in the large wave number components of the discrete
transform of the Airy function over a finite spatial range.
The function Φ(x), extracted from the numerical solution at t˜ = 5, is shown in Fig-
ure 3.2.4. The extraction of Φ(x) at t˜ = 10 produced indistinguishable results. Thus
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Figure 3.2.4: Plot of Φ(x) for t˜ = 5 and t˜ = 10 with h extracted from the numerical
solution of F using Equation 3.2.47.
the extracted value of Φ can be used to give the solution in the tail region for all t˜ > 5.
Finally, the computed value of
∫ ∞
−∞
x2Φ(x)dx = 0.153
which, using Equation 3.2.37, gives a value of c¯ = 0.0453 which agrees to within 0.5%
of the value extracted from the stationary solution.
Comparison between numerical results and perturbation analysis
We now consider how the numerical solution of the full nonlinear equation (3.2.3) com-
pares with the perturbation expansion. If we consider the perturbation form given by
Equation 3.2.12, we define
Fn(θ, t) =
γ
ε
(
ηn
2γ2
− sech2 θ
)
, γ =
(
1 +
16
15
εt
)− 1
2
, (3.2.48)
where the n subscript denotes the numerical solution, and θ is given by (3.2.43). If we
consider ε  1, and 1  t  ε−1, then Fn should agree with the asymptotic result
Equation 3.2.35. For the stationary region, where θ = O(1), in Subsection 3.2.2 it was
seen that as t increases the asymptotic solution F approaches the stationary form F̂ , with
excellent agreement for t˜ > 2.
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The most direct check of the validity of the asymptotic predictions presented in Subsec-
tion 3.2.2 is by considering themaximum in thewaveform and its location, and comparing
numerical results with the asymptotic results. In figure Figure 3.2.5, the asymptotic
prediction of the maximum amplitude of the disturbance is compared with the numer-
ical results for ε = 0.1. The numerical results are compared with the two asymptotic
predictions from (3.2.44b) and (3.2.44c), given by
ηm1 =
2
1 + 1615εt
(
1− 2
15
ε
)
, (3.2.49)
ηm2 =
2
1 + 1615εt
(
1 + ε
(
2
9
(
1 +
16
15
εt
)1/2
− 16
45
(
1 +
16
15
εt
)−1))
. (3.2.50)
As noted earlier, the term 2/(1 + 1615εt) remains valid as a leading-order approximation
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Figure 3.2.5: Comparison of the maximum value of η as a function of τ = εt obtained
numerically (circles) for ε = 0.1 and the asymptotic predictions ηm1 (solid line) given by
Equation 3.2.49 and ηm2 (dashed line) given by Equation 3.2.50.
of the amplitude across the whole range of time studied, though the first correction term
becomes comparable with the leading-order term when t = O(ε−3), at which point
the wave amplitude is O(ε2). Excellent agreement is seen over a large time range as
illustrated in Figure 3.2.5, and also when comparing xm with its numerical solution,
although this is not shown here.
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3.3 Summary of chapter
In this chapter we have produced a description of the evolution of a weakly damped
solitary wave due to the inclusion of a diffusive second-order parameter governed by
the Korteweg-de Vries-Burgers’ equation. We began by deriving an asymptotic function
describing the leading-order decay in wave amplitude for small values of time t. In order
to extract the amplitude as a function of time we used a solvability condition similar to
the work presented in Mei (1989).
Comparisons with the numerically derived approximation to the amplitude led to further
analysis of the asymptotic correction term at the next order covering three different time
regimes: t = o(1), t = O(1) and t = O(ε−1). We drew comparisons with other
analyses applicable to the different time regimes and all asymptotic results were validated
by careful comparisons with the numerical results generated using the integrating factor
method discussed in Chapter 2.
Of particular note is the tail region analysis leading to a description of the tail as a con-
volution of the Airy function and a characteristic function specific to the KdV-Burgers’
equation (3.1.2). The form of this functionwas extracted from the numerical solution, and
while other perturbations εR(η) to the KdV equation (1.3.1), as given by Equation 3.0.1
will have different characteristic functions describing the tail region, exactly the same
methods may be used to determine such a function.
The transformation of the wave structure in the evolution of the damped solitary wave is
significant and appears in subsequent results presented in the thesis. We note in particular
the elevated constant shelf followed by the decaying tail region to be a general transfor-
mation of the wave form for a dissipated sech2 solitary wave. This is further discussed in
Chapter 4 where we present results, with comparisons, for a solitary wave with decaying
amplitude due to a no-slip condition at the solid bottom boundary. In addition to this,
further comparisons are made in Chapter 5 where we present solitary waves experiencing
decay due to an insoluble surfactant at the fluid surface.
4Flows with tangential surface stress
Directly continuing the work of presented in Hammerton and Bassom (2013), we now
consider flows with a variable surface tension parameter. The previous work considered
two scenarios resulting in variable surface tension and leading to a tangential surface
stress condition at the fluid surface. The first case, which is presented in Chapter 5, is
the presence of an insoluble surfactant with low concentration at the fluid interface. The
second scenario, which is briefly discussed in Chapter 6, examines a flow positioned
between two electric plates which generate an electric field acting vertically through the
fluid body. Both cases include the effects of a no-slip condition at the solid impermeable
bottom boundary, resulting in a viscous boundary layer.
The motivation for this chapter, and indeed much of the thesis, arises from unexplained
behaviour of the existing solutions to the system with an insoluble surfactant at the free
surface, presented in Hammerton and Bassom (2013). These results saw rapid growth in
amplitude for certain parameter values, using a solitary wave as an initial condition. No
explanation could be found for this sudden energy gain of the system and was therefore
left as an open problem to be revisited. There was also no development of an elevated
shelf behind the peak disturbance, as observed in the KdV-Burgers’ system presented
in Subsection 3.2.3 and discussed in Kaup and Newell (1978). This transformation
we would expect when using a solitary wave as an initial solution to a perturbed KdV
equation, as discussed in Grimshaw et al. (2003); Pelinovsky and Grimshaw (1997).
It also appears from the results presented in Hammerton and Bassom (2013) that the
formation of a slowly decaying oscillatory tail region may be present, but this is not
discussed at any depth.
4.1 Formulation 111
In this chapter, we first construct a thorough analysis which will rework the existing
formulation given in Hammerton and Bassom (2013), with the intention of filling in any
gaps in the analysis to help identify any errors or inconsistencies. We then examine the
effects of the no-slip condition at the solid bottom boundary using a similar multi-scale
asymptotic analysis to that given in Section 3.1.
4.1 Formulation
Wewill first construct a formulation for the system in which we will derive the governing
equations for flows with tangential surface stress, defining any necessary scaling param-
eters.
Consider a viscous fluid layer with average depth d above an impermeable, horizontal
plate (illustrated by Figure 4.1.1). Cartesian coordinates are orientated so that xˆ points
horizontally and yˆ points vertically upward. For now we will focus attention on the lower
nˆ
tˆ
x?= X?
Fluid flow
Impermeable plate
yˆ
xˆ
dLOWER FLUID LAYER
UPPER FLUID LAYER
Figure 4.1.1: An illustration of a fluid layer comprising of a viscous lower fluid with
average depth d, and a passive upper fluid, positioned above a solid impermeable bottom
boundary.
fluid, and assume a passive upper fluid layer. The lower fluid is subject to interface stress
given by
T? = T ?n nˆ+ T
?
t tˆ
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where the star notation (?) denotes a dimensional quantity, and nˆ, tˆ represent the outward
normal and tangent unit vectors, respectively, at the fluid surfacex?= X?. The kinematic
condition takes the form
nˆ · ∂X
?
∂t
= u? · nˆ (4.1.1)
where u? is the fluid velocity. The surface stress balances (Batchelor, 2000) take the form
T ?n = 2µnˆ · e? · nˆ− p? (normal stress balance) (4.1.2)
T ?t = 2µtˆ · e? · nˆ (tangential stress balance) (4.1.3)
where e? is the rate of strain tensor, p? is the pressure at surface, and µ is the dynamic
viscosity. These can be combined to give the vector stress balance
T? = −p?nˆ+ 2µnˆ · e?.
Here, e? is taken from the Batchelor (1989) definition:
e? = e?ij =
1
2
(
∂u?i
∂x?j
+
∂u?j
∂x?i
)
.
The incompressible Navier-Stokes equations are
∂u?
∂t?
+ u? · ∇u? = −1
ρ
∇p? + ν∇2u? − gyˆ
where g is acceleration due to gravity and ν is the kinematic viscosity. These equations
can be non-dimensionalised using a small amplitude, shallow water wave velocity scale
√
gd, and the resulting dimensionless parameters are
x? = dx, t? =
√
d
g
t, u? =
√
dg u, p? = ρdgp, T? = ρdgT.
The dimensionless system is therefore
∂u
∂t
+ u · ∇u+ yˆ = −∇p+ 1
Re
∇2u, ∇ · u = 0 (4.1.4)
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where Re is the Reynolds Number such that
Re =
ρd
√
dg
µ
=
d
√
dg
ν
.
The dimensionless interface conditions then become
nˆ · ∂X
∂t
= u · nˆ (kinematic condition) (4.1.5)
p = 2Re−1 nˆ · e · nˆ− Tn (normal stress balance) (4.1.6)
2Re−1 tˆ · e · nˆ = Tt (tangential stress balance) (4.1.7)
We will look specifically at large Reynolds number flows, as consistent with water waves,
which means that the terms with Re−1 in the stress balance equations will become rel-
atively small. If we consider flows of finite depth with wavelength much larger than
water depth, in the absence of any surface stress condition, we return to an analysis of
nonlinear water waves consistent with the derivation of standard KdV equation seen in
Vanden-Broeck (2010). Hence we consider weakly nonlinear waves of the form
f(x− ctxˆ, τ), c = O(1), τ = ε̂t
where τ is a suitable slow-time with ε̂ a small parameter to be determined. We switch to
a moving frame of reference
x′ = x− ctxˆ, u′ = u− cxˆ
so we expect the main peak disturbance to evolve over a large time scale. We are specif-
ically choosing c to ensure that in the moving frame only the slow time variable will
appear in the analysis, so waves will evolve on one slow time scale and we have a slow
modulation of the wave form. Omitting superscripts, the momentum equation in the
moving frame becomes
ε̂
∂u
∂τ
+ u · ∇u+ yˆ = −∇p+ Re−1∇2u (4.1.8)
where the fluid velocity is now u = −cxˆ on y = −1.
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Next, we consider the flow close to the fluid surface. Let s be the arc-length along the
surface from some fixed point such that
s =
∫ b
a
ds =
∫ b
a
√
1 +
(
dy
dx
)2
dx.
We can then write the position vector of surface as
X = x(s, τ)xˆ+ y(s, τ)yˆ,
with a dependence on τ , recognising that the surface position will evolve on the slow
time scale. Then we have (
∂x
∂s
)2
+
(
∂y
∂s
)2
= 1. (4.1.9)
The normal and tangential unit vectors are given by
nˆ = −∂y
∂s
xˆ+
∂x
∂s
yˆ, and tˆ =
∂x
∂s
xˆ+
∂y
∂s
yˆ,
and the surface curvature is defined in Batchelor (2000) as
κ =
∂2x
∂s2
∂y
∂s
− ∂
2y
∂s2
∂x
∂s
. (4.1.10)
The fluid velocity written in normal and tangential components is
u = utˆ+ vnˆ
and the kinematic condition
nˆ · ∂X
∂t
= u · nˆ
becomes
(
−∂y
∂s
xˆ+
∂x
∂s
yˆ
)
·
(
ε̂
∂x
∂τ
xˆ+ ε̂
∂y
∂τ
yˆ
)
=
(
utˆ+ vnˆ
) · nˆ,
⇒ ε̂
(
∂x
∂s
∂y
∂τ
− ∂y
∂s
∂x
∂τ
)
= v (4.1.11)
on n = 0, where n is the distance normal to the surface. In order to write the hydro-
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dynamic quantities in terms of orthogonal curvilinear coordinates s and n, we use the
identities derived in the appendices of Acheson (1990) and Batchelor (2000) in which
vector quantities such as∇ · u are expressed in terms of scale factors
hi =
∂x
∂ζi
· ai (4.1.12)
where ζi is the ith orthogonal coordinate and ai is the corresponding coordinate unit
vector. Here, we have
ζ1 = s, ζ2 = n and a1 = tˆ, a2 = nˆ.
In addition to this, the change in position vector x is given by
δx = hs δs tˆ+ hn δn nˆ (4.1.13)
Q(n2 , s2 )
P(n1 , s1 )
δθ
δs
δn
n1
δx
δs
n1
n = 0
n = n1
n
1
δθ
nˆ
tˆ
Figure 4.1.2: Orthogonal curvilinear coordinate system illustrating derivation of requisite
scaling factors hi.
Then for any given point P on the surface n = n1 with position s = s1, and any given
point Q with position (s2, n2) such that
s2 = s1 + δs, and n2 = n1 + δn
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then the path
−→
PQ = δx is given by
δx = (δs+ n1δθ)ˆt+ δn nˆ
as illustrated by Figure 4.1.2. Then the surface curvature κ by definition (Batchelor,
2000) is
κ =
dθ
ds
, so δθ = κ δs.
Hence we have
δx = (1 + n1κ)δs tˆ+ δn nˆ.
Then using Equation 4.1.12 we have
hs =
∂x
∂s
· tˆ = 1 + κn1.
and
hn =
∂x
∂n
· nˆ = 1
To summarise, for any n, the requisite scaling factors are
hs = 1 + κn, and hn = 1, (4.1.14)
where κ is the surface curvature defined in Equation 4.1.10, which agree with those
examined in Longuet-Higgins (1953). Since the normal scaling factor hn is simply 1,
we will write hs = h for the remainder of the analysis.
We now obtain expressions for key hydrodynamic quantities in terms of the coordinates
s and n. The continuity equation is
∇ · u = 1
h
∂u
∂s
+
∂v
∂n
+
κv
h
= 0, (4.1.15)
and the vorticity is given by
ω = ∇× u = b̂
h
(
∂v
∂s
− ∂(hu)
∂n
)
,
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where b̂ = nˆ× tˆ is the binormal vector. Since ω = ωb̂, we can then write
ω =
1
h
∂v
∂s
− ∂u
∂n
− κu
h
. (4.1.16)
Then, using the identity∇2u = −∇× ω we have
∇2u = −∂ω
∂n
tˆ+
1
h
∂ω
∂s
nˆ.
From the Batchelor (1989) definition of the strain tensor in terms of general orthonormal
coordinates , we have
nˆ · e · nˆ = e22 = ∂v
∂n
and also
tˆ · e · nˆ = e12,
=
1
2h
∂v
∂s
+
h
2
∂
∂n
(u
h
)
,
=
1
2h
(
∂v
∂s
+ h
∂u
∂n
− uκ
)
.
On n = 0, h = 1 and so using the kinematic condition Equation 4.1.11 we have
v = ε̂
(
∂x
∂s
∂y
∂τ
− ∂x
∂τ
∂y
∂s
)
= O(ε̂ ).
Hence from Equation 4.1.16, the vorticity on the surface is given by
ω(s, n = 0) = ω0 = −∂u
∂n
− κU +O(ε̂ ) (4.1.17)
where U = U(s) is the tangential velocity at the surface. Using the continuity equa-
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tion (4.1.15) at the surface, the strain coordinates are given by
nˆ · e · nˆ = ∂v
∂n
,
= −1
h
(
∂u
∂s
+ κv
)
, (from the continuity equation)
= −∂u
∂s
− κv,
= −∂U
∂s
+O(ε̂ ),
and
tˆ · e · nˆ = 1
2h
(
∂v
∂s
+ h
∂u
∂n
− uκ
)
,
= −1
2
(ω0 + 2κU) +O(ε̂ )
using the vorticity equation (4.1.16), and the surface vorticity equation (4.1.17). Next,
the tangential stress balance is re-evaluated to give
Tt = 2Re
−1 tˆ · e · nˆ,
= −Re−1 (ω0 + 2κU) +O(ε̂ ),
so at leading order we have
∆−2 Tt + ω0 + 2κU = 0, ∆−2 = Re. (4.1.18)
The reason for choosing this definition for ∆ is due to the appearance of (Re)−1/2 terms
later in the large Reynolds number analysis. The normal stress balance is also re-evaluated
to give
p+ Tn − 2Re−1 nˆ · e · nˆ = 0,
p+ 2Re−1 ∂U
∂s
+ Tn = O(ε̂ )
which at leading order is given by
p+ 2∆2
∂U
∂s
+ Tn = 0. (4.1.19)
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The tangential component of the momentum equation (4.1.8) at the surface is therefore
ε̂
∂U
∂τ
+ U
∂U
∂s
+
∂
∂s
(
y − Tn − 2∆2∂U
∂s
)
= −∆2∂ω
∂n
. (4.1.20)
The non-dimensional vorticity equation becomes
∂ω
∂t
= ∇× (u× ω) + 1
Re
∇2ω,
= u · ∇ω + 1
Re
∇2ω,
which is derived from taking the curl of equation (4.1.8) and therefore we have
ε̂
∂ω
∂τ
− u · ∇ω = ∆2∇2ω.
Then using standard vector identities, and the vorticity definition (4.1.16), this can be
written as
ε̂h
∂ω
∂τ
+ u
∂ω
∂s
+ vh
∂ω
∂n
= ∆2
(
∂
∂s
(
1
h
∂ω
∂s
)
+ κ
∂ω
∂n
+ h
∂2ω
∂n2
)
, (4.1.21)
and from Equation 4.1.18, the surface vorticity given by
ω0 = −2κU −∆−2 Tt. (4.1.22)
This summarises the initial formulation. We have defined a system of equations: notably
the normal stress balance (4.1.19), the tangential momentum equation (4.1.20), and the
vorticity equation (4.1.21), which will now be used as we proceed to focus on a long wave
approximation, large Reynolds number flow.
4.1.1 Long wave approximation
Consider now a large Reynolds number limit (here we have∆ 1), and restrict attention
to disturbances with wavelength O(ε−1) and amplitude O(δ), where δ, ε 1.
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The fluid surface is parameterised by
x = s+ h(S), y = δη(S), S = εs
for surface elevation η and some function h(S) to be determined. The large wavelength,
small amplitude approximation motivates this choice of scaling for y and s. The wave
amplitude of the main disturbance is O(δ). Then assuming the position x varies with
arc-length s, we have
(
∂x
∂s
)2
+
(
∂y
∂s
)2
= 1 + ε
∂h
∂S
+
(
δε
∂η
∂S
)2
+O(ε2).
However, from Equation 4.1.9 we know that
(
∂x
∂s
)2
+
(
∂y
∂s
)2
= 1,
so a leading-order balance fixes the scale of f such that
ε
∂h
∂S
= −δ2ε2
(
∂η
∂S
)2
,
and hence
h = δ2εξ = O(δ2ε),
where
∂ξ
∂S
= −
(
∂η
∂S
)2
.
The function ξ(S) doesn’t enter subsequent analysis, but it is important to determine the
correct scaling,
x = s+ δ2εξ(S).
We then express the normal and tangential unit vectors at the surface in terms of the
Cartesian unit vectors. The normal unit vector nˆ is given by
nˆ = −∂y
∂s
xˆ+
∂x
∂s
yˆ,
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where
∂x
∂s
= 1 + δ2ε2
∂ξ
∂S
, and
∂y
∂s
= δε
∂η
∂S
,
= 1 +O(δ2ε2).
We can then write
nˆ = −δε ∂η
∂S
xˆ+ yˆ +O(δ2ε2) (4.1.23)
for the normal unit vector, and the tangential unit vector can be written as
tˆ =
∂x
∂s
xˆ+
∂y
∂s
yˆ,
= xˆ+ δε
∂η
∂S
yˆ +O(δ2ε2). (4.1.24)
Note that nˆ · tˆ = 0, as required. Recalling the definition of the surface curvature from
Equation 4.1.10,
κ =
∂2x
∂s2
∂y
∂s
− ∂
2y
∂s2
∂x
∂s
,
we now note that
∂2x
∂s2
= O(δ2ε3), and ∂
2y
∂s2
= δε2
∂2η
∂S2
,
and hence
κ = −δε2 ∂
2η
∂S2
+O(δ3ε4).
Then the kinematic condition is
nˆ · ∂X∂t = u · nˆ(
−δε ∂η∂S xˆ+ yˆ
)
· ε̂ ∂∂τ(xxˆ+ yyˆ) =
(
u
(ˆ
x+ δε ∂η∂S yˆ
)
+ v
(
−δε ∂η∂S xˆ+ yˆ
))
·
(
−δε ∂η∂S xˆ+ yˆ
)
−δεε̂ ∂η∂S ∂η∂τ + ε̂∂y∂τ =
((
u− δεv ∂η∂s
)
xˆ+
(
δεu ∂η∂S + v
)
yˆ
)
·
(
−δε ∂η∂S xˆ+ yˆ
)
ε̂
(
∂y
∂τ − δε∂η∂τ ∂η∂S
)
= v + δεu ∂η∂S − δε ∂η∂S
(
u− δεv ∂η∂S
)
δε̂
(
∂η
∂τ − ε∂η∂τ ∂η∂S
)
= v
(
1 + δ2ε2
(
∂η
∂S
)
2
)
122 Chapter 4: Flows with tangential surface stress
and finally, after rearranging we have the vertical velocity at the surface,
v = δε̂
∂η
∂τ
+O(δ2ε2, δεε̂), at n = 0. (4.1.25)
We now start to consider how the flow will behave for each of the example scenarios with
a surface stress condition at the fluid interface: flows with a surfactant present at the fluid
interface, and flows with an electric field generated vertically through the fluid body. In
each case, the flow in the upper fluid layer doesn’t affect the lower fluid analysis.
For the surfactant scenario we don’t include the upper fluid in the analysis, only the fluid
flow in the lower fluid affecting the surfactant density at the surface. In the case with
the electric field, the upper fluid with different electrical properties modifies the surface
charge density. We will solve this for the electric field, but again, don’t need to solve for
the upper fluid flow. Hence, the upper fluid is considered passive.
We now examine the lower fluid layer as a body of water and solve for the resulting flow.
We find that for large Reynolds number the lower fluid consists of an inviscid, irrotational
main fluid body, plus two boundary layers.
In the main part of the lower fluid layer we consider inviscid, irrotational flow. However,
it was shown earlier in Equation 4.1.22 that the vorticity at the fluid surface is non-zero.
For large Reynolds number flows we expect a thin boundary layer, of thickness δb say,
below the free surface in which the vorticity decays from ω0 at the surface to zero in order
to match to the main irrotational layer.
In addition to this, in order to satisfy the no-slip condition at the bottom of the fluid, a
viscous boundary layer of thickness δn is present in which the tangential velocity decays
from its free-stream value in the inviscid main body to zero on the rigid lower surface.
Such a system is illustrated by Figure 4.1.3.
We now proceed to solve the system for each boundary layer and then match the solutions
to the main fluid body.
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Figure 4.1.3: Illustration of the viscous fluid layer and passive upper layer with boundary
layers of thickness δn and δb at the solid bottom and fluid interface, respectively.
Surface boundary layer
We assume that the surface boundary layer has thickness given by δb. We then write
n = −δbN so that N = O(1) in the boundary layer, and is positive.
In the original fixed frame of reference, amplitude disturbances were O(δ), so moving
horizontally at speed c in the moving frame we set
u = −c+ δu˜+O(δ2ε2), and v = δε̂v˜, (4.1.26)
where the scaling for v follows from Equation 4.1.25. We now write the general stress
applied at the interface in generic form
T = [Tn]T̂nnˆ+ [Tt]T̂ttˆ,
where T̂n = T̂n(S) and T̂t = T̂t(S) are O(1) quantities, and [Tn] and [Tt] are scaling
parameters for the normal and tangential stress, respectively. Now, from Equation 4.1.22
the surface vorticity in terms of the new scaling parameters becomes
ω(S, 0) = 2δε2
∂2η
∂S2
(−c+ δu˜)−∆−2 [Tt]T̂t
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which is a combination of vorticity due to a contribution from hydrodynamic flow and
from tangential shear stress. Hence we can write
ω = 2cδε2ω˜1 + [Tt]∆
−2 ω˜2 +O(δ2ε2), (4.1.27)
and at the surface
ω˜1(S, 0) = − ∂
2η
∂S2
, ω˜2(S, 0) = −T̂t. (4.1.28)
The vorticity equation from Equation 4.1.21 is
ε̂h
∂ω
∂τ
+ u
∂ω
∂s
+ hv
∂ω
∂n
= ∆2
(
∂
∂s
(
1
h
∂ω
∂s
)
+ κ
∂ω
∂n
+ h
∂2ω
∂n2
)
and from Equation 4.1.14,
h = 1 + κn
= 1− δδbε2∂
2η
∂s2
N ≈ 1.
In terms of the new scaling parameters, the vorticity equation at the surface becomes
ε̂
ε
∂ω˜i
∂τ
− c∂ω˜i
∂S
+ δ
(
u˜
∂ω˜i
∂S
− v˜ ∂ω˜i
∂N
)
=
∆2
δb
2ε
(
∂2ω˜i
∂N2
+ δδbε
2
(
∂2η
∂S2
∂ω˜i
∂N
+
δb
δ
∂2ω˜i
∂S2
))
(4.1.29)
for ω˜i , (i = 1, 2), and where c is an O(1) quantity. In order to describe the vorticity
decay across the layer, we require a derivative with respect toN to enter at leading-order.
Since c = O(1), this requires that
δb =
∆
ε1/2
, (4.1.30)
and hence, for the boundary layer to be thin we require that ∆  ε1/2. Here we are
assuming that ε̂ ε, and the motivation for this assumption will be discussed later. This
fixes the leading-order vorticity equation for each component ω˜i to be
∂2ω˜i
∂N2
= −c∂ω˜i
∂S
. (4.1.31)
In terms of the newly scaled variables, the tangential momentum equation (4.1.20) at the
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surface N = 0 becomes
ε̂
ε
∂U˜
∂τ
− c∂U˜
∂S
+ δU
∂U˜
∂S
+
∂η
∂S
− 1
δ
∂Tn
∂S
− 2δ2bε2
∂2U˜
∂S2
=
1
δ
∂ω˜i
∂N
∣∣∣∣
N=0
(4.1.32)
where U˜(S) = u˜(S, 0). To evaluate the right-hand side of Equation 4.1.32, we need to
solve Equation 4.1.31 subject to the matching condition at the surface
ω˜i(S, 0)→ fi(S), as N → 0,
where fi(S) = ω˜i(S, 0) is the surface vorticity function. We also need to solve Equa-
tion 4.1.31 subject to the matching condition
ω˜i → 0 as N →∞.
In order to calculate ∂ω˜i∂N
∣∣
N=0
we refer to Appendix B, where it is shown that
∂ω˜i
∂N
∣∣∣∣
N=0
=
√
cT
[
dfi
dS
]
.
The integral transform T [%] is also defined in Appendix B by Equation B.0.5, such that
T [%(X)] ≡ 1√
pi
∫ ∞
0
%(X + Y )√
Y
dY,
where %(X) is some given function of some given X . In addition to these results, it is
also shown that ∫ ∞
0
ω˜idN =
1√
c
T [fi]
which is needed later, and the appropriate fi follows from Equation 4.1.28.
We can now use this result to write the tangential momentum equation (4.1.32) at the
surface N = 0 in the form
ε̂
ε
∂U˜
∂τ
− c∂U˜
∂S
+ δU
∂U˜
∂S
+
∂η
∂S
− 1
δ
∂Tn
∂S
= 2cδbε
2∂ω˜1
∂N
∣∣∣∣
N=0
+
[Tt]
δδbε
∂ω˜2
∂N
∣∣∣∣
N=0
= 2c
3/2δbε
2T
[
∂f1
∂S
]
+
√
c[Tt]
δδbε
T
[
∂f2
∂S
]
,
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where terms of O(δ2bε2) have been omitted. This simplifies to
ε̂
ε
∂U˜
∂τ
− c∂U˜
∂S
+ δU
∂U˜
∂S
+
∂η
∂S
− β∂T̂n
∂S
= −2c3/2δbε2T
[
∂3η
∂S3
]
− α√cT
[
∂T̂t
∂S
]
,
(4.1.33)
where
α =
[Tt]
δδbε
and β =
[Tn]
δ
. (4.1.34)
Next we specify the magnitudes of some of the small quantities. When we begin to
consider the systems involving surfactants, or an electric field, we will be looking for
modifications to soliton-like solutions. We therefore require that the time derivative and
quadratic nonlinear term have the same magnitude. This is consistent with the standard
KdV equation derivation (Vanden-Broeck, 2010). In order to achieve this balance, the
relation
ε̂ = δε (4.1.35)
is therefore imposed, which gives the slow time scale for slow modulation of the wave
form and is consistent with our earlier assumption that ε̂  ε. With this scaling the
tangential momentum equation at the surface becomes
∂η
∂S
− c∂U˜
∂S
= −δ
(
∂U˜
∂τ
+ U˜
∂U˜
∂S
)
+ β
∂T̂n
∂S
− α√cT
[
∂T̂t
∂S
]
− 2δbε2c3/2T
[
∂3η
∂S3
]
.
(4.1.36)
With these new scaling parameters, the continuity equation (4.1.15) becomes
∇ · u = 1
h
∂u
∂s
+
∂v
∂n
+
κv
h
= 0,
= δε
∂u˜
∂S
− δδbε
δb
∂v˜
∂N
− δ2δbε3 ∂
2η
∂S2
v˜ = 0,
⇒ ∂u˜
∂S
− ∂v˜
∂N
= O(δδbε2), (4.1.37)
and the vorticity definition (Equation 4.1.16) is
ω =
1
h
∂v
∂s
− ∂u
∂n
− κu
h
,
= δδbε
2 ∂v˜
∂S
+
δ
δb
∂u˜
∂N
+ (−c+ δu˜)δε2 ∂
2η
∂S2
,
=
δ
δb
∂u˜
∂N
+O(δε2).
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We compare this with Equation 4.1.27,
ω =
[Tt]
∆2
ω˜2 + 2δε
2c2ω˜1,
=
αδ
δb
ω˜2 + 2δε
2c2ω˜1
using the definitions of α (4.1.34) and δb (4.1.30). Hence we can write
∂u˜
∂N
− αω˜2 = O(δbε2). (4.1.38)
Here we see that α characterises the change in tangential velocity through the boundary
layer and hence the case of general interest is when α = O(1). If we can develop a theory
for this general case, then later we can consider limiting behaviour for when α is small
or large.
At leading-order we solve Equation 4.1.38 to give
∂u˜
∂N
= αω˜2,
so
u˜(S,N) = α
∫ N
0
ω˜2(S,N
′)dN ′ + c1(S),
for some arbitrary function c1. On N = 0, we have u˜(S, 0) = U˜(S), so
u˜(S,N) = U˜(S) + α
∫ N
0
ω˜2(S,N
′)dN ′, (4.1.39)
and then, using Equation 4.1.37, we can write
∂v˜
∂N
=
∂u˜
∂S
=
∂U˜
∂S
+ α
∫ N
0
∂
∂S
(
ω˜2(S,N
′)
)
dN ′,
=
∂U˜
∂S
− α
c
∫ N
0
∂2
∂N ′2
(
ω˜2(S,N
′)
)
dN ′,
since
∂ω˜2
∂S
= −1
c
∂2ω˜2
∂N2
,
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from Equation 4.1.31. Then evaluating the integral yields
∂v˜
∂N
=
∂U˜
∂S
− α
c
∂ω˜2
∂N
+
α
c
∂ω˜2
∂N
∣∣∣∣
N=0
=
∂U˜
∂S
− α
c
∂ω˜2
∂N
− α√
c
T
[
dT̂t
dS
]
using Equation B.0.7 and Equation 4.1.35. Finally, integrating with respect to N , we
have
v˜ = N
∂U˜
∂S
− α
c
ω˜2 − αN√
c
T
[
dT̂t
dS
]
+ c2(S)
for some arbitrary function c2. Now, on the surface
v˜(S, 0) =
δ
δb
∂η
∂τ
, and ω˜2 = −T̂t,
where the value of v(S, 0) is fixed by the kinematic condition Equation 4.1.25. So at the
surface we have
δ
δb
∂η
∂τ
=
α
c
T̂t + c2(S),
and therefore
c2(S) =
δ
δb
∂η
∂τ
− α
c
T̂t.
Finally, we have
v˜ = N
(
∂U˜
∂S
− α√
c
T
[
dT̂t
dS
])
− α
c
(
ω˜2 + T̂t
)
+
δ
δb
∂η
∂τ
. (4.1.40)
This solution for the vertical velocity in the surface boundary layer needs to be matched to
the irrotational flow. In the main fluid layer, in the fixed frame of reference u, v = O(δ)
and hence in the moving frame the fluid velocity at the surface is given by
u = −c+ δu˜, v = δδbεv˜
using Equation 4.1.26, where the scaling ε̂ = δε on v is taken from Equation 4.1.35.
In order to match to the main fluid layer, we need to calculate theN →∞ limit of u˜ and
v˜ from Equation 4.1.39 and Equation 4.1.40, respectively. Using (4.1.39) as N → ∞,
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we have
u˜→ U˜b = U˜ + α
∫ ∞
0
ω˜2dN,
= U˜ +
α√
c
T [f2]
which means that
U˜b = U˜ − α√
c
T
[
T̂t
]
, (4.1.41)
using f2(S) = −T̂t from Equation 4.1.28, and where U˜b denotes theN →∞ limit of u˜.
Similarly, using (4.1.40) as N →∞, we have
v˜ → V˜b = δ
δb
∂η
∂τ
− α
c
T̂t +
(
N
∂U˜
∂S
− αN√
c
T
[
dT̂t
dS
])
N→∞
=
δ
δb
∂η
∂τ
− α
c
T̂t +
(
N
∂U˜b
∂S
)
N→∞
using Equation 4.1.41, which means that
V˜b =
δ
δb
∂η
∂τ
− α
c
T̂t +
(
N
∂U˜b
∂S
)
N→∞
(4.1.42)
where V˜b denotes the N →∞ limit of v˜.
Hence, the conditions which match the surface boundary layer velocity to the irrotational
velocity field are given by
u→ −c+ δU˜b and v → δV˜b, (4.1.43)
where U˜b is defined in Equation 4.1.41 and V˜b is defined to be
V˜b = δbεV˜b,
= δε
∂η
∂τ
− δbεα
c
T̂t + δbε
(
N
∂U˜b
∂S
)
N→∞
Before we solve for the main fluid layer we need to consider the viscous boundary layer
at the solid bottom boundary.
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Base boundary layer
Within the boundary layer at the flat bottom we define the position coordinates to be
X = εx, y = −1 + δnY,
and we set
u = (−c+ δU)xˆ+ δδnεV yˆ, p = −y + δP,
where δn represents the thickness of the lower boundary layer.
The Navier-Stokes equations together with the continuity equation describe a standard set
of boundary layer equations, as discussed in Dewey Jr and Gross (1967). With the above
parametrisations, the dimensionless continuity equation from Equation 4.1.4 becomes
∇ · u = ∂u
∂x
+
∂v
∂y
= 0,
ε
∂u
∂X
+
1
δn
∂v
∂Y
= 0,
δε
∂U
∂X
+
δδnε
δn
∂V
∂Y
= 0,
⇒ ∂U
∂X
+
∂V
∂Y
= 0. (4.1.44)
Next, taking the x-component of the dimensionless Navier-Stokes equations from Equa-
tion 4.1.4 where 1Re = ∆
2, together with the above parametrisations and Equation 4.1.35,
we have
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −∂p
∂x
+ ∆2
∂2u
∂y2
,
ε̂
∂u
∂τ
+ εu
∂u
∂X
+
v
δn
∂u
∂Y
= −ε ∂p
∂X
+
∆2
δ2n
∂2u
∂Y 2
,
δ2ε
∂U
∂τ
− cδε ∂U
∂X
+ δ2εU
∂U
∂X
+ δ2εV
∂U
∂Y
= −δε ∂P
∂X
+
δ∆2
δ2n
∂2U
∂Y 2
,
⇒ c ∂U
∂X
− ∂P
∂X
+
∆2
δ2nε
∂2U
∂Y 2
= δ
(
∂U
∂τ
+ U
∂U
∂X
+ V
∂U
∂Y
)
. (4.1.45)
Similar to the surface boundary layer, in order to describe velocity decay in the base
boundary layer we require a derivative with respect to Y to appear at leading-order. This
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implies that
∆2
δ2nε
=
(
δb
δn
)2
= O(1)
and hence δn = δb, which means that the bottom boundary layer thickness is the same as
the surface boundary layer thickness.
Then, taking the y-component of the dimensionless Navier-Stokes equations from Equa-
tion 4.1.4, together with the above parametrisations we have
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ 1 = −∂p
∂y
+ ∆2
∂2v
∂y2
,
ε̂
∂v
∂τ
+ εu
∂v
∂X
+
v
δn
∂v
∂Y
+ 1 = 1− δ
δn
∂P
∂Y
+
δ2bε
δn2
∂2v
∂Y 2
,
δ2δnε
2∂V
∂τ
+ δδnε
2(−c+ δU) ∂V
∂X
+ δ2δnε
2V
∂V
∂Y
= − δ
δn
∂P
∂Y
+
δδ2bε
2
δn
∂2V
∂Y 2
,
δδ2bε
2∂V
∂τ
+ δδ2bε
2U
∂V
∂X
− cδ2bε2
∂V
∂X
+ δδ2bε
2V
∂V
∂Y
= −∂P
∂Y
+ δ2bε
2∂
2V
∂Y 2
, (4.1.46)
and so at leading-order we have
∂P
∂Y
= O(δ2bε2) = o(∆2), since ∆ = δ2bε.
Hence, the boundary layer equations governing the bottom boundary layer take the form
∂U
∂X
+
∂V
∂Y
= 0,
∂P
∂Y
= o(∆2),
c
∂U
∂X
− ∂P
∂X
+
∂2U
∂Y 2
= δ
(
∂U
∂τ
+ U
∂U
∂X
+ V
∂U
∂Y
)
. (4.1.47)
In order to match to the main inviscid flow, we consider the Y →∞ limit and set
lim
Y→∞
U(X,Y ) = U(X). (4.1.48)
Then setting
f = U − U,
so that
f(X, 0) = −U(X), and f → 0 as Y →∞,
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the continuity equation (4.1.44) becomes
∂U
∂X
+
∂V
∂Y
= 0,
⇒ dU
dX
+
∂f
∂X
+
∂V
∂Y
= 0.
In addition to this, Equation 4.1.44 becomes
c
∂U
∂X
− ∂P
∂X
+
∂2U
∂Y 2
= O(δ),
⇒ c dU
dX
+ c
∂f
∂X
− ∂P
∂X
+
∂2f
∂Y 2
= O(δ).
As Y →∞, f → 0, so
∂P
∂X
= c
dU
dX
, (4.1.49)
but ∂P∂Y = 0 so Equation 4.1.49 holds throughout. Therefore, we have
c
∂f
∂X
+
∂2f
∂Y 2
= O(δ).
This in essence is identical in structure to the surface boundary layer. Then integrating
the continuity equation from (4.1.47), we obtain
V → V = −Y dU
dX
+
1√
c
T
[
dU
dX
]
, (4.1.50)
as Y →∞.
We have shown using scaling arguments that the thickness of the lower boundary layer is
the same order as the thickness of the boundary layer at the surface. However, although
the thickness is the same as the upper layer, the boundary layer at the fluid bottom is a
different kind of boundary layer. The base boundary layer describes a decay in tangential
velocity from its free-stream value in the main inviscid fluid body to zero on the solid
bottom boundary, while the surface boundary layer represents decay of vorticity across
the layer.
At this point we note that although we have derived matching conditions for matching the
base boundary layer to the main flow, we have not fully solved the boundary layer prob-
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lem. The pressure gradient in the boundary layer is given by Equation 4.1.49, although
this is given in terms of U which has not been solved explicitly. Given the geometry of
the surface wave, it is reasonable to expect U¯ to have a turning point for some X . If so,
then there will be a region in the fluid where the pressure gradient becomes negative.
An adverse pressure gradient can cause flow reversal in the boundary layer which can
lead to boundary layer separation (Smith, 1986). The flow reversal is usually caused by
adverse pressure gradient imposed on the boundary layer by the potential flow. Boundary
layer separation is prominent in laminar flows; examples include high-speed flow past an
airfoil (Atik et al., 2005), and uniform shear flow around a circular cylinder (Wu and
Chen, 2000).
However, boundary layer separation can also occur in horizontal flows over a flat plate
with adverse pressure gradients (Canepa et al., 2006). While we make no attempt to
solve the boundary layer problem either explicitly or numerically in this thesis, further
investigation may be needed to decide if the proposed flow structure is correct. Going
forward, we use the assumption that separation does not occur in this system, where the
base boundary layer has a similar structure to that discussed in Sugimoto (1996), and
leave the problem open to future discussion.
We now proceed to solve for the main fluid layer, and use the matching conditions to
match each boundary layer to the main fluid flow.
4.1.2 The potential flow
We solve for the potential flow away from each of the boundary layers, and match to the
boundary layers using the matching conditions defined earlier. In the main fluid layer we
write
u = −cxˆ+ δ
ε
∇φ,
=
(
−c+ δ ∂φ
∂X
)
xˆ+
δ
ε
∂φ
∂y
yˆ, (4.1.51)
where the scaling onφ(X, y) is chosen so that the horizontal disturbance velocity isO(δ).
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First, we will match to the lower boundary layer. The horizontal component of velocity
in the main fluid is given by
−c+ δ ∂φ
∂X
and the horizontal component of velocity in the lower boundary layer is given by
−c+ δU,
where U is defined by
U(X) = lim
Y→∞
U(X,Y )
from Equation 4.1.48. Thus, matching to the lower boundary layer we have
lim
y→−1
[
−c+ δ ∂φ
∂X
]
= −c+ δU.
Similarly, matching the vertical component of velocity we have
lim
y→−1
[
δ
ε
∂φ
∂y
]
= δδbεV yˆ,
where V is defined to be
V = −Y ∂U
∂X
+
1√
c
T
[
∂U
∂X
]
, where Y =
y + 1
δb
,
from Equation 4.1.50. Therefore looking at the horizontal components we can say
lim
y→−1
[
∂φ
∂X
]
= lim
y→−1
[U ]
= U
and hence
∂2φ
∂X2
=
∂U
∂X
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as y → −1. Then, looking at the vertical components we can say
lim
y→−1
[
∂φ
∂y
]
= δbε
2V
= ε2
(
−δbY ∂U
∂X
+
δb√
c
T
[
∂U
∂X
])
,
and hence
lim
y→−1
[
∂φ
∂y
]
= ε2
(
−(1 + y) ∂U
∂X
+
δb√
c
T
[
∂U
∂X
])
,
= ε2
(
−(1 + y) ∂
2φ
∂X2
+
δb√
c
T
[
∂2φ
∂X2
])
. (4.1.52)
We now solve for the flow in the main layer. The potential flow satisfies the relation
ε2
∂2φ
∂X2
+
∂2φ
∂y2
= 0, (4.1.53)
which is the continuity equation (4.1.44) in terms of φ. In order to solve for φ, we can
expand for small ε and write
φ(X, y; ε) = φ0(X, y) + ε
2φ1(X, y) +O(ε4). (4.1.54)
Then substituting Equation 4.1.54 into Equation 4.1.53, at leading-order we have
∂2φ0
∂y2
= 0
and hence, after integrating we have
φ0 = (y + 1)A(X) +B(X)
for some arbitrary functions A, B to be determined. We choose (y + 1) as our variable
when integrating as we know that the boundary layer will be a function of Y = y+1δb .
Then using the matching condition Equation 4.1.52 at leading-order, as y → −1 we have
∂φ0
∂y
= 0,
136 Chapter 4: Flows with tangential surface stress
so A(X) = 0. Then we will write B(X) = G(X, t) so that
φ = G(X, t) + ε2φ1(X, y) +O(ε4)
where G(X, t) is a function that will be determined later. Now, at O(ε2) we have
∂2φ0
∂X2
+
∂2φ1
∂y2
=
∂2G
∂X2
+
∂2φ1
∂y2
= 0
and hence, after integrating, we have
∂φ1
∂y
= −(y + 1) ∂
2G
∂X2
+ C(X),
for some arbitrary function C to be determined. To derive C we use the matching
condition Equation 4.1.52 again at O(ε2), so as y → −1 we have
∂φ1
∂y
= −(1 + y)∂
2φ0
∂X2
+
δb√
c
T
[
∂2φ0
∂X2
]
= −(1 + y) ∂
2G
∂X2
+
δb√
c
T
[
∂2G
∂X2
]
which means that matching to the main layer gives
−(y + 1) ∂
2G
∂X2
+ C(X) = −(1 + y) ∂
2G
∂X2
+
δb√
c
T
[
∂2G
∂X2
]
as y → −1, and hence
C(X) =
δb√
c
T
[
∂2G
∂X2
]
.
Therefore we have
∂φ1
∂y
= −(1 + y) ∂
2G
∂X2
+
δb√
c
T
[
∂2G
∂X2
]
throughout the main flow. Now to get φ1(X, y), we integrate again to get
φ1(X, y) = −(1 + y)
2
2
∂2G
∂X2
+ (1 + y)
δb√
c
T
[
∂2G
∂X2
]
+D(X)
where D is an arbitrary function which represents some O(ε2) correction to φ, and can
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therefore be incorporated into G(X, t). Hence, we set D(X) = 0 and obtain
φ1(X, y) = −(y + 1)
2
2
∂2G
∂X2
+ (y + 1)
δb√
c
T
[
∂2G
∂X2
]
to give
φ = G(X, t) + ε2
(
−1
2
(1 + y)2
∂2G
∂X2
+
δb√
c
(1 + y)T
[
∂2G
∂X2
])
+O(ε4, δbε4).
(4.1.55)
We can also solve for O(ε4) and O(ε6), which would equate to the functions φ2(X, y)
and φ3(X, y) respectively in the small ε expansion of φ given by Equation 4.1.54, through
repeated evaluation of
∂2φr+1
∂y2
= −∂
2φr
∂X2
.
This eventually yields
φ = G(X, t)− 1
2!
ε2(1 + y)2
∂2G
∂X2
+ ε2
δb√
c
(1 + y)T
[
∂2G
∂X2
]
+
1
4!
ε4(1 + y)4
∂4G
∂X4
− 1
6!
ε6(1 + y)6
∂6G
∂X6
+O(ε8, δbε4).
(4.1.56)
In the subsequent analysis, it will be seen why O(ε4) and O(ε6) terms are retained, but
O(δbε4) and smaller terms are dropped. We now obtain an equation governing G(X, t)
by considering matching of the main fluid layer to the surface boundary layer. Since the
equations governing the surface boundary layer are all in terms of our scaled orthogonal
curvilinear coordinates S and N , we will match the velocity components to the main
fluid flow in terms of this coordinate system, and from now on we will consider G to be
a function of S and t.
Approaching the surface, the tangential component of the velocity in themain flow (4.1.51)
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is given by
ub = −c(ˆt · xˆ) + δ
(
∂φ
∂X
(ˆt · xˆ) + 1
ε
∂φ
∂y
(ˆt · yˆ)
)
,
= −c+ δ
(
∂φ
∂X
+ δ
∂φ
∂y
∂η
∂S
)
,
= −c+ δ
(
∂φ
∂S
+ δ
∂φ
∂y
∂η
∂S
)
+O(δ2ε2), (4.1.57)
using the fact
∂
∂X
=
∂
∂S
+O(δ2ε2),
and
tˆ · xˆ = 1, tˆ · yˆ = δε ∂η
∂S
,
from the definition of the tangential unit vector from earlier given in Equation 4.1.24.
Similarly the normal velocity component in the main flow is given by
vb = −c(nˆ · xˆ) + δ
(
∂φ
∂X
(nˆ · xˆ) + 1
ε
∂φ
∂y
(nˆ · yˆ)
)
,
= δε
(
c
∂η
∂S
− δ ∂η
∂S
∂φ
∂X
+
1
ε2
∂φ
∂y
)
,
= δε
(
c
∂η
∂S
− δ ∂η
∂S
∂φ
∂S
+
1
ε2
∂φ
∂y
)
+O(δ2ε2), (4.1.58)
where
nˆ · xˆ = −δε ∂η
∂S
, nˆ · yˆ = 1,
from the definition of the normal unit vector given earlier in Equation 4.1.23.
In the surface boundary layer, the tangential component of the velocity close to the main
flow is given by
−c+ δU˜b
from Equation 4.1.43, where U˜b is defined in Equation 4.1.41 to be
U˜b = U˜ − α√
c
T
[
T̂t
]
.
Thus, looking at the tangential velocity components, the matching condition of the main
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flow ub to the surface boundary layer solution is given by
lim
y→0
[ub] = lim
y→0
[
−c+ δ ∂φ
∂S
+O(δ2)
]
= −c+ δU˜ − δ α√
c
T
[
T̂t
]
. (4.1.59)
We see that the−c terms match exactly. Then consideringO(δ) terms, in order to match
we require
lim
y→0
[
∂φ
∂S
]
= U˜ − α√
c
T
[
T̂t
]
,
and hence using Equation 4.1.56 we obtain
lim
y→0
[
∂G
∂S
− ε
2
2
(1 + y)2
∂3G
∂S3
+O(δbε2, ε4)
]
= U˜ − α√
c
T
[
T̂t
]
(4.1.60)
which at leading-order becomes
∂G
∂S
= U˜ − α√
c
T
[
T̂t
]
. (4.1.61)
Looking now at the normal component of velocity in the outer edge of the surface bound-
ary layer, from Equation 4.1.43 we have
δVb = δε
(
δ
∂η
∂τ
− δbα
c
T̂t
)
+ δδbε
(
N
∂U˜b
∂S
)
N→∞
and therefore, the matching condition of the main flow vb to the surface boundary layer
is given by
lim
y→0
[vb] = δε
(
δ
∂η
∂τ
− δbα
c
T̂t
)
+ δδbε
(
N
∂U˜b
∂S
)
N→∞
= δδbεV0 + δδbε
(
N
∂U˜b
∂S
)
N→∞
(4.1.62)
where
V0 =
δ
δb
∂η
∂τ
− α
c
T̂t.
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In order to match we require
lim
y→0
[
δεc
∂η
∂S
− δ2ε ∂η
∂S
∂φ
∂S
+
δ
ε
∂φ
∂y
]
= δδbεV0 + δδbεU
⇒ lim
y→0
[
ε2c
∂η
∂S
− δε2 ∂η
∂S
∂φ
∂S
+
∂φ
∂y
]
= δbε
2V0 + δbε
2U
using the definition of vb given in Equation 4.1.58, and where
U =
(
N
(
∂U˜
∂S
− α√
c
T
[
∂T̂t
∂S
]))
N→∞
=
(
N
∂2G
∂S2
)
N→∞
using Equation 4.1.61. Hence, in the matching region we have
c
∂η
∂S
− δ ∂η
∂S
∂G
∂S
+
δb√
c
T
[
∂2G
∂S2
]
− (1+y)∂
2G
∂S2
+O(ε2, δε2) = δbV0 + δbU . (4.1.63)
θ
O(δb)
δbN
y = δη
surface
boundary layer
main fluid
body
y = δη − δbN cos θ
nˆ
tˆ
N
yˆ
Figure 4.1.4: Sketch illustrating the relation between y and N in the matching region.
Up to now, in discussing the matching condition we have written y → 0 as the matching
region for the main layer. However, due to the behaviour of U , the matching requires a
more careful treatment. In the matching region, y and N are related by
y = δη − δbN cos θ,
= δη − δbN(nˆ · yˆ)
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as illustrated by Figure 4.1.4. But to leading-order, nˆ · yˆ = 1, so the relation between y
and N in the matching region is
y = δη − δbN. (4.1.64)
Hence, in the matching region N →∞, δbN → 0, and Equation 4.1.63 becomes
c
∂η
∂S
− δ ∂η
∂S
∂G
∂S
+
δb√
c
T
[
∂2G
∂S2
]
− (1 + δη− δbN)∂
2G
∂S2
+O(ε2) = δbV0 + δbN ∂
2G
∂S2
.
It is seen that the terms proportional to N automatically match, leaving
c
∂η
∂S
− δ ∂η
∂S
∂G
∂S
+
δb√
c
T
[
∂2G
∂S2
]
− ∂
2G
∂S2
− δη∂
2G
∂S2
= δ
∂η
∂τ
− αδb
c
T̂t,
⇒ c ∂η
∂S
− δ ∂
∂S
(
η
∂G
∂S
)
− ∂
2G
∂S2
+
δb√
c
T
[
∂2G
∂S2
]
= δ
∂η
∂τ
− αδb
c
T̂t.
Including the additional terms up toO(ε6) from Equation 4.1.56 in the evaluation of ∂φ∂y
gives
c
∂η
∂S
− δ ∂
∂S
(
η
∂G
∂S
)
− ∂
2G
∂S2
+
δb√
c
T
[
∂2G
∂S2
]
+
ε2
3!
∂4G
∂S4
− ε
4
5!
∂6G
∂S6
= δ
∂η
∂τ
− αδb
c
T̂t.
(4.1.65)
Similarly, including terms of the same order the tangential matching condition Equa-
tion 4.1.60 becomes
∂G
∂S
− ε
2
2!
∂3G
∂S3
+
ε4
4!
∂5G
∂S5
+O(δε2, δbε2, ε6) = U˜ − α√
c
T
[
T̂t
]
. (4.1.66)
The reason for including these higher-order terms is discussed later in this section.
The aim going forward is to derive a differential equation governing the long-wavelength,
shallow water fluid flow with an arbitrary stress condition at the fluid surface. In order
to do this, we need to eliminate G and U˜ , and obtain a PDE for the surface elevation
η(S, τ).
We currently have three equations of interest: the normal matching condition (4.1.65)
which gives us information relating the surface elevation η to the leading-order potential
G in the main flow, the tangential matching condition (4.1.66) which gives us information
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relatingG to the tangential fluid velocity at the surface U˜ , and also the tangential momen-
tum equation (4.1.36) at the surface which relates η to U˜ . We will use these equations to
eliminateG and U˜ and derive the PDE for the surface elevation governing the fluid flow.
First, rearranging and differentiating Equation 4.1.66 with respect to S gives
∂U˜
∂S
=
∂2G
∂S2
+
α√
c
T
[
∂T̂t
∂S
]
− ε
2
2!
∂4G
∂S4
+
ε4
4!
∂6G
∂S6
.
Then, combining this with Equation 4.1.65, in order to retain higher-order quantities,
yields
∂U˜
∂S
= c
∂η
∂S
− δ
(
∂η
∂τ
+
∂
∂S
(
η
∂G
∂S
))
+
αδb
c
T̂t +
δb√
c
T
[
∂2G
∂S2
]
+
α√
c
T
[
∂T̂t
∂S
]
− ε
2
2!
∂4G
∂S4
+
ε2
3!
∂4G
∂S4
+
ε4
4!
∂6G
∂S6
− ε
4
5!
∂6G
∂S6
,
which simplifies to
∂U˜
∂S
= c
∂η
∂S
− δ
(
∂η
∂τ
+
∂
∂S
(
η
∂G
∂S
))
+
αδb
c
T̂t +
δb√
c
T
[
∂2G
∂S2
]
+
α√
c
T
[
∂T̂t
∂S
]
− ε
2
3
∂4G
∂S4
− ε
4
45
∂6G
∂S6
.
Now we can eliminate G using the leading-order form of Equation 4.1.65
∂2G
∂S2
= c
∂η
∂S
,
and hence we have
∂U˜
∂S
= c
∂η
∂S
− δ
(
∂η
∂τ
+ 2cη
∂η
∂S
)
− cε
2
3
∂3η
∂S3
− c ε
4
45
∂5η
∂S5
+
α
c
(
δbT̂t +
√
cT
[
∂T̂t
∂S
])
+ δb
√
cT
[
∂η
∂S
]
. (4.1.67)
It was discussed earlier in the surface boundary layer formulation that the case of most
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interest is when α = O(1). Therefore, at leading-order Equation 4.1.67 becomes
∂U˜
∂S
= c
∂η
∂S
+
α√
c
T
[
∂T̂t
∂S
]
+O(δ, δb, ε2),
⇒ U˜ = cη + α√
c
T
[
T̂t
]
(4.1.68)
This can now be used to remove terms involving U˜ from the right-hand side of the
tangential momentum equation (4.1.36) at the surface, as follows:
∂η
∂S
−c∂U˜
∂S
= −δ
(
∂U˜
∂τ
+ U˜
∂U
∂S
)
− 2δbε2c3/2T
[
∂3η
∂S3
]
− α√c∂T̂t
∂S
+ β
∂T̂n
∂S
(4.1.36),
= −δ
(
c
∂η
∂τ
+
(
cη +
α√
c
T
[
T̂t
])(
c
∂η
∂S
+
α√
c
T
[
∂T̂t
∂S
]))
− 2δbε2c3/2T
[
∂3η
∂S3
]
− α√c∂T̂t
∂S
+ β
∂T̂n
∂S
,
= −δc
(
∂η
∂τ
+ cη
∂η
∂S
+
α√
c
(
T
[
T̂t
] ∂η
∂S
+ ηT
[
∂T̂t
∂S
])
+
α2
c
T
[
T̂t
]
T
[
∂T̂t
∂S
])
− 2δbε2c3/2T
[
∂3η
∂S3
]
− α√c∂T̂t
∂S
+ β
∂T̂n
∂S
. (4.1.69)
We then use Equation 4.1.67 to eliminate ∂U˜∂S from the left-hand side, which yields
∂η
∂S
− c∂U˜
∂S
=
∂η
∂S
− c2 ∂η
∂S
+ δc
(
∂η
∂τ
+ 2cη
∂η
∂S
)
+ c2
(
ε2
3
∂3η
∂S3
+
ε4
45
∂5η
∂S5
)
− αδbT̂t − α
√
cT
[
∂T̂t
∂S
]
− δbc3/2T
[
∂η
∂S
]
. (4.1.70)
Then we can combine Equation 4.1.69 and Equation 4.1.70 to give
(1− c2) ∂η
∂S
+ δc
(
2
∂η
∂τ
+ 3cη
∂η
∂S
)
= −c2
(
ε2
3
∂3η
∂S3
+
ε4
45
∂5η
∂S5
)
− δbc3/2T
[
∂η
∂S
]
+ β
∂T̂n
∂S
− αδ√
c
(
T
[
∂T̂t
∂τ
]
+ c
∂
∂S
(
ηT
[
T̂t
])
+
α√
c
T
[
T̂t
]
T
[
∂T̂t
∂S
]
− δb
δ
T̂t
)
.
By considering leading-order terms we see that c = 1 + O(δ). Here we define c = 1
and include evolution with time in the PDE on the slow time scale. Hence, finally the
equation governing the shallow water long-wavelength fluid flow with an arbitrary stress
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condition at the fluid surface are
2
∂η
∂τ
+ 3η
∂η
∂S
+
ε2
δ
(
1
3
∂3η
∂S3
+
ε2
45
∂5η
∂S5
)
=
δb
δ
T
[
∂η
∂S
]
+
β
δ
∂T̂n
∂S
− αR, (4.1.71)
where
R = T
[
∂T̂t
∂τ
]
+ ηT
[
∂T̂t
∂S
]
+
∂η
∂S
T
[
T̂t
]
+ αT
[
T̂t
]
T
[
∂T̂t
∂S
]
− δb
δ
T̂t. (4.1.72)
This result is comparatively very similar to the result presented in Hammerton and Bas-
som (2013), the key difference being the definition of R. In Hammerton and Bassom
(2013), we propose that the parity of all terms involving the tangential surface stress
parameter T̂t are incorrect, and that Equation 4.1.72 describes a corrected version.
As such, we expect the relevant effects to the solutions of Equation 4.1.71 (presented later
in the thesis) will be substantial, and critical to explaining the unexpected behaviour of the
solutions previously presented in Hammerton and Bassom (2013). This new derivation
is therefore a key result of this chapter.
If the only surface stress acting is in the normal direction due to surface tension with a
constant surface tension parameter, which we’ll denote as σ0, then the surface tension
parameters can be expressed in their dimensionless form as
Tn = δε
2Eo
∂2η
∂S2
, Tt = 0, Eo =
σ0
ρd2g
. (4.1.73)
Using these values the equation governing a systemwith constant surface tension is given
by
2
∂η
∂τ
+ 3η
∂η
∂S
+
ε2
δ
(
1
3
− Eo
)
∂3η
∂S3
− ε
4
45δ
∂5η
∂S5
=
δb
δ
T
[
∂η
∂S
]
, (4.1.74)
where Eo is an inverse Bond (Eötvös) number characterising the ratio of interfacial
tension forces to gravitational forces (Davis and Acrivos, 1966). A high value of the
Bond number indicates that the system is relatively unaffected by surface tension effects
whereas a low value indicates that surface tension dominates. Equation 4.1.74 is a fifth-
order KdV equation, with the addition of the integral transform T
[
∂η
∂S
]
, which describes
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a system with constant surface tension and a viscous boundary layer at the fluid bottom.
Such a scenario is discussed in more depth in Section 4.2.
It should also be noted that when α = δb = 0 and T̂n = ∂
2η
∂S2
, then the resulting equation
is a fifth-order KdV equation for surface elevation η(S, τ). Whether or not we need
to retain the fifth-order derivative depends on the size of Eo. When Eo is close to its
critical value of 1/3 then the size of the third-order derivative becomes comparable to the
fifth-order derivative, and hence we need to retain it so that we have the correct balance
between nonlinearity and dispersion in the dispersion relation. When Eo is much larger
or smaller than 1/3 the fifth-order derivative is then much smaller than the third-order
derivative so it an be omitted.
4.2 Amplitude decay due to the viscous bottomboundary layer
Suppose now we have a system with a solitary wave in the absence of any tangential
surface stress, subject to decay due to the effects from the viscous boundary layer at the
bottom of the fluid. Such a scenario is governed by
2
∂η
∂τ
+ 3η
∂η
∂S
+ a
∂3η
∂S3
= ϑT
[
∂η
∂S
]
(4.2.1)
which is Equation 4.1.74 with
a =
ε2
δ
(
1
3
− Eo
)
, b = 0, and ϑ =
δb
δ
.
We consider the scenario when the amplitude-wavelength scaling is given by
δ = ε2
∣∣∣∣13 − Eo
∣∣∣∣ = O(ε2),
so that a = 1, to remain consistent with the analyses in previous chapters. This assump-
tion implies that
b =
ε2
45
∣∣1
3 − Eo
∣∣
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and we choose Eo such that ε2  1/3 − Eo. Hence the fifth-order derivative is small
compared with the other terms in Equation 4.1.74 and has been omitted by setting b = 0.
We also impose that ϑ  1 so that the damping effects due to the no-slip condition are
kept small.
Now, Equation 4.2.1 is effectively the KdV equation with the addition of the integral
transform term governing the damping effects associated with the no-slip condition at
the solid impermeable bottom boundary. It is noted here that we could evaluate the
spatial derivatives with respect to the horizontal spatial coordinate x, rather than the
tangential spatial coordinate S, since here we are ignoring any effects at the surface due
to a surface boundary layer. However, to remain consistent with the rest of the chapter,
we will continue to use S as our spatial coordinate, and τ as our time coordinate.
Fluid flow
Viscous bottom boundary layer
Solid impermeable plate
MAIN FLUID BODY
UPPER FLUID LAYER
δb
Figure 4.2.1: A system with a viscous bottom boundary layer.
As discussed earlier, this equation describes a systemwith constant surface tensionmean-
ing at leading-order we have no boundary layer effects at the fluid surface. Such a system
is illustrated by Figure 4.2.1. We can however examine how the viscous bottom boundary
layer affects a solitary wave solution using a similar analysis to that used in Chapter 3
for the KdV-Burgers’ equation (3.1.2). We are particularly interested in modelling the
amplitude decay.
We will first conduct a multi-scale analysis in an attempt to extract an analytical solution
to the amplitude, at leading-order. We will then generate numerical solutions to Equa-
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tion 4.2.1, using the solitary wave solution to the KdV equation (1.3.5) given by
η(S, 0) = A0 sech
2
(√
A0
2
S
)
(4.2.2)
as the initial condition. Finally, we will make comparisons between the asymptotically
derived amplitude function and a numerically derived amplitude function.
4.2.1 Multiple scale analysis
We evaluate this problem in the sameway as in Section 3.1with theKdV-Burgers’ system,
and consider the multiple scale analysis similar to that seen in Mei (1989), and Keulegan
(1948).
In this example, ϑ is the small parameter which controls the magnitude of decay associ-
ated with the boundary layer. We introduce a new slow time variable τ¯ = ϑτ , and expect
the slowly decaying amplitude to behave as a function of τ¯ so that A = A(τ¯). Similar to
Section 3.1, we attempt to derive an analytical form of A. First, we impose that A > 0
and hence we can write |A| = A. We then introduce a change of variables
z = S − 1
2
∫ τ¯
A(ϑτ ′) dτ ′
so that derivatives in terms of the new variables are given by
∂
∂S
=
∂
∂z
, and
∂
∂τ
= −A
2
∂
∂z
+ ϑ
∂
∂τ¯
,
and Equation 4.2.1 is rewritten in terms of new variables so that
2ϑ
∂η
∂τ¯
−A∂η
∂z
+ 3η
∂η
∂z
+
∂3η
∂z3
= ϑT
(
∂η
∂z
)
. (4.2.3)
We now assume a solution in the form of an asymptotic expansion, expanding around
small ϑ, which takes the form
η(z, τ¯ ;ϑ) = η0(z, τ¯) + ϑη1(z, τ¯) +O(ϑ2).
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Then, substituting this into Equation 4.2.3 and equating leading-order, O(ϑ0), terms we
have
−A∂η0
∂z
+ 3η0
∂η0
∂z
+
∂3η0
∂z3
= 0. (4.2.4)
This is effectively Equation 1.3.3 in terms of the variable η0, and therefore has a solution
given by
η0(z, τ¯) = A(τ¯) sech
2
(√
A
2
z
)
. (4.2.5)
Next, we consider the next-order equation, O(ϑ), which takes the form
−A∂η1
∂z
+ 3
∂(η0η1)
∂z
+
∂3η1
∂z3
= T
[
∂η0
∂z
]
− 2∂η0
∂τ¯
. (4.2.6)
The solution to η1(z, τ¯) is difficult to solve exactly. Instead we use a similar technique
to that used in Section 3.1 and rewrite Equation 4.2.4 and Equation 4.2.6 in terms of
operators L0 and L1 which are defined as
L0[U ] =
∂
∂z
(
−AU + 3
2
U2 +
∂2U
∂z2
)
, (4.2.7)
where U is the leading-order solution, and
L1[V ] =
∂
∂z
(
−AV + 3UV + ∂
2V
∂z2
)
, (4.2.8)
respectively, where V is the solution at the next order. Using these operators, Equa-
tion 4.2.4 and Equation 4.2.6 become
L[η0] = 0, and L[η1] = T
[
∂η0
∂z
]
− 2∂η0
∂τ¯
.
It can be shown that L0 and L1 are adjoint operators using the same method seen in
Section 3.1. In other words
∫ ∞
−∞
η0L1[η1]dz =
∫ ∞
−∞
η1L0[η0]dz,
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and hence we can derive a condition on η0 such that
∫ ∞
−∞
η0
(
T
[
∂η0
∂z
]
− 2∂η0
∂τ¯
)
dz = 0. (4.2.9)
Equation 4.2.9 is in terms of the leading-order solution η0 only, and thus we have removed
any dependence on η1. The next step is to evaluate the integral, which removes any
dependence on z. We can then derive an ordinary differential equation for A in terms of
the slow-time variable τ¯ .
First we consider the left-most part of the integral in Equation 4.2.9, with the transform
term, given by ∫ ∞
−∞
η0T
[
∂η0
∂z
]
dz (4.2.10)
which, after substituting Equation 4.2.5, can be written as
− 2A
2
√
γpi
∫ ∞
−∞
sech2 θ
∫ ∞
0
tanh(θ + Y ) sech2(θ + Y )√
Y
dY dθ,
using the definition of the boundary layer transform Equation B.0.5, and where γ =
√
A
2
and θ = γz. This double integral is evaluated numerically using Maple and hence we
can write Equation 4.2.10 as
∫ ∞
−∞
η0T
[
∂η0
∂z
]
dz = −2k1 A
2
√
γ
, (4.2.11)
where the constant k1 is given by
k1 =
1√
pi
∫ ∞
−∞
sech2 θ
∫ ∞
0
tanh(θ + Y ) sech2(θ + Y )√
Y
dY dθ ≈ 0.3604151815.
Next we consider the remaining part of the integral in Equation 4.2.9 which is given by
− 2
∫ ∞
−∞
η0
∂η0
∂τ¯
dz. (4.2.12)
We evaluate the derivative in time first to get
∂η0
∂τ¯
= sech2 θ
dA
dτ¯
− 2A sech2 θ tanh θ
(
z
4
√
A
dA
dτ¯
+
γ
2
A
)
,
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which can be simplified to
∂η0
∂τ¯
= sech2 θ
dA
dτ¯
(1− θ tanh θ)− γA2 sech2 θ tanh θ.
Then substituting back into the Equation 4.2.12 yields
∫ ∞
−∞
η0
∂η0
∂τ¯
dz = A
∫ ∞
−∞
sech4 θ
dA
dτ¯
(1− θ tanh θ)− γA2 sech4 θ tanh θ dz, (4.2.13)
=
A
γ
dA
dτ¯
∫ ∞
−∞
sech4 θ(1− θ tanh θ) dθ, (4.2.14)
where the final term in Equation 4.2.13 is odd and therefore vanishes since
∫ ∞
−∞
sech4 θ tanh θ dθ = 0.
Then, evaluating the integral in Equation 4.2.14 yields
∫ ∞
−∞
sech4 θ(1− θ tanh θ) dθ = 1,
since ∫ ∞
−∞
sech4 θ dθ =
4
3
, and
∫ ∞
−∞
θ sech4 θ tanh θ dθ =
1
3
,
using the integral results presented in Appendix A. Hence we have
∫ ∞
−∞
η0
∂η0
∂τ¯
dz =
A
γ
dA
dτ¯
. (4.2.15)
Substituting Equation 4.2.11 and Equation 4.2.15 back into the condition on η0 (4.2.9)
gives
−2k1A
2
√
γ
− 2A
γ
dA
dτ¯
= 0,
which simplifies to
dA
dτ¯
+ k1A
√
γ = 0. (4.2.16)
This is a first-order ordinary differential equation for A in terms of τ¯ which, using γ =
√
A
2 , can be rearranged to give
dA
dτ¯
= −k1A
5/4
√
2
. (4.2.17)
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This equation is of separable type, and therefore can be solved using the method of
separation of variables. After some work we eventually derive a leading-order analytical
solution to the slowly decaying wave amplitude, given by
A(τ¯) =
A0(
1 +A
5/4
0 k0τ¯
)4 , (4.2.18)
where A0 is the initial wave amplitude, and
k0 =
√
2
8
k1 ≈ 0.063713005.
We see that increasing τ¯ causes a steady decrease in the amplitude A(τ¯) from its initial
value A(0) = A0.
4.2.2 Comparisons between the asymptotic and numerical solutions
We now find a numerical solution to Equation 4.2.1 for the surface elevation η to de-
termine exactly how the bottom boundary affects the solitary wave. In the same way as
before, we will also generate a numerical solution to the amplitude function and compare
it with the asymptotically derived solution, Equation 4.2.18.
In order to set up a numerical scheme using the integrating factor method discussed in
Section 2.3, we first need to consider how we can evaluate the Fourier transform of the
boundary layer integral transform T [f(s)], so that we are able to advance using spectral
methods. The Fourier transform of Equation B.0.5 is given in Hammerton and Bassom
(2013) to be
T
[
eikS
]
=

k−1/2 exp(i(kS + pi4 )) , k > 0,
(−k)−1/2 exp(i(kS − pi4 )) , k < 0. (4.2.19)
We then use this result to evaluate the Fourier transform of Equation 4.2.1, which in terms
of spectral variable k is given by
2
∂η̂
∂τ
+
3
2
ik(̂η2) = −(ik)3η̂ + iϑ |k|1/2 exp
(
sgn
(
ipi
4
))
η̂. (4.2.20)
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In order to eliminate the numerically stiff linear terms from Equation 4.2.20 we introduce
an integrating factor, as discussed in Chapter 2, given by
Ê = exp
(
−1
2
(
(ik)3 + iϑk
1/2e
ipi/4
))
,
and multiply through. We then introduce a new variable
v̂ = Êη̂
and substitute into Equation 4.2.20 with the integrating factor, which yields
∂v̂
∂τ
+
1
2
(
(ik)3 + iϑk
1/2e
ipi/4
)
Êη̂ +
3
4
ikÊ(̂η2) =
1
2
(
(ik)3 + iϑk
1/2e
ipi/4
)
Êη̂,
⇒ ∂v̂
∂τ
+
3
4
ikÊ(̂η2) = 0 (4.2.21)
and then we advance v̂ in time using the fourth-order Runge-Kutta time step method
defined in Chapter 2, using Python to generate the numerical solution. Figure 4.2.2 is a
plot illustrating the effect of the bottom boundary layer on a solitary wave solution for
two different values of ϑ. We observe from the plot that the damped solution exhibits
similar behaviour to the solution with diffusive damping Figure 3.1.1 in that we see a
decay in amplitude, wave speed and the formation of an elevated shelf behind the main
wave peak, followed by a decaying oscillatory tail. The decaying tail is more clearly
observed in Figure 4.2.3, which is a close-up of the tail region in Figure 4.2.2, for the
case ϑ = 0.2. Increasing the value of ϑ appears to result in increased damping and a
more defined elevated shelf.
We then use the max algorithm in Python extract the numerical value of the amplitude.
Figure 4.2.4 gives a comparison between the numerical and asymptotic amplitudes as a
function of τ¯ describing the decay in amplitude due to the viscous bottom boundary layer.
From the figure we can see that there is a good level of agreement between the numerical
and asymptotic solutions, but the agreement diverges as time increases. This differs from
the KdV-Burgers’ diffusive case where the agreement got better with time after initially
diverging.
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Figure 4.2.2: A plot of the damped numerical solution η̂ with ϑ = 0.1 (top) and ϑ =
0.2 (bottom), each plot with the undamped solitary wave (4.2.2), with parameter values
τmax = 5, initial amplitude A0 = 2, and domain S ∈ [−8pi, 8pi].
This is perhaps better illustrated by Figure 4.2.5 where we see a gradual increase in the
difference between the two solutions.
At this point we could construct a similar analysis to that seen in Chapter 3, and attempt
to evaluate the correction term at the next order. We could then use this to derive a more
accurate asymptotic approximation to the amplitude. However, this is not explored here.
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Figure 4.2.3: A close-up of the decaying oscillatory tail region of the damped numerical
solution η̂, with parameter values τmax = 5, A0 = 2, S ∈ [−4pi, 4pi] and ϑ = 0.2.
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Figure 4.2.4: A comparison between the numerically derived amplitude and the leading-
order asymptotic amplitude function, with parameters ϑ = 0.1, A0 = 2 and τmax = 2.
4.3 Summary of chapter
A large part of this chapter was dedicated to the derivation of the equations governing the
shallow water long-wavelength incompressible fluid system with arbitrary stress condi-
tions at the fluid surface, given by Equation 4.1.71 and Equation 4.1.72.
By constructing a much more detailed analysis we were able to identify mistakes in Ham-
merton and Bassom (2013) and thus provide the corrections to the equations governing
the system. We believe that this partly explains some of the unexpected behaviour seen
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Figure 4.2.5: Difference between the numerically derived amplitude and the leading-
order asymptotic amplitude function, with ϑ = 0.1, A0 = 2 and τmax = 2.
in the solutions presented in the previous work, and allows us to use the new equations in
Chapter 5 to provide more accurate numerical solutions to the scenario with an insoluble
surfactant at the fluid interface.
In Section 3.1 we saw that the leading-order asymptotic approximation to the wave am-
plitude for the KdV-Burgers’ system showed reasonable agreement with the numerically
derived amplitude. However, there was a divergence between the two solutions whichwas
the motivation for Subsection 3.2.2 where we obtained a much more accurate asymptotic
approximation to the wave amplitude.
The system in Section 4.2, with decay due to the no-slip condition at the bottom boundary,
showed a much better agreement between the numerical and asymptotic solutions for
earlier times. This is shown more clearly in Figure 4.2.5. The percentage error at τ = 1
for the bottom boundary layer scenario is approximately 0.6%, compared with 1% for
the KdV-B scenario at the same time value. We therefore make no attempt to solve the
correction term for the no-slip boundary layer system.
We now proceed, instead, to look at a scenario with a surface stress condition at the free
surface.
5The effect of an insoluble surfactant on the
surface stress
Surfactants are chemical compounds that lower the interfacial surface tension between
two fluids (or between a fluid and a solid), and can cause damping in both linear and
nonlinear waves. Surfactants collect at an interface, or surface, and may be soluble or
insoluble. Although clean or surfactant-free interfaces are often preferred for research
studies, some surfactant contamination is always present in natural systems (Lapham
et al., 2001).
Insoluble surfactants are easier to model as they are typically distributed along the fluid
interface only, whereas soluble surfactants can be present in the main fluid body as well
as at the surface which results in a much more complicated system to model. For air-
water interfaces, as consistent with our previous analyses, examples of common soluble
surfactants include soaps, and common insoluble surfactants include different types of
oils. Surfactants are strongly adsorbed at an air-water interface, resulting in depression
of the surface tension (Kosmulski, 2001).
The existence of solitary waves in a systemwith variable surface tension has been consid-
ered as a model problem by letting the surface tension parameter σ? depend linearly on
the surface curvature and demonstrating numerically that solitary waves with oscillating
tails exist (Özuğurlu and Vanden-Broeck, 2006). In other words, the surface tension does
not need to be constant for solitary waves to be present. However, no examination was
given of a surface boundary layer, despite the variation in the surface tension parameter
giving rise to a tangential stress at the fluid surface. The variation of the surface tension
parameter was only taken into account in the normal stress balance at the surface.
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Figure 5.0.1: An interfacial travelling wave with a low concentration insoluble surfactant
at the fluid interface.
Instead of pursuing the model problem, we focus on a more physically realistic scenario
where variation of the surface tension parameter occurs due to the presence of an insol-
uble surfactant along a fluid interface. Such a scenario is illustrated by Figure 5.0.1.
First we construct a similar analysis to Hammerton and Bassom (2013) and derive equa-
tions governing the system with an insoluble surfactant at the free surface boundary. As
discussed in Chapter 4, Hammerton and Bassom used a similar set up to the formulation
presented in Section 4.1 where we consider a long-wavelength small-amplitude incom-
pressible flow with a surface boundary layer due to a general surface stress condition
together with a bottom boundary layer due to a no-slip condition on the fluid bottom.
In this chapter, the surface stress condition occurs due to the insoluble surfactant at the
fluid surface. We solve for the surfactant using the same approach as (Hammerton and
Bassom, 2013), and then present new numerical solutions to the systemwhich will aim to
address the unexplained behaviour seen in the earlier results; namely the rapid amplitude
growth seen in the previous work. Finally we summarise the results presented in the
chapter.
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5.1 Formulation
For systems with a low concentration insoluble surfactant at the fluid interface, we as-
sume that the surface tension parameter σ? varies linearly with surfactant concentration
denoted by Γ?. Due to the nature of surfactants in lowering the surface tension, we expect
a relationship between the surface tension parameter σ? and the surfactant concentration
Γ? such that an increase in the surfactant concentration will result in a decrease of surface
tension σ?.
We begin with an advection-diffusion equation describing the surface concentration of
the insoluble surfactant on the interface, given by Halpern and Frenkel (2003) to be
∂
∂t?
(HΓ?) +
∂
∂x?
(HΓ?u?) = D?s
∂
∂x?
(
1
H
∂Γ?
∂x?
)
(5.1.1)
in terms of surfactant concentration Γ?, horizontal spatial coordinate x?, time t? and the
horizontal fluid velocity at the surface u?, where the ? notation denotes that a parameter
is in its dimensional form, and D?s represents surfactant diffusion. In addition to this
H =
√
1 + η?x?
2
where y? = η? describes the surface position. The following scalings are used to non-
dimensionalise
t? = t
√
d
g
, u? = u
√
dg, x? = xd, Γ? = Γ˜Γm,
where Γm is some constant scaling on the surfactant concentration. With these scalings,
the dimensionless form of Equation 5.1.1 is given by
∂(HΓ˜)
∂t
+
∂(HΓ˜u)
∂x
=
1
Pe
∂
∂x
(
1
H
∂ Γ˜
∂x
)
. (5.1.2)
with
Pe =
d
√
dg
D?s
.
Here Pe is the Peclet number characterising the ratio between surfactant advection along
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the fluid surface and the surfactant diffusion. Looking now at the long-wavelength, slow-
time, small amplitude limit considered in Subsection 4.1.1, we have
x = s+O(δ2ε), S = εs, u = −c+ δU˜ , τ = ε̂t
where S is the spatial coordinate parametrised at the surface, τ is the slow-time coordi-
nate, and U˜ is the scaled tangential fluid velocity at the surface. Since ∂η∂x = O(δε) 1,
then
H = 1 +O(δε)
and thus we impose H = 1. With these scalings the dimensionless advection-diffusion
equation (5.1.2) then becomes
ε̂
∂ Γ˜
∂τ
+ ε
∂
∂S
(
−cΓ˜ + δΓ˜U˜
)
=
ε2
Pe
∂2Γ˜
∂S2
.
From Equation 4.1.35 we have ε̂ = δε so that nonlinearity in the wave amplitude equa-
tion occurs at leading-order, and hence the advection-diffusion equation governing the
surfactant concentration Γ˜ is given by
∂
∂S
(
cΓ˜ +
ε
Pe
∂ Γ˜
∂S
)
= δ
(
∂ Γ˜
∂τ
+
∂(Γ˜U˜)
∂S
)
. (5.1.3)
To remain consistent with the long-wavelength, small amplitude system described in Sub-
section 4.1.1, we set c = 1. We are interested in the case where surfactant concentration
tends to a constant as Γ→ ±∞. Hence, we consider small perturbations in the surfactant
concentration about its far field behaviour and write
Γ˜ = 1 + δΓ +O(δ2). (5.1.4)
Then, substituting this into Equation 5.1.3, rearranging and dividing through by δ, we
have
∂
∂S
(
Γ +
ε
Pe
∂Γ
∂S
− U˜
)
= δ
(
∂Γ
∂τ
+
∂(ΓU˜)
∂S
)
. (5.1.5)
If U˜ is known then this equation determines Γ. However, the tangential fluid velocity at
the surface U˜ depends on the surface stress condition, so if the surface tension parameter
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is a function of surfactant concentration then a system of equationsmust be solved relating
η, Γ and U˜ .
The aim of this section is to determine how the presence of the surfactant will affect the
surface elevation η, and thus an equation relating η to the surfactant concentration Γ is
required. From Equation 4.1.68, the fluid velocity at the surface is given by
U˜ = η + αT
[
T̂t
]
.
where T̂t is the tangential surface stress component. Substituting this into Equation 5.1.5,
we obtain an equation for the surfactant concentration Γ in terms of the surface elevation
η and the tangential stress component T̂t, given by
∂Γ
∂S
− ∂η
∂S
+
ε
Pe
∂2Γ
∂S2
− αT
[
∂T̂t
∂S
]
= δ
(
∂Γ
∂τ
+
∂
∂S
(
ΓT
[
T̂t
]
+ Γη˜
))
. (5.1.6)
Writing ϕ = εPe , we first integrate with respect to S to get
Γ− η + ϕ∂Γ
∂S
− αT
[
∂T̂t
∂S
]
= O(δ),
and then after rearranging, the O(δ0) equation is written as
η = Γ + ϕ
∂Γ
∂S
− αT
[
T̂t
]
(5.1.7)
where Γ→ 0 as S → ±∞. The normal and tangential surface stress balances are given
by Halpern and Frenkel (2003) in their dimensional forms to be
T ?t =
1
H
∂σ?
∂x?
, T ?n = −
σ?
H
∂2η?
∂x?2
(5.1.8)
where σ? is the surface tension parameter discussed earlier. For low surfactant concen-
trations, we use the standard assumption that the surface tension parameter σ? varies
linearly with surfactant concentration so that
σ? = σ0 − k0(Γ? − Γm)
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where Γm denotes the surfactant concentration far from the disturbance (which is ef-
fectively the average concentration since Γ˜ → 0 as S → ±∞), and where σ0 is the
surface tension parameter when Γ? = Γm, and k0 is a positive constant. We see that
as the surfactant concentration Γ? increases then the surface tension σ? must decrease.
Non-dimensionalising, and using Equation 5.1.4, gives
σ =
σ0
ρd2g
− k0Γm(Γ˜− 1)
= Eo− δk0ΓmΓ
= Eo− δEΓ, E = k0Γm
where Eo is an inverse Bond number and the constant E can be considered as a dimen-
sionless Marangoni number which characterises the importance of the surfactant in the
interfacial dynamics of the system. Substituting this into the non-dimensionalised form
of Equation 5.1.8 yields
Tt = −δεE ∂Γ
∂S
, and Tn = δε2(Eo− δEΓ) ∂
2η
∂S2
. (5.1.9)
Then, from Equation 4.1.34, we have
α =
[Tt]
δδbε
=
E
δb
, and β =
[Tn]
δ
= ε2Eo,
where
[Tt] = δεE, and [Tn] = δε2Eo +O(δ2ε2). (5.1.10)
Thus, in terms of the perturbation of surfactant concentration Γ, the surface stress com-
ponents are given by
T̂t = −∂Γ
∂S
, T̂n =
∂2η
∂S2
,
where the O(δ) change in T̂n has been omitted, since it is not used in the following
analyses. Then, substituting the tangential surface stress component into Equation 5.1.7,
we have
η = Γ + ϕ
∂Γ
∂S
+ αT
[
∂Γ
∂S
]
, ϕ =
ε
Pe
. (5.1.11)
If the Peclet number Pe ε then ϕ 1, and hence ∂Γ∂S  1, so the diffusion dominates
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and we return to the case of a constant surfactant concentration and constant surface
tension. However, when Pe = O(ε) or larger then the surfactant evolves on the same
time scale as the slow nonlinear evolution.
Now that we have derived a relation between Γ and η, and derived the surface stress
components T̂t and T̂t, we can use these, together with the equations governing the
shallow water long-wavelength fluid flow with an arbitrary stress condition at the fluid
surface, (4.1.71) and (4.1.72), to describe a scenario with a solitary wave subject to a low
concentration insoluble surfactant present at the fluid surface. The governing equations
for the surfactant system can be written in the form
∂
∂τ
(
2η − αT
[
∂Γ
∂S
])
+ 3η
∂η
∂S
+ a
∂3η
∂S3
+ b
∂5η
∂S5
= ϑT
[
∂η
∂S
]
− αR (5.1.12)
and
R = −ηT
[
∂2Γ
∂S2
]
− ∂η
∂S
T
[
∂Γ
∂S
]
+ αT
[
∂Γ
∂S
]
T
[
∂2Γ
∂S2
]
+
δb
δ
∂Γ
∂S
(5.1.13)
which must be solved together with the relation between η and Γ such that
η = Γ + ϕ
∂Γ
∂S
+ αT
[
∂Γ
∂S
]
(5.1.14)
where
a =
ε2
δ
(
1
3
− Eo
)
, b =
ε4
45δ
, ϑ =
δb
δ
, ϕ =
ε
Pe
, α =
E
δb
.
The system contains four positive dimensionless parameters. In no particular order, first
we have α, a dimensionless value which describes the relative effects of surface tension
and viscous forces and characterises the Marangoni stresses in the system (Elfring et al.,
2016).
Then we have b which characterises the effect of higher-order dispersion term. This is
only important when the inverse Eötvös number Eo is sufficiently close in value to its
critical value of 1/3 so that the constant coefficient, a, of the third-order dispersion term
is the same order as b, the constant coefficient of the fifth-order dispersion term. In
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other words, if a is small then the fifth-order term is needed in the dispersion balance, as
discussed in Section 4.1.
The small parameter ϑ is the magnitude of the effect of viscous dissipation due to the bot-
tom boundary layer, satisfying the no-slip condition at the rigid boundary. This parameter
also governs the magnitude of dissipation due to the presence of surfactant at the fluid
surface. In the latter part of this chapter wherewe consider the effects due to the surfactant
in the absence of the viscous bottom boundary layer, we set the coefficient governing the
magnitude of viscous dissipation due to the bottom boundary layer to be zero but retain
the coefficient governing dissipation due to the surfactant. This is discussed in more
detail later.
Finally, ϕ is an inverse Peclet number characterising the ratio between the surfactant
advection along the fluid surface and the surfactant diffusion. In addition to these param-
eters, we also have the parameter a. The parity of a dictates whether we have positive
elevated travelling wave solutions, or negative waves of depression, as discussed in Sec-
tion 1.2. The size of a also determines whether we require the fifth-order derivative in
the dispersion relation. In much of the following analysis, we impose that the coefficient
a = 1 so that in the absence of effects due to surface stress and viscous dissipation we
retain a general form of the KdV equation with positive amplitude elevated solitary wave
solutions.
An interesting first test case that we examine is to set α = 0 and consider the distribution
of surfactant in a system with no dissipation due to a bottom boundary layer, and fifth-
order derivative ignored. In this scenario, in a surfactant-free system, η would have the
travelling wave solution
η = A sech2
(√|A|
2
(
S − 1
2
Aτ
))
(5.1.15)
from before, where A represents the wave amplitude. Setting α = 0 means that the
tangential stress has no effect on the flow in the main body of fluid, nor on the surface
elevation. Thus, the surfactant is passively advected and diffused along the fluid interface.
The motivation for looking at this scenario is to see how the surfactant concentration
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relates to the shape of the interface.
We start by setting α = 0 and substituting the travelling solitary wave solution (5.1.15)
for η into Equation 5.1.14, so the relationship between η and the surfactant concentration
Γ is then given by
ϕ
∂Γ
∂S
+ Γ = A sech2
(√|A|
2
(S − 1
2
Aτ)
)
. (5.1.16)
To solve this partial differential equation for Γ(S, τ), first we introduce a new variable
θ =
S − 12Aτ
ϕ
and then rewrite Equation 5.1.16 in terms of θ, which gives us the ordinary differential
equation
dΓ
dθ
+ Γ = A sech2
(
ϕ
√|A|
2
θ
)
,
= A sech2(K0θ) (5.1.17)
where
K0 = ϕ
√|A|
2
.
In general, it is not possible to write a closed form of the solution for Γ in terms of ϕ and
A. However, we can find Γ for general ϕ and A using an integrating factor method so
that
Γ = Ae−θ
∫
eθ sech2(K0θ) dθ. (5.1.18)
A closed form of the solution can be obtained for the special case
K0 = 1 ⇒
√|A|
2
=
1
ϕ
,
given by
Γ = −Ae−θ
(
sech θ − 2 arctan
(
eθ
)
+ c
)
, (5.1.19)
where c is some constant of integration which must be zero since, using the boundary
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Figure 5.1.1: A comparison between the exact solution Equation 5.1.19, and
the numerically obtained solution to the distribution of surfactant concentration
Equation 5.1.18 using the integrating factor method, for the special case
√
|A|
2 =
1
ϕ .
conditions Γ→ 0 as θ → ±∞, we have
e−θ sech θ → 2, e−θ arctan
(
eθ
)
→ 1, as θ → −∞
and
e−θ sech θ → 0, e−θ arctan
(
eθ
)
→ 0, as θ →∞.
A plot comparing the exact solution ofΓ for the special caseK0 = 1with the numerically
obtained solution to Γ using the integrating factor method is illustrated by Figure 5.1.1.
The results obtained by numerically evaluating the integrating factor solution given in
Equation 5.1.18 using Python, for various different values of ϕ and different wave am-
plitudes A, are illustrated by Figure 5.1.2 for waves with positive amplitude travelling to
the right. Then the results for waves with negative amplitude travelling to the right, with
similar variations of ϕ and A, are illustrated by Figure 5.1.3.
We observe from Figure 5.1.2 that elevated solitary wave disturbances, travelling to the
right, appear to distribute the surfactant around the main disturbance with the maximum
concentration centred on the front face of the wave. We also see that for larger values of
ϕ, which represents large diffusion, the perturbation in surfactant concentration Γ → 0
and thus we return to a case with constant surfactant concentration, as discussed earlier.
We also observe that for smaller values of ϕ, the surfactant is distributed more uniformly
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Figure 5.1.2: Distribution of the passive surfactant concentration Γ plot against θ with
positive amplitude A (elevated waves travelling to the right) for different values of ϕ and
A.
across the surface of the wave. We observe from Figure 5.1.3 that for waves of depression,
travelling to the left, the surfactant appears to be distributed on the rear face of the wave.
Similar to the case with waves with positive amplitude, as ϕ increases then Γ→ 0 which
depicts a system with constant surface tension.
In the following analysis we turn instead to the case α > 0 which describes a system
where the surfactant is no longer acting passively, and thus the tangential surface stress
directly affects both the fluid flow and the surface elevation.
5.2 Numerical analysis of the surfactant system
We will now construct a numerical scheme to solve Equation 5.1.12 and its associated
equation (5.1.13) for the surface elevation function η(S, τ). First, grouping all non-linear
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Figure 5.1.3: Distribution of the passive surfactant concentration Γ plot against θ with
positive amplitude A (elevated waves travelling to the right) for different values of ϕ and
A.
terms with the time derivative on the left-hand side, and all linear terms on the right-hand
side yields
∂
∂τ
(
2η − αT
[
∂Γ
∂S
])
+
∂
∂S
(
3
2
η2 +
α2
2
(
T
[
∂Γ
∂S
])2
− αηT
[
∂Γ
∂S
])
= −a ∂
3η
∂S3
− b ∂
5η
∂S5
+ ϑ
(
T
[
∂η
∂S
]
− α∂Γ
∂S
)
(5.2.1)
and from Equation 5.1.11 we know that the relationship exists between η and Γ such that
η = Γ + ϕ
∂Γ
∂S
+ αT
[
∂Γ
∂S
]
. (5.2.2)
Now, if we set
L(η,Γ) = 2η − αT
[
∂Γ
∂S
]
, (5.2.3)
and
R(η,Γ) = −a ∂
3η
∂S3
− b ∂
5η
∂S5
+ ϑ
(
T
[
∂η
∂S
]
− α∂Γ
∂S
)
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then these can be substituted into Equation 5.2.1, which becomes
∂L
∂τ
+
1
2
∂
∂S
(
L2 − η2)+ α ∂
∂S
(
ηT
[
∂Γ
∂S
])
= R(η,Γ)
Next, Γ can be eliminated from the above using the substitution
αηT
[
∂Γ
∂S
]
= 2η2 − ηL
so we have
∂L
∂τ
+
1
2
∂
∂S
(
L2 + 3η2 − 2ηL) = R(η,Γ). (5.2.4)
and also
η = ϕ
∂Γ
∂S
+ Γ + 2η − L,
⇒ L = ϕ∂Γ
∂S
+ Γ + η (5.2.5)
using Equation 5.2.3 and Equation 5.2.2.
Once again we will use the method presented in Milewski and Tabak (1999) and attempt
to derive an integrating factor for the right-hand side of Equation 5.2.4, conveniently
given by R(η,Γ), and then advance the function L in time using a Runge-Kutta scheme
detailed in Chapter 2.
First we take the Fourier transform of Equation 5.2.4 which yields
∂L̂
∂τ
+
1
2
ik
(
(̂L2) + 3(̂η2)− 2(̂ηL)
)
= R̂ (5.2.6)
where the hat notation describes a transformed variable, and k once again represents our
spectral variable. Also, R̂ denotes the Fourier transform of R(η, τ) and is given by
R̂ =
(−a(ik)3 − b(ik)5 + ϑµ(k)) η̂ − (ik)αϑΓ̂.
If we take the Fourier transform of Equation 5.2.3 and Equation 5.2.5 thenwe can evaluate
5.2 Numerical analysis of the surfactant system 169
L̂ in two different ways:
L̂ = 2η̂ − αµ(k)Γ̂, or L̂ = (1 + ikϕ)Γ̂ + η̂
where
µ(k) = i |k| 12 exp ( ipi4 sgn(k)) .
In order to advance in time, we require that all variables need to be written in terms of L̂.
We can write η̂ in terms of Γ̂ by taking the Fourier transform of Equation 5.2.2 to give
η̂ =
(
1 + ikϕ+ αµ(k)
)
Γ̂
so we have that
L̂ =
(
2 + 2ikϕ+ αµ(k)
)
Γ̂
and hence
Γ̂ =
L̂
2(1 + ikϕ) + αµ(k)
, and η̂ =
1 + ikϕ+ αµ(k)
2(1 + ikϕ) + αµ(k)
L̂. (5.2.7)
For simplicity we can write
Γ̂ = q¯(k)L̂, and η̂ = p¯(k)L̂,
where
q¯(k) =
1
2(1 + ikϕ) + αµ(k)
, p¯(k) = q¯(k)
(
1 + ikϕ+ αµ(k)
)
.
Then, substituting these into Equation 5.2.6, we have
∂L̂
∂τ
+
1
2
ik
(
(̂L2) + 3(̂η2)− 2(̂ηL)
)
=
(
λ(k)p¯(k) + ν(k)q¯(k)
)
L̂ (5.2.8)
where
λ(k) = −a(ik)3 − b(ik)5 + ϑµ(k), ν(k) = −ikαϑ. (5.2.9)
Here we note that in the above equations for λ(k) and ν(k) we have assumed that both the
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bottom and surface boundary layers have the same thickness (consistent with the analysis
presented in Section 4.1). In the case when there is no effect due to the no-slip condition
at the bottom boundary, the value of ϑ in the λ(k) relation would be zero. However,
simply setting ϑ = 0 would omit any contribution from the final term in Equation 5.2.1,
described by ν(k) in our numerical scheme, which governs dissipative effects due to the
surfactant. We therefore modify λ(k) and ν(k) to account for this, so that
λ(k) = −a(ik)3 − b(ik)5 + ϑ0µ(k), ν(k) = −ikαϑ1
where ϑ1 is fixed and
ϑ0 =

0, (no effect from bottom boundary layer),
ϑ1, (no-slip condition at bottom boundary).
This is the equivalent of saying that the thickness of the bottom boundary layer δn = 0 in
the absence of the no-slip condition at the bottom boundary, or δn = δb when we include
the no-slip condition, i.e. the boundary layers have the same thickness as discussed in
Section 4.1.
Before proceeding, we note that some of the nonlinear terms in Equation 5.2.8 still
contain η̂. In order to numerically evaluate these nonlinear terms, we write these in terms
of Fourier and inverse Fourier transforms, F and F −1 so that
(̂η2) = F
[
F −1[η̂] · F −1[η̂]
]
= F
[
F −1[p¯(k)L̂] · F −1[p¯(k)L̂]
]
and similarly,
(̂ηL) = F
[
F −1[η̂] · F −1[L̂]
]
= F
[
F −1[p¯(k)L̂] · F −1[L̂]
]
(̂L2) = F
[
F −1[Lˆ] · F −1[L̂]
]
.
Now that the numerical system is set up, we advance L̂ in time using the fourth-order
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Runge-Kutta scheme discussed in Chapter 2. We can then recover the surface elevation
η(S, τ) using Equation 5.2.7 and an inverse Fourier transform. Figure 5.2.1 is a plot of the
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Figure 5.2.1: Solitary wave solution with surfactant present, at times τ = 0, 8 and 16,
with parameters: α = 0.2, A = 2, S ∈ [−8pi, 8pi], b = 0, ϑ = 0.2 and no effect due to
viscous dissipation at bottom boundary ϑ0 = 0.
numerical solution together with the initial condition, for a scenario with no effect due to
viscous dissipation from the non-slip condition at the solid bottom boundary. All effects
are therefore due to the surface boundary layer. We observe a change in wave form of
the solitary wave solution, and a slight damping effect on the wave which agrees with the
expected effects discussed in the description of surfactants given in Section 5.1. Even
without boundary layer damping due to the no-slip condition on the bottom boundary,
we see the formation of a decaying oscillatory tail and elevated shelf which we have
consistently observed in previous results.
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Figure 5.2.2: Close-up of the tail region for the surfactant solution at time τ = 16, with
parameters: α = 0.2, A = 2, S ∈ [−8pi, 8pi], b = 0, ϑ1 = 0.2, and no effect due to
viscous dissipation at bottom boundary ϑ0 = 0.
The oscillating tail is perhaps easiest seen in Figure 5.2.2, a close up of the tail region from
Figure 5.2.1. This change in wave form was not addressed in Hammerton and Bassom
(2013), nor was the formation of the elevated shelf (although the shelf didn’t appear to be
present in the earlier results). Both the shelf and change in form are visible in Figure 5.2.3,
a plot of the solitary wave with the effects due to the insoluble surfactant overlaid with the
unaffected solitary wave solution, Equation 5.1.15. We observe from the figure that the
surfactant has had a slight effect on the wave amplitude and wave speed, but the damping
effect is not as strong as the damping due to the presence of the no-slip condition at the
bottom boundary.
We can further demonstrate this deformation of the solitary wave form by numerically
extracting the perturbation solution. In other words, if we were to construct an approxi-
mation in the form of an asymptotic expansion around small α, so that
η(S, τ ;α) = η0(S, τ) + αη1(S, τ) +O(α2)
similar to that in Subsection 3.2.2, then the leading order solution η0 would have the form
η0(S, τ) = A sech
2
(√|A|
2
(
S − 1
2
Aτ
))
and the numerically extracted perturbation solution would be approximately given by
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Figure 5.2.3: Comparison between the unaffacted solitary wave solution and the soliton
with a surfactant present at time τ = 16, with parameters: α = 0.2, A = 2, S ∈
[−8pi, 8pi], b = 0, ϑ1 = 0.2, and no effect due to viscous dissipation at the bottom
boundary ϑ0 = 0.
η1(S, τ) + O(α2). Such a solution is illustrated by Figure 5.2.4 which has a similar
structure to Figure 3.2.2, the perturbation solution from the KdV-Burgers’ analysis given
in Subsection 3.2.3. The solution appears to take the form of a core stationary solu-
tion followed by the decaying oscillating tail region, as we saw with the KdV-Burgers’
perturbation solution, although the elevated shelf appears to be smaller in amplitude in
comparison with the stationary core and tail regions.
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Figure 5.2.4: Numerical perturbation solution with surfactant present, at time τ = 16,
with parameters: α = 0.2, A = 2, S ∈ [−8pi, 8pi], b = 0, ϑ1 = 0.2 and ϑ0 = 0.
To summarise this particular result we first note that the surfactant has had a small damp-
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ing effect on the wave amplitude (and by extension the wave speed). The structure of the
wave form has also transformed so that visually the effects are similar to results we have
seen in previous sections: a deformation of the initial soliton profile with the formation
of a small-amplitude elevated shelf followed by a tail region with oscillatory decay.
We now look at the effect of including the no-slip condition at the solid bottom boundary
in addition to the surfactant at the fluid interface.
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Figure 5.2.5: Solitary wave solution with surfactant present, at times τ = 0, 8 and 16,
with parameters: α = 0.2, A = 2, S ∈ [−8pi, 8pi], b = 0, and ϑ0 = ϑ1 = 0.2.
Figure 5.2.5 is a plot of the numerical solution alongside the initial solution, for a scenario
with a moderate effect due to viscous dissipation from the non-slip condition at the solid
bottom boundary. This has been achieved by setting the parameter characterising the
effect of the base boundary layer to be ϑ0 = 0.2. We observe from the figure that the
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solitary wave has been subject to increased amplitude decay and a larger decrease in
the wave speed. We also observe a much more defined elevated shelf behind the peak
disturbance which is expected given that we saw a similar effect in Section 4.2 where we
only considered the effects due to the bottom boundary condition without any effects at
the free surface.
−15 −10 −5 0 5 10 15 20 25
−1
−0.8
−0.6
−0.4
−0.2
0
η
Initial wave
τ = 8
−15 −10 −5 0 5 10 15 20 25
−1
−0.8
−0.6
−0.4
−0.2
0
S
η
Initial wave
τ = 16
Figure 5.2.6: Solitary wave solution with surfactant present, at times τ = 0, 8, 16, with
parameters: α = 0.2, A = −1, S ∈ [−8pi, 8pi], b = 0, ϕ = 1, ϑ0 = 0 (no effect from
no-slip condition) and ϑ1 = 0.2.
In addition to these results, we also note in particular the efficiency of the numerical
scheme used. In the previous work presented by Hammerton and Bassom (2013), the
numerical schemes would generate results in the order of 4-5 hours. Those results were
generated using a basic form of the pseudospectral scheme in Subsection 3.2.3, but with-
out the use of the integrating factor method described in Section 2.3 which has been used
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throughout this report to generate all numerical results. As a direct comparison, with a
negligible difference in hardware, the results presented in this report have taken around
4-5 seconds to generate. This is represents a huge improvement in efficiency and in return
has allowed for a much more detailed comparison between results when using different
parameters.
A much more interesting case is to use the exact parameter values pertaining to the
results in Hammerton and Bassom (2013) which saw unexplained rapid increases in wave
amplitude. The following parameter values were used, amplitude A = −1 (waves of
depression with unit amplitude), α = 0.2, domain S ∈ [−8pi, 8pi], no effect due to the
fifth-order term since b = 0, and the inverse Peclet number ϕ = 1. The results were
presented for times τ = 0, 8, and 16, and for ϑ0 = 0 (no effect due to the bottom
boundary layer), ϑ0 = ϑ1 = 0.1 and ϑ0 = ϑ1 = 0.2.
In the case where the no-slip condition at the bottom boundary was ignored, ϑ0 = 0,
the coefficient ϑ1 governing the thickness of the upper boundary layer was also set to be
zero in the results presented in Hammerton and Bassom (2013). This meant that there
was no contribution from the final term in Equation 5.2.1. This term governs some of
the dissipative effects associated with the presence of the surfactant and thus omitting it
may have partly contributed to the rapid growth in amplitude seen in the Hammerton and
Bassom (2013) results.
Using the same parameters (but not omitting the dissipative term) in the current analysis,
we see from Figure 5.2.6 illustrating the case when ϑ0 = 0, ϑ1 = 0.2 that there is no
rapid amplitude growth in the solutions, which was present in the solutions presented in
Hammerton and Bassom (2013). In the solution for the case ϑ0 = ϑ1 = 0.2, illustrated
by Figure 5.2.7, we see a much greater decay in the amplitude and wave speed which is
expected with the no-slip condition present at the bottom boundary. It would appear
then that the current work gives much more physically reasonable results than those
demonstrated in the previous work.
At this point we note that a further check could be made to determine whether the current
work describes an improvement over the previous results presented in Hammerton and
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Figure 5.2.7: Solitary wave solution with surfactant present, at times τ = 0, 8, 16, with
parameters: α = 0.2, A = −1, S ∈ [−8pi, 8pi], b = 0, ϕ = 1, ϑ0 = ϑ1 = 0.2 (no slip
condition at bottom boundary).
Bassom (2013). An energy conservation law could be constructed using
∂
∂τ
(
2η − αT
[
∂Γ
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+
∂
∂S
(
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2
η2 +
α2
2
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− αηT
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∂Γ
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= −a ∂
3η
∂S3
− b ∂
5η
∂S5
+ ϑ
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T
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∂η
∂S
]
− α∂Γ
∂S
)
,
(5.2.10)
together with the equivalent equation given in Hammerton and Bassom (2013). If the
conservation argument indicated that energy was decreasing in Equation 5.2.10 which
describes the system presented in the thesis, and that energy was increasing in the equa-
tions presented in the previous work, then this would be further indicative that the current
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work is correct, and the previous work is wrong. However, an energy conservation law
is not given here and we leave this open to future work.
5.3 Summary of chapter
In this chapter we constructed a similar analysis to Hammerton and Bassom (2013) for
a system with an insoluble surfactant positioned at the free surface. While much of the
formulation was the same, the equations governing the system (5.1.12) and (5.1.13) were
different. This is largely due to working with the corrected form of Equation 4.1.71 from
Chapter 4.
An additional scenario was explored where we were able to describe how the concentra-
tion of the surfactant relates to the shape of the interface in a system where the surfactant
is passively advected and diffused along the interface. The results indicated that in the
small-amplitude long-wavelength limit, the surfactant is largely distributed along the
leading face of the solitary wave.
Finally we presented new numerical results for elevated travelling waves and recreated
the results presented in Hammerton and Bassom (2013) for waves of depression using the
same parameters. We were able to see from the new results that the insoluble surfactant
caused a small amount of dissipation of the solitary wave. In addition the wave form
changed so that it was somewhat consistent in shape with previous results for solitary
waves affected by damping such as the diffusively damped solitary wave solutions pre-
sented in Chapter 3 and the solitary wave solutions damped by the no-slip condition
presented in Chapter 4.
We also saw when attempting to recreate the results from the previous work that the
new solutions no longer experienced rapid amplitude growth. This is much more in line
with what we would expect to see in a physical experiment due to the decaying nature
of surfactants. The efficiency of the numerical scheme used from Chapter 2 allowed us
to provide closer comparisons and give a much more detailed illustrative analysis of the
solutions, such as the close-up plots illustrating regions of particular interest.
6Further applications, future work and
concluding remarks
In this chapter we discuss other scenarios where the exact form of the surface stress is
an important factor in the analysis. We then present solutions to an electrohydrodynamic
system and discuss opportunities for possible extensions to this work. Finally we sum-
marise the results presented in the thesis.
6.1 Other scenarios with a tangential stress condition
In the previous chapter we explored the effect of having a surfactant present at the fluid
surface leading to a surface stress condition and the inclusion of a tangential surface
stress component. For this scenario we considered Equation 4.1.71 and Equation 4.1.72,
and calculated the surface stress components T̂t and T̂n according to a low concentration
insoluble surfactant.
However, Equation 4.1.71 represents a generalised equation for an incompressible long-
wavelength, small-amplitude hydrodynamic system with a surface stress condition at the
fluid surface. As such, there are many other applications where this equation may be
applicable in governing the system. Of particular note is a system in the presence of an
electric field. The generated electric field modifies the surface tension at the fluid surface
which alters the tangential surface stress. We explore such a system in greater depth in
the following section.
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In addition to an electrohydrodynamic system, there are many other scenarios with a
tangential stress condition at the fluid surface. While no explicit physical application is
given, Batyshchev (1991) considered asymptotic solutions of the wave motion of a fluid
with specified tangential surface stresses constructed at high Reynolds numbers.
More recently Sumer et al. (2011) considered sediment transport experiments induced
by a plunging solitary waves. Solitary waves are able to transport a large amount of
sediment when approaching a beach, which sometimes causes serious beach erosion
(Kim et al., 2016). In such a scenario any sediment present at the fluid surface is likely
to modify the surface tension of the wave and result in a tangential stress condition at the
surface. While such a scenario is not explored here, we believe we could draw parallels
with the surfactant system and derive a similar set of equations to Equation 5.1.12 and
Equation 5.1.13 which would govern the system.
Instead we proceed to consider a system subject to an electric field due to the presence
of parallel electrodes positioned above the fluid and at the bottom boundary.
6.2 The effect of surface stress in electrohydrodynamic flows
In this section we consider a scenario with a fluid layer of finite depth in the presence of
an electric field acting vertically through the fluid body. The electric field is generated
due to parallel electric plates below and above the fluid with an arbitrary separation
distance d. We focus on the limit d → ∞ so that E → E0y as y → ∞, for some
constant E0. The propagation of travelling waves on the surface of the fluid layer along
with the perturbation to the electric field is considered. Such a scenario is illustrated by
Figure 6.2.1.
Nonlinear travelling waves in the presence of a normal electric field have been considered
(Gonzalez and Castellanos, 1997; Papageorgiou and Vanden-Broeck, 2006) when the
electric field is due to parallel electrodes with arbitrary separation distance comparable
to the fluid depth. In the case of parallel electrodes with very large separation distance,
a Korteweg-de Vries-Benjamin-Ono type equation is obtained for particular wavelength
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Figure 6.2.1: An illustration of an interfacial travelling wave with an electric field passing
vertically through the fluid body.
and amplitude scalings. This notion was discussed in Gleeson et al. (2007), although
explicit results were not given. Hammerton (2013) considered a similar scenario with
two fluid layers where the lower fluid was assumed to be a perfect conductor and the
upper fluid a perfect dielectric (not conducting), and the existence of solitary waves
was discussed. A further example was provided in Hammerton and Bassom (2013) for
travelling waves of depression and later Hammerton and Bassom (2014) consider small-
amplitude disturbances on the surface of a fluid layer subject to a normal electric field.
6.2.1 Formulation
The general theory is formulated by considering the application of a vertical electric
field when the two fluid layers have different electrical properties. If we use subscripts 1
and 2 to denote the lower and upper fluids respectively, the two fluids are taken to have
permittivity k and conductivity σc,k, where k ∈ [1, 2], and the electric field intensity is
given by E.
Assuming we have an incompressible fluid, the governing equations for an electrohydro-
dynamic system are given by Melcher and Schwarz Jr (1968); Castellanos and Gonzalez
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(1998) in their dimensional forms
∇? ×E? = 0, (6.2.1)
∇? · (E?) = q?, (6.2.2)
∂q?
∂t
+∇? · J? = 0, (6.2.3)
where q? is the charge density, and J? is the current density given by
J? = σcE
? + q?u?, (6.2.4)
where we have assumed no charge diffusivity, and from (6.2.1) an electric potential V ?
exists so that
E? = ∇V ?.
At the interface we have the jump conditions
[ˆ
t ·E?]1
2
= 0, [nˆ · E?]12 = qs, (6.2.5)
where qs is the surface charge density and [·]12 denotes a jump in quantity when crossing
the interface from fluid 1 to fluid 2. The normal and tangential stress balances due to the
electric field are
T¯ ?n = nˆ · f? · nˆ (normal stress balance),
T¯ ?t = ˆt · f? · nˆ (tangential stress balance),
where the stress tensor f? is given by
f? = f?ij = E
?
i E
?
j −
1
2
|E?|2 δij .
Hence the normal and tangential stress components exerted on the lower fluid due to the
electric field are given by
T¯ ?n =
1
2
k
[
(E?n)
2 − (E?t )2
]1
2
, T¯ ?t = −qsE?t , (6.2.6)
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respectively, where E?n and E?t are the respective normal and tangential components of
the electric field.
To complete the system we also require an equation relating the surface charge density
and the flux of charge onto the surface from the body of the fluids, and the flux along
the surface. We consider the charge conservation equation (6.2.3) at the fluid interface
which, using Equation 6.2.5 and substituting for Equation 6.2.4, becomes
∂qs
∂t
+∇s(qsus) + nˆ · [0E?] = 0 (6.2.7)
where us is the surface velocity, and ∇s is the surface divergence such that
∇s = ∇? − nˆ · (nˆ · ∇?).
In the surfactant analysis in Chapter 5 we used an advection-diffusion equation (5.1.1)
to relate the surfactant concentration to the surface fluid velocity and then, after some
work, we derived a relationship between the perturbation of surfactant concentration and
the surface elevation. Equation 6.2.7 provides us with a similar relationship, this time
between the surface charge density and fluid velocity and thus we can derive a relationship
between the electric field and the surface elevation.
We now proceed to look at two cases. The first assumes that the lower fluid is a perfect
conductor, or dielectric. The second case is the general case and makes no assumption
on the lower fluid.
6.2.2 Results for a perfectly conducting lower fluid
In this example we assume that the lower fluid is a perfect conductor so E? = 0 in this
region, and the upper fluid is a perfect dielectric (non-conducting) subject to
E? → E0yˆ, as y →∞.
184 Chapter 6: Further applications, future work and concluding remarks
where E0 is some constant describing E? in the far field. With these assumptions, using
the jump condition at the interface given by Equation 6.2.5 we have [Et] = 0. Hence,
since the lower fluid is a perfect conductor, the tangential component of the electric field
either side of the interface is zero, and thus from Equation 6.2.6 we have
T¯ ?n =
1
2
0(E
?
n)
2, T¯ ?t = 0 (6.2.8)
where 0 is the permittivity in the upper fluid. Assuming long-wavelength, small-amplitude
disturbances on the surface of the lower fluid layer (the interface between the two fluids),
we will use the same scalings on the fluid as in the surfactant analysis in Chapter 5. Then
using Equation 4.1.71 in the absence of any tangential surface stress at the fluid interface,
the partial differential equation governing the system in Cartesian coordinates is given by
2
∂η
∂t
+ 3η
∂η
∂x
+
ε2
δ
(
1
3
∂3η
∂x3
+
ε2
45
∂5η
∂x5
)
=
1
δ2
∂T̂n
∂x
+
δb
δ
T
[
∂η
∂x
]
(6.2.9)
where T̂n is the normal stress component with contribution Tn from the surface tension
σ and contributions T¯ ?n from the electric field. We have also assumed a no-slip condi-
tion on the lower electric plate, the effects of which are governed by the final term in
Equation 6.2.9. From Chapter 5 the contribution from the surface tension to the normal
surface stress component is given in its dimensionless form by
Tn = δε
2Eo
∂2η
∂x2
,
where Eo is the Bond number and thus, if we combine this with the contribution from
the vertical electric field T¯ ?n from Equation 6.2.8, which is to be non-dimensionalised,
we have
T̂n = δε
2Eo
∂2η
∂x2
+
1
2
0(E
?
n)
2.
Then, substituting this into Equation 6.2.9 we obtain
2
∂η
∂t
+ 3η
∂η
∂x
+
ε2
δ
(
1
3
− Eo
)
∂3η
∂x3
+
ε4
45δ
∂5η
∂x5
=
Ê
δ2
+
δb
δ
T
[
∂η
∂x
]
(6.2.10)
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where
Ê =
0
2
∂
∂x
(
(E?n)
2
)
,
and the coefficients of the derivatives in η are identical to those in Section 4.1.
The velocity potential in the lower fluid is φ1 = φ, and in the upper fluid φ2 = 0 since
the fluid is considered to be hydrodynamically passive. These satisfy Laplace’s equation,
so we have
∇2φ ≡ ∂
2φ
∂x2
+
∂2φ
∂y2
= 0.
Due to the presence of the electric field, we also have voltage potentials V1 and V2, where
again the subscripts denote the lower and upper fluids, respectively. Then, since the lower
fluid is a perfect conductor we have E = 0 and hence V1 = constant = 0. In addition to
this, since the upper fluid is a perfect dielectric there is no charge density and the voltage
potential in the upper fluid V2 = V ? also satisfies Laplace’s equation. Then we have
V ? → E0y?, as y? →∞.
We use the same scalings as in Chapter 5 to non-dimensionalise
t? = t
√
d
g
, u? = u
√
dg, x? = dx, y? = dy, T¯ ? = ρghT¯
and the scaling on the voltage potential in the upper fluid is given by
V ? = dE0V,
where E0 is some constant scaling parameter. Hence we have
E?n = nˆ · ∇?V ? = E0nˆ · ∇V. (6.2.11)
The wavelength of the surface disturbance isO(ε−1) so we rescale horizontal coordinate
as
X = εx,
and then using the expression (4.1.23) for the unit normal vector nˆ together with Equa-
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tion 6.2.11, we have
E?n = −E0
(
∂V
∂y
− δε2 ∂η
∂X
∂V
∂X
)
, on y = δη. (6.2.12)
We then choose the scaling on the vertical coordinate y such that Y = εy so that V
satisfies Laplace’s equation X,Y
∇2V ≡ ∂
2V
∂X2
+
∂2V
∂Y 2
= 0.
The interface is then
y = δη ⇒ Y = δεη,
with
V → Y
ε
as Y →∞, and V = 0 on Y = δεη.
Thus we write
V =
1
ε
(Y + δεψ)
where ψ satisfies
∂2ψ
∂X2
+
∂2ψ
∂Y 2
= 0 (6.2.13)
with
ψ → 0, as Y →∞, and ψ = −η on Y = δεη.
Hence Equation 6.2.12 in terms of ψ and Y becomes
E?n = −E0
(
1 + δε
∂ψ
∂Y
− δ2ε2 ∂η
∂X
∂ψ
∂X
)
, on Y = δεη. (6.2.14)
Finally we have
T¯n =
T¯ ?n
ρgh
=
(E?n)
2
2ρgh
=
(En)
2
2
= −Eb
2
(
1 + 2δε
∂ψ
∂Y
+O(δ2ε2)
)
(6.2.15)
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where Eb is an electric Bond number (or Weber number) given by
Eb =
ε0E
2
0
ρgh
. (6.2.16)
Then the contribution from the electric field Ê in Equation 6.2.10 in terms of the dimen-
sionless normal component En, and Eb, is
Ê =
Eb
2
∂
∂x
(
(En)
2
)
. (6.2.17)
The problem reduces to solving Equation 6.2.13 together with Equation 6.2.15 in order
to express the contribution from the electric field Ê from (6.2.17) in terms of the surface
elevation function η. Using a similar approach to Gleeson et al. (2007), we observe that
the first-order derivatives ∂ψ∂X and
∂ψ
∂Y in Equation 6.2.13 and Equation 6.2.15 are related
by
∂ψ
∂Y
= H
[
∂ψ
∂X
]
where H[f(X)] denotes the Hilbert transform, defined as the Cauchy principal value
PV of the convolution integral
H[f(X)] ≡ PV
(
1
pi
∫ ∞
−∞
f(S)
X − S dS
)
(6.2.18)
with the unique property that
H[H[f ]] = −f.
If we apply this at the interface Y = δεη, then ψ = −η so
∂ψ
∂Y
= −H
[
∂η
∂X
]
= −1
ε
H
[
∂η
∂x
]
and hence the contribution from the electric field at the interface is given by
Ê =
Eb
2
(
−1 + 2δH
[
∂η
∂x
])
+O(δ2ε). (6.2.19)
Finally, substituting (6.2.19) back into Equation 6.2.10, the governing equation for the
incompressible long-wavelength, small-amplitude electrohydrodynamic system is given
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by
2
∂η
∂t
+ 3η
∂η
∂x
+ a
∂3η
∂x3
+ b
∂5η
∂x5
= p¯H
[
∂2η
∂x2
]
+ ϑT
[
∂η
∂x
]
(6.2.20)
where
a =
ε2
δ
(
1
3
− Eo
)
, b =
ε4
45δ
, p¯ =
Eb
δ
, ϑ =
δb
δ
.
If we set b = ϑ = 0 then the resulting equation is sometimes called the Korteweg-de
Vries-Benjamin-Ono equation (Gleeson et al., 2007) as is it effectively a linear combina-
tion of the Korteweg-de Vries equation (2.1.1) and the Benjamin-Ono equation
∂η
∂t
+ η
∂η
∂x
= EbH
[
∂2η
∂x2
]
. (6.2.21)
a nonlinear partial differential equation that describes one-dimensional internal waves in
deep water. We now proceed to obtain travelling wave solutions to Equation 6.2.20.
6.2.3 Numerical derivation of the travelling wave solution
The governing equation equation (6.2.20) derived above has no known exact solutions. In
the next part of the analysis we will attempt to find numerical solutions using a Newton-
Raphson type approximation, with the solitary wave solution given by
η = A sech2
(√|A|
2
(
x− A
2
t
))
(6.2.22)
taken as an initial guess. We begin with (6.2.20) in the case ϑ = 0 with no effect due to
a no-slip condition on the solid lower electric plate,
2
∂η
∂t
+ 3η
∂η
∂x
+ a
∂3η
∂x3
+ b
∂5η
∂x5
= p¯H
[
∂2η
∂x2
]
(6.2.23)
which is a fifth-order KdV-Benjamin-Ono equation where as before we impose that a =
±1 depending on the parity of the amplitude, and the Hilbert transform H[f(X)] is
defined in Equation 6.2.18. Setting b = p¯ = 0 reduces Equation 6.2.20 to a KdV equation
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with solitary wave solution given by Equation 6.2.22. Now, we make the substitution
η = AN(z), z =
√|A|
2
(
x− A
2
t
)
, (6.2.24)
so the initial guess becomes
N = sech2 z,
and the derivatives become
∂
∂t
=
∂z
∂t
∂
∂z
= −A |A|
1
2
4
∂
∂z
, (6.2.25)
and
∂
∂x
=
∂z
∂x
∂
∂z
=
|A| 12
2
∂
∂z
. (6.2.26)
Then we substitute (6.2.25) and (6.2.26) into Equation 6.2.20 to get
−A |A|
1
2
2
dN
dz
+
3A |A| 12
4
d
(
N2
)
dz
+ a
|A| 32
8
d3N
dz3
+ b
|A| 52
32
d5N
dz5
= p¯
|A|
4
H
[
d2N
dz2
]
and this can be simplified to
dN
dz
− 3
2
d
(
N2
)
dz
=
1
2A
(
a
|A|
2
d3N
dz3
+ b
|A|2
8
d5N
dz5
− p¯ |A| 12H
[
d2N
dz2
])
.
We then integrate with respect to z which yields
N − 3
2
N2 =
1
2A
(
a
|A|
2
d2N
dz2
+ b
|A|2
8
d4N
dz4
− p¯ |A| 12 H
[
dN
dz
])
. (6.2.27)
As with previous chapters in the report, we will use spectral methods to numerically eval-
uate Equation 6.2.27. Similar to the boundary layer integral transform Equation B.0.5,
the Fourier transform of the Hilbert term is non-trivial and is given in Hammerton and
Bassom (2013) by
F [H[f(x)]] =

−if̂(k), k > 0
if̂(k), k < 0
or more compactly,
F [H[f(x)]] = −i sgn(k)f̂(k),
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where sgn denotes the signum function. We take the Fourier transform of Equation 6.2.27
which gives
N̂ − 3
2
(
N2
)∧
+
1
2A
(
ak2
|A|
2
− bk4 |A|
2
8
+ p¯k2
|A| 12
|k|
)
N̂ = 0,
and this can be simplified to
N̂ − 3
2
(
N2
)∧
+
γ
2
(
1
2
ak2 − 1
8
bk4|A|+ p¯k |A|− 12 sgn(k)
)
N̂ = 0 (6.2.28)
where γ = sgn(A). Then, writing N as a discrete Fourier transform
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Figure 6.2.2: Initial travelling wave profiles for the KdV-Benjamin-Ono equa-
tion (6.2.20), with parameters a = 1, A = 2, b = 0, ϑ = 0, x ∈ [−4pi, 4pi], for
different values of p¯ = 1, 1.8, and 2.6.
N(z) =
n∑
k=−n
cke
ikz,
Equation 6.2.28 can be written
ck − 3
2
∑
s
csck−s +
γ
2
(
1
2
ak2 − 1
8
bk4|A|+ p¯k |A|− 12 sgn(k)
)
ck = 0 (6.2.29)
with unknown coefficients ck. The set of n+ 1 equations with n+ 1 unknowns is solved
for ck using a Newton-Raphson approximation method, iterating from the initial guesses
for ck, given by taking the Fourier coefficients of N = sech2 z.
Figure 6.2.2 illustrates the approximate travelling wave solution to Equation 6.2.20, with
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no effect due to a no-slip condition on the bottom boundary so that ϑ = 0, and no
contribution from the fifth-order derivative so b = 0. We see that increasing the value of
p¯ results in a much smaller initial amplitude of the wave. We also see the formation of
additional troughs and peaks, or ripples, either side of the main peak disturbance. In the
case where p¯ = 1 the wave looks altogether similar to a sech2 solitary wave solution to the
KdV equation, with the addition of two small troughs either side of the main disturbance.
As we increase p¯ we see additional ripples, bigger troughs and a smaller middle peak.
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Figure 6.2.3: Initial travelling wave profiles for the fifth-order KdV-Benjamin-Ono
equation (6.2.20), with parameters a = 1, A = 2, b = 1, ϑ = 0, x ∈ [−8pi, 8pi],
for different values of p¯ = 1, 1.8, and 2.6.
Figure 6.2.3 illustrates travelling wave solutions using the same parameters but including
the fifth-order derivative. We observe similar behaviour in these solutions to those in
Figure 6.2.2 except that the main disturbance appears to be much wider with a smaller
amplitude. In addition to this, we observe in Figure 6.2.4 that keeping the value of p¯ fixed
and decreasing the amplitude A results in the ripples becoming more comparable in size
to the main central peak.
We now advance these solutions in time using the fourth order Runge-Kutta and inte-
grating factor methods defined in Chapter 2, and then look at the effects of including
the no-slip condition on the solid bottom electrode boundary. We begin with the case
ϑ = 0 where we choose to omit any effects due to a no-slip condition at the fluid bottom.
Figure 6.2.5 illustrates such a scenario which demonstrates that the numerical solution
obtained from solving Equation 6.2.28 using the Newton method is indeed a travelling
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Figure 6.2.4: Initial travelling wave profiles for the fifth-order KdV-Benjamin-Ono
equation (6.2.20), with parameters a = 1, b = 1, ϑ = 0, x ∈ [−8pi, 8pi], p¯ = 2 for
different values the amplitude A = 1.2, 1.5, and 2.
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Figure 6.2.5: Numerical travelling wave solution to the KdV-Benjamin-Ono
equation (6.2.20) at times t = 0 and t = 10, with parameters a = 1, amplitude A = 2
b = 0, x ∈ [−8pi, 8pi], p¯ = 2.2 and no effect due to the no-slip condition at the fluid
bottom, so ϑ = 0.
wave solution to the KdV-Benjamin-Ono equation Equation 6.2.23. We observe that the
wave travels without loss of amplitude or change in wave form.
Next we look at the case ϑ = 0.1 which represents a small dissipative effect from the
no-slip condition on the bottom electrode. We advance the numerical solution obtained
from solving Equation 6.2.28 in time and increase ϑ from its zero value to ϑ = 0.1 for
times t > 0. Figure 6.2.6 illustrates such a scenario. We observe from the figure that the
main disturbance has decayed in amplitude, as expected, and that an elevated shelf has
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Figure 6.2.6: Numerical travelling wave solution to the KdV-Benjamin-Ono
equation (6.2.20) at times t = 0 and t = 10, with parameters a = 1, amplitude A = 2
b = 0, x ∈ [−8pi, 8pi], p¯ = 2.2 and a small effect due to the no-slip condition at the fluid
bottom ϑ = 0.1.
formed behind the left-hand trough. Although not visible in the figure, careful analysis
of the results show that a decaying oscillatory tail has also formed similar to the KdV-B
results in Chapter 3 and the surfactant analysis in Chapter 5. We see also that both ripples
have become smaller in value, with the trough on the left-hand side decaying more than
the trough to the right of the main peak.
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Figure 6.2.7: Numerical travelling wave solution to the KdV-Benjamin-Ono
equation (6.2.20) at times t = 0 and t = 10, with parameters a = 1, amplitude A = 2
b = 0, x ∈ [−8pi, 8pi], p¯ = 2.2 and moderate effect due to the no-slip condition at the
fluid bottom ϑ = 0.2.
Finally we look at the case ϑ = 0.2 which represents a moderate dissipative effect from
the no-slip condition on the bottom electrode. In the same way as before, we advance the
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numerical solution obtained from Equation 6.2.28 in time and increase ϑ to ϑ = 0.2 for
times t > 0. Figure 6.2.7 illustrates such a scenario. We observe from the figure that the
main disturbance has experienced a greater decay in amplitude, as expected, and that an
elevated shelf has formed behind the left-hand trough, as before. We see also that both
sets of ripples have become smaller in value again, with the trough on the left-hand side
decaying more than the trough to the right of the main peak.
6.3 Extensions to the existing analyses
The case when the lower fluid is not a perfect conductor
In the previous results the lower fluid was assumed to be a perfect conductor. This
represents a massive simplification to themodel in that we had no tangential surface stress
condition. If instead we do not impose that the lower fluid is perfectly conducting then
the model becomes much more similar to the surfactant system and we would consider
Equation 4.1.71 together with Equation 6.2.7 and a suitable tangential stress component
T̂t with contributions T¯t 6= 0 from the electric field.
While such a scenario isn’t explored here, we believe this to be an interesting possible
extension to the existing model in Section 6.2 from which we could draw parallels with
the surfactant analysis from Chapter 5.
A scenario with a soluble surfactant at the fluid interface
The surfactant system in Chapter 5 considered weakly nonlinear disturbances in the
presence of an insoluble surfactant. One possible extension of this analysis may be to
explore a similar system but instead consider the effects of a soluble surfactant at the
fluid interface.
Insoluble surfactants are much easier to model than soluble surfactants which adsorb
much more with the main fluid body. This makes the analysis much more complicated
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andwould add conditions on the equations governing the fluid flow of themain fluid body.
While such a system isn’t considered here, we believe this would make an interesting
extension to the current model.
This notion has been explored experimentally for nonlinear gravity-capillarywaves (Lapham
et al., 2001) although the governing system of equations were absent from the analysis.
Certainly the surface elevation equation with stress conditions (4.1.71) may be applicable
although both the normal and tangential surface stress conditions would look different to
those described in the insoluble case.
An electrohydrodynamic system with an insoluble surfactant
We have considered two scenarios in depth, a fluid with an insoluble surfactant at the
fluid surface and a fluid in the presence of an electric field. As such, we believe that an
interesting scenario would be to combine both of these systems. Although we pursue
this model out of general interest, in real-world experiments it can often be difficult to
remove all traces of surfactant on a fluid surface. Therefore one possible motivation for
obtaining results for such a scenario would be an instance with an electrohydrodynamic
system subject to unintended surfactant present at the fluid interface.
For a combined system we could assume the travelling wave solution to the electrohydro-
dynamic systemwhich is affected by an insoluble surfactant for times t > 0. Alternatively
we could consider an undisturbed sech2 solitary wave solution affected by both an electric
field generated through the fluid and the insoluble surfactant for times t > 0. In either
case we can use the full system of equations given by
∂
∂τ
(
2η − αT
[
∂Γ
∂S
])
+ 3η
∂η
∂S
+ a
∂3η
∂S3
= p¯H
[
∂2η
∂S2
]
+ ϑT
[
∂η
∂S
]
− αR, (6.3.1)
omitting the fifth-order derivative (b = 0), and where
R = −ηT
[
∂2Γ
∂S2
]
− ∂η
∂S
T
[
∂Γ
∂S
]
+ αT
[
∂Γ
∂S
]
T
[
∂2Γ
∂S2
]
+
δb
δ
∂Γ
∂S
(6.3.2)
as in Chapter 5.
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Figure 6.3.1: A numerical solution to the full system of equations (6.3.1) and (6.3.2)
with the electrohydrodynamic travelling wave as an initial condition, with parameters:
x ∈ [−8pi, 8pi], t = 0, 8, and 16, A = 2, α = 0.4, a = 1, p¯ = 2.2, and no effect due to
no-slip condition ϑ = 0.
Figure 6.3.1 is a numerical illustration generated using the integrating factor method
defined Chapter 2 which shows the electrohydrodynamic travelling wave solution in the
presence of a surfactant, for times τ = 0, τ = 8 and τ = 16. In this system we have
ignored the effects due to a no-slip condition at the solid bottom boundary.
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We observe from the figure that the travelling wave has formed a noticeable oscillatory
tail behind the ripple which sits to the rear of the main peak disturbance. We also see that
for later times the ripple to the left of the main peak has decayed, whereas the main peak
disturbance has grown in amplitude by small amount. It is not immediately clear from
the figure itself, but upon further inspection we observe that the ripple to the right of the
main peak has also decayed slightly in amplitude.
We note that although the main peak has increased slightly in amplitude, this is not
attributed to a numerical instability or error causing rapid amplitude growth which was
seen in Hammerton and Bassom (2013). One possible cause of this growth may be that
the some of the fluid mass has been redistributed from the ripples either side of the main
peak.
Figure 6.3.2 is a numerical illustration which shows the electrohydrodynamic travelling
wave solution in the presence of a surfactant, for times τ = 0, τ = 8 and τ = 16, with
the inclusion of the no-slip condition at the solid bottom boundary. This figure has also
been generated using the integrating factor scheme defined in Chapter 2. We observe
from the figure that the travelling wave has again formed a noticeable oscillatory tail
behind the ripple which sits to the rear of the main peak disturbance. We also see that
another elevated ripple, or indeed perhaps the equivalent of a constant elevated shelf, has
formed behind the trough ripple to the left of the main peak. This time the main peak has
decayed, in addition to the ripples on either side. Once again, it is not immediately clear
from the figure itself, but upon further inspection we observe that the ripple to the right
of the main peak has also decayed slightly in amplitude.
6.4 Summary of chapter and concluding remarks
This chapter first discussed other scenarios where the governing equations for the system
with an arbitrary surface stress condition may be applicable. While usage in previous
work to our knowledge is limited to the surfactant and electric field systems, we believe
that there are manymore applications where it may be used such as the sediment transport
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Figure 6.3.2: A numerical solution to the full system of equations (6.3.1) and (6.3.2)
with the electrohydrodynamic travelling wave as an initial condition, with parameters:
x ∈ [−8pi, 8pi], t = 0, 8, and 16, A = 2, α = 0.4, a = 1, p¯ = 2.2, and moderate effect
due to no-slip condition ϑ = 0.2.
scenario discussed in Section 6.1.
In Section 6.2 we revisited a scenario previously explored in Hammerton and Bassom
(2013), Hammerton (2013), and Hammerton and Bassom (2014) as well as various other
works such as Papageorgiou and Vanden-Broeck (2006) and Gleeson et al. (2007). We
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have shown that travelling wave solutions are possible in an electrohydrodynamic system
and in addition to this we provided numerical solutions and illustrations using various dif-
ferent parameters. We also presented illustrations for a scenario with a no-slip condition
at the bottom boundary.
We note, in particular, certain parallels with the surfactant system. A relationship be-
tween the surface elevation function and the electric charge density can be derived using
the electric charge conservation equation (6.2.7), in the same way that a relationship
between the surfactant concentration and the surface elevation can be formed using the
advection-diffusion equation (5.1.1). Both comparisons allowed us to deduce the surface
stress conditions exhibited in each scenario.
While no surface stress conditions were explicitly given for the KdV-Burgers’ system
presented in Chapter 3, these could be derived for each physical scenario discussed in
the chapter introduction. The governing equations for each physical system: the KdV-B
system (Chapter 3), the system with boundary layer damping in Chapter 4, the surfactant
system in Chapter 5 and the electrohydrodynamic system presented earlier in the present
chapter; all represented small perturbations to the Korteweg-de Vries equation (1.3.1).
This is a direct result of applying small magnitude interferences to the weakly nonlinear
long-wavelength fluid system.
Each scenario presented in the thesis has considered a travelling solitary wave solution
as an initial condition before applying the relative effects for times t > 0. While each
scenario has different parameters characterising the relative effects along with its own
intricate boundary conditions, direct comparisons between the results identified similar-
ities in the transformation of the solitary wave profile. In each case we identified a slowly
decaying oscillatory tail, a small amplitude elevated shelf behind the peak disturbance,
and a gradual decay in ampltiude resulting also in a loss of wave speed.
This appears to be a general result for solitary wave dissipation, reaffirming previous
work such as that presented by Karpman and Maslov (1978) and Grimshaw et al. (2003).
As such, it is our belief that the results presented in this thesis may be both useful and
applicable to future research concerning the dissipation and the effect of surface stress
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on solitary wave propagation.
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Appendices
AIntegral constraints and results used for
the KdV-Burgers’ Analysis
A.1 Integral constraints on the linear perturbation equation
In determining the solution of the linear perturbation equation (3.2.13), three integral
constraints (3.2.22)-(3.2.24), are used. These constraints are derived in this appendix.
For R[υ0] and L[F ], given by Equation 3.2.16 and Equation 3.2.15 respectively, and
υ0 = sech
2 θ, it can readily be shown that when F and its derivatives tend to zero as
θ → ±∞ then
∫ ∞
−∞
R[υ] dθ = 2µ0
∫ ∞
−∞
L[F ] dθ = 0∫ ∞
−∞
υ0R[υ0] dθ =
3
2
µ0
∫ ∞
−∞
υ20 +
(
∂υ0
∂θ
)2
dθ
∫ ∞
−∞
υ0L[F ] dθ = 0∫ ∞
−∞
θL[F ] dθ =
∫ ∞
−∞
(12υ0F − 4F ) dθ
∫ ∞
−∞
θR[υ0] dθ = 2µ1
Integrating Equation 3.2.19 with respect to θ and the product of Equation 3.2.19 with
υ0(θ) then gives
d
dt˜
(∫ ∞
−∞
F dθ
)
= 2µ0,
d
dt˜
(∫ ∞
−∞
υ0F dθ
)
= 2
(
µ0 − 8
15
)
.
Then, noting that F (θ, 0) = 0, the first two integral constraints are obtained:
∫ ∞
−∞
F dθ = 2µ0t˜,
∫ ∞
−∞
υ0F dθ = 2
(
µ0 − 8
15
)
t˜.
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Similarly,
d
dt˜
(∫ ∞
−∞
θF dθ
)
= 12
∫ ∞
−∞
υ0F dθ − 4
∫ ∞
−∞
F dθ − µ1
∫ ∞
−∞
υ0 dθ,
= 24
(
µ0 − 8
15
)
t˜− 8µt˜− 2µ1.
Integrating with respect to the transformed time variable t˜ then gives the final integral
constraint required.
A.2 Useful integral results
In the main body Subsection 3.2.2, a number of integrals involving hyperbolic functions
are used. All of the integrals can be evaluated using standard techniques and their values
are given in this appendix for convenience. Using the shorthand notation T = tanh θ
and S = sech2 θ, we have
∫ ∞
−∞
S2 dθ = 2,
∫ ∞
−∞
S4 dθ =
4
3
,
∫ ∞
−∞
S6 dθ =
16
15
,∫ ∞
−∞
θ3S2T dθ =
pi2
4
,
∫ ∞
−∞
θ2S2 dθ =
pi2
6
,
∫ ∞
−∞
θS2T dθ = 1,∫ ∞
−∞
θS4T dθ =
1
3
,
∫ ∞
−θm
(1− T ) dθ = 2θm,
∫ ∞
−θm
θ(1− T ) dθ = pi
2
12
− θ2m.
A.3 Convolution integrals involving Airy functions
If we define the convolution H = f ∗ Ai and
F (z) =
∫ z
−∞
H(z′) dz′,
and also
I1(z) =
∫ z
−∞
F (z′) dz′, I2(z) =
∫ z
−∞
z′F (z′) dz′,
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then it is postulated that as long as f(x) decays sufficiently rapidly as |x| → ∞ so that
C0 =
∫ ∞
−∞
f(x) dx, C1 =
∫ ∞
−∞
xf(x) dx, C2 =
∫ ∞
−∞
x2f(x) dx,
then
F ∼ C0, I1(z) ∼ C0z − C1, I2(z) ∼ 1
2
(
C0z
2 − C2
)
, (A.3.1)
as z →∞. This corresponds to Equation 3.2.30 with an appropriate change of variables.
Here it is verified that the result is true when f(x) = 1 for a < x < b and zero elsewhere.
Since all the results are linear in f(x), then this validates the result for all piecewise
constant functions with compact support.
We begin by defining the function
IA =
∫ ∞
−∞
Ai(z′) dz′
from which it follows that
q(z) =
∫ z
−∞
IA(z
′) dz′ = zIA − Ai′
r(z) =
∫ z
−∞
q(z′) dz′ =
1
2
(z2IA − zAi′ − Ai)
s(z) =
∫ z
−∞
z′q(z′) dz′ =
1
3
(z3IA − z2Ai′ − zAi + IA).
Taking the limit as z →∞, and using the asymptotic forms forAiry functions (Abramowitz,
1964) gives
IA ∼ 1, q ∼ z, r ∼ 1
2
z2 and s ∼ 1
3
(z3 + 1).
Hence we have
H(z) =
∫ b
a
Ai(z − y) dy = IA(z − a)− IA(z − b),
and therefore
F (z) = q(z − a)− q(z − b).
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Thus F ∼ b− a and similarly, after some working,
I1 ∼ (b− a)z − 1
2
(b2 − a2), I2 ∼ 1
2
(b− a)z2 − 1
6
(b3 − a3).
Finally, substituting for f(x) in the expressions for Ci,
C0 = b− a, C1 = 1
2
(b2 − a2), and C2 = 1
3
(b3 − a3),
and thus the results for Equation A.3.1 are validated.
This proof has been constructed using a piecewise constant, but it can also be demon-
strated numerically that the same limiting forms apply when φ(x) from Subsection 3.2.2
decays exponentially as |x| → ∞. However, proof of this is not attempted here.
BDerivation of the vorticity transform
Consider from Chapter 5 the tangential momentum equation (4.1.32) at the surfaceN =
0,
ε̂
ε
∂U˜
∂τ
− c∂U˜
∂S
+ δU
∂U˜
∂S
+
∂η
∂S
− 1
δ
∂Tn
∂S
− 2δ2bε2
∂2U˜
∂S2
=
1
δ
∂ω˜i
∂N
∣∣∣∣
N=0
where U˜(S) = u˜(S, 0). To evaluate the right-hand side, we want to find ∂ω˜i∂N
∣∣
N=0
and
thus we need to solve Equation 4.1.31 subject to the condition at the surface
ω˜i(S, 0) = fi(S)
and the matching condition ω˜i → 0 as N → ∞ and |S| → ∞. From Equation 4.1.31,
the leading order vorticity equation for each component ω˜i has the form
∂2ω˜i
∂N2
= −c∂ω˜i
∂S
.
We set ω˜i(S, 0) = fi(S) where the appropriate fi follows from Equation 4.1.28. First,
we take the Fourier transform with respect to S to give
∂2Ω
∂N2
= −c(ik)Ω
where Ω = F [ω]. If we write λ2 = −cik then we have a second order differential
equation for Ω in the form
∂2Ω
∂N2
− λ2Ω = 0
with solutions given by
Ω = P eλN +Qe−λN
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for some constants P and Q to be determined. Now, since λ2 = −cik, we have
λ = ±
√
cke−ipi/4 =

√
c|k|
2 (1− i), k > 0
−
√
c|k|
2 (1 + i), k < 0
We know that Ω→ 0 as N →∞, so P = 0. Then at N = 0 we have
Ω = F (k), where F (k) = F [f(S)]
so Q = F (k) and hence we can write
Ω(N, k) =
√
2piF (k)G(N, k)
where Ω and F are the Fourier transforms of ω and f , respectively, and
G(N, k) =

1√
2pi
exp (−µ(1− i)N) , k > 0
1√
2pi
exp (−µ(1 + i)N) , k < 0
(B.0.1)
where µ =
√
c|k|
2 . The solution can then be written as a convolution
ω(N,S) =
∫ ∞
−∞
f(s+ υ)g(N, υ) dυ (B.0.2)
where g(N,S) is the inverse Fourier transform of G(N, k) so that
g(N,S) =
1
2pi
∫ ∞
0
e−µN
(
ei(kS+µN) + e−i(kS+µN)
)
dk
We switch from dk to dµ for simplicity. Since c > 0 and µ > 0, then
k =
2µ2
c
⇒ dk = 4µ
c
dµ
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and hence
g(N,S) =
2
pic
∫ ∞
0
µe−µN
(
eiµ(
2S
c
µ+N) + e−iµ(
2S
c
µ+N)
)
dµ
=
4
pic
∫ ∞
0
µe−µN cos
(
2s
c µ
2 + µN
)
dµ
Then we set
µ =
x
N
so dµ =
dx
N
,
and also set a = 2ScN , so that
g(N,S) =
4
cpiN2
(c(a)− s(a))
where
c(a) ≡ −
∫ ∞
0
xe−x cos(x) cos
(
ax2
)
dx
s(a) ≡
∫ ∞
0
xe−x sin(x) sin
(
ax2
)
dx
Using results from Gradshteyn and Ryzhik (1980), we can deduce that g(N,S) = 0 for
S > 0, and
ω(N,S) =
∫ ∞
0
f(S + υ)g(N, υ) dυ
g(N, υ) =
cN
4piυ3/2
exp
(−cN2
4υ
)
(B.0.3)
and also as
N → 0, ω(N,S)→ f(S).
Then if we integrate g(N, υ) with respect to N we have
∫ ∞
0
g(N, υ) dN =
√
c
pi
1
2υ3/2
∫ ∞
0
N exp
(−cN2
4υ
)
dN
=
1√
cpiυ
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Therefore, if we substitute into Equation B.0.2 we have
∫ ∞
0
ω dN =
∫ ∞
0
f(S + υ)
(∫ ∞
0
g dN
)
dυ
=
1√
cpi
∫ ∞
0
f(S + υ)
υ1/2
dυ
=
1√
c
T [f ] (B.0.4)
where
T [ς(X)] ≡ 1√
pi
∫ ∞
0
ς(X + Y )√
Y
dY. (B.0.5)
Direct evaluation of the convolution integral for ∂ω∂N converges as N → 0, but not for
N = 0, so it is better evaluated by integrating the original equation from N = 0 to
N =∞.
∂ω
∂N
∣∣∣∣
N=0
= c
∫ ∞
0
∂ω
∂S
dN =
√
cT
[
df
dS
]
(B.0.6)
Integrating Equation 4.1.31 yields
−c
∫ ∞
0
∂ω˜i
∂S
dN =
∫ ∞
0
∂2ω˜i
∂N2
dN = −∂ω˜i
∂N
∣∣∣∣
N=0
and hence, from Equation B.0.6,
∂ω˜i
∂N
∣∣∣∣
N=0
=
√
cT
[
dfi
dS
]
(B.0.7)
