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Resumen
A d´ıa de hoy, parece generalmente aceptado que las te´cnicas de virtualizacio´n sera´n una
pieza fundamental en las futuras tecnolog´ıas 5G. Sin embargo, soluciones totalmente
centralizadas como Centralized Radio Access Network (C-RAN) que llevan todo el
co´mputo a una ma´quina central podr´ıan no ser viables, debido a las necesidades de los
enlaces que conectan estos recursos con las estaciones base y al gran coste que supone
el cambio de arquitectura. Para solucionar este problema nacen los splits funcionales,
que equilibran la usabilidad y el rendimiento permitiendo dividir el procesamiento
entre las estaciones base y los recursos en la nube. Este concepto evoluciona a los splits
funcionales flexibles, que son capaces de adaptarse en tiempo real a las necesidades de
la red. No es algo novedoso el intere´s en esta idea, pero se le ha prestado poca atencio´n
a su interaccio´n con el scheduling, o el orden en el que se procesan las tramas. En este
trabajo se analiza su comportamiento conjunto, as´ı como las estrategias que permiten
minimizar el retardo del tra´fico. Se va a comparar un modelo de optimizacio´n conjunta
con soluciones parciales, que fijan una de las dos variables para permitir ca´lculos ma´s
ra´pidos. En general, los resultados muestran que en ciertas situaciones fijar el scheduling
resulta en un comportamiento similar al de la optimizacio´n conjunta. Adema´s, se ha
observado que es ma´s eficiente optimizar los splits funcionales fijando el scheduling que
optimizar el scheduling fijando los splits funcionales.
Abstract
Nowadays, it is well known that network function virtualization will be a key enabler to
meet the stringent requirements of 5G networks. However, fully centralized approaches,
such as Cloud Radio Access Network (C-RAN), might not be feasible, considering
the particular needs of the fronthaul links and the large cost of implementing such
architectural shift. In this sense, functional splits bring a practical solution, which
trades off performance and practicability. This concept evolves into flexible functional
split, which is able to adapt to the needs of the network in real time. In spite of
the growing interest on flexible functional split, little attention has been paid to the
interaction of split selection and scheduling. In this document, joint strategies that
minimize traffic delay are analyzed. The global optimum solution will be compared
with partial optimizations, that can be more suitable in practical implementations,
using different scenarios. In general, fixed scheduling behaves alike the global optimum.
Furthermore, it will be observed that it is more efficient to optimize the split degree
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En las redes de quinta generacio´n, una de las caracter´ısticas que se pretende implemen-
tar es el paradigma Network Function Virtualization (NFV), a partir de las te´cnicas
Software Defined Networking (SDN) o redes definidas por software. Lo que esto implica
es la posibilidad de crear las redes de forma virtual en ma´quinas potentes en la nube,
de tal forma que se compartan los recursos entre varios sistemas y de esta forma se
incremente la eficiencia de los mismos. En redes celulares previas, como 4G, se propu-
sieron te´cnicas descentralizadas que funcionan con un nu´mero limitado de dispositivos
y conexiones. Esto es debido a que el procesamiento de la informacio´n se lleva a cabo
directamente en las estaciones base, y por tanto elementos como la escalabilidad se ven
perjudicados. Sin embargo, los estrictos requisitos de las redes 5G precisan una mayor
coordinacio´n entre los elementos de la red, lo cual solo se puede obtener con una entidad
central de mayor potencia, o lo que es lo mismo, con soluciones ma´s centralizadas.
Para ello, una posibilidad es separar las funcionalidades de la red de acceso radio
o Radio Access Network (RAN), de tal forma que parte de ellas esta´n virtualizadas
y centralizadas mientras que el resto se mantienen en el punto de acceso, cercanas al
usuario. Esto permite que el procesado de la informacio´n se lleve a cabo de manera
coordinada entre la estacio´n base o Remote Radio Head (RRH) y la entidad central,
denominada Base-Band Unit (BBU). Se pueden entonces considerar arquitecturas to-
talmente centralizadas, como Centralized-RAN, donde el punto de acceso o RRH solo
se encarga de funciones Radiofrecuencia (RF) al nivel ma´s ba´sico y por tanto el pro-
cesado se realice casi enteramente en la BBU. No obstante, esta aproximacio´n requiere
capacidades muy elevadas de transmisio´n de los enlaces de fronthaul entre las RRHs
y su correspondiente BBU, lo cual puede tener costes excesivos en situaciones reales.
Por ello, tanto en el entorno acade´mico como en el industrial y en organismos de estan-
darizacio´n [1][2] se esta´ trabajando para definir soluciones que permitan una seleccio´n
flexible del nivel de centralizacio´n, ma´s conocido como split funcional. Un split funcio-
nal flexible implica una mayor adaptabilidad, donde en funcio´n del tra´fico, de la red
o de las necesidades de los usuarios en cada momento, el procesado de la informacio´n
tiene lugar con un mayor o menor nivel de centralizacio´n.
Este cambio de paradigma no solo supone una reduccio´n notoria en el coste, sino
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que adema´s an˜ade la posibilidad de permitir a las RRHs cooperar entre ellas de forma
sencilla. Debido a los requisitos de la arquitectura 5G, as´ı como al gran incremento que
se espera en la densidad de las redes de acceso, esta cooperacio´n se convierte en una
necesidad. Cuando se virtualizan las funciones de red (NFV), una decisio´n clave a tener
en cuenta es el split funcional a utilizar, es decir que´ funcionalidades se llevan a los
recursos compartidos en la BBU y cua´les se mantienen cerca del usuario, en la RRH.
Por otra parte, entra en juego el orden en que las tramas se transmiten de la BBU a
las diversas RRHs que gestiona, tambie´n conocido como scheduling. Este concepto, de
la misma forma que el split funcional, tiene un elevado impacto en el retardo de las
tramas, que necesita ser lo ma´s bajo posible para cumplir con los estrictos requisitos
de las tecnolog´ıas de comunicacio´n de quinta generacio´n.
En este trabajo se analiza la interaccio´n de estos dos elementos al mismo tiempo,
en una arquitectura basada en splits funcionales flexibles. Se toma como base el tra-
bajo realizado en [3], donde se da una descripcio´n teo´rica del problema. En resumen,
llevar a la BBU ma´s funcionalidades implica una mayor carga computacional y una
densidad variable y elevada de tra´fico que se transmite continuamente a trave´s de los
enlaces de fronthaul, que conectan la BBU con la RRH correspondiente. En el trabajo
mencionado, se habla de la complejidad del problema de optimizacio´n conjunta as´ı
como la posibilidad de simplificarlo fijando una de las dos variables, seleccio´n de split
o scheduling. Sin embargo, estos problemas solo se plantean teo´ricamente y no se da
ninguna solucio´n ni resultado pra´ctico. En este trabajo se aborda la implementacio´n
de las soluciones planteadas en [3] y se estudia su rendimiento en escenarios reales.
1.1 Trabajo relacionado y aportaciones
Como ya se ha mencionado, NFV es considerado un habilitador para el desarrollo de
arquitecturas que permitira´n cumplir con los estrictos requisitos de la tecnolog´ıa 5G.
La filosof´ıa detra´s de este concepto es mover algunas de las funcionalidades que tradi-
cionalmente se situaban en la estacio´n base a un sistema virtualizado, potencialmente
en la nube, de forma que se simplifique la coordinacio´n entre elementos de acceso. Uno
de los principales problemas de la centralizacio´n total es la alta demanda en los enlaces
fronthaul, que solo se puede satisfacer con fibra o´ptica [4][5]. Como ya se ha comen-
tado, la propuesta actual ma´s interesante consiste en un disen˜o alternativo de estos
enlaces [6], donde existe una separacio´n en splits funcionales de tal forma que solo una
parte de las operaciones de procesado se centraliza. Un ana´lisis ma´s completo de los
splits funcionales actualmente propuestos para la arquitectura 5G se presenta en [7] y
sus referencias.
Avanzando un paso ma´s, nace la idea de utilizar splits funcionales flexibles que se
adapten a cada situacio´n en particular, ya sea en base a los requerimientos de retardo,
la densidad de tra´fico o las condiciones de los enlaces. En [8] y [9] se describen las
principales caracter´ısticas de este concepto, aunque tambie´n se va a profundizar en ello
en este trabajo. Por otra parte, la implementacio´n de este concepto en una arquitectura
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5G se plantea en [10], y se lleva a cabo en un entorno de laboratorio en [11].
Existen diferentes trabajos en los que se han estudiado las implicaciones de la
seleccio´n flexible del split, as´ı como su interaccio´n con otras te´cnicas de red. Trabajos
como [12] y [13] proponen soluciones basadas en optimizacio´n energe´tica, mientras
que la combinacio´n con esquemas de gestio´n de transporte en redes o´pticas se analiza
en [14] y [15]. Adema´s, algunos estudios como [16] y [17] han considerado la interaccio´n
entre splits funcionales flexibles y scheduling. Sin embargo, esta l´ınea de investigacio´n
no ha recibido demasiada atencio´n a pesar de ser un concepto clave, y es la principal
contribucio´n de este documento. A ra´ız de ello, las aportaciones de este trabajo son:
• Se provee una implementacio´n de los modelos que se exponen brevemente en [3]
para minimizar el retardo.
• Se evalu´an los resultados en diversos escenarios, y se analizan su comportamiento
y su rendimiento en situaciones pra´cticas realistas.
• Dada la complejidad del problema de optimizacio´n de seleccio´n de split y sche-
duling, su aplicacio´n pra´ctica podr´ıa no ser viable en algunos escenarios. Por
ello se analiza el rendimiento de optimizaciones parciales en las que uno de los
para´metros es conocido.
1.2 Estructura
Tras la introduccio´n realizada en este cap´ıtulo, donde se han presentado la motivacio´n
del trabajo, los conceptos principales y trabajos previos relacionados, el resto del docu-
mento sigue la estructura que se comenta a continuacio´n. En el cap´ıtulo 2 se describe
la evolucio´n de las redes mo´viles con el fin de contextualizar la situacio´n actual, y
se introducen los conceptos ba´sicos con los que se va a trabajar ma´s adelante. En el
cap´ıtulo 3 se presentan los modelos que se van a utilizar y a analizar, con detalles y
explicaciones a partir de su pseudoco´digo y un ejemplo sencillo. El cap´ıtulo 4 contiene
una explicacio´n de los escenarios en los que se han ejecutado los modelos comentados
anteriormente, y una exposicio´n detallada de los resultados obtenidos con ana´lisis y
comparativas de los mismos. Por u´ltimo, en el cap´ıtulo 5 se recapitulan los resultados
y las conclusiones, y se enumeran las publicaciones realizadas a partir de dichos re-





Con el objetivo de contextualizar la situacio´n actual, en este cap´ıtulo se va a analizar la
evolucio´n de las redes mo´viles en los u´ltimos an˜os, haciendo hincapie´ en los elementos
que afectan a este trabajo. Posteriormente se va a explicar en que´ consiste la quinta
generacio´n, describiendo los requisitos impuestos a la tecnolog´ıa. A ra´ız de estos requi-
sitos surgen conceptos clave para este trabajo, que se van a describir en las u´ltimas
secciones.
2.1 Evolucio´n de las redes mo´viles
2G - Global System for Mobile communications - GSM
En la segunda generacio´n de redes celulares (estudio en detalle [18]), ma´s conocida co-
mo Global System for Mobile communications (GSM), se ven por primera vez grandes
avances en las comunicaciones mo´viles a nivel global como el uso de una modulacio´n
digital. Las bandas de frecuencia asignadas a esta tecnolog´ıa son de 25MHz, divididos
en 128 canales que dan cobertura hasta a 8 usuarios simulta´neamente, lo que supone
un ancho de banda de 200KHz por canal. Esta tecnolog´ıa hace uso de un esquema
de duplexado Frequency Division Duplex (FDD), a la par que utiliza Time Division
Multiple Access (TDMA) para gestionar el acceso mu´ltiple. Aunque las redes de segun-
da generacio´n esta´n principalmente disen˜adas para soportar servicios de voz, tambie´n
han sido ampliamente utilizadas para dar servicios de datos que no requieren mucha
capacidad, mediante el esta´ndar General Packet Radio Service (GPRS). A pesar de
que las capacidades para el transporte de datos que proporcionan las redes 2G esta´n
lejos de satisfacer las demandas de muchos de los servicios actuales, su arquitectura
presenta un disen˜o clave para las redes futuras, la centralizacio´n. En GSM, existe una
separacio´n entre la Base Transceiver Station (BTS) y la Base Station Controller (BSC).
La primera de ellas es la parte de la estacio´n base a la que se conectan los usuarios
directamente, mientras que la segunda posee una capacidad de co´mputo ma´s elevada y
es capaz de llevar a cabo casi la totalidad de las operaciones. La filosof´ıa a seguir es la
siguiente: los usuarios esta´n conectados a las BTSs y env´ıan la informacio´n hacia ellas,
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Figura 2.1: Estructura GSM
pero en lugar de procesarse en dichas estaciones, varias de ellas esta´n conectadas a una
BSC que se encarga de llevar a cabo la gestio´n y el control de las mismas, as´ı como el
procesado del tra´fico. Con este esquema centralizado se consigue que las BTSs tengan
un coste relativamente bajo ya que no necesitan una gran capacidad de co´mputo, y
que, gracias a la BSC, sean capaces de cooperar entre ellas para mejorar su rendimiento
global. Como se aprecia en la Figura 2.1, varias BSCs esta´n conectadas a su vez a una
Mobile Switching Center (MSC) y aparecen ma´s funcionalidades en la parte interna de
la red, pero no se van a detallar ya que es el concepto de centralizacio´n el que conecta
directamente con este trabajo.
3G - Universal Mobile Telecommunications System - UMTS
En lo que se refiere a la tercera generacio´n de redes celulares, centrando la atencio´n
en Universal Mobile Telecommunications System (UMTS) [19], la idea detra´s de la
arquitectura de la red no cambia en el aspecto que concierne a este trabajo. En este
caso, el usuario, ahora denominado User Equipment (UE), se conecta a una estacio´n
denominada Node B que realiza operaciones ma´s sencillas a nivel f´ısico, mientras que
tras ella se encuentra el Radio Network Component (RNC) que controla y gestiona los
recursos a un nivel superior, encarga´ndose de uno o varios Node B. En la Figura 2.2
se observa este esquema, en el que se repite la componente de centralizacio´n y donde,
de nuevo, existen funcionalidades a ma´s alto nivel no relacionadas con el alcance de
este trabajo. Siendo la estructura similar, los avances ma´s significativos en UMTS
respecto a GSM se encuentran en su tecnolog´ıa de acceso Wideband Code Division
Multiple Access (WCDMA), con CDMA2000 como su competidor, que posee una mayor
eficiencia espectral y permite la transmisio´n de datos a velocidades mayores. Adema´s
hace uso de bandas de frecuencia en torno a los 1900 MHz y 2200 MHz que permiten
una velocidad de trama de 3.84 Megachips por segundo, ca´lculo que se obtiene a partir
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Figura 2.2: Estructura UMTS (fuente: [20])
de la estructura de las tramas. Cada trama mide 10 milisegundos y se compone de
15 slots, donde cada slot incluye 2560 chips. La tasa de chips definida en UMTS se
relaciona directamente con la tasa de bit, a trave´s del Spreading Factor (SF). El SF a
utilizar depende de cada usuario y de cada caso particular, y se utiliza para ensanchar
la sen˜al en el dominio de la frecuencia y poder enviar informacio´n referida a varios
usuarios al mismo tiempo y en el mismo canal. Utilizando un co´digo, el receptor es
capaz de des-ensanchar la informacio´n de un usuario en concreto y dejar el resto de
sen˜ales ensanchadas, de tal forma que se recupera la secuencia de bits original y el
resto de sen˜ales no interfiere debido a que, al estar ensanchadas, su potencia es mucho
menor.
4G - Long Term Evolution - LTE
La cuarta generacio´n [21] introduce un cambio de paradigma en el esquema de cen-
tralizacio´n, con la tecnolog´ıa Long Term Evolution (LTE). Aprovechando la mejora de
la tecnolog´ıa y su reduccio´n en coste, y considerando el gran incremento en la densi-
dad de tra´fico debido al comienzo de las comunicaciones Machine-To-Machine (M2M) y
Device-To-Device (D2D), se comienza a pensar en llevar la inteligencia al extremo de la
red descargando de tra´fico y de procesamiento tanto a la parte interna de la red como a
los enlaces. Como se representa en la Figura 2.3, aparecen unos elementos denominados
enhanced/evolved Node B (eNB), que implementan los Node B tratados en UMTS y
al mismo tiempo el plano de control y gestio´n que previamente se realizaba en el RNC.
Este esquema tambie´n tiene claras desventajas, que se van potenciando a medida que
se incrementa la demanda a lo largo de los u´ltimos an˜os, como la escasa escalabili-
dad o la limitada cooperacio´n entre los eNBs. La tecnolog´ıa de acceso evoluciona una
9
Figura 2.3: Estructura LTE (fuente: [22])
vez ma´s, a Orthogonal Frequency Division Multiple Access (OFDMA), que reparte las
portadoras de manera ortogonal en cada canal y asigna una o varias portadoras a cada
usuario, garantizando as´ı una calidad de servicio a medida para cada caso. La posicio´n
de las sub-portadoras se puede adaptar en tiempo real en funcio´n de las condiciones
del canal o de la demanda, siendo una tecnolog´ıa ma´s flexible y con una mayor efi-
ciencia espectral. Las bandas de frecuencia utilizadas se situ´an alrededor de 750MHz y
de 2550MHz. LTE es la tecnolog´ıa contempora´nea junto con LTE Advanced, aunque
no por ello se han abandonado las generaciones anteriores. No obstante, el incremento
masivo de las comunicaciones M2M y el Internet de las cosas (IoT) provocan que se
quiera dar el salto a la quinta generacio´n de redes mo´viles con unos requerimientos ma´s
exigentes.
2.2 La quinta generacio´n
De acuerdo a estudios como [23] o [24], las redes celulares de quinta generacio´n son el
objetivo a cumplir para 2020, con diversos retos respecto a la anterior generacio´n. Se
busca una red inala´mbrica sin l´ımites, no solo con mayor velocidad y capacidad sino
que adema´s solucione problemas de coste, eficiencia energe´tica, escalabilidad y adap-
tabilidad frente al enorme incremento de las comunicaciones que ya se han comentado:
IoT, M2M... Las redes 5G esta´n definidas por consenso con una serie de para´metros y
requisitos, ve´ase [25]. Comparando con LTE-Advanced:
• Capacidad hasta 1000 veces superior.
• Velocidad de los datos entre 10 y 100 veces superior.
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• Latencia de extremo a extremo inferior a 5 milisegundos.
• Nu´mero de comunicaciones simulta´neas muy superior, del orden de 100 veces.
• Un coste sostenible y una elevada eficiencia energe´tica, as´ı como una calidad de
servicio consistente.
Es importante aclarar por que´ es necesario un incremento tan sustancial respecto a
la anterior generacio´n, si desde el punto de vista del usuario la tecnolog´ıa actual parece
funcionar perfectamente. Todos estos requisitos no son en vano, sino que responden
a unos objetivos no tan tangibles, como la posibilidad de compartir cualquier tipo de
informacio´n desde cualquier lugar y en cualquier momento con todo el mundo, que es
uno de los grandes retos de la IoT. Otro de los motivos por los que se imponen unos
requisitos tan exigentes es el enorme incremento en la cantidad de dispositivos que
tienen conectividad a Internet. Los slots de tiempo disponibles actualmente, as´ı como
el ancho de banda que se utiliza en la cuarta generacio´n, no son suficientes para albergar
las conexiones simulta´neas que se van a demandar en los pro´ximos an˜os. Uno de los
requisitos esta´ndar es conseguir una latencia (o retardo) ma´ximo de 5 milisegundos para
cualquier tipo de comunicacio´n. Con la tecnolog´ıa LTE, el procesado de las tramas se
realiza completamente en los eNB, que son a su vez las estaciones a las que el usuario
se conecta directamente. Sin embargo, los recursos de cada eNB son limitados y esto
puede acarrear problemas en situaciones de alta densidad de tra´fico, por no mencionar
que cumplir unos requisitos estrictos de latencia puede ser un desaf´ıo insuperable con
esta arquitectura. Para ello se propone una arquitectura que se encuentra a medio
camino entre el enfoque centralizado de 2G/3G y la solucio´n plana de 4G.
2.3 Cloud-RAN y split funcional
En la arquitectura definida para 5G, los usuarios se conectara´n a una unidad denomi-
nada RRH, pero las funciones de la BBU se encuentran virtualizadas y potencialmente
separadas. Las RRHs estara´n conectadas a la BBU por un enlace que recibe el nombre
de fronthaul. En la arquitectura 4G, este enlace es un cable que conecta dos partes co-
existentes en la misma estacio´n (eNB). En 5G la localizacio´n f´ısica de ambos elementos
ya no es la misma, con lo cual el fronthaul puede ser implementado de maneras muy
diversas: cables de cobre, fibra o´ptica de s´ılice, el medio inala´mbrico, etc. Este hecho
tiene la ventaja de la adaptabilidad, ya que cada caso puede ser totalmente diferente en
funcio´n de las necesidades. Sin embargo, el modelado de las arquitecturas se complica
ya que el tipo de enlace y su capacidad se convierten en un para´metro ma´s a tener en
cuenta.
Para cumplir con los requisitos de las redes celulares 5G, es necesario realizar una
serie de cambios y mejoras que permitan un enorme incremento en las capacidades.
En lugar de definir una tecnolog´ıa de acceso fija (como lo eran WCDMA o OFDMA)
se trata de integrar los esquemas de las generaciones previas y flexibilizar la decisio´n
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Figura 2.4: Arquitectura Cloud-RAN (fuente: [26])
en funcio´n de las necesidades, haciendo uso de multiplexacio´n en tiempo, frecuencia,
espacio, co´digo, o nuevas aproximaciones como se analizan en [27]. La zona del espectro
a utilizar, para cumplir con el requisito de velocidad de transmisio´n, ha de situarse en
las bandas cuya longitud de onda sea del orden de los mil´ımetros; en frecuencia esto es el
rango de 3 a 300 GHz, incluyendo la posibilidad de desviar tra´fico a bandas sin licencia.
Adicionalmente, se va a hacer uso de un esquema Cloud-Radio Access Network (Cloud-
RAN o C-RAN). Cabe destacar que el uso de las siglas C-RAN puede dar lugar a
equivocacio´n, puesto que se corresponden tanto con Cloud-RAN como con Centralized-
RAN. Para evitar lugar a dudas, se emplea de aqu´ı en adelante el nombre completo.
El caso de Centralized-RAN se ha explicado previamente, y se corresponde con una
red de acceso radio centralizada como la utilizada en 2G o 3G. El uso del esquema
Cloud-RAN implica que la BBU a la que esta´n conectadas una serie de RRHs no es
necesariamente una ma´quina, sino que pueden ser varias actuando como un recurso
comu´n. Un esquema simplificado de esta arquitectura se muestra en la Figura 2.4.
Esto rompe con las arquitecturas de RAN centralizada (segunda generacio´n) o RAN
distribuida (cuarta generacio´n), que se han visto en apartados previos. Cloud-RAN
permite un esquema ma´s flexible en el que los recursos son accedidos por las distintas
RRHs en funcio´n de las necesidades en cada momento. Aunque en este trabajo no
se aborden, cabe indicar que la implementacio´n de arquitecturas Cloud-RAN se basa
en te´cnicas de NFV o virtualizacio´n de las funciones de red. Esto quiere decir que
los dispositivos hardware como routers o balanceadores de carga que se encargan de
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funciones relacionadas con la red, se sustituyen por dispositivos equivalentes definidos
por software que se ejecutan de manera virtual en la nube. Este concepto se relaciona
directamente con Cloud-RAN, ya que son los entornos de nube los que permiten llevar
las diversas funcionalidades a uno o varios servidores externos y separados de la RRH.
Separacio´n de funciones
En un esquema con mayor nivel de centralizacio´n, el procesamiento de la informacio´n
se lleva a cabo en una localizacio´n central conectada a varias RRHs y con una gran
cantidad de recursos que le permita soportar elevadas densidades de tra´fico. Sin em-
bargo, la total centralizacio´n de los recursos tambie´n tiene considerables desventajas,
como el alto coste de implementar un cambio tan brusco o la gran demanda que su-
pondr´ıa para los enlaces que conectan la BBU con las diversas RRHs. Lo que se busca
en una arquitectura de quinta generacio´n es encontrar un balance o´ptimo entre ambas
soluciones, donde las RRHs sean capaces de realizar procesamiento por s´ı mismas pero
siempre puedan contar con una capacidad superior en la BBU a la que se encuentran
conectadas, para realizar operaciones ma´s costosas. Una solucio´n pra´ctica y viable a
este problema es la aparicio´n del concepto de split funcional. Un split funcional se
puede definir como una separacio´n de las funcionalidades entre la BBU y las RRHs de
tal forma que se repartan operaciones clave como el procesamiento de las tramas. Ha-
cer que esta separacio´n sea adaptable, introduciendo el concepto de splits funcionales
flexibles, significa que la interaccio´n entre ambas sea ajustable, o en cierto modo inte-
ligente: dependiendo de las caracter´ısticas de la red y de las tramas que requieran un
procesamiento en un momento dado, la red debe ser capaz de encontrar la distribucio´n
o´ptima de funciones entre la BBU y las RRHs para que el retardo conjunto de dichas
tramas sea mı´nimo. Los posibles splits funcionales ya esta´n definidos en la actualidad,
teniendo en cuenta las operaciones cr´ıticas a realizar y las separaciones viables entre
las mismas. Se muestra un esquema en la Figura 2.5, donde aparecen simplificados
seis bloques y los posibles splits funcionales se representan con las l´ıneas discontinuas
(A)-(E). El orden de dichos bloques se corresponde con un enlace uplink, es decir, una
trama que se genera en el usuario y se dirige hacia la red celular. El ejemplo se puede
replicar para un enlace downlink simplemente invirtiendo el orden de las operaciones.
El esquema siguiente se basa en el estudio realizado en [28]:
• Bloques de la Figura 2.5 - Capa f´ısica
– RF and AD : Demodulacio´n de la sen˜al a banda base y conversio´n analo´gico-
digital.
– CP and FFT : Elimina el prefijo c´ıclico, que se utiliza como robustez ante
la interferencia entre s´ımbolos y como elemento auxiliar para la convolucio´n
circular. Esto permite tomar la FFT o transformada de Fourier ra´pida.
– RE Demap: Permite que solamente los Resource Elements (REs) que son
utilizados por el usuario pasen al siguiente bloque.
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Figura 2.5: Splits funcionales (fuente: [29])
– Rx Proc: Se realizan las funciones de ecualizacio´n del canal en el dominio de
la frecuencia, transformada de Fourier discreta inversa y procesado MIMO.
– DEC : Correccio´n de errores (FEC) y decodificacio´n, de tal manera que se
obtiene la trama a nivel de capa de enlace.
• Capa de enlace
– MAC : Media Access Control, demultiplexa los bloques recibidos de la ca-
pa f´ısica en canales lo´gicos que env´ıa a la funcionalidad superior, RLC.
Tambie´n se encarga de gestionar la calidad de servicio requerida en cada
sub-portadora. Es uno de los bloques ma´s cr´ıticos a la hora de decidir el
split funcional.
– RLC : Radio Link Control, traduce la informacio´n recibida a Protocol Data
Units (PDUs) y las ordena segu´n la secuencia de datos correspondiente. A
su vez, es responsable de las retransmisiones a nivel de enlace para asegurar
una mayor robustez.
– PDCP : Packet Data Convergence Protocol, realiza las operaciones ma´s cer-
canas al nivel de red como son la compresio´n de cabeceras, cifrado y verifi-
cacio´n, gestio´n de timeout y de handover.
• Capa de red
– RRC : Radio Resource Control, se encarga de las operaciones del plano de
control.
– IP : Internet Protocol, protocolo por excelencia en el plano de usuario dentro
de la capa de red.
2.4 Tramas y scheduling
Antes de hablar del esquema con el que se va a trabajar, es importante aclarar el
concepto de trama. Se trata de un conjunto de bytes que pueden englobar los mensajes
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de distintos usuarios de la red, y que necesitan ser traducidos por el emisor a una sen˜al
que se env´ıe por el medio inala´mbrico y procesados por el receptor para recuperar los
mensajes originales. En este sentido, tanto el tiempo de co´mputo de las tramas en
las entidades virtuales como la capacidad de los enlaces de fronthaul pueden tener un
impacto significativo en el retardo. Esto lleva a introducir una nueva filosof´ıa a la hora
de procesar las tramas, en la que se tienen en cuenta dos conceptos simulta´neamente y
con la que se pretende minimizar el retardo, proporcionando una solucio´n a varios de
los requisitos que se buscan en la arquitectura 5G.
Junto con los splits funcionales aparece otro concepto: el scheduling. Se refiere al
orden en el cual las tramas van a ser procesadas en la BBU. Como se puede suponer,
la eleccio´n de un scheduling u otro implica un retardo distinto en cada una de las
tramas ya que las que se procesan ma´s tarde tienen que esperar en la cola a aquellas
que las preceden. Este concepto supone una nueva me´trica a optimizar. Se puede intuir
que, sin tener en cuenta otras me´tricas, la solucio´n o´ptima es procesar las tramas ma´s
cortas primero (shortest-job-first) ya que provocan menos retardo en las posteriores.
No obstante, lo que se busca en este trabajo es optimizar ambas me´tricas al mismo
tiempo -splits funcionales y scheduling- con lo que la solucio´n encontrada no siempre
sera´ la trivial. Ma´s adelante se van a analizar en detalle diferentes soluciones para tratar
de optimizar la manera en que una red de quinta generacio´n gestiona las tramas, que
incluyen desde una solucio´n o´ptima pero de lenta ejecucio´n a otras que sacrifican parte
de la idoneidad del resultado para acelerar los ca´lculos fijando alguna de las me´tricas.
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Cap´ıtulo 3
Modelado del sistema e
implementacio´n
De forma general, la evaluacio´n de las diferentes soluciones estudiadas se plantea me-
diante una simulacio´n basada en fotograf´ıas. De este modo, cada fotograf´ıa representa
una realizacio´n independiente del sistema, de forma que no se considera la evaluacio´n
temporal entre fotograf´ıas. As´ı, en cada fotograf´ıa hay varias tramas en la cola de la
BBU esperando a ser procesadas, y una vez calculada la manera de repartir las fun-
cionalidades entre las RRHs y la BBU, y distribuidas las tramas, se puede pasar al
siguiente instante de tiempo y repetir el proceso. En cada una de las fotograf´ıas se van
a simular un conjunto de RRHs conectadas a una misma BBU a trave´s de sus respec-
tivos enlaces. E´stos se caracterizan por tener una capacidad de transmisio´n, mientras
que las ma´quinas (RRHs y BBU) cuentan con una capacidad computacional que es
significativamente superior en el caso de la BBU.
Adicionalmente, la direccio´n en la que viajan las tramas es downlink, lo que quiere
decir que se encuentran en la parte interna de la red y se dirigen hacia el usuario, de
tal forma que pasan primero por la BBU y despue´s por su respectiva RRH para llegar
al usuario a continuacio´n.
Las soluciones que se presentan a lo largo de este cap´ıtulo buscan optimizar el
comportamiento de la red, decidiendo tanto la pol´ıtica de scheduling como el nivel de
split de cada RRH. En algunos casos se realizara´ una optimizacio´n parcial, dejando
uno de los para´metros fijo, de tal forma que se reduce significativamente el tiempo
de ejecucio´n y los recursos consumidos en la ma´quina que ejecute los algoritmos. A
cambio, los resultados obtenidos se alejara´n del o´ptimo. Todo esto se va a detallar en
gra´ficas de tal forma que se puedan apreciar nume´ricamente los resultados obtenidos.
Por u´ltimo, cada uno de los algoritmos va a incluir en este documento un ejemplo
dida´ctico de dimensiones reducidas, de tal forma que se pueda entender con facilidad
el modelo, lo que hace el algoritmo y co´mo lo resuelve. El ejemplo es sencillo y casi
resoluble a mano, de manera intuitiva y sin apenas necesidad de usar el algoritmo en
cuestio´n. Tambie´n se incluye un pseudoco´digo con una explicacio´n detallada, con el fin
de esclarecer la forma en la que se han implementado los algoritmos. La implementa-
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cio´n de cada uno de los algoritmos se ha realizado en lenguaje de programacio´n C++
como mo´dulos del entorno de simulacio´n Generic Wireless Network System Modeler
(GWNSYM) [30].
3.1 Configuracio´n
Antes de detallar cada una de las soluciones, en esta seccio´n se indica la configuracio´n
del escenario estudiado. Se considera una infraestructura donde un conjunto de varias
RRHs esta´n conectadas a una BBU a trave´s de un conjunto de enlaces. La BBU esta´
equipada con un procesador de un solo nu´cleo con una cierta capacidad computacional,
de tal forma que solo una trama se puede procesar simulta´neamente. De la misma
manera, las RRHs poseen una capacidad de co´mputo y los enlaces una capacidad de
transmisio´n. Los valores concretos de capacidades, tanto de las RRHs como las BBUs,
se han fijado en base a los trabajos realizados en [31] y [32]. En las tablas 3.1 y 3.2
se resumen los para´metros con los que se va a trabajar, cuya veracidad se comenta a
continuacio´n.
En las referencias previamente mencionadas se habla de 1000 flops (ciclos de reloj
del procesador) requeridos para procesar cada bit de datos en media, asumiendo una
BBU con cuatro Intel(R) Xeon(R) 4870 y 128GB de RAM; sumado a unas capacidades
en giga-operaciones por segundo (GOPS) de entre 200 y 400 para la BBU y aproxi-
madamente 10 veces menos para las RRHs. En el caso de las RRHs, este valor se va a
hacer ma´s flexible (con un rango desde la capacidad de la BBU hasta 10 veces menor)
con el fin de analizar de manera ma´s fiable los resultados obtenidos. Esto se traduce en
unas capacidades de procesado, as´ı como la de transmisio´n, que se van a representar en
Megabits por segundo (Mbps). Los posibles splits funcionales se representan como el
ratio de funcionalidades virtualizadas, de tal forma que var´ıan entre 0 y 1 dependiendo
de que´ ma´quina este´ realizando cada una de las operaciones que requieren procesado.
Para ma´s detalle, ver [29] y [33]. Por ejemplo, con un split funcional de 0.5, la BBU
y la RRH correspondiente realizan la mitad del procesamiento requerido cada una. El
split funcional tambie´n afecta a la cantidad de datos que se transmiten por el enlace.
El procesamiento de una trama requiere de una cantidad determinada de operaciones,
que se reparten entre la RRH y la BBU. De esta forma podemos definir el nivel de split
para una trama dada como la relacio´n entre la capacidad de procesado requerida en
la BBU y RRH, fSplit = procBBU/proctotal, y por tanto el split funcional es 0 cuando
todo el procesamiento se realiza en la RRH mientras que es 1 si se hace en la BBU.
Adicionalmente, el taman˜o de las tramas se basa en la duracio´n de las mismas
en la tecnolog´ıa LTE, que es de 10 milisegundos. Teniendo en cuenta la capacidad
esta´ndar de una BBU calculada anteriormente (200-400 Mbps), la longitud escogida es
aquella que tarda entre un microsegundo y un milisegundo en procesarse en la BBU, en
concordancia con los objetivos propuestos para la quinta generacio´n. Ma´s informacio´n
sobre longitudes medias en Internet en [34] y [35]. Esto lleva a longitudes de trama de
entre 200 y 200000 bits, unidad con la que se va a trabajar para este para´metro por
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Tabla 3.1: Capacidades esta´ndar a utilizar (Mbps)
Capacidades BBU RRH Enlace
Mı´nima 200 20 1000
Ma´xima 400 200 100000





Como ya se ha mencionado, las soluciones que se presentan a lo largo de este cap´ıtulo
buscan optimizar o bien el scheduling, o bien el nivel de split de cada RRH, o ambas.
Optimizar estos para´metros tiene un impacto directo sobre el retardo total del sistema,
es decir, la suma de los retardos que va a experimentar cada trama. La minimizacio´n
del retardo es el objetivo principal de este trabajo, por ser el factor ma´s contribuyente
a la hora de cumplir los requisitos de las redes 5G. De manera ma´s te´cnica, el retardo
que sufre una trama i se debe a varios factores: el tiempo que tarda en procesarse en
la RRH, tiRRH ; el tiempo que tarda en transmitirse por el enlace, t
i
enlace; el tiempo que
tarda en procesarse en la BBU, tiBBU ; y el tiempo que tiene que esperar en la BBU a
que las tramas que esta´n antes que ella en la cola (segu´n el scheduling) se procesen.
Cabe destacar que los tiempos de procesado y transmisio´n dependen del split funcional
seleccionado. Si denominamos d al retardo de una trama, y t al tiempo consumido por
cada uno de los elementos:








donde el ı´ndice i representa la trama actual, y j las dema´s tramas. El s´ımbolo pi
representa la posicio´n en el scheduling, de tal manera que si pij < pii quiere decir que la
trama j va antes en la cola de espera que la trama i. De esta forma, el u´ltimo sumando
de la Ecuacio´n 3.1 representa en tiempo de espera en la cola de cada trama. De la
misma manera, el retardo global del sistema (denominado D) se puede obtener como












3.2 Splits funcionales fijos
Este modelo calcula el scheduling o´ptimo para una asignacio´n de splits funcionales
previamente fijada. Se puede observar que la distribucio´n o´ptima de tramas es aquella
que trata las ma´s cortas primero. De esta forma el retardo acumulado para las poste-
riores tramas es el mı´nimo posible. Por ende, se trata del modelo que ma´s simplifica
los ca´lculos. El usuario del algoritmo puede fijar diferentes splits funcionales para las
tramas, de tal forma que halle aquel que mejores resultados brinda en te´rminos de
retardo.
3.2.1 Pseudoco´digo
Se presenta en el Algoritmo 1 un simple pseudoco´digo del modelo, que posteriormente
se explica con ma´s detalle.
Algorithm 1 - splits funcionales fijos
1: procedure FixedSplits
2: frameLength← Configuration file
3: capacities← Configuration file
4: fSplit← Configuration file
5: if (fSplit < 0,0 or fSplit > 1,0) then return
6: if (nFrames != nRRH) then return
7: sort(frameLength)
8: for all elements in frameLength do
9: rrhDelay = thisFrameLength ∗ (1− fSplit)/rrhCapacity
10: linkDelay = thisFrameLength ∗ (1− fSplit)/linkCapacity
11: bbuDelay = thisFrameLength ∗ fSplit/bbuCapacity
12: accDelay += bbuDelay
13: totalDelay = accDelay + rrhDelay + linkDelay
14: end for
15: end procedure
En primer lugar, se dispone de un fichero de configuracio´n que se puede modificar
fa´cilmente a mano o mediante programacio´n. A partir de dicho fichero, se extrae la
informacio´n de los niveles de split asociados a cada trama as´ı como la longitud de las
tramas a enviar a cada RRH (l´ıneas 2-4) y despue´s se comprueba que la configuracio´n
es consistente (l´ıneas 5-6). A continuacio´n, se ordenan las tramas (l´ınea 7) de menor
a mayor taman˜o, que se corresponde con el scheduling o´ptimo para esta situacio´n.
Esto se puede hacer mediante funciones ya existentes en la gran mayor´ıa de lenguajes
de programacio´n, incluyendo C++. Una vez hecho esto, se calcula el retardo de cada
trama (l´ıneas 8-14) asociado a cada uno de los elementos que componen la arquitectura
y se guardan los resultados finales en las entidades.
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3.3 Scheduling fijo
El modelo de scheduling fijo comienza con la premisa de que las tramas ya tienen un
orden fijo en el cual se deben procesar, de tal forma que se centra en optimizar los
splits funcionales que se van a elegir para cada una de ellas. A diferencia del anterior la
solucio´n ya no es trivial, y se requiere de algu´n tipo de modelado que permita resolver
el problema de manera sencilla. Basado en el trabajo realizado en [3], se ha disen˜ado
una estructura de Directed Acyclic Graph (DAG) en el que cada nodo representa una
trama con un split funcional determinado, y se ordenan por filas y columnas segu´n
su posicio´n en el scheduling y el split funcional que les corresponde, respectivamente.
Como se comenta a continuacio´n, la estructura del grafo permite plantear el problema
como uno de camino corto, para cuya resolucio´n existen algoritmos eficientes.
3.3.1 Ejemplo sencillo
La Figura 3.1 muestra un ejemplo de grafo donde existen 3 RRHs y 2 posibles splits.
Se puede apreciar que el scheduling es fijo, ya que las RRHs siguen un orden predeter-
minado y lo u´nico que el algoritmo hace es escoger un split funcional para cada una
de ellas. Los nodos Src. y Dst. son nodos auxiliares generados por el algoritmo con el
fin de resolver el problema como el camino de coste mı´nimo desde Src. hasta Dst. En
la figura se marca con flechas continuas una posible solucio´n, donde para la primera
RRH se escoge el split funcional 1, para la segunda se vuelve a escoger el 1, y para
la tercera el split 2. La flecha discontinua refleja otra posible solucio´n con un camino
ligeramente diferente, ya que en este caso para la RRH 2 se ha escogido el split 2. Se
observa que, al ser un DAG, el camino seleccionado por el algoritmo pasa siempre y
solamente una vez por cada trama, escogiendo as´ı el split, y un camino del nodo fuente
al nodo destino representa una asignacio´n de splits funcionales para el conjunto de
tramas. En el caso de existir ma´s splits funcionales posibles, el grafo contar´ıa con ma´s
filas de tal forma que los caminos potenciales aumentan de manera exponencial. De la
misma forma, an˜adir ma´s RRHs implica agregar nuevas columnas, lo que se traduce
en un factor multiplicativo al nu´mero de caminos posibles.
3.3.2 Pseudoco´digo
Se presenta en el Algoritmo 2, de manera complementaria, el pseudoco´digo de este
modelo seguido de una explicacio´n detallada del mismo. Los pasos que ya se han
comentado anteriormente se resumira´n por comodidad del lector.
Como ya se ha visto en el caso anterior, en primer lugar se leen los para´metros
ba´sicos en el fichero de configuracio´n y se comprueba que esta´n dentro de los l´ımites
(seccio´n CheckParams). A continuacio´n se comienza a construir el grafo. Para ello
lo que se ha utilizado es una lista enlazada, donde cada elemento es una estructura
que representa un nodo y contiene un enlace a todos aquellos nodos con los que esta´





Figura 3.1: Ejemplo de grafo para el algoritmo de scheduling fijo, con 3 RRHs y 2 splits
posibles. Src y Dst son nodos auxiliares.
Algorithm 2 - Scheduling fijo
1: procedure FixedSplits
2: CheckParams:
3: frameLength, scheduling ← Configuration file
4: capacities, possibleSplits← Configuration file
5: if (anySplit < 0,0 or anySplit > 1,0) then return
6: if (nFrames != nRRH) then return
7: AssignCost:
8: for all elements in frameLength do
9: for all elements in possibleSplits do
10: rrhDelay = thisFrameLength ∗ (1− fSplit)/rrhCapacity
11: linkDelay = thisFrameLength ∗ (1− fSplit)/linkCapacity
12: bbuDelay = thisFrameLength ∗ fSplit/bbuCapacity
13: cost = bbuDelay ∗ η + rrhDelay + linkDelay
14: InsertNode(source, dest, cost)
15: end for
16: end for
17: InsertNode(nodeF, dest, cost = 0)
18: Execute:




seccio´n AssignCost, donde se asignan los costes de los enlaces desde los nodos de cada
RRH a la siguiente. Cabe destacar que, en la l´ınea 13, el coste asociado a la BBU se
multiplica por un factor que aparece como η. Este factor existe para que, al sumar
el coste de todos los enlaces elegidos por el algoritmo de Dijkstra, se pueda obtener
el retardo total sin ninguna operacio´n adicional. La explicacio´n de este hecho parte
de la definicio´n de retardo que se hizo previamente en la Seccio´n 3.1. El retardo total
presentado en la Ecuacio´n 3.2 se puede reformular para tener en cuenta el retardo que
cada trama provoca a las posteriores en el scheduling. As´ı, los retardos asociados a la














tiBBU · (N − pii + 1)
(3.3)
donde N es el nu´mero total de tramas. De esta forma, se puede definir el retardo total
del sistema en funcio´n del retardo provocado por la trama actual en las posteriores
(adema´s del propio), en lugar de aquel que las anteriores provocan en la trama actual.












BBU · (N − pii + 1)
)
(3.4)
Con esto, se puede apreciar que el factor η que aparece en el pseudoco´digo se
corresponde con la expresio´n (N − pii + 1) en la ecuacio´n 3.4. Por u´ltimo, continuando
con la seccio´n Execute, se aplica el algoritmo de Dijkstra al grafo. Se obtiene una lista
de predecesores de cada nodo, es decir, el nodo que lo precede en el camino o´ptimo
calculado por el algoritmo. A partir de esta lista, se pueden obtener los retardos de
cada trama por separado, porque ya se conocen los splits funcionales escogidos para
cada una, y guardar los resultados finales en las entidades.
3.4 Optimizacio´n conjunta
La optimizacio´n conjunta, en cierta manera, combina los dos modelos anteriores: trata
de optimizar tanto los splits funcionales como el scheduling para cada trama. En este
caso ninguno de los para´metros es fijo, con lo que se puede intuir que la complejidad
del problema crece sustancialmente respecto a los anteriores. Para resolverlo, se pre-
sentaron varias opciones como un grafo con la misma estructura que el anterior o el uso
de te´cnicas heur´ısticas como la relajacio´n de Lagrange [36] o el uso de etiquetas [37].
Sin embargo, todas ellas presentan diversos problemas como su excesiva complejidad
(y por tanto, consumo excesivo de recursos como memoria o tiempo de ejecucio´n) o su
falta de flexibilidad para adaptarse a este modelo. Finalmente se dio con una solucio´n
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alternativa que consiste en formular el modelo como un problema de optimizacio´n li-
neal, de tal forma que se pudiera resolver con herramientas conocidas y fiables como
GLPK [38]. Se define una variable binaria, xi,j, que toma el valor 1 si el enlace entre
los nodos i y j es seleccionado por el algoritmo, y 0 en caso contrario. Por simplicidad,
se define wij para denotar el coste del enlace que conecta cualquier par de nodos (i, j).
Esta variable toma valor infinito para aquellos casos donde no hay enlace. Con todo
esto, y siendo V el conjunto de todos los nodos, la formulacio´n es la siguiente:











xki = Tk ∀k ∈ V (3.6)∑
i∈V/Vi
xik = 1 ∀k ∈ Vi (3.7)
xij ∈ {0, 1} ∀i, j ∈ V (3.8)
Como se observa en la Ecuacio´n 3.5, este problema trata de minimizar el coste total
de los enlaces seleccionados, o lo que es lo mismo, encontrar un camino va´lido de coste
mı´nimo dentro de las restricciones.
Adema´s, se han definido una serie de restricciones para asegurar que el problema
emula el sistema. La ecuacio´n 3.6 obliga a que el flujo entrante y saliente de los nodos
pasivos sea igual a 0. Asimismo, fuerza al nodo origen a enviar una unidad de flujo y
al nodo destino a ser el sumidero de dicha unidad. De esta forma, el camino elegido
necesariamente recorre todo el grafo y con ello el problema se convierte en encontrar el
camino de coste mı´nimo. La variable Tk, por tanto, vale 1 y −1 para los nodos origen
y destino respectivamente, y 0 para los dema´s. La restriccio´n 3.7 provoca que el flujo
total que pasa por cada RRH sea igual a la unidad. En el modelado del grafo, escoger
una RRH en el scheduling es equivalente a elegir su trama asociada. Dado que se asume
que en cada instancia del problema hay una u´nica trama por RRH, la restriccio´n 3.7
asegura que cada RRH se escoja una u´nica vez. Por u´ltimo, la restriccio´n 3.8 define la
variable x como binaria. Se puede observar que el problema resultante es un Binary
Linear Program (BLP), que se ha demostrado que es NP-completo y complejo de
resolver [39][40]. Adema´s, el taman˜o del problema crece de manera exponencial tanto
con el nu´mero de RRHs como con los posibles splits. Para resolverlo, se ha hecho uso
de la herramienta GLPK. Como se puede intuir, el problema de optimizacio´n conjunto
llega a resultados ma´s eficientes que cualquiera de los anteriores, que de hecho son
o´ptimos para esta configuracio´n. A cambio, su consumo de recursos computacionales
es significativamente mayor. En apartados posteriores se hara´ una comparativa entre
todos los modelos para valorar las diferencias y los casos en los que merece la pena








Figura 3.2: Ejemplo de grafo para el algoritmo de optimizacio´n conjunta, con 3 RRHs
y 2 splits posibles. Src y Dst son nodos auxiliares.
3.4.1 Ejemplo sencillo
La figura 3.2 muestra un ejemplo de grafo donde existen 3 RRHs y 2 posibles splits.
Como se puede observar, para cada RRH se utilizan dos filas que se corresponden con el
nu´mero de splits que el algoritmo puede seleccionar. En la figura se marca con flechas de
trazo continuo una posible solucio´n. El scheduling de dicha solucio´n consiste en la trama
3 con el split 2, seguida de la 1 con split 1 y por u´ltimo la 2 con split 2. Cabe destacar
que, tras seleccionar la trama 3 en el scheduling, se tiene que incluir una restriccio´n que
impida que la misma trama se seleccione en posteriores posiciones del scheduling. Este
suceso se refleja con flechas discontinuas. Como se observa, la adicio´n de nuevos splits
funcionales posibles se traduce en un incremento del nu´mero de filas que a su vez esta´
multiplicado por el nu´mero de RRHs, provocando de nuevo un crecimiento exponencial
en el nu´mero de posibles soluciones. Ma´s notorio es el efecto de an˜adir una RRH al
escenario, ya que esto provoca la aparicio´n tanto de una nueva columna representando
una nueva posicio´n en el scheduling como de un recuadro correspondiente a dicha RRH,
suponiendo un incremento incontrolable de soluciones, de orden factorial.
3.4.2 Pseudoco´digo
En el Algoritmo 3 se presenta el pseudoco´digo de este modelo, que muestra la manera
de convertirlo en el problema planteado en 3.5 y traducirlo segu´n la representacio´n
utilizada por GLPK. Los pasos que ya se han comentado anteriormente se resumira´n
una vez ma´s por comodidad.
En primer lugar se leen los para´metros ba´sicos en el fichero de configuracio´n, se
calcula el nu´mero total de nodos y se comprueba que todo esta´ dentro de los l´ımites
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Algorithm 3 - Optimizacio´n Conjunta
1: procedure JointOpt
2: CheckParams:
3: frameLength, capacities, possibleSplits← Configuration file
4: nNodes = nFrames ∗ nFrames ∗ nSplits+ 2
5: if (anySplit < 0,0 or anySplit > 1,0) then return
6: if (nFrames != nRRH) then return
7: if (nNodes > maxV iableNodes) then return
8: AssignType&Cost:
9: for all nNodes do
10: type[node] = Tk
11: end for
12: for all possibleSplits do
13: for all elements in frameLength do
14: for all elements in possibleSplits do
15: if (source→ frame != dest→ frame) then
16: rrhDelay = thisFrameLength ∗ (1− fSplit)/rrhCapacity
17: linkDelay = thisFrameLength ∗ (1− fSplit)/lnkCapacity
18: bbuDelay = thisFrameLength ∗ fSplit/bbuCapacity





24: cost[nodeF ][dest] = 0
25: Problem:
26: glpkParams = ConvertProblem(type, cost)
27: results = GLPK(glpkParams)
28: end procedure
25
(seccio´n CheckParams). El nu´mero ma´ximo de nodos viables se calcula en funcio´n del
tiempo de ejecucio´n, que crece de manera exponencial con las dos variables que se
utilizan (nu´mero de tramas y posibles splits). Este nu´mero se situ´a alrededor de los
4000, equivalente aproximadamente a un caso con 20 tramas y 11 posibles splits, donde
el tiempo de ejecucio´n puede alcanzar los cinco minutos, complicando de forma notable
su evaluacio´n. A continuacio´n se comienza a construir el grafo equivalente (seccio´n
AssignType&Cost), donde al comienzo se asignan los tipos de cada nodo como se ha
visto anteriormente en la variable Tk. Posteriormente se asignan los costes de cada
enlace, teniendo en cuenta que en el grafo hay conexiones que no existen. Esto se
representa en la sentencia condicional de la l´ınea 15. Su significado es que los nodos
que representan una trama en la posicio´n i del scheduling no pueden ir a la misma
trama en la posicio´n i + 1. Tras an˜adir los nodos f y q que completan el grafo, lo
siguiente es traducirlo para que la herramienta GLPK sea capaz de trabajar con e´l.
Si bien esto no se representa de forma detallada en el pseudoco´digo, se resume en la
l´ınea 26 para no sobrecargarlo. GLPK necesita una estructura muy determinada de
matrices para trabajar, y la traduccio´n se basa en reordenar los para´metros que se han
calculado en la fase previa. Esto se realiza recorriendo varias estructuras matriciales,
cuyo taman˜o crece de forma masiva con el nu´mero tanto de RRHs como de splits
funcionales posibles. Denominando F al conjunto de splits funcionales (de tal forma
que |F| es su cardinalidad, y por tanto, el nu´mero de posibles splits funcionales) y R
al conjunto de RRHs, el espacio de posibles soluciones es |F||R| × |R|!, y el nu´mero de
variables a introducir en el problema GLPK, 2|R||F|+ (|R| − 1)× |F||R| × (|F||R| −
|F|)1. Una vez realizada la traduccio´n, se ejecuta GLPK que devuelve los resultados
en su propio formato. A partir de ellos ya se pueden guardar los para´metros de salida
en las entidades como en cualquiera de los otros algoritmos.
3.5 Variaciones en los modelos
Adema´s de los modelos que se han analizado previamente, en l´ıneas futuras se pretende
ahondar en ellos y realizar ciertas modificaciones y variaciones para obtener resultados
ma´s flexibles. Si bien no se han completado estas variaciones en el transcurso de este
trabajo, s´ı que se ha realizado una introduccio´n a las mismas adelantando trabajo
futuro. E´stas consisten en, principalmente, dos modificaciones fundamentales: an˜adir
la posibilidad de gestionar mu´ltiples tramas de una misma RRH en el mismo instante
de tiempo e incluir paralelizacio´n en la BBU, lo que implica la posibilidad de procesar
varias tramas de manera concurrente. A continuacio´n se resumen las ideas recogidas
y las posibilidades para implementarlas, as´ı como los problemas que suponen con la
arquitectura de programacio´n actual.
1El primer te´rmino, 2|R||F|, se corresponde con el nu´mero de enlaces entrantes y salientes a los
nodos virtuales f y q. En el segundo te´rmino se multiplica el nu´mero de columnas (|R| − 1) por el
nu´mero de filas |R||F| y enlaces salientes de cada nodo (|F||R| − |F|).
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Optimizacio´n conjunta
Procesado concurrente en la BBU
A la hora de implementar esta variacio´n, se ha de tener en cuenta un concepto im-
portante que permit´ıa el modelado en el caso del algoritmo base. Como se describe en
la seccio´n 3.3.2, la clave para poder modelar el problema como un grafo de manera
esta´tica se sustenta en el hecho de que el retardo de una trama, si su split funcional
y su scheduling son conocidos, tambie´n es conocido y fijo. Si existiera procesado si-
multa´neo de tramas en la BBU, el tiempo de espera de una trama en la cola (o, de la
misma forma, el retardo que una trama provoca en las posteriores) no solo depende
de su split y su scheduling ; es diferente dependiendo del scheduling seleccionado para
el resto de las tramas, ya que var´ıa dependiendo del core o nu´cleo en el que se en-
cuentre cada una. El procesado concurrente de tramas implica que la BBU tiene a su
disposicio´n varios procesadores, o bien un procesador con ma´s de un nu´cleo. Debido a
ello, el scheduling ya no es una variable de una sola dimensio´n: escoger en que´ orden
se procesan las tramas no es suficiente, es necesario especificar en que´ nu´cleo se va a
procesar cada una. Lo que esto significa es que no se puede utilizar el algoritmo tal
y como esta´ disen˜ado actualmente. La posibilidad ma´s cercana es an˜adir dimensiones
al grafo que contemplen todas las posibilidades del nuevo scheduling ; no obstante, la
complejidad del algoritmo se incrementar´ıa de manera masiva.
La u´nica alternativa viable que se ha vislumbrado es hacer uso de un modelo to-
talmente diferente, basado en la teor´ıa de colas. Su implementacio´n y ana´lisis son ma´s
complejos, pero es sencillo percatarse de que el sistema que se busca se corresponde
con un sistema M/M/S o M/G/S donde S se corresponde con el nu´mero de nu´cleos
disponibles.
Mu´ltiples tramas por RRH
Ahora se contempla la posibilidad de que en la BBU exista ma´s de una trama destinada
a las misma RRH en el mismo instante de tiempo. En un principio la modificacio´n pare-
ce sencilla, sin embargo el problema se complica de manera notable. En la seccio´n 3.3.2
se definio´ el retardo de una trama, d, como:








De nuevo, era posible reformular este retardo en funcio´n del provocado por la trama
actual en las posteriores, en lugar de aquel que las anteriores provocan en la trama ac-
tual. Sin embargo, en esta modificacio´n entra en juego un nuevo factor que se representa
a continuacio´n














y representa el retardo que las tramas anteriores de la misma RRH provocan en la
actual. Sin embargo, la ecuacio´n 3.10 es erro´nea por un motivo muy simple: es perfec-
tamente posible que el procesado de una trama en la RRH i no afecte a otras tramas en
la misma RRH, ya que en el momento en que la primera trama esta´ siendo procesada,
la segunda puede estar au´n esperando en la BBU, procesa´ndose en la BBU o viajando
por el enlace i. De nuevo, surge el problema de que con el modelo actual no es posi-
ble definir el coste de los enlaces del grafo como un retardo esta´tico, ya que depende
de nuevas variables que se relacionan entre s´ı de forma compleja. De esta forma, la
definicio´n del retardo de una trama resultar´ıa mucho ma´s complejo:













siendo funcio´n de cinco factores donde el u´ltimo es, a su vez, funcio´n del split funcional,
el scheduling y en general el retardo de cada una de las tramas anteriores. Modelar
este problema an˜adiendo ma´s caminos posibles al grafo incrementa su taman˜o de forma
masiva. Por tanto, la arquitectura actual se presenta como una alternativa muy pobre
a la solucio´n de este problema, que requiere de aproximaciones distintas.
Scheduling fijo
Procesado concurrente en la BBU
Gracias a que este modelo asume un scheduling fijo, simplifica significativamente el
problema respecto al caso de la optimizacio´n conjunta. Ahora la posicio´n de las tramas
en la cola, as´ı como su asignacio´n a los diferentes nu´cleos de la BBU, son constantes y no
requieren de optimizacio´n. Por tanto, resulta perfectamente viable hacer uso del mismo
algoritmo que se ha utilizado antes de considerar la variacio´n y modificarlo ligeramente.
El grafo resultante tiene exactamente los mismos elementos, con la diferencia de que
el ca´lculo de los costes de cada enlace ya no es el que se ten´ıa previamente




BBU · (N − pii + 1) (3.12)
sino que necesita una modificacio´n para ajustarse a este caso. Ma´s concretamente, el
te´rmino (N − pii + 1) representaba las tramas que van despue´s de la i en el scheduling
y a las cuales afecta, porque les provoca un tiempo de espera en la BBU. Sin embargo,
ahora la trama i solo afecta a las tramas posteriores que adema´s se vayan a procesar
en el mismo nu´cleo. Por tanto, se tiene que buscar una interpretacio´n del scheduling
bidimensional donde piCi ahora represente la trama en la posicio´n i del scheduling co-
rrespondiente al nu´cleo C, e independiente de los otros nu´cleos de la BBU. De esta
manera, el coste g de un enlace que parte de la trama i que se encuentra en el nu´cleo
C se puede formular de la siguiente manera:




BBU · (NC − piCi + 1) (3.13)
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donde NC es el nu´mero de tramas asignadas al procesador C y piCi es la posicio´n de la
trama i en el scheduling del nu´cleo C. Como se puede observar, el problema se puede
resolver tratando a cada nu´cleo como una cola independiente y resolviendo el grafo de
manera conjunta.
Mu´ltiples tramas por RRH
Al igual que en el caso de la optimizacio´n conjunta, esta variacio´n provoca que el
retardo de una trama dependa de su tiempo de espera en la RRH. A su vez, esta




di−1 − tiBBU+enlace+RRH , 0
)
(3.14)
Es decir, el tiempo de espera en la RRH compartida por varias tramas es como
mı´nimo 0 (no puede ser negativo), pero puede ser mayor que 0 si el retardo total de
la trama anterior perteneciente a la misma RRH supera al tiempo que tarda la trama
actual en llegar a la cola. Esto se puede implementar haciendo que el coste de los enlaces
dependa de los anteriores, pero provoca la aparicio´n de nuevos caminos posibles en el
grafo cuyo nu´mero crece de manera exponencial con el nu´mero de tramas. Por tanto,
solo resulta viable con una cantidad limitada de tramas o haciendo uso de te´cnicas
branch-and-cut a la hora de construir o resolver el grafo [41], que dan lugar a una
implementacio´n compleja. Para resolver este problema, es posible que aproximaciones
distintas resulten ma´s eficientes.
Splits funcionales fijos
Procesado concurrente en la BBU
La resolucio´n del problema de splits funcionales fijos difiere enormemente de las ante-
riores, puesto que no hace uso de un grafo. La ventaja de esto es que la complejidad
del algoritmo base es muy baja, pero a cambio presenta el inconveniente de que re-
sulta imposible realizar modificaciones sobre e´l. Para implementar las variaciones, la
u´nica opcio´n viable es tratar de modelar desde cero los problemas, pudiendo as´ı tomar
aproximaciones ma´s flexibles. En el caso del procesado concurrente de tramas en la
BBU, una alternativa a tener en cuenta es la resolucio´n por fuerza bruta de todos los
scheduling posibles. El algoritmo planteado se basa en probar todas las combinaciones
de scheduling, que incluyen todas las asignaciones posibles de tramas en cada nu´cleo.
Ma´s estrictamente, el problema crece de forma polinomial con el nu´mero de proce-
sadores y exponencial con el nu´mero de tramas. Por supuesto, otras alternativas son
viables pero la que se ha planteado mantiene un rendimiento aceptable siempre que
la cantidad de tramas no sea excesiva, y brinda soluciones o´ptimas para la asignacio´n
splits funcionales fijada.
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Los resultados preliminares muestran, como se puede intuir, que segu´n aumenta
el nu´mero de nu´cleos el retardo disminuye de una forma similar a una exponencial
decreciente. Adema´s, el scheduling escogido por el algoritmo tiende a repartir equita-
tivamente la longitud total de las tramas entre los procesadores, de tal forma que el
procesado que se lleva a cabo en cada uno de ellos sea lo ma´s cercano posible. Dentro
de cada nu´cleo, el scheduling seleccionado se inclina a posicionar las tramas ma´s cor-
tas primero. Conociendo este comportamiento, se puede pensar en una optimizacio´n
que reparta lo ma´s equitativamente posible las tramas entre los nu´cleos, centrando el
co´mputo en este ca´lculo y reduciendo significativamente el consumo de recursos sin
alterar en exceso la idoneidad de los resultados.
Mu´ltiples tramas por RRH
Como ya se ha comentado, implementar variaciones en esta solucio´n supone replantear
el problema desde cero. Como en este caso la u´nica variable a optimizar es el scheduling,
una vez ma´s resulta viable probar todas las combinaciones posibles sin que el co´mputo
sea excesivamente costoso. Para el ca´lculo del retardo total de un camino concreto se
puede hacer uso de fo´rmulas ma´s sencillas que las vistas en casos previos, ya que los
retardos de tramas anteriores son conocidos para cada camino (los splits funcionales son
fijos por definicio´n, y cada camino se corresponde con un scheduling fijo). Al igual que
en casos anteriores, puede haber ma´s alternativas viables para resolver este problema.
Los resultados iniciales muestran que no existe una solucio´n trivial, puesto que
planificar las tramas ma´s cortas primero ya no resulta eficiente si las tramas de longitud
similar van a la misma RRH. Esto se debe a que, para disminuir el retardo en la cola
de espera de una RRH, resulta ma´s eficiente enviar las tramas a dicha RRH separadas
en el tiempo. Al intercalar en la cola de la BBU las tramas que van a diferentes RRHs,
el tiempo de espera en la BBU contribuye a que de´ tiempo a terminar el procesado de





En este cap´ıtulo se va a analizar el rendimiento de los algoritmos presentados previa-
mente. Como ya se ha comentado, la complejidad del problema completo puede, en
ocasiones, limitar su uso pra´ctico, hasta el punto de volverlo inviable. Los problemas
parciales son ma´s ligeros y siempre se van a poder utilizar en la pra´ctica, pero conllevan
un deterioro en el retardo mı´nimo que alcanzan sus resultados o´ptimos. Para medir las
pe´rdidas desde el punto de vista de la optimizacio´n, as´ı como los costes computacionales
adicionales que supone utilizar un algoritmo ma´s potente, se han realizado una serie de
ejecuciones consecutivas de las soluciones vistas previamente variando los para´metros.
Tanto las capacidades como las longitudes de trama que se van a utilizar, son las que se
presentaron en la seccio´n 3.1. Se adjunta en la Tabla 4.1 un resumen que relaciona estos
para´metros con la capacidad de la BBU, que en este caso se fija a 200 Mbps, para mayor
comodidad a la hora de su representacio´n gra´fica y de la comprensio´n de los resultados.
Se asume que el enlace es de alta capacidad [42], por tanto haciendo despreciable el
retardo de transmisio´n en comparacio´n con el resto. La capacidad relativa de las RRHs
se representa como el ratio CapRi = Capi/Cap
B, que indica que la capacidad relativa
de la RRH i es su capacidad absoluta dividida entre la capacidad absoluta de la BBU.
Se aprecia que la variable resultante es adimensional. De manera similar, la longitud
relativa de las tramas es el tiempo que tardar´ıan en procesarse si existiera un 100 %
de centralizacio´n (todo se procesa en la BBU). En la fo´rmula LongRi = Longi/Cap
B se
aprecia de manera ma´s clara que la dimensio´n de esta variable es el tiempo, y por ello
se representa en segundos. Convertir estas variables a relativas supone varias ventajas,
como claridad a la hora de representar los resultados o flexibilidad a la hora de interpre-
tarlos. Esto se debe a que los resultados son igualmente va´lidos para una BBU con una
capacidad de 200 Mbps y para otra con una capacidad cualquiera, siempre y cuando
el resto de variables se representen en funcio´n de e´sta. A continuacio´n se describira´n
los escenarios en los que se han evaluado cada una de las soluciones propuestas. Segui-
damente se presentara´n los resultados obtenidos y se concluira´ el cap´ıtulo resumiendo
las principales conclusiones extra´ıdas de esta evaluacio´n.
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Tabla 4.1: Para´metros cuando la capacidad de la BBU es de 200 Mbps
Para´metros Capacidades RRH Longitudes de trama
Absoluta 20 Mbps 200 Mbps 200 bits 200000 bits
Relativa 0.1 1 1µs 1ms
Tabla 4.2: Casos contemplados
Experimento Capacidad RRH Longitud tramas
Tramas heteroge´neas 0.1 - 1 (homog.) Distr. uniforme (1µs - 1ms)
RRH heteroge´neas 0.1 - 1 (paso 0.1) 1µs , 10µs , 100µs , 1ms
Ambas heteroge´neas 0.1 - 1 (paso 0.1) Distr. uniforme (1µs - 1ms)
4.1 Escenarios
Se van a diferenciar tres tipos de escenarios, los cuales comparten la siguiente configu-
racio´n:
• Capacidad de la BBU: 200 Mbps.
• Capacidad del enlace: 100000 Mbps (retardo despreciable).
• Posibles splits : de 0 % a 100 % de procesamiento en la BBU, con paso 10 %.
Adema´s, se cuenta con una serie de para´metros variables, que se indican en la
Tabla 4.2, y que se detallan a continuacio´n.
Cuando se trata una variable como homoge´nea, su valor es fijo e igual para todas
sus instancias. En una ejecucio´n de uno de los algoritmos cuando las tramas son hete-
roge´neas pero las RRHs son homoge´neas, estas u´ltimas tendra´n todas un u´nico valor,
por ejemplo 0.7. En ejecuciones posteriores del mismo caso las RRHs pueden tener un
valor diferente, pero como son homoge´neas tiene que ser el mismo para todas ellas,
por ejemplo 0.4. La diferencia con el caso de las RRHs heteroge´neas es que, para una
misma ejecucio´n, cualquiera de ellas puede tener un valor diferente de capacidad a
cualquiera de las dema´s. Ocurre lo mismo con el caso de las tramas, cuando son hete-
roge´neas seguira´n una distribucio´n aleatoria uniforme en cada una de las ejecuciones.
Sin embargo, si son homoge´neas todas tendra´n el mismo valor; los 4 valores posibles
que pueden tomar para estos casos se ven en la Tabla 4.2. De este modo, el caso en
que u´nicamente la capacidad de las RRHs es homoge´nea emula un despliegue de red
heteroge´neo sobre el que se despliegan servicios heteroge´neos. Por el contrario, el caso
opuesto asume una red de acceso heteroge´nea sobre la que se cursa tra´fico homoge´neo.
Con todo esto, se han contemplado dos casos en los que una de las variables es
homoge´nea y la otra es heteroge´nea. A su vez, el u´ltimo caso es el ma´s general donde
ambas variables se asumen heteroge´neas, pudiendo tomar cualquier valor dentro de
los rangos definidos. Se van a realizar 1000 ejecuciones de cada algoritmo para cada
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Figura 4.1: Retardo conjunto medio con tra´fico heteroge´neo y capacidad de co´mputo
de las RRHs homoge´nea
uno de los casos, donde a su vez las variables homoge´neas van a tomar varios valores
para poder apreciar su impacto en los resultados. La semilla aleatoria que se utiliza es
la misma en todos los algoritmos, evitando as´ı las desviaciones entre unos y otros y
favoreciendo una comparativa ma´s fiable entre ellos.
4.2 RRH homoge´neas y tra´fico heteroge´neo
En el primer escenario, se considera una red de acceso a la BBU homoge´nea donde las
RRHs tienen una capacidad fija relativa que var´ıa desde 0.1 hasta 1. Para las distintas
ejecuciones, se generan nuevas tramas aleatorias distribuidas uniformemente entre 1
microsegundo y 1 milisegundo de procesamiento en la BBU. Este caso es aplicable a
aquellas redes reales donde las estaciones base que esta´n conectadas a la misma BBU
son del mismo modelo o muy similares, y por tanto cuentan con la misma capacidad de
co´mputo. Un esquema de este tipo permite cuantificar el efecto de aumentar o disminuir
las capacidades de las RRHs, mientras que el tra´fico se mantiene aleatorio y, en media,
no altera los resultados. La Figura 4.1 muestra el retardo conjunto de todas las tramas,
as´ı como el intervalo de confianza del 95 %, para las distintas capacidades relativas
de las RRHs. Independientemente de dichas capacidades, se observa que el esquema
de scheduling fijo presenta los mismos resultados que la optimizacio´n conjunta, cuya
solucio´n es o´ptima. Esto confirma los resultados previstos a base de intuicio´n, puesto
que cuando las RRHs tienen la misma capacidad, cualquier orden de procesado de las
tramas que no sea de la ma´s corta a la ma´s larga resulta en un incremento del retardo
en las tramas posteriores que no se compensa mediante ningu´n otro mecanismo. Por
otro lado, el modelo de splits funcionales fijos ha sido ejecutado con tres niveles de
split diferentes para dotar de mayor flexibilidad a los resultados: 0 %, 50 % y 100 %
de centralizacio´n. La idoneidad de este algoritmo var´ıa segu´n las capacidades relativas
de las RRHs; cuando e´stas son menos potentes, el mejor resultado es aquel con mayor
nivel de centralizacio´n y viceversa. Esto tambie´n resulta lo´gico, puesto que cuanta ma´s
capacidad tienen las RRHs ma´s se aprovecha la misma.
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Figura 4.2: Grado de centralizacio´n promedio con tra´fico heteroge´neo y capacidad de
co´mputo de las RRHs homoge´nea
Sin embargo, a la hora de comparar los resultados del modelo de splits funcionales
fijos con cualquiera de los otros dos, se aprecia un claro deterioro en el retardo. Si
bien se podr´ıa alcanzar un buen resultado adaptando el nivel de split de acuerdo a la
capacidad relativa de las RRHs, no supone ninguna ventaja frente a utilizar los otros
dos desde el punto de vista de la optimizacio´n.
Respecto a la seleccio´n de splits funcionales, la Figura 4.2 muestra el grado de
centralizacio´n obtenido por los algoritmos. En este caso no se representa el modelo de
splits funcionales fijos puesto que no trabaja con esta variable. Como se puede observar,
ambos modelos se comportan de manera muy similar hasta el punto de que las escasas
diferencias no presentan discrepancia en te´rminos de retardo. Ambas soluciones son
capaces de adaptar el split escogido en funcio´n de las caracter´ısticas de cada escenario,
lo cual una vez ma´s las situ´a un paso por delante del modelo de splits funcionales fijos.
Cabe destacar el interesante comportamiento de ambos algoritmos a la hora de escoger
los splits funcionales o´ptimos, que no se puede apreciar en la gra´fica. Solo se asignan dos
tipos de splits : a las tramas que se encuentran en las primeras posiciones del scheduling
se les asigna una centralizacio´n del 0 %, y a las tramas en las u´ltimas posiciones se les
asigna el 100 % de centralizacio´n. Esto se debe a que, en las primeras posiciones, no es
eficiente procesar las tramas en la BBU ya que provocan retardo adicional a todas las
siguientes. Sin embargo, se alcanza un punto de inflexio´n a partir del cual merece la
pena pasar a un procesado total en la BBU ya que tiene mayor capacidad, y la ganancia
en velocidad de co´mputo compensa el retardo provocado en tramas posteriores. Segu´n
nos dictan los resultados, en ningu´n caso un split funcional intermedio ofrece mayores
beneficios que seguir esta filosof´ıa. Por supuesto, en la Figura 4.2 se aprecian splits
funcionales intermedios, pero se trata de valores promediados que se derivan del nu´mero
de veces que se asignan el 0 % y el 100 %. Por u´ltimo, cabe mencionar que las diferencias
entre ambos algoritmos a la hora de escoger splits funcionales se debe a decisiones
triviales. Por ejemplo, en el caso en el que las RRHs tienen capacidad relativa 1 (es
decir, BBU y RRHs tienen la misma capacidad) la ma´quina que realice procesado de
la u´ltima trama es irrelevante porque siempre da lugar al mismo retardo.
Como cab´ıa esperar, el grado de centralizacio´n disminuye cuanto ma´s potentes
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son las RRHs. El scheduling o´ptimo siempre resulta ser aquel que asigna las tramas
ma´s cortas primero, y el retardo mı´nimo es alcanzado por dos de los tres modelos. El
modelo de splits funcionales fijos muestra un rendimiento algo inferior a los otros dos,
adema´s de forzar al usuario a fijar los splits en funcio´n de sus necesidades. Por otro
lado, tanto el modelo de scheduling fijo como el o´ptimo se ajustan automa´ticamente
a cada caso, alcanzando mejores resultados que adema´s son muy similares entre ellos.
Posteriormente se va a analizar el rendimiento de los modelos en te´rminos de co´mputo,
pero como se puede intuir, el modelo de optimizacio´n conjunta consume ma´s recursos
que cualquiera de los parciales. Teniendo esto en cuenta, parece la opcio´n lo´gica hacer
uso del algoritmo de scheduling fijo para los casos en los que las RRHs son similares:
es ma´s ligero que la optimizacio´n conjunta, y muestra resultados superiores al modelo
de splits funcionales fijos.
4.3 RRH heteroge´neas y tra´fico homoge´neo
Este escenario consta de una red de acceso a la BBU heteroge´nea donde las RRHs
tienen una capacidad relativa variable, que se genera de manera aleatoria para cada
una de ellas entre 0.1 y 1. En este caso el tra´fico es homoge´neo, es decir, todas las tramas
tienen la misma longitud relativa dentro de la misma ejecucio´n. Esta longitud puede ser
de 1, 10, 100 o 1000 microsegundos. Este modelo se adapta bien a redes que gestionan
o que tratan con un tipo de tra´fico en concreto, y por tanto las tramas son iguales
o muy similares en taman˜o. Como las RRHs tienen capacidades diferentes, se puede
asumir que la red en s´ı es heteroge´nea aunque trate con tra´fico similar, dando as´ı ma´s
flexibilidad al modelo. En este caso se puede analizar con precisio´n el efecto que tiene
sobre la optimizacio´n el hecho de tratar con tramas ma´s largas o ma´s cortas, mientras
que la capacidad de las ma´quinas se aleatoriza de tal forma que se mitiga su influencia.
La Figura 4.3 muestra el retardo conjunto de todas las tramas, as´ı como el intervalo
de confianza del 95 %, para las distintas longitudes relativas de las tramas. Como
cab´ıa esperar, el retardo medio de las tramas aumenta con la longitud de las mismas,
independientemente del algoritmo aplicado. Es ma´s interesante la comparativa entre
los mismos: si bien es cierto que la implementacio´n o´ptima obtiene mejores resultados
que cualquiera de los esquemas parciales, el modelo de scheduling fijo supera al de
splits funcionales fijos con cualquiera de sus configuraciones, siendo la que mejor se
comporta aquella que realiza todas las operaciones en las RRHs.
A diferencia del caso anterior, la discrepancia entre el esquema o´ptimo y los parciales
es significativa, lo que lleva al usuario a tomar una decisio´n al aplicar los algoritmos.
Se puede optar por un mejor rendimiento en lo que se refiere a resultados; o bien por
una simplificacio´n que reduzca el consumo de recursos.
En cuanto a la seleccio´n de splits funcionales, la Figura 4.4 muestra el grado de
centralizacio´n escogido por aquellos algoritmos que lo optimizan. En este caso se ob-
servan diferencias ma´s significativas entre ellos. Cabe recordar que la semilla utilizada
para el generador de nu´meros aleatorios es la misma para ambos, lo que significa que
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Figura 4.3: Retardo conjunto medio con tra´fico homoge´neo y capacidad de co´mputo de
las RRHs heteroge´nea
las desigualdades no se deben a este factor. Los resultados obtenidos son de alto in-
tere´s; si bien es cierto que a medida que crece la longitud de las tramas el grado de
centralizacio´n aumenta, este efecto es muy sutil y apenas alcanza un incremento de un
1 % cuando el taman˜o de las tramas se ha multiplicado por 1000. Adicionalmente, hay
una cuestio´n que se puede venir a la mente al ver estos resultados. Se hab´ıa hablado
de que el mejor scheduling posible es procesar las tramas ma´s cortas primero, y si lo
especificamos as´ı en el algoritmo de scheduling fijo, los resultados deber´ıan ser iguales
a los obtenidos con el esquema de optimizacio´n conjunta. Sin embargo, aqu´ı se observa
que los retardos obtenidos son sub-o´ptimos y los splits funcionales seleccionados no
coinciden exactamente, aunque son muy similares en media. Para ilustrar el por que´
de este comportamiento, se debe primero recordar que, cuando se supuso que dicho
scheduling era el o´ptimo, se estaba contando con que la capacidad de las RRHs era
la misma para todas. De esa manera, se tiene que el retardo de una trama es inde-
pendiente de la RRH a la que este´ asignada. Este es el concepto clave, pues una vez
que se altera la capacidad de cada RRH permitiendo que sean diferentes es cuando los
resultados se desv´ıan. Se deduce que el scheduling o´ptimo en esta situacio´n ya no es el
trivial, sino que se debe hacer uso del modelo de optimizacio´n conjunta (o del modelo
de splits funcionales fijos en su defecto) para encontrarlo.
En este esquema, los resultados obtenidos muestran que el algoritmo a utilizar ya
no es una decisio´n sencilla. Por un lado, la optimizacio´n conjunta brinda los mejo-
res resultados con unas diferencias significativas respecto a los otros, a cambio de un
co´mputo ma´s pesado. El modelo de splits funcionales fijos muestra un rendimiento
inferior a los otros dos en cualquiera de sus variantes, lo que lo hace poco deseable por
no tener ninguna ventaja clara frente a ellos. Por otro lado, el modelo de scheduling
fijo alcanza unos resultados aceptables aunque se hallan por debajo de los o´ptimos,
siendo, en cambio, menos exigente en te´rminos de co´mputo. Se trata de una solucio´n
de compromiso; en funcio´n del tipo de sistema que posea el usuario y de los resultados
que busca, tanto el algoritmo de scheduling fijo como la optimizacio´n conjunta pueden
ser los mejores candidatos en este tipo de redes heteroge´neas donde se trabaja con un
tra´fico estable y una longitud de tramas homoge´nea.
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Figura 4.4: Grado de centralizacio´n promedio con tra´fico homoge´neo y capacidad de
co´mputo de las RRHs heteroge´nea
4.4 RRH heteroge´neas y tra´fico heteroge´neo
En este u´ltimo escenario, las RRHs tienen una capacidad relativa variable entre 0.1
y 1 como se ha visto anteriormente, generada de manera aleatoria para cada una de
ellas. A su vez, el tra´fico tambie´n se genera de manera aleatoria. Las tramas esta´n
distribuidas uniformemente entre 1 microsegundo y 1 milisegundo de procesamiento
en la BBU. Este modelo es el ma´s gene´rico, ya que muestra resultados medios donde
tanto el tra´fico como la capacidad de las RRHs son variables y pueden tomar cualquier
valor dentro de su rango. De esta manera, es un escenario aplicable a redes de todo tipo
donde se integra tra´fico variable de diferentes naturalezas y cuyas RRHs pueden ser de
diversos tipos y por tanto tener capacidades muy dispares. Con este tipo de modelo,
teniendo en cuenta que se realizan 1000 ejecuciones de cada caso, se pueden obtener
resultados muy fiables acerca del comportamiento medio de cada uno de los algoritmos,
cuando no esta´n condicionados por ningu´n para´metro fijo. En la Figura 4.5 se tienen
los retardos conjuntos medios de cada uno de los algoritmos. Los resultados tienen
cierta semejanza con los obtenidos en el caso anterior, donde el modelo o´ptimo destaca
frente a los dema´s y el de scheduling fijo tiene un rendimiento que, au´n sin alcanzar
al ya mencionado, supera con creces los retardos obtenidos por el modelo de splits
funcionales fijos en cualquiera de sus variantes. De esta forma se confirma lo que se ha
ido observando en los casos anteriores, y es que el algoritmo de splits funcionales fijos
siempre presenta peor rendimiento en comparacio´n con el resto de opciones, ofreciendo
un retardo un 50 % superior en el caso ma´s favorable.
Una vez ma´s, el modelo de scheduling fijo presenta una solucio´n menos costosa
y de calidad razonable, ya que la penalizacio´n mostrada en te´rminos de retardo es
aproximadamente un 10 %. Por otra parte, el modelo de splits funcionales fijos muestra
un rendimiento peor que las otras alternativas.
Con respecto a la eleccio´n de splits funcionales, la Figura 4.6 muestra una pequen˜a
comparativa del grado de centralizacio´n escogido por los algoritmos de optimizacio´n
conjunta y de scheduling fijo. Se observa que, en media, el primero tiende a un resultado






























Figura 4.5: Retardo conjunto medio con tra´fico heteroge´neo y capacidad de co´mputo






















Figura 4.6: Grado de centralizacio´n promedio con tra´fico heteroge´neo y capacidad de
co´mputo de las RRHs heteroge´nea
diferencias entre ambos se han acrecentado hasta alcanzar un 3 % mientras que en
casos previos se situaba alrededor del 0.2 %. Esto indica una clara diferencia en la
eleccio´n de caminos o´ptimos, razo´n de ma´s para hacer uso de la optimizacio´n conjunta
en caso de estar buscando las mejores soluciones.
Hasta ahora se han analizado los resultados obtenidos por cada uno de los modelos,
pero resulta complicado obtener una conclusio´n definitiva sin concretar el rendimiento
en te´rminos de co´mputo de los mismos. A continuacio´n se va a realizar un ana´lisis del
uso de recursos por cada uno de los algoritmos, tanto en tiempo como en consumo
de memoria. Con ello, se espera obtener informacio´n ma´s detallada que permita sacar
conclusiones firmes acerca de la viabilidad de cada uno de ellos, as´ı como posibles casos
de uso en los que alguno resulte ma´s rentable a pesar de sus peores prestaciones.
4.5 Uso de recursos
Las medidas de tiempo se han realizado a trave´s del comando time proporcionado por
Linux, en una ma´quina virtual con 2GB de memoria RAM y un procesador Intel(R)
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Tabla 4.3: Tiempos medios de ejecucio´n (s)
Ejecuciones consecutivas 1 5 10 50 100
Optimizacio´n conjunta (11) 3.83 18.78 37.72 156.20 308.24
Optimizacio´n conjunta (2) 0.086 0.408 0.807 3.988 8.011
Scheduling fijo 0.009 0.019 0.032 0.130 0.257
Splits funcionales fijos 0.005 0.013 0.020 0.080 0.155
Xeon(R) Silver 4110 CPU a 2.10GHz. Asimismo, el espacio de memoria utilizado se ha
podido analizar gracias a la herramienta Valgrind [43]. Se han ejecutado los algoritmos
con 10 tramas y 11 splits funcionales posibles, excepto el caso (2) de la optimizacio´n
conjunta, donde se han elegido 2 splits funcionales posibles (centralizacio´n del 0 %, y
100 %) para dar ma´s flexibilidad a los resultados. El caso con 2 splits posibles tiene
un coste computacional significativamente menor que el caso con 11, pero, en teor´ıa,
presenta unos resultados peores. De esta manera, el algoritmo puede ser utilizado con
diferentes para´metros en funcio´n de las necesidades de cada usuario y en este trabajo
se analizan dos de ellas para cubrir ma´s casos de uso. Adicionalmente, se muestran
valores para un diferente nu´mero de ejecuciones consecutivas de los algoritmos. De
esta manera, se evalu´a con ma´s claridad su implementacio´n, en te´rminos de linearidad
de los tiempos de ejecucio´n y consumo de memoria, a la hora de ser ejecutados de
manera seguida.
Los tiempos de ejecucio´n se muestran en la Tabla 4.3, donde se puede apreciar
claramente cua´les son los costes temporales adicionales de utilizar los algoritmos ma´s
complejos. Todos los resultados representados son una media de 10 pruebas para cada
caso (con una desviacio´n pra´cticamente despreciable). Se observa que optimizar solo
uno de los para´metros por separado supone un tiempo de ejecucio´n muy pequen˜o, via-
ble incluso en tiempo real. Entre ellos, el algoritmo que trabaja con un scheduling fijo
presenta unos tiempos ma´s elevados, aproximadamente un 150 % respecto al algoritmo
de splits funcionales fijos. En cuanto a la optimizacio´n conjunta, se aprecia un conside-
rable aumento incluso en el caso que cuenta con 2 splits funcionales a optimizar, unas
50 veces mayor que el caso de los splits funcionales fijos. Cuando se aumenta el nu´mero
de splits funcionales posibles a 11, para igualarlo con el algoritmo de scheduling fijo,
los tiempos se disparan hasta estabilizarse alrededor de los 3 segundos por ejecucio´n.
De la misma manera, se representa el espacio utilizado en memoria en la Tabla 4.4,
donde esta vez los resultados son deterministas. Las unidades representan los megabytes
(MB) de memoria dina´mica que el algoritmo ha utilizado, reservada y posteriormente
liberada. Se aprecia un comportamiento similar a los tiempos de ejecucio´n; en este
caso la memoria utilizada por los algoritmos que fijan una de las variables es pequen˜o,
de apenas 20MB en casos donde se han realizado muchas ejecuciones sucesivas. Esto
da una pista de que se podr´ıan llegar a implementar estos modelos en dispositivos de
capacidades muy limitadas. Entre ellos existe una mı´nima diferencia, siendo el mode-
lo de scheduling fijo el que consume aproximadamente un 120 % respecto al de splits
39
Tabla 4.4: Memoria dina´mica utilizada (MB)
Ejecuciones consecutivas 1 5 10 100
Optimizacio´n conjunta [11] 286.124 1430.299 2860.519 28605.788
Optimizacio´n conjunta [2] 12.186 60.610 121.140 1210.685
Scheduling fijo 0.319 1.274 2.468 23.963
Splits funcionales fijos 0.270 1.029 1.979 19.066
funcionales fijos. La verdadera diferencia es la que existe frente al algoritmo de optimi-
zacio´n conjunta: en el caso de tener 2 posibles splits funcionales, se incrementa el uso
de memoria en un factor 50 nada despreciable, que au´n se multiplica por ma´s de 20 al
incluir los 11 posibles splits funcionales. Esto finalmente resulta en un uso que alcanza
los gigabytes de memoria en apenas 5 ejecuciones consecutivas.
En ambas me´tricas, la diferencia entre los algoritmos parciales y el de optimizacio´n
conjunta son de una proporcio´n muy elevada. Estos datos implican, como ya se hab´ıa
intuido, que las mejores soluciones alcanzadas por la optimizacio´n conjunta no se ob-
tienen sin coste. En el caso de una sola ejecucio´n, que pretende ser el ma´s cercano a la
realidad y el que mayor probabilidad tiene de ser utilizado, se requiere una ma´quina
con una memoria RAM razonable. Esto puede provocar que no sea viable aplicar este
algoritmo en pequen˜os controladores o microprocesadores integrados si se diera el caso.
A su vez, los tiempos de ejecucio´n son de un orden a tener en cuenta, especialmente si
se consideran los 11 splits funcionales posibles.
4.6 Comparativa
Una vez finalizada la evaluacio´n de las diferentes me´tricas, se puede comenzar a com-
parar de manera fiable los algoritmos en funcio´n de sus resultados y su rendimiento.
Como se ha visto, la optimizacio´n conjunta alcanza los resultados o´ptimos que en todos
los casos superan significativamente a los obtenidos por ambos modelos de optimiza-
cio´n parcial, pero esto es a cambio de un rendimiento mucho ma´s costoso y lento que
puede suponer su inviabilidad en determinados casos. El algoritmo de scheduling fijo
tiene unos requisitos de co´mputo similares al de splits funcionales fijos. Si bien es cier-
to que el primero es ligeramente ma´s costoso, las diferencias resultan pra´cticamente
despreciables. Sin embargo, su disparidad en los resultados resulta en el scheduling fijo
como claro candidato, puesto que un incremento del 50 % en te´rminos del retardo de
las tramas supone un gran sacrificio a cambio de unas ventajas ı´nfimas.
A la hora de medir el uso de recursos, se han tenido en cuenta dos vertientes
del algoritmo de optimizacio´n conjunta. Hasta ahora se ha estado trabajando con 11
posibles splits funcionales, pero la opcio´n de considerar solo 2 de ellos (centralizacio´n del
0 %, y 100 %) parece viable desde el punto de vista de los recursos computacionales. La
pregunta que se viene a la mente es cua´nto afecta este decremento a los resultados y si
merece la pena o no tener en cuenta esta variacio´n a la hora de realizar una comparativa.
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Para ello se han realizado 1000 ejecuciones del algoritmo de optimizacio´n conjunta
en sus dos versiones, con ambas variables heteroge´neas. En un principio se pensaba
realizar una gra´fica comparativa, sin embargo se ha descubierto que los resultados son
exactamente iguales. Esto implica que los splits seleccionados por el algoritmo son o
bien 0 % o bien 100 %, independientemente de cua´les sean los otros splits funcionales
posibles. Esto acelera enormemente el proceso sin necesidad de deteriorar los resultados
en ningu´n sentido, lo que resulta en una enorme ventaja para el modelo de optimizacio´n
conjunta.
Con todo esto, el foco se situ´a sobre los algoritmos de scheduling fijo y de optimi-
zacio´n conjunta. El problema se resume en una disyuntiva muy comu´n en el a´mbito
de las telecomunicaciones, que es la eleccio´n entre un proceso ligero con resultados
razonables u otro ma´s costoso que ofrece mejores soluciones. La opcio´n a escoger acaba
dependiendo del tipo de sistema en el cual se vaya a aplicar, as´ı como los recursos
disponibles para el usuario y el objetivo general del mismo. Dividiendo las posibles
situaciones segu´n estos factores, se tiene el siguiente listado:
• Scheduling fijo
– Redes homoge´neas : Como se analizo´ en la Seccio´n 4.2, en el caso de redes
homoge´neas donde todas las RRHs tienen capacidades muy similares los
resultados obtenidos por el algoritmo de scheduling fijo esta´n a la par con
los de la optimizacio´n conjunta. Esto significa que, de manera directa, el
primero no posee ningu´n inconveniente y sin embargo ofrece un rendimiento
mucho mejor, convirtie´ndolo en la opcio´n ido´nea.
– Redes de bajo coste: Cuando se dispone de un sistema con un bajo presu-
puesto econo´mico, es de suponer que se trata de una red pequen˜a que no
necesita de una optimizacio´n inmejorable. El algoritmo de scheduling fijo
ofrece unos resultados lo suficientemente buenos y permite que los ca´lculos
se ejecuten en ma´quinas de baja capacidad, lo que lo hace ideal para esta
situacio´n.
– Redes de baja demanda: En redes donde el tra´fico es escaso, es evidente que
no se requiere una optimizacio´n precisa ya que mayores retardos no van a
provocar ningu´n tipo de congestio´n. Debido a los requisitos ma´s laxos de
este tipo de sistemas, la prioridad se centra en utilizar un modelo funcio-
nal que permita abaratar los costes lo ma´ximo posible. Por consiguiente,
implementar el algoritmo de scheduling fijo en ma´quinas poco potentes se
convierte en la opcio´n ma´s beneficiosa.
– Redes donde la optimizacio´n no es estricta (tolerantes al retardo): En ge-
neral, cualquier tipo de red que no demande soluciones o´ptimas se puede
beneficiar de las ventajas de un algoritmo ligero sin verse afectada por sus
inconvenientes. El modelo de scheduling fijo es, en este tipo de situaciones,
la solucio´n ma´s competente.
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• Optimizacio´n conjunta
– Redes cr´ıticas con muchos recursos : Si se cuenta con un sistema con un
alto presupuesto que tiene unos requisitos ma´s estrictos, lo ma´s razonable
es invertir en ma´quinas que permitan ejecutar algoritmos ma´s potentes en
tiempo real. En estos casos en los que los recursos disponibles no son un
factor limitante, el algoritmo de optimizacio´n conjunta resulta el ma´s apto
por los resultados o´ptimos que es capaz de obtener.
– Redes de alta jerarqu´ıa: En redes ma´s grandes que integran otros tipos de
redes de menor jerarqu´ıa, cada pequen˜o incremento en la idoneidad de los
resultados puede suponer una diferencia significativa en la prestacio´n de los
servicios. Adema´s, estas redes cuentan con un mayor nu´mero de recursos, lo
cual les permite hacer uso de algoritmos ma´s potentes para conseguir este
objetivo. Por tanto, el algoritmo de optimizacio´n conjunta resulta ido´neo
para estos sistemas.
– Entornos de investigacio´n: Una de las caracter´ısticas de los sistemas im-
plementados en entornos de investigacio´n es que disponen de los recursos,
especialmente tiempo, como para utilizar los modelos ma´s potentes para
alcanzar los mejores resultados posibles. Por definicio´n, el algoritmo de op-
timizacio´n conjunta se adapta perfectamente a esta situacio´n proveyendo





En este trabajo se han implementado y analizado diversos algoritmos para la minimi-
zacio´n del retardo en escenarios con splits funcionales flexibles, donde se ha tenido en
cuenta el scheduling como factor adicional ya que ambos tienen un gran impacto en el
rendimiento de los sistemas. Se ha considerado la optimizacio´n conjunta, que brinda
los mejores resultados posibles, pero a cambio supone la resolucio´n de un BLP. Esto
provoca que pueda ser inviable utilizar este algoritmo en ciertos casos pra´cticos, ya que
es conocido que se trata de un problema NP-completo. Debido a esto, se han tenido
en cuenta opciones alternativas que fijan uno de los dos para´metros a optimizar, de tal
forma que su rendimiento mejora considerablemente a cambio de la obtencio´n de unos
resultados que se encuentran por debajo del o´ptimo. Una vez considerados estos mode-
los, considerando el trabajo realizado en [3] como base, se han programado y ejecutado
sobre diversos escenarios para analizar su comportamiento en situaciones realistas.
Los resultados muestran que en aquellos escenarios donde la red de acceso es ho-
moge´nea en te´rminos de co´mputo, el retardo obtenido con el algoritmo de scheduling
fijo es estad´ısticamente similar al ofrecido por la optimizacio´n conjunta. Esto no es as´ı
para redes heteroge´neas en general independientemente del tipo de tra´fico, donde se
observa una mejora significativa en las soluciones obtenidas mediante la optimizacio´n
completa respecto a las parciales. Adema´s, la seleccio´n de splits funcionales elegida por
el algoritmo de scheduling fijo es, en la gran mayor´ıa de los casos, cercana a la o´ptima
y distinta a mantener fijos los splits funcionales, lo que lleva a una mejora en los resul-
tados. En general, el algoritmo de splits funcionales fijos apenas presenta ventajas: el
retardo mı´nimo que alcanza es notoriamente superior, y resulta muy poco adaptable
ante diferentes tipos de redes y de tra´fico. En este sentido, en el caso de elegir hacer
uso de uno de los modelos de optimizacio´n parcial, la opcio´n ido´nea es el algoritmo de
scheduling fijo independientemente de la situacio´n particular.
Con todo esto en mente, la decisio´n final que queda tomar es, en el probable caso de
contar con una red heteroge´nea, si se valora ma´s un rendimiento ma´s eficiente con un
menor consumo de recursos o unos resultados significativamente mejores. Teniendo en
cuenta las grandes diferencias en te´rminos de tiempo de ejecucio´n y memoria consumida
por los algoritmos, se ha ofrecido una comparativa en detalle con los casos de uso en los
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que el empleo de cada uno de los algoritmos resulta la opcio´n ma´s recomendable. En
cualquier caso, la eleccio´n final dependera´ de las caracter´ısticas concretas del sistema,
as´ı como de las preferencias y objetivos prioritarios de cada situacio´n particular.
5.1 Contribucio´n
Este trabajo forma parte de la l´ınea de investigacio´n correspondiente a las redes de
quinta generacio´n del Departamento de Ingenier´ıa de Comunicaciones de la Univer-
sidad de Cantabria, ma´s concretamente del Grupo de Ingenier´ıa Telema´tica. Actual-
mente, el nu´mero de trabajos y documentos que centran su atencio´n en la interaccio´n
entre scheduling y splits funcionales flexibles es muy limitado, y por ello se ha decidido
profundizar en este aspecto aportando ana´lisis y resultados que no han sido publica-
dos hasta ahora. Se han implementado y evaluado tres algoritmos diferentes en redes
de diversas naturalezas, dando al trabajo tanto un enfoque generalista como un plan-
teamiento ma´s detallado en ciertas situaciones particulares reales. Los resultados han
esclarecido varios puntos que requer´ıan de un ana´lisis detallado, algunos de los ma´s
destacables se listan a continuacio´n:
• El scheduling conocido como shortest-job-first no siempre es el o´ptimo, a no ser
que la red sea totalmente homoge´nea en cuanto a la capacidad de co´mputo de
las RRHs.
• En redes heteroge´neas, estad´ısticamente hablando, el problema de optimizacio´n
conjunta brinda mejores resultados. Sin embargo, los costes computacionales adi-
cionales son muy significativos.
• Para los escenarios analizados, los splits funcionales flexibles presentan un com-
portamiento todo-o-nada, donde la centralizacio´n o´ptima siempre es o bien 0 % o
bien 100 %. Sin embargo, no presentan ningu´n patro´n aparente y su optimizacio´n
requiere de algor´ıtmica.
• Por este motivo, en caso de decantarse por un modelo de optimizacio´n parcial,
estad´ısticamente fijar el scheduling presenta mejores resultados que fijar los splits
funcionales.
Las contribuciones descritas han dado lugar a publicaciones en conferencias tan-
to nacionales como internacionales. En concreto ha sido aceptado un art´ıculo en la
conferencia IEEE 90th Vehicular Technologyy Conference (VTC-fall1), bajo el t´ıtulo
Minimizing delay in NFV 5G Networks by means of flexible split selection and sche-
duling. Asimismo, este trabajo tambie´n ha sido aceptado para su presentacio´n en las





Tomando como punto de partida los resultados en este trabajo, en el futuro se conti-
nuara´ analizando alternativas adicionales al esquema de optimizacio´n conjunta, espe-
cialmente en escenarios heteroge´neos donde los elementos de acceso tienen diferentes
capacidades de co´mputo. En particular, las te´cnicas de clusterizacio´n, donde se agru-
pan el tra´fico o las RRHs con propiedades similares, podr´ıan simplificar el problema
y reducir los costes computacionales. Al mismo tiempo, se van a incluir esquemas de
cooperacio´n entre las RRHs y variaciones en los modelos ya existentes, an˜adiendo la
posibilidad de gestionar mu´ltiples tramas de una misma RRH en el mismo instante de
tiempo o incluyendo paralelizacio´n en la BBU, es decir, procesado simulta´neo de varias
tramas. Un avance de estas variaciones se ha inclu´ıdo en la Seccio´n 3.5.
Adicionalmente, se van a considerar escenarios ma´s complejos donde se tiene en
cuenta la evolucio´n temporal de la llegada de nuevas tramas a la BBU. En este caso,
se van a emplear soluciones online que hagan uso de los resultados proporcionados
por la teor´ıa de colas [44][45]. De esta manera, una BBU sin paralelizacio´n actuar´ıa
como un sistema M/M/1 o M/G/1, proporcionando informacio´n estad´ıstica sobre los
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