Abstract -This paper studies the applicability of kalman filtering approaches for network wide traveler Origin Destination estimation from link traffic volumes. The paper evaluates the modeling assumptions of the Kalman filters and examines the implications of such assumptions. [7] ) and kalman filtering models.
classified into statistical inference models (Maher [lo] , Nihan and Davis [7] ) and kalman filtering models.
Kalman Filtering Approaches for O-D Estimation
The difference (transition) equation) for Kalman Filter is of the form where Qk-,is the matrix of autoregressive coefficients, uk is a deterministic input, r,the control gain, A, the disturbance gain, and w k is the disturbance input. The measurement equation is given by (2) where nk is the error term. The filter computes the estimate of the state while minimizing the spread of the estimate error probability distribution function [5] . Assumptions used are:
x k = $k-lXk-1 + 'k-lUk-1 + 'k-lWk-l (l) xk = Hkxk i-nk
The expected value of the initial state (x,) and its covariance ( Po ) are known: E(xo) = 2, (3) E[(x, -io)(x0 -. ?O) ' ] = Po E(wk) = 0 (5) E(WkWkT> = QL (6) E ( W k W l ) = 0 j # k (7) (4) The disturbance input is a white zero mean Gaussian sequence:
Themeasurement error nk is a white zero mean Gaussian random sequence that is uncorrelated with the disturbance input, i.e. (8) E(nknc) = Rk (9) E(nknT) = 0 j # k (10) E(wkfi;) = 0 Yj,k
E(nk)
(1 1) For the system described by (1) and (2) , under the conditions expressed in equations (3) to (1 1) the covariance and state estimation update equations may be written as: [ll] have developed KF approaches in which they assume that the dynamics of the split parameter bjk (defined as the portion of traffic volume ( qi(k)) entering the iih entrance during the kih time interval that leaves through exit j) vary as :
The measurement equation relates the traffic flow to the split parameters and may be written as: 
Objective
The objective of this paper is to investigate the use of state space models for O-D estimation. Using real data, we explore the characteristics of the error terms in the underlying dynamic process of O-D departures. The aim of our data analysis is to check for inconsistencies between observed O-D flow patterns and Kalman filter modeling assumptions. This is crucial in determining the appropriate design of the filter. In the light of our data analysis, we present potential strategies that account for some limitations of existing filters, and the resulting improvements are demonstrated.
Dynamics of O-D Flow and Its Implications in Filter Design
Models developed for freeway O-D estimation have used the form given in (15), while models developed for Generalized Networks have used either (17) or (19). The following analysis illustrates the relationship between the dynamics assumed in (17) and (15). Equation (15) can alternatively be written as ,k+l ,k
Yi Yi
Multiplying both sides of (21) by q;+'we get 
Analysis of 0 -D data
We used one of the representative 0-D pairs (from Framingham to Boston, a distance of about 22 miles) for our studies. Our analysis of the transition equation (15) which is assumed by most Kalman filtering models developed for freeways showed that the noise had a zero mean but was not Gaussian.
The study of equations (17) and (19) called for regression analysis. Our analysis assumed that the autoregressive structure remhed constant over the whole day (permitting to have enough observations to estimate these parameters) and that the flow between an 0-D pair for a period was related to previous 0-D flows for that pair alone. One day's data was used for the LTV (0-D) system and two days data were used to obtain a time series of deviations for the LTV (deviations) system.
The regression correlation coefficients were lower for the LTV (0-D) model. This indicates that the autoregressive equation of Okutani seems to better describe the stochastic 0-D departure process. However, a crucial assumption in the design of state space models rests on the nature of the error terms W k , which are the residuals of the regression. The error terms w(k) are assumed to be a white gaussian noise with zero mean. We performed the Anderson-Darhng test for the hypothesis that the error terms conform to a normal distribution. The results showed that the hypothesis was accepted at the 95% confidence level for both LTV(0-D) and LTV@eviation) models. To test the whiteness of the noise the error covariance matrices of the regression were studied. The test specifically focused on checking to see if equation (7) However, this conclusion has to be treated with some caution because the number of data points is relatively small. Also note that the high values of the regression correlation coefficients for high values of 4' may well be due to the reduction in the degrees of freedom for the regression. (Since we had only 16 data points increasing the number of independent variables is bound to increase the regression correlation coefficient.) In order to overcome these limitations, we carried out the regress ion by merging all three days data' Here, again, the regression correlation coeficients showed that 0-D flow data for a given interval can be related to flows in the past interval only with a reasonable amount of confidence through Okutanis autoregressive structure. It also showed that relating deviations for the present period to those of the past does not really carry much statistical significance as reflected in the low values of the Regression Coefficients. More importantly, the data lead us to suspect the whiteness assumption of the noise for both LTI(0-D) and LTIpifferences) models. For ' While the data for all three days starts at 07:OO in the morning and ends at 11:OO the merged data treats the time series as continuous. Since the peak period ends at 11:OO and starts at 07:OO the merging of the second days begining peak data at the end of the first days peak period makes the time series of flows reasonable. 
LTI(0-D) model we clearly note that while

Findings from Data Analysis
From the above analysis of departure time data the following conclusions can be stated: 1. The noise terms for equation (15) had a zero mean but was not Gaussian 2. The noise terms for equations (19) and (17) were found to have gaussian but colored noise. The next section examines the implications of colored and Non-Gaussian Noise, and this is followed by enhancements to account for some of these deficiencies. Enhanced LTV(Differences) model, respectively. Thus it is seen that accounting for colored noise has considerably improved the estimates of the Filter.
Implications of
If Vk-] is not found to be white then one may account for its coloredness using the same procedure described here.
Conclusions
This paper has presented an investigation into the use of Kalman Filtering approaches for dynamic 0-D estimation through a study of the dynamic relationships that are assumed in current literature. The analysis of the nature of error terms of currently assumed dynamics, using real data, revealed that the noise is not a white Gaussian sequence. Enhanced Kalman estimators that can filter the colored noise in the system were designed and tested to show the improvement.
