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18 (2) Sometimes the documents are presented in electronic form in which the document text and images have been encoded in an electronic memory media from which the documents can be retrieved for perusal or for "hard copy" or paper reproduction. In the past, when a large number of such documents are to be searched to locate one or more query terms, usually words, an index is built against which the query terms are compared. Such index generally is formed of two parts. The first part is a document identifier (herein the "document id"). The document id is merely an identifi cation of each document in the collection, and may be a number, key word or phrase, or other unique identifier. The second part is a word and the number of times the word appears in the document with which it is identified (herein the "word frequency').
In the past, as shown in FIG. 1, to identify the particular documents in which search or query words exist, usually the index of all of the words is brought into a computer memory 10, and the query words are compared, one at time, against each of the words in the memory. As each word is compared, a "score' is kept of the documents in which it appears. Thus, a first query word is processed 11, and a partial "score' is computed 13 for the first word. Then a next query word is processed 14, and a cumulative "score" is computed 16. As the successive query words and cumulative scores are pro cessed until completed 17, the cumulative score is continued to be generated. After the last query word has been searched, the "scores' can be used to identify or sort the documents 18 in order of the number of "hits" by the query words, and a list of documents found can be displayed 19.
Such techniques, however, require a large amount of computer accessible memory, particularly for large docu ment collections. The memory requirement often makes it impractical for document searching on personal or portable computers, even if the documents are stored on large capac In the field of image processing, recently, direct paper document searching techniques have been proposed in which one or more morphological properties of the images on the document are processed and used for comparison against a query word, term or image. In accordance with such techniques, a document is scanned and the morpho logical properties of its various images directly determined without decoding the content of the image. In performing Searches of a large corpus of documents, however, one technique that can be used is to generate an index similar to that described above, but with a list of frequencies of morphological properties used in place of the words. Again, especially in large document collections, a large amount of memory is required to perform search queries.
SUMMARY OF THE INVENTION
In light of the above, it is, therefore, an object of the invention to provide an improved method for performing a similarity search on a large collection of documents using less memory than conventional methods heretofore employed.
It is another object of the invention to provide an improved method of the type described that can be per formed efficiently.
In accordance with a broad aspect of the invention, a method for performing a search of a plurality of documents for similarity to a query term or word is presented. The method includes retrieving a first document, and determin ing a number of occurrences of the query word in the first document. The method then includes retrieving a next document and determining a number of occurrences of the query word in the next document. The steps are repeated until each of the plurality of documents have been retrieved, and the number of occurrences of the query word has been determined in each of the plurality of documents.
The query word can include a plurality of query terms, all of which are searched in each document, in turn, rather than being searched term by term in the whole collection of documents. The documents are then ranked according to the number of occurrences of the query words determined in each document, and a list of documents is produced accord ing to the document ranking.
In one embodiment, a list of words contained within the retrieved document is generated, and the query words are compared to the generated list of words.
In another embodiment, all of the query words are com pared against a first portion of the documents. Subsequently, all of the query words are compared against a second portion of the documents. The documents are then ranked, according to the number of occurrences of the query words determined in each document, and a list of the documents is generated according to the document ranking.
In another embodiment, the documents are organized into an inverted index. In this case, instead of retrieving a document, the segment of a list of document-id and term frequency pairs related to the query term and the document is examined.
BRIEF DESCRIPTION OF THE DRAWINGS
The invention is illustrated in the accompanying drawing, This invention relates to techniques for performing simi larity searches of the type in which the similarity search is performed with a query formed of a sequence of one or more words, syllables, phrases, images, or the like. Although the term "query word' is used herein, it should be understood that the "word" refers to a word, a word portion, or portions of a document or image which comprises letters, numbers, or other language symbols including non-alphabetic linguis tic characters such as ideograms or foreign syllabries, and word or character substitutes, such as "wildcard' characters or the like. The result of the similarity search is a ranked list of documents from the indexed collection that have the highest similarity quotient to the query. The similarity quotient of a document with regard to a query is a number that results from a user defined formula that may include the number of documents in which each query word appears, the number of times it appears in each document, and the number of documents in the corpus. In some instances, it may be desirable to include different weights to be applied that designate relative importance of query words, or order of appearance of query words, or other similar search criterion.
The method described herein is preferably implemented on a general purpose computer. Referring to FIG. 3 , a general purpose computer 100 comprises a programmable microprocessor central processing unit (CPU) 50, an internal memory 60, an instruction memory 70 and a user interface (UI) 80. Data to be searched for similarity to a query is retrieved into the internal memory 60 from an external memory 90, such as, for example, a hard disk or optical disk system. The data residing in the internal memory 60 is then scanned by the CPU 50 in accordance with instructions provided by the instruction memory 70. The user inputs a multiple term query for use by the CPU 50 via the UI 80 such as, for example, a keyboard or touch screen. The CPU 50 then searches each document, in turn, for similarity to the query entered at the UI 80. Depending upon the number of "hits' or matches to the query the CPU 50 generates a "score' for each document searched and stores the results in the internal memory 70. A detailed description of the search method implemented by the general purpose computer 100 is described below.
In order to accomplish the similarity search according to the invention, an inverted index is preferably used. The inverted index contains a list of pairs of document identifiers and word frequency for each unique word in the corpus, or collection of documents. The word frequency is the number of times the word appears in the document identified by the document id with which it is paired. The documentid -word frequency pairs are preferably arranged in ascending or descending order by document id.
The method of the invention is in contrast to previous methods in which the calculation of a similarity quotient is usually made by going entirely through the list of pairs of 4. document identifiers and word frequencies for a single query word, and as each query word is being processed, computing partial scores for each document found in the list. In accordance with the method of a preferred embodiment of the invention, with reference now to FIG. 2 , rather than accessing all the document id -word frequency pairs for a query word before accessing those of another query word, the comparison is switched from one stream of documentword frequency pairs to another. Thus, all the document id -word frequency pairs for one document are visited before going on to others. Accordingly, the document id -word frequency pairs for the first document are retrieved 20 into a computer memory. Thus, it will be appreciated that the technique of the inven tion is particularly well suited for use in memory constrained cases, and is analogous to an n-way merge algorithm, though in this case a merge is not being performed, but rather, a set of calculations is being done.
Next, all of the query words are compared, searched, or processed vis-a-vis the first document 21, and a complete document "score' is computed for the first document 23. In performing a similarity search in accordance with the inven tion, it is desirable to keep a list of all the documents in the collection, or at least a list of all the documents that have been seen in the lists being processed. This is desirable in order to track the partial score of the documents. This list can be accessed at points corresponding to the document id portions of the document id -word frequency pairs being processed. Thus, as the list for each query word is processed the document list may be accessed at increasing (or decreas ing) points, depending upon the ordering of the document ids.
The process is continued by retrieving the next document id -word frequency pairs for the next document 25 into the computer memory, and again processing all of the query words vis-a-vis the next document 27, and a new "score' is computed for the next document 28. The process is contin ued 30 until all of the documents have been processed. Once all the query words have been processed the fully computed or cumulative "scores' are sorted into rank order and the list displayed 31. Alternatively, in order to produce a sorted list immediately at the end of the process, each time a partial score is computed, the changed document score can be repositioned in the ranking as necessary.
Again, in contrast to previous techniques in which, if there was not sufficient memory in the system to keep the whole list in memory together with the portion of the query word's list of document id -word frequency pairs being processed, most of the document list was paged in from an external store, for comparison with each query word. In the technique of the invention, one query word's stream of pairs is switched to another to make all the calculations, for example, for the lowest document id in all of the various lists before going on to the second lowest document id and so forth. In accordance with the invention, there need only be enough memory to contain the entry for one document in the document list at a time, and for each query word, one entry in the list of pairs of document id -word frequency. Since for large document collections the list of documents will be very large this enables computation with a much smaller memory requirement than previous techniques.
It will be noted that it may be necessary to perform additional computation than previous techniques in making comparisons between the identifications of the current ele ment in the various query word lists. However, this com putation is inexpensive compared to disk input/output costs. 5,544,049 S An alternative embodiment of the method of the invention is to process some number of documents (more than one) at the same time. This number of documents could be deter mined at run time based on the available memory, or at compile time based on the expected target machine. Each list of document id -word frequency pairs would be processed until the document identifications exceeded the current range of document identifications being processed. Then computation would move on to the next query word list. This variation decreases the amount of extra computation done, although it does not eliminate it entirely, and requires more memory, though not as much as previous approaches.
Although the invention has been described and illustrated with a certain degree of particularity, it is understood that the present disclosure has been made only by way of example, and that numerous changes in the combination and arrange ment of parts can be resorted to by those skilled in the art without departing from the spirit and scope of the invention, as hereinafter claimed, We claim:
1. A computer implemented method for performing a search of a plurality of documents for similarity to a query having multiple terms using an inverted index of the plu rality of documents, the method comprising the sequential (d) calculating a similarity score for the subsequent docu ment based on the number of occurrences of the query terms in the subsequent document, and (e) repeating steps (c) and (d) until a similarity score has been calculated for each of the plurality of documents. 2. The method of claim 1, further comprising the step of ranking the plurality of documents based on the calculated similarity scores.
3. The method of claim 1, further comprising the step of producing a list of the plurality documents that is ordered based on the calculated similarity scores.
4. The method of claim 1, wherein the query terms comprise images, and wherein the inverted index is an inverted index of images that occur in the plurality of documents.
5. The method of claim 1, further comprising the step of storing a predetermined number of the highest similarity Scores in a memory as the searching and calculating steps are performed.
6. The method of claim 1, wherein a similarity score for each document is calculated before a search is performed for occurrences of the query terms in a subsequent document.
7. The method of claim 1, wherein, the steps of calculating a similarity score comprise calculating a similarity score based on a user defined formula and a number of occur rences of the query terms in a document. 8. A computer implemented method for performing a search of a plurality of documents for similarity to a query having multiple terms using an inverted index of the plu rality of documents, comprising the sequential steps of:
(a) searching the inverted index for each of the query terms and determining a number of occurrences of the query terms in a first document; (d) searching the inverted index for each of the query terms and determining a number of occurrences of the query terms in a subsequent document; (e) calculating a similarity score for the subsequent docu ment based on the number of occurrences of the query terms in the subsequent document; (f) storing the subsequent document's similarity score in the memory when fewer than a predetermined number of similarity scores are stored in the memory; (g) comparing the Subsequent document's similarity score to the similarity scores stored in the memory, deleting the lowest similarity score stored in the memory, and storing the subsequent document's similarity score in the memory when the subsequent document's similar ity score is higher than the lowest similarity score stored in the memory and more than a predetermined number of similarity scores are stored in the memory; and (h) repeating steps (d) through (g) until a similarity score has been calculated for each of the plurality of docu lentS.
9. The method of claim 8, further comprising the step of ranking the documents whose similarity scores are stored in the memory based on the calculated similarity scores.
10. The method of claim 8, further comprising the step of producing a list of the documents whose similarity scores are stored in the memory, the list being ordered based on the calculated similarity scores.
11. The method of claim 8, wherein the query terms comprise images, and wherein the inverted index is an inverted index of images that occur in the plurality of documents.
12. The method of claim 8, wherein a similarity score for each document is calculated before a search is performed for occurrences of the query terms in a subsequent document. 13. The method of claim 8, wherein the steps of calcu lating a similarity score comprise calculating a similarity Score based on a user defined formula and a number of occurrences of the query terms in a document.
14. A computer implemented method for performing a search of a corpus of documents for similarity to a query having multiple terms using an inverted index of the corpus of documents, the method comprising the sequential steps of:
(a) retrieving a first portion of the inverted index corre Sponding to a first plurality of documents from a first memory into a second memory; (b) searching the first portion of the inverted index for each of the query terms and determining a number of occurrences of the query terms in each of the docu ments in the first portion of the inverted index; (c) calculating similarity scores for each of the documents in the first portion of the inverted index based on the number of occurrences of the query terms in the documents;
(d) retrieving a subsequent portion of the inverted index corresponding to a subsequent plurality of documents from the first memory into the second memory; 15. The method of claim 14, further comprising the step of ranking the plurality of documents based on the calcu lated similarity scores.
16. The method of claim 14, further comprising the step of producing a list of the plurality documents that is ordered based on the calculated similarity scores.
17. The method of claim 14, wherein the query terms comprise images, and wherein the inverted index comprises 18. The method of claim 14, further comprising the step of storing a predetermined number of the highest similarity scores in the second memory as the searching and calculat ing steps are performed.
19. The method of claim 14, wherein similarity scores for documents in each portion of the inverted index are calcu lated before a search is performed for occurrences of the query terms in documents in a subsequent portion of the inverted index.
20. The method of claim 14, wherein, the steps of calculating a similarity score comprise calculating a simi larity score based on a user defined formula and a number of occurrences of the query terms in a document.
