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Abstract
An important task for any large-scale organization is to prepare forecasts of key performance
metrics. Often these organizations are structured in a hierarchical manner and for operational
reasons, projections of these metrics may have been obtained independently from one another at
each level of the hierarchy by specialists focusing on certain areas within the business. There is
no guarantee that when combined, these aggregates will be consistent with projections produced
directly at other levels of the hierarchy. We propose a Bayesian hierarchical method that treats the
initial forecasts as observed data which are then combined with prior information and historical
predictive accuracy to infer a probability distribution of revised forecasts. When used to create
point estimates, this method can reflect preferences for increased accuracy at specific levels in the
hierarchy. We present simulated and real data studies to demonstrate when our approach results
in improved inferences over alternative methods.
Keywords: Bayesian methods, forecast reconciliation, hierarchical time series, heterogeneous loss
function
1. Introduction
Large-scale organizations are often required to provide forecasts of a number of key performance
metrics that measure attributes such as their financial health or growth potential (e.g., Yang,
Hosking & Amemiya, 2014; Amemiya, Yang & Anikeev, 2014; Fan & Hyndman, 2008). These
organizations are naturally structured in a hierarchical manner; they conduct business in various
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locations around the world and are split by divisions that are responsible for distinct products
or lines of business. Recognizing the importance of accurate forecasts in their decision making,
different groups within the organization have often developed their own mechanisms for collecting
individual data and creating predictions for their operations in isolation from the rest of the
business. However, forecasts are often produced independently from one another in the manner
outlined above and subsequently collected together to obtain aggregate estimates. The independent
forecasts will typically be inconsistent with information one has of forecasts provided at other levels
of the hierarchy.
There are a number of different contexts in which the hierarchical structures discussed here
might arise in real applications: corporations such as IBM are structured by line of business and
market as discussed above; unemployment figures are often disaggregated to state and population
demographic levels; the S&P 500, a financial market indicator, is an index based on 500 large
American companies which has intermediate levels of aggregation that correspond to industries
or sectors. Throughout this paper, we will be referring to forecasting revenue for IBM as the
motivational example for the method described, however it should be noted that this approach can
be applied in many other situations.
The problem of obtaining forecasts that add up consistently in a hierarchical setting is not new
(e.g., Schwarzkopf, Tersine & Morris, 1988; Shlifer & Wolff, 1979). One commonly used strategy
is to forecast an aggregated time series at the highest level which is then allocated to the lower
levels based on some estimate of historical proportions, as is done in Schwarzkopf et al. (1988).
Alternatively one may choose to produce granular estimates at lowest level in the problem which
are then aggregated to obtain higher level forecasts, as in Shlifer & Wolff (1979). Schwarzkopf
et al. (1988) and Shlifer & Wolff (1979) compare these two approaches that are commonly referred
to as “top-down” and “bottom-up” and provide examples of when one method is preferred over the
other. There are other innovative regression based approaches, however nothing in the literature
so far has taken a Bayesian perspective.
Our proposed approach modifies the forecasts initially provided so that they obey the aggre-
gation constraint imposed by a given hierarchical structure, while at the same time remaining as
2
accurate as possible throughout the levels of interest in the forecasting problem at hand. In addi-
tion, our approach takes into account the uncertainty across all levels of the hierarchy to obtain
the final set of forecasts or the “revised” forecasts, as first proposed by Hyndman, Ahmed, Athana-
sopoulos & Shang (2011). Using a Bayesian framework allows us to incorporate uncertainty across
all the levels of the hierarchy via posterior distributions of the revised forecasts.
We use past accuracy of the forecasts at all levels to determine which data should be given
more weight depending on their historical ability to predict. We can also incorporate context-
specific prior information that a practitioner may have, as this information may not be directly
incorporated in the historical data. For example, in the context of forecasting IBM revenue, senior
management may be aware of a divestiture or an acquisition that they would like to integrate into
the final set of forecasts. This event would affect the projected revenue at all levels of the hierarchy
and the ability to incorporate such information is an important element of the model.
We also include a context-specific heterogeneous loss function to penalize errors in particular
nodes differently, depending on the specific problem. This technique allows one to produce point
estimates that reflect the preferences of the model user in a natural way. For example, in the IBM
forecasting revenue problem, the accuracy at the highest level may have more influence than that
of the lower levels, as this value corresponds to the total revenue of the company to be used by the
CEO to make organizational decisions. We would pick a point estimate from the posterior that
maximizes the utility (which in this example is the top level). On the other hand, if the company
is trying to decide whether to open a new office, it would be more important to have accurate
forecasts at a lower level of the hierarchy.
To illustrate the ability of the proposed approach to achieve improvement in the forecasts, we
compare our method to that of several competitor methods which we discuss in more detail below.
We include two sets of studies: one with simulated and one with IBM revenue data. By simulating
a range of datasets (and their corresponding forecasts), we evaluate the competing versus our own
methods under different scenarios. The metrics we use to compare are aggregate consistency and
accuracy of the initial set of independent forecasts.
The remainder of this work is structured as follows. In Section 2, we review existing methods
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that are used to obtain aggregate consistent forecasts from a set of initial estimates. In Section
3.1, we propose a Bayesian approach for modeling hierarchically structured time series data. Our
model takes into account the disaggregated forecasts for each individual series, their historical
accuracy, and any prior information provided by the practitioner, all the while maintaining the
aggregate consistency required by the structure of the hierarchy. In Section 3.2, we motivate the
need for a heterogeneous loss function, and explain how to use it to obtain revised forecasts for the
entire hierarchy from the full posterior distribution. In Section 4, we simulate a range of datasets
(and their corresponding forecasts) and compare our method to four alternative approaches. In
Section 5, we apply our Bayesian approach to IBM revenue data and demonstrate consistent results
with the previous section. Finally, in Section 6, we summarize our contribution and discuss future
directions for this work.
2. Existing Methods in Hierarchical Forecasting
We begin with a simple example of a hierarchically structured problem which is shown schemat-
ically in Figure 1. Here each node represents a time series of monthly revenue for a different
geographic market and product offering combination of a single company. In the case of a large
organization such as IBM, the hierarchical structure may be much larger. The problem at hand is
to forecast revenue for this company using historical observations of revenue. In order to solve our
stated problem we must forecast monthly revenue in each of the cells in Figure 1.
Figure 1: A simple example of a hierarchical organizational structure divided by market and then by
division.
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The top level, referred to as ‘Total’ in Figure 1, would be the total revenue of the company. It
is obtained as the sum of the revenue for the different countries in the second level. Similarly, for
each country, the revenue is the sum of the revenues of the product offerings for that country. We
denote by K the number of levels in a hierarchy. In the case of Figure 1, K = 3.
Let S be the “summing” (or aggregation) matrix that defines all the nodes in the hierarchy in
terms of the lowest level, as proposed by Hyndman et al. (2011). For the hierarchy in the example
given in Figure 1, this would be

y1
y21
y22
y311
y312
y313
y321
y322

︸ ︷︷ ︸
Y
=

1 1 1 1 1
1 1 1 0 0
0 0 0 1 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

︸ ︷︷ ︸
S
×

y311
y312
y313
y321
y322

︸ ︷︷ ︸
YK
(1)
where Y is the vector of all the observations in the hierarchy at a particular time t, S is the
summing matrix as described above, and Y K is the vector of all the observations in the lowest level
of the hierarchy at time t.
The summing matrix S in Equation 1 is of dimension (m ×mK) where m corresponds to the
total number of nodes in the hierarchy and mk corresponds to the number of nodes at the lowest
level. In the current example we therefore have m = 8 and mK = 5. We will also use the notation
y321, where the number of indices refers to the level of the hierarchy we are referring to. The first
number specifies the level, the second specifies the node at that level, and the third specifies the
node at the following level. For example, y321 corresponds to the observation at the third level,
second node of the second level, and first node of that second node (at the third level). In Figure
1, y321 corresponds to the observation in the ‘Canada/Cloud’ node.
The problem of forecasting in a hierarchical structure consists of producing estimates for each
of the series in the hierarchy that are also aggregate consistent. We can think of Y 1:(t−1) as the
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observations and Yˆ t as the forecasts generated from some established business process. These
may be independent forecasts generated for each of the time series in the hierarchy and do not
necessarily satisfy Equation 1 as they have been produced without knowledge of the forecasts for
other nodes. Therefore, it is necessary to “revise” or consolidate these forecasts in a way that they
become aggregate consistent.
One commonly used strategy is to focus only on the top-most forecast of the hierarchy and then
to disaggregate down to the lower levels based on some specified model. For example, using the
historical proportions of bottom level series relative to upper level ones. This method is typically
referred to as “top-down” forecasting. One particular problem with this approach is that dynamics
that exist at higher levels of the hierarchy may not exist in the lower ones. The top-down approach
will produce revised forecasts that will be biased towards the top level dynamics. Alternatively, in
the “bottom-up” approach, one starts by forecasting the series at the lowest level and then adds
these up to obtain upper level forecasts. A problem with the bottom-up approach however is that
the bottom level time series may be noisy and volatile and thus hard to forecast. A “middle-out”
approach combines the two previously described methods: forecasts are first obtained at some
intermediate level of the hierarchy and then the bottom-up method is used to forecast the upper
levels while the top-down approach is used for the lower levels. The biggest drawback in any of
these approaches is that they do not use all the available information. Specifically, the covariance
structure of the hierarchy is not incorporated into the model.
Hyndman et al. (2011) observed that the three methods described can be written as a linear
mapping from a set of initial forecasts (that are not aggregate consistent) to reconciled forecasts
(that are). In an effort to optimally produce hierarchical forecasts, the authors proposed a general
hierarchical forecasting framework that takes independent forecasts at all levels of disaggregation
(i.e., the “base” forecasts) and reconciled them using a regression model. Athanasopoulos, Ahmed
& Hyndman (2009) demonstrate the usefulness of forecast reconciliation methods in the context
of tourist demand. Hyndman, Lee & Wang (2016) extend their previous work by using weighted
least squares and thus taking into account the variability of the base forecast errors.
None of these approaches produce probabilistic forecasts, which are needed to quantify uncer-
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tainty for all the nodes in the hierarchy, as emphasized in Berrocal, Raftery, Gneiting & Steed
(2010). One proposal for addressing this is a multi-step algorithm was made by Taieb, Taylor,
Hyndman et al. (2017) by using copulas and LASSO. However, none of the previous approaches
have taken a Bayesian perspective, the benefits of which will be described below.
3. A Bayesian Model for Hierarchically Structured Time Series Data
We begin with a set of m independent forecasts Yˆ t (for a future time point t). These forecasts
Yˆ t do not necessarily add up according to the structure of the hierarchy. In fact, it is highly
unlikely that forecasts obtained in such a manner will be aggregate consistent. We refer to Y t as
the truth (which is always aggregate consistent), whereas Yˆ t are the forecasts acquired using the
practitioner’s choice of forecasting method. Now, as proposed by Hyndman et al. (2011), we can
think of Figure 1, the full hierarchical structure, as a linear model,
Yˆ t ∼ N(Sβ t,Ωt) (2)
where β t, of dimension mK × 1, are the unknown means of the bottom level K nodes for a future
time point t, and Ωt is the covariance matrix that represents the deviations of the supplied forecasts
around the aggregate consistent ones (the mean value of Sβ t).
As a result, the initial forecasts are noisy observations of the expected value of the series. An
assumption of this model is that the initial forecasts are unbiased estimates, so that the noise
has expected value of zero. The unknown β t can be estimated using the generalized least-squares
procedure,
min
βt
(Yˆ t −Sβ t)TΩ−1t (Yˆ t −Sβ t). (3)
A problem with Equation 3 is the difficulty of estimating Ωt. Hyndman et al. (2011) make an
assumption that leads to using Ωt = I as the identity matrix. This assumption works well in some
cases (see Athanasopoulos et al., 2009). Moreover, the covariance matrix of the aggregation errors is
non-identifiable, as shown by Wickramasuriya, Athanasopoulos, Hyndman et al. (2015). Strategies
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for estimating Ωt for reconciliation have been made by Hyndman et al. (2016) and Wickramasuriya
et al. (2015) by using sparse methods to reduce computational complexity in large hierarchies.
There are downsides to using simplistic methods such as bottom-up, top-down, and middle-out
and there are difficulties in applying the generalized least-squares framework to the hierarchical time
series forecasting problem. In the latter case, the reconciliation step ties the aggregate consistency
requirement to sharing information across the hierarchy. We consider a two-step approach for
reconciliation of the initial forecasts. First we optimally learn the distribution of base or bottom-
level forecasts using the information across all levels of the hierarchy with a Bayesian approach,
and then we obtain aggregate consistent point forecasts.
3.1. Model Estimation
We initially make the assumption that Ωt is diagonal. This assumption is often appropriate and
represents a structure where each of the base forecasts are taken to be independent of one another.
We then extend to the case where Ωt is block diagonal. By imposing a block diagonal structure,
we allow for interdependence across the series which have a parent/child node relationship.
We decompose the covariance matrix, Ωt, as the product of two terms:
Ωt = Qtσ
2
t
where the matrix Ωt is known up to a scalar factor. The σ
2
t is the component of the covariance
matrix of the aggregation errors that is not associated with the forecasting procedure used to
obtain the initial forecasts Yˆ t. The variance component σ
2
t is unknown (see Gelman, Carlin,
Stern & Rubin, 2003, for details). The idea behind this specific decomposition is to separate the
covariance components into those that can be attributed to the forecasting method used and those
that cannot. The matrix Qt will consist of the forecast errors for all the nodes.
We first compute a diagonal Qt based on the historical accuracy of the m individual forecasts
for each node of the hierarchy. We allow each diagonal entry of Qt to be the mean squared error
associated with a specific forecasting method used for that level.
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Qt =

γ1,t 0 . . . 0
0 γ2,t . . . 0
...
...
. . .
...
0 0 . . . γm,t

(4)
We recommend using historical accuracies for the m individual forecasting methods to create the
Qt matrix. For example, for the historic accuracy at each node of the hierarchy, we use the average
of the last 20 percent of the time series’ mean squared errors. Let R represent the size of the
holdout set used to evaluate historical accuracy.
1: for i = 1, . . . ,m do
2: for r = 1, . . . , R do
3: holdout last r values . Apply procedure for R holdout steps
4: forecast one step ahead
5: compute squared errorr = (forecast− holdout)2
6: return γit =
∑R
r=1 squared errorr/R . This is the mean squared error for each node
If we do not assume the diagonal structure, in Figure 2 we provide an example of how to split
a dataset into subtrees to structure the matrix Qt.
Figure 2: Example of the subtree would be divided in our example.
Each subtree consists of a parent node and all its children. To compute the block diagonal
version of this matrix, we first compute the diagonal elements exactly as was done in the first Qt.
Then the off diagonal would be equal to the relative accuracy of one child node compared to all
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the other child nodes of that same parent. In other words, we want the more accurate child to
have more weight with its parent node than the other children. The off diagonal entries will be the
proportion of the accuracy of the parent node that is attributed to the accuracy of the child node.
In Figure 2, the example for the QUS; US/Cloud,t entry between ‘US’ and ‘US/Cloud’ would be
QUS; US/Cloud,t =
γUS/Cloud,t
γUS/Cloud,t + γUS/Consulting,t + γUS/Security, t
γUS,t (5)
The higher the accuracy of the ‘US/Cloud’ node (γUS/Cloud,t) the more we would want it to cor-
relate with the ‘US’ parent node (as compared to the other child nodes, ‘US/Consulting’ and
‘US/Security’).
To ensure that Qt is positive definite, we need to set every second full level of subtrees to zero.
For example, in Figure 2, we either set subtree 1 to zero or both subtrees 2 and 3 to zero.
We place a noninformative prior distribution on (β t, log σt) (Gelman et al., 2003), or equivalently
pi(β t, σ
2
t ) ∝ σ−2t (6)
To sample draws of the posterior distribution of the parameters of interest, (β t, σ
2
t ), we first
solve for Q−1t . When the tree is large, inverting Qt will be also be straightforward, since we set up
Qt to be either a diagonal or block diagonal matrix.
We estimate the joint posterior of our model parameters β t and σ
2
t using a Gibbs sampler which
is a Markov chain Monte Carlo method (originally proposed by Geman & Geman, 1984; Rubin
& Schenker, 1986). Given the way we set up the prior distribution, we draw β t from a Gaussian
distribution,
β t|σ2t , Yˆ t ∼ N(βˆ t,V βtσ2t ) (7)
and we draw the scalar variance parameter σ2t from an scaled inverse-χ
2 distribution,
σ2t |Yˆ t ∼ Inv − χ2(m−mK , s2) (8)
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where this means replacing the mean and variance in equation (7) by
βˆ t = (S
TQ−1t S)
−1STQ−1t Yˆ t (9)
V βt = (S
TQ−1t S)
−1 (10)
and replacing the scale parameter in equation (8) by
s2 =
1
m−mK (Yˆ t −Sβˆ t)
TQ−1t (Yˆ t −Sβˆ t) (11)
At this point, we have obtained the joint posterior distributions for the lowest level series, pβt .
Note that we used the information across all the levels of the hierarchy in order to do so through
the transformation Sp
βˆt
and the Q−1t matrix.
Now we have the posterior forecast distributions for the bottom level nodes of the hierarchy.
The next step consists of obtaining a set of point forecasts that are aggregate consistent.
3.2. Minimize the Expected Loss
To find a set of point forecasts from the posterior that add up properly, we maximize the utility
defined by the practitioner. This requires incorporating a heterogeneous loss function. We have
covered the practical considerations of implementing an MCMC; convergence of the chains, burn-in
period, and thinning to avoid correlation of sequential samples. These chains are used to create
the point estimates.
Let Y˜ ?t be the set of revised point forecasts that minimize the expected heterogeneous loss
function (provided by the practitioner for the context of the problem). If there is no preferences
for loss function, we recommend using a squared error loss with the same weight on each node, or
equal weights across each level of the hierarchy. We are looking for a Y˜ ?t such that
Y˜ ?t = argmin
βt∈pβˆt
E[L(Sβ t, pY˜ t)] (12)
where β t are draws from the posterior of βˆ t, L is a loss specified by the practitioner, and pY˜ t is
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the distribution of forecasts for all levels. The posterior distribution pY˜ t is obtained by mapping
the lower level distributions p
βˆt
to all levels of the hierarchy using the summation matrix S .
The optimal Y˜ ?t is aggregate consistent with the minimal expected loss with respect to all
the posterior draws of the sampler. By finding a Y˜ ?t in such a manner, we are simultaneously
incorporating the uncertainty from the posterior distribution of all the cells of the hierarchy while
penalizing cells differently based on the heterogeneous loss specified by the practitioner.
Defining a loss function that is in line with the business context will be an important step when
using our methodology in practice. In a real business context, higher accuracy would be required
at some levels more than at others. There would be larger repercussions for the business if the
estimates are incorrect at some levels of the hierarchy and we should penalize some errors more
than others depending on the context of the problem. Specifying what nodes require higher levels
of accuracy is a critical step in the updating scheme of our reconciliation method.
Examples of choices for the loss function are:
• A weighted squared error loss with a highest weight on the top level, if accuracy at the top
level is most important.
• Asymmetric loss. This would be appropriate if the consequences in under and over estimating
are different. For example, if the business is deciding on whether to construct a new facility.
4. Simulation Results
We consider several simulated data settings to explore how our proposed Bayesian method
performs relative to competing methods. The simulated data will be set up as shown in Figure 3.
For every node in the lowest level of the tree we simulate time series data. To obtain forecasts,
we find the best ARIMA model that fits the simulated data using the default settings of the
auto.arima function of the forecast package in R(Hyndman, 2016; Khandakar & Hyndman, 2008).
The example could be considered a small version of the IBM market and division hierarchy. A
desirable outcome is one where a model’s revised forecast in an accurate node does not deviate
from the base forecast. To test this property, we set up the simulated data as follows. The nodes
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of the tree that are shaded in gray (‘Canada’, ‘US/Cloud’, and ‘US/Security’) have more accurate
forecasts than the remaining nodes under certain simulation settings.
Figure 3: In our simulation setting, certain nodes of the hierarchy, specifically the ones that are shaded in
grey, are easier to forecast than others.
We compare our results to four competing methods: bottom-up (BU), top-down (TD), the
ordinary least squares approach of Hyndman et al. (2011) (OLS), and the weighted least squared
approach of Hyndman et al. (2016) (WLS). We refer to our method as Bayesian Reconciliation
(BR). In the top-down method, we predict the top level and then split up the prediction into
the lower levels according to historical proportions. In addition, we compare two settings of our
method: using a diagonal and a block diagonal for the Qt matrix as described in Section 3 (which
we call Q1 and Q2, respectively).
We first define two concepts which we will use throughout the remainder of the paper. Fore-
castability of a node is the metric used to quantify the magnitude of the forecast error. If Yˆt,i,
the given forecast for node i, is very far from the truth, Yt,i, then the forecastability for that node
is high, in other words it is hard to independently forecast that node with the information we
are provided. However if Yˆt,i, the given forecast for node i, is very close from the truth, Yt,i, we
consider that low forecastability, as it is easy to forecast that node given the information we have.
The forecastability for node i is defined as,
forecastability(Yt,i) =
∣∣∣∣∣ Yˆt,i − Yt,iYt,i
∣∣∣∣∣ . (13)
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The second metric quantifies how aggregate consistent the base forecasts of the children are with
respect to the parent. If the nodes add up properly, then the methods would not need to adjust the
base forecasts from what was originally provided, and we call that low aggregate consistency. If
the nodes do not add up at all, the methods would need to adjust them and deviate substantially
from the base forecast. We call this high aggregate consistency. The aggregate consistency for
node i is defined as,
aggregate consistency(Yt,i) =
∣∣∣∣∣∣
∑
j
Yˆt,i+1,j − Yˆt,i
∣∣∣∣∣∣ , (14)
where j indexes the children of node i.
We generate 2,000 datasets in which we systematically vary the length of the time series and
the magnitude of the base forecasting error of the series at the lowest level. We split the data into
“easy” to reconcile (datasets that fall in into the intersection of low aggregate consistency and low
forecastability) and “hard” to reconcile (datasets that fall into the intersection of high aggregate
consistency and high forecastability). For every simulated dataset, we compute a measure of
aggregate consistency and forecastability. To define high and low values of these metrics we use
cutoffs based on quantiles.
We say a dataset is highly forecastable if it falls into the highest quantile, i.e.,
|YˆCanada,t − YCanada,t| < Quantile1, (15)
and a low forecastable dataset will be one that satisfies
|YˆCanada,t − YCanada,t| > Quantile3. (16)
In other words, if the base forecast YˆCanada,t is further from the truth than 75 percent of datasets
then it has low forecastability and if it is closer to the truth than 75 percent of datasets it has high
forecastability.
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Similarly, we say that a dataset is highly aggregate inconsistent if it satisfies
(YˆCanada/Cloud,t + YˆCanada/Consulting,t)− YˆCanada,t > Quantile3, (17)
and an aggregate consistent dataset in our setting would be
(YˆCanada/Cloud,t + YˆCanada/Consulting,t)− YˆCanada,t < Quantile1. (18)
In other words, we are looking for high and low deviation of the sum of children to parent nodes
in the ‘Canada’ subtree.
Since there is no standard method to assess forecasting accuracy in a tree, we focus on different
subsets of the tree to assess overall performance. In practice, accuracy will be required at different
nodes depending on the problem. We compare methods based on two different settings. The final
measure of performance will be a weighted average across the entire tree.
In Setting 1, we ignore the extremely noisy nodes that have highly forecastability. We place
equal weight of 16 on all the nodes of our simulated hierarchy except for ‘Canada/Cloud’ and
‘Canada/Consulting’, which each get a weight of 0. We generated data where the base forecasts
Yˆ t for those two nodes are extremely far from the truth. In the final evaluation, none of the
methods will include the performance of those two revised forecasts. Incorporating the two highly
forecastable nodes into the assessment of accuracy would add large amounts of noise to the results
and obscure the performance of the low forecastability nodes.
In Setting 2, we focus on aggregate consistency issues. In our simulated setting, we force the
‘Canada’ node to be highly aggregate inconsistent. The forecasts of its children are far from the
truth and do not add up to a reasonable estimate. The ‘Canada’ forecast, on the other hand, is
very accurate. We place a weight of 1 on ‘Canada’, and analyze how the methods create aggregate
consistent forecast by learning which nodes to borrow information from.
4.1. Simulation Setting 1
The set of weights to assess overall accuracy in Setting 1 are (16 ,
1
6 ,
1
6 ,
1
6 ,
1
6 ,
1
6 , 0, 0). The results
are displayed in Table 1. When the reconciliation metric of a dataset is “easy”, the methods need
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to only slightly modify the base forecasts Yˆ t in creating the revised forecasts. This leads to very
similar revised forecasts for all the methods. Therefore all five methods perform very similarly in
the first two rows of the results.
However, when the reconciliation is “hard”, the performance is driven by how much the methods
adjust each of the base forecasts in creating their reconciled forecasts. In this setting, BR and WLS
have the highest accuracy, with the WLS method doing slightly better than BR. Unlike the other
methods, BR and WLS use a metric of historic or future accuracy to determine which nodes to
place a higher weight on resulting in the best performance. There is not a large difference in using
the diagonal Q1 or the block diagonal Q2 in our method. The worse performance of BU relative to
all other methods is due to the high forecastability of the two children of ‘Canada’. The forecasts
in these two nodes have extremely high aggregate consistency and therefore do not add up to the
‘Canada’ forecast. Although these two nodes are not taken into account in the final performance
metric, their effect is propagated up the tree. Since OLS weighs every node equally, again the
errors in two ‘Canada’ nodes affects the accuracy of the higher levels.
reconciliation Q BR WLS BU TD OLS
easy Q1 1.00 1.00 1.54 0.94 1.05
easy Q2 1.00 0.99 1.63 0.94 1.06
hard Q1 1.00 0.95 479.87 1.27 23.04
hard Q2 1.00 0.92 461.56 1.22 22.14
Table 1: Results for simulation setting 1. We provide the relative error of each competitor method compared
to the BR method.
4.2. Simulation Setting 2
To assess accuracy we focus on the ‘Canada’ node by using the weights (0, 0, 1, 0, 0, 0, 0, 0).
‘Canada’ exemplifies the most interesting dynamics and so we focus on evaluating its performance.
‘Canada’ is easy to forecast while its children are not. In the same manner as in Section 4.1, we
split the data in terms of how “hard” or “easy” it is to reconcile, and the results are shown in
Table 2.
When the reconciliation metric is “easy”, all five methods perform similarly. TD performs
slightly better than BR and WLS, however this would depend on how we allocate proportions
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from the top downwards. In the “easy” setting, the base forecasts are initially close to aggregate
consistent and so the revised forecasts do not deviate from their initial value. This results in similar
revised forecasts and hence similar accuracy across the different methods.
When the reconciliation metric is “hard”, we see large gains in using our method. This is the
case with both Q1 and Q2. The largest gains occur when using the block diagonal matrix Q2.
This happens because we share information across the nodes in the tree. The Q2 matrix allows
for co-movement between parent and child nodes. The closer two nodes are the more they can
influence each other. This covariance matrix allows for changes of a particular revised forecast to
affect other revised forecasts that are closest to it in the hierarchy.
The gain in performance in BR over WLS is attributed primarily to two factors. The structure
of the covariance matrix as discussed above takes into account the correlation between nodes that
are close to each other. BR also takes full advantage of the uncertainty in the posterior distributions
when constructing the revised forecasts.
The BU method performs poorly because the two children of ‘Canada’ have high forecastability
that propagates up the tree. A similar issue occurs with OLS since every node is weighted equally
to revise the forecasts. The TD method performs better than OLS and BU in this case because of
how it is constructed: the forecasts in the children of ‘Canada’ are not used to revise the ‘Canada’
node which contain noisy base forecasts.
reconciliation Q BR WLS BU TD OLS
easy Q1 1.00 1.00 1.57 0.92 1.09
easy Q2 1.00 1.00 1.66 0.93 1.10
hard Q1 1.00 1.20 18689.04 3.48 1090.43
hard Q2 1.00 1.38 21640.18 4.01 1262.50
Table 2: Results for simulation setting 2. We provide the relative error of each competitor method compared
to the BR method.
4.3. Benefits of Our Method
We briefly elaborate on two benefits of our method that pertain to the correlation structure
and variability of the estimates. There is a key difference between the covariance matrices in BR
and WLS. In BR, different methods are used at each historic point in time in order to obtain
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forecasts sequentially. Their performances are then averaged to create the measure of historical
accuracy. This differs from the creation of the WLS covariance matrix. The covariance matrix in
WLS depends on a single forecast which in turn means it depends on one method. In addition,
the entries in the WLS covariance matrix are the standard errors of the forecasts which are not
measures of accuracy (e.g. differences between the truth and the forecast), but rather measurement
errors of the model used. It is important to note that the WLS algorithm is flexible and allows for
different forms of the covariance matrix. The comparison assumes WLS with the default settings.
All the above analyses assume a default covariance matrix and will vary depending on what the
user chooses to use in WLS.
A second improvement to the covariance matrix is the extension from a diagonal structure.
The block diagonal structure imposed is important because it incorporates similar behavior into
its updating scheme within parent/child subtrees. In other words, if two nodes had similar behavior
in the past, the method will assume that they will have similar behavior in the future. If one node
has a narrow posterior distribution and high historical accuracy and a second, correlated node is
difficult to forecast, the method will borrow information from the more accurate node to update
the more difficult node to forecast. As we saw in the simulated results, this approach added an
additional improvement of performance for our method over the other methods in the “hard”
setting.
Another gain of BR is having full posterior distributions for each of the nodes of the hierarchy.
Figure 4 displays the posterior intervals for all the nodes in our simulated model. In this example,
nodes ‘Canada/Cloud’ and ‘Canada/Consulting’ were extremely noisy and uninformative. When
one compares the posterior intervals one observes large variability in these nodes as compared to
all the remaining nodes in the hierarchy. This would indicate to the practitioner that there is
little information in the updated forecasts for these two nodes, and perhaps will either weigh them
less when assessing accuracy across the hierarchy or simply not use them to revise the forecasts.
Either way, this is an additional source of information beyond the updated forecasts that is highly
useful for the user of the model. If the resulting posterior distributions are unacceptably broad for
the questions one is trying to answer with the forecasts then this is an indication that additional
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information must be provided for these nodes, perhaps incorporating other sources of data beyond
those included in the problem.
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Figure 4: Posterior marginal densities for each of the nodes of the hierarchy for one of the simulated datasets
for the tree in Figure 3. They reflect the uncertainty for each of the individual nodes of the hierarchy.
5. Revenue Forecasting Application
We apply our proposed Bayesian hierarchical method to forecast IBM monthly revenue. The
data consists of historical monthly revenue actuals of different products for different markets.
The market dimension will focus on Europe where IBM further divides the continent into eight
19
distinct sub-groups. These groups are one level up from the country level and the groupings are
created to reflect business practices. More specifically, countries within these groups have similar
growth opportunities in terms of the product offerings. Other important factors contribute to these
groupings, such as similar client demands, language and business culture.
The product dimension will focus on a large services segment of IBM called the Global Tech-
nology Services Group (GTS), which handles infrastructure services. In 2012 revenue from GTS
was about 40 billion dollars which accounts for approximately half of all services revenue. Ser-
vices offered by GTS include mobile and network services, cloud and systems services, technology
support services and outsourcing services. These offerings can be divided into three subdivisions
(which we cannot disclose due to confidentiality), and this is how we group the data. The data is
monthly revenue data which cover years 2015 through June of 2017.
We want the setup to be comparable to the simulated data section. Since we could not generate
different datasets, we changed the length of our dataset to make an “easy” and “hard” setup (similar
to the simulated section). In the “easy” setup, we used 2015-2017 data and had 30 monthly data
points, providing more information for use for the base forecasts. In the “hard” setup, we only
used 2016-2017 data and had only 18 total datapoints from which to create the base forecasts. This
results in higher forecastablity and higher aggregate consistency with respect to the “easy” setting.
More specifically, the forecastability was 340 in the shorter dataset and 234 in the longer dataset
and the aggregate consistency was 66 in the shorter dataset and 34 in the longer dataset. Forecasts
were obtained by first finding the best ARIMA model for the two datasets using the default settings
of the auto.arima function of the forecast package in R(Hyndman, 2016; Khandakar & Hyndman,
2008).
To obtain a global measure of performance in the IBM hierarchy, we place an equal weight on all
of the nodes and calculate the average forecast error. The results are shown in Table 3. When the
reconciliation setting is “easy”, OLS, WLS, and BR all perform similarly well. TD gave a higher
performance error; allocation based on historic proportions did not work well in this scenario. BU
performed the worst out of the five methods; adding up the lowest level nodes propagated the
base forecast error in a certain node up to all the levels. When the reconciliation setting is “hard”
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(i.e., the length of the dataset was short), our method performed best and WLS performed second
best. OLS, TD, and BU all performed significantly worse. As we saw in the simulated results,
when the base forecasts have high aggregate consistency and high forecastability, it is important
to take into account the uncertainty as well as historic accuracy of each of the individual nodes in
the reconciliation scheme to achieve optimal results. Finally, when we use Q2, we perform even
slightly better than when we use Q1, as we are taking advantage of the correlation structure that
exists across the different nodes.
datapoints reconciliation Q BR WLS BU TD OLS
26 easy Q1 1.00 1.01 1.19 1.14 0.98
26 easy Q2 1.00 0.98 1.16 1.11 0.96
14 hard Q1 1.00 1.16 1.97 1.39 1.30
14 hard Q2 1.00 1.17 2.00 1.41 1.32
Table 3: Results for IBM monthly revenue forecasts. We provide the relative error of each competitor
method compared to the BR method.
6. Conclusion
Forecast aggregation is a challenge that arises in many contexts, from forecasting revenue
(Shan, Tang, Wu & Safai, 2005; Weatherford & Kimes, 2003) to estimating economic metrics
(Hubrich, 2005; Capistra´n, Constandse & Ramos-Francia, 2010) to estimating electricity demand
(Taieb, Huser, Hyndman & Genton, 2016; Fan & Hyndman, 2008). Regardless of the setting, a
practitioner whose data is naturally hierarchically structured, especially when data sources are
different for each node, will find themselves in a situation where the numbers they produce will
have to be aggregate consistent (whereas their initial forecasts are not).
To address this issue, we build upon preexisting methods in the literature, specifically Hynd-
man et al. (2011), to create aggregate consistent forecasts by using a novel Bayesian approach. We
incorporate historical accuracy and prior information into our Bayesian updating scheme, and ad-
ditionally consolidate forecasts via a heterogeneous loss function chosen specifically for the problem
at hand. We also show that by allowing for a block diagonal correlation structure we can improve
our updated forecasts, since the past relationships across the nodes influence the updating process.
Our method accounts for a large variety of different information for creating the final updates.
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We performed a synthetic data analysis and also applied our method to real IBM monthly
revenue data for Global Technology Services in Europe. GTS was split into the three IBM subdi-
visions and Europe was split into eight official IBM market groupings. In both cases we compared
our method to four common practices: top-down, bottom-up, the ordinary least squares approach
of Hyndman et al. (2011), and the weighted least squares approach of Hyndman et al. (2016). Both
the synthetic and real data results were consistent. Our method would do similarly to the weighted
least squares when the setting is characterized as “easy” (easy to forecast and close to aggregate
consistent). However when reconciliation is “hard” (which means that forecasting the nodes is
more difficult and the original forecasts are not aggregate consistent), our method performs the
best (especially when we allow for a block diagonal correlation structure as opposed to a diagonal
one).
In addition to performance, there are a number of practical benefits of our method (in addition
to aggregate consistent point estimates). Unlike the alternative approaches, our method provides
posterior intervals which account for the uncertainty of the forecasts for each of the nodes. The
practitioner can use these to understand which nodes to contain more accurate information and
which require more cautious treatment. The heterogeneous loss function is a unique feature in
our Bayesian reconciliation scheme. The practitioner can penalize each of the nodes differently
based on which level is most important in their specific context. Finally, our method does not
necessarily assume each of the nodes to be reconciled is independent. By allowing for a block
diagonal correlation structure, the child/parent nodes of the subtree can influence each other’s
updated forecasts– especially if they are highly correlated. We demonstrate in both the simulation
and real data sections that this further improves our accuracy over using our method with simply
a diagonal covariance matrix.
One future direction for this work is to apply the Bayesian reconciliation method to other
datasets. These include economic metric forecasting (across different regions and states), energy
demand forecasting (also across different locations) are all application areas that could benefit
from such an approach. A natural extension of this work would be using a similar type of Bayesian
method to simultaneously combine multiple forecasts for each of the nodes while also maintaining
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aggregate consistency. It would be an extension of the logic used in this method, however instead
of comparing the certainty of the forecasts for each of the nodes, we would have an additional
layer where we also compare the forecasts within a specific node. This extension would also be of
importance because often there are multiple competing methods (sometimes unequal in number)
for any single node in a hierarchy.
Acknowledgements
This research was supported by the International Institute of Forecasters and SAS Grant to
Support Research on Principles of Forecasting.
References
References
Amemiya, Y., Yang, H., & Anikeev, K. (2014). An approach to enterprise revenue forecasting as a decision support
system. IBM Journal of Research and Development , 58 , 9:1–9:7. URL: http://EconPapers.repec.org/RePEc:
eee:csdana:v:55:y:2011:i:9:p:2579-2589.
Athanasopoulos, G., Ahmed, R., & Hyndman, R. (2009). Hierarchical forecasts for australian domestic tourism.
International Journal of Forecasting , 25 , 146–166. URL: http://EconPapers.repec.org/RePEc:eee:csdana:v:
55:y:2011:i:9:p:2579-2589.
Berrocal, V. J., Raftery, A. E., Gneiting, T., & Steed, R. C. (2010). Probabilistic weather forecasting for winter road
maintenance. Journal of the American Statistical Association, 105 , 522–537.
Capistra´n, C., Constandse, C., & Ramos-Francia, M. (2010). Multi-horizon inflation forecasts using disaggregated
data. Economic Modelling , 27 , 666–677.
Fan, S., & Hyndman, R. J. (2008). The price elasticity of electricity demand in south australia and victoria. Monash
University, Business & Economic Forecasting Unit Project , 8 .
Gelman, A., Carlin, J., Stern, H., & Rubin, D. (2003). Bayesian Data Analysis, Second Edition. Boca Raton,
Florida: Chapman & Hall/CRC Texts in Statistical Science.
Geman, S., & Geman, D. (1984). Stochastic relaxation, gibbs distributions, and the bayesian restoration of images.
IEEE Transactions on pattern analysis and machine intelligence, (pp. 721–741).
Hubrich, K. (2005). Forecasting euro area inflation: Does aggregating forecasts by hicp component improve forecast
accuracy? International Journal of Forecasting , 21 , 119–136.
23
Hyndman, R., Ahmed, R. A., Athanasopoulos, G., & Shang, H. L. (2011). Optimal combination forecasts for
hierarchical time series. Computational Statistics & Data Analysis, 55 , 2579–2589. URL: http://EconPapers.
repec.org/RePEc:eee:csdana:v:55:y:2011:i:9:p:2579-2589.
Hyndman, R., Lee, A. J., & Wang, E. (2016). Fast computation of reconciled forecasts for hierarchical and grouped
time series. Computational Statistics & Data Analysis, 97 , 16–32. URL: http://EconPapers.repec.org/RePEc:
eee:csdana:v:55:y:2011:i:9:p:2579-2589.
Hyndman, R. J. (2016). forecast: Forecasting functions for time series and linear models. R package version 7.3 —
URL: http://github.com/robjhyndman/forecast.
Khandakar, Y., & Hyndman, R. J. (2008). Automatic time series forecasting: the forecast package for r. Journal of
Statistical Software, 27 .
Rubin, D. B., & Schenker, N. (1986). Multiple imputation for interval estimation from simple random samples with
ignorable nonresponse. Journal of the American Statistical Association, 81 , 366–374.
Schwarzkopf, A. B., Tersine, R. J., & Morris, J. S. (1988). Top-down versus bottom-up forecasting strategies. The
International Journal Of Production Research, 26 , 1833–1843.
Shan, J. Z., Tang, H.-K., Wu, R., & Safai, F. (2005). Dynamic modeling and forecasting on enterprise revenue
with derived granularities. In 2005 IEEE International Conference on Granular Computing (pp. 243–248). IEEE
volume 1.
Shlifer, E., & Wolff, R. (1979). Aggregation and proration in forecasting. Management Science, 25 , 594–603.
Taieb, S. B., Huser, R., Hyndman, R. J., & Genton, M. G. (2016). Forecasting uncertainty in electricity smart meter
data by boosting additive quantile regression. IEEE Transactions on Smart Grid , 7 , 2448–2455.
Taieb, S. B., Taylor, J. W., Hyndman, R. J. et al. (2017). Coherent probabilistic forecasts for hierarchical time series.
In ICML (pp. PMLR 70:3348–3357).
Weatherford, L. R., & Kimes, S. E. (2003). A comparison of forecasting methods for hotel revenue management.
International Journal of Forecasting , 19 , 401–415.
Wickramasuriya, S. L., Athanasopoulos, G., Hyndman, R. J. et al. (2015). Forecasting hierarchical and grouped time
series through trace minimization. Department of Econometrics and Business Statistics, Monash University , .
Yang, H., Hosking, J. R. M., & Amemiya, Y. (2014). Dynamic latent class model averaging for online prediction.
Journal of Forecasting , 34 , 1–14. URL: http://EconPapers.repec.org/RePEc:eee:csdana:v:55:y:2011:i:9:p:
2579-2589.
24
