The advent of experimental science facilitiesinstruments and observatories, such as the Large Hadron Collider (LHC), the Laser Interferometer Gravitational Wave Observatory (LIGO), and the upcoming Large Synoptic Survey Telescope (LSST)-has brought about challenging, largescale computational and data processing requirements. Traditionally, the computing infrastructures to support these facility's requirements were organized into separate infrastructure that supported their high-throughput needs and those that supported their high-performance computing needs. We argue that in order to enable and accelerate scientific discovery at the scale and sophistication that is now needed, this separation between High-Performance Computing (HPC) and High-Throughput Computing (HTC) must be bridged and an integrated, unified infrastructure must be provided. In this paper, we discuss several case studies where such infrastructures have been implemented. These case studies span different science domains, software systems, and application requirements as well as levels of sustainable. A further aim of this paper is to provide a basis to determine the common characteristics and requirements of such infrastructures, as well as to begin a discussion of how best to support the computing requirements of existing and future experimental science facilities.
Introduction
To discuss high performance computing (HPC) and high throughput computing (HTC), we initially need to distinguish between "computing modes" and "computing infrastructure", as the terms HTC and HPC are often used for both. HTC as a computing mode is typically used for workloads that are primarily characterized by the number of tasks associated with the workload. HTC workloads are comprised of tasks that are typically independent of each other, that is to say, the tasks can start or complete in any order. Furthermore, while a task (defined as a unit of work) is most often equated to a job (defined as an entity submitted to a regular batch queue), a single task does not need to be mapped to a job; multiple tasks might also be mapped into a single job. In contrast, an HPC workload is characterized by a metric such as its scalability or some other measure of performance (e.g., number of flops). Typically an HPC workload comprises a single task that is executed as single job; however, HPC workloads might comprise multiple tasks with dependencies but may still be packed as a single job. These arXiv:1810.03056v1 [cs.DC] 6 Oct 2018 distinctions are important to appreciate the different workloads that are covered in this paper, and as the astute reader will notice, some workloads defy reduction into one or the other category.
Furthermore, there are computing infrastructures that are designed to primarily support one type of workload. The canonical example is Condor-based systems whose design point is to maximize the number of tasks per unit time, known as throughput. On the other hand, most supercomputers and high-performance clusters that have high-performance interconnects and memory are typically designed for HPC workloads. Traditionally, HTC workloads have not been executed on such HPC infrastructures, but as this paper illustrates, there have been many recent attempts to run HTC workloads on HPC infrastructures. This paper chronicles several examples and the software systems used to do so.
The pathway for convergence started over a decade ago when ATLAS, CMS, and the Laser Interferometer Gravitational wave Observatory (LIGO) [2, 69] became stakeholders of the Open Science Grid (OSG), a project that began as a community effort to address the computing needs of US researchers utilizing the Large Hadron Collider (LHC) at CERN [57] .
The adoption of OSG policies and good practices by disparate scientific communities, combined with the emergence of HPC container solutions, has paved the way for the development of HTC workloads that can seamlessly use both HTC and HPC infrastructures. This paradigm has benefited the scientific and HPC/HTC communities, and has played a central role in pushing the boundaries of our knowledge in high energy physics and gravitational wave astronomy, leading to remarkable discoveries that have been recognized with the Nobel Prizes in Physics in 2013 and 2017.
This article is organized around a set of case studies. Each study, in Section 2, briefly describes the science problem, and the rationale to go beyond available HTC infrastructures. Section 3 describes how HPC has been incorporated at both the middleware/system and application levels, and what the impact of the work will be on the science. In Section 4 we compare and briefly analyze the different approaches. In Section 5 we discuss the future of this program in the context of exascale computing and emergent trends in large scale computing and data analytics that leverage advances in machine and deep learning.
Case Studies
This section presents a brief overview of two large-scale projects, gravitational wave astrophysics and high energy physics, that initially met their data analysis needs with workloads that were tailored to use HTC infrastructures. We discuss how the computational needs of these science missions led to the construction of a unified HTC-HPC infrastructure, and the role of OSG and containers to facilitate and streamline this process.
2.1 Gravitational wave astrophysics: from theoretical insights to scientific discovery According to Einstein's theory of general relativity, gravity is a manifestation of spacetime curvature. Gravitational waves are generated when masses are accelerated to velocities closer to the speed of light. Gravitational waves remove energy from the system of masses, which translates into a rapid shrinkage of the orbital separation between the masses, and culminates in a cataclysmic collision accompanied by a burst of gravitational radiation.
Over the last two years, LIGO and its European parter Virgo, have made five gravitational wave detections that are consistent with the merger of two black holes [4, 3, 5, 8, 70] . The trail of discovery has also led to the first direct detection of two colliding neutron stars [9] , which was observed with two cosmic messengers: gravitational waves and light. This multimessenger observation has provided evidence that the collision of neutron stars are the central engines that trigger short gamma ray bursts, the most energetic electromagnetic explosions in the Universe after the Big Bang, and the cosmic factories that where about half of all elements heavier than iron are produced [9, 10, 6] .
To understand the physics of gravitational wave sources and enable their discovery, a worldwide, decades-long research program was pursued to develop numerical methods to solve Einstein's general relativity equations in realistic astrophysical settings [65, 37, 12, 50] . The computational expense and scale of these numerical relativity simulations require large amounts of computing power. The lack of such computing power to address this physics problem is one of the elements that led to the foundation of the US National Science Foundation (NSF) supercomputer centers, including the National Center for Supercomputing Applications (NCSA).
The first numerical evolutions of two orbiting black holes that inspiral into each other and eventually merger were reported in 2005 [58] . This breakthrough was reproduced independently by other groups shortly thereafter using entirely different software stacks [15, 19] . From that point onwards, numerical relativists embarked on a vigorous program to produce mature software that could be used to routinely simulate the merger of black holes in astrophysically motivated settings. Figure 1 shows still images of black hole collisions that represent a sample of the black hole mergers detected by the LIGO detectors, which we numerically simulated using the open source, Einstein Toolkit [53, 64, 16, 15, 19, 56, 74, 48, 13, 22, 61, 71] community software on the Blue Waters supercomputer [1, 45, 41] . Fig. 1 Visualization of the event horizons and gravitational waves emitted by the first [4] and fourth [8] pair of merging black holes detected by LIGO. These gravitational waves induce changes in the arm length of the LIGO and Virgo detectors that are smaller than the diameter of a proton.
While the numerical modeling of black hole collisions has evolved rapidly over the last decade, the modeling of astrophysical objects that involve matter, such as neutron star collisions, has progressed at a lower pace [25, 33, 51, 48, 44] . The different timescales involved in these complex systems, and the need to couple Einstein's equations with magnetohydrodynamics and microphysics is a challenging endeavor. Recent efforts to cross validate the physics described by different software stacks is an important step towards the development of mature software that can be routinely used to simulate these events. This research program is timely and relevant given that LIGO, Virgo, and several astronomical facilities are coordinating efforts to identify new multimessenger events in the upcoming LIGO-Virgo gravitational wave discovery campaign, known as O3. Figure 2 shows one of the numerical relativity simulations we produced to numerically model the neutron star collision detected by the LIGO and Virgo detectors. The simulation was produced with the GRHydro numerical relativity code [51] on the Blue Waters supercomputer. Available catalogs of numerical relativity simulations [52] have been used to calibrate semi-analytical waveform models that are utilized during gravitational wave discovery campaigns [18, 40, 42, 66] . This is because generating numerical relativity waveforms takes between several days (black hole mergers) and several months (neutron star mergers) in HPC infrastructures. However, since gravitational wave detection requires low latency analyses of gravitational wave data, nu-merical relativity catalogs are used to calibrate models that can generate simulated waveform signals in tens of milliseconds.
Once a new gravitational wave trigger is identified, numerical relativity catalogs that actually reproduce the signals extracted from LIGO and Virgo data are created. To inform this analysis, and constrain the region of interest in the 8-dimensional parameter space that describes gravitational wave sources, LIGO and Virgo data is carefully analyzed using robust Bayesian algorithms [73] . With these catalogs of numerical relativity waveforms, it is possible to infer the astrophysical origin and environments of gravitational wave sources.
In conclusion, the numerical modeling of gravitational wave sources, and the validation of new discoveries with numerical relativity waveforms, depends critically on HPC infrastructure.
Gravitational Wave Detection with HTC workloads on HTC infrastructures
The choice of signal-processing techniques for gravitational wave detection has produced workloads that are computationally expensive and poorly scalable. These algorithms sift through gravitational wave data, looking for a high correlation with modeled waveform templates, which are calibrated with numerical relativity waveforms. If this template matching method finds a noise trigger with high significance, then it is followed up using a plethora of statistical algorithms to ensure that it is not a noise anomaly, but an actual gravitational wave candidate that is observed in several gravitational wave detectors.
In a typical discovery campaign, LIGO utilizes template banks that have ∼10 5 distinct modeled waveforms. Each segment of gravitational wave data, 400 MB in size, is matchedfiltered against every single one of these template waveforms.
LIGO employs two separate pipelines, PyCBC [72] and gstLAL [20] , to perform matched-filtering based gravitational waves. Both pipelines use HTCondor [67] as a workflow management system. To provide computing power for these computationally intensive searches, LIGO maintains its own computing infrastructure in the form of the LIGO Data Grid (LDG) that supplied the majority of the tens of millions of core hours of computing time used in the two previous observation campaigns. The LDG provides a homogeneous compute environment for gravitational wave data analysis. It consists of a single version of CentOS Linux as the operation system, and provides a software stack mandated by LIGO.
The observation of gravitational waves with an international network of gravitational wave detectors was accomplished in LIGO-Virgo's second observing run, known as O2. In the upcoming third observing run O3, the Japanese KAGRA detector will further expand this network. Ongoing improvements to the sensitivity of these observatories, coupled with longer discovery campaigns, will exacerbate the need for computational resources, in particular for lowlatency (order of seconds to minutes) gravitational wave searches. Anticipating this scenario, LIGO has expanded its LDG to exploit additional resources. In the following section we describe recent deliverables of this effort.
High-energy Particle Physics
The goal of particle physics is to understand the universe at its most fundamental level, including the constituents of matter and their interactions. Our best theory of nature-the standard model (SM)-is a quantum field theory (QFT) that describes the strong, electromagnetic (EM) and weak interactions among fundamental particles, which are described as fields. In the SM, the weak and EM forces have the same strength at very high energy (as existed in the early Universe) described by single electroweak interaction and particles must be massless to preserve gauge invariance in which different configurations of the fields lead to identical physics results. Gauge invariance is a required ingredient of any QFT describing nature, otherwise calculated values of physically measurable quantities, such as the probability of particles scattering with one another at high energy, can be infinite. Since we know through observation that the EM force is much stronger than the weak force, electroweak symmetry is a broken symmetry. We also know that most fundamental particles have mass, including the weak force carriers that are massive and have a short-ranged interaction. Exactly how this symmetry is broken and how fundamental particles acquire their mass without violating gauge invariance is one of the most important questions in particle physics.
The SM provides a mechanism that answers both of these questions simultaneously. Particle masses arise when the electroweak symmetry is spontaneously broken by the interaction of massless fields with the Higgs field, an invisible, spinless field that permeates all space and has a non-zero value everywhere, even in its lowest energy state. A wouldbe massless particle that interacts with the Higgs field is slowed down from the speed-of-light due to this interaction and consequently acquires a non-zero mass. This Higgs mechanism makes the remarkable prediction that a single massive, neutral, spinless particle called the "Higgs boson"a quantum excitation of the Higgs field-must exist [24, 34, 35, 32, 36, 43] .
Equally remarkable is that we have progressed technologically to be able to produce Higgs bosons in the laboratory. While Higgs boson mass is not predicted by the SM, it must be less than ∼1000 times the mass of the proton to avoid the infinities previously mentioned. In Einstein's special relativity, a mass m is equivalent to an energy content E through the relation E = m c 2 [23] . Particle accelerators can impart energy to particles to form an equivalent amount of mass when they are collided. The Large Hadron Collider (LHC) at CERN in Geneva, Switzerland is the world's most powerful particle collider and was built with the primary goal of either discovering the Higgs boson or refuting its existence. At the LHC, counter-rotating bunches of 10 11 protons are accelerated inside a 27-km circular ring and focused to collide at rate of 40 MHz with a (design) center-of-mass energy of 14 trillion electron-volts. This is the energy equivalent of the rest mass of 14,000 protons, which is sufficient to excite the Higgs field to produce Higgs bosons [46, 47, 68, 21] . Higgs bosons decay almost immediately and sophisticated detectors surrounding the collision region are used to detect and measure their decay products, enable physicists to piece them together to search for Higgs boson production within the LHC.
In 2012, the ATLAS and CMS collaborations announced the discovery of a Higgs boson at the LHC [27, 60] . This discovery lead to the 2013 Nobel Prize in Physics for the theory of the Higgs mechanism and prediction of the Higgs boson. Since this discovery, the properties of this new particleits mass, spin, couplings to other SM particles, and certain symmetry properties-have been measured with increasing precision and found to agree with the SM prediction.
The development of the SM is a triumph of 20 th century physics, with the last piece of the puzzle put in place by the discovery of the Higgs boson. However, this far from the end of the story of particle physics. Even without including gravity, we know that the SM is an incomplete description of nature and leaves many open questions to be answered. For example, the SM does not include non-zero neutrino mass and mixing which is observed in solar and atmospheric neutrino experiments [11, 26] , nor does it account for the predominance of matter over antimatter. Moreover, the SM accounts for only 5% of the known mass-energy content of the universe and does not describe dark matter or dark energy that comprises the rest.
The LHC will continue to provide a unique window into the subatomic world to pursue answers to these questions and study processes that took place only a tiny instant of time after the Big Bang. The next phase of this global scientific endeavor will be the High-Luminosity LHC (HL-LHC) which will collect data starting circa 2026 and continue into the 2030s. The goal is to search for physics beyond the SM and, should it be discovered, to study its details and implications. During the HL-LHC era, the ATLAS and CMS experiments will record ∼10 times as much data from ∼100 times as many collisions as was used to discover the Higgs boson, raising the prospect of exciting discoveries during the HL-LHC era.
ATLAS Data Analysis with HTC workloads on HTC infrastructures
The ATLAS detector [14] is a multi-purpose particle detector at the LHC with a forward-backward symmetric cylindrical geometry and a nearly 4π solid angle coverage of the LHC collision region. The ATLAS detector is eight stories tall, weighs 7000 tonnes and consists of ∼100 million electronics channels. At a proton bunch crossing rate of 40 MHz, there are ∼1 billion proton-proton interactions per second occurring within the ATLAS detector. The rate of data generated by the detector is far too high to collect all of these collisions, so a sophisticated trigger system is employed to decide which events are sufficiently interesting for offline analysis. On average, only 1 in every 100,000 collisions is archived for offline analysis. A first-level trigger is implemented in hardware and uses a subset of the detector information to reduce the accepted rate to a peak value of 70 kHz. This is followed by a software-based trigger run on a computing cluster that reduces the average recorded collision rate to 1 kHz.
With ∼50 PB of data generated annually by the LHC experiments, processing, analyzing, and sharing the data with thousands of physicists around the world is an enormous challenge. To translate the observed data into insights about fundamental physics, the important quantum mechanical processes and response of the detector to them need to be simulated to a high-level of detail and with a high-degree of accuracy.
Historically, the ATLAS experiment has used a geographically distributed grid of approximately 200,000 cores continuously (250,000 cores at peak) to process, simulate, and analyze its data. The ATLAS experiment is currently responsible for 1,000 million core-hours per year for processing, simulation, and analysis of data, with more than 300 PB of active data. In spite of these capabilities, the unprecedented needs of ATLAS have led to contention for computing resources. The shortfall became particularly acute in 2016-17, as the LHC delivered about 50% more data than planned, and the LHC continues to generate more data than planned. The shortfall will not be met by growth from Moore's Law, or simply more dollars to buy resources. Furthermore, once the HL-LHC starts producing data in 2020 this problem will only be magnified, making the gap more acute.
A partial response to these challenges has been to move from utilizing infrastructure that was exclusively distributed and that only supported the HTC mode, to an infrastructure mix that also included HPC infrastructure such as the Blue Waters and Titan supercomputers. This expansion of infrastructure types has been primarily motivated by the very practical need to alleviate the "resource scarcity" as the requirements of ATLAS have continued to grow. This has required addressing both intellectual and technical challenges of using HPC infrastructure in a HTC mode. Section 3.2 discusses these challenges and the ATLAS project's response to them.
3 Open Science Grid and containers pave the way to create a unified HTC and HPC infrastructure OSG provides federated access to compute resources for data-intensive research across science domains, and it is primarily used in physics. Workloads that best use this large pool of resources need to meet clearly defined criteria:
-They consist of loosely coupled jobs that require a few cores to at most one node. -Furthermore, since compute resources are not owned by OSG, and jobs may be killed and re-started at different sites when higher priority jobs enter the system, workflow managers that can preempt a job without losing the work the job has already accomplished should be used. -Additionally, jobs should be single-threaded and require less than 2 GB of memory in each invocation, and which can run for up to twelve hours. -Input and output data for each job is limited to 10 GB.
Another important consideration is that OSG resources do not typically have the same software ecosystem required by LIGO or ATLAS workloads. This has led to the development of software stacks that seamlessly run on disparate compute resources. For desktop and server applications, Docker containers have become one of the preferred solutions to address this problem of encapsulating all required software dependencies of an application and providing a uniform way to share these packages.
The High Energy Physics community has made extensive use of containers to run ATLAS workloads on disparate OSG compute resources. Shifter, and more recently Singularity, have been implemented as container solutions by the OSG project. Similarly, LIGO scientists containerized their most compute-intensive HTC workload to seamlessly run on OSG resources. As a result, OSG contributed about 10% of the compute time consumed during LIGO-Virgo's first and second discovery campaigns. Both Shifter and Singularity are currently used to containerized LIGO's software stacks.
ATLAS and LIGO scientists soon realized that the approach used to connect their HTC infrastructure to the OSG could also be used to construct a unified HTC-HPC infrastructure. To accomplish this, containers were deployed on HPC infrastructures, which were then configured as OSG compute elements. This approached enabled a seamless use of HPC infrastructures for ATLAS and LIGO large scale data analyses. In the following section we describe how these two milestones were accomplished, highlighting the similarities and differences between these approaches.
Scaling gravitational wave discovery with OSG and Shifter connecting the LDG to Blue Waters
In the last two LIGO and Virgo observing runs, the LDG benefited from adopting OSG as a universal adapter to external resources, increasing its pool of compute resources to include campus and regional clusters, the NSF funded Extreme Science and Engineering Discovery Environment (XSEDE) [75] , and opportunistic cycles from US Department of Energy Laboratories and High Energy Physics clusters.
In oder to connect the LDG to Blue Waters, the NSFsupported, leadership-class supercomputer operated by NCSA, authors of this article spearheaded the unification of OSG, Shifter, and Blue Waters [39, 17] .
Since Shifter is supported natively by Blue Waters, LIGO used it to encapsulate a full analysis software stack and to use Blue Waters as a computing resource during O2 [39] , adding gravitational wave science to the portfolio of science enabled by Blue Waters. Figure 3 shows the setup used to start Shifter jobs.
To further leverage existing efforts to use cycles on HPC clusters for HTC workloads, LIGO decided to base its efforts on the existing OSG infrastructure and to create a container that can be used on any OSG resource along with methods to user Blue Waters as an OSG resource provider.
The solution we have developed to use Blue Waters, or any other HPC infrastructure, is as follows (also see As shown in Figure 5 , the first time this framework was used for a production scale analysis was for the validation of the first gravitational detection of two colliding neutron stars by the LIGO and Virgo detectors, an event that marked the beginning of multimessenger astronomy [9, 10, 7] . This work has multifold implications. First of all, it provides an additional pool of computational resources that has already been used to promptly validate major scientific discoveries. In the near future, Blue Waters will continue to provide resources to accelerate gravitational wave searches, and to enable computational analyses beyond the core investigations that may lead to new insights through follow up Fig. 4 Interaction between the LIGO Data Grid, the Open Science Grid, and PyCBC jobs during a detection run. Pilot jobs are started on Blue Waters compute nodes, which register themselves with OSG and request compute jobs. The LDG-hosted Condor submission host supplies compute jobs to OSG to be executed by the Blue Waters workers. Once a worker starts up, it requests data to be processed from the data hub hosted at Nebraska Supercomputer center and returns results to LIGO.
analyses. This work will also benefit cluster utilization without affecting the network performance of HPC jobs. More importantly, this success clearly exhibits the interoperability of NSF cyberinfrastructure resources, and makes a significant step to further the goals of the US National Strategic Computing Initiative, i.e., to foster the convergence of data analytic computing, modeling and simulation. Supporting high throughput LIGO data analysis workloads concurrently with highly parallel numerical relativity simulations and many other complex workloads is the most recent success and most complex example of successfully achieving convergence on Leadership Class computers like Blue Waters, which is much earlier than was expected to be possible. 
OSG and containers in Blue Waters for High Energy Physics
To simulate and process large amount of data from the LHC, Blue Waters has been integrated into the ATLAS production processing environment by leveraging OSG CONNECT and MWT2 services. ATLAS jobs require a specific environment on the target site to execute properly. These include a variant of the CentOS6 operating system, numerous RPM packages and the distribution of ATLAS software libraries via CERN Virtual Memory File System (CVMFS) repositories. Blue Waters compute nodes themselves do not provide the required environment for ATLAS jobs as they use an older SUSE OS variant nor do they include many of needed RPM packages. Docker Images are delivered via Shifter to create an environment on Blue Waters nodes that are compatible with the ATLAS job payload. Though CVMFS cannot be used directly due to a lack of FUSE availability on Blue Waters, access to on-disk copies of the repositories is made available via a softlink from the required root of CVMFS to the location of the local repositories created by an rsync-based CVMFS replication service. To comply with Blue Waters' two factor authentication, the RSA One Time Password (OTP) authentication system is used to create a proxy valid for 11 days. The OTP-based proxy is renewed on a weekly basis using MyProxy [54] . The OpenSSH client (gsissh) uses this proxy to ssh into a Blue Waters login node and startup SSH glideins for an HTCondor overlay that is used to schedule ATLAS jobs on Blue Waters.
The ATLAS jobs start flowing into Blue Waters when glideins submitted within a container in Blue Waters contact a Production and Distributed Analysis (PanDA) workload management system [49] at CERN to get an ATLAS payload. The glideins also pull all the necessary data and files using the Local Site Mover (LSM) at the University of Chicago. To minimize network transfer on stage-in, data is cached to the Blue Waters local Lustre file system. When the ATLAS jobs run, they use the stage-in data for their input and write their output back to the Lustre scratch disk. Once the workload is complete, the output data is transferred to the data storage system at the University of Chicago. Figure 6 shows a particular one month period in 2018 in which 35k Blue Waters cores were utilized (peak) to process 35M collision events. The job output was made available to the rest of the ATLAS collaboration for use in analysis of the LHC data to improve SM measurements and to search for new physics beyond the SM.
ATLAS & PanDA & Titan
The computing systems used by LHC experiments has historically consisted of the federation of hundreds to thousands of distributed resources, ranging from small to midsize resource. In spite of the impressive scale of the existing distributed computing solutions, the federation of small to mid-size resources has proven to be insufficient to meet current and projected future demands.
The ATLAS experiment has embraced Titan, a US Department of Energy (DOE) leadership facility, in conjunction with traditional distributed high-throughput computing to reach sustained production scales approaching 100M corehours a years (in 2017), and easily surpassing 100M in 2018. Underpinning these efforts has been the PanDA workload management system, which was extended to support the execution of ATLAS workloads on Titan [55] , as shown in Fig-Fig. 6 [Top to bottom] CPU core utilization, number of LHC collision events processed, ATLAS data consumed and produced (simulated and refined detector data) during a 33 day period starting on April 26, 2018. ure 7. This work initially critically evaluated the design and operational considerations needed to support the sustained, scalable and production usage of Titan for ATLAS workloads in a high-throughput mode using the "backfill" operational mode. It also preliminarily characterized a next generation executor for PanDA to support new workloads and advanced execution modes as well as outlining early lessons for how current and future experimental and observational systems can be integrated with production supercomputers and other infrastructures in a general and extensible manner.
As shown in Figure 7 , ATLAS payloads use Titan compute resources as follows: PanDA pilots run on Titan's data transfer nodes (DTNs). This is advantageous, since DTNs can communicate with the PanDa server through a fast internet connection (10-GB/s). Furthermore, the worker nodes on Titan and the DTNs use a shared file system, which allows the pilots to stage in data and files that are needed by the payload, and to stage out data products once the payload is completed. PanDA pilots query Titan's Moab scheduler to check whether available resources are suitable for PanDA jobs, and transfers this information to the PanDA server which then prepares a list of jobs that can be submitted on Titan. Thereafter, the pilot transfers all the necessary input data from Brookhaven National Laboratory, a Tier 1 ATLAS computer center.
Analysis of the case studies
In this section we discuss similarities and differences between the case studies. We start by identifying similarities in the approaches followed by the high energy physics and gravitational wave communities to run HTC-type workloads in the Blue Waters supercomputer
Similarities between case studies
We have identified the following common features between LIGO and ATLAS workloads that utilize Blue Waters 1. CVMFS and/or xrootd is used for global distribution of software and data 2. Shifter is used as a container solution for both software stacks 3. ATLAS and LIGO workloads are planned targeting Blue Waters as an OSG compute element 4. Jobs submitted to the OSG will start flowing into Blue Waters when glideins are started within a Shifter container in Blue Waters 5. These workloads use HTCondor to schedule jobs. LIGO workloads also use Pegasus as a workflow management system 6. The workloads use temporary certificates to comply with two factor authentication 7. The OSG is used as a global adapter to connect ATLAS and LIGO compute-resources to Blue Waters 8. These workloads use the backfill operational mode to maximize cluster utilization without loss of overall qualityof-service
Differences between case studies
In this section we focus on the ATLAS workload designed to run at production scale in the Titan supercomputer. The differences between this LHC workload and those discussed in the previous section are: In early 2019, the LIGO, Virgo and KAGRA detectors will gather data concurrently for the first time. This one-year campaign will benefit from ongoing commissioning work at the LIGO and Virgo sites. The implications of this are multifold. First of all, more sensitive detectors means that gravitational wave signals will spend more time in the detectors' sensitive frequency range. In turn, effectual searches will require many more waveforms that are significantly longer than in previous campaigns. Additionally, more sensitive detectors means that they can probe a larger volume of the Universe, which will boost the number of sources that will be detected. From a data analysis perspective, this means that we will require a significant increase in the pool of computational resources to keep the same cycle of detection to publication. If the detection rate increases by at least a factor of two, this level of activity will become unsustainable. Requiring that new data becomes publicly available with a six month latency also implies that compute-power will be utilized to address core data analysis activities, at the expense of not pursuing high risk-high reward science investigations that may lead to groundbreaking discoveries.
This situation is not unique to gravitational wave data analysis. For the HEP, the data volumes to be processed by 2022 (Run 3) and then the HL-HLC starts producing data (Run 4) will increase by factor of 10-100 compared to the existing volumes (Run 2). It is acknowledged in the HPC community that there is a growing disconnect between commercial clouds and HPC infrastructures, where the computing power and data storage concentrate, and edge environments which are experiencing the largest increase of data volumes but lack the needed infrastructure to cope with it. In this scenario, LIGO and ATLAS represent an edge environment that will generate very large datasets in the very near future, and will require access to ever increasing pools of computational power.
A range of opportunities have been discussed in the HPC community to alleviate these challenges. Some of them include data processing as close as possible to the data sources, and logically centered cloud-like processing. The use of containers will continue to play a significant role to seamlessly run compute-intensive workloads on commercial clouds, HPC infrastructures, and computing resources deployed in edge environments where the datasets are generated. The development of a common interface for containerization will facilitate convergence for all the ecosystem of applications that scientific cyberinfrastructure has to address.
Outlook
As the data revolutions continues to evolve, new paradigms will emerge to support compute-intensive and data-intensive work either in HPC centers or edge environments. Global recommendations from the HPC communities for edge environments include the development of new algorithms to compress datasets by one or more orders of magnitude, and to understand how to use lossy compression. Furthermore, next-generation workloads may include not only classical HPC-type applications, but also machine and deep learning applications, which require a new level of abstraction between software and hardware to run these type of hybrid workloads. As HPC and the big data revolution continue to develop and converge, new needs and opportunities will arise, including the use of HPC math libraries for high end data analysis, the development of new standards for shared memory, and the interoperability between programming models and data formats.
The data revolution has already initiated a paradigm shift in gravitational wave astrophysics and high-energy physics. Deep learning algorithms have been used to show that gravitational wave detection can be carried out faster than realtime, while also increasing the depth and speed of established LIGO detection algorithms, and enabling the detection of new classes of gravitational wave sources [29, 28, 59, 63, 30, 38] . Deep learning approaches to the search for new physics at the LHC started around 2012 and has since been applied to address many challenges including simulation, particle identification, and event characterization [31]. These algorithms have been developed by combining HPC, innovative hardware architectures, and deep learning algorithms. The potential of this new wave of innovation as an alternative paradigm to combining HTC and HPC to cope with the ever increasing demand for computational infrastructure of edge environments will be discussed in future work.
