Linear discrimination with equicorrelated training vectors  by Leiva, Ricardo
Journal of Multivariate Analysis 98 (2007) 384–409
www.elsevier.com/locate/jmva
Linear discrimination with equicorrelated training
vectors
Ricardo Leiva∗
Departamento de Matemática, F.C.E., Universidad Nacional de Cuyo, 5500 Mendoza, Argentina
Received 4 April 2005
Available online 23 August 2006
Abstract
Fisher’s linear discrimination rule requires uncorrelated training vectors. In this paper a linear discrimina-
tion method is developed to be used when the training vectors are equicorrelated.Also, maximum likelihood
ratio tests are proposed to decide whether the training samples are uncorrelated or equicorrelated.
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1. Introduction
Discriminant analysis is a well-known statistical method (see [20]) used to classify multivariate
observations belonging to k different populations. Fisher [10] transformed the multivariate classi-
ﬁcation problem into a univariate one for the case of populations with equal covariance matrices
and k = 2. He did this by using a linear combination of the observed random vector. The appro-
priate linear combination can be found by maximizing the separation between the transformed
populations, when the separation is deﬁned as half of the square of the Mahalanobis distance [18].
That is, assume that an m-variate random vector X = (X1, . . . , Xm)′ is observed in the objects
belonging to two populations 1 and 2. Let f (i)X be the density of X in i , and let µi be its
mean vector, for i = 1, 2. If is the common covariance for both populations, then the population
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separation is deﬁned as
sep[f (1)X ; f (2)X ] = 12 · d2(µ(1);µ(2)) = 12 · (µ(1) − µ(2))′−1(µ(1) − µ(2)), (1)
where
d2(a;b) = (a − b)′−1(a − b) (2)
is the squared of the Mahalanobis distance between vectors a and b.
Fisher’s solution to the discrimination problem can be presented as the search for the linear
combinationZ = a′X+b that maximizes sep[f (1)Z ; f (2)Z ]. It is shown that this maximum satisﬁes
max
a∈Rm0
sep[f (1)Z ; f (2)Z ] = max
a∈Rm0
1
2
· [a
′(µ(1) − µ(2))]2
a′a
= 1
2
· (µ(1) − µ(2))′−1(µ(1) − µ(2))
= sep[f (1)X ; f (2)X ], (3)
where Rm0 = Rm − {0} . The maximum is reached at vector  if and only if
 = k −1(µ(1) − µ(2)). (4)
By choosing k = 1 and b = 0, the linear combination Z = ′X+b that maximizes the separation
of the transformed populations is
Z = r1(X) = (µ(1) − µ(2))′−1X. (5)
Thus, the classiﬁcation criterion that assigns an observationXn+1 to one of the two populations
is as follows:
Assign Xn+1 to population 1 ⇔ Vn+1 = (µ(1) − µ(2))′−1Xn+1c1,2,
where c1,2 is a ﬁxed constant appropriately chosen.
For example, in the case of equal misclassiﬁcation costs and equal prior probabilities,
c1,2 = r1
((
µ(1) + µ(2)
2
))
= (µ(1) − µ(2))′ · −1
(
µ(1) + µ(2)
2
)
,
which is the transformed point, using (5), of the middle point c between the means µ(1) and µ(2),
that is, c = µ(1)+µ(2)2 . The vector c satisﬁes
min
∈Rm
[
d2
(
µ(1); 
)
+ d2
(
µ(2); 
)]
= d2
(
µ(1); c
)
+ d2
(
µ(2); c
)
= 12 · d2
(
µ(1);µ(2)
)
= sep[f (1)X ; f (2)X ].
In most applications the population parameters are unknown. To estimate these parameters a
“training sample” is taken in each population. The assumption here is that each training sample
is formed by uncorrelated vectors. However, this assumption is not always true in practice.
The main purpose of this paper is to obtain a linear discrimination procedure to be used when
the vectors in each training sample are equicorrelated.
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There are many articles dealing with equicorrelation among random variables. This type of
equicorrelation will be called “univariate equicorrelation” to distinguish it from multivariate
equicorrelation among vectors given in Deﬁnitions 1 and 2. These articles analyze different hy-
potheses testing problems under univariate equicorrelation (or intraclass correlation) assumptions.
Several of them developmethods for testing the equality of k2 intraclass correlation coefﬁcients
(e.g. [34,8,16,15,26,33,5,21,9]). Others deal with the estimation of the equicorrelation coefﬁcient
(e.g. [31,29,25,32]). An extensive univariate equicorrelation literature studies the effects of the
intraclass correlation on different models (e.g. [30,2,11,14]).
The above articles show how different statistical methods changewhen the standard assumption
of uncorrelated variables is replaced by the univariate equicorrelation assumption. Several appli-
cations of these methods to real world observable random variables are given in these articles.
They anticipate the need to generalize statistical methods when the multivariate equicorrelation
assumption is used instead of the usual assumption of non-correlated vectors. This problem ap-
pears in the application of Fisher’s discriminant analysis to remote sensing data analysis where
the assumption of uncorrelated training sample is violated. Basu and Odell [4] showed that the
unexpected misclassiﬁcation probabilities observed in those applications can be explained by as-
suming (multivariate) equicorrelation among vectors in each training sample. They investigated
how this multivariate equicorrelation affects the misclassiﬁcation probabilities of Fisher’s pro-
cedure. They concentrated on showing how the equicorrelation changes both the properties of
the usual estimator S of , and the misclassiﬁcation probabilities when this estimator is used
in Fisher’s linear discrimination criterion. But they did not investigate which linear combination
should be used to discriminate when the training vectors are equicorrelated.
As explained above, this article focuses on obtaining a discrimination rule when the vectors
in each training sample are equicorrelated. This article is organized as follows. In Section 2,
deﬁnitions of equicorrelated and jointly equicorrelated vectors are given. In Section 2.3,maximum
likelihood estimators of the covariance matrix of these types of vectors are obtained. In Section 3,
solutions to the linear discrimination problem when training samples are equicorrelated or jointly
equicorrelated are proposed. Finally, in Section 4, maximum likelihood ratio (LR) tests for testing
hypotheses involving the equicorrelation concepts are developed.
2. Equicorrelated vectors
2.1. Basic concepts
Deﬁnition 1. Let X be an nm-variate partitioned vector X = (X′1, . . . , X′n)′, where Xj =
(Xj,1, . . . , Xj,m)′ for j = 1, . . . , n. Let µX be its mean vector µX = 1n ⊗ µ, where 1n =
(1, . . . , 1)′ ∈ n and µ ∈ m, and X its (partitioned) covariance matrix X =
(
Xr,Xs
) =(
r,s
)
, where r,s = cov [Xr,Xs] for r, s : 1, . . . , n. The m-variate vectors X1, . . . , Xn are
equally correlated if they have the following “equicorrelated covariance”:
r,s = cov [Xr ;Xs] =
{
0 if r = s,
1 if r = s, (6)
where 0 is a symmetric positive deﬁnite matrix, and 1 is a symmetric matrix. That is, the
covariance matrix of the partitioned nm-variate vector X = (X′1, . . . , X′n)′ is
X = In ⊗ (0 − 1) + Jn ⊗ 1, (7)
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where In is the n × n identity matrix and Jn = 1n · 1′n. The matrices 0 and 1 are called
“equicorrelated parameters”.
If 0 − 1 and 0 + (n − 1)1 are non-singular matrices, then
−1X = In ⊗ (0 − 1)−1 − Jn ⊗ (0 − 1)−1 1 (0 + (n − 1)1)−1 . (8)
This result (8) generalizes the one given by Bartlett [3] for the case m = 1.
An alternative expression for −1X can be obtained. Denoting Uk = 0 + k1 and noticing that
U−1 − Un−1 = −n1, then
1
n
[
U−1n−1 − U−1−1
]
= 1
n
U−1−1
[
U−1U−1n−1 − Im
]
= 1
n
U−1−1
[
U−1 − Un−1
]
U−1n−1
= −U−1−11U−1n−1.
Thus, (8) can be expressed as
−1X = In ⊗ (0 − 1)−1 + Jn ⊗
1
n
[
(0 + (n − 1)1)−1 − (0 − 1)−1
]
. (9)
There are several ways to ﬁnd the determinant of X given by (7). One of them is using the
n × n matrix Rn proposed by Basu and Odell [4], which is given by
Rn =
⎡⎢⎢⎢⎣
r1
r2
...
rn
⎤⎥⎥⎥⎦ ,
where the 1 × n row vectors rk are
rk =
⎧⎪⎨⎪⎩
1
n
1
2
1′n if k = 1,(
1
k
1
2 (k−1) 12
1′k−1,
−(k−1)
k
1
2 (k−1) 12
, 01×n−k
)
if k = 2, . . . , n,
andwhere it is understood that the zero vector 01×n−k does not appear in the partitioned expression
of rk when k = n. This matrix Rn has the following properties:
1. It is an orthogonal matrix, that is, R′n = R−1n , with |Rn| = (−1)n+1 .
2. If diagn [A,B] denotes the block diagonal matrix
diagn [A,B] =
[
A 0m×(n−1)m
0′m×(n−1)m In−1 ⊗ B
]
,
then
(
R′n ⊗ Im
)
diagn [A,B] (Rn ⊗ Im) = In ⊗ B + Jn ⊗ A−Bn .
3. (Rn ⊗ Im) [In ⊗ (0 − 1) + Jn ⊗ 1]
(
R′n ⊗ Im
)
is equal to
diagn [0 + (n − 1)1, (0 − 1)] =
[
0 + (n − 1)1 0m×(n−1)m
0′m×(n−1)m In−1 ⊗ (0 − 1)
]
.
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Using properties 1 and 3, and recalling that the determinant of a block diagonal is the product
of their block diagonal determinants, it follows that
|X| = |(Im ⊗ Im)X| =
∣∣(RnR′n ⊗ Im)X∣∣
= |Rn ⊗ Im| |X|
∣∣R′n ⊗ Im∣∣
= ∣∣(Rn ⊗ Im)X (R′n ⊗ Im)∣∣
= ∣∣diagn [0 + (n − 1)1, (0 − 1)]∣∣
= |(0 − 1)|n−1 |0 + (n − 1)1| . (10)
2.2. Jointly equicorrelated sets of vectors
Deﬁnition 2. For i = 1, 2, let X(i) be an nim-variate partitioned vector X(i) = (X(i)′1 , . . . , X
(i)′
ni
)′,
where X(i)j = (X(i)j,1, . . . , X(i)j,m)′ for j = 1, . . . , ni, with mean vector µX(i) = 1ni ⊗ µ(i), µ(i) ∈
m, and partitioned covariance matrix X(i) = cov
[
X(i),X(i)
] = (
X
(i)
r ,X
(i)
s
)
=
(
(i)r,s
)
, where
(i)r,s = cov
[
X
(i)
r , X
(i)
s
]
for r, s : 1, . . . , ni . Let X(1),X(2) and X(2),X(1) be
X(1),X(2) = cov
[
X(1),X(2)
]
=
(

X
(1)
j ,X
(2)
k
)
=
(
(12)j,k
)
=′X(2),X(1) = cov
[
X(2),X(1)
]′ = (
X
(2)
j ,X
(1)
k
)′
=
(
(21)j,k
)′
for j = 1, . . . , n1 and k = 1, . . . , n2.Then the two vectorsX(1) andX(2) are jointly equicorrelated
(or equivalently, the m-variate vectors X(1)1 , . . . , X(1)n1 and the m-variate vectors X(2)1 , . . . , X(2)n2
are jointly equicorrelated) if they have the following “jointly equicorrelated covariance”:
cov
[
X(h)r ;X(i)s
]
=
⎧⎪⎪⎨⎪⎪⎩
(i)0 if h = i and r = s,
(i)1 if h = i and r = s,
 if h = i,
where h, i = 0, 1, r = 1, . . . , nh, s = 1, . . . , ni, and where (1)0 and (2)0 are symmetric positive
deﬁnite matrices, and (1)1 , 
(2)
1 , and  are symmetric matrices. That is, the covariance matrix of
the (n1 + n2)m-variate partitioned vector X = (X(1)′ ,X(2)′)′ is
X =
(
X(1) X(1),X(2)
′X(1),X(2) X(2)
)
=
⎛⎝ In1⊗ ((1)0 −(1)1 )+Jn1,n1⊗(1)1 Jn1,n2⊗
Jn2,n1⊗ In2⊗
(
(2)0 −(2)1
)
+Jn2,n2⊗(2)1
⎞⎠ , (11)
where Ini is the ni × ni identity matrix, and where Jnh,ni = 1nh1′ni is the nh × ni matrix of
ones.
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If (i)0 −(i)1 and (i)0 + (ni −1)(i)1 are non-singular matrices, then it is known that the inverse
of X is
−1X =
(
Q−11 −−1X(1)X(1),X(2)Q−12
−−1X(2)′X(1),X(2)Q−11 Q−12
)
, (12)
where
Qi =X(i) − X(i),X(k)−1X(k)′X(i),X(k)
= Ini ⊗
(
(i)0 − (i)1
)
+ Jni ,ni ⊗
[
(i)1 − nk
(
A(k) + n2B(k)
)

]
for i = 1, 2 and k = 3 − i; and where
−1X(i) = Ini ⊗ A(i) + Jni ,ni ⊗ B(i),
with
A(i) =
(
(i)0 − (i)1
)−1
(13)
and
B(i) = −A(i)(i)1
(
(i)0 + (ni − 1)(i)1
)−1
(14)
=
(
(i)0 + (ni − 1)(i)1
)−1 − A(i)
ni
.
That is, for i = 1, 2 and k = 3−i, the matrices in (12) are given by the following two expressions:
1.
Q−1i = Ini ⊗ A(i) + Jni ,ni ⊗ D(i),
where
A(i) =
(
(i)0 − (i)1
)−1 = ((i)0 − (i)1 )−1
with
(i)j = (i)j − nk
(
A(k) + nkB(k)
)
 for j = 0, 1
and
D(i) = −
(
(i)0 − (i)1
)−1
(i)1
(
(i)0 + (ni − 1)(i)1
)−1
= −
(
(i)0 − (i)1
)−1 [
(i)1 − nk
(
A(k) + nkB(k)
)

]
×
{[
(i)0 − nk
(
A(k) + nkB(k)
)

]
+(ni − 1)
[
(i)1 − nk
(
A(k) + nkB(k)
)

]}−1
. (15)
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Notice that even for (1)0 = (2)0 , (1)1 = (2)1 , (i.e. A(1) = A(2), B(1) = B(2)), if n1 = n2 it
is possible that D(1) = D(2), and therefore, Q−11 = Q−12 .
2.
−−1X(i)X(i),X(k)Q−1k = −
(
Ini ⊗ A(i) + Jni ,ni ⊗ B(i)
)
×(Jni ,nk ⊗ ) (Ink ⊗ A(k) + Jnk,nk ⊗ D(k))
= −
(
Jni ,nk ⊗
(
A(i) + niB(i)
)

) (
Ink ⊗ A(k) + Jnk,nk ⊗ D(k)
)
= Jni ,nk ⊗ −
(
A(i) + niB(i)
)

(
A(k) + nkD(k)
)
.
Therefore,
−1X =
(
In1 ⊗ A(1) + Jn1,n1 ⊗ D(1) Jn1,n2 ⊗ T
Jn2,n1 ⊗ V In2 ⊗ A(2) + Jn2,n2 ⊗ D(2)
)
, (16)
where
T = −
(
A(1) + n1B(1)
)

(
A(2) + n2D(2)
)
and
V = −
(
A(2) + n2B(2)
)

(
A(1) + n1D(1)
)
.
It is important to note that−1X depends onn1 andn2.Then, evenwhen
(1)
0 = (2)0 ,(1)1 = (2)1 ,
and  are symmetric matrices, if n1 = n2 it is possible that T = V, with T and V non-symmetric
matrices, but with T = V′, because −1X must be symmetric.
Using the known expression for the determinant of a partitioned matrix [12, Theorem 13.3.8,
p. 188] the determinant of X is
|X| =
∣∣∣∣∣∣ In1 ⊗
(
(1)0 − (1)1
)
+ Jn1,n1 ⊗ (1)1 Jn1,n2 ⊗ 
Jn2,n1 ⊗  In2 ⊗
(
(2)0 − (2)1
)
+ Jn2,n2 ⊗ (2)1
∣∣∣∣∣∣
=
∣∣∣In1 ⊗ ((1)0 − (1)1 )+ Jn1,n1 ⊗ (1)1 ∣∣∣ · ∣∣∣[In2 ⊗ ((2)0 − (2)1 )+ Jn2,n2 ⊗ (2)1 ]
− (Jn2,n1 ⊗ ) (In1 ⊗ A(1) + Jn1,n1 ⊗ B(1)) (Jn1,n2 ⊗ )∣∣∣
=
∣∣∣In1 ⊗ ((1)0 − (1)1 )+ Jn1,n1 ⊗ (1)1 ∣∣∣ · ∣∣∣In2 ⊗ G(2) + Jn2,n2 ⊗ (2)1 ∣∣∣ , (17)
where
G(2) = (2)0 − (2)1 =
[
A(2)
]−1
and
(2)1 = (2)1 − n1
(
A(1) + n1B(1)
)
.
That is, |X| is the product of two determinants obtained by Eq. (10).
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2.3. Maximum likelihood estimator of the covariance matrix
2.3.1. Equicorrelated covariance matrix
Let the partitioned nm-variate vector X = (X′1, . . . , X′n)′ have multivariate normal distribution
with mean vector µX = 1n ⊗µ and covariance matrix X = In ⊗ (0 − 1)+ Jn ⊗1. That is,
the density function fX of vector X is
fX(x;µX,X) =
exp− 12
(
x − µX
)′ −1X (x − µX)
(2)
mn
2 |X| 12
. (18)
Let the nm-variate vectorsX1, . . . ,XN be a random sample of sizeN from the populationwith den-
sity (18), where for h = 1, . . . , N Xh = (X′h;1, . . . , X′h;n)′,withXh;j = (Xh;j,1, . . . , Xh;j,m)′
for j = 1, . . . , n. Then, the likelihood function L = L (µX,X) is given by
L
(
µX,X
)= fX1,...,XN (x1, . . . , xN ;µX,X)
=
N∏
h=1
exp− 12
(
xh − µX
)′ −1X (xh − µX)
(2)
mn
2 |X| 12
= exp−
1
2
∑N
h=1
(
xh − µX
)′ −1X (xh − µX)
(2)
Nmn
2 |X|N2
,
or equivalently, L = L (µX∗ ,X∗) given by
L
(
µX∗ ,X∗
)= fX∗(x∗;µX∗ ,X∗) = fX∗(x∗;µ,0,1)
= exp−
1
2
(
x∗ − µX∗
)′ −1X∗ (x∗ − µX∗)
(2)
Nmn
2
∣∣X∗ ∣∣ 12 , (19)
where
X∗ =
(
X′1, . . . ,X′N
)′
,
µX∗ = 1N ⊗ µX = 1N ⊗ (1n ⊗ µ) = 1Nn ⊗ µ
and
X∗ = IN ⊗ X = IN ⊗ (In ⊗ (0 − 1) + Jn ⊗ 1)
= INn ⊗ (0 − 1) + IN ⊗ Jn ⊗ 1.
The log likelihood function is
log(L)= −Nmn
2
log (2) − N
2
log |X| − 12
N∑
h=1
(
xh − µX
)′ −1X (xh − µX)
= −Nmn
2
log (2) − N
2
log |X| − 12
(
x∗ − µX∗
)′ −1X∗ (x∗ − µX∗) . (20)
By (8) the inverse matrix −1X in (20) is of the form −1X = In ⊗ A + Jn ⊗ B, where A =
(0 − 1)−1 and B = −A1 (0 + (n − 1)1)−1 .
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Let
•
xh;j = xh;j − µ , and denote QN as the sum of the quadratic forms in (20). Then
QN =
N∑
h=1
(
xh − µX
)′ −1X (xh − µX)
=
N∑
h=1
n∑
j=1
•
x
′
h;j (A + B)
•
xh;j +
N∑
h=1
n∑
j=1
n∑
j =i=1
•
x
′
h;jB
•
xh;i
=
N∑
h=1
n∑
j=1
tr
(
(A + B) •xh;j •x
′
h;j
)
+
N∑
h=1
n∑
j=1
n∑
j =i=1
tr
(
B
•
xh;i
•
x
′
h;j
)
= tr
⎛⎝(A + B) N∑
h=1
n∑
j=1
•
xh;j
•
x
′
h;j
⎞⎠+ tr
⎛⎝B N∑
h=1
n∑
j=1
n∑
j =i=1
•
xh;i
•
x
′
h;j
⎞⎠ . (21)
Noticing that
•
xh;j = xh;j − x + x − µ, where x is the global sample mean vector given by
x = 1
Nn
N∑
h=1
n∑
j=1
xh;j ,
and that
N∑
h=1
n∑
j=1
(
xh;j − x
) = 0,
it follows that
N∑
h=1
n∑
j=1
•
xh;j
•
x
′
h;j = C0 + Nn (x − µ) (x − µ)′ ,
where
C0 =
N∑
h=1
n∑
j=1
(
xh;j − x
) (
xh;j − x
)′
. (22)
Similarly, noticing that
N∑
h=1
n∑
j=1
n∑
j =i=1
(
xh;i − x
)= N∑
h=1
n∑
j=1
{[
n∑
i=1
(
xh;i − x
)]− (xh;j − x)
}
=
n∑
j=1
N∑
h=1
n∑
i=1
(
xh;i − x
)− N∑
h=1
n∑
j=1
(
xh;j − x
) = 0,
it follows that
N∑
h=1
n∑
j=1
n∑
j =i=1
•
xh;j
•
x
′
h;i =
N∑
h=1
n∑
j=1
n∑
j =i=1
(
xh;j − x + x − µ
) (
xh;j − x + x − µ
)′
=C1 + Nn (n − 1) (x − µ) (x − µ)′ ,
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where
C1 =
N∑
h=1
n∑
j=1
n∑
j =i=1
(
xh;j − x
) (
xh;i − x
)′
. (23)
Then, Eq. (21) can be expressed as
N∑
h=1
(
xh − µX
)′ −1X (xh − µX)= tr ((A + B)C0) + tr (BC1)
+Nn · tr ((x − µ)′ (A + B) (x − µ))
+Nn(n − 1) · tr ((x − µ)′ B (x − µ))
= tr
(
−1X∗ C
)
+ [1Nn ⊗ (x − µ)]′ −1X∗ [1Nn ⊗ (x − µ)] ,
with
C = INn ⊗ 1
Nn
(
C0 − 1
n − 1C1
)
+ (IN ⊗ Jn) ⊗ 1
Nn (n − 1)C1, (24)
where C0 and C1 are given by (22) and (23), respectively.
Since −1X is positive deﬁnite, the minimum of the quadratic form appearing in the right-hand
side is reached whenµ takes the value µ̂ = x.Then, whenµX∗ takes the value µ̂X∗ = 1Nn⊗ µ̂ =
1Nn ⊗ x, Eq. (20) reduces to
log
(
L(µ̂X∗ ,X∗)
) = −Nnm
2
log (2) − 1
2
log
∣∣X∗ ∣∣− 12 tr [−1X∗ C] .
Therefore, tomaximize this last expressionwith respect toX∗ it is necessary to ﬁnd themaximum
of the second and third terms. Using Lemma 3.2.2 ofAnderson [1], this maximum is reachedwhen
̂X∗ = C, and the likelihood function (19) evaluated at µ̂X∗ and ̂X∗ is
L̂=L(µ̂X∗ , ̂X∗) =
exp− 12 tr
[
̂
−1
X∗ C
]
(2)
Nnm
2
∣∣∣̂X∗ ∣∣∣ 12 =
exp− 12 tr [INnm]
(2)
Nnm
2
∣∣∣̂X∗ ∣∣∣ 12
= exp−
Nnm
2
(2)
Nnm
2
∣∣∣̂X∗ ∣∣∣ 12 =
exp−Nnm2
(2)
Nnm
2
∣∣∣̂X∣∣∣N2 , (25)
where
∣∣∣̂X∣∣∣ = ∣∣In ⊗ (̂0 − ̂1)+ Jn ⊗ ̂1∣∣ can be calculated using (10).
2.3.2. Jointly equicorrelated covariance matrix
Let X be the partitioned (n1 + n2)m-variate vector X =
(
X(1)′ ,X(2)′
)′
, where, for i = 1, 2,
X(i) = (X(i)′1 , . . . , X
(i)′
ni
)′, with X(i)j = (X(i)j,1, . . . , X(i)j,m)′ for j = 1, . . . , ni . Assume X has a
multivariate normal distribution with mean µX =
(
1′n1 ⊗ µ(1)
′
, 1′n2 ⊗ µ(2)
′)′
and partitioned
covariance matrix X given by (11). That is, the density function fX is given by
fX(x;µX,X)=
exp− 12
(
x − µX
)′ −1X (x − µX)
(2)
(n1+n2)m
2 |X| 12
.
(26)
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Assume X1, . . . ,XN is a random sample of size N of the population with density (26). That
is, the (n1 + n2)m-variate vectors X1, . . . ,XN are i.i.d. with common density (26), where, for
h = 1, . . . , N, Xh =
(
X(1)
′
h ,X
(2)′
h
)′
is such that for i = 1, 2, X(i)′h = (X(i)
′
h;1, . . . , X
(i)′
h;ni )
′, with
X
(i)
h;j = (X(i)h;j,1, . . . , X(i)h;j,m)′ for j = 1, . . . , ni . Then, the likelihood function L = L
(
µX,X
)
is given by
L
(
µX,X
) = exp− 12 ∑Nh=1 (xh − µX)′ −1X (xh − µX)
(2)
Nm(n1+n2)
2 |X|N2
,
or equivalently,
L
(
µX∗ ,X∗
)= fX∗(x∗;µX∗ ,X∗)
= fX∗(x∗;µ,(1)0 ,(1)1 ,(2)0 ,(2)1 )
= exp−
1
2
(
x∗ − µX∗
)′ −1X∗ (x∗ − µX∗)
(2)
Nm(n1+n2)
2
∣∣X∗ ∣∣ 12 ,
where
X∗ =
(
X′1, . . . ,X′N
)′
,
µ′X∗ = 1′N ⊗ µ′X = 1′N ⊗
(
1′n1 ⊗ µ(1)
′
, 1′n2 ⊗ µ(2)
′)
and
X∗ = IN ⊗ X.
Thus, the log likelihood function is
log(L)= −Nm(n1 + n2)
2
log (2) − N
2
log |X| − 12
N∑
h=1
(
xh − µX
)′ −1X (xh − µX)
= −Nm(n1+n2)
2
log (2)−1
2
log
∣∣X∗ ∣∣−12 (x∗−µX∗)′ −1X∗ (x∗−µX∗) . (27)
By (16) the matrix −1X in (27) is of the form
−1X =
(
In1 ⊗ A(1) + Jn1,n1 ⊗ B(1) Jn1,n2 ⊗ T
Jn2,n1 ⊗ V In2 ⊗ A(2) + Jn2,n2 ⊗ B(2)
)
,
where
T = −
(
A(1) + n1B(1)
)

(
A(2) + n2D(2)
)
and
V = −
(
A(2) + n2B(2)
)

(
A(1) + n1D(1)
)
,
where A(i), B(i) and D(i) are, respectively, given by (13)–(15).
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Let
•
x
(i)
h;j = x(i)h;j − µ(i), for i = 1, 2. Then, the sum of quadratic forms Q(x∗) =
∑N
h=1(
xh − µX
)′ −1X (xh − µX) = (x∗ − µX∗)′ −1X∗ (x∗ − µX∗) can be written as
Q(x∗)= tr
⎡⎣(A(1) + B(1)) N∑
h=1
n1∑
j=1
•
x
(1)
h;j
•
x
(1)′
h;j
⎤⎦
+tr
⎡⎣B(1) N∑
h=1
n1∑
j=1
n1∑
j =k=1
•
x
(1)
h;k
•
x
(1)′
h;j
⎤⎦+ tr
⎡⎣U N∑
h=1
n2∑
r=1
n1∑
j=1
•
x
(1)
h;j
•
x
(2)′
h;r
⎤⎦
+tr
[
(A(2) + B(2))
N∑
h=1
n2∑
r=1
•
x
(2)
h;r
•
x
(2)′
h;r
]
+tr
⎡⎣B(2) N∑
h=1
n2∑
r=1
n2∑
r =s=1
•
x
(2)
h;s
•
x
(2)′
h;r
⎤⎦+ tr
⎡⎣T N∑
h=1
n1∑
j=1
n2∑
r=1
•
x
(2)
h;r
•
x
(1)′
h;j
⎤⎦ . (28)
For i = 1, 2, the m-variate vector •x(i)
h;j can be expressed as
•
x
(i)
h;j = x(i)h;j − x(i) + x(i) − µ(i),
where x(i) denotes the global sample mean vector
x(i) = 1
Nni
N∑
h=1
ni∑
j=1
x
(i)
h;j .
Then, operating similarly to the way (22) and (23) were obtained, it follows that
N∑
h=1
ni∑
j=1
•
x
(i)
h;j
•
x
(i)′
h;j = C(i)0 + Nni
(
x(i) − µ(i)
) (
x(i) − µ(i)
)′
,
where
C
(i)
0 =
N∑
h=1
ni∑
v=1
(
x
(i)
h;v − x(i)
) (
x
(i)
h;v − x(i)
)′
, (29)
and
N∑
h=1
ni∑
j=1
ni∑
j =k=1
•
x
(i)
h;k
•
x
(i)′
h;j = C(i)1 + Nni (ni − 1)
(
x(i) − µ(i)
) (
x(i) − µ(i)
)′
,
where
C
(i)
1 =
N∑
h=1
ni∑
v=1
ni∑
v =w=1
(
x
(i)
h;w − x(i)
) (
x
(i)
h;v − x(i)
)′
. (30)
Finally,
N∑
h=1
n2∑
r=1
n1∑
j=1
•
x
(1)
h;j
•
x
(2)′
h;r =
⎛⎝ N∑
h=1
n1∑
j=1
n2∑
r=1
•
x
(2)
h;r
•
x
(1)′
h;j
⎞⎠′
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can be written as
N∑
h=1
n2∑
r=1
n1∑
j=1
•
x
(1)
h;j
•
x
(2)′
h;r =
N∑
h=1
n2∑
r=1
n1∑
j=1
(
x
(1)
h;j − x(1)
) (
x
(2)
h;r − x(2)
)′
+
N∑
h=1
n2∑
r=1
n1∑
j=1
(
x(1) − µ(1)
) (
x(2) − µ(2)
)′
,
since
N∑
h=1
n2∑
r=1
n1∑
j=1
(
x
(1)
h;j − x(1)
) (
x(2) − µ(2)
)′ = n2∑
r=1
⎡⎣ N∑
h=1
n1∑
j=1
(
x
(1)
h;j − x(1)
)⎤⎦(x(2) − µ(2))′
=
n2∑
r=1
[
Nn1
(
x(1) − x(1)
)] (
x(2) − µ(2)
)′ = 0
and
N∑
h=1
n2∑
r=1
n1∑
j=1
(
x(1) − µ(1)
) (
x
(2)
h;r − x(2)
)′ = 0.
Thus,
N∑
h=1
n2∑
r=1
n1∑
j=1
•
x
(1)
h;j
•
x
(2)′
h;r = C(2,1) + Nn2n1
(
x(1) − µ(1)
) (
x(2) − µ(2)
)′
,
where
C(2,1) =
N∑
h=1
n2∑
r=1
n1∑
j=1
(
x
(1)
h;j − x(1)
) (
x
(2)
h;r − x(2)
)′
, (31)
and
N∑
h=1
n1∑
j=1
n2∑
r=1
•
x
(2)
h;r
•
x
(1)′
h;j = C(1,2) + Nn1n2
(
x(2) − µ(2)
) (
x(1) − µ(1)
)′
,
where
C(1,2) =
(
C(2,1)
)′ = N∑
h=1
n1∑
j=1
n2∑
r=1
(
x
(2)
h;r − x(2)
) (
x
(1)
h;j − x(1)
)′
.
Therefore, replacing for the right-hand side expressions in (28), it follows that
Q(x∗)= tr
[
(A(1) + B(1))C(1)0
]
+ tr
[
B(1)C(1)1
]
+ tr
[
UC(2,1)
]
+tr
[
(A(2) + B(2))C(2)0
]
+ tr
[
B(2)C(2)1
]
+ tr
[
T C(1,2)
]
R. Leiva / Journal of Multivariate Analysis 98 (2007) 384–409 397
+Nn1
(
x(1) − µ(1)
)′
(A(1) + B(1))
(
x(1) − µ(1)
)
+Nn1 (n1 − 1)
(
x(1) − µ(1)
)′
B(1)
(
x(1) − µ(1)
)
+Nn2n1
(
x(2) − µ(2)
)′
U
(
x(1) − µ(1)
)
+Nn2
(
x(2) − µ(2)
)′
(A(2) + B(2))
(
x(2) − µ(2)
)
+Nn2 (n2 − 1)
(
x(2) − µ(2)
)′
B(2)
(
x(2) − µ(2)
)
+Nn1n2
(
x(1) − µ(1)
)′
T
(
x(2) − µ(2)
)
. (32)
Let C = IN ⊗ G, where G is given by(
C1 Jn1,n2 ⊗ C
(1,2)
Nn1n2
Jn2,n1 ⊗ C
(2,1)
Nn1n2
C2
)
, (33)
where, for j = 1, 2,
Cj = Inj ⊗
1
Nnj
(
C
(j)
0 −
C
(j)
1
nj − 1
)
+ Jnj nj ⊗
C
(j)
1
Nnj
(
nj − 1
) ,
with C(j)0 , C
(j)
1 and C(1,2) given in (29)–(31), respectively. The six ﬁrst terms of the right-hand
side of (32) are equal to tr
(
−1X∗ C
)
, and the last six terms can be expressed as the quadratic form
z′−1X∗ z, where
z = z
(
x(1),µ(1), x(2),µ(2)
)
= 1′N ⊗
(
1′n1 ⊗
(
x(1) − µ(1)
)′
, 1′n2 ⊗
(
x(2) − µ(2)
)′)′
.
That is,
Q(x∗)=Q
(
x∗;µ(1),µ(2),(1)0 ,(1)1 ,(2)0 ,(2)1 ,
)
= tr
(
−1X∗ C
)
+ z′−1X∗ z.
Since tr
(
−1X C
)
does not depend on µ(1) and µ(2) and −1X is positive deﬁnite, then the min-
imum value 0 of the quadratic form z′−1X∗ z is reached when µ
(1) and µ(2) take the values
µ̂(1) = x(1) and µ̂(2) = x(2), respectively. Therefore, evaluating (27) in µ′X∗ = µ̂′X∗ =
1′N ⊗
(
1′n1 ⊗ x(1)′, 1′n2 ⊗ x(2)′
)
, it follows that
log
(
L(µ̂X,X)
) = −Nm(n1 + n2)
2
log (2) − 1
2
log
∣∣X∗ ∣∣− 12 tr [−1X∗ C] .
Again, usingLemma3.2.2 ofAnderson [1], it is concluded that themaximumof log(L(µ̂X,X))
with respect to X∗ is reached in ̂X∗ = C, where C is given in (33).
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Therefore, the likelihood function (19), with n = n1 + n2, evaluated in µ̂X∗ and ̂X∗ is
L̂=L(µ̂X∗ , ̂X∗) =
exp− 12 tr
[
̂
−1
X∗ C
]
(2)
N(n1+n2)m
2
∣∣∣̂X∗ ∣∣∣ 12 =
exp− 12 tr
[
IN(n1+n2)m
]
(2)
N(n1+n2)m
2
∣∣∣̂X∗ ∣∣∣ 12
= exp−
N(n1+n2)m
2
(2)
N(n1+n2)m
2
∣∣∣̂X∗ ∣∣∣ 12 =
exp−N(n1+n2)m2
(2)
N(n1+n2)m
2
∣∣∣̂X∣∣∣N2 , (34)
where
∣∣∣̂X∣∣∣ can be obtained using (17).
3. Linear discrimination
3.1. Non-correlated training vectors
In this subsection Fisher’s result is obtained under an approach different to the one presented
in the Introduction. This approach naturally leads to the generalization proposed in this paper.
Let the partitioned nm-variate vector X = (X′1, . . . , X′n)′ be formed by the n random vectors
Xj = (Xj,1, . . . , Xj,m)′ for j = 1, . . . , n. Let f (1)X and f (2)X be the densities of X in 1 and
2, respectively. Let µ(i) be the mean vector and  the covariance matrix of X in i , for
i = 1, 2. That is, in population i the nm-variate vector X has mean vector µX = 1n ⊗ µ(i) and
covariance matrixX = In⊗. Fisher’s discrimination problem can be presented as the search of
vectors a ∈ Rm0 such that the densities of the vector Va =
(
a′X1, . . . , a′Xn
)′ have the maximum
separation between them. For population i, µVa =
(
a′µ(i)
)
1n is the mean vector of Va and
Va = In ⊗
(
a′a
)
its covariance matrix. Then, using (1), the separation to be maximized is
sep[f (1)Va ; f
(2)
Va ] =
1
2
· [a′(µ(1) − µ(2))]21′n
[
In ⊗
(
a′a
)]−1 1n
= 1
2
· [a′(µ(1) − µ(2))]21′nI−1n
(
a′a
)−1 1n
= 1
2
· [a
′(µ(1) − µ(2))]21′n1n
a′a
= n
2
· [a
′(µ(1) − µ(2))]2
a′a
.
Thus, the maximization problem is to ﬁnd vectors a ∈ Rm0 where
max
a∈Rm0
sep[f (1)Va ; f
(2)
Va ] = maxa∈Rm0
n
2
· [a
′(µ(1) − µ(2))]2
a′a
is reached. Notice that the vectors  where this maximum is reached are the same solution (4) of
the problem presented in Eq. (3).
3.2. Linear discriminant analysis with equicorrelated training vectors
The approach used at the end of Section 3.1 can be generalized to ﬁnd a solution to the linear
discrimination problem with equicorrelated training vectors. Let X = (X′1, . . . , X′n)′ be again the
partitioned nm-variate random vector with X′j = (Xj,1, . . . , Xj,m) for j = 1, . . . , n, with mean
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vectorµX = 1n⊗µ(i) in population i.But now, let X have a partitioned equicorrelated covariance
matrix X =
(
Xr,Xs
)
, where Xr,Xs = cov [Xr,Xs] = r,s is given in (6), for r, s : 1, . . . , n.
The discrimination problem consists again in ﬁnding a ∈ Rm0 such that the densities of vector
Va = (a′X1, . . . , a′Xn)′ have maximum separation. In this case, µVa =
(
a′µ(i)
)
1n is the mean
vector of Va in population i, and its covariance matrix is
Va =
(
In ⊗ a′
)
X (In ⊗ a)
= (a′Xr,Xsa)r,s .
Since
sep[f (1)Va ; f
(2)
Va ] = 12 ·
[
a′(µ(1) − µ(2))
]2
1′n
[(
In ⊗ a′
)
X (In ⊗ a)
]−1 1n, (35)
then the maximization problem is
max
a∈Rm0
sep[f (1)Va ; f
(2)
Va ] = maxa∈Rm0
1
2
·
[
a′(µ(1) − µ(2))
]2
1′n
[(
a′Xr,Xsa
)
r,s
]−1
1n. (36)
It is worthwhile to note that for all a ∈ Rm0 , sep[f (1)Va ; f
(2)
Va ] = sep[f
(1)
Vka ; f
(2)
Vka ] for all k ∈ R0.
Therefore, if the maximum is reached at vector a, it is also reached at any other vector of the form
ka.
The solution to the maximization problem (36) is given in the following proposition:
Proposition 1. Let  = (µ(1) −µ(2)). Let the m×m matrix (X)+ denote the sum of all m×m
submatrices Xr,Xs of the nm × nm partitioned matrix X =
(
Xr,Xs
)
r,s
(that is, (X)+ =∑n
r=1
∑n
s=1 Xr,Xs ). Then maxa∈Rm0 sep[f
(1)
Va ; f
(2)
Va ] = n
2
2 · ′
[
(X)+
]−1 , and a vector 
where this maximum is reached at  = [(X)+]−1 .
Proof. Notice that for the equicorrelated covariance given in (7), the matrix Ba =
(
In ⊗ a′
)
X
(In ⊗ a) in (35) is
Ba =
(
In ⊗ a′
) [In ⊗ (0 − 1) + Jn ⊗ 1] (In ⊗ a)
= In ⊗
(
0 − 1
)+ Jn ⊗ 1,
where i = a′ia, for i = 0, 1.
Then, using (9),
1′nB−1a 1n = 1′n
[
In ⊗
(
0 − 1
)−1 + Jn ⊗ (0 + (n − 1) 1)−1 − (0 − 1)−1
n
]
1n
= n (0 + (n − 1) 1)−1 = n2 {a′ [n (0 + (n − 1)1)] a}−1
= n2 {a′ [X]+ a}−1 .
Thus,
sep[f (1)Va ; f
(2)
Va ] =
1
2
·
[
a′(µ(1) − µ(2))
]2
1′nB−1a 1n
= n
2
2
·
[
a′(µ(1) − µ(2))]2
a′ [X]+ a
.
Therefore, the same result used to obtain (3) and (4), concludes the proof. 
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To interpret this result, note that 1
n2
(X)+ = cov
[ 1
n
∑n
r=1 Xr ; 1n
∑n
s=1 Xs
]
. The linear com-
bination
Z = r(X) = (µ(1) − µ(2))′ {[X]+}−1 X (37)
maximizes the separation of the transformed populations, where it is proved from (9) that(
(X)+
)−1 = 1
n
· (0 + (n − 1)1)−1 . (38)
As before, the classiﬁcation criterion used to assign an observation X to one of the two popu-
lations is given by
Assign X to population 1 ⇔ V = r (X) = (µ(1) − µ(2))′ {[X]+}−1 Xc,
where c is a ﬁxed constant appropriately chosen.
Again, if the misclassiﬁcation costs are equal and the prior probabilities of an observation
coming from 1, 2 are also equal, then
c = r
[(
µ(1) + µ(2)
2
)]
= (µ(1) − µ(2))′ {[X]+}−1
(
µ(1) + µ(2)
2
)
.
That is, c is the transformation of the middle point µ
(1)+µ(2)
2 using transformation r given in (37).
Also note that when the vectors in each training sample are uncorrelated, this criterion re-
duces to Fisher’s criterion, since in that case
{[X]+}−1 = 1n · −10 , and thus, V = (µ(1) −
µ(2))′
{[X]+}−1 Xc is equivalent to V = (µ(1) − µ(2))′ 1n · −10 X 1n · c1,2.
In applications, the population means are estimated by their respective training sample means.
But to estimate
{[X]+}−1 given by (38) there are two natural ways to proceed:
1. Using the training samples X(1) and X(2) separately and using (24) with N = 1, two estimates
̂X(1) and ̂X(2) ofX can be obtained.Then, pooling the two estimates
[
̂X(1)
]
+ and
[
̂X(2)
]
+ ,
an estimate of [X]+ is
̂[X]+ =
[
̂X(1)
]
+ +
[
̂X(2)
]
+
2
, (39)
where, for h = 1, 2,
̂X(h) = C(h) = In ⊗
1
n
(
C
(h)
0 −
1
n − 1C
(h)
1
)
+ Jn,n ⊗ 1
n (n − 1)C
(h)
1 ,
with C(h)0 and C
(h)
1 given (using (22) and (23) with N = 1) by
C
(h)
0 =
n∑
j=1
(
x
(h)
j − x(h)
) (
x
(h)
j − x(h)
)′
,
and
C
(h)
1 =
n∑
j=1
n∑
j =i=1
(
x
(h)
j − x(h)
) (
x
(h)
i − x(h)
)′
.
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The inverse of̂[X]+ is used in the proposed sample criterion, that is,
Assign X to population 1 ⇔ V = r∗ (X) = (x(1) − x(2))′
{
̂[X]+
}−1
Xc∗.
2. Considering the equicorrelated training samples X(1) and X(2) as jointly equicorrelated with
 = 0, and (1)i = (2)i for i = 0, 1, an estimate ̂X = C is obtained using Eq. (33) with
N = 1. That is,
̂X = C =
(
C(1) 0
0 C(2)
)
, (40)
with
C(k) = In ⊗ 1
n
(
C
(k)
0 −
C
(k)
1
n − 1
)
+ Jn,n ⊗ C
(k)
1
n (n − 1) ,
for k = 1, 2, where, using (29) and (30) with N = 1, C(1)0 , C(2)0 and C(1)1 , C(2)1 are given by
C
(k)
0 =
n∑
v=1
(
x(k)v − x(k)
) (
x(k)v − x(k)
)′
(41)
and
C
(k)
1 =
n∑
v=1
n∑
v =w=1
(
x(k)w − x(k)
) (
x(k)v − x(k)
)′
. (42)
Then
[
̂X
]
+ is the estimate of [X]+ , and its inverse is used in the proposed sample criterion,
that is,
Assign X to population 1 ⇔ V = r∗ (X) = (x(1) − x(2))′
{[
̂X
]
+
}−1
Xc∗.
Although
[
̂X
]
+ is not equal to the estimate
̂[X]+ obtained in 1 (in fact,
[
̂X
]
+ = 2·̂[X]+),
if the constants c∗ and c∗ used in the sample criteria are the corresponding transformations of the
same point ̂ (i.e. ̂ = x(0)+x(1)2 , and c∗ = r∗ (̂) and c∗ = r∗ (̂)) then both sample criteria are
equivalent.
3.3. Linear discriminant analysis with jointly equicorrelated training vectors
In the present subsection a generalization of the ideas presented in Section 3.2 to the case of
jointly equicorrelated training vectors is proposed. This generalization requires considering the
linear discrimination between populations with unequal covariance matrices.
3.3.1. Linear discrimination with unequal covariance matrices
It is known that when population covariance matrices are not equal, the solution to the dis-
crimination problem is a quadratic function of the observed vector X to be classiﬁed. However,
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since the distribution theory associated with this quadratic rule is extremely complicated, sev-
eral authors have proposed linear solutions to this problem. Among them, Chaudhuri et al. [7]
found the asymptotically optimal linear rule to classify the observed p-variate random vector
X = (X1, . . . , Xp)′ in one of the populations1 and2. They assumed that under these popula-
tions X has normal densities f (1)X and f
(2)
X , means µ
(1) and µ(2) and positive deﬁnite covariance
matrices 1 and 2, respectively. Then, they showed that, under certain regularity conditions,
the optimal vector , in the sense of maximizing the Bhattacharyya distance [6] asymptotically,
is  = (1 + 2)−1 (µ(1) − µ(2)). With the above separation approach to the discrimination
problem, an equivalent linear solution can be obtained using a modiﬁcation suggested by Park
and Kshirsagar [24] of the distance between normal populations proposed by Paranjpe and Gore
[23]. This modiﬁed distance d between vectors a and b is given by
d2(a;b) = (a − b)′
(
1 + 2
2
)−1
(a − b). (43)
The deﬁnition of d is a generalization for the Mahalanobis distance given in (2). Leiva et al.
[17] give grounds that naturally lead to the distance d deﬁned in Eq. (43), and they propose the
following deﬁnition of the separation between populations 1 and 2:
sep[f (1)X ; f (2)X ]=
1
2
· d2(µ(1);µ(2))=1
2
· (µ(1)−µ(2))′
(
1+2
2
)−1
(µ(1)−µ(2)). (44)
This is a generalization of the separation given in (1) where populations were assumed to have the
same covariance matrix. Leiva et al. [17] show that this separation measure between multivariate
populations is related to Hellinger’s similarity measure H [27] and to Matushita’s closeness
measure r [19].
With the separation deﬁnition given in (44), the discrimination solution is obtained in a similar
way as it is done for the equal covariance case in Section 1. As a result, the linear combination
Z = ′X + b that maximizes sep[f (1)Z ; f (2)Z ] can be chosen to be
Z = T (X) = (µ(1) − µ(2))′
(
1 + 2
2
)−1
X,
that is, ′ = (µ(1) − µ(2))′
(
1+2
2
)−1
.
When the population means and covariance matrices are unknown, as is usually the case in
applications of discriminant analysis, the proposed methodology is applied using the natural
estimators of these parameters. In particular, a study of the asymptotic distribution FW of
W = (X1 − X2) ( ̂1 + ̂22
)−1 (
X − X1 + X2
2
)
,
when the sizes of the training sample tend to inﬁnity, has been done by Herrera [13]. She gener-
alizes similar results given by Okamoto [22] for the equal covariance case. She also analyzed its
asymptotic behavior when both the sample sizes and the vector dimension go simultaneously to
inﬁnity.
3.3.2. Linear discrimination with jointly equicorrelated vectors
The problem considered in this sub-subsection is the classiﬁcation of an m-variate random
vector X = (X1, . . . , Xm)′ in one of the populations1 or2. The classiﬁcation is done using a
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linear discrimination method based on training samples X(1) and X(2) which are jointly equicor-
related according to Deﬁnition 2 in Section 2.2. It is assumed that both training samples are of
size n and that they are uncorrelated between each other (i.e. cov [X(1),X(2)] = X(1),X(2) = 0,
or equivalently  = cov
[
X
(1)
r ;X(2)s
]
= 0, for r, s : 1, . . . , n).
The discrimination method is developed following the approach used in Section 3.2. Let X =
(X′1, . . . , X′n)′ be the partitioned nm-variate random vector with X′j = (Xj,1, . . . , Xj,m) for
j = 1, . . . , n, with mean vector µX = 1n ⊗ µ(i) in population i , for i = 1, 2. But now,
let X have a partitioned equicorrelated covariance matrix (i)X =
(
(i)Xr ,Xs
)
, where (i)Xr ,Xs =
cov [Xr,Xs] = (i)r,s is given by
cov [Xr ;Xs] =
{
(i)0 if r = s,
(i)1 if r = s
for r, s : 1, . . . , n, and for i = 1, 2. That is, the covariance matrices of X under populations 1
and 2 are allowed to be different. Therefore, the methodology stated in Section 3.3.1 can be
applied. The classiﬁcation criterion for an observation X becomes
Assign X to population 1 ⇔ V = r (X)
=
(
µ(1) − µ(2)
)′ { 1
2
([
(1)X
]
+ +
[
(2)X
]
+
)}−1
Xc,
where c is a ﬁxed constant appropriately chosen.
When the parameters µ(1), µ(2), (1)X and 
(2)
X must be estimated, the corresponding discrim-
ination criterion is the same as the one given in Section 3.2. However, the poolinĝ[X]+ =
1
2
([
̂X(1)
]
+ +
[
̂X(2)
]
+
)
of the two estimates
[
̂X(1)
]
+ and
[
̂X(2)
]
+ given in (39) is now the
natural estimate of 12
([
(1)X
]
+ +
[
(2)X
]
+
)
.
4. LR tests
The criterion proposed in Section 3.2 reduces to Fisher’s criterion when the population pa-
rameters are known. However, the application of the former using parameter estimates when the
vectors of the training sample are actually uncorrelated can produce results which are not equal to
Fisher’s. Therefore, it is convenient to test ﬁrst if the equicorrelated assumption can be sustained.
The present section proposes LR tests to test equicorrelation hypotheses. In each case the goal is
to obtain the LR test statistic .
It is assumed that for each population a random sample of nm-variate vectors X1, . . . ,XN
(i.e. a random sample of training samples) is available. The known result about the asymptotic
distribution of a LR test statistic N corresponds to the case N → ∞ considering n ﬁxed.
In Section 4.1 two LR tests are presented. In Section 4.1.1, for X = (X′1, . . . , X′n)′ , the null
hypothesis is H : “The m-variate vectors X1, . . . , Xn are equicorrelated”, and the alternative
hypothesis isH∗ : “The nm-variate vector X has an arbitrary covariance matrix”. In Section 4.1.2
the null hypothesis states that the subvectors of X are uncorrelated and the alternative hypothesis
is the null hypothesis of Section 4.1.1.
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In Section 4.2 the vector X is X =
(
X(1)′ ,X(2)′
)′ = (X(1)′1 , . . . , X(1)′n1 , X(2)′1 , . . . , X(2)′n2 )′ and
the LR tests presented are similar to the tests given in Section 4.1 but now the statement “X(1),X(2)
are jointly equicorrelated” replaces the statement “X1, . . . , Xn are equicorrelated” of Section 4.1.
4.1. LR test for equicorrelated vectors
4.1.1. Equicorrelated against an arbitrary covariance matrix
In this subsection, under the normal distribution assumption, the null hypothesis H states
that the partitioned nm-variate vector X = (X′1, . . . , X′n)′, where Xj = (Xj,1, . . . , Xj,m)′ for
j = 1, . . . , n, has mean vectorµX,H = 1n⊗µ and covariance matrix X,H = In⊗ (0 − 1)+
Jn ⊗ 1. The alternative hypothesis H∗ states that the nm-variate vector X has arbitrary mean
vector µX,H∗ and arbitrary covariance matrix X,H∗ .
Let X1, . . . ,XN be a random sample of size N of an nm-variate normal population with mean
vector µX and covariance matrix X. Under the null hypothesisH, the likelihood function eval-
uated at the maximum likelihood estimates is given in (25). That is,
L̂H = max
µ,0,1
{LH (µ,0,1)}
= exp−
Nnm
2
(2)
Nnm
2
∣∣∣̂X,H∣∣∣N2 , (45)
where ̂X,H = C is given in (24). Under the alternative hypothesis H∗ it is known that the
maximum likelihood estimators of µX,H∗ and X,H∗ are
µ̂X,H∗ = x =
1
N
N∑
k=1
xk
and
̂X,H∗ =
1
N
N∑
k=1
(xk − x) (xk − x)′ ,
respectively. Then,
L̂H∗ = max
µX,H∗ ,X,H∗
{
LH∗
(
µX,H∗ ,X,H∗
)} = exp−Nnm2
(2)
Nnm
2
∣∣∣̂X,H∗ ∣∣∣N2 . (46)
Therefore, the LR
N = maxµ,0,1 {LH (µ,0,1)}
maxµX,H∗ ,X,H∗
{
LH∗
(
µX,H∗ ,X,H∗
)} ,
using (45) and (46), reduces to
N =
∣∣∣̂X,H∗ ∣∣∣N2∣∣∣̂X,H∣∣∣N2 ,
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where Eq. (10) is used to obtain the determinant in the denominator. It is known that under the
null hypothesisH and for N → ∞,
N = −2 loge N = N
(
loge
∣∣∣̂X,H∣∣∣− loge ∣∣∣̂X,H∗ ∣∣∣)
has an asymptotic 2 distribution with
[
nm + nm(nm+1)2
]
−[m + m(m + 1)] degrees of freedom.
4.1.2. Uncorrelated against an equicorrelated covariance matrix
In this subsection the null hypothesis H states that the m-variate vectors X1, . . . , Xn, where
Xj = (Xj1, . . . , Xjm)′ for j = 1, . . . , n, are uncorrelated with a common (arbitrary) mean
vector µ and with a common (arbitrary) covariance matrix 0. The alternative hypothesis H∗
states that vectors X1, . . . , Xn are equicorrelated, that is, the partitioned nm-variate vector X =
(X′1, . . . , X′n)′ is assumed to have mean vector µX,H∗ = 1n ⊗µ and covariance matrix X,H∗ =
In ⊗ (0 − 1) + Jn ⊗ 1.
Let X1, . . . ,XN be a random sample of size N of an nm-variate normal population with mean
vector µX and covariance matrix X. Under the null hypothesis and assuming normality, the
maximum likelihood estimators of µ and 0 are
µ̂ = X = 1
nN
N∑
h=1
n∑
j=1
Xh,j ,
̂0,H = 1
nN
N∑
h=1
n∑
j=1
(
Xh,j − X
) (
Xh,j − X
)′
.
The likelihood function evaluated at the maximum likelihood estimates of µ and 0 is
L̂H =
exp−Nnm2
(2)
Nnm
2
∣∣∣̂X,H∣∣∣N2 =
exp−nm2
(2)
Nnm
2
∣∣̂0,H∣∣Nn2 ,
where ̂X,H = In ⊗ ̂0,H.
Under the alternative hypothesisH∗, the likelihood function evaluated at the maximum likeli-
hood estimates is given in (25). That is,
L̂H∗ = max
µ,0,1
{
LH∗ (µ,0,1)
}
= exp−
Nnm
2
(2)
Nnm
2
∣∣∣̂X,H∗ ∣∣∣N2 ,
where ̂X,H∗ = C is given in (24). Thus, the LR is
N = maxµ,0 {LH (µ,0)}
maxµ,0,1
{
LH∗ (µ,0,1)
}
=
∣∣∣̂X,H∗ ∣∣∣N2∣∣∣̂X,H∣∣∣N2 =
∣∣∣ 1n (C0 − 1n−1C1)∣∣∣N(n−1)2 ∣∣ 1n (C0 + C1)∣∣N2∣∣̂0,H∣∣Nn2 ,
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where Eq. (10) has been used and where C0 and C1 are given in (22) and (23), respectively. It is
known that under the null hypothesisH and for N → ∞,
N = −2 loge N = N
(
loge
∣∣∣̂X,H∣∣∣− loge ∣∣∣̂X,H∗ ∣∣∣)
has an asymptotic distribution 2 with m(m+1)2 degrees of freedom.
4.2. LR tests for jointly equicorrelated vectors
4.2.1. Jointly equicorrelated against an arbitrary covariance matrix
In this subsection it is assumed that a random sample X1, . . . ,XN of size N is available,
where, for k = 1, . . . , N, Xk =
(
X(1)
′
k ,X
(2)′
k
)′
, where X(i)
′
k = (X(i)
′
k;1 , . . . , X
(i)′
k;n)
′, with X(i)
k;j =
(X
(i)
k;j,1, . . . , X
(i)
k;j,m)
′ for j = 1, . . . , ni and i = 1, 2.
Under the null hypothesisH each vectorXk has density function given in (26), withmean vector
µX,H =
(
1′n1 ⊗ µ(1)
′
, 1′n2 ⊗ µ(2)
′)
and partitioned covariance matrix X,H given by (11), that
is, the null hypothesis states that each pair of vectors X(1)
′
k ,X
(2)′
k is jointly equicorrelated, for
k = 1, . . . , N. The likelihood function evaluated at the maximum likelihood estimates of µX,H
and X,H is given in (34), that is
L̂H = max
µX,H,X,H
{
LH
(
µX,H,X,H
)} = exp−N(n1+n2)m2
(2)
N(n1+n2)m
2
∣∣∣̂X,H∣∣∣N2 ,
where ̂X,H = C = In ⊗ G with G given in (33).
The alternative hypothesis H∗ states that the (n0 + n1)m-variate vector X has arbitrary mean
vector µX,H∗ and arbitrary covariance matrix X,H∗ .
Then, the LR N is given by
N = L̂H
L̂H∗
=
maxµX,H,X,H
{
LH
(
µ(1),µ(2),(1)0 ,
(1)
1 ,
(2)
0 ,
(2)
1 ,
)}
maxµX,H∗ ,X,H∗
{
LH∗
(
µX,H∗ ,X,H∗
)}
=
∣∣∣̂X,H∗ ∣∣∣N2∣∣∣̂X,H∣∣∣N2 ,
where the determinant in the numerator is obtained using Eq. (17). Under the null hypothesis H
and for N → ∞, it is known that
N = −2 loge N = N
(
loge
∣∣∣̂X,H∣∣∣− loge ∣∣∣̂X,H∗ ∣∣∣)
has an asymptotic 2 distribution with (n1 + n2)m + (n1+n2)m[(n1+n2)m+1]2 −
[
2m+ 52m(m+1)
]
degrees of freedom.
4.2.2. Uncorrelated against jointly equicorrelated covariance matrix
In this subsection the results in Section 4.1.2 are generalized to cover the case of two training
samples. These training samples are assumed to be uncorrelated between them, and the problem
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is to ﬁnd a test to decide if the vectors inside each sample are uncorrelated or equicorrelated.
More precisely, if X =
(
X(1)′ ,X(2)′
)′ = (X(1)′1 , . . . , X(1)′n1 , X(2)′1 , . . . , X(2)′n2 )′ , the alternative
hypothesisH∗ states that the training samples X(1) and X(2) are jointly equicorrelated (according
to Deﬁnition 2 in Section 2.2 with  = 0). While, in addition, the null hypothesis H states that
(1)1 = (2)1 = 0.
Again, as in Section 4.2.1, it is assumed that a random sampleX1, . . . ,XN of size N is available,
where, for k = 1, . . . , N, Xk =
(
X(1)
′
k ,X
(2)′
k
)′
, where X(i)
′
k = (X(i)
′
k;1 , . . . , X
(i)′
k;n)
′, with X(i)
k;j =
(X
(i)
k;j,1, . . . , X
(i)
k;j,m)
′ for j = 1, . . . , ni and i = 1, 2. The alternative hypothesis H∗ is the null
hypothesis of the previous subsection, therefore, assuming normality, the likelihood function
evaluated at the maximum likelihood estimates of µX,H∗ and X,H∗ is given in (34), that is
L̂H∗ = max
µX,H∗ ,X,H∗
{
LH∗
(
µX,H∗ ,X,H∗
)} = exp−N(n1+n2)m2
(2)
N(n1+n2)m
2
∣∣∣̂X,H∗ ∣∣∣N2 ,
where ̂X,H∗ = C = In ⊗ G with G given in (33), with C(1,2) = C(2,1)′ = 0.
Under the null hypothesis, the maximum likelihood estimator of the covariance matrix X,H
is ̂X,H = C, where C is given by
C =
(
C(1) 0
0 C(2)
)
=
(
In1 ⊗ 1n1 C
(1)
0 0
0 In2 ⊗ 1n2 C
(2)
0
)
,
where C(1)0 , C
(2)
0 are given in (29). Then, the maximized likelihood function L̂H is
L̂H = max
µX,H,X,H
{
LH
(
µ(1),µ(2),(1)0 ,
(2)
0
)}
= exp−
N(n1+n2)m
2
(2)
N(n1+n2)m
2
∣∣∣̂X,H∣∣∣N2 ,
where∣∣∣̂X,H∣∣∣ 12 = ∣∣∣C(1)∣∣∣ 12 ∣∣∣C(1)∣∣∣ 12
=
∣∣∣∣ 1n1C(1)0
∣∣∣∣
n1
2
∣∣∣∣ 1n2C(2)0
∣∣∣∣
n2
2
.
Therefore, the LR is
N =
∏2
k=1
∣∣∣∣ 1nk
(
C
(k)
0 − C
(k)
1
nk−1
)∣∣∣∣
N(nk−1)
2 ∣∣∣ 1nk (C(k)0 + C(k)1 )∣∣∣N2∣∣∣ 1n1 C(1)0 ∣∣∣Nn12 ∣∣∣ 1n2 C(2)0 ∣∣∣Nn22
.
Under the null hypothesisH and for N → ∞,
N = −2 loge N
has an asymptotic distribution 2 with m(m + 1) degrees of freedom.
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5. Conclusions and discussion
This work generalizes Fisher’s linear discrimination method by relaxing its requirement of
uncorrelated training vectors. The proposed methodology should be used when the covariance
matrix of the training samples are equicorrelated or jointly equicorrelated. To decide if the equicor-
relation or the joint equicorrelation assumption can be sustained for given training samples, four
maximum likelihood ratio tests are proposed.
The proposed linear discriminant method and the likelihood ratio tests presented in this paper
offer a solution to applications where the assumption of uncorrelated training samples is violated.
For example, this methodology could be adapted to using it in digital image analysis. In any digital
image contiguous pixels are correlated. This correlation exists because sensors take a signiﬁcant
energy of these adjacent pixels and sensors cover a land region greater than the size of a pixel.
For example, in an agricultural ﬁeld if a pixel represents wheat, then, with high probability, its
neighbor pixels also represent wheat (see [28]).A classiﬁcation method based on training samples
of pixels must take into account the correlation among these pixels. Equicorrelation could be a
reasonable assumption in this case.
In future work, the proposed discriminant methodology can be generalized to solve similar
problemswith different dependence situations. For example, the problemwhere there is correlation
between vectors of different training samples is still unsolved. In particular, the case where the
training samples X(1) =
(
X
(1)′
1 , . . . , X
(1)′
n1
)′
and X(2) =
(
X
(2)′
1 , . . . , X
(2)′
n2
)′
are such that X(1)
and X(2) are jointly equicorrelated with  = 0 and with n1 = n2 can be solved with the same
approach used in the proposed method. However, the work required to comprise this general
jointly equicorrelated case is not trivial. Substantial modiﬁcations to the proposed method have
to be done.
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