Inhibitory GABAergic interneurons have been extensively studied but their contribution to circuit dynamics remain poorly understood. Although it has been suggested that interneurons, especially those belonging to the same subclass, synchronize their activity and impart this synchrony onto their local network, recent theoretical and experimental work have challenged this view. To better understand the activity of interneurons during cortical activity, we combined molecular identification, two-photon imaging, and electrophysiological recordings in thalamocortical slices from mouse somatosensory cortex. Using calcium imaging to monitor cortical activity, we found low spiking correlations among parvalbumin or somatostatin interneurons during cortical UP states, indicating that interneurons do not synchronize their firing. Intracellular recordings confirmed that nearby interneurons do not display more synchronous spiking than excitatory cells. The lack of interneuron synchrony was also evident during slow oscillations, even among interneurons that were electrically coupled via gap junctions, suggesting that their coupling does not function to synchronize their activity. Using voltage-clamp recordings from nearby pyramidal cells, we found that inhibitory currents (IPSCs) are more correlated than excitatory ones, but that correlated IPSCs arise from the activation of common presynaptic inhibitory cells, rather than from synchronization of interneuron activity. Finally, we demonstrate that pharmacologically reducing inhibitory currents increases correlated excitatory activity. We conclude that inhibitory interneurons do not have synchronous activity during UP states, and that their function may be to decorrelate rather than to synchronize the firing of neurons within the local network.
Introduction
Information coding in neural networks probably depends on the rate of action potential firing (rate code) and the precise timing of spikes (temporal code) across population of neurons. This code is not just the property of a single neuron, which by itself has limited capacity to carry information. Instead, the relevant computations to explain perception or behavior must be a property of the joint functioning of many neurons (McClurkin et al., 1991) . In fact, synchrony, the most basic temporal relationship among two or more neurons, has been widely observed in the CNS. Different modes of synchrony have been described both in vitro and in vivo, and are thought to play a role in development, sensory perception, motor control and other forms of cognition, such as attention (Sanes, 2003; Uhlhaas et al., 2010; Bruno, 2011; Gordon, 2011) .
Based on many studies in both cortex and hippocampus it is widely accepted that inhibitory transmission is necessary for many forms of synchronous activity (Bartos et al., 2002) . In fact, it is known that interneurons that belong to the same subtype are commonly electrically coupled (Galarreta and Hestrin, 1999; , and this is thought to lead to synchronous activity (Gentet et al., 2010) , and to promote neuronal oscillations (Deans et al., 2001; Kaminski et al., 2011) . Nevertheless, most studies focusing on coupling of interneurons examined at most two neurons in very close proximity (within 200 m), and it is unclear how such coupling affects spiking of larger populations within and beyond these distances. Moreover, interneurons that normally display correlated firing in cerebellum, can become rapidly and strongly desynchronized in response to synaptic inputs and impart this desynchronization onto the local network (Vervaeke et al., 2010) .
We investigated the function of subpopulations of interneurons, and address what effect inhibition has on activity of excitatory cells within local circuits. For this task, we chose to use a thalamocortical slice preparation in which recurrent cortical activity (UP states) can be thalamically triggered, or occur spontaneously, either in individual events, or in an oscillatory fashion. We find, first, that interneurons, even those that belong to the same cell class (parvalbumin or somatostatin) do not have more correlated activity than their excitatory counterparts. Second, even among electrically coupled interneurons, spiking is not synchronous during spontaneous and evoked cortical activity. Third, although isolated IPSCs are more correlated than EPSCs, this can be explained by the firing of individual interneurons that are presynaptic to neighboring pyramidal cells, rather than by synchronized firing. Finally, a mild pharmacological reduction of inhibition can significantly increase excitatory correlations. Together, these results provide evidence that interneurons belonging to the same cell class do not coordinate their firing, and open mode and later merged. Images were saved as TIF files and analyzed with MacBioPhotonics ImageJ.
Calcium indicator bulk loading and imaging. Slices were bulk loaded with Fura 2-AM for visualization of action potential-related activity in neuronal somata. Slices were placed onto the bottom of a small Petri dish (35 ϫ 10 mm) filled with a vortexed mixture of 2 ml of ACSF, an aliquot of 50 g Fura 2-AM (Invitrogen), 15 l DMSO, and 2 l Pluronic F-127 (Invitrogen). A cover was placed over the Petri dish and it was incubated in the dark at 35-37°C and oxygenated by puffed CO 2 /O 2 gas for ϳ25 min. To locate regions in the cortex connected to the area of thalamus we stimulated, we first imaged at low (4ϫ) magnification. Barrels were identified in bright field as repeating "hollow rectangles", corresponding to regions of high cell density, occurring in layer 4, as confirmed with cytochrome oxidase staining (Feldmeyer et al., 1999) . The region in the barrel fields which responded earliest to stimulation was then chosen for higher cell resolution imaging and patch-clamping.
Changes in intracellular free Ca 2ϩ were visualized with a high numerical aperture 20ϫ (0.95) Olympus Plan FL objective with an upright fluorescence microscope (Olympus BX50WI; Olympus Optical) using a Ti:sapphire laser (Chameleon Ultra II, Coherent; Ͼ3 W, 140 fs pulses, 80 MHz repetition rate) tuned to either 790 (fura-2 AM imaging) or 900 nm (GFP imaging). A Hamamatsu C9100-12 camera and Micro-Manager (Vale Labs) and ImageJ software (a public domain, Java-based image processing program developed at the National Institutes of Health) were used for targeting neurons for imaging activity from populations of neurons. Frames were acquired at 15-15.67 ms/frame. Binning was performed such that images were 256 ϫ 256 pixels. Files were saved as multipage TIFF stacks.
First, a slow raster scan was performed at a low frame rate (1 Hz) to identify cell bodies. In G42 and GIN transgenic knock-in mice, the GABAergic GFP labeled interneurons were excited at 900 nm. Subsequently, the same field was imaged at 790 nm to visualize loaded cell bodies. After these imaged were acquired with the camera, neurons were targeted for imaging on their cell bodies, using a spatial light modulator (SLM) . We use a model 1080P phase SLM from Holoeye, which has a resolution of 1920 ϫ 1080 pixels, and an 8-bit phase quantization, with a 60 Hz refresh rate. Patterns were generated with software from Holoeye. In our microscope, collimated light from our laser passes through an optional Pockels cell, which regulates total power, and after beam reshaping and resizing, hits the reflective SLM. A system of lenses relays the image of the SLM surface to the back aperture of the main microscope objective. Some small fraction (Ͻ 25%) of the incoming light remains undiffracted; this is the "zero-order" beam. We used an "on-center" configuration wherein the nondiffracted beam is present in the FOV, and we employ a small beam-stop to remove it.
Image analysis. To detect calcium signals from imaged cells, loaded neurons were automatically identified using a custom written ImageJ plug-in (written by T.A. Machado) on the raw image of the slice, and then the fluorescence of these cells was measured as a function of time. All remaining image processing was performed using custom written software in MATLAB (MathWorks).
Fluorescence traces were then preprocessed. Because some slow drift was sometimes present in the traces, each trace was Fourier transformed, and all frequencies Ͻ0.5 Hz were set to zero (0.5 Hz was chosen by eye); the resulting fluorescence trace was then normalized to be between zero and one. Taking advantage of the high temporal resolution of our data, we used a fast nonnegative deconvolution algorithm to infer the approximately most likely spike train underlying our fluorescence data. Briefly, the algorithm uses a model that assumes somatic fluorescence arising from the calcium indicator can be approximated by convolving the neuron's spike train with an exponentially decaying kernel. Noise is assumed to be Gaussian, and the spike train is assumed to be Poisson. Given this model, and assuming the Poisson spike train can be well approximated as an exponential, a convex objective function can be derived. The objective function was numerically optimized given a nonnegativity constraint on the spike train implemented using a barrier term. Parameters were manually determined and not estimated from the data. Spike trains were deconvolved from all putative neurons with at least a 5% ⌬F/F change within one movie we stored them in a matrix Finally, we correlated the vectors, each representing the estimated spike train from a single contour, using the MATLAB built in function CORRCOEF.
Although fura 2-AM preferentially labels neurons, any contour with long rise times (Ͼ2 frames), and slow decay times, typical of astrocyte calcium signaling were excluded from the analysis.
Electrophysiology analysis. UP states were detected automatically (based on an algorithm written by B.O. Watson) from whole-cell current-clamp traces based on fulfillment of the following minimum criteria: at least 500 ms of depolarization of 3 mV or more and at least 3 action potentials during this depolarization. If the neuron did not fire action potentials, a continuous depolarization of 5 mV for a minimum of 500 ms was required. This allowed us to detect all UP states despite the variability of membrane behavior exhibited by different neurons. Simultaneous patch-clamp recordings confirmed that these criteria allowed for the reliable detection of network UP state events which occurred simultaneously in simultaneously recorded cells. Further, after automatic detection, all events meeting these requirements were reviewed by the experimenter and could be rejected at that point. Durations and amplitudes for verified UP states were quantified based on automatically detected UP state start times and stop times. Action potentials were detected based on their amplitudes and durations and numbers within detected UP states were quantified.
Cross-correlograms and were computed using MATLAB 7.11.0 (MathWorks). Shufflegrams were computed by correlating each UP state segment with a randomly selected UP state segment in the same cell without replacement. For calculation of correlations, 300 -500 ms periods of activity were randomly selected by the computer program and averaged together to get the estimated correlation for each cell. For reshuffling of spike times, only spikes occurring within the first 800 ms of the UP state were randomly redistributed, and the minimum intercell spike interval was recalculated.
Using paired recordings, monosynaptic connections were detected by evoking single action potentials (at 0.1 Hz) in postsynaptic neurons by examining the latency, amplitude, rise time, and failure rate of recorded evoked IPSCs (for inhibitory connections). These values were recorded at 0 mV with a chloride reversal potential of Ϫ70 mV. For PC to PC pairs, single action potentials were similarly evoked, with the resulting EPSC recorded in the postsynaptic cell at Ϫ70 mV. Twenty-five trials were subsequently averaged for each connected pair.
Analysis of IPSCs and EPSCs was performed using event detector programs (Synaptosoft). The amplitude of the events had to exceed a detection threshold set at the maximum limit of the noise (usually Ͻ8 pA). Rise times were measured from 10 to 90% of peak amplitude.
Statistics were implemented using InStat (GraphPad). Briefly, a Student's t test was implemented for all comparisons, unless the distributions failed a normality test, in which case a Mann-Whitney was used. In cases where there was a comparison of two or more datasets, a one-way ANOVA was used, and whether the data could not be assumed to be sampled from Gaussian distributions, a Kruskal-Wallis was used. For bin-by-bin comparisons of Ͼ2 samples, a repeated-measures ANOVA was used unless the data did not follow a Gaussian distribution in which case a Friedman test was used. Unless otherwise noted, all measurements are expressed as mean ϮSEM.
Results
Experiments were conducted in G42 and GIN GAD67-GFP transgenic mouse lines, in which parvalbumin-expressing inhibitory (PV)-positive and somatostatin-expressing inhibitory (SOM)-positive neurons, respectively, are labeled with GFP throughout the cortex (Oliva et al., 2000; Chattopadhyaya et al., 2004) . Although together these two populations are thought to represent the majority of the neocortical interneurons (Xu et al., 2010; Rudy et al., 2011) , it is important to note that in each of these mouse lines only a subset of these population of neurons are labeled with GFP. We have previously shown that GFP-positive cells in layer 2/3 of the GIN mouse line are a relatively homogeneous population of Martinotti cells (Fino and Yuste, 2011) , but PV cells are more diverse, including basket cells, and chandelier cells, among others (Kozloski et al., 2001; Markram et al., 2004; Woodruff et al., 2009) . Furthermore, in visual cortex (V1) of young G42 mice some GFP cells are PV-negative (Buchanan et al., 2012) .
To characterize the identity of GFP-labeled neurons in somatosensory cortex (S1) of G42 mice we immunostained GFPpositive cells for PV. In layer 2/3, we found good concordance between GFP and PV staining (Fig. 1A ) (91.2 Ϯ 3.4% of cells that were GFP-positive were PV-positive; n ϭ 3 animals), similar to results reported in mature animals (Chattopadhyaya et al., 2004) . Interestingly, in layers 4 and 5 this concordance dropped significantly (Fig. 1, A2,A3 ,B) (layer 4: 71.5 Ϯ 5.8%, layer 5: 73.4 Ϯ 6.5%; n ϭ 3 animals, p Ͻ 0.01 one-way ANOVA, L4 vs L5 p Ͼ 0.05, L2/3 vs L4 and L2/3 vs L5 p Ͻ 0.01 Tukey-Kramer multiple-comparisons test). Finally, the percentage of GFP-positive cells of all labeled PV cells (or sparseness of the labeling) differed by layer, and was significantly smaller in layer 4 than either layers 2/3 or 5 (Fig. 1C ) (39.6 Ϯ 4.1% in L4 vs 83.2 Ϯ 6.8% in L2/3 and 78.4 Ϯ 7.3% L5, n ϭ 3 animals, p Ͻ 0.001 one-way ANOVA; L2/3 vs L4 and L4 vs L5 p Ͻ 0.001; L2/3 vs L5 p Ͼ 0.05 Tukey-Kramer multiple-comparisons test). Because the colocalization of GFP and PV increases (and the sparseness of labeling decreases) throughout development, it is likely that PV expression matures with age and that the GFP-positive PVnegative interneurons will eventually express PV (Chattopadhyaya et al., 2004; Buchanan et al., 2012) . We refer to all GFP-positive neurons in the SOM and PV GAD67 mouse lines as "sGFP" and "pvGFP", respectively, whereas unlabeled cells are referred to as "GFPneg".
Fast imaging of thalamically evoked activity in interneuron subtypes
To characterize the synchronous activity of sGFP, pvGFP, and GFPneg neurons, we used thalamocortical somatosensory slices. These slices were bulk loaded with fura-2 AM ( Fig. 2A) , enabling two-photon calcium imaging of action potential activity of neuronal populations in layers 2/3 and 4. An SLM was used to split the two photon laser into multiple beamlets, and 40 -50 neuron cell bodies within a 300 ϫ 350 m field of view within layers 2/3 and 4 of the barrel were targeted for fast imaging (Nikolenko et al., 2008) (Fig. 2B) . The SLM obviated the need for raster scanning the laser, allowing us to take advantage of the spatial resolution and high signal-to-noise ratio two-photon imaging affords, while collecting fluorescence at frame rates of 60 -66 Hz with an electron multiplying CCD camera (EMCCD).
We previously explored the effect of different frequencies of thalamic stimuli on cortical activity and found that highfrequency (Ͼ10 Hz) stimulation was necessary to cause detectable activation in barrel cortex, whereas single stimuli failed to activate large numbers of cortical ensembles (MacLean et al., 2005) . As before (MacLean et al., 2005) , brief trains of six stimuli at 40 Hz, applied to the VB thalamus reliably activated groups of neurons (UP states) in both layers 2/3 and 4 (Fig. 2C) . A fast nonnegative deconvolution filter was used to infer the most likely spike train of each neuron given the fluorescence observations . To empirically adjust the parameters for the algorithm, we performed cell-attached patch-clamp recordings from neurons identified during the stimulus driven cortical response. Because GFP-expressing interneurons, particularly PV-positive cells, may have different calcium buffering capacities, calibration was done in GFPneg, pvGFP, andsGFP cells (Fig.  2D) . For all three cell types, the algorithm performed well at estimating the likelihood of a spike in any given frame, even when we made no allowance for a window of jitter around the time of the actual spike ( Fig. 2E) (GFPneg: sensitivity, 80.0 Ϯ 2.5%, specificity, 98.1 Ϯ 0.5% n ϭ 11; pvGFP: sensitivity 78.0 Ϯ 3.4% specificity 98% Ϯ 0.8% n ϭ 4, sGFP: sensitivity 82 Ϯ 3.1% specificity 97.9 Ϯ 0.6% n ϭ 5), and detected nearly all spikes within a window of Ϯ 1 frame (GFPneg: sensitivity 95.0 Ϯ 3.1%, specificity, 95.5 Ϯ 1.4%, pvGFP: sensitivity 94 Ϯ 4.1% specificity 96 Ϯ 0.7%, sGFP: sensitivity 98.0 Ϯ 2.9% specificity 94.3 Ϯ 0.6%). With the ability to detect single spikes with such high temporal resolution, we could address the timing of coordinated activity in subgroups of neurons at fast time scales.
Activity of neocortical interneuron subtypes is not correlated
We first performed SLM imaging of pvGFP and sGFP GABAergic interneurons to study the timing of activity in these interneurons compared with other cell types. After stimulation of the thalamus, 35-75% of neocortical neurons were "active," or displayed at least a single 5% change in fluorescence, normalized to baseline (⌬F/F). We typically imaged 5-15 pvGFP or sGFP interneurons alongside 20 -40 GFPneg neurons (Fig. 3A) . In both the G42 and GIN transgenic mouse lines, close to 90% of GFPneg cells were excitatory as determined by their intrinsic electrophysiological properties (Peters, 1984; Gonchar et al., 2007) , so we equate GFPneg with excitatory neurons. The probability of calcium activation of pvGFP cells, sGFP cells, and GFPneg was found to be similar, with no significant differences between these cell types ( Fig. 3 B, C) (pvGFP, 53.7 Ϯ 5.4%; sGFP, 68.2 Ϯ 4.6%; GFPneg, 56.4 Ϯ 3.3%; one-way ANOVA, p ϭ 0.08).
To address whether GABAergic interneurons subpopulations display more correlated firing than other cell types, we computed correlations from the deconvolved spike time estimates, which avoids overestimating the correlation coefficient that results from computing correlations directly from the raw fluorescence traces (Smith and Häusser, 2010) . We first calculated these correlation coefficients among all pairs of active pvGFP, sGFP, or GFPneg cells during thalamically stimulated UP states. The normalized distributions of the correlations between pvGFP, sGFP, and GFPneg cell pairs were similar, showing no significant differences when compared in a bin-by-bin manner ( Fig. 3D ) (Friedman test, p ϭ 0.2874). Whereas some cell pairs belonging to all cell types showed highly correlated activity (correlation coefficients Ͼ 0.6), in general all groups showed low correlations, with no significant difference between them (correlation among pvGFP neurons, 0.14 Ϯ 0.01, n ϭ 196 pairs; correlation among sGFP, 0.10 Ϯ 0.01, n ϭ 67 pairs; correlation among GFPneg cells, 0.12 Ϯ 0.002, n ϭ 3119 pairs, from both G42 and GIN animals; p ϭ 0.4198, Kruskal-Wallis test). Therefore, even when two cells belonged to the same cell class, they did not show similarities in firing when compared with other cell types.
We wondered whether there would be a significant inverse relationship between distance separating cell bodies and their activity correlations. To test this, we plotted the distance between cell bodies (in m) versus correlation coefficient for all cell pairs. We found, for all three groups, pvGFP, sGFP, and GFPneg no significant relationship between these two variables ( Fig. 3E ) (pvGFP Pearson's r ϭ Ϫ0.078, p ϭ 0.27; sGFP Pearson's r ϭ Figure 1 . Layer-specific colocalization of GFP and PV in G42 animals. A1-A3, Cortical S1 was double labeled for GFP and PV. Left panel (green) shows antibody labeling for GFP, middle column shows PV immunolabeling (red), and far right column is the overlay. Top row is L2/3, middle row is L4, and bottom row is L5. Scale bar, 30 m. B, The percentage of GFP-positive cells that were also positive for PV was significantly higher in layer 2/3 than either layer 4 or 5 (*p Ͻ 0.01, one-way ANOVA). C, The percentage of PV cells that were labeled for GFP was significantly lower in L4 than either layer 2/3 or 5 (**p Ͻ 0.001, one-way ANOVA).
0.0078, p ϭ 0.78; GFPneg Pearson's r ϭ 0.019, p ϭ 0.27). Therefore, neighboring neurons, even those of the same molecular subtype, do not have more correlated activity than those at further distances.
Spiking synchrony of interneurons is similar to that of principal cells
Although using calcium imaging we found that PV or SOM interneurons did not show correlated activity, we could not exclude the possibility that these neurons were significantly correlated on a time scale faster than the temporal resolution of our SLM imaging (15 ms). This seemed likely because interneurons belonging to both these subtypes have been shown to be coupled either chemically, and/or electrically via gap junctions, both of which can promote fast synchrony under certain conditions (Beierlein et al., 2000; Galarreta and Hestrin, 2001; Hu et al., 2011) .
To examine this, we performed whole-cell electrophysiological recordings from 43 pvGFP interneurons in layer 2/3, with biocytin in our internal solution, and performed anatomical and electrophysiological analysis of these cells. Anatomically, pvGFP cells resembled basket cells, with densely branching axons, which have been shown to contact the perisomatic regions of postsynaptic targets (Fig. 4A, top) . Physiologically, all of these cells were fast spiking interneurons, easily identified by their narrow spike width and large after hyperpolarization potentials (AHPs). In addition, these cells had high rheobases and fired at high frequencies in response to current injection (Table 1 ; Fig. 3A , bottom). , and SOM cell (right) were targeted for cell attached recording during simultaneous stimulation of the thalamus. Top trace shows raw fluorescence signal from that cell imaged at 66.6 Hz. Middle trace is the deconvolution of the calcium signals using parameters obtained from electrophysiology to obtain estimated spike times. Red dots above both traces indicate the time of the actual spikes. Bottom trace shows the associated electrophysiological trace. E, Sensitivity (true-positive rate) and specificity (1-false-positive rate) of the deconvolution algorithm. These rates were calculated while allowing for either no window around each spike to search for a signal (15 ms), or for a window of Ϯ 1 frame around each spike (Ϯ15 ms).
We also performed whole-cell electrophysiological recordings from 50 sGFP interneurons. All recorded cells were indeed interneurons, and were characterized both anatomically and physiologically, in a similar manner as pvGFP cells. Anatomically, sGFP cells had typically ascending axon collaterals that branched extensively in layer 1, characteristic of Martinotti cells McGarry et al., 2010; Fino and Yuste, 2011) (Fig. 4B,  top) . Electrophysiologically, in response to current injections, these cells displayed a lower rheobase than fast spiking cells, and a more moderate frequency of discharge, with significant spike frequency adaptation (Table 1 ; Fig. 4B, bottom) . A majority of GFPneg cells (62/70 neurons) were confirmed, with a combination of intracellular recordings and anatomical reconstructions, to be excitatory pyramidal and regular spiking neurons, which will refer to as principal cells (PCs) (Fig. 4C) .
To address the question of whether nearby interneurons have synchronous firing patterns, we patched pairs of interneurons within 100 m each other in somatosensory cortex layer 2/3, where the probability of both chemical and electrical junctions between these cells is high (Galarreta and Hestrin, 2002 ). We patched 2-4 cells simultaneously to increase the likelihood of observing pairs in which at least two interneurons fired action potentials in response to thalamic stimulation (Fig. 5A) . In addition, because we could record continuously for long periods of time, we were able to record spontaneously occurring UP states. For both thalamically evoked and spontaneously occurring activity, we calculated the time between spikes in every pair of two active cells. In this way, for each spike, we calculated the shortest time between spikes ("minimum intercell spike interval") for the two cells patched (Fig. 5B) . We performed this same analysis for pairs of excitatory PCs firing action potentials in response to thalamic stimulation. After extracting all minimum intercell spike intervals between all pairs of either pvGFP/pvGFP (n ϭ 10 pairs) or sGFP/sGFP (n ϭ 8 pairs) cells or PC/PC cells (n ϭ 15 pairs) (Fig. 5C ), we constructed probability distributions of minimum time between spikes, which show the likelihood of a minimum intercell spike interval falling within any given 20 ms time bin, from 0 to 1 s. In performing this analysis, we limited our dataset to experiments in which both neurons fired action potentials in at least three trials (cases in which both neurons did not spike in the same UP state were excluded from the analysis). Surprisingly, the overall minimum spike interval probability distributions were not statistically different between pvGFP, sGFP, and PC cells when compared in a bin-by-bin manner (Fig. 5D ) (Friedman test, p ϭ 0.6174,). This means that spikes do not occur more synchronously in these two interneuron populations than the general population of principal excitatory cells. We also calculated the average minimum time between spikes in all three cell types, and found no significant differences (pvGFP, 225 Ϯ 18.8 ms, n ϭ 12 pairs; sGFP, 191 Ϯ 15.5 ms, n ϭ 11 pairs; PC, 194 Ϯ 9.93 ms, n ϭ 18 pairs; p ϭ 0.12, Kruskal-Wallis test,). Similarly, for spontaneously occurring activity, we found no difference in either the distribution of minimum spike times (Fig. 5E ) ( p ϭ 0.25, Friedman test), or the average minimum spike times (pvGFP, 209 Ϯ 17.2 ms, n ϭ 16; sGFP, 233 Ϯ 16.1 ms, n ϭ 6; PC, 191 Ϯ 21 ms, n ϭ 13, p ϭ 0.08, Kruskal-Wallis test). To determine whether or not spiking was more or less synchronous than what would be expected by chance, we reshuffled the spikes, and recalculated the minimum interspike intervals. In all three cells types, PV, SOM, and PC, we found no differences in the average minimum spike time intervals between the experimentally acquired data, and the randomly reshuffled datasets (PV, 247.7 Ϯ 19.2 ms, p ϭ 0.33; SOM, 200.6 Ϯ 14.6 ms, p ϭ 0.12; PC, 200.6 Ϯ 10.0 ms, p ϭ 0.51, in all cases Friedman test was used and reshuffled distributions were compared with evoked).
We next limited our analysis to pairs of interneurons coupled electrically. Interneurons were patched within 50 -100 m from one another, as shown in Figure 6A . To measure electrical coupling, 500 ms current steps were injected into one neuron or the other, and the coupling coefficient (CC) was defined as the ratio of the voltage deflection in the noninjected cell to the voltage deflection in the injected cell just before current offset, averaged Ͼ10 sweeps and then averaged in the two directions of connectivity (Fig. 6B) . Five of 12 pvGFP and 4 of 11 sGFP pairs were electrically coupled, with coupling coefficients of 0.031 Ϯ 0.008 and 0.085 Ϯ 0.012, respectively. UP states were then triggered with thalamic stimulation, and minimum intercell spike intervals were calculated. We found that the average intercell spike interval of electrically coupled pvGFP cells did not differ from uncoupled ones (Fig. 6D1, left Because many changes in plasticity and inhibition occur throughout development, we performed a set of control experiments in young adult (p28 -35) animals. Again, we observed no difference when we compared average minimum intercell spike intervals in coupled (n ϭ 3) versus uncoupled (n ϭ 4) pvGFP cell pairs (Fig. 6D2 , left column) (221 Ϯ 25.4 ms coupled vs 238 Ϯ 38.2 uncoupled, p ϭ 0.41, Mann-Whitney test). This was also the case for electrically coupled (n ϭ 3) versus uncoupled sGFP pairs (n ϭ 5) (Fig. 6D2, right column) (214 Ϯ 29.1 coupled vs 224 Ϯ 18.5 ms uncoupled; p ϭ 0.37, Mann-Whitney test).
In the experiments outlined above, the slice exhibited spontaneous UP states, but at low frequencies (0.005 Hz Ϯ 0.002 Hz). We wondered whether our results were biased by the sparseness of activity, and sought to increase the frequency of the UP states so it would more closely resemble the slow oscillations seen in vivo (Sanchez-Vives and McCormick, 2000; Hasenstaub et al., 2005; Luczak et al., 2007) . When slices were bathed in a modified version of ACSF with an increased Ca 2ϩ /Mg 2ϩ ratio (SanchezVives and McCormick, 2000; Xu et al., 2013 ) and 3.5 mM potassium ("normal K ϩ "), the frequency of the UP states increased significantly (Fig. 7A , top trace) (0.047 Ϯ 0.009 Hz, n ϭ 13; p Ͻ 0.001, t test). When we increased the potassium concentration to 5 mM ("high K ϩ "), we found that the frequency of the spontaneously occurring UP states increased even further (Fig. 7A , bottom trace, B) (0.49 Ϯ 0.04 Hz, n ϭ 5; p Ͻ 0.001, t test). We then calculated the duration of the UP states, and number of APs fired by each neuron during the UP state, and tested what effect thalamic stimulation would have under such conditions. We found that the duration of each spontaneous UP state ("spont") was significantly longer in normal K ϩ (3.33 Ϯ 0.14 s) versus high K ϩ (1.36 Ϯ 0.19 s). The duration of thalamically stimulated UP states ("stim") was also significantly longer in normal K ϩ versus high K ϩ (3.02 Ϯ 0.18 s vs 1.53 Ϯ 0.24 s), and these durations did not differ significantly from spontaneous in each condition (Fig. 7C (MacLean et al., 2005; Luczak et al., 2007) . We now extend this work, showing that even in an oscillating preparation with UP states that occur more frequently but are shorter in duration, thalamic stimulation evokes activations that retain the properties of spontaneous activity.
Using this preparation with higher frequencies of UP states, we investigated whether interneurons would be more or less synchronous than PCs. We again calculated the minimum intercell spike interval among PV cells and PCs within 100 m of one another, and plotted the distributions for both spontaneous and thalamically triggered UP states. For both spontaneously occurring and stimulated UP states, we found no difference in mean minimum interspike interval for PV (168.1 Ϯ 16.4 ms spont; 172.9 Ϯ 19.7 stim, n ϭ 5 pairs) versus PCs (179.8 Ϯ 15.9 ms spont, 181.4 Ϯ 14.5; n ϭ 8 pairs) ( p ϭ 0.32 stim comparisons, p ϭ 0.52 spont comparisons; Kruskal-Wallis test). A similar result was found when comparing the probability distributions of minimum interspike intervals in a bin by bin fashion (Fig. 7 E, F ) ( p ϭ 0.27 spont, p ϭ 0.33 stim; Friedman test). Therefore, at least under the various parameters we tested, electrical coupling does not significantly alter synchronous firing in interneurons.
IPSCs, but not EPSCs, show high correlation during spontaneous and thalamically evoked cortical activations
Because we found, in both our imaging and electrophysiological studies, that interneurons do not exhibit strong synchrony during thalamically evoked or spontaneous activity, we next investigated the timing of IPSPs compared with EPSPs in nearby PC cells. Such a measurement would be representative of all synaptic inputs and could lend insight into the functional organization of inhibition versus excitation within individual cells. To this end, we used single-electrode voltage-clamp to separate IPSCs from EPSPs. We used an intracellular solution with a chloride reversal of Ϫ70 mV, allowing us to isolate EPSCs at this potential, whereas IPSCs were isolated by clamping at 0 mV (Fig. 8A) . Two to four PC cells within 200 m within the same layer (2/3) and barrel were patch-clamped, and EPSCs and IPSCs were recorded from these cells on alternate trials, during both triggered and spontaneous activations.
We found that IPSCs showed significantly higher correlations than EPSCs in both thalamically triggered (Figs. 8 B, C) (EPSCs 0.55Ϯ 0.04; IPSCs, r ϭ 0.76 Ϯ 0.04, n ϭ 43 pairs; p Ͻ 0.001, Mann-Whitney test, n ϭ 43 pairs) and spontaneous cortical activity (EPSCs 0.46 Ϯ 0.04, IPSCs, r ϭ 0.66 Ϯ 0.04 n ϭ 26 pairs; p Ͻ 0.01, Mann-Whitney test). Analysis of the cross-correlation of EPSCs and IPSCs revealed the half-width at half-height of the cross correlogram was significantly wider for EPSCs than IPSCs (Fig. 8D) the times of peaks of both EPSCs and IPSCs, converted these into binary time vectors, and correlated these vectors, using time bins of three different sizes (1, 10, and 100 milliseconds). In this way, instead of correlating the events themselves, we correlated only the timing of the events. But even at the smallest time bins analyzed (1 ms), the time vectors of IPSCs were significantly more correlated than EPSC time vectors (Fig. 9A) (EPSCs, r ϭ 0.037 Ϯ 0.02; IPSCs, r ϭ 0.090 Ϯ 0.01; p Ͻ 0.001, unpaired t test, n ϭ 27 pairs). This was also true at larger time bins we checked, 10 ms (Fig. 9B) (EPSCs, r ϭ 0.181 Ϯ 0.02; IPSCs, r ϭ 0.454 Ϯ 0.01; unpaired t test, p Ͻ 0.001), and 100 ms (Fig. 9C) (EPSCs, r ϭ 0.360 Ϯ 0.025; IPSCs, r ϭ 0.695 Ϯ 0.027; unpaired t test, p Ͻ 0.001), in both spontaneously occurring and triggered cortical activity. These results indicated that inhibitory potentials are significantly more correlated than excitatory ones, a finding apparently at odds with our previously found lack of difference in the correlation of firing of excitatory and inhibitory cells.
Common inhibitory input underlies correlated IPSCs
Two different scenarios could explain the synchronous IPSCs we found during triggered and spontaneous activity. First, it is possible that interneurons are firing more synchronously than their excitatory counterparts, and such synchronization would lead to IPSCs occurring at the same time in nearby pyramidal cells (Fig. 10A, left) . Although this could explain the high degree of IPSC correlations observed, our population imaging and dual intracellular recordings failed to show any significant difference in the correlations between pyramidal cells and interneurons. A second possibility is that the higher correlation of IPSCs could be due to shared presynaptic input, emanating from the same neuron. In this case, an interneuron would have to be densely connected to downstream pyramidal cells within the distances we tested (30 -200 m) . If this were true, each time an inhibitory interneuron fired an action potential, it would generate a synchronous IPSC in its downstream targets, thus explaining the emergence of correlated IPSCs (Fig. 10A, right) .
Because our imaging and electrophysiological experiments led us to conclude that only a minority of the high correlation we observed in IPSCs could be due to synchronous firing, we hypothesized that a high degree of overlapping input from nearby interneurons was primarily responsible for the correlated IPSCs. If correlation of IPSCs is due to shared input rather than synchronous firing, two criteria would need to be met: (1) inhibitory connections onto PCs should be much more dense locally than connections from PCs to PCs and (2) each IPSC detected during the thalamic response should be attributable to just one or a few interneurons. To investigate this, we performed paired recordings between either pvGFP cells and PCs, or SOM cells and PCs. We found that, within 150 m, 79.8 Ϯ 12.0% of dually patched pvGFP and PC cell pairs were monosynaptically connected. We found a similarly high connection probability between sGFP cells and PC cell pairs (74.8 Ϯ 11.0%), whereas the connection probability between PC pairs was significantly lower 9.8 Ϯ 3.1%; (Fig. 10B ) (p ϭ 0.001, Kruskal-Wallis; p Ͻ 0.01 for PC vs pvGFP and PC vs sGFP; p Ͼ 0.05 for pvGFP vs sGFP, Dunn's multiple-comparison test). This high probability of connection of interneurons onto PCs fulfills the first criteria, and is consistent with recent results demonstrating a dense connectivity from somatostatin and parvalbuminpositive interneurons to neighboring pyramidal cells (Fino and Yuste, 2011; Packer and Yuste, 2011) . We also examined how correlations of IPSCs and EPSCs drop off with distance, because connection probability of both PV3 PC and SOM3 PC has The frequency of UP states in high K ϩ was significantly higher than normal K ϩ . C, the duration of the UP state was significantly shorter in high K ϩ versus normal K ϩ for both spont and thalamically stim UP states. No significant difference was found when comparing spont versus stim in either high K ϩ or normal K ϩ . D, the number of action potentials fired by PV cells and PCs during the UP state was significantly lower in high K ϩ versus normal K ϩ for both spont and stim UP states. No significant difference was found when comparing spont versus stim in either high K ϩ or normal K ϩ . **p Ͻ 0.001, *p Ͻ 0.01. E, Distributions of minimum intercell spike intervals for pvGFP interneurons in high K ϩ for both spont (left) and stim (right) conditions. F, Distributions of minimum intercell spike intervals for PCs in high K ϩ for both spont (left) and stim (right) conditions. No significant difference was found when comparing pvGFP versus PC distributions in spont and stim conditions. been shown to drop off steeply with distance (Fino and Yuste, 2011; Packer and Yuste, 2011) . Our rationale was that if synchronization was causing the high correlations of IPSCs, the correlations we observed may remain higher over larger distances than would be expected if they were caused by common input. In accordance with this, both IPSCs and EPSCs dropped off rapidly with distance, with slopes significantly different from zero ( Fig. 10C) (EPSCs, n ϭ 30 pairs, r corr ϭ Ϫ0.67, p Ͻ 0.001; IPSCs, n ϭ 25 pairs, r ϭ Ϫ0.72; p Ͻ 0.001; linear regression) with no difference in their slopes (analysis of covariance p ϭ 0.52).
Next, to estimate of how many interneurons contribute to each IPSC during cortical activity, we measured the conductance of IPSCs during triggered activity, and compared these to the conductance of monosynaptic pvGFP3 PC and sGFP3 PC IPSCs, as measured from paired recordings. The mean conductance of pvGFP3 PC connections was significantly higher than that of sGFP3 PC connections (pvGFP3 PC, 2.08 Ϯ 0.50 nS; sGFP3 PC, 0.76 Ϯ 0.24 nS, t test, p Ͻ 0.05, n ϭ 10 for pGFP3 PC pairs and n ϭ 15 sGFP3 PC pairs), which is unsurprising given our recordings were made at the soma, much nearer to where parvalbumin interneurons form synapses onto PCs. More importantly, the mean conductances during cortical activity (1.11 Ϯ 0.02 nS, n ϭ 6578 IPSCS recorded from 15 cells) did not differ significantly from the average conductances of monosynaptic, single axon, PV and SOM inputs (1.38 Ϯ 0.29 nS; p ϭ 0.442, Mann-Whitney, n ϭ 25, normalized distributions) (Fig.  10D ). In addition, the failure rate of IPSCs was extremely low (nearly 0%, data not shown), which would ensure that given a dense connectivity scheme, as each time an interneuron fired an action potential it would be recorded in all its downstream targets. Finally, as illustrated in Table 2 , the rise time, decay, amplitude and half-width of IPSCs measured from paired recordings did not significantly differ from IPSCs recorded during UP states ( p Ͻ 0.001 for all comparisons, Student's t test). This indicates that each IPSC observed during triggered or spontaneous activity could be generated by just one or at most a few interneurons, fulfilling the second criteria discussed above. We conclude that high correlation of IPSCs seen during thalamically driven UP states must be primarily due to shared presynaptic input from inhibitory neurons rather than synchronous firing of interneurons.
Decreasing inhibition correlates neural activity
With inhibition itself being asynchronous, we wondered whether a functional role of inhibition could be to "desynchronize", rather than synchronize, the local network. In fact, several network models have proposed that a dynamic balance of excitatory and inhibitory fluctuations counteracts correlations induced by common inputs (Hertz, 2010; Renart et al., 2010). However, direct experimental evidence in support of these models has been . Correlation of unitary EPSCs and IPSCs confirms IPSCs are more synchronous that EPSCs. Individual IPSCs and EPSCs were detected and binary vectors of the event times were correlated among simultaneously patched cells pairs. These vectors were binned at either A, 1 ms; B, 10 ms; or C, 100 ms. For all time bins, the correlation coefficient for IPSCs was significantly higher than EPSCs for both evoked and spontaneous activity. **p Ͻ 0.001. Figure 10 . High correlation of IPSCs is due to common input, rather than synchronous firing of interneurons. A, Schematic depicting two possible mechanisms underlying correlated IPSCs. In the first scenario, depicted to the left, synchronous firing, correlated IPSCs would be caused by two or more interneurons firing simultaneously. In this case, each IPSC would (Figure legend continues.) scant. In their theoretical model of decorrelated networks, Renart et al. (2010) proposed that although isolated EPSCs and IPSCs can be correlated due to common input, these correlations cancel one another, and therefore fall off at intermediate membrane potentials. To test the validity of this model, we again patched 2-4 neurons within 100 m of one another in voltage-clamp during thalamic UP states. We then recorded correlations in membrane potential at several voltages from Ϫ70 to 0 mV (Fig. 11A) . Interestingly, our experimental data were similar to what was predicted by the model in that the correlation coefficients were highest at the extremes of voltages (Ϫ70 mV and 0 mV) (Fig. 11B ) (n ϭ 18 pairs), where either mostly EPSCs or IPSCs, respectively, were recorded. Importantly, at intermediate voltages (n ϭ 8 pairs), the correlation coefficient drops off. This is attributed to the fact that when EPSCs and IPSCs are themselves correlated, as is the case during both spontaneous and sensory-evoked activity in somatosensory cortex (Okun and Lampl, 2008 ) the correlations in EPSCs and IPSCs occur simultaneously and cancel, leading to a significant reduction in the correlation of membrane potential. A natural consequence of this is that the correlation of output spikes in this scenario will also be low, as we have shown here is the case during UP states.
In a final set of experiments, we hypothesized that if indeed inhibitory currents decorrelated excitatory ones, reducing inhibitory currents should increase membrane potential correlations. To test this, we reduced inhibition with nanomolar (100 -200 nm) amounts of GZ (SR-95531), and reassessed the correlation coefficients of excitatory currents among two cells within 100 m of one another (Fig. 11C ). At these concentrations of GZ, while there is mild reduction of inhibitory currents, epilepsy is not observed (Sanchez-Vives et al., 2010) . We found that the pairwise correlation coefficients of EPSCs significantly increased with 100 nm GZ in the bath, and further increased at 200 nm of GZ (Fig.  11D ) (control, r ϭ 0.31 Ϯ 0.04; 100 nm GZ, r ϭ 0.58 Ϯ 0.05; 200 nm GZ, r ϭ 0.66 Ϯ 0.05; p Ͻ 0.05 control vs 100 nm and control vs 200 nm Mann-Whitney, n ϭ 5 pairs). Because disinhibition increases firing rates which may spuriously increase correlations, we sought to determine what effect blocking inhibition had on correlations of reshuffled data. The correlations of reshuffled data did not differ significantly in either 100 nm or 200 nm of the drug (control, r ϭ 0.04 Ϯ 0.02; 100 nm GZ, r ϭ 0.07 Ϯ 0.03; 200 nm GZ, r ϭ 0.16 Ϯ 0.05; p ϭ 0.90 for control vs 100 nm, p ϭ 0.34 for control vs 200 nm, n ϭ 5 pairs). We therefore conclude that there is a causal link between the presence of inhibition and the decorrelated firing of excitatory cells, and that interneurons may be acting to decrease rather than increase correlated activity.
Discussion
We used fast two-photon calcium imaging and electrophysiology to study the correlations in neuronal spiking activity within three major subclasses: PV and SOM-expressing interneurons, and pyramidal cells. Interneurons exhibited low correlations in response to both thalamic stimulation and during spontaneously occurring UP states. This uncorrelated activity was a general feature of all inhibitory cells; even interneurons within a subclass did not exhibit correlated firing, as compared with pyramidal cells. Intracellular recordings confirmed that the distribution of minimum intercell spike intervals was not significantly different among interneuronal subtypes and/or excitatory cells. Surprisingly, even cell pairs connected by gap junctions did not display tight synchrony as previously reported (Tamas et al., 2000; Deans et al., 2001; Galarreta and Hestrin, 2001; Di Garbo et al., 2005) . On the other hand, in apparent contradiction with our findings of uncorrelated activity of interneurons, voltage-clamp recordings demonstrated IPSCs are indeed correlated at close distances, but we found that this phenomenon is due mostly to shared input rather than synchronous firing. Our data thus indicate that, during cortical UP states, asynchronous activity is a general feature of all cortical cells, regardless of cell class. Because UP states represent recurrent activity within local circuits, this uncorrelated activity may serve to provide a backdrop upon which sensory discriminations can be more easily be decoded (Abbott and Dayan, 1999) .
Cortical interneurons have uncorrelated firing during UP states
Although it is clear that there are many subtypes of GABAergic interneurons (Ascoli et al., 2008) , we know little about whether different subtypes respond differently to stimuli. Improvements in the ability to identify interneurons has allowed for the assessment of correlations among these cells during sensory driven and spontaneous behavior (Hofer et al., 2011) . Although this study was highly informative, the authors addressed the issue of synchrony at a time scale of hundreds of milliseconds, which has fundamentally different consequences on information processing. Our findings, using high speed imaging, demonstrate that subtype specificity does not confer correlated spiking activity in response to thalamically driven or spontaneously occurring UP states. In addition, we find that nearby neurons do not have more correlated activity than those at further distances, at least within the relatively close distances examined.
A drawback of our imaging experiments is that, although PV and SOM neurons were selectively labeled, there are many further subdivisions that can be made. PV interneurons, especially, are thought to represent a number of subtypes including, but not limited to, basket cells, chandelier cells, and multipolar bursting interneurons (Blatow et al., 2003; . Likewise, SOM cells belong to at least three distinct subclasses (McGarry et al., 2010) . Therefore one possible interpretation of our imaging data are that they simply did not afford the resolution necessary to detect synchrony among interneurons of the same subclass, within the PV and SOM labeled subtypes.
Our data showing uncorrelated activity among interneurons are surprising given that interneurons are often coupled both electrically 4 (Figure legend continued. ) be the sum of the spiking of several interneurons. In the second scenario, shared input, in a system where every interneuron has highly divergent axons and contacts many postsynaptic PCs, each time an interneuron fires a spike, an IPSC would be recorded from all of its downstream postsynaptic targets nearly simultaneously. B, Connection probabilities for PC3 PC pairs pvGFP3 PC pairs and sGFP3 PC pairs showing significantly higher connection probability for interneuron3 PC than for PC3 PC ( p ϭ 0.001 KruskalWallis; p Ͻ 0.001 for PC vs pvGFP and PC vs sGFP; p Ͼ 0.05 for pvGFP vs sGFP, Dunn's multiplecomparison test; **p Ͻ 0.01). C, Distance versus correlations coefficients of IPSCs (blue circles) and EPSCs (red squares) were plotted for all cell pairs. Both EPSC and IPSC correlations drop off with distance with slopes that were not significantly different from one another. D, Normalized distribution of conductances for IPSCs recorded during thalamically triggered activations (top, red), and synaptic conductances measured from pvGFP3 PC pairs (blue) or sGFP3 PC pairs (green). The mean of these distributions did not differ from one another. and synaptically, and that such coupling can promote synchrony under certain conditions (Galarreta and Hestrin, 2001; Hu et al., 2011) . In these studies spiking was induced by introducing current injections in both cells simultaneously, or by activating specific subsets of neurons using neuromodulators. These manipulations do not activate all the conductances relevant during evoked or spontaneous activity in sensory cortex. (Galarreta and Hestrin, 1999, 2001 ). Alternatively, gap junctions could play a metabolic or developmental role, by enabling cells that belong to the same differentiation program to share second messengers or signaling molecules (Yuste et al., 1992) . A limitation of our work is that it was performed in an acute slice preparation, where connections are severed, and there is no neuromodulation. Although the in vitro slice preparation is widely used to examine synaptic dynamics or plasticity and cellular studies, the question remains whether the slice preparation is appropriate for the examination of neuronal population dynamics. However, the network activity we studied here, matches well that previously reported in large scale in vivo imaging studies of sensory cortices (Kenet et al., 2003; Petersen et al., 2003) . More specifically, UP states have been widely reported in vivo where they are thought to occur in an oscillatory manner during slow-wave sleep, quiet wakefulness, and under certain types of anesthesia (Sanchez-Vives and McCormick, 2000; Steriade et al., 2001; Monier et al., 2003; Luczak et al., 2007) . To more closely mimic these oscillations, and to examine what effect they may have on interneuron synchrony, we used a modified ACSF with increased potassium, and found that even during UP states occurring under these conditions, interneurons were not synchronous. In addition, high-frequency thalamic stimulation in these conditions evoked UP states closely resembling the spontaneously occurring ones, which has also been found to be the case in vivo (Luczak et al., 2007) . Regardless of the functional role of UP states, they are a well established form of network activity that is preserved in slices, where they can be studied in a reduced model (MacLean et al., 2005; Poulet and Petersen, 2008; Xu et al., 2013) . Therefore, some of the same mechanisms underlying our main results are likely to be present in vivo, even if they do not represent the full spectrum of dynamics observed in awake behaving animals.
Dense inhibitory connectivity leads to synchronous IPSCs
We found that when we voltage-clamped cells within 100 m at the reversal potentials for inhibition or excitation, isolated EPSCs and IPSCs were highly correlated, with IPSCs more correlated than EPSCs. This result is similar to findings in ferret, where the higher degree of correlation among IPSCs in dually patched cells was attributed to synchronization of PV interneurons within the gamma band (Hasenstaub et al., 2005) . However, three lines of evidence lead us to conclude the high correlation we observed in IPSCs is due to a greater degree of shared inhibitory inputs among nearby cells. First, inhibitory neurons, as discussed above, do not fire more synchronously than pyramidal cells. Second, the high probability of finding a connection between parvalbumin-positive and somatostatinpositive interneurons onto pyramidal cells indicates that shared inhibitory input is likely the main mechanism responsible for IPSC correlation we observed. This finding is in agreement with previous electrophysiological and two-photon mapping studies demonstrating both SOM and PV interneuron subtypes make locally dense and unspecific connections (Fino and Yuste, 2011; Packer and Yuste, 2011) . In fact when we calculated the decay constant over which the probability of PV3 PC connections tapered off (166.8 m) (Packer and Yuste, 2011) we found it agreed well with the decay constant over which correlations tapered off (165.5 m) (Fig. 9) . Finally, the conductance of each IPSC detected during spontaneous and evoked activity was comparable to the conductance of individual synapses, indicating that the IPSCs during evoked and spontaneous activity could be comprised of just a single interneuron firing, rather than a synchronous group.
Inhibition as a decorrelator of neuronal circuits
The extent of membrane potential and/or spiking correlations among nearby neurons or those sharing receptive fields varies greatly across studies, in part due the manner in which such correlations are calculated (Cohen and Kohn, 2011) . In particular, low spike rates like those observed during cortical UP states tend to decrease correlations. For this reason, we used principal cells as a metric for evaluating the significance of synchrony among inhibitory subtypes, and found that correlations among interneurons did not differ from principal cells. To evaluate whether or not the principal cells had significant correlated firing, we used reshuffling techniques, which demonstrated that these cells do not fire any more synchronously than what would be expected if their spikes were randomly distributed. We conclude that the firing of both inhibitory cells and principal cells during UP states is asynchronous.
Together, our findings are in good agreement with recent studies in mouse and monkey primary visual cortices showing that, even when neurons share receptive fields, they do not have high correlations. (Ecker et al., 2010; Smith and Häusser, 2010; Hofer et al., 2011) . In both these studies, the authors speculated that their observations could be due to some unknown, active mechanism of decorrelation. Theoretical work has suggested this mechanism could be in part due to inhibitory inputs balancing excitatory ones, effectively canceling correlations (Renart et al., 2010) . In this model, when both inhibitory and excitatory inputs are correlated, inhibition closely follows excitation, thereby reducing the correlated fluctuations, and leading to sparse spiking. This may explain why the EPSC and IPSC correlations fell off with distance (Fig. 10C) , although we saw no such relationship for neuronal activity (Fig. 3E) . We propose that, by preventing uncontrolled network-wide synchrony rather than promoting it, inhibition may create a background of weakly correlated spiking, as required for efficient information processing based on either firing rates or coordinated spike timing patterns (Vogels and Abbott, 2009 ).
