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This paper deals with reversing computation in membrane systems. Its aim is to answer
the following question: given a conﬁguration M of a membrane system, how to ﬁnd each
conﬁguration N such that N evolves to M in one step? While easy to state, the problem
does not have a simple answer. We provide a solution by starting frommembrane systems
with one membrane, and introducing the “reverse P systems”. To obtain a solution for
membrane systems with general rules and with membrane dissolution, we ﬂatten the
membrane structure and extend the methods used for systems with one membrane.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Membrane systems (also called P systems) represent a biologically inspired model of computation, involving parallel
application of rules, communication between membranes and membrane dissolution. Membrane systems are introduced
by Gh. Pa˘un and presented in monograph [14] as a class of distributed parallel computing devices inspired by biology. This
computingmodel is inspired by systems which are complex hierarchical structures with a ﬂow of materials and information
which underlies their functioning. Essentially, themembrane systems are composed of various compartments with different
tasks, all of them working simultaneously to accomplish a more general task. They provide a nice abstraction for parallel
systems, and a suitable framework for distributed and parallel algorithms [6].
A membrane system consists of a hierarchy of nested membranes, placed inside a distinguishable membrane called skin.
The space outside the skin membrane is called environment. A membrane contains multisets of objects, evolution rules, and
possibly othermembranes. Themultisets of objects fromamembrane correspond to the “chemicals swimming in the solution
in the cell compartment”, while the rules correspond to the “chemical reactions possible in the same compartment”. The
rules contain target indications specifying the membranes where the new obtained objects are sent. The new objects either
remain in the same membrane whenever they have no target attached, or they pass through membranes in two directions:
they can be sent out of themembrane, or can be sent in one of the nestedmembraneswhich is precisely identiﬁed by its label.
In one step, the objects can pass only through one membrane. The membrane systems work synchronously: at each time
unit of a global clock, a transformation of the system takes place by applying the rules in a nondeterministic and maximally
parallel manner. This means that the objects, the membranes and the rules involved in such a transformation are chosen
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in a nondeterministic way, and the application of rules is maximal. After a certain choice was made, no rule can be applied
anymore in the same evolution step because there are not enough objects andmembranes available for any additional rule to
be applied. The membranes can be dissolved; this action is important when discussing about adaptive executions [7]. When
such an action takes place, all the objects of the dissolved membrane remain free in the membrane placed immediately
outside. Many variants of this basic model are discussed in the literature [8,14].
In this paper we present methods of reversing the computation performed by a membrane system. An initial approach
treating only rule application (for rules of a particular form)was presented in [1]. Using a ﬂat representation of themembrane
system, we also consider here the membrane dissolution. The results thus obtained generalize those presented in [1].
1.1. Preliminaries
A multiset w over a set S is a function w : S →N. When writing a multiset characterized by, for example, w(s) = 1,
w(t) = 2, and w(s′) = 0 for s′ ∈ S\{s, t}, we use the representation s + 2t to simplify its description. To each multiset w we
associate its support, denoted by supp(w), which contains those elements of S which have a non-zero image. A multiset
is called non-empty if it has non-empty support. We denote the empty multiset by 0. We use the abbreviation s ∈ w for
s ∈ supp(w). The sum of two multisets w,w′ over S is the multiset w + w′ : S →N with (w + w′)(s) = w(s) + w′(s). For two
multisets w,w′ over S we say that w is contained in w′ if w(s) ≤ w′(s) for all s ∈ S. We denote this by w ≤ w′. If w ≤ w′, we
can deﬁne w′ − w by (w′ − w)(s) = w′(s) − w(s).
The structure μ of a membrane system is represented by a tree structure (with the skin as its root), or equivalently, by a
string of correctlymatching parentheses placed in a unique pair ofmatching parentheses; each pair ofmatching parentheses
corresponds to a membrane, all these membranes being included in a unique skin. Graphically, a membrane structure is
represented by a Venn diagram in which two sets can be either disjoint, or one a subset of the other. The membranes are
labelled in a one-to-one manner.
Amembrane system of degreem is a tuple  = (O,μ,R1, . . . , Rm), where:
• O is an alphabet of objects;
• μ is an initial membrane structure, with the membranes labelled by natural numbers 1, . . . ,m;
• R1, . . . ,Rm are ﬁnite sets of rules associated with the membranes with labels 1, . . . ,m; the rules have the form u → v,
where u is a non-empty multiset of objects and v a non-empty multiset of objects a, messages of the form (a, out), (a, inj),
and δ (with the condition that δ can appear at most once).
A conﬁguration of a membrane system is given by a membrane structure (either μ or a structure obtained from μ
by dissolving some membranes) and multisets over O associated with the regions deﬁned by this membrane structure.
Conﬁgurations evolve in the following manner. When an evolution rule is applied, the objects in its left-hand side disappear
from the membrane to which that rule is associated and are replaced with the objects and messages from its right-hand
side. For a rule of form u → v, the object a in v says that a, once created, remains in the membrane; (a, out) says that a, once
created, is sent into the parent membrane (or into the environment, if the rule is inside the skinmembrane); (a, inj) says that
a is sent into the child membrane with label j (if no such child membrane exists, the rule cannot be applied); if the special
symbol δ appears in v, then themembrane is going to be dissolved after the rule is applied, all its objects are to be sent to the
parentmembrane, and its ruleswill disappear. Thusmembranes contain (possibly empty)multisets of objects andmessages,
and membrane dissolving concludes an evolution step. A computation performed by a membrane system is a sequence of
evolution steps starting from some initial conﬁguration.
To work in a uniform manner, we consider all the multisets of objects and messages to be over
 = O ∪ O × {out} ∪ O × {inj | j ∈ {1, . . . ,m} ∪ {δ}
Themembrane structure μ and themultisets of objects andmessages from its compartments deﬁne an intermediate conﬁgu-
rationof a system. If themultisets from its compartments contain only objects, theydeﬁne a conﬁguration. For an intermediate
conﬁguration M, we denote by wi(M) the multiset contained in the inner membrane with label i. We denote by C#() the
set of intermediate conﬁgurations and by C() the set of conﬁgurations of the membrane system .
Formally, the set M() of membranes in a P system  and its membrane structure are inductively deﬁned as follows:
• if i is a label andw is a multiset over O ∪ O × {out} ∪ {δ}, then 〈i|w〉 ∈ M(); 〈i|w〉 is called an elementary membrane, and
its structure is 〈〉;
• if i is a label,M1, . . . ,Mn ∈ M(),n ≥ 1 have distinct labels, eachMk has structure μk and w is a multiset over O ∪ O ×
{out} ∪ O × {inj | j label of someMk} ∪ {δ}, then
〈
i|w;M1, . . . ,Mn
〉 ∈ M();〈
i|w;M1, . . . ,Mn
〉
is called a composite membrane, and its structure is 〈μ1 . . . μn〉.
For simplicity we consider that the “skin” membrane always has label 1. Thus an intermediate conﬁguration is always of the
form
〈
1|w;M1, . . . ,Mn
〉
.
Sinceweworkwith twomembrane systems at once (namely and ˜), we use the notation R
1
, . . . ,Rm for the sets of rules
R1, . . . ,Rm of the membrane system . We use multisets of rules R : Ri →N to describe maximally parallel application of
rules. For a rule r = u → v we use the notations lhs(r) = u, rhs(r) = v. Similarly, for a multiset R of rules from R
i
, we deﬁne
the following multisets
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lhs(R)(o) =
∑
r∈R
i
R(r) · lhs(r)(o) rhs(R)(o) =
∑
r∈R
i
R(r) · rhs(r)(o)
for each object or message o ∈ .
We use the notations parent(i) for the label indicating the parent of themembrane labelled by i (if it exists) and children(i)
for the set of labels indicating the children of themembrane labelled by i, which can be empty. The skinmembrane is labelled
by 1 and it is not allowed to be dissolved, so we consider that its rules do not involve δ. For the purposes of this paper it is
enough to consider that the rules of the skinmembrane also do not contain messages of the form (a, out).
Example 1. To clarify how a membrane system evolves, we present the following example.
In membrane 1 we can only apply rule a → b(d, in2) because in the other rule the destination in3 is not found (mem-
brane 3 is not a child of membrane 1); however, membrane 2 will be dissolved, since maximal parallelism requires the
application of both rules a → cδ and b → (a, in3)(c, out). In membrane 3 rule d → (a, out) is applied twice for the same
reason. At this point we have b(d, in2) in membrane 1, c(a, in3)(c, out)δ in membrane 2, and (2a, out) (which is another
representation of the multiset (a, out)(a, out)) in membrane 3. Now messages of form (x, out), (x, inj) are sent to their
respective destinations: d from 1 to 2, 2a from 3 to 2, a from 2 to 3, and c from 2 to 1. The evolution step ends with
the dissolution of membrane 2, which is triggered by the application of the rule a → cδ. Now themembrane system has only
two membranes:
2. Reverse P systems for systems with one membrane
In this section we study only membrane systems with one membrane, and for these systems we introduce the reverse
P systems (also called dual P systems in [1]). Since we assume that the skin membrane has not rules involving objects with
the message out, all the rules only involve object rewriting, i.e. they are of type u → v, where u, v are multisets of objects. In
order to reverse a computation, it is natural to reverse the rules (u → v becomes v → u) and ﬁnd a condition equivalent to
maximal parallelism.
The following deﬁnition captures the meaning of “maximally parallel application of rules”.
Deﬁnition 1. We say that a multiset of rules R : R
1
→N is validwith respect to the multisetw if lhs(R) ≤ w. The multiset
R is called maximally valid with respect to w if it is valid with respect to w and there is no rule r ∈ R
1
such that lhs(r) ≤
w − lhs(R).
Given a conﬁguration M of the system  = (O,μ,R
1
), we want to ﬁnd all the conﬁgurations N such that N rewrites to M
in a single maximally parallel rewriting step. To do this, we deﬁne the reverse P system ˜ = (O,μ,R˜
1
) having the evolution
rules given by:
(u → v) ∈ R˜1 if and only if (v → u) ∈ R1 .
For each M ∈ C#(), we consider the reverse intermediate conﬁguration M˜ ∈ C#(˜) which has the same content (w1(M˜) =
w1(M)) andmembrane structure asM. Note that the reverse of a conﬁguration is also a conﬁguration; the notation M˜ is used
to emphasize that this is an intermediate conﬁguration of the reverse system ˜.
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Remark 1. Reversing a reverse P system yields the starting P system: ˜ = .
Whenwe reverse the rules of amembrane system, reversing themaximally parallel applicationof rules requires adifferent
concept than themaximal validity of a multiset of rules.
Deﬁnition 2. The multiset R : R
1
→N is called reversely validwith respect to the multisetw if it is valid with respect tow
and there is no rule r ∈ R
1
such that rhs(r) ≤ w − lhs(R).
Note that the difference between reverse validity and maximal validity is that in reverse validity we use the right-hand
side of a rule r (rhs(r) ≤ w − lhs(R)) instead of the left-hand side as in maximal validity (lhs(r) ≤ w − lhs(R)).
Example 2. Let us consider a conﬁgurationMwithw1(M) = b + c,where theP systemhasO = {a, b, c},μ = 〈〉 andevolution
rulesR
1
= {r1, r2}, where r1 : a → b, r2 : b → c. Then ˜has evolution rulesR˜1 = {r˜1, r˜2}, where r˜1 : b → a, r˜2 : c → b. The valid
multisets of rules with respect to w1(M˜) = b + c are 0, r˜1, r˜2 and r˜1 + r˜2. The reversely valid multiset of rules R˜ with respect
to w1(M˜) can be either r˜1 or r˜1 + r˜2. If R˜ = r˜1, then M˜ rewrites to N˜ where w1(N) = a + c; if R˜ = r˜1 + r˜2, then M˜ rewrites to
N˜′ where w1(N′) = a + b. N and N′ are the only two conﬁgurations of  which can evolve to M in one maximally parallel
rewriting step. This example clariﬁes why reversely valid multisets of rules must be applied: validity ensures that some
objects are consumed by rules r˜ (dually, they were produced by some rules r) and reverse validity ensures that objects like b
(appearing in both the left and right-hand sides of rules) are always consumed by rules r˜ (dually, they were surely produced
by some rules r, otherwise it would contradict the maximal parallelism for the multiset R).
Note that if M′ with w1(M′) = 2a is a conﬁguration of the system , then there is no multiset of rules R˜ reversely valid
with respect to w1(M˜′) = 2a for the reverse system ˜. This happens exactly because there is no conﬁguration P such that P
rewrites toM′ by applying at least one of the rules r1, r2.
We present the operational semantics for both maximally parallel application of rules (mpr) and reverse maximally
parallel application of rules (m˜pr) on conﬁgurations in a P system with one membrane.
Deﬁnition 3. ConsiderM,N conﬁgurations in a P system .
• M R→mpr N if and only if R is maximally valid with respect to w and w1(N) = w1(M) − lhs(R) + rhs(R);
• M R→m˜pr N if and only if R is reversely valid with respect to w and w1(N) = w1(M) − lhs(R) + rhs(R).
The difference between the two semantics comes from the difference between the conditions imposed on the multiset
R of rules: maximally valid and reversely valid, respectively.
For a multiset R of rules over R
1
we denote by R˜ the multiset of rules over R˜
1
for which R˜(u → v) = R(v → u). Then
lhs(R) = rhs(R˜) and rhs(R) = lhs(R˜).
Proposition 1. N
R→mpr M if and only if M˜ R˜→m˜pr N˜.
Proof. If N
R→mpr M then R is maximally valid with respect to w1(N) and w1(M) = w1(N) − lhs(R) + rhs(R). Then
w1(M) − rhs(R) = w1(N) − lhs(R). By reversing, we have w1(M) = w1(M˜) and rhs(R) = lhs(R˜); it follows that w1(M˜) −
lhs(R˜) = w1(N) − lhs(R) ≥ 0, therefore lhs(R˜) ≤ w1(M˜), and so R˜ is valid in M˜. Suppose R˜ is not reversely valid with respect
to w1(M˜), i.e. there exists r˜ ∈ R˜1 such that rhs(˜r) ≤ w1(M˜) − lhs(R˜) which is equivalent to lhs(r) ≤ w1(M) − rhs(R). Since
w1(M) − rhs(R) = w1(N) − lhs(R) it follows thatR is notmaximally validwith respect tow1(N), which yields a contradiction.
If M˜
R˜→m˜pr N˜ then R˜ is reversely valid with respect tow(M˜). Sincew1(N) − lhs(R) = w1(M˜) − lhs(R˜) ≥ 0 it follows thatR
is valid with respect to w1(N). If we assume that R is not maximally valid with respect to w1(N), then, reasoning as above,
we obtain that R˜ is not reversely valid with respect to w1(M˜), a contradiction. 
Theabove constructionwaspresented indetail inpaper [1];wehave included it here tohavea startingpoint for thegeneral
construction in the case of a P systemwithmultiplemembranes, with general communication rules and dissolution.We have
also presented in [1] a particular construction for the case of P systems with multiple membranes, simple communication
rules (a single destination for the multisets in the right-hand side of the rule) and without dissolution. This particular
construction is based on moving rules between membranes, and had the advantage of having the reverse P system (and its
“reverse” evolution) quite similar to the initial one. However, the restriction to simple communication rules is a strong one.
This is whywe look for an extension of the construction, based on encoding a general P system into a P systemwith only one
membrane.
3. Reversing a general P system by ﬂattening its structure
We are going to change the manner in which we represent a P system by encoding the membrane structure of a general
P system into additional labels associated with the objects. Namely, we represent the multiset x of objects contained in
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a membrane labelled by i as a multiset (x, i) which is deﬁned by (x, i) : (O ∪ {δ}) × {1, . . . ,m} →N, (x, i)(a, i) = x(a) and
(x, i)(a, j) = 0, for j /= i. Rule representation varies accordingly to whether we allow or disallow dissolution. To differentiate
between the (more graphical) classical deﬁnition and the newencoding,we are going to use the term “ﬂatmembrane system"
for the new representation obtained through this encoding.
Wemention that the idea of ﬂattening a general membrane system has appeared previously in some papers (for example
[9]). However, no one provides a formal correspondence between the semantics of a general membrane systems and its
ﬂat encoding. Even though this aspect does not belong to the main topic of the paper, we prove such a correspondence for
systems without dissolution in Section 3.3.
3.1. P systems without dissolution
When dissolution of membranes is not considered, rules of form
u → v′(v′′, out)(v1, inj1 ) . . . (vk , injk )
which are associated with a membrane i are encoded as
(u, i) → (v′, i)(v′′, parent(i))(v1, j1) . . . (vk , jk)
The membrane structure μ does not change and therefore we can assume that all rules are correctly labelled by default,
i.e. for the above general form of a rule, we have that j1, . . . , jk are children of i.
Deﬁnition 4. A ﬂat membrane system (of degreem) without dissolution is a tuple  = (O,μ,R), where
• O is an alphabet of objects;
• μ is the membrane structure;
• R is a ﬁnite set of rules of form
(u, i) → (v′, i)(v′′, parent(i))(v1, j1) . . . (vk , jk)
where u, v′, v′′, vs are (possibly empty) multisets of objects, and parent(js) = i for all s ∈ {1, . . . , k}.
We also suppose that all rules associatedwith the skinmembranedonot have outmessages, i.e. ﬂatmembrane systemsdonot
have rules in which i = 1 and v′′ is not empty. We employ the notations parent(i), children(i), lhs(r), rhs(r) and lhs(R), rhs(R)
(for a multiset of rules R) in the same manner as before.
Sincemembranes do not dissolve, the only part of a ﬂatmembrane systemwhich changes during evolution is themultiset
wwhich represents the contents of all membranes put together. For this reason, a conﬁguration of the ﬂat membrane system
 is a multisetw : O × {1, . . . ,m} →N. This notion of conﬁguration differs from the classical one which is employed only for
multisets of objects. Using the ﬂat notation, wemake no distinction between objects andmessages, and themessage sending
stage in the evolution of a ﬂat membrane system takes place simultaneously with the maximally parallel rewriting stage.
The notions of validity andmaximal validity also remain the same as in Section 2:R is validwith respect tow if lhs(R) ≤ w,
and it is maximally valid if it is valid and there is no rule r ∈ R such that lhs(r) ≤ w − lhs(R).
The operational semantics for rule application is given by the following transition system on the conﬁgurations of a ﬂat
membrane system.
Deﬁnition 5. Let  be a ﬂat membrane system. For two conﬁgurations w,w′ of  we deﬁne w R→ w′ whenever R is a
maximally valid multiset of rules and w′ = w − lhs(R) + rhs(R).
Example 3. Since we only consider membranes without dissolution at this moment, let us modify the system considered
in Example 1 by ignoring rule a → cδ and rule a → c(2d, in3). In a ﬂattened form, this system is described by the following
data: the membrane structure with parent(3) = 2, parent(2) = 1; rules r1 : (a, 1) → (b, 1)(d, 2), r2 : (b, 2) → (c, 1)(a, 3) and
r3 : (d, 3) → (a, 2). Considering the conﬁguration w = (a, 1)(a + b, 2)(2d, 3), the only possible evolution of this conﬁguration
is:
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Suppose we only know the multiset w′ = (b + c, 1)(3a + d, 2)(a, 3), the membrane structure μ, and the rules r1, r2, r3. In
order to ﬁnd the multiset w from which w′ has evolved, we just need to ﬁnd the multiset of rules which was applied to w.
Themain point wewish to underline is that this reverse reasoning is based on a transition systemwhich is deﬁned almost in
the samemanner as the evolution transition system for the conﬁgurations of a ﬂat membrane system. All that is needed is to
change the direction of the rules, reversing them to a form (v′, i)(v′′, parent(i))(v1, j1) . . . (vk , jk) → (u, i). The general conditions
on indexes (parent(js) = i, and if i = 1 then v′′ is empty) apply to these reverse rules as well. The distinction between these
two types of rules refers only to what type of multisets we allow in the left-hand/right-hand side of the rules.
Given a rule r : p → q, we keep the notation r˜ for the reverse rule q → p. For a multiset of rules R over Rwe denote by R˜
the correspondingmultiset over R˜, characterized by R˜(˜r) = R(r). Note that, oncemore, lhs(R˜) = rhs(R) and rhs(R˜) = lhs(R).
We denote by ˜ = (O,μ, R˜) the reverse ﬂat membrane system obtained from  by keeping the membrane structure μ and
reversing the rules in R. The deﬁnition of reverse validity remains the same as in Section 2: R˜ over R˜ is called reversely valid
with respect to a conﬁguration w if it is valid with respect to w and there is no rule r˜ ∈ R˜ such that rhs(˜r) ≤ w − lhs(R˜). The
reverse evolution of a ﬂat membrane system takes place similarly to the normal evolution given by Deﬁnition 5.
Deﬁnition 6. Let ˜ be a reverse ﬂat membrane system. For two conﬁgurationsw,w′ of ˜ we deﬁnew R˜→rev w′ whenever R˜
is a reversely valid multiset of rules and w′ = w − lhs(R˜) + rhs(R˜).
The following proposition gives us the means to reverse the evolution of a ﬂat membrane system by reverse evolving its
reverse P system.
Proposition 2. Given a ﬂat membrane system  and two conﬁgurations w,w′,
w
R→ w′ in  if and only if w′ R˜→rev w in ˜.
Proof. First, if w
R→ w′ in  then R is maximally valid with respect to w and w′ = w − lhs(R) + rhs(R). Since lhs(R) ≤ w it
follows that lhs(R˜) = rhs(R) ≤ w′; therefore R˜ is valid with respect tow′. Suppose it is not reversely valid, i.e. there is a rule
r˜ in R˜ such that rhs(˜r) ≤ w′ − lhs(R˜). This means the existence of a rule r in R such that lhs(r) ≤ w′ − rhs(R) = w − lhs(R),
contradicting the maximal validity of R with respect to w. Moreover, we have w = w′ − lhs(R˜) + rhs(R˜), which proves the
ﬁrst part of our statement.
The second part is proved in a similar manner. 
To conclude this section, we return to Example 3. In the reverse system we have the same membrane structure given by
parent(3) = 2 and parent(2) = 1, and the rules r˜1 : (b, 1)(d, 2) → (a, 1), r˜2 : (c, 1)(a, 3) → (b, 2) and r˜3 : (a, 2) → (d, 3). Let us
consider the conﬁguration w′ = (b + c, 1)(3a + d, 2)(a, 3). In this case the deﬁnition of reverse validity tells us that we can
apply any valid multiset R˜ of reverse rules as long as in w′ − lhs(R˜) we have no elements (a, 1), (b, 2) or (d, 3). The multiset
r˜1 + r˜2 + 2r˜3 is thus reversely valid, and we can apply it to reach the conﬁguration w = (a, 1)(a + b, 2)(2d, 3).
3.2. P systems with dissolution
When membranes can dissolve, the structure of the ﬂat membrane system is slightly different from the representation
in Section 3.1. Rules which are written in membrane i in classical form as
u → v′(v′′, out)(v1, inj1 ) . . . (vk , injk )
are now written in ﬂat form as
(u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk).
If the rule also contains δ in its right-hand side,we add a corresponding (δ, i) to the right-hand sidemultiset of the ﬂat rule.We
keep the message (v′′, out) because the parent membrane can change during the evolution depending on what membranes
have previously been dissolved.
We add some new ingredients to the notion of conﬁguration, namely passive membrane labels and rules, together with
a memory multiset. The reason for these new notions is that some information pertaining to the membrane systemmust be
kept after a membrane is dissolved, such as the label of that membrane and its rules. Passive membranes are placeholders
for dissolved membranes,while passive rules are those rules which cannot be applied in the current membrane structure.
The memory multiset records the content of a membrane at the moment of its dissolution.
Deﬁnition 7. A ﬂat membrane system (of degreem) with dissolution is a tuple  = (O,μ,R), where
• O is an alphabet of objects;
• μ is the initial membrane structure (parent(i) is the initial parent of i);
• R is a ﬁnite set of rules of form
(u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk) or
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(u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk)(δ, i)
where u, v′, v′′, vs are (possibly empty) multisets of objects, such that if i = 1 then v′′ is empty.
For a multiset w over O × {1, . . . ,m}, we denote by wi the multiset over the same set which is the restriction of w to O × {i}.
A conﬁguration for  is a tuple C = (w, P,mem) where:
• w is a multiset over O × {1, . . . ,m} with the support included in O × ({1, . . . ,m}\P), representing the contents of non-
dissolved membranes;
• P ⊆ {2, . . . ,m} is the set of passive labels (of dissolved membranes);
• mem is a multiset over O × {1, . . . ,m} with the support included in O × P, representing the contents of membranes at
the time they have been dissolved.
Note that we require the initial membrane structure μ to be known at any point during the evolution; we cannot reverse the
computation performed by the membrane system if this information is not available. Given a set P of passive labels, we use
the notation μP for the current membrane structure, which is deﬁned as follows:
μP : {2, . . . ,m}\P → {1, . . . ,m}\P
where μP(i) = j if parent(i), . . . , parentk−1(i) ∈ P, and parentk(i) = j ∈ P. In other words μP is obtained from μ by ignoring
passive membranes.
A rule r of the form
(u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk) or
(u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk)(δ, i)
is called passive with respect to P if either at least one of the labels i, j1, . . . , jk is in P, or if there exists some js such that
μP(js) /= i. A rule which is not passive is called active.
Even a rule has an element (δ, i) in its right-hand side, the right-hand side of a rule r with respect to P is deﬁned as the
multiset
rhsP(r) = (v′, i)(v′′,μP(i))(v1, j1) . . . (vk , jk).
This notation extends in the expected manner to the right-hand side of a multiset R of rules.
The notions of validity andmaximal validity change slightly from the previous sections sincewe need to take into account
that some rules may be passive.
Deﬁnition 8. Consider a ﬂat membrane system .
• A multiset of rules R : R →N is called valid with respect to a conﬁguration C = (w, P,mem) if lhs(R) ≤ w and supp(R)
contains only rules which are active with respect to P.
• A multiset of rules R : R →N ismaximally validwith respect to a conﬁguration C = (w, P,mem) if it is valid with respect
to w, and there is no rule r ∈ R such that r is active with respect to P and lhs(r) ≤ w − lhs(R).
An evolution step consists of rule application, possibly followed by dissolutions of membranes.
Deﬁnition 9. Considering a ﬂat membrane system  and two conﬁgurations C = (w, P,mem), C ′ = (w′, P′,mem′), we say
that C
R→ C ′ whenever:
1. R is maximally valid with respect to C;
2. let w′′ = w − lhs(R) + rhsP(R);
3. P′ = P ∪ , where  = {j | (δ, j) ∈ rhs(r), r ∈ R};
4. mem′ = mem +∑j∈ w′′j ;
5. for all i ∈ {1, . . . ,m}\P′, w′
i
= w′′
i
+∑s∈i (us, i), where
(a) i is the set of j ∈  for which parentk(j) = i ∈ P′, parents(j) ∈ P′, for all 0 ≤ s < k;
(b) uj is given by w
′′
j
= (uj , j), for all j ∈ i.
According to this deﬁnition, after we choose a suitablemultiset of rules (1), we apply it obtaining an intermediatemembrane
content (2). Then we look for the membranes to be dissolved (if any), and add them to the set of passive membranes (3).
The next step is to record inmem′ the contents of the membranes that are to be dissolved (4). To ﬁnd the multiset w′ which
represents the contents of membranes after dissolution, we do the following: for each membrane i which is not dissolved
we see which dissolved membranes j send their contents into i (5a), and then change the labels accordingly, erasing the
elements (δ, i) (5b).
Example 4. We use Deﬁnition 9 on the following example.
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In the ﬂat representation, the rules become r1 : (a, 1) → (c, 1)(2d, 3), r2 : (a, 1) → (b, 1)(d, 2), r3 : (a, 2) → (c, 2)(δ, 2), r4 : (b, 2)
→ (c, out)(a, 3), r5 : (d, 3) → (a, out) and r6 : (d, 3) → (c, 3)(δ, 3). The initial membrane structure is given by parent(3) = 2,
parent(2) = 1. We consider the conﬁguration C = (w, P,mem) with w = (a + c, 1)(a + b, 2)(2d, 3), P = ∅ and mem = 0. There
are three maximally valid multisets of rules to choose from, namely r2 + r3 + r4 + r5 + r6, r2 + r3 + r4 + 2r5 and r2 + r3 +
r4 + 2r6; we choose R = r2 + r3 + r4 + r5 + r6. Note that rule r1 is passive, and thus it is not a candidate for inclusion in a
valid multiset of rules. Following Deﬁnition 9, we set P′ =  = {2, 3}. Then we have rhsP(R) = (b + c, 1)(a + c + d, 2)(a + c, 3)
and w′′ = (b + 2c, 1)(a + c + d, 2)(a + c, 3). Since membranes 2 and 3 are to be dissolved, we record their contents: mem′ =
(a + c + d, 2)(a + c, 3). Thenwe see that1 = {2, 3}, indicating that the contents of both2 and3will bemoved to1. This is done
using u2 = a + c + d,u3 = a + c, which are used to ﬁnd w′1 = w′′1 + (u2 + u3, 1) = (2a + b + 4c + d, 1). Since only membrane
1 is not passive, we have w′ = w′
1
= (2a + b + 4c + d, 1).
To reverse a computation step, we consider again reversing the rules. For example,
r : (u, i) → (v′, i)(v′′, out)(v1, j1) . . . (vk , jk)(δ, i)
is reversed to
r˜ : (v′, i)(v′′, out)(v1, j1) . . . (vk , jk)(δ, i) → (u, i)
We use the notations lhsP (˜r) and lhsP(R˜), deﬁned just as rhsP(r) and rhsP(R) were deﬁned for the usual rules and multisets
of rules. We denote by ˜ = (O,μ, R˜) the reverse ﬂat membrane system obtained from .
The notion of reverse validity suffers some changes, themain one being that the left-hand side of themultiset of reversed
rules must be computed with respect to a set of passive membranes (with respect to a certain membrane structure).
Deﬁnition 10. Consider a reverse ﬂat membrane system ˜ = (O,μ, R˜). A multiset R˜ of rules over R is called reversely valid
with respect to a conﬁguration C = (w, P,mem) if it is valid with respect to C, and there is no rule r˜ ∈ R˜ such that r˜ is active
with respect to P and rhs(˜r) ≤ w − lhsP(R˜).
In order to understand easily the notations in the proof of Proposition 3, we deﬁne reverse validity and reverse dissolution
only in the terms of the reverse rules. However, as mentioned before, these notions can also be deﬁned for usual ﬂat systems
whenever we extend the notations lhsP , rhsP for both usual rules and reverse rules.
Deﬁnition 11. Considering a reverse ﬂat membrane system  and two conﬁgurations C = (w, P,mem), C ′ = (w′, P′,mem′),
we say that C ′ R˜→rev C whenever:
1. P = P′\, where  = {j ∈ P′ | (δ, j) ∈ lhs(˜r), r˜ ∈ R˜};
2. mem is the multiset over O × {1, . . . ,m} given by the restriction ofmem′ to O × P;
3. let w′′ be the multiset with support in O × {1, . . . ,m}\P deﬁned by:
(a) w′′
j
= mem′
j
, for all j ∈ ;
(b) for all i ∈ {1, . . . ,m}\P′, w′′
i
= w′
i
−∑j∈i (vj , i);
(c) i is the set of those labels j ∈  for which there exists some k ≥ 1 such that parentk(j) = i ∈ P′, parents(j) ∈ P′, for all
0 ≤ s < k ;
(d) for all j ∈ i, vj is given bymem′j = (vj , j);
4. R˜ is reversely valid with respect to C ′′ = (w′′, P,mem);
5. w = w′′ − lhsP(R˜) + rhs(R˜).
The above deﬁnition states that in order to reverse an evolution step we start by reversing the dissolution of membranes.
First we remove the membranes whose dissolution is undone from the set of passive membranes (1). Then we remove their
contents from the memory mem′, obtaining the previous memory mem (2). We restore these contents to the membranes
j ∈  which are now no longer dissolved (3a). We remove these contents from the membranes i ∈ {1, . . . ,m}\P′ in which
they were residing (3b). The last step is to apply the reverse multiset of rules R˜ and thus recover w (5). Note however that
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reverse validity must be considered with respect to the conﬁguration C ′′ = (w′′, P,mem); this happens because membrane
dissolution takes place only after rules have beenmaximally applied. Thus an evolution step can be seen as consisting of two
stages C
R→ C ′′ dissolution−−−−−−→ C ′; when reversing C R→ C ′′ we have to require that R˜ be reversely valid with respect to C ′′ instead
of C ′ (as Section 3.1 might have suggested).
Example 5. We use the data of Example 4 in reverse. The reverse rules are r˜1 : (c, 1)(d2, 3) → (a, 1), r˜2 : (b, 1)(d, 2) → (a, 1),
r˜3 : (c, 2)(δ, 2) → (a, 2), r˜4 : (c, out)(a, 3) → (b, 2), r˜5 : (a, out) → (d, 3) and r˜6 : (c, 3)(δ, 3) → (d, 3). We consider the multiset of
rules R˜ = r˜2 + r˜3 + r˜4 + r˜5 + r˜6 and the conﬁguration C ′ = (w′, P′,mem′) with w′ = (3a + 4c + d, 1), P′ = {2, 3} and mem′ =
(a + c + d, 2)(a + c, 3). We see that  = {2, 3}, and P = ∅. This implies that mem = 0. Next we determine w′′. We have w′′
2
=
(a + c + d, 2), and w′′
3
= (a + c, 3). To ﬁnd w′′
1
we see that 1 = {2, 3}, and so we must move from w′1 the former contents of
membranes 2 and 3 to their place. This is done by using v2 = a + c + d, v3 = a + c, which are obtained from mem′. We have
w′′
1
= w′
1
− (2a + 2c + d, 1) = (a + 2c, 1). Thus w′′ = (a + 2c, 1)(a + c + d, 2)(a + c, 3), and by applying the reverse multiset R˜
in accordance with the membrane structure (i.e. replacing out with the corresponding label), we obtain w = (a + c, 1)(a +
b, 2)(2d, 3).
Proposition 3. Given a ﬂat membrane system  and two conﬁgurations C,C ′,
C
R→ C ′ in  if and only if C ′ R˜→rev C in ˜.
Proof. Suppose C
R→ C ′ in . Let  = {j | (δ, j) ∈ rhs(r), r ∈ R}. Then P ∩  = ∅ since no rule r ∈ R is passive, i.e. none of the
labels present in one of the sides of r can be in P. Thus P ′ = P\. Moreover,  = {j | (δ, j) ∈ lhs(˜r), r˜ ∈ R˜}, verifying condition
(1) of Deﬁnition 11.We prove that condition (3) holds forw′′. First,w′′
j
= mem′
j
, for all j ∈  becausemem′ = mem +∑j∈ w′′j .
Secondly, for i ∈ P′, we havew′′
i
= w′
i
−∑j∈i (uj , i), with uj given by (uj , j) = w′′j = mem′j; this is enough to get 11.(3). We note
that w′′ − lhsP(R˜) = w′′ − rhsP(R) = w − lhs(R), which concludes this part of the proof.
Suppose C ′ R˜→rev C in ˜. Clearly P′ = P ∪ . The multiset w′′ of Deﬁnition 11 veriﬁes 9.(2), thus ensuring the maximal
validity of R by the same reasoning as above. Condition mem′ = mem +∑j∈ w′′j follows from w′′j = mem′j for all j ∈ , and
from the fact thatmem is given bymem′ restricted to O × P. Finally, 9.(5) follows from the properties ofw′′, and the fact that
w′′
j
= mem′
j
for all j ∈ . 
3.3. Semantic correspondence
Weprove the correspondence between rule application andmessage sending in a general P system and rule application in
its encoding as a ﬂatmembrane system. Our purpose is to underline how the ﬂatmembrane system semanticsmakemessage
sending obsolete. We remark that the correspondence can be extended to the case of membrane systems with dissolution;
however, this goes beyond the goal of the paper. We use here a version of the membrane system semantics deﬁned in [1]
for the maximal parallel rule application and for message sending. This version itself simpliﬁes the approaches presented
in [2,4]. We recall that we denote by C#() the set of intermediate conﬁgurations, and by C() the set of conﬁgurations of a
membrane system .
Deﬁnition 12. ForM ∈ C(), N ∈ C#() we haveM R→mpr N if and only if
• R = (R1, . . . ,Rm) is a vector of multisets of rules Ri over Ri such that each Ri is maximally valid with respect to wi(M),∀i ∈ {1, . . . ,m};
• wi(N) = wi(M) − lhs(Ri) + rhs(Ri).
Before giving the operational semantics for message sending, we present a fewmore notations. Given amultisetw :  →
N, we deﬁne the multisets obj(w), out(w), inj(w), with supp(obj(w)), supp(out(w)), supp(inj(w)) ⊆ O, as follows:
• obj(w) contains all the objects from w: obj(w)(a) = w(a), ∀a ∈ O;
• out(w) contains all the objects awhich are part of a message (a, out) in w: out(w)(a) = w(a, out), ∀a ∈ O;
• inj(w) contains all the objects awhich are part of a message (a, inj) in w: inj(w)(a) = w(a, inj), ∀a ∈ O, ∀j ∈ {1, . . . ,m}.
Deﬁnition 13. ForM ∈ C#() and N ∈ C(),M →msg N if and only if
wi(N) = obj(wi(M)) + ini(wparent(i)(M)) +
∑
j∈children(i)
out(wj(M))
To elaborate, themessage sending stage consists of erasingmessages from themultiset in each innermembranewith label
i, adding to each such multiset the objects a corresponding to messages (a, ini) in the parent membrane (inner membrane
with label parent(i)) and furthermore, adding the objects a corresponding to messages (a, out) in the children membranes
(all inner membranes with label j, j ∈ children(i)).
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Deﬁnition 14. ForM ∈ C#() we deﬁne the encoding ofM to be the multiset over O × {1, . . . ,m} deﬁned by:
encode(M)(a, i) = wi(M)(a) + wparent(i)(M)(a, ini) +
∑
j∈children(i)
wj(M)(a, out)
Wedenote by encode(r) the encoding of a rule from amembrane system into a rule of a ﬂatmembrane system, as detailed
in Section 3.1. For a vector of multisets of rules R = (R1,R2, . . . ,Rm) we denote by encode(R) the multiset of rules in the
ﬂat membrane system given by encode(R) = encode(R1) + . . . + encode(Rm), where encode(Ri) =
∑
r Ri(r) · encode(r).
Proposition 4. Consider M,N ∈ C(). Then there exists P ∈ C#() such that
M
R→mpr P →msg N if and only if encode(M) encode(R)−−−−−−→ encode(N).
Proof. The statement follows from the following remark: for N ∈ C(), P →msg N if and only if encode(P) = encode(N).
This is obtained by noticing that, since the membranes of N contain only objects, encode(P) = encode(N) is equivalent to
wi(N)(a) = wi(P)(a) + wparent(i)(P)(a, ini) +
∑
j∈children(i) wj(P)(a, out). 
This result shows that by ﬂattening a membrane system, we can safely discard the message sending step. This particular
step is the challenging one in reversing the computation of membrane systems, as it is emphasized in [1].
4. Conclusion
Often when solving a (mathematical) problem, one starts from the end and tries to reach the hypothesis. Membrane
systems are used to solve problems, so ﬁnding a method which allows us to go backwards is of interest.
In the ﬁrst part of the paper we look at the membrane systems with a single membrane. We construct the reverse system
˜ having the same membrane as  and the rules of  reversed. Several results concerning this construction, as well as its
extension for systems with simple rewriting rules, have already appeared in [1].
In the second part of paper we extend these results. We employ an algebraic representation of membrane systems which
simpliﬁes their operational semantics. A “ﬂat” representation is given by identifying objects and messages based on their
location (label).We use it to reverse the evolution of a general P systemwith dissolution. This ﬂat representation has allowed
us tobypass thedifﬁculties raisedby thepresenceofmultiplemessages in a rule.Weconsider that it provides a representation
of membrane systems suitable for efﬁcient implementations. We then add sufﬁcient ingredients to the ﬂat representation
to enable reversing a computation which also involves membrane dissolution.
We would like to emphasize that evolution and reverse evolution are surprisingly similar, especially in the case of
membrane system without dissolution. This similitude offers the chance to integrate both forms of evolution (direct and
reverse) in the semantics of membrane systems, provided that a more general notion of rule is accepted.
Reversing the evolution ofmembrane systems open new research opportunities. A problem directly related to the subject
is the predecessor existence problem in dynamical systems [5]. Reversemembrane systems provide a simple answer, namely
that a predecessor for a conﬁguration exists if and only if there exists a system of multisets of rules which is reversely valid.
The topic of reversing the evolution of a P system is also presented in [10]. Its authors use a matricial description of rule
application to reduce the ﬁnding of previous conﬁgurations in a P system to the ﬁnding of a solution to a linear system of
equations. This description is reached by performing a ﬂattening of the membrane system. However, the P systems studied
are those without dissolution and with rules of a very particular form in which the left-hand side of a rule consists of only
one object. The latter condition is the main formal reason permitting to reduce maximal parallelism to a linear system.
Reversing a P system is closely related to reversible computation [12]. Reversible computing systems are those in which
every conﬁguration is obtained from at most one previous conﬁguration (predecessor). A paper which concerns itself with
reversible computation in energy-based P systems is [11]. The paper [3] explores variations of reversibility together with
variations of determinism in P systems with symport/antiport and one membrane from a computational point of view. The
authors prove that if promoter or inhibitor control is used, they obtain Turing universality. In [13], the author proves that the
family of sets accepted by reversible deterministic P systems with symport/antiport rules without any control is the family
of recursively enumerable sets of integers.
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