Abstract. Flows of random coalescing maps or flows of random transition probabilities can arise from simple stochastic differential equations when Ito's theory of strong solutions ceases to apply.
Introduction
A stationary motion on the real line with independent increments is described by a Levy process, or equivalently by a convolution semigroup of probability measures. This naturally extends to "rigid" motions represented by Levy processes on Lie groups. If one assumes the continuity of the paths, a convolution semigroup on a Lie group G is determined by an element of the Lie algebra g (the drift) and a scalar product on g (the diffusion matrix). We call them the local characteristics of the convolution semigroup. We will be interested in stationary "fluid" random evolutions which have independent increments. They can be modelled by stochastic differential equations driven by Wiener processes. These have been studied for more than fifty years. In particular, it was shown that stochastic flows driven by smooth Brownian vector fields on a compact manifold define flows of diffeomorphisms. This is also true on non compact manifolds under appropriate conditions of non explosion ( [7] ). Such flows can be viewed as infinitely divisible limits of products of i.i.d. (independant and indentically distributed) random diffeomorphisms, and the theory is at least formally very similar to the theory of Brownian motion on Lie groups ( [14] , [19] , [12] ). Their laws can be viewed as convolution semigroups of probability measures on the group of diffeomorphisms. They are characterized by two functions: the covariance of the Brownian vector field, or equivalently its auto reproducing space, which plays the role of a metric on the Lie algebra and a drift vector field. One can similarly extend the notion of Levy processes by introducing Poisson measures on the group itself. A remarkable result of Tsirelson (cf. [24] ) shows that there is essentially no other way to define a process X t with stationary independent increments on the unitary group of the Hilbert space. The noise defined by the increments of the flow, i.e. the family of σ -fields F s,t = σ {X v X −1 u , s ≤ u ≤ v ≤ t} is classical, i.e. generated by additive increments of Wiener and (or) Poisson processes. But in recent years it appeared that this picture was not complete: indeed flows of non invertible transformations, and as well of transition probabilities, appear to play an important role in the theory.
To be more precise, on a compact manifold let V 0 , V 1 , . . . , V n be vector fields and B 1 , . . . , B n be independent Brownian motions. Consider the SDE
which equivalently can be written as
for every smooth function f and Af = n k=1 V k (V k f ) + V 0 f . Observe that Af 2 − 2f Af = n k=1 (V k f ) 2 . Then strong solutions of this SDE produce a flow of maps ϕ t such that, for every x, ϕ t (x) is a strong solution of the SDE with ϕ 0 (x) = x. When the vector fields are smooth, strong solutions are known to exist and to be unique. The framework can be extended to include flows of maps driven by vector field valued Brownian motions, which means essentially that n = ∞ (see for example [3] , [12] , [14] , [19] , [23] ).
In a joint paper ( [15] ) with Olivier Raimond this was extended again to include flows of Markovian operators S t which are solutions of the SPDE
assuming that the covariance function
Existence and uniqueness of a flow of Markovian operators S t , which is a Wiener solution of the previous SPDE in the sense that S t is a function of the Brownian paths (B i ) i≥1 up to time t, hold under rather weak assumptions. The local characteristics of these flows are given by A and the covariance function C, and they determine the SDE or the SPDE. Under Lipschitz conditions we actually get strong solutions of stochastic differential equations. These solutions are of a regular type, namely:
(a) The probability that two points thrown in the fluid at the same time and at distance ε, separate at distance one in one unit of time tends to 0 as ε tends to 0.
(b) Such points will never hit each other.
But it was shown in [15] that covariance functions which are not smooth on the diagonal (e.g. covariance associated with Sobolev norms of order between d/2 and (d + 2)/2, d being the dimension of the space) can produce Wiener solutions which define random evolutions of different types:
-turbulent evolutions where (a) is not satisfied, which means that two points thrown initially at the same place separate, even when there is no pure diffusion, i.e. that Af
-coalescing evolutions where (b) does not hold.
That paper was motivated by the works of physicists working on the Kraichnan model for turbulent advection (cf., for example, [9] , [10] , [4] , [6] ). In a subsequent paper [16] we adopted a more general approach based on consistent systems of n-point Markovian Feller semigroups which can be viewed as determining the law of the motion of n indivisible points thrown into the fluid. Regular and coalescing evolutions are represented by flows of maps, and turbulent evolutions by flows of probability kernels K s,t (x, dy) describing how a point mass (made of a continuum of indivisible points) in x at time s is spread at time t. (Note that in this case, the motion of an indivisible point is not fully determined by the flow.)
Among turbulent evolutions, we can distinguish the intermediate ones where two points thrown in the fluid at the same place separate but can meet later, i.e. where (a) and (b) are both not satisfied. These flows can always be coupled with a coalescent flow.
Let us explain in more detail the contents of the paper. We give in the first section construction results from [16] , which generalize a theorem by De Finetti on exchangeable variables. A stochastic flow of kernels K is associated with a general compatible family (P (n) t , n ≥ 1) of Feller semigroups. The flow K is induced by a flow of measurable mappings when
for all f ∈ C(M), x ∈ M and t ≥ 0. The Markov process associated with P (n) t represents the motion of n indivisible points thrown in the fluid. The key point is that the two notions are shown to be equivalent: the law of a stochastic flow of kernels is uniquely determined by the compatible system of n-point motions.
In Section 2 we define the noise associated with a flow and recall the notion of "black noise" introduced by Tsirelson. Coalescing flows are defined in Section 3. A coalescing flow can be obtained from any flow of kernels the two-point motion of which hits the diagonal. Then the original flow is recovered by filtering the coalescing flow with respect to a sub-noise.
We give the example of Arratia's flow and consider briefly sticky flows.
In Section 4, we present the result of [18] in which the classification of solutions of Tanaka's equation is given.
Finally, in Section 5, we consider stochastic flows on the circle defined by SDE's driven by the white noise W , which exhibit most of the features of more general isotropic flows considered in [15] and [16] .
Flows and their construction
This first section is rather formal since we chose to give a precise result. Its intuitive content is rather simple: flows of maps, and more generally flows of transition kernels, are described by their moments which are Markovian semigroups describing the motion of any finite number of points transported by the flow. We refer to [24] for an alternative approach to this construction.
Flows of maps.
Let M be a compact separable metric space.
t , n ≥ 1) be a family of Feller semigroups 1 , defined on M n and acting on C(M n ), respectively. We say that this family is consistent as soon as for all k ≤ n, This Markov process will be called the n-point motion (see also [21] ). We equip M with its Borel σ -field B(M). Let (F, F ) be the space of measurable mappings on M equipped with the σ -field generated by the evaluations at x for all x in M.
is measurable and for every x ∈ M,
i.e. J is a measurable modification of the identity mapping on (F, F , Q). We call it a measurable presentation of Q.
Let Q 1 and Q 2 be two probability measures on (F, F ). Assume that Q 1 is regular. Let J be a measurable presentation of Q 1 . Then the mapping
is measurable. Moreover, if J is another measurable presentation of Q 1 , then for every x ∈ M, t≥0 of regular probability measures on (F, F ) such that for all nonnegative s and t,
is a compatible family of Feller semigroups on M satisfying
t , n ≥ 1). In the following we will consider only probability spaces ( , A, P) which are separable, i.e., the corresponding Hilbert space L 2 ( , A, P) is separable. 
is measurable and if it satisfies the following properties.
(a) (Cocycle property) For all s < u < t and
(c) The flow has independent increments, i.e. for all t 1 < t 2 < · · · < t n , the family
(1.7)
is a compatible family of Feller semigroups on M satisfying (1.6). The law of ϕ is uniquely determined by (P (n)
t , n ≥ 1).
exists a stochastic flow of mappings associated with Q (or equivalently with
. . , V k be bounded Lipschitz vector fields on a smooth locally compact manifold M. We also assume that V 1 , . . . , V k are C 1 . Let W 1 , . . . , W k be k independent real white noises. We consider the following SDE on M:
(1.10)
From the usual theory of strong solutions of SDEs (see for example [12] ) it is possible to construct a stochastic flow of diffeomorphisms (ϕ s,t , s ≤ t) such that for every x ∈ M, ϕ s,t (x) is a strong solution of the SDE (1.10) with ϕ s,s (x) = x.
Using this stochastic flow, it is possible to construct a compatible family of Markovian semigroups (P (n) t , n ≥ 1) with
for h ∈ C(M n ) and x 1 , . . . , x n in M. It is easy to check that these semigroups are Feller and that the canonical stochastic flow of maps associated with this family of semigroups is equal in law to (ϕ s,t , s ≤ t).
Flows of transition kernels.
We denote by P (M) the space of probability measures on M, equipped with the weak convergence topology. P (M) is a compact metric space. Let us recall that a kernel K on M is a measurable mapping from M into P (M), M and P (M) being equipped with their Borel σ -fields. For all f ∈ C(M) and
, μK denotes the probability measure defined by f (y) μK(dy) = Kf (x) μ(dx). We denote by E the space of all kernels on M, and we equip E with the σ -field E generated by the mappings K → μK for every μ ∈ P (M). Convolution semigroups on the space of kernels can be defined in a similar way as on the space of measurable maps (cf. [16] 
) and if it satisfies the following properties.
(a) (Cocycle property) For all s < u < t and x ∈ M, P-almost surely, for every
(e) For all f ∈ C(M) and s < t, 
Noise and stochastic flows
The definition of a noise we give here is very close to the one given by Tsirelson in [25] . Definition 2.1.1. A noise consists of a separable probability space ( , A, P), a one parameter group (T h ) h∈R of P-preserving L 2 -continuous transformations of and a family {F s,t , − ∞ ≤ s ≤ t ≤ ∞} of sub-σ -fields of A such that (a) T h maps F s,t onto F s+h,t+h for all h ∈ R and s ≤ t, (b) F s,t and F t,u are independent for all s ≤ t ≤ u,
A classical white noise or a stationary Poisson measure clearly define a noise in this sense.
A square integrable random variable with zero mean is said to belong to the first chaos if the sum of its conditional expectations with respect to the fields associated with disjoint intervals is the conditional expectation with respect to the field associated with the union of these intervals. The noise is called black when the first chaos reduces to zero. Clearly, the white noise or the Poisson noise are not black.
Let ( , A, P ν ) denote the probability space of a stochastic flow of kernels K = (K s,t , s ≤ t) associated with a Feller convolution semigroup ν.
For all −∞ ≤ s ≤ t ≤ ∞ let F s,t be the sub-σ -field of A generated by the random variables K u,v for all s ≤ u ≤ v ≤ t. Then the cocycle property of K implies that N ν := ( , A, (F s,t ) s≤t , P ν , (T h ) h∈R ) is a noise (T h is L 2 -continuous by the Feller property). We call it the noise generated by the flow K.
Stochastic coalescing flows
Starting from a compatible family of Feller semigroups, under the hypothesis that the two-point motion hits the diagonal almost surely, we construct another compatible family of Feller semigroups to which is associated a stochastic coalescing flow. It appears that the stochastic flow of kernels associated with the first family of semigroups can be recovered by filtering the stochastic coalescing flow with respect to a sub-noise of an extension of its noise.
Finally, we give the example of Arratia's flow ( [2] ), which describes a space-time continuum of independent Brownian motions sticking together when they meet. The construction of a stochastic coalescing flow solution of SDE's will be presented in the next sections (see also [11] , [5] ). 
Definition and construction

Theorem 3.1.2. There exists a unique compatible family (P (n),c t , n ≥ 1) of Feller semigroups on M such that if X (n),c is the associated n-point motion and T c n
= inf{t ≥ 0, X (n),c t ∈ n }, then • (X (n),c t , t ≤ T c n ) is equal in law to (X (n) t , t ≤ T n ), • for t ≥ T c n , X (n),c t ∈ n .
Moreover, (P (n),c t
, n ≥ 1) satisfies (1.6) and is associated with a coalescing flow ϕ c s,t . We denote by ν c the associated Feller convolution semigroup. An important result is the following:
Theorem 3.1.3. There is a joint realisation of K and ϕ c such that K s,t g(y) = E[ϕ c s,t (y)|σ (K)]
We say that the convolution semigroup ν c weakly dominates ν.
Arratia's coalescing flow of independent Brownian motions.
The first example of coalescing flows was given by Arratia [2] . On R, or on the unit circle, let P t be the semigroup of a Brownian motion. With this semigroup we define the compatible family (P ⊗n t , n ≥ 1) of Feller semigroups. Note that the n-point motion of this family of semigroups is given by n independent Brownian motions. Let us also remark that the canonical stochastic flow of kernels associated with this family of semigroups is not random and is given by (P t−s , s ≤ t).
Let (P (n) t , n ≥ 1) be the compatible family of Markovian coalescent semigroups associated with (P ⊗n t , n ≥ 1). Note that the n-point motion of this family of semigroups is given by n independent Brownian motions which stick together when they meet.
Theorem 3.2.1. The family (P (n) t , n ≥ 1) is constituted of Feller semigroups and is associated with a coalescing flow. The noise defined by this flow is black
Blackness of the noise was first proved in [25] and then in a different way in [17] . It may seem a paradox but note that the increments of a one point motion between two times depend on the position of that point at the first time and not only on the increment of the flow of maps. In the latter paper a related family of flows of kernels, called sticky flows, was also constructed. The associated n point motions are given by Brownian paths which are independent except they stick together (during a Cantor type set of times of positive Lebesgue measure) when they meet. These flows interpolate between the heat flow and Arratia's flow. They also define a black noise. Any flow of kernels induces naturally a Markov process on measures which has often an invariant probability distribution. For sticky flows it is explicitly given in terms of the Poisson Dirichlet distribution. Finally, let us mention that a discrete model converging to these flows was presented in [13] .
Tanaka's equation
Tanaka's stochastic differential equation (SDE) is one of the simplest examples of an SDE that does not have a strong solution in the usual sense. The objective is to apply to this example the theory of flows of transition kernels and to classify all the solutions of Tanaka's SDE, extended to transition kernels. It is shown that they can be characterized by a probability measure on [0, 1]. The domination and the weak domination relations (defined in [15] ) between different solutions are then fully understood in terms of barycenter and balayage of the associated measures.
On a probability space ( , F , P) let W = (W s,t , s ≤ t) be a real white noise and K = (K s,t , s ≤ t) (resp. ϕ = (ϕ s,t , s ≤ t)) be a stochastic flow of kernels (resp. flow of measurable maps) on the real line. Recall that for all s ≤ t, K s,t : R → P (R) is measurable, with P (R) denoting the set of probability measures on R equipped with the topology of weak convergence. We say that (K, W ) solves Tanaka's SDE if for all s ≤ t, f ∈ C 2 K (R) and x ∈ R, 
It is well known that the law of (W + t ) t≥0 and the law of (|W t |) t≥0 coincide. Note that W 0,. can be recovered out of W + by Doob-Meyer decomposition. Then for t ≥ 0, The coalescing solution ϕ c can be defined by the consistent family of its n-point motions obtained by transforming the n-point motion associated with K W into a coalescing motion. A more explicit definition can be given in this special case, as is shown in [18] , where we also prove the following result: It can easily be seen that a) and b) define partial order relations. The order defined in a) is the balayage order. The fact that m 2 is a barycenter of m 1 is equivalent to saying that if U 1 is a random variable of law m 1 , then there exists a σ (
In [16] , a domination and a weak domination relation between (laws of) stochastic flow of kernels is defined: Let ν 1 and ν 2 be two Feller convolution semigroups. We recall that Definition 3.3 in [16] essentially says that ν 1 dominates ν 2 if and only if there is a joint realisation (K 1 , K 2 ) such that K 1 (resp. K 2 ) is a stochastic flow of kernels associated to ν 1 (resp. to
. One says that ν 1 weakly dominates ν 2 when only the conditional expectation assumption is verified (σ (K 2 ) needs not be a sub-σ -field of σ (K 1 )). A full understanding of the solutions of a general SDE should involve a classification of the solutions according to these domination relations. As we will see in the following section, this is not achieved yet even in relatively simple cases. 
Stochastic flows of kernels and SDEs: an example on the circle
Notation. In all the following we will denote by S the unit circle R/2π Z, by m the Lebesgue measure on S and by P (S) the set of Borel probability measures on S.
Let (W , F W , P W ) be the canonical probability space of a sequence of independent Wiener processes (W k t , k ≥ 0, t ≥ 0). For all s < t let F W s,t denote the σ -field generated by the random variables
given (a k ) k≥0 a sequence of nonnegative numbers such that k≥0 a 2 k < ∞, we set C(z) = k≥0 a 2 k cos(kz). Note that all real positive definite functions on S can be written in this form and that C(0) = k≥0 a 2 k .
Flows of diffeomorphisms.
Assume that k≥1 k 2 a 2 k < ∞. Then by a stochastic version of Gronwall's lemma it can be shown that for each x 0 ∈ S the stochastic differential equation (SDE)
has a unique strong solution. These solutions can be considered jointly to form a stochastic flow of diffeomorphisms (ϕ s,t ) s<t . Set ϕ t = ϕ 0,t .
Note that the one point motion x t := ϕ t (x) is a Brownian motion on S starting at x. Denote the associated heat semigroup P t . For h ∈ C 2 (S 2 ) set A (2) h(x, y) =
This in particular implies the following:
For all x, y ∈ S, lim t→∞ (ϕ t (x)−ϕ t (y)) = 0. Using the isotropy one can compute the Lyapounov exponent of the flow: for all x ∈ S,
The Lyapounov exponent of the flow being negative, the flow is stable. In the particular case a 2 k = k −(1+α) , for α > 2 the condition k≥1 k 2 a 2 k < ∞ is satisfied. When α is close to the boundary case, α = 2, the Lyapounov exponent gets close to −∞. In the following we will define stochastic flows corresponding to the case α ≤ 2 which are not flows of diffeomorphisms.
Wiener chaos expansion: Lipschitz case.
Suppose that k k 2 a 2 k < ∞ and let ϕ s,t be the flow defined in the previous section. For any function f ∈ C(S), x ∈ S and s ≤ t, f ϕ s,t (x) belongs to the Wiener space L 2 (P W ). Following the original idea of [26] , its Wiener chaos expansion can be explicitly computed as follows.
Proposition 5.2.1. For all s ≤ t and f ∈ C(S), f ϕ s,t (x)
where J n is defined recursively as follows (denoting c k the function x → cos(kx) and s k the function x → sin(kx)):
Remark 5.2.2. The chaos expansion (5.2) can be extended to all f ∈ L 2 (m), the two terms being equal in L 2 (m ⊗ P W ).
Non-Lipschitz case.
From now on we assume k∈N k 2 a 2 k = ∞. In this case, using Gronwall's inequality, the existence of a strong solution to the SDE (5.1) cannot be proven. But the series giving the Wiener chaos expansion of f ϕ s,t in the Lipschitz case for f ∈ L 2 (m) also converges in L 2 (m ⊗ P W ) in the non-Lipschitz case.
We can construct a family S n s,t of random operators acting of L 2 (m) recursively: let S 0 s,t = P t−s and for f ∈ L 2 (m) and n ≥ 0 set Obviously S s,t 1 = 1, and it can be proved that S s,t is nonnegative as follows. Consider an independent stationary Brownian motion B t with diffusion coefficient These formulas are obtained by conditioning the "velocity differential" at time t and site B t to be dB t . Then W forms a family of independent Wiener processes. Set
It is clear thatS is nonnegative and thatS verifies the properties listed above ((i), (ii), (iii) and (iv)) with respect to W . This impliesS = S and proves that S is nonnegative.
Two cases may occur:
, and in fact for all non constant f ∈ L ∞ (m). Remark 5.5.3. The case α = 2 has been studied in [1] , [8] , [22] . It is shown in particular that the maps of the flow are homeomorphisms. [27] , [28] (including d = 1) . In fact, for isotropic flows in dimension d ≥ 2, a different phase appears, in which the Wiener solution is a diffusive flow without hitting. This solution cannot be represented by filtering a coalescing solution defined on an extended probability space and there are no weak (generalized) solutions. In dimension 2 and 3 the coalescing phase (where the Wiener solution is a coalescing flow) and the phase of non uniqueness (where the Wiener solution is diffusive with hitting) still occurs.
Many important questions remain open: for example, the nature of the noises when they are not classical, the possible relations with rough paths ( [20] ), and the classifications of all solutions, starting with the isotropic case.
