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Chapitre 1
Résumé
L’automatisation des processus prend de plus en plus d’importance aux yeux
des industriels. Ceci amène les ingénieurs à générer des lois de commande
pour automatiser ces processus. Généralement, ces processus sont représen-
tés par des modèles mathématiques. Par conséquent, il est impératif de dé-
velopper des modèles mathématiques reproduisant le mieux possible le com-
portement du système à commander. Malheureusement, le développement
d’une loi de commande devient de plus en plus diﬃcile de par la complexité
croissante du modèle mathématique. C’est pour cette raison que les modèles
linéaires ont été choisis dans cette thèse, de façon à conserver une complexité
raisonable.
Un autre aspect, très important, se mêlant à l’automatisation des processus,
est la maintenance qui tend à augmenter la durée de vie des machines /
composants. Cependant, malgré les opérations de maintenance, les machines
restent soumises à des défauts, qui peuvent altérer le bon fonctionnement du
système.
Avec l’augmentation de la demande en termes de disponibilité, eﬃcacité, qua-
lité, ﬁabilité et sécurité, les approches de détection de défauts sont devenues
cruciales à des ﬁns de commande (automatisation des processus). Ceci s’avère
fondamental pour la commande tolérante aux défauts (FTC). La commande
tolérante aux défauts a pour but de traiter les défauts de sorte que le système
puisse fonctionner d’une manière acceptable, quand ces défauts se produisent.
Pour palier à ces défauts, des algorithmes de détection de défauts fondés sur
des modèles mathématiques sont présents, dans la littérature. Dans la plu-
part des cas, ces algorithmes comparent le comportement du système avec
celui du modèle quand ces deux derniers sont alimentés par la même en-
trée. Trois types de défauts sont à considérer : défauts actionneur, défauts
composant et défauts capteur. Généralement, la détection de défauts et la
commande tolérante aux défauts sont fondées sur l’observation/estimation de
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l’état/paramètres du système, de sorte qu’une bonne estimation est requise.
Dans cet esprit, les contributions de cette thèse peuvent être divisées en trois
parties :
• La première partie propose une méthode d’estimation d’état ensem-
bliste améliorée combinant l’estimation d’état à base de zonotopes (qui
offre une bonne précision) et l’estimation d’état se basant sur des ellip-
soïdes (qui offre une complexité réduite, i.e. temps de calcul réduit).
• Dans la deuxième partie, une nouvelle approche d’estimation d’état
ellipsoïdale se basant sur la minimisation du rayon de l’ellipsoïde est
développée. Dans cet esprit, quatre méthodes conduisant à la résolu-
tion de problèmes d’optimisation sous la forme d’Inégalités Matricielles
Linéaires (LMI) ont été proposées.
• Reprenant les techniques précédemment développées, deux techniques
de détection de défauts ont été proposées dans la troisième partie. La
première technique permet de détecter des défauts capteur en testant
la cohérence entre le modèle et les mesures. La deuxième technique
traite les défauts actionneur/composant/capteur simultanément. Elle
est fondée sur la notion de modèles multiples pour les systèmes linéaires.
Cette thèse est structurée comme suit. Le Chapitre 2, non repris et résumé
ci-après, propose une introduction portant sur le contexte, les motivations, les
contributions et les publications issues des résultats obtenus pendant ces tra-
vaux. Le Chapitre 3 présente les outils usuels et nécessaires pour représenter
généralement les incertitudes dans le contexte des systèmes linéaires. Dans le
Chapitre 4, plusieurs méthodes d’estimation ensembliste d’état fondées sur
les zonotopes et les ellipsoïdes ont été résumées. Une méthode proposant une
amélioration de ces stratégies combinant les avantages des zonotopes (pré-
cision) et des ellipsoïdes (complexité réduite) est développée. Par la suite,
une nouvelle approche d’estimation ensembliste fondée sur les ellipsoïdes est
proposée dans le Chapitre 5. Elle se base sur la minimisation du rayon de
l’ellipsoïde d’estimation. Quatre méthodes ont été développées pour cette
approche. Les Méthodes 1, 2 et 3 s’appliquent pour les systèmes linéaires
invariants dans le temps. La Méthode 3 a été étendue au cas des systèmes
linéaires incertains invariant dans le temps. La Méthode 4 est dédiée aux sys-
tèmes linéaires variant dans le temps. Le Chapitre 6 propose deux techniques
de détection de défauts. La première technique détecte les défauts capteur
tandis que la deuxième (fondée sur les modèles multiples) permet de détecter
les défauts capteur/actionneur/composant simultanément. Une commande
prédictive Min-Max a été développée afin de déterminer la commande opti-
male et le meilleur modèle à utiliser pour le système malgré la présence de
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défauts. Enﬁn, le Chapitre 7 reprend et résume le contenu du manuscrit ainsi
que les perspectives proposées dans le but d’améliorer et d’utiliser ce travail
pour d’autres problèmes d’automatique. Le résumé de chaque chapitre est
proposé ci-dessous.
1.1 Chapitre 3 : Outils nécessaires pour les sys-
tèmes linéaires incertains
Généralement, le modèle mathématique choisi pour décrire un système ne
représente pas exactement le comportement du système réel. Dans ce cas,
les modèles mathématiques présentent des incertitudes et sont soumis à des
perturbations et des bruits de mesure. Dans la littérature, il existe deux
approches pour modéliser les incertitudes : stochastique et déterministe. Dans
la première approche, les propriétés statistiques (moyenne, covariance, etc.)
des incertitudes, des perturbations et des bruits de mesure sont supposées
connues. Mais en pratique, il s’avère très difficile de connaître la distribution
statistique des incertitudes et des perturbations. Dans la plupart des cas,
seules les bornes de ces incertitudes peuvent être connues. D’où l’utilisation de
l’approche déterministe qui est plus adaptée dans ce cas. Dans cette approche,
les incertitudes, les perturbations et les bruits de mesure sont inconnus, mais
bornés. Dans la plupart des cas, ces bornes peuvent être représentées par des
ensembles convexes (intervalles, ellipsoïdes, polytopes, zonotopes, etc.).
Le Chapitre 3 est décomposé en deux grandes parties : plusieurs défini-
tions et propriétés utilisées et nécessaires à la compréhension des travaux
développés dans cette thèse sont tout d’abord rappelées, certains ensembles
les plus utilisés pour décrire des incertitudes sont ensuite présentés. Un ré-
sumé de ces parties est donné ci-dessous.
1.1.1 Définitions et propriétés
Plusieurs définitions et propriétés sont décrites dans le Chapitre 3 concernant
des opérations matricielles. Voici les plus importantes à retenir.
Définition 1.1. Une Inégalité Matricielle Linéaire (LMI) possède la forme :
F (x)
∆
= F0 +
m∑
i=1
xiFi ≻ 0 (1.1)
où x =
[
x1 x2 . . . xm
]⊤ ∈ Rm est le vecteur de variables de décision et les
matrices Fi = F
⊤
i ∈ Rn×n, avec i = 0, . . . ,m, sont connues.
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L’Inégalité Matricielle Linéaire (1.1) est donnée sous une formulation
stricte. Une forme non-stricte s’écrivait sous la forme :
F (x)  0.
En général, les problèmes d’Inégalité Matricielle Linéaire sont formulés en
utilisant les variables de décision comme suit :
A⊤P + PA ≺ 0, (1.2)
avec A ∈ Rn×n une matrice connue et P = P⊤ ∈ Rn×n la variable matricielle
de décision.
Définition 1.2. Une Inégalité Matricielle Bilinéaire est définie par l’expres-
sion suivante :
F (x) = F0 +
n∑
i=1
xiFi +
n∑
i=1
m∑
j=1
xixjFij ≻ 0, (1.3)
où
x =
{ [
x1 x2 . . . xn
]⊤ ∈ Rn si n ≥ m[
x1 x2 . . . xm
]⊤ ∈ Rm sinon (1.4)
est le vecteur de variables de décision et F0, Fi, Fij, avec i = 1, . . . , n et
j = 1, . . . ,m, sont des matrices symétriques connues.
Définition 1.3. Complément de Schur. [19], [93] Soit l’Inégalité Matricielle
Linéaire suivante : [
Q(x) S(x)
S⊤(x) R(x)
]
≻ 0, (1.5)
où Q(x), R(x) sont des matrices symétriques et Q(x), R(x) et S(x) sont
aﬃnes en x. Cette Inégalité Matricielle Linéaire est équivalente à :{
Q(x) ≻ 0,
Q(x)− S(x)R−1(x)S⊤(x) ≻ 0, (1.6)
ou {
R(x) ≻ 0,
R(x)− S⊤(x)Q−1(x)S(x) ≻ 0. (1.7)
Avec cette déﬁnition, les inégalités matricielles non-linéaires (1.6) et (1.7)
peuvent être transformées en un problème d’Inégalité Matricielle Linéaire de
la forme du problème (1.5). Il est donc possible de transformer une Inégalité
Matricielle Bilinéaire en une Inégalité Matricielle Linéaire et vice versa.
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1.1.2 Ensembles convexes décrivant des incertitudes bor-
nées
L’estimation d’état ensembliste concerne la majeure partie de cette thèse. Il
est donc nécessaire de définir les ensembles les plus utilisés dans la littérature.
Plusieurs ensembles convexes sont utilisés dans le domaine de l’estimation
ensembliste : les intervalles [76], [55], les polytopes [105], [63], [111], les pa-
rallèlotopes [26], les zonotopes [27], [2], [67] et les ellipsoïdes [61], [36], [80].
Les déﬁnitions essentielles permettant de se familiariser avec ces ensembles
sont drappelées ci-dessous.
1.1.2.1 Intervalle
La façon la plus simple pour représenter des incertitudes est d’utiliser l’en-
semble intervalle.
Définition 1.4. Un intervalle [a, b] est déﬁni par l’ensemble borné
{x ∈ R : a ≤ x ≤ b}.
Définition 1.5. Un intervalle unitaire est décrit par B = [−1, 1].
Définition 1.6. Une boîte ([a1, b1], . . . , [an, bn])
⊤, avec ai ≤ bi pour i =
1, . . . , n, est un vecteur intervalle.
Définition 1.7. Une boîte unitaire Bn est composée de n intervalles uni-
taires donnés par {x ∈ ([a1, b1], . . . , [an, bn])⊤ : ai = −1, bi = 1, i = 1, . . . , n} ⊂
Rn.
Définition 1.8. Une matrice intervalle est déﬁnie par [M ] ⊂ In×m, avec
aij ≤ mij ≤ bij, i = 1, ..., n, et j = 1, ...,m. Dans ce cas mid[M ]ij = aij+bij2
et rad[M ]ij =
aij−bij
2
déﬁnissent le centre et le rayon de la matrice intervalle
[M ], respectivement, pour i = 1, . . . , n et j = 1, . . . ,m.
1.1.2.2 Polytope
Le polytope est très répandu dans les problèmes de commande pour décrire
les incertitudes. Il permet d’approcher avec une très grande précision tout en-
semble convexe. Il peut être défini par deux formes équivalentes. Ceci permet
de choisir la forme la plus adaptée au problème considéré. Ces deux formes
sont données dans ce qui suit.
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Définition 1.9. Représentation par demi-espaces. Un polyhèdre P ∈ Rn dans
un espace euclidien de dimension ﬁnie est l’intersection d’un nombre ﬁni de
demi-espaces fermés comme suit :
P = {x ∈ Rn : Ax ≤ b}, (1.8)
avec A ∈ Rm×n et b ∈ Rn. Si P est borné, alors P est un polytope.
Définition 1.10. Représentation par sommets ou V-polytope. Pour un en-
semble ﬁni de points V = {v1, v2, . . . , vm} ∈ Rn, un polytope P peut être
déﬁni comme étant l’enveloppe convexe de l’ensemble V :
P = conv(V) = {α1v1 + α2v2 + . . .+ αmvm : αi ∈ R+,
m∑
i=1
αi = 1}. (1.9)
Les deux représentations sont équivalentes. L’inconvénient majeur du po-
lytope est la complexité des calculs qui augmente exponentiellement avec le
nombre de ses sommets.
1.1.2.3 Zonotope
Le zonotope est un polytope symétrique. Comme pour un polytope, un zo-
notope peut être représenté par des demi-espaces et par ses sommets. En re-
vanche, pour le zonotope, deux définitions supplémentaires sont données ici :
la représentation par les générateurs et la représentation par une transforma-
tion linéaire d’un hypercube (application linéaire). La dernière représentation
est la plus utilisée dans le domaine de l’estimation ensembliste fondée sur les
zonotopes pour sa simplicité.
Définition 1.11. Représentation par les générateurs. Soit un vecteur p ∈ Rn
et un ensemble de vecteurs G = {g1, g2, ..., gm} ⊂ Rn, avec m ≥ n. Un
zonotope Z d’ordre m est défini comme suit :
Z = (p; g1, g2, ..., gm) = {x ∈ Rn : x = p+
m∑
i=1
αigi; |αi| ≤ 1}. (1.10)
Le vecteur p est appelé le centre du zonotope Z. Les vecteurs g1, . . ., gm
sont appelés les générateurs de Z. L’ordre du zonotope est défini par le
nombre de générateurs (m dans ce cas). Dans le cas où m < n, l’ensemble
Z est dit zonotope dégénéré. Les segments du zonotope Z sont les segments
de droite entre deux sommets du zonotope. Cette déﬁnition est équivalente
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à la définition d’un zonotope par la somme de Minkovski d’un nombre fini
de segments :
Z = (p; g1, g2, ..., gm) = p⊕ g1B1 ⊕ . . .⊕ gmB1. (1.11)
La complexité du zonotope Z est proportionnelle au nombre de ses géné-
rateurs m et à la dimension de son espace n.
Définition 1.12. Projection linéaire d’un hypercube. Un zonotope d’ordre
m dans Rn (m ≥ n) est la translation de centre p ∈ Rn de l’image d’un
hypercube unitaire de dimension m dans Rn par le biais d’une application
linéaire. Soit une matrice H ∈ Rn×m représentant l’application linéaire. Le
zonotope Z est défini par :
Z = (p;H) = p⊕HBm. (1.12)
Les deux définitions (1.11) et (1.12) sont équivalentes si on considère la
matrice H =
[
g1 g2 ... gm
]
.
Définition 1.13. [64] Le P -rayon du zonotope Z = p⊕HBm est défini par
l’expression suivante :
r = max
z∈Z
(‖z − p‖2P ) (1.13)
où P est une matrice symétrique définie positive (P = P T  0).
Cette définition nous donne un critère pour évaluer la taille du zonotope.
En effet, une valeur faible de ce P -rayon entraîne une taille faible du zonotope.
1.1.2.4 Ellipsoïdes
Les ellipsoïdes occupent une large place dans le domaine de l’estimation
ensembliste. Effectivement, ils sont utilisés dans plusieurs domaines de l’au-
tomatique [36], [24], [80], [62] (estimation, identification, diagnostic, etc.).
Définition 1.14. Ensemble ellipsoïdal. Soit une matrice symétrique définie
positive P = P⊤ ≻ 0, un vecteur x¯ ∈ Rn et un scalaire réel strictement positif
ρ ∈ R∗+. L’ellipsoïde borné E(P, x¯, ρ) est défini par l’ensemble :
E(P, x¯, ρ) = {x ∈ Rn : (x− x¯)⊤P (x− x¯) ≤ ρ}, (1.14)
où P = P⊤ ≻ 0 est la matrice d’orientation de l’ellipsoïde, x¯ est son centre
et ρ est son rayon.
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Remarque 1.1. L’ellipsoïde normalisé est déﬁni par :
E(P, x¯, 1) = E(P, x¯) = {x ∈ Rn : (x− x¯)⊤P (x− x¯) ≤ 1}, (1.15)
où x¯ est son centre et la matrice P = P⊤ ≻ 0 caractérise son orientation et
sa taille.
Remarque 1.2. La notion de P -rayon définie par (1.13) donne lieu à l’ellip-
soïde lié au P -rayon d’un zonotope. Cet ellipsoïde est défini par la relation :
(z − p)⊤P (z − p) ≤ r. (1.16)
1.2 Chapitre 4 : Estimation d’état ensembliste
fondée sur les zonotopes et les ellipsoïdes
Ce chapitre traite de la problématique de l’estimation ensembliste d’état
pour des systèmes linéaires soumis à des incertitudes, des perturbations et
des bruits de mesures bornés, en utilisant les zonotopes et les ellipsoïdes. Les
zonotopes offrent une estimation avec une meilleure précision, mais avec une
complexité élevée par rapport aux ellipsoïdes. Une nouvelle méthode combi-
nant les avantages de l’estimation zonotopique (précision) et de l’estimation
ellipsoïdale (complexité réduite) est proposée.
La formulation du problème général de l’estimation ellipsoïdale est pré-
sentée ci-dessous.
1.2.1 Formulation du problème d’estimation
Soit le système linéaire suivant :{
xk+1 = Axk + ωk
yk = Cxk + vk
(1.17)
où xk ∈ Rnx est l’état du système, yk ∈ Rny est la mesure à l’instant k, les
matrices A et C ont les dimensions appropriées (A ∈ Rnx×nx , C ∈ Rny×nx)
et le couple (A,C) est détectable. Le vecteur ωk ∈ Rnx représente le vecteur
de perturbations sur l’état et vk ∈ Rny est la perturbation sur la mesure.
On suppose que l’état initial est dans un ensemble compact x0 ∈ X0 et que
les perturbations et les bruits de mesure sont bornées par des ensembles
compacts : ωk ∈ W , vk ∈ V .
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Soit l’ensemble d’état initial X0 (avec x0 ∈ X0) et considérons qu’à l’ins-
tant k l’ensemble d’estimation d’état est noté Xˆk (avec xk ∈ Xˆk). L’objectif
est de trouver l’ensemble d’estimation d’état Xˆk+1 qui contient l’état xk+1 du
système (1.17) à l’instant k + 1.
Dans la littérature, ce problème est résolu en général en suivant trois
étapes :
• Étape de prédiction : L’ensemble de prédiction X¯k+1 contenant l’état
est donné par :
X¯k+1 ⊆ AXˆk ∪W . (1.18)
Cet ensemble oﬀre des bornes pour la trajectoire incertaine du système
(1.17).
• Étape de mesure : Calculer l’ensemble des états cohérents avec les me-
sures Xyk+1 . Il est donné par :
Xyk+1 = {xk+1 ∈ Rnx : (yk+1 − Cxk+1) ∈ V}. (1.19)
• Étape de correction : Calculer l’ensemble d’estimation d’état garanti
Xˆk+1 à l’instant k. Il est donné par :
Xˆk+1 = X¯k+1 ∩ Xyk+1 . (1.20)
La Figure 4.1 illustre les trois étapes nécessaires au calcul de l’ensemble
d’estimation garanti d’état Xˆk+1 pour le système (1.17). A l’instant k, l’en-
Xyk+1
Xˆk
X¯k+1
Xˆk+1
xk
xk+1
Figure 1.1 – Illustration des étapes d’estimation ensembliste
semble bleu Xˆk contient l’état xk. L’ensemble rouge représente l’ensemble de
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prédiction X¯k+1 contenant l’état en utilisant (1.18). L’ensemble vert repré-
sente l’ensemble des états Xyk+1 cohérents avec les mesures yk+1. Cet ensemble
est intersecté avec l’ensemble de prédiction contenant les états en utilisant
(1.20) pour construire l’ensemble rouge Xˆk+1.
Généralement, l’ensemble contenant l’état possède une forme géométrique
particulière (zonotope, ellipsoïde, etc.). Cependant, l’ensemble d’estimation
d’état exact Xˆk+1 contenant xk+1 à l’instant k + 1, qui est l’intersection
entre X¯k+1 et Xyk+1 , n’a pas cette forme particulière et doit être approché
(extérieurement pour garantir l’estimation) par un ensemble ayant la même
forme particulière que l’ensemble d’estimation d’état précédent. L’objectif est
de trouver l’ensemble le plus petit (en termes de précision et de complexité)
Xˆk+1 qui approxime extérieurement X¯k+1 ∩Xyk+1 en terme de précision et de
complexité.
1.2.2 Estimations zonotopique et ellipsoïdale dans la lit-
térature
Dans la littérature, plusieurs ensembles (formes particulières) ont été utilisés
pour l’estimation ensembliste (intervalles, polytopes, zonotopes, ellipsoïdes).
Dans ce chapitre, quelques méthodes ensemblistes d’estimation d’état fondées
sur les zonotopes et les ellipsoïdes sont présentées.
D’un côté, les ellipsoïdes sont largement utilisés pour la simplicité de
leur formulation. Les premiers travaux tournaient sur la somme et la diffé-
rence géométrique d’ellipsoïdes. Par la suite, d’autres travaux ont été réali-
sés pour étudier des opérations importantes comme l’union et l’intersection
d’ellipsoïdes, ainsi que l’approximation extérieure et intérieure d’intersec-
tions d’ellipsoïdes [61], [24]. Ceci a joué un rôle important pour résoudre un
grand nombre de problèmes en automatique avec des contraintes ellipsoï-
dales, parmi lesquels on trouve le problème d’estimation ensembliste fondé
sur les ellipsoïdes. Afin de minimiser la taille de l’ensemble d’estimation el-
lipsoïdal, deux méthodes sont classiquement rencontrées. Dans la première
méthode, le critère du déterminant est traité [36]. Il consiste à minimiser
le logarithme de la matrice d’orientation d’un ellipsoïde normalisé. Ceci est
équivalent à la minimisation du volume de l’ellipsoïde. Dans la deuxième mé-
thode, le critère de la trace est présenté [36]. Il s’agit de minimiser la trace
de la matrice d’orientation de l’ellipsoïde d’estimation, ce qui revient à mi-
nimiser la somme des carrés des semi-axes de l’ellipsoïde d’estimation. Ces
deux méthodes offrent une complexité réduite (temps de calcul réduit) mais
avec une précision moins bonne que celle considérant des polytopes.
D’un autre côté, les zonotopes ont été proposés afin d’obtenir un compro-
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mis entre la grande précision des polytopes et la complexité réduite des ellip-
soïdes. Plusieurs méthodes d’estimation zonotopiques sont présentées dans
ce chapitre. Dans ces méthodes, la taille du zonotope d’estimation est mini-
misée. La méthode fondée sur la minimisation des segments d’un zonotope
permet d’avoir un calcul simple mais une précision d’estimation limitée [2].
Les méthodes fondées sur la Décomposition en Valeurs Singulières [27] et
celle de la minimisation du volume du zonotope d’estimation [2] oﬀrent une
meilleure précision d’estimation, mais les calculs sont complexes. Enﬁn, la mi-
nimisation du P -rayon du zonotope d’estimation [67] est un compromis entre
la rapidité de la méthode minimisant les segments et la bonne précision de
la minimisation du volume du zonotope d’estimation.
1.2.3 Estimation combinant les zonotopes et les ellip-
soïdes
Dans cette partie, une méthode combinant la bonne précision de l’estima-
tion zonotopique et la complexité réduite des ellipsoïdes est proposée. Ceci
est la première contribution de la thèse. La méthode de minimisation du
P -rayon utilisant les zonotopes est choisie pour le fait qu’un zonotope pos-
sède un ellipsoïde lié à son P -rayon (voir Remarque 1.2). Pour l’estimation
ellipsoïdale, le critère de la trace est choisi pour sa simplicité (i.e. solution
explicite) avec une précision acceptable pour l’estimation. Cette méthode est
initialisée par l’estimation zonotopique. Quand la décroissance du P -rayon du
zonotope d’estimation est très faible, le zonotope d’estimation est approximé
extérieurement par un ellipsoïde possédant le même centre et la même orien-
tation que l’ellipsoïde lié au P -rayon du zonotope en question. Par la suite, la
méthode d’estimation ellipsoïdale fondée sur la minimisation de la trace est
appliquée. La Figure 1.2 illustre la philosophie de cette méthode. Ceci est fait
dans le but de gagner en rapidité tout en gardant une précision acceptable.
L’algorithme suivant résume cette méthode.
Algorithme :
Entrées :
N : Horizon d’estimation ;
ǫ : précision désirée pour le P -rayon ;
x0 : état initial ;
Zˆ0 : ensemble d’état initial ;
l : horizon d’une faible variation du P -rayon ;
Sorties :
test = 1 ;
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Pour k = 1 : N
Si (|rk − rk−l| ≥ ǫ et test = 1) or (k ≤ l) alors
Calculer le zonotope d’estimation Zˆk et son P -rayon
test = 1 ;
Sinon si |rk − rk−l| ≤ ǫ et test = 1 alors
Calculer l’ellipsoïde Eˆk approchant extérieurement le zonotope d’esti-
mation ;
test = 0 ;
sinon
Calculer l’ellipsoïde d’estimation Eˆk via la minimisation de la trace
test = 0 ;
ﬁn
Enregistrer la mesure yk ;
ﬁn
Zonotope d’estimation
Ellipso¨ıde lie´ au P -rayon du zonotope
Ellipso¨ıde approximant exte´rieurement le zonotope
d’estimation
Ellipso¨ıde d’estimation
Figure 1.2 – Estimation combinant les zonotopes et les ellipsoïdes
1.3 Chapitre 5 : Estimation ellipsoïdale d’état
fondée sur la minimisation du rayon
Dans ce chapitre, une nouvelle approche d’estimation d’état ellipsoïdale pour
les systèmes linéaires multivariables (MIMO) est proposée. Elle est fondée sur
la minimisation du rayon de l’ellipsoïde contenant l’estimation de l’état du
système. Dans ce contexte, quatre méthodes ont été développées (comme
12
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le montre la Figure 1.3). La Méthode 1 considère une matrice constante
pour le gain de l’observateur. La méthode 2 considère une matrice variable
pour le gain de l’observateur. La Méthode 3 considère une matrice variable
pour le gain de l’observateur avec une technique de modulation vectorielle
et la Méthode 4 considère en plus une matrice d’orientation variable pour
l’ensemble ellipsoïdal d’estimation.
LesMéthodes 1, 2 et 3 sont appliquées dans le cadre des systèmes linéaires
multi-variables invariants dans le temps soumis à des perturbations et des
bruits de mesure bornés. Dans la Méthode 1, une matrice constante pour le
gain de l’observateur liée au centre de l’ellipsoïde est obtenue en résolvant un
problème d’Inégalités Matricielles Linéaires. Ce résultat est fondé sur la S-
procédure pour les fonctions quadratiques [19]. Afin d’améliorer l’estimation,
le gain de l’observateur est mis à jour en résolvant un problème LMI à chaque
itération dans la Méthode 2. Ceci donne une estimation plus précise que
celle obtenue avec la Méthode 1, mais avec une augmentation significative du
temps de calcul. Dans le but de réduire ce temps de calcul tout en gardant une
bonne précision de l’estimation, la Méthode 3 propose une nouvelle technique
de modulation (scaling technique) pour éviter de résoudre le problème LMI
pour tous les sommets de la boîte contenant les perturbations et les bruits de
mesure. Cette méthode est étendue aux systèmes linéaires incertains invariant
dans le temps, pour lesquels les matrices d’évolution et d’observation sont
des matrices intervalles.
Me´thode 1 : matrice constante du gain de l’observateur
Me´thode 2 : matrice variable du gain de l’observateur
Me´thode 3 : matrice variable du gain de l’observateur avec une technique
de modulation vectorielle
Me´thode 4 : matrice variable du gain de l’observateur avec une technique de
modulation vectorielle et une matrice d’orientation variable
Syste`mes multivariables
Syste`mes line´aires invariant dans le temps
avec perturbations et bruits de mesure borne´s
+ incertitudes par intervalle
+ syste`me line´aires incertains variant dans le
temps
Figure 1.3 – Les quatre méthodes proposées pour une nouvelle approche
d’estimation ellipsoïdale
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Elle consiste à minimiser à chaque instant le rayon de l’ensemble d’esti-
mation ellipsoïdal en résolvant un problème LMI. Elle offre une meilleure
estimation par rapport à celle obtenue avec la méthode d’estimation zo-
notopique fondée sur la minimisation du P -rayon [67]. Pour ces méthodes
appliquées aux systèmes linéaires invariant dans le temps avec ou sans in-
certitudes par intervalle (notamment les Méthodes 1, 2 et 3 ), l’orientation
de l’ellipsoïde d’estimation est initialement fixée et ne change pas dans l’ho-
rizon d’estimation, ce qui pourrait être une source de conservatisme. Afin
d’éviter cet inconvénient, la Méthode 4 a été développée. Elle propose une
extension pour le cas des systèmes linéaires incertains variants dans le temps
en utilisant une matrice d’orientation variable pour l’ellipsoïde d’estimation.
La nouveauté de cette méthode réside dans la minimisation de la taille de
l’ellipsoïde d’estimation tout en ajustant son orientation. Ceci permet de
diminuer le conservatisme de l’estimation par rapport aux méthodes précé-
dentes. De plus, des contraintes quadratiques sur les mesures ont été ajoutées
pour réduire encore plus la taille de l’ensemble ellipsoïdal d’estimation.
1.3.1 Formulation du problème général
Soit le système linéaire à temps discret :{
xk+1 = Axk +Buk + Eωk,
yk = Cxk +Duk + Fωk,
(1.21)
où xk ∈ Rnx est l’état du système, uk ∈ Rnu est le vecteur des entrées et
yk ∈ Rny est le vecteur de mesures à l’instant k. Le vecteur ωk ∈ Rnx+ny
contient les perturbations sur l’état et les bruits de mesures simultanément.
Les matrices A, B, C, D, E, et F ont les dimensions appropriées, avec la
paire (C,A) détectable et la paire (A,B) stabilisable. On suppose que les
perturbations ωk sont bornées par la boîte unitaire B
nx+ny et que l’état initial
x0 appartient à l’ellipsoïde E(P0, x¯0, ρ0) = {x ∈ Rnx : (x− x¯0)⊤P0(x− x¯0) ≤
ρ0}, avec x¯0 l’état nominal initial. Les matrices E et F représentent les poids
(pondérations) sur les perturbations normalisées ωk ∈ Bnx+ny .
En supposant qu’à l’instatnt k l’ellipsoïde contenant xk est donné par
E(P, x¯k, ρk), avec x¯k l’estimation nominale, l’objectif est de trouver un ellip-
soïde de la forme E(P, x¯k+1, ρk+1) contenant l’état xk+1 à l’instant k + 1.
Dans ce qui suit, un résumé des résultats obtenus en appliquant les quatre
méthodes décrites ci-dessus est proposé.
1.3.2 Systèmes linéaires invariant dans le temps
Ici, les matrices A, B, C, D, E et F dans (1.21) sont supposées constantes.
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1.3.2.1 Méthode 1
L’ellipsoïde contenant l’état du système à chaque instant est donné par le
théorème qui suit.
Théorème 1.1. Soit l’état initial x0 et considérons que xk ∈ E(P, x¯k, ρk)
à l’instant k. Étant donné un scalaire β ∈ (0, 1), s’il existe une matrice
symétrique définie positive P = P⊤ ≻ 0 dans Rnx×nx , une matrice Y ∈
Rnx×ny et un scalaire σ > 0 pour lesquels la LMI est vérifiée pour chaque
ωk ∈ VBnx+ny (où VBnx+ny représente les sommets de Bnx+ny) :
 βP 0 A⊤P − C⊤Y ⊤0 σ ω⊤k (E⊤P − F⊤Y ⊤)
PA− Y C (PE − Y F )ωk P

 ≻ 0, (1.22)
alors l’état xk+1 à l’instant k+1 est contenu dans l’ellipsoïde E(P, x¯k+1, ρk+1),
pour tout ωk ∈ Bnx+ny , avec :
Y = PL, (1.23)
x¯k+1 = Ax¯k +Buk + L(yk − Cx¯k −Duk), (1.24)
ρk+1 ≤ βρk + σ. (1.25)
Le problème d’optimisation (1.22) est résolu hors ligne. Il est possible de
prendre en compte la connaissance de la matrice P pour obtenir un gain
adaptatif Lk à chaque instant k. Ceci améliore la rapidité de la convergence
de l’estimation. La solution à ce problème est donnée par la Méthode 2.
1.3.2.2 Méthode 2
Cette méthode propose une amélioration de la convergence du rayon de l’el-
lipsoïde d’estimation par rapport à la Méthode 1. L’idée est de calculer un
gain variable Lk à chaque instant. L’existence de P , L et β (calculés avec
la Méthode 1 ) garantit l’existence de Lk vérifiant les contraintes considérées.
Cette méthode minimise le rayon de l’ellipsoïde d’estimation ρk+1 à chaque
instant. Le théorème suivant explique la Méthode 2.
Théorème 1.2. Considérons qu’à l’instant k le vecteur d’état xk appartient à
l’ellipsoïde E(P, x¯k, ρk), avec la matrice P , le rayon ρk et le scalaire σ calculés
à partir des résultats obtenus avec le Théorème 1.1. S’il existe une matrice
Yk ∈ Rnx×ny , un scalaire β ∈ (0, 1) et un rayon ρk+1 vérifiant le problème
d’optimisation suivant pour tout ωk ∈ VBnx+ny :
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min
β,Yk,ρk+1
ρk+1
tel que


 βP 0 A⊤P − C⊤Y ⊤k0 ρk+1 − βρk ω⊤k (E⊤P − F⊤Y ⊤k )
PA− YkC (PE − YkF )ωk P

 ≻ 0,
ρk+1 ≤ βρk + σ,
(1.26)
alors le vecteur d’état xk+1 à l’instant k + 1 est contenu dans l’ellipsoïde
E(P, x¯k+1, ρk+1), pour tout ωk ∈ Bnx+ny , avec :
PLk = Yk, (1.27)
x¯k+1 = Ax¯k +Buk + Lk(yk − Cx¯k −Duk). (1.28)
Remarque 1.3. La vérification en ligne du problème LMI (1.26), pour tous
les sommets de la boîte unitaire Bnx+ny , requiert un important temps de
calcul.
1.3.2.3 Méthode 3
Pour éviter la résolution du problème (1.26) pour tous les sommets de Bnx+ny
et réduire le temps de calcul, une nouvelle technique de modulation (scaling
technique) est proposée et appliquée au problème (1.26) conduisant à la Mé-
thode 3. Le résultat est donné par la proposition suivante.
Proposition 1.1. Si la contrainte LMI du problème d’optimisation (1.26) :
 βP 0 A⊤P − C⊤Y ⊤k0 ρk+1 − βρk ω⊤k (E⊤P − F⊤Y ⊤k )
PA− YkC (PE − YkF )ωk P

 ≻ 0, ∀ωk ∈ VBnx+ny ,
(1.29)
est vérifiée, alors il existe un scalaire β > 0 et une matrice S = S⊤ ≻ 0 ∈
R(nx+ny)×(nx+ny) tels que :


 βP A⊤P − C⊤Y ⊤k 0PA− YkC P PE − YkF
0 E⊤P − F⊤Y ⊤k S

 ≻ 0,
ρk+1 − βρk > 0.
(1.30)
La Méthode 3 oﬀre une meilleure précision d’estimation comparée à la
Méthode 1 avec un gain en terme de temps de calcul par rapport à la Méthode
2.
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Remarque 1.4. La Méthode 3 a été étendue au cas des systèmes linéaires
incertains invariant dans le temps (les matrices A et C sont des matrices
intervalles pour le système (1.21)). La solution est donnée dans le théorème
suivant.
Théorème 1.3. Soit le vecteur d’état initial x0 et à l’instant k, xk ∈ E(P, x¯k, ρk),
avec P = P⊤ ≻ 0 et ρk > 0. S’il existe une matrice Yk ∈ Rnx×ny , une matrice
S = S⊤ ≻ 0 dans R(nx+ny+nδ)×(nx+ny+nδ) et les scalaires ρk+1 > 0 et β ∈ (0, 1)
tels que le problème suivant est vérifié pour tout Aδ ∈ V[A] and Cδ ∈ V[C] :
min
β,Yk,S,ρk+1
ρk+1
tel que 



βP ∗ ∗
PAδ − YkCδ P ∗
0

 E⊤P − F⊤Y ⊤kA⊤k
−C⊤k Y ⊤k

 S

 ≻ 0,
ρk+1 − βρk > 0,
β < 1,
(1.31)
avec Ak =
[
PAδ1x¯k ... PAδnAδ
x¯k
]
et C =
[
Cδ1x¯k ... CδnCδ
x¯k
]
, alors
l’état xk+1 à l’instant k+1 est contenu dans l’ellipsoïde E(P, x¯k+1, ρk+1), ∀ωk ∈
Bnx+ny+nδ , ∀Aδ ∈ [A] et ∀Cδ ∈ [C], où :
Yk = PLk, (1.32)
x¯k+1 = mid[A]x¯k + Lk(yk −mid[C]x¯k) (1.33)
1.3.3 Systèmes linéaires variant dans le temps
L’approche d’estimation ellipsoïdale est étendue au cas des systèmes variant
dans le temps (avec des matrices d’évolution Ak et d’observation Ck variables)
soumis à des incertitudes par intervalles, des perturbations et des bruits de
mesure bornés. La nouveauté est que la matrice d’orientation de l’ellipsoïde
d’estimation est variable dans le but d’améliorer la précision.
1.3.3.1 Méthode 4
La solution à ce problème (pour un système linéaire variant dans le temps
avec une matrice d’orientation variable de l’ellipsoïde d’estimation) est don-
née par le théorème suivant.
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Théorème 1.4. Soit le système (1.21) avec des matrices intervalles variables
dans le temps Ak ∈ [A] et Ck ∈ [C]. Si les hypothèses suivantes sont vérifiées :
(i) À l’instant k, le vecteur d’état xk appartient à l’ellipsoïde E(Pk, x¯k, ρk) ;
(ii) À l’instant k, les incertitudes considérées (incertitudes par intervalles
présentes dans Ak et Ck, perturbations et bruits de mesure) sont bor-
nées dans un ensemble convexe Ωk, avec VΩk l’ensemble des sommets
de Ωk ;
(iii) Il existe des matrices Pk+1 = P⊤k+1 ≻ 0, avec Pk+1 ∈ Rnx×nx , Yk+1 ∈
Rnx×ny , Gk+1 ∈ Rnx×nx , un vecteur gk+1 ∈ Rnx et des scalaires posi-
tifs βk+1, ρk+1 > 0 tels que l’Inégalité Matricielle Linéaire suivante est
satisfaite pour tout (ωk, Ak, Ck) ∈ VΩk :
 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1Ak − Yk+1Ck τk+1 Pk+1

 ≻ 0, (1.34)
avec τk+1 = (Pk+1Ak−Yk+1Ck−Gk+1)x¯k+(Pk+1E−Yk+1F )ωk− gk+1 ;
alors, à l’instant k + 1, le vecteur d’état xk+1 appartient à l’ellipsoïde :
E(Pk+1, x¯k+1, ρk+1), avec x¯k+1 = P−1k+1(Gk+1x¯k + Yk+1yk + gk+1).
Remarque 1.5. Des contraintes sur Pk+1 et ρk+1 peuvent être ajoutées au
problème de faisabilité (1.34) dans le but de réduire la taille de l’ellipsoïde
d’estimation. Le problème d’optimisation à résoudre est alors le suivant :
min
βk+1,Yk+1,Pk+1,ρk+1,Gk+1,gk+1,α,γ
α
tel que



 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1Ak − Yk+1Ck τk+1 Pk+1

 ≻ 0,
Pk+1 ≥ Pk,
ρk+1 ≤ αρk + γ,
0 < α < 1,
γ > 0,
(1.35)
où τk+1 = (Pk+1Ak − Yk+1Ck −Gk+1)x¯k + (Pk+1E − Yk+1F )ωk − gk+1,
∀(ωk, Ak, Ck) ∈ Ωk et x¯k+1 = P−1k+1(Gk+1x¯k + Yk+1yk + gk+1).
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1.3.3.2 Amélioration de la Méthode 4
L’estimation d’état (1.35) calcule l’ensemble ellipsoïdal E(Pk+1, x¯k+1, ρk+1) en
utilisant la mesure yk. Il peut être judicieux et intéressant d’utiliser la mesure
yk+1 pour améliorer (i.e. diminuer) la taille de l’ellipsoïde d’estimation. Pour
ce faire, des contraintes quadratiques sur la mesure et sur les perturbations à
l’instant k+1 ont été ajoutées. En partant de l’ellipsoïde d’estimation calculé
à partir de (1.35), l’idée est de considérer des contraintes quadratiques en yk+1
et ωk+1 afin de calculer un nouvel ellipsoïde qui contient l’état xk+1. Ceci est
similaire à une étape de correction fondée sur la mesure à l’instant k+1. La
solution est donnée ci-dessous.
Proposition 1.2. Soit E(Pk+1, x¯k+1, ρk+1) obtenus en solvant le problème
(1.35) pour le système (1.21) à l’instant k + 1, fondé sur les informations
disponible à l’instant k. S’il existe une matrice P ′k+1 = P
′⊤
k+1 ≻ 0 dans Rnx×nx ,
une matrice H = H⊤ ≻ 0 dans Rny×ny , un vecteur x¯′k+1 ∈ Rnx et un scalaire
réel positif ρ′k+1 > 0 tels que le problème suivant est vérifié pour tout Ck+1 ∈
V[C] : 



η1 ∗ ∗
η2 η3 −
nx+ny∑
i=1
µi ∗
P ′k+1 −bk+1 P ′k+1

 ≻ 0,
F⊤HF <
nx+ny∑
i=1
µiTi,
µi ≥ 0, i = 1, ..., nx + ny,
θ ≥ 0, θ < 1,
ρ′k+1 > θρk+1,
(1.36)
avec :
bk+1 = P
′
k+1x¯
′
k+1
η1 = θPk+1 + C
⊤
k+1HCk+1
η2 = −θx¯⊤k+1Pk+1 − y⊤k+1HCk+1
η3 = ρ
′
k+1 − θρk+1 + θ‖x¯k+1‖2Pk+1 + ‖yk+1‖2H
(1.37)
alors l’ellipsoïde d’estimation contenant l’état est is E ′(P ′k+1, x¯′k+1, ρ′k+1).
Cette méthode offre une meilleure précision par rapport à la Méthode 4
mais avec une grande complexité. Afin de réduire le temps de calcul, des
approches de type "scaling technique" peuvent être utilisées [4].
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1.4 Chapitre 6 : Détection de défauts fondée
sur l’estimation ensembliste
Les méthodes d’estimation ensembliste présentées dans les deux chapitres
précédents vont être utilisées à des fins de détection de défauts. Dans ce cha-
pitre, la détection de défauts sur des systèmes linéaires a été traitée. Pour ce
faire, les approches d’estimation ensembliste sont utilisées. L’estimation zo-
notopique fondée sur la minimisation du P -rayon est tout d’abord appliquée
pour la détection de défauts capteur. Dans une deuxième étape, un nouvel al-
gorithme de détection de défauts fondé sur la notion des modèles multiples et
sur l’approche d’estimation ellipsoïdale proposée dans le chapitre précédent
a été développé.
1.4.1 Détection de défauts capteur fondée sur l’estima-
tion zonotopique
Une approche de détection de défauts capteur dans l’espace d’état est pro-
posée. Elle est basée sur l’estimation ensembliste. Cette approche de détec-
tion de défauts capteur peut être appliquée en utilisant toutes les méthodes
d’estimation citées dans cette thèse (zonotopiques, ellipsoïdales ou une com-
binaison de ces approches). Toutefois, et afin de donner une vision élargie, la
méthode d’estimation zonotopique fondée sur la minimisation du P -rayon est
considérée. Cette méthode d’estimation présente trois étapes importantes :
prédiction, mesure et correction.
Avant l’étape de correction, le zonotope de prédiction et l’ensemble d’état
cohérent avec les mesures sont construits. Deux configurations peuvent alors
se produire : intersection non-vide et intersection vide entre ces deux en-
sembles. Le premier cas nous renseigne sur la présence de défaut, tandis que
pour le deuxième cas, on peut dire qu’il n’y a pas de défaut. La Figure 1.4
illustre ces deux cas pour un système à deux dimensions avec une seule sortie.
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Zonotope de pre´diction
Ensemble d’e´tats cohe´rents
avec les mesures Zonotope de pre´diction
Ensemble d’e´tats cohe´rents
avec les mesures
Pre´sence de de´faut Absence de de´faut
Figure 1.4 – Les deux situations possibles avant l’étape de correction :
présence ou absence de défaut
L’application directe de la méthode d’estimation zonotopique fondée sur
la minimisation du P -rayon pour des systèmes présentant des défauts capteur
ne garantit pas l’estimation quand le défaut existe. Pour palier cet inconvé-
nient, un nouvel algorithme de détection de défauts utilisant cette méthode
d’estimation zonotopique est proposé. Cet algorithme permet de garantir
l’estimation malgré la présence de défauts. L’idée est que durant la présence
du défaut, seule l’estimation obtenue par l’étape de prédiction est prise en
compte. En l’absence de défauts, les trois étapes (prédiction, mesure et cor-
rection) sont appliquées. Pour cela, l’intersection entre le zonotope de pré-
diction et l’ensemble d’états cohérent avec la mesure est faite en utilisant la
méthode du P -rayon. Cette méthode conduit à une estimation garantie, mais
avec une mauvaise précision quand les défauts sont présents. Pour remédier à
cet inconvénient, une technique de calibration de la mesure est proposée. Elle
consiste à centrer la mesure sur le zonotope de prédiction quand les défauts
capteur sont présents (voir Figure 1.5). Après la calibration, on obtient une
nouvelle mesure calibrée et ensuite la méthode d’estimation zonotopique fon-
dée sur la minimisation du P -rayon est appliquée. Ceci permet de décroitre
le conservatisme de la méthode proposée en terme d’estimation quand les
défauts sont présents. Ce peut être bénéfique à des fins de commande (com-
mande tolérante aux défauts).
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Ensemble d’e´tats cohe´rent
avec la mesure
Ensemble d’e´tats cohe´rent
avec la mesure
Zonotope de pre´diction
Nouvel ensemble d’e´tats cohe´rent avec la
mesure (apre`s calibration)
Figure 1.5 – Calibration de la mesure
1.4.2 Détection de défauts fondée sur des modèles mul-
tiples
Dans cette approche, une large classe de défauts (actionneur, capteur et com-
posant) peut être détectée. Pour ce faire, une nouvelle approche de détection
de défauts utilisant l’estimation ensembliste et fondée sur la technique de mo-
dèles multiples a été développée. Ces modèles sont construits en se référant
au système original (sans défauts), tels que chaque modèle est adéquat à un
type de défaut. En général, dans une représentation d’état pour un système
linéaire, les défauts composant peuvent être modélisés par une modification
de la matrice d’évolution (A), les défauts actionneur sont modélisés par une
modification sur la matrice de commande (B) et les défauts capteur sont
représentés par une modification dans la matrice d’observation (C).
Cette approche de détection de défauts consiste, dans une première étape,
à la vérification de la cohérence de chaque modèle avec les mesures. Cette
vérification est fondée sur l’utilisation de l’estimation ellipsoïdale proposée
dans le chapitre précédent. À noter aussi que les autres méthodes d’estimation
ensembliste peuvent être utilisées.
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k = 0
i = 1
CM = CM
i = i+ 1
i < p
Trouver le meilleur mode`le M∗ ∈ CM en
minimisant un crite`re quadratique
i = 1
Mi ∈ CM
CM = {CM ,Mi}
Le mode`le Mi est
cohe´rent avec
les mesures
Utiliser le mode`le M∗
pour calculer l’ellipso¨ıde
d’estimation pour Mi
i = i+ 1
i < p
Initialisation (Chaque mode`le Mi ∈M est
initialise´ avec un ellipso¨ıde d’estimation)
CM = ∅ (CM est l’ensemble des
mode`les cohe´rents avec les mesures)
k = k+1
k < N − 1
Fin
OuiNon
NonOui
OuiNon
NonOui
NonOui
Construire l’ensemble des commandes Min-Max
MPC pour chaque mode`le dans CM
Utiliser M∗ pour calculer
l’ellipso¨ıde d’estimation a`
l’instant k + 1
Utiliser ce mode`le pour calculer
l’ellipso¨ıde d’estimation pour Mi
Figure 1.6 – Organigramme de la méthode de détection de défauts fondée
sur les modèles multiples
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Dans une deuxième étape, l’ensemble des modèles cohérents avec les me-
sures est formé. La troisième étape consiste à développer une commande
prédictive de type Min-Max pour chaque modèle compatible avec les me-
sures dans le but de choisir le meilleur modèle pour l’estimation. Finalement,
un critère quadratique classique est minimisé dans le but de choisir :
• La meilleure commande à appliquer pour le système original ;
• Le meilleur modèle pour l’estimation.
Ce processus est répété à chaque instant k sur l’horizon d’estimation N . L’al-
gorithme développé pour cette approche est résumé sur la Figure 1.6. À noter
ici que l’ensemble des modèles est notéM et que chaque modèle est noté Mi,
pour i = 0, . . . , p (où p est le nombre de modèles), CM représente l’ensemble
des modèles cohérents avec les mesures et M∗ représente le meilleur modèle
pour l’estimation.
La nouveauté ici est l’utilisation de l’estimation ensembliste couplée avec
une commande prédictive de type Min-Max pour estimer l’état d’un système
linéaire soumis à des perturbations et des bruits de mesure bornés malgré la
présence concomitante de défauts composant, actionneur et capteur.
1.5 Conclusion
Dans cette thèse, des algorithmes de détection de défauts fondés sur l’esti-
mation ensembliste d’état pour des systèmes linéaires incertains soumis à des
perturbations et des bruits de mesure bornés ont été proposés. Les principales
contributions de cette thèse peuvent être divisées en trois parties :
• La première partie propose une méthode d’estimation ensembliste qui
combine les avantages de l’estimation zonotopique (bonne précision) et
de l’estimation ellipsoïdale (complexité réduite) ;
• Dans la deuxième partie, une nouvelle approche d’estimation ellipsoï-
dale fondée sur la minimisation du rayon de l’ellipsoïde est développée.
Quatre méthodes ont été présentées dans cette approche. Les méthodes
1, 2 et 3 sont appliquées pour les systèmes linéaires invariant dans le
temps. Par la suite, la Méthode 3 a été étendue au cas des systèmes
linéaires incertains invariant dans le temps avec des incertitudes par
intervalles dans les matrices d’évolution et d’observation. Finalement,
la Méthode 4 a été développée pour les systèmes linéaires variant dans
le temps ;
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• Deux techniques de détection de défauts ont été proposées dans la troi-
sième partie. La première technique permet de détecter les défauts
capteur en vérifiant la cohérence entre le modèle et les mesures. La
deuxième technique est fondée sur les modèles multiples pour les sys-
tèmes linéaires soumis à des incertitudes et des bruits de mesure bornés.
Il traite les défauts composant, actionneur et capteur.
Cette thèse peut être étendue en considérant les points suivants :
• Étendre l’approche d’estimation ellipsoïdale proposée (fondée sur la mi-
nimisation du rayon) pour le cas des systèmes à retard et des systèmes
affines par morceaux ;
• Utilisation des algorithmes de détection de défauts proposés pour la
commande tolérante aux défauts ;
• Valider les méthodes d’estimation et les algorithmes de détection de
défauts expérimentalement.
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Chapter 2
Introduction
2.1 Context and motivations
In the last decades, the automation of industrial processes reached a high
level. The number of tasks performed by computers is increasing every day
whether in the ﬁelds of aerospace, biomedical applications, automotive, elec-
tronics and robotics. Maintenance operations are regularly scheduled in order
to increase the life-time of the machines/components. Despite these main-
tenance operations, machines are still subject to faults (i.e. malfunctions in
system components). However, in most applications, the faults are not taken
into account, and often a small fault can have an important impact on the
evolution of a system. With the increasing demand for availability, efficiency,
quality, reliability and safety, the Fault Detection (FD) approaches have be-
come a crucial issue for control purposes. These approaches are known under
the name of Fault Tolerant Control (FTC) systems. The goal is to treat the
faults in such a way that the system can operate in an acceptable way, when
malfunctions occur. This aims at developing model based Fault Detection
algorithms, usually developed by comparing the behavior of the process and
its model when both are fed with the same inputs. With respect to the
closed-loop system elements, there are three types of faults: actuator faults,
component faults and sensor faults. Generally, FD and FTC techniques are
based on an observation/estimation of the state/parameters of the system.
Thus, a good estimation is required.
In literature, there are two main classes for the estimation: stochastic
approaches and deterministic approaches. In the first approach, some char-
acteristics (average, covariance, etc.) of noises and perturbations are assumed
to be known [57]. However, sometimes the probabilistic assumptions are dif-
ficult to verify. Thus, the deterministic approach (i.e. considering that noises
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and perturbations belong to bounded compact sets) seems more realistic. In
this way, interval state observers [86], [37] and set-membership estimation
approaches have been developed [95], [106], where perturbations are consid-
ered unknown but bounded. In these approaches, the evolution of system
states at each time instant is not described by a point in the state-space but
by a set. In the context of interval state observers, the exact state estimation
set is approximated by its interval hull. Interval state observers algorithms
can be classiﬁed into two categories: approximations of estimated states us-
ing one step-ahead iteration based on the previous approximated sets [1] or
a set of point-wise trajectories generated by selecting particular values of pa-
rameters of the system using trajectory-based optimization approaches [84].
The set-membership estimation approaches compute at each time instant the
estimated set containing all the possible states consistent with the measure-
ments, the possible perturbations and uncertainties. Several sets are used
to implement set-membership estimation methods: parallelotopes [105], [26],
ellipsoids [39], [24], [61], [22], zonotopes [83], [27], [2], etc.
In this thesis, the set-membership state estimation is chosen because of
its ability to deal with uncertainties and disturbances. A combined method
between zonotopes and ellipsoids is ﬁrstly proposed. Then, the ellipsoidal
set is privileged for its simplicity. A new approach based on the minimiza-
tion of the ellipsoidal radius will be presented in this thesis. Moreover, the
zonotopic set-membership estimation method proposed in [64] is applied for
sensor Fault Detection. Finally, a new Fault Detection algorithm based on
linear Multiple Model systems with bounded perturbations and bounded
measurement noises and using the proposed ellipsoidal set-membership state
estimation will be further detailed.
2.2 Contributions and organization of the the-
sis
In this section, a short description of the next chapters is given with highlights
on the main contributions.
• Chapter 3: This chapter presents useful tools for representing uncer-
tainties in the context of linear systems. It starts with basic deﬁnitions
and properties necessary to manipulate matrix and important opera-
tions for sets. Finally, the most used sets (and their main properties)
to represent uncertainties (interval, polytope, zonotope and ellipsoid)
are analyzed. Due to the simplicity of zonotopes and ellipsoids, these
two sets will be used in this thesis.
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• Chapter 4: In this chapter, several existing set-membership state
estimation techniques based on zonotopes or ellipsoids are summarized.
– To minimize the size of the ellipsoidal estimation set, two methods
are mainly considered. Firstly, the determinant-based criterion is
minimized [36], which is equivalent to minimize the volume of the
ellipsoidal set. Secondly, the minimization of the trace criterion,
which is equivalent to minimize the sum of squares of the half
length of the axes of the ellipsoid, is considered in the literature
[36].
– For zonotopes, four methods are outlined: the Singular Value
Decomposition-based method [27], the minimization of the zono-
tope segments [2], the minimization of the zonotope volume [2]
and the P -radius of the zonotope methods. In [67], the minimiza-
tion of the P -radius of the zonotope leads to a trade-oﬀ between
the rapidity of the segments minimization and the estimation ac-
curacy of the volume minimization of a zonotope.
The main contribution of this chapter consists in proposing an im-
proved method which combines the advantages of the zonotopic
set-membership state estimation (i.e. accuracy) and of the ellip-
soidal set-membership estimation (i.e. reduced complexity). This
is formulated as an optimization problem which starts with the
zonotopic estimation and continues with the ellipsoidal estima-
tion (once the estimation set is small enough). A new criterion
based on the P -radius of the zonotopic estimation is used to make
the transition between the use of zonotopic sets and ellipsoidal
sets.
• Chapter 5: A new guaranteed ellipsoidal state estimation approach
for multivariable Linear Time Invariant (LTI) systems with bounded
perturbations and measurement noises has been proposed in this chap-
ter. For this, four methods are given. Method 1 is applied for Linear
Time Invariant (LTI) systems and consists in solving a LMI (Linear
Matrix Inequality) problem by considering a constant observer gain.
In Method 2, the radius of the ellipsoidal set is minimized at each it-
eration by online solving an LMI problem. It considers an updated
observer gain. In Method 3, a new vector scaling technique is applied.
The computation time is signiﬁcantly reduced in Method 3, while keep-
ing an acceptable level of the estimation accuracy. This method is
also extended for uncertain LTI systems, with interval uncertainties
both in the evolution and the observation matrices. Method 4 is ap-
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plied for Linear Time Variant (LTV) systems. It is based on the online
minimization of the size of the ellipsoidal state estimation set by con-
sidering an updated observer gain and a ﬂexible shape matrix for this
ellipsoidal estimation set (which is another important contribution of
this thesis). An improvement of the accuracy of this ellipsoidal esti-
mation method is further presented in Improved Method 4 by adding
quadratic constraints on both measurements and perturbations. This
allows us to reduce the bounds of the estimation domain, oﬀering a
better estimation accuracy.
• Chapter 6: This chapter proposes two Fault Detection approaches:
– The ﬁrst approach allows the sensor FD using the consistency
test. In this context, three algorithms based on the zonotopic
P -radius minimization method are proposed. The ﬁrst algorithm
checks the consistency between the model and the measurement
in the fault-free case. The second one gives a guaranteed but
conservative estimation in the presence of sensor faults without
considering the measurement for the estimation when sensor fault
occurs. The last algorithm gives and estimation with reduced
conservativeness when sensor faults occur by updating the set of
measurements. This algorithm is suitable for control perspectives.
– In order to simultaneously consider all types of faults (i.e. actu-
ator, component and sensor faults), a new Fault Detection algo-
rithm based on Multiple Models for linear systems with bounded
perturbations and measurement noises is developed. This algo-
rithm allows to estimate the state of the system despite the pres-
ence of diﬀerent faults. A Min-Max Model Predictive Control is
developed in order to ﬁnd the optimal control and the best model
to use for the system in spite of the presence of these faults.
• Chapter 7: The last chapter summarizes the developed work in this
PhD thesis and proposes some future directions.
2.3 Publications
The work in this thesis has resulted in several accepted/submitted publica-
tions to prestigious international conferences and journals.
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Chapter 3
Useful tools for uncertain linear
systems
Modeling is the ﬁrst step when designing a control system. In this context, it
is important to obtain a mathematical representation as properly as possible
reproducing the behavior of the system to be controlled.
The systems addressed in this thesis belong to the class of linear, ﬁnite
dimensions, deterministic, and multivariable systems. This class of systems,
which a priori seems very restricted, allows to study a large number of sys-
tems encountered in a large number of real systems. This type of systems
allows to manage in an efficient way the compromise between the complexity
of system modeling and the simplicity of the control design. In particular,
many linearization techniques and identification procedures provide simpli-
fied linear models to achieve quite satisfactory practical results [59], [89]. But
any mathematical model can not exactly represent the real system. In this
context, uncertain models are used in order to ensure a behavior similar to
the real system.
The importance of uncertainties is addressed in [72], [7], [8]. In litera-
ture, there exist two ways to model uncertainties: the stochastic approach
[10], [102], [72] and the deterministic approach [95], [106], [16]. In the first
approach, uncertainties are represented by a random process with known sta-
tistical properties (average, covariance, etc.). But in practice, the probabil-
ity distribution of the uncertain parameters and perturbations is not known.
Generally, only bounds of these uncertainties can be fixed. Thus, the proba-
bilistic assumptions can not be used. In the second approach, uncertainties
are supposed unknown but bounded. In general, these uncertainties can be
represented by convex sets (intervals, ellipsoids, polytopes, zonotopes, etc.).
Several tools used to model uncertain linear systems in the deterministic
framework will be detailed in this chapter. Section 3.1 addresses several basic
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deﬁnitions and properties that will be used in this thesis. Widely used sets
in the set-membership state estimation domain are presented in Section 3.2.
Section 3.3 draws the conclusion of this chapter.
3.1 Basic matrix definitions and properties
In this section, basic deﬁnitions and properties are introduced. Some of these
deﬁnitions concern some matrix operations which will be used in Chapter 5.
Definition 3.1. A matrixM =M⊤ ∈ Rn×n is called a semi positive-deﬁnite
matrix (respectively semi negative-deﬁnite matrix ), denoted M  0 (resp.
M  0), if z⊤Mz ≥ 0 (resp. z⊤Mz ≤ 0) for all non-zero vectors z with real
entries (z ∈ Rn\{0n}).
Definition 3.2. A matrix M = M⊤ ∈ Rn×n is called a strictly positive-
deﬁnite matrix (respectively strictly negative-deﬁnite matrix ), denotedM ≻ 0
(resp. M ≺ 0), if z⊤Mz > 0 (resp. z⊤Mz < 0) for all non-zero vectors z
with real entries (z ∈ Rn\{0n}).
Definition 3.3. The image of a matrix M ∈ Rn×m is deﬁned by a set of the
outputs y ∈ Rn by the linear mapping T : x 7→Mx:
Im(M) = {y ∈ Rn : y =Mx such that x ∈ Rm}. (3.1)
Definition 3.4. An Euclidean norm is deﬁned by the quantity x⊤Px =
‖x‖2P , with x ∈ Rn, P ∈ Rn×n and P = P⊤ ≻ 0.
Definition 3.5. A Frobenius norm of a matrix M ∈ Rn×m is given by
‖M‖F =
√√√√ n∑
i=1
m∑
j=1
|mij| =
√
Tr(MM⊤), (3.2)
where mij are the elements of M .
Definition 3.6. A Linear Matrix Inequality (LMI) has the form
F (x)
∆
= F0 +
m∑
i=1
xiFi ≻ 0 (3.3)
where x =
[
x1 x2 . . . xm
]⊤ ∈ Rm is the vector of decision variables and
the matrices Fi = F
⊤
i ∈ Rn×n, with i = 0, . . . ,m, are given. The variables
xi, with i = 1, . . . ,m are called the scalar decision variables.
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The LMI (3.3) is a convex constraint on x, i.e., the set {x ∈ Rm : F (x) ≻
0} is convex (see Deﬁnition 3.10 of convexity). When the matrices Fi, i =
0, . . . ,m, are diagonal, the LMI F (x) ≻ 0 is reduced to a set of scalar linear
inequalities.
The Linear Matrix Inequality (3.3) is given in a strict formulation. There
is also a non-strict LMI which has the form
F (x)  0.
In general, the LMI problems are formulated using matrix decision vari-
ables, e.g., the Lyapunov inequality
A⊤P + PA ≺ 0, (3.4)
with the given matrix A ∈ Rn×n and the decision variable P = P⊤ ∈ Rn×n.
In literature, the phrase "the LMI A⊤P + PA ≺ 0 in P" is used [19], [93].
Remark 3.1. In Linear Matrix Inequalities, the decision variables appear
in an affine way.
Some LMI problems present constraints (called constrained LMI prob-
lems), e.g.,
P ≻ 0, A⊤P + PA ≺ 0, T r(P ) = 1, (3.5)
where P ∈ Rn×n is the decision variable.
The two following problems related to LMIs are considered in this thesis:
1. Feasibility problem: Does it exist a solution x ∈ Rn such that the LMI
F (x) ≻ 0 is feasible?
2. Eigenvalue problem: The eigenvalue problem consists in minimizing the
maximum eigenvalue of a matrix that depends affinely on a variable,
subject to a LMI constraint, i.e.,
min
x,λ
λ
subject to λIn − A(x) ≻ 0, B(x) ≻ 0,
(3.6)
where A ∈ Rn×n and B ∈ Rn×n are symmetric matrices that depend
affinely on the optimization variable x. This problem has another
equivalent form:
min
x,λ
λ
subject to C(x, λ) ≻ 0, (3.7)
where C is affine both in x and λ. The problem (3.7) is an LMI opti-
mization problem.
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Remark 3.2. Once a LMI problem is speciﬁed, it can be solved numeri-
cally by calling the appropriate LMI solver. Two solvers (feasp for feasibility
problems and mincx for general optimization problems) constitute the com-
putational engine of the LMI part of Matlab/Robust Control ToolboxTM
software.
Definition 3.7. A Bilinear Matrix Inequality (BMI) is deﬁned by the fol-
lowing expression:
F (x) = F0 +
n∑
i=1
xiFi +
n∑
i=1
m∑
j=1
xixjFij ≻ 0, (3.8)
where
x =
{ [
x1 x2 . . . xn
]⊤ ∈ Rn if n ≥ m[
x1 x2 . . . xm
]⊤ ∈ Rm otherwise (3.9)
is the vector of decision variables and F0, Fi, Fij, with i = 1, . . . , n and
j = 1, . . . ,m, are given symmetric matrices.
Remark 3.3. The solver penbmi ofMatlab can be used to solve a BMI (3.8).
The Bilinear Matrix Inequality (3.8) is given in a strict formulation.
There is also a non-strict BMI which has the form
F (x) = F0 +
n∑
i=1
xiFi +
n∑
i=1
m∑
j=1
xixjFij  0. (3.10)
In general, the BMI problems are formulated using matrix decision vari-
ables, e.g., the Lyapunov inequality
A⊤P + PA ≺ 0, (3.11)
with the decision variables are the matrices A ∈ Rn×n and P = P⊤ ∈ Rn×n.
Remark 3.4. It is easy to solve a BMI when the bilinearity concerns the
product between a scalar decision variable and matrix decision variable or
between two scalar decision variables.
Definition 3.8. Schur complement. [19], [93] Consider the following LMI:[
Q(x) S(x)
S⊤(x) R(x)
]
≻ 0, (3.12)
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where Q(x), R(x) are symmetric matrices and Q(x), R(x) and S(x) are affine
in x. Then this LMI is equivalent to:
{
Q(x) ≻ 0,
Q(x)− S(x)R−1(x)S⊤(x) ≻ 0, (3.13)
or {
R(x) ≻ 0,
R(x)− S⊤(x)Q−1(x)S(x) ≻ 0. (3.14)
With this definition, nonlinear matrix inequalities (3.13) or (3.14) can be
converted to an LMI problem (3.12). Then, it is possible to convert a BMI
to an LMI and vice versa.
Definition 3.9. S-procedure. [19] Let F0, . . . , Fp be quadratic functions of
variable ζ ∈ Rn:
Fi(ζ)
∆
= ζ⊤Tiζ + 2µ
⊤
i ζ + vi,
with i = 0, . . . , p and Ti = T
⊤
i . Consider:
F0(ζ) ≥ 0 for all ζ such that Fi(ζ) ≥ 0, i = 1, . . . , p. (3.15)
If
∃τi ≥ 0, i = 1, . . . , p, such that F0(ζ)−
p∑
i=0
τiFi(ζ) ≥ 0 (3.16)
then expression (3.15) holds.
It is a non trivial fact that when p = 1, the converse holds meaning that
there is some ζ0 such that F0(ζ0) ≥ 0.
If the functions Fi are affine in ζ, then (3.15) and (3.16) are equivalent
(see the affine form of the Farkas lemma [45]).
Remark 3.5. Generally, the S-procedure is used to express some quadratic
constraints as LMIs; in some cases, these LMIs can be more conservative
than the initial constraints but more often useful approximations of these
constraints can be formed.
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3.2 Sets preliminaries
Set-membership state estimation represents a large part of this thesis. In this
context, it is necessary to analyze the most used sets in the literature with
their main properties. Several sets are used in the set-membership estimation
domain: intervals [76], [55], polytopes [105], [63], [111], parallelotopes [26],
zonotopes [27], [2], [67] and ellipsoids [61], [36], [80].
Before presenting these sets, some basic set deﬁnitions and operations are
introduced.
Definition 3.10. A set S ⊂ Rn is called convex set if for any x1, x2, . . . , xk ∈
S, with k ≥ 2, and any α1, α2, . . . , αk ∈ R+ such that
k∑
i=1
αi = 1, the element
k∑
i=1
αixi is in S.
Definition 3.11. A convex hull of a given set S, denoted conv(S) is the
smallest convex set containing S.
Definition 3.12. Inclusion operator. A set X is included in a set Y , i.e.
X ⊆ Y , if and only if x ∈ Y , ∀x ∈ X .
Definition 3.13. Intersection operator. The intersection of two sets X and
Y is deﬁned as X ∩ Y = {z : z ∈ X and z ∈ Y}.
Definition 3.14. The image of a set S under a map (projection) M is the
set M(S) = {y : y =M(x), x ∈ S}.
Definition 3.15. The Minkowski sum of two sets X and Y is deﬁned by
X ⊕ Y = {x+ y : x ∈ X , y ∈ Y}.
Definition 3.16. The distance of two non empty sets X and Y is deﬁned
as d(X ,Y) = min{d(x, y) : x ∈ X , y ∈ Y}, where d(x, y) is the distance
between a point x ∈ X and a point y ∈ Y .
Definition 3.17. The quantityF(X|l) = sup
x∈X
〈x, l〉 is the value of the support
function for the compact convex set X in the l direction, where 〈x, l〉 denotes
the dot product of x and l.
Example 3.1. Figure 3.1 illustrates the support function of the compact
convex set X ∈ R2. Here, F(X|l1) represents the support function of X in
the direction l1 =
[
1 0
]⊤
and F(X|l2) represents the support function of X
in the direction l2 =
[
0 1
]⊤
.
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F (X|l2)
F (X|l1)
X
x2
x1
Figure 3.1: Illustration of the notion of support function of a convex set X
3.2.1 Interval set
A simple way to deﬁne uncertainties is using interval sets. It consists in en-
closing numerical errors into an interval, by aﬀecting upper and lower bounds
to this error. The idea of bounding errors using intervals was introduced in
the 1950’s. However, interval analysis is said to have begun with a book
of Moore [76] in 1966. Since then, thousands of articles have appeared and
numerous books have been published on this subject. The interval analysis
permits to simplify most of the standard operations [49].
Definition 3.18. An interval [a, b] is deﬁned as the set {x ∈ R : a ≤ x ≤ b}.
Definition 3.19. A unitary interval is denoted by B = [−1, 1].
Definition 3.20. A set of real compact intervals [a, b], where a, b ∈ R and
a ≤ b, is denoted by I.
Definition 3.21. A box ([a1, b1], . . . , [an, bn])
⊤, with ai ≤ bi for i = 1, . . . , n,
is an interval vector.
Definition 3.22. A unitary box Bn is composed by n unitary intervals given
by {x ∈ ([a1, b1], . . . , [an, bn])⊤ : ai = −1, bi = 1, i = 1, . . . , n} ⊂ Rn.
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Consider two given intervals [x] = [x, x¯] and [y] = [y, y¯]. If ◦ denotes an
operation between the two intervals [x] and [y], then this can be formalized
as:
[x] ◦ [y] = {x ◦ y : x ∈ [x], y ∈ [y]} (3.17)
The four basic operations of interval analysis applied for linear uncertain
systems, are deﬁned as follows:
1. [x] + [y] = [x+ y, x¯+ y¯],
2. [x]− [y] = [x− y¯, x¯− y],
3. [x] ∗ [y] = [min(x · y, x · y¯, x¯ · y, x¯ · y¯),max(x · y, x · y¯, x¯ · y, x¯ · y¯)],
4. [x]/[y] = [x] ∗ [1/y¯, 1/y], if 0 /∈ [y].
Definition 3.23. A strip is deﬁned by the following set S(y, d, σ) = {x ∈
Rn : |y − d⊤x| ≤ σ}, where y ∈ R, d ∈ Rn and σ ∈ R∗+.
Figure 3.2 represents the strip S(y, d, σ) in dimension 2, with y = 1,
d =
[
1
−1
]
and σ = 1.
d⊤x = y
x1
x2
σ
σ
S(y, d, σ)
Figure 3.2: Representation of a strip in dimension 2
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Definition 3.24. An interval matrix is deﬁned by [M ] ⊂ In×m, with aij ≤
mij ≤ bij, i = 1, ..., n, and j = 1, ...,m, with mid[M ]ij = aij+bij2 and
rad[M ]ij =
aij−bij
2
deﬁning the center and the radius of the interval matrix
[M ], respectively, i = 1, . . . , n, j = 1, . . . ,m.
Definition 3.25. A set V[M ] deﬁnes the set of all vertices of the interval
matrix [M ].
The fact that [M ] is an interval matrix permits to write
M = mid[M ] + ∆M, (3.18)
with ∆M the uncertain part of the matrix M . If nδ is the number of the
uncertain scalar terms δi of ∆M , with δi ∈ B, then ∆M can be decomposed
as:
∆M =
nδ∑
i=1
Mδiδi (3.19)
where the matrices Mδi , i = 1, ..., nδ, have only one non-zero element cor-
responding to the coefficient of δi. This decomposition is illustrated in the
Example (3.2).
Example 3.2. Consider the matrix M =
[
2 −2 + 0.1δ1
1 + 0.2δ2 −1
]
. Then,
mid[M ] =
[
2 −2
1 −1
]
,∆M =
[
0 0.1δ1
0.2δ2 0
]
,Mδ1 =
[
0 0.1
0 0
]
,Mδ2 =
[
0 0
0.2 0
]
.
Despite its overall success, interval arithmetic suffers from two drawbacks:
the dependency problem1 and the so-called wrapping effect2, which both can
overestimate the true error of some computation [76], [60], [55].
3.2.2 Polyhedral set
Polyhedral sets provide a useful geometrical representation for the linear
constraints that appear in diverse fields such as control and optimization. It
can be bounded or not, and a bounded polyhedral set is called a polytope. A
polytope has two representations: half-space representation (definition 3.26)
and vertex representation (definition 3.28). This permits to choose a suitable
1If a variable occurs more than once in a map, it is treated independently at each
occurrence. This causes widening of computed intervals and makes it difficult to obtain
tighter bounds.
2The wrapping effect is due to the fact that the image of an interval vector under a
map is not an interval vector, and it leads to overestimate this image.
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representation for a given problem. Due to its ﬂexibility, polytopes oﬀer a
good approximation of any convex set [63], [20], [96]. Another advantage of
polytopes is that they are closed under the mentioned operations (inclusion,
intersection, Minkovsky sum). The disadvantage of polytopes is related to
its dependency on the number of vertices, which is not ﬁxed by the space
dimension. Therefore, even if a polytope can well approximate any convex
set, the complexity can quickly increase with the number of vertices even
in a low space dimension. Despite this disadvantage, polytopes are one of
the most popular convex sets used in automatic control. This section recalls
some theoretical concepts related to polyhedral sets.
Definition 3.26. Half-space representation. A polyhedral set P ∈ Rn in a
ﬁnite-dimensional euclidean space is the intersection of a ﬁnite number of
closed half-spaces as follows:
P = {x ∈ Rn : Ax ≤ b}, (3.20)
with A ∈ Rm×n and b ∈ Rn.
Definition 3.27. A polytope is a bounded polyhedral set.
Example 3.3. Figure 3.3 shows the half-space representation of a polytope
with A =
[−1 0 1 −1
0 −1 1 −1
]⊤
and b =
[
1 1 1 1
]⊤
.
−2 −1.5 −1 0 0.5 1 1.5 2 2.5 3−0.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
x1
x2
Figure 3.3: Half-space representation of a polytope
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Definition 3.28. (Vertex representation or V-polytope) For a ﬁnite set of
points V = {v1, v2, . . . , vm} ∈ Rn, a polytope P can be deﬁned as the convex
hull of the set V :
P = conv(V) = {α1v1 + α2v2 + . . .+ αmvm : αi ∈ R+,
m∑
i=1
αi = 1} (3.21)
Example 3.4. Figure 3.4 shows the vertex representation of a polytope with
V =
{[
0
2
]
,
[
1.5
1.5
]
,
[
2
0.5
]
,
[
0
−1
]}
.
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Figure 3.4: Vertex representation of a polytope
Theorem 3.1. Equivalence of the two polytopic representations. [111] A
subset P ∈ Rn is the convex hull of a ﬁnite point set (a V -polytope) if and
only if it is a bounded intersection of half-spaces (a H-polytope).
This theorem shows that the H-representation can be transformed to the
V -representation of a polytope and vice versa. In the literature this problem
is well known as the vertex enumeration problem for the transformation of
a V -polytope to a H-polytope and the facet enumeration problem for the
transformation of a H-polytope to a V -polytope. There exist algorithms to
solve these transformation problems, but they are time consuming (e.g. [31],
[40]). More details on polytopes can be found in [111], [17].
43
Useful tools for uncertain linear systems
3.2.3 Zonotopic set
Zonotopes represent a particular class of polytopes which exhibit symmetry
with respect to their center (a zonotope has a center). Similar to polytopes,
zonotopes can be represented by the half-space representation and the vertex
representation. Two additional speciﬁc deﬁnitions of zonotopes will be given
here: the generator representation and the hypercube linear transformation.
The last representation is used to summarize the set-membership estimation
technique using zonotopes in the next chapter.
Definition 3.29. Generator representation. Given a vector p ∈ Rn and a
set of vectors G = {g1, g2, ..., gm} ⊂ Rn, with m ≥ n. A zonotope Z of order
m (also called m-zonotope) is deﬁned as follows:
Z = (p; g1, g2, ..., gm) = {x ∈ Rn : x = p+
m∑
i=1
αigi; |αi| ≤ 1}. (3.22)
The vector p is called the center of the zonotope Z. The vectors g1, . . ., gm
are called generators of Z. The order of a zonotope is deﬁned by the number
of its generators (m in this case). The case of m < n is called degenerated
zonotope. The line segment of a zonotope is a straight line between two
vertices of this zonotope.
This deﬁnition is equivalent to the deﬁnition of zonotopes by the Min-
skowski sum of a ﬁnite number of line segments deﬁned by
Z = (p; g1, g2, ..., gm) = p⊕ g1B1 ⊕ . . .⊕ gmB1. (3.23)
Remark 3.6. The complexity of zonotopes grows up with respect to the
number of its generators m and the dimension of the space n.
Definition 3.30. Hypercube linear projection. A zonotope of order m in Rn
(m ≥ n) is the translation by the center p ∈ Rn of the image of an unitary
hypercube of dimension m in Rn under a linear transformation. Given a
matrix H ∈ Rn×m representing the linear transformation, the zonotope Z is
deﬁned by:
Z = (p;H) = p⊕HBm. (3.24)
The proposed deﬁnitions of zonotopes are equivalent if we consider the
matrix H =
[
g1 g2 ... gm
]
. From now on, to simplify the manuscript, the
zonotope Z will be described by Z(p;H).
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Figure 3.5: 4-zonotope in a two dimension space
Example 3.5. Figure 3.5 shows a fourth order zonotope in two dimensions
Z = p⊕HB4, with p = [1 0]⊤ and H = [1 2 3 4
4 3 2 1
]
.
Note that each vertex vZi ∈ VZ , with i = 1, . . . , 24, of this zonotope is
computed as vZi = p+Hvi such that vi ∈ VB4 (i.e. vi ∈ {
[±1 ±1 ±1 ±1]⊤}).
The generator representation of a zonotope can be converted to the V -
representation and also to the H-representation. These conversions are re-
lated to the Minkowski sum of two polytopes because the generator represen-
tation is equivalent to the Minkowski sum of a ﬁnite number of line segments,
which is a polytope. The conversion between the zonotopic representations
is studied by several authors such as [44], [99], [41], [94], [6].
The generator representation illustrates a signiﬁcant advantage of zono-
topes: a complex geometrical form can be represented using one vector and
one matrix. In addition, a centered zonotope (i.e. the p = 0n×1) is repre-
sented only using a matrix.
Definition 3.31. The P -radius of a zonotope Z = p ⊕HBm is deﬁned by
the following expression:
r = max
z∈Z
(‖z − p‖2P ) (3.25)
where P is a symmetric and positive deﬁnite matrix (P = P T  0).
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This notation provides a criterion to evaluate the size of a zonotope. A
small value of P -radius signiﬁes a small size of a zonotope.
Example 3.6. The P -radius deﬁnition is illustrated in Figure 3.6. In red
the ellipsoid (see deﬁnition 3.33) related to the P -radius of the blue zonotope
Z = p ⊕ HBm with p = [1 0]⊤, H = [1 2 3 4
4 3 2 1
]
and P = I3. The P -
radius is r1 = 200. In green, the ellipsoid related to the P -radius of the blue
zonotope Z = p⊕HBm with p = [1 0]⊤, H = [1 2 3 4
4 3 2 1
]
and P = 0.5·I3.
The P -radius is r2 = 100.
Figure 3.6: Ellipsoid related to the P -radius of a zonotope
Zonotopes present some important properties. A synthesis of these prop-
erties is given in [64]. Several properties that will be further used are sum-
marized below.
Property 3.1. Sum of two zonotopes. Given two zonotopes Z1 = p1 ⊕
H1B
m1 ∈ Rn and Z2 = p2 ⊕H2Bm2 ∈ Rn, the Minkowski sum of two zono-
topes is also a zonotope deﬁned by Z = Z1⊕Z2 = (p1+p2)⊕
[
H1 H2
]
Bm1+m2 .
Property 3.2. Affine transformation of a zonotope. Given a zonotope Z =
p ⊕ HBm and a matrix A ∈ Rn×n, the linear transformation of Z by the
matrix A is A · Z = (A · p)⊕ (A ·H)Bm.
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Property 3.3. Interval hull method. Considering a zonotope Z = p⊕HBm ∈
Rn, the smallest box containing this zonotope is computed by:
box(Z) = p⊕ rs(H)Bn, (3.26)
with rs(H) a diagonal matrix such that rs(H)ii =
∑m
j=1 |Hij|, i = 1, ..., n.
Property 3.4. Criterion-based reduction. [2] Given a zonotope Z = p ⊕
HBm, an integer s, with n < s < m, and denote by Hˆ =
[
hˆ1 hˆ2 . . . hˆm
]
the matrix resulting from the reordering of the columns of H in decreasing
order of the euclidean norm. The following expression holds:
Z ⊆ p⊕ [HˆT Q]Bs, (3.27)
where HˆT is composed by the ﬁrst s− n columns of the matrix Hˆ and Q ∈
Rn×n is a diagonal matrix satisfying Qii =
m∑
j=s−n+1
|Hˆij|, with i = 1, . . . , n.
This property allows reducing the complexity of a zonotope. It permits to
limit the number of generators of a zonotope, which is an important problem
in the computation of zonotopes. There are also other reduction properties
for zonotopes as interval hull property, parallelotope hull property and cascade
reduction property (for details, see [64], [66]).
Property 3.5. Intersection between a zonotope and a strip. [2] Given a
zonotope Z = p⊕HBm, a strip S (d, c, σ) = {x ∈ Rn, σ ∈ R∗+ : |c⊤x−d| ≤ σ}
and a vector λ ∈ Rn, the family of zonotopes Zˆ that contains the intersection
of the zonotope Z and the strip S (d, c, σ) is obtained by
Z ∩ S (d, c, σ) ⊆ Zˆ(λ) = pˆ(λ)⊕ Hˆ(λ)Bm+1, (3.28)
where pˆ(λ) = p+ λ(d⊤ − c⊤p) and Hˆ(λ) = [(I − λc⊤)H σλ].
This property is very useful for zonotopic set-membership estimation in
the case of linear systems.
Definition 3.32. Zonotope support strip. Given a zonotope Z = p⊕HBm
and a vector c ∈ Rn, the zonotope support strip is deﬁned by
F(Z|c) = {x ∈ Rn : ql ≤ c⊤x ≤ qu},
where the upper bound qu and the lower bound ql satisfy:{
qu = max
x∈Z
c⊤x
ql = min
x∈Z
c⊤x
(3.29)
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and can be calculated as follows:
qu = c
⊤p+ ‖H⊤c‖1 (3.30)
ql = c
⊤p− ‖H⊤c‖1 (3.31)
where ‖.‖1 is the 1-norm of a vector.
Property 3.6. [104] Checking consistency between a zonotope and a strip.
The intersection between the zonotope Z = p⊕HBm and the strip S (y, c, σ)
is empty if and only if:
qu < y − σ or ql > y + σ. (3.32)
Figure 3.7 shows the upper bound qu and the lower bound ql of the zono-
tope support function for the red zonotope. Consider the blue strip S (y, c, σ).
The unidimensional frame R is orthogonal to the vector c⊤ (which is the di-
rection of the strip). Note that the projection of strip center on the R frame
is y.
x2
x1
R
y + σ
y
y − σ
qu
ql
Figure 3.7: Representation of the zonotope support strip
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Deﬁnition 3.32 and Property 3.6 will be used in Chapter 6 for fault de-
tection purpose.
3.2.4 Ellipsoidal set
Ellipsoids are widely used in a large class of control system applications
due to the simplicity of their formulations [95] and the resulting estimation
stability properties [52]. In the domain of set-membership estimation, the
ellipsoidal set occupies a large place. Eﬀectively, it is used by several authors
[36], [24], [80], [62] in many ﬁelds of control systems as identiﬁcation, estima-
tion, diagnosis, etc. Several deﬁnitions and properties of the ellipsoidal sets
are further presented.
Definition 3.33. Ellipsoidal set. Given a symmetric deﬁnite matrix P =
P⊤ ≻ 0, a real vector x¯ ∈ Rn and a strictly positive real scalar ρ ∈ R∗+, the
bounded ellipsoid E(P, x¯, ρ) is deﬁned by the set
E(P, x¯, ρ) = {x ∈ Rn : (x− x¯)⊤P (x− x¯) ≤ ρ}, (3.33)
where P = P⊤ ≻ 0 is the shape matrix of the ellipsoid, x¯ its center and ρ its
radius.
Example 3.7. Figure 3.8 proposes an example of an ellipsoidal set in a
two-dimension space with x¯ =
[
0 0
]⊤
, P =
[
1 1
1 4
]
and ρ = 1.
Figure 3.8: Ellipsoidal set
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Remark 3.7. The normalized ellipsoidal set is deﬁned by
E(P, x¯, 1) = E(P, x¯) = {x ∈ Rn : (x− x¯)⊤P (x− x¯) ≤ 1}, (3.34)
where the matrix P = P⊤ ≻ 0 characterizes its shape and size and x¯ its
center.
Note that for the normalized ellipsoid, the radius ρ = 1 can be omitted
leading to the simpliﬁed notation E(P, x¯). In this context, the normalized
ellipsoid E(P−1, x¯), which is used largely in literature, has the following form:
E(P−1, x¯) = {x ∈ Rn : (x− x¯)⊤P−1(x− x¯) ≤ 1}. (3.35)
In order to keep a simple formulation, all the properties that will be given
below concern the normalized form (3.35) but they can be extended to the
generalized representation of an ellipsoid.
Definition 3.34. The support function of the ellipsoid E(P−1, c) in a direc-
tion l is F(E(P−1, c)|l) given by{
F(E(P−1, c)|l)u = 〈l, c〉+ 〈l, P−1l〉
1
2 ,
F(E(P−1, c)|l)l = 〈l, c〉 − 〈l, P−1l〉
1
2 ,
(3.36)
where F(E(P−1, c)|l)u and F(E(P−1, c)|l)l are the upper and the lower bounds
respectively.
Property 3.7. Affine transformation of an ellipsoid. Given a normalized
ellipsoidal set E(P−1, c) ⊆ Rn, a matrix A ∈ Rn×n and a vector b ∈ Rn, the
affine transformation of this ellipsoid by the matrix A and the vector b is
defined by
AE(P−1, c) + b = E((APA⊤)−1, Ac+ b). (3.37)
Property 3.8. Outer ellipsoidal approximation of the union of two ellipsoids.
[36] Given two normalized ellipsoids E1(P−11 , c1), E2(P−12 , c2) and a vector
φ ∈ R2, with φ = [φ1 φ2]⊤ and φ1 + φ2 = 1, then
E1(P−11 , c1) ∪ E2(P−12 , c2) ⊆ E(P−1, c), (3.38)
with c = c1 + c2 and P = φ
−1
1 P1 + φ
−1
2 P2.
Property 3.9. Intersection between an ellipsoid and a strip. [39] Given a
normalized ellipsoid E(P−1, c) and a normalized strip S(y, d, 1) = S(y, d),
then the intersection between E(P−1, c) and S(y, d, 1) is outer bounded by
E(P−1, c) ∩ S(y, d) ⊆ E ′(P ′−1, c′), (3.39)
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with 

E ′(P ′−1, c′) = {x ∈ Rn : (x− c′)⊤P ′−1(x− c′) ≤ 1},
c′ = c+
ψδ
1 + ψg
Pd,
P ′ = (1 + ψ − ψδ
2
1 + ψg
)(P − ψ
1 + ψg
Pdd⊤P ),
ψ ≥ 0,
g = d⊤Pd,
δ = y − d⊤c.
(3.40)
Two criteria are used in the literature to minimize the size of an ellipsoid
E(P−1, c): the minimization of its volume and the minimization of the sum
of its semi-axes. The minimization of the volume is proportional to the
minimization of the determinant of the shape and size matrix P and the
minimization of the sum of the semi-axes is proportional to the trace of the
matrix P [36].
3.3 Conclusion
This chapter presented a general representation of uncertainties that will
be used in the context of linear uncertain systems. The interval set is a
strong tool to deal with uncertainties but its application is limited due to the
wrapping and dependency eﬀects. Polytopes are largely used due to their
higher accuracy, but they can not be used for systems with a fast dynamics
due to their complexity. Zonotopes and ellipsoids are the most popular sets
used in the domain of set-membership estimation due to their simplicity
and interesting properties mentioned above. The next chapter focuses on
the state of the art of set-membership state estimation using zonotopes and
ellipsoids for uncertain linear systems.
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Chapter 4
Zonotopic and ellipsoidal
set-membership state estimation
4.1 Introduction
Knowing the full state of an industrial plant may be important for both
safety and efficient control. However, sometimes only a limited amount of
measurement data can be available. This could be due to the expensive costs
or to the difficulty of incorporating sensors into this plant and sometimes to
the presence of perturbations or measurement noises which affect the system.
For these reasons, in many problems (control systems, fault detection, etc.)
there is a need for state estimation. State estimators provide an economical
alternative to adding new sensors or upgrading existing ones.
Most often, the state estimation problems are solved by implementing a
stochastic approach based on a probabilistic description of the perturbations
and measurement noises. This requires to assume that the individual per-
turbations are realizations of random variables characterized statistically by
their average, covariance, probability density, etc. A lot of works are devel-
oped in this topic [72], [21], [68], [56], using generally the Kalman filter [57]
and/or the Luenberger observer [68].
However, sometimes the probabilistic assumptions are difficult to ver-
ify. Thus, it can be more realistic to assume that the perturbations and
measurement noises belong to compact bounded sets. This corresponds to
the deterministic approach or the set-membership estimation [95], [38], [16],
[106]. Set-membership estimation techniques provide a compact set contain-
ing the set of states that are consistent with the model and measurements.
In this context, the evolution of the systems states at each time instant is
not described by a point in the state-space but by a set. While their use was
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severely restricted in the 80s due to the low capacity of available comput-
ers, set-membership-based approaches have been widely used over the last
two decades by many researchers [39], [25], [105], [26], [61]. To implement
set-membership estimation techniques, several sets are used: ellipsoids [61],
[36], [22], [80], [33], [32], [24], polytopes and parallelotopes [105], [26], [11],
[42], [86], [88] and zonotopes [83], [27], [2], [43], [67]. Polytopes oﬀer a very
good accuracy of the estimation while requiring a large computation time.
Zonotopes, which are a special case of polytopes (symmetric polytopes) oﬀer
a good quality of the estimation with reduced computation time compared
to polytopes. As a consequence, zonotopes are widely used in the context
of linear systems. Ellipsoids are also largely used in set-membership estima-
tion domain. They oﬀer a less complex (lower computation time) but less
accurate estimation compared to zonotopes [36]. Recently, a link between
the zonotopic set-membership estimation and the stochastic paradigm of the
Kalman ﬁlter is given in [30]. In this chapter, an improved method which
combines the advantages of the zonotopic set-membership state estimation
(i.e. accuracy) and of the ellipsoidal set-membership estimation (i.e. reduced
complexity) is proposed. This is one of the contributions of this thesis.
This chapter is organized as follows. Section 4.2 presents the class of lin-
ear systems used in this thesis and formulates the state estimation problem.
Several zonotopic and ellipsoidal set-membership state estimation techniques
used in literature are presented is Section 4.3 and 4.4. Section 4.5 presents
a new set-membership method based on both zonotopic and ellipsoidal esti-
mation methods [12]. Section 4.6 concludes this chapter.
4.2 Problem statement of state estimation
The ﬁrst step in the design of a control system is modeling. It is very impor-
tant to obtain a simple mathematical representation as properly as possible
reproducing the behavior of the system to be controlled. The class of sys-
tems addressed in this thesis is that of linear systems which are deterministic,
discrete-time with ﬁnite dimension. This class of systems (that seems very
restricted a priori) allows studying a large number of systems encountered in
practice. It represents a trade-oﬀ between the complexity of system model-
ing and the simplicity of designed estimators, controllers, etc. In particular,
many linearization techniques provide simpliﬁed linear models that achieve
practical results quite satisfactory.
The following linear discrete-time autonomous system is further consid-
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ered: {
xk+1 = Axk + ωk
yk = Cxk + vk
(4.1)
where xk ∈ Rnx is the state of the system, yk ∈ Rny is the measured output
at sample time k, the matrices A and C have appropriate dimensions (A ∈
Rnx×nx , C ∈ Rny×nx) and the couple (A,C) is detectable. The vector ωk ∈ Rnx
represents the state perturbation vector and vk ∈ Rny is the measurement
perturbation (noise, oﬀset, etc.). It is assumed that the initial state belongs
to a compact set x0 ∈ X0 which can be chosen large enough due to the lack
of knowledge on the system. Another assumption is that the perturbations
are bounded by compact sets: ωk ∈ W , vk ∈ V .
Given an initial state set X0 (with x0 ∈ X0) and considering that at time
k the state estimation set is Xˆk (with xk ∈ Xˆk), the objective is to ﬁnd the
state estimation set Xˆk+1 that guarantees to contain the state xk+1 of the
system (4.1) at time k + 1.
In the literature, this problem is solved in general by following three steps:
• Prediction step: the predicted state set X¯k+1 is given by
X¯k+1 ⊆ AXˆk ∪W . (4.2)
This set oﬀers a bound for the uncertain trajectory of the system (4.1).
• Measurement step: Compute the consistent state set with the measure-
ments Xyk+1 given by
Xyk+1 = {xk+1 ∈ Rnx : (yk+1 − Cxk+1) ∈ V}. (4.3)
• Correction step: Compute the guaranteed state estimation set Xˆk+1 at
time k given by
Xˆk+1 = X¯k+1 ∩ Xyk+1 . (4.4)
Figure 4.1 illustrates the three steps necessary to compute the guaranteed
state estimation set Xˆk+1 for the multivariable system (4.1). At time k, the
blue set Xˆk contains the state xk. The red set represents the predicted
state estimation set X¯k+1 computed using (4.2). The green set represents
the consistent state set Xyk+1 with the output measurement yk+1. This set
is intersected with the predicted state estimation set according to (4.4) to
construct the red set Xˆk+1.
Generally, the set that contains the state is assumed to have a particular
geometrical form (zonotope, ellipsoid, etc.). Thus, the exact state estimation
set Xˆk+1 that contains xk+1 at time k + 1, which is the intersection between
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Xyk+1
Xˆk
X¯k+1
Xˆk+1
xk
xk+1
Figure 4.1: Illustration of set-membership estimation steps
X¯k+1 and Xyk+1 , has not this particular form and has to be approximated
(outerbounded to guarantee the estimation) by a set having the same par-
ticular form with the previous state estimation set. The aim is to ﬁnd the
tightest set Xˆk+1 that outer-bound X¯k+1 ∩ Xyk+1 in terms of the estimation
accuracy and complexity.
In the literature, there are several authors interested in this estimation
problem by using zonotopes (e.g. [26], [27]) and ellipsoids (e.g. [61], [24]).
These methods are analyzed in the two next sections.
4.3 Zonotopic state estimation
Zonotopes are largely used to solve the estimation problem for systems with
bounded perturbations and bounded measurement noises. The two ﬁrst steps
(prediction and measurement steps) are similar in all the methods. The dif-
ference is in the construction of the state estimation set in the correction
step which outerbounds the intersection between the predicted state estima-
tion set and the set consistent with the measurements. Four methods will
be presented: Singular Value Decomposition-based method [27], segments
minimization method [2], volume minimization method [2] and the P -radius
minimization method [67]. A synthesis of these methods can be found in
[64].
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4.3.1 Singular Value Decomposition-based method
The zonotope bounding the perturbations ωk is supposed to be a centered
zonotope represented by W = FBnx and the measurement noises are sup-
posed to belong to a centered parallelotope V which can be described by
V = ΣBny , with Σ ∈ Rny×ny an invertible matrix. With these notations, at
each sample time k there exists a vector bk ∈ Bny such that the measurement
noise at time instant k is computed by vk = Σbk.
Assume that at time k the zonotopic guaranteed state estimation is Zˆk =
pˆk ⊕ HˆkBr, with r ∈ N∗ (i.e. xk ∈ Zˆk). Using the state equation of the
mathematical model (4.1), the predicted zonotopic state estimation Z¯k+1
that contains the state xk at time k + 1 is given by
Z¯k+1 = A · Z¯k ⊕ FBr = A ·
(
pˆk ⊕ HˆkBr
)
⊕ FBnx . (4.5)
Using Property 3.1 and Property 3.2, the predicted zonotopic state esti-
mation Z¯k+1 is
Z¯k+1 = p¯k+1 ⊕ H¯k+1Br+nx , (4.6)
with p¯k+1 = Apˆk and H¯k+1 =
[
AHˆk F
]
.
There is a small diﬀerence with the set-membership steps presented in
Section 4.2. Indeed, the consistent state set with the measurement Xyk+1 is
not explicitly used. The extended space Rr+nx of X¯k+1, called abstract space,
is decomposed into two complementary sub-spaces by using the singular value
decomposition: the ﬁrst is inﬂuenced by the measurement, while the second
is not aﬀected by the measurement.
Consider the prediction of the measurement at time k + 1 given by:
y¯k+1 = Cp¯k+1, (4.7)
where the state is chosen equal to the center of the predicted zonotopic
estimation set xk+1 = p¯k+1.
The diﬀerence between the measurement yk+1 and the predicted measure-
ment y¯k+1 has the following expression:
yk+1 − y¯k+1 = C(xk+1 − p¯k+1) + Σbk+1. (4.8)
As Σ is an invertible matrix, multiplying (4.8) with Σ−1 gives:
Σ−1(yk+1 − y¯k+1) = Σ−1C(xk+1 − p¯k+1) + bk+1. (4.9)
As xk+1 ∈ Z¯k+1, there exists a value s ∈ Br+nx such that xk+1 = p¯k+1+H¯k+1s.
Thus, the following expression is veriﬁed:
η − bk+1 =MH¯k+1s, (4.10)
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with η = Σ−1(yk+1 − y¯k+1) and M = Σ−1C. The correction step consists
in outerbounding the intersection between the box Br+nx and the domain of
the possible values of s resulting from the equation (4.10).
The procedure proposed in [27] for computing the zonotopic guaranteed
state estimation is based on the Singular Value Decomposition (SVD) of the
matrix resulted from the product MH¯k+1 ∈ Rny×(r+nx):
MH¯k+1 = USV
⊤ =
[
U1 U0
] [S1 0
0 0
] [
V ⊤1
V ⊤0
]
, (4.11)
with U⊤U = I and V ⊤V = I and S1 a diagonal matrix with non-zero
elements which are the singular values of MH¯k+1.
In (4.11) V0 and V1 are the new base and, thus, in the new base, the
vector s can be decomposed as:
s = V0δ0 + V1δ1, (4.12)
where, δ0 = V
⊤
0 s, δ1 = V
⊤
1 s, with δ0, δ1 the coordinates of s in the new base.
With these new notations, the equation (4.10) is equivalent to:
η − bk+1 =MH¯k+1(V0δ0 + V1δ1). (4.13)
Replacing MH¯k+1 by its Singular Value Decomposition leads to:
η − bk+1 = U1S1V ⊤1 (V0δ0 + V1δ1). (4.14)
From the expressions U⊤U = I and V ⊤V = I, it leads to U⊤1 U1 = I,
V ⊤0 V0 = I, V
⊤
1 V1 = I, V
⊤
1 V0 = 0, V
⊤
0 V1 = 0. Thus, the equation (4.14) is
equivalent to:
δ1 = S
−1
1 U
⊤
1 η − S−11 U⊤1 bk+1. (4.15)
Because bk+1 is an interval vector, from the definition of a zonotope, a suffi-
cient condition for the equation (4.15) or (4.10) is the following:
δ1 ∈ Z1 = Z(S−11 U⊤1 η;S−11 U⊤1 ). (4.16)
From the equation (4.12), the images of s in the sub-space generated by V1
and the sub-space generated by V0 are shown by:
δ1 ∈ Z(0;V ⊤1 ), δ0 ∈ Z(0;V ⊤0 ). (4.17)
Combining the results of (4.16) and (4.17), it leads to:
δ1 ∈ Z1 ∩ Z(0;V ⊤1 ), δ0 ∈ Z(0;V ⊤0 ). (4.18)
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Then, the next step consists in outerbounding the intersection between the
zonotope Z1 and Z(0;V ⊤1 ). In [27], the intersection of the interval hull of
two zonotopes is used (Property 3.3). This intersection is given by:
Z(ptemp;Htemp) = Z(S−11 U⊤1 η; rs(S−11 U⊤1 )) ∩ Z(0; rs(V ⊤1 )). (4.19)
Combining between (4.12), (4.18) and (4.19), s belongs to the following zono-
topic set
s ∈ Z(V1ptemp;
[
V1Htemp V0V
⊤
0
]
). (4.20)
Thus, the guaranteed state estimation set at time k + 1 is:
Zˆk+1 = Z(p¯k+1 + H¯k+1V1ptemp;
[
H¯k+1V1Htemp H¯k+1V0V
⊤
0
]
). (4.21)
Detailed explanations about this zonotope-based estimation method can be
found in [27], [29]. This method is used for fault detection purpose in [77].
An improved version of this algorithm which consists in replacing the in-
tersection of two boxes (4.19) by a zonotopic outer approximation of the
intersection between two zonotopes is presented in [28]. The Singular Value
Decomposition method permits to rapidly obtain a guaranteed state estima-
tion but it can not guarantee that the size of this guaranteed state estimation
is optimized at each sampling time.
4.3.2 Segments minimization method
In this method [2], the case of Single-Output systems (i.e. ny = 1 in (4.1))
is considered. Then the output is written as:
yk = c
⊤xk + vk, (4.22)
with vk ∈ V and c ∈ Rnx×1. The disturbances are bounded by a centered
zonotope W = FBnx and the measurement noise is bounded by a centered
interval V = σB1 with σ ∈ R+.
Suppose that at time k the guaranteed zonotopic state estimation is
Zˆk = pˆk ⊕ HˆkBr. Similar to (4.6) in the Singular Value Decomposition-
based method, the predicted zonotopic state estimation Z¯k+1 at time k + 1
is given by:
Z¯k+1 = p¯k+1 ⊕ H¯k+1Br+nx , (4.23)
with p¯k+1 = Apˆk and H¯k+1 =
[
AHˆk F
]
.
According to (4.22), the consistent state set with the measurement is a
strip:
Xyk+1 = S (yk+1, c, σ) = {xk+1 ∈ Rnx , σ ∈ R∗+ : |c⊤xk+1 − yk+1| ≤ σ}. (4.24)
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The guaranteed zonotopic state estimation Zˆk+1 containing the state xk+1 is
the intersection between the predicted zonotopic state estimation Z¯k+1 and
the strip Xyk+1 . Using the Property 3.5, this intersection is outerbounded by
a family of zonotopes parametrized by the vector λ, i.e. Zˆk+1(λ) ⊇ Z¯k+1 ∩
Xyk+1 , as follows:
Zˆk+1(λ) = pˆk+1(λ)⊕ Hˆk+1(λ)Br+nx+1, (4.25)
with pˆk+1(λ) = Apˆk + λ(yk+1 − c⊤Apˆk) and
Hˆk+1(λ) =
[
(I − λc⊤)AHˆk (I − λc⊤)F σλ
]
.
Then, the objective is to determine the vector λ in order to minimize the
size of the zonotopic state estimation Zˆk+1(λ) given by (4.25).
In order to minimize the size of the zonotope Zˆk+1(λ), this subsection
proposes to compute λ in such a way that the size of the segments that
generate Zˆk+1(λ) is minimized [2]. Taking into account that the segments of
the zonotope Zˆk+1(λ) = pˆk+1(λ)⊕Hˆk+1(λ)Br+nx+1 are represented by means
of the columns of the matrix Hˆk+1(λ), a measure of the size of the zonotope
Zˆk+1(λ) is the Frobenius norm of Hˆk+1(λ). In this case, an optimal value λ∗
minimizing this Frobenius norm is obtained.
To do this, the matrix Hˆk+1(λ) is decomposed in the following form:
Hˆk+1(λ) =M + λa
⊤, (4.26)
with
M =
[
AHˆk F 0nx×1
]
and a⊤ =
[−c⊤AHˆk −c⊤F σ] . (4.27)
The Frobenius norm of Hˆk+1(λ) is computed by:
‖Hˆk+1(λ)‖2F = ‖M + λa⊤‖2F ,
= Tr((M⊤ + aλ⊤)(M + λa⊤)),
= Tr(M⊤M) + Tr(aλ⊤M) + Tr(M⊤λa⊤) + Tr(aλ⊤λa⊤),
= 2λ⊤Ma+ a⊤aλ⊤λ+ Tr(M⊤M).
(4.28)
The minimum of ‖Hˆk+1(λ)‖2F is obtained when
d‖Hˆk+1(λ)‖2F
dλ
= 0. This
means that:
d(2λ⊤Ma+ a⊤aλ⊤λ+ Tr(M⊤M))
dλ
= 0, (4.29)
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or:
2Ma+ 2a⊤aλ∗ = 0. (4.30)
The optimal value of the vector λ is then computed by:
λ∗ =
−Ma
a⊤a
. (4.31)
Using the expressions of M and a in (4.27), λ∗ is
λ∗ =
HˆkHˆ
⊤
k c
c⊤HˆkHˆ⊤k c+ σ
2
. (4.32)
This method permits a fast computation of the vector λ which can be used
in fast real-time systems. However the result of approximation is sometimes
conservative as illustrated in [2].
4.3.3 Volume minimization method
This method [2] is proposed in order to improve the accuracy of the estima-
tion obtained with the method presented in Subsection 4.3.2. Here, the case
of Single-Output systems is also considered and the zonotope Zˆk is supposed
to contain the state xk at time k. Similar to the minimization of the seg-
ments of the zonotopes, the zonotopic state estimation Zˆk+1 is given by the
equation (4.25) and parametrized by the vector λ:
Zˆk+1(λ) = pˆk+1(λ)⊕ Hˆk+1(λ)Br+nx+1, (4.33)
with pˆk+1(λ) = Apˆk + λ(yk+1 − c⊤Apˆk) and
Hˆk+1(λ) =
[
(I − λc⊤)AHˆk (I − λc⊤)F σλ
]
.
The vector λ is determined such that the volume of the zonotope Zˆk+1(λ)
is minimized. The volume of a zonotope Z = p⊕HBm ∈ Rn, with m ≥ n is
given by the following formula [100], [75]:
V ol(Z) = 2n
(
n
m
)
∑
i=1
|det [Hs1(i) Hs2(i) . . . Hsn(i)] |, (4.34)
where
(
n
m
)
is the number of all the diﬀerent ways of choosing n elements
between m elements, Hi is the ith column of H and sj(i) (with j = 1, . . . , n
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and i = 1, . . . ,
(
n
m
)
) denotes each one of diﬀerent ways of choosing n ele-
ments from a set of m elements. These integers satisfy 1 ≤ s1(i) < s2(i) <
. . . < sn(i) ≤ m.
Using this formula, the volume of the zonotope Zˆk+1(λ) is given by:
V ol(Zˆk+1(λ)) = 2nx
(
nx
r + nx
)
∑
i=1
det((I − λc⊤)Di)+
+2nx
(
nx − 1
r + nx
)
∑
i=1
det(
[
(I − λc⊤)Ei σλ
]
),
(4.35)
where Di is each of diﬀerent matrices obtained by choosing nx columns of
matrix Hˆk+1, Ei is each of diﬀerent matrices obtained by choosing nx − 1
columns of matrix Hˆk+1. In [2], it is proven that the expression (4.35) can
be rewritten in the form:
V ol(Zˆk+1(λ)) = 2nx
(
nx
r + nx
)
∑
i=1
|1− c⊤λ||det(Di)|+
+2nx
(
nx − 1
r + nx
)
∑
i=1
σ|det [Ei qi] ||q⊤i σ|,
(4.36)
where qi is orthonormal to Im(Ei) (image of Ei) with q
⊤
i qi = 1 and q
⊤
i Ei = 0.
Note that expression (4.36) is a convex function of λ. Then the volume of
the zonotope Zˆk+1 is a convex function of λ. This means that obtaining the
optimal value of the vector λ (denoted by λ∗) that minimizes the volume of
the zonotopes Zˆk+1 is a convex problem. Therefore, specialized algorithms
can be used.
This volume based criterion gives an improved result of the approximation
in comparison to the segment based criterion. But the complexity of the
equation (4.36) leads to a considerable increase of the computation time.
Moreover, minimizing the volume of the zonotope can lead to a very narrow
zonotope [2] (i.e. the uncertainty in some directions can remain extremely
large, even when the volume of the zonotope tends to zero).
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4.3.4 P -radius minimization method
The zonotopic P -radius minimization method, [64] and [67], is proposed in
order to overcome the complexity of the volume minimization method and the
low accuracy of the segments minimization method. A comparison was made
in [65] between the P -radius minimization method and the Singular Value
Decomposition (SVD) method. The two methods have a similar computation
time, while the accuracy of the P -radius minimization method is better than
the accuracy obtained by the SVD method. The P -radius minimization
method is ﬁrstly applied to systems with Single-Output (ny = 1). As shown
in the two last subsections, the guaranteed zonotopic state estimation set at
time k + 1, by knowing the guaranteed zonotopic state estimation set Zˆk at
time k, is given by:
Zˆk+1(λ) = pˆk+1(λ)⊕ Hˆk+1(λ)Br+nx+1, (4.37)
with {
pˆk+1(λ) = Apˆk + λ
(
yk+1 − c⊤Apˆk
)
,
Hˆk+1(λ) =
[(
I − λc⊤)AHˆk (I − λc⊤)F σλ] . (4.38)
The vector λ ∈ Rnx is determined in order to minimize the P -radius of the
zonotope Zˆk+1(λ).
The idea is to compute a matrix P = P⊤  0 and a vector λ ∈ Rnx such
that, at each iteration the P -radius of the zonotopic state estimation set is
not increased.
Consider the P -radius of the state estimation set at time instant k:
rk = max
xk∈Zˆk(λ)
‖xk − pˆk‖2P = max
xk∈Zˆk(λ)
(xk − pˆk)⊤P (xk − pˆk) (4.39)
Note that the ellipsoid related to the P -radius of the zonotopic state estima-
tion Zˆk is represented by:
E(pˆk, P, rk) = {xk ∈ Rnx : ‖xk − pˆk‖2P ≤ rk}. (4.40)
The contractiveness of the P -radius rk is ensured by the expression rk+1 ≤
βrk, with β ∈ (0, 1). Due to the presence of disturbances and measurement
noises, this condition is difficult to verify. A relaxation of this condition
can be rk+1 ≤ βrk + ǫ (see [67]), where ǫ is a positive constant which per-
mits to bound the influence of disturbances and measurement noises. For
ǫ = max
ω∈Bnx
‖Fω‖22 + σ2, the non-increasing condition of the P -radius can be
expressed as follows [67]:
rk+1 ≤ βrk + max
ω∈Bnx
‖Fω‖22 + σ2, (4.41)
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with β ∈ (0, 1).
Expression (4.41) is equivalent to:
max
z∈Br+nx+1
‖Hˆk+1zˆ‖2P ≤ max
z∈Br
β‖Hˆkz‖2P + max
ω∈Bnx
‖Fω‖22 + σ2 (4.42)
with zˆ = [z⊤ω⊤η]⊤ ∈ Br+nx+1, z ∈ Br, ω ∈ Bnx , η ∈ B and β ∈ (0, 1). A
sufficient condition for the inequality (4.42) is given in [67]. This consists
in finding the smallest value of β ∈ (0, 1) (for instance via the bisection
algorithm) such that the following LMI optimization is feasible:
max
τ,P,β,Y
τ
subject to 

(1−β)P
σ2+const
 τI

βP 0 0 A⊤P − A⊤cY ⊤
∗ F⊤F 0 F⊤P − F⊤cY ⊤
∗ ∗ σ2 Y ⊤σ
∗ ∗ ∗ P

  0 (4.43)
with const = max
ω∈Bnx
‖Fω‖22 and ∗ denote the terms required for the symmetry
of a matrix. The decision variables are τ > 0, P ∈ Rnx×nx , β ∈ (0, 1) and
Y = Pλ ∈ Rnx .
The LMI optimization problem (4.43) is computed off-line which leads
to a small computation complexity compared to the zonotope volume mini-
mization [67] for a similar accuracy.
Remark 4.1. This method is also applied for the following linear uncertain
discrete-time invariant systems with Single-Output [67]:{
xk+1 = Aδxk + ωk
yk = c
⊤xk + vk
(4.44)
where Aδ belongs to the Schur stable interval matrix [A], the perturbations
ωk belongs to the centered zonotope W = FBnx and the measurement noise
vk ∈ V = σB.
Consider that at time k, the guaranteed zonotope that contains xk is
Zˆk = pˆk ⊕ HˆkBr. Then, it is proved in [64] that the guaranteed zonotopic
state estimation set that contains the state xk+1 at time k + 1 is given by:
Zˆk+1(λ) = pˆk+1(λ)⊕ Hˆk+1(λ)Br+nx+1, (4.45)
with {
pˆk+1(λ) = mid[A]pˆk + λ
(
yk+1 − c⊤mid[A]pˆk
)
,
Hˆk+1(λ) =
[(
I − λc⊤) H¯k+1 σλ] , (4.46)
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where H¯k+1 =
[
mid[A]Hˆk rs(rad[A]|Hˆk|) rs(rad[A]|pˆk|) F
]
.
The objective is also to compute the optimal λ that minimizes the P -
radius of the zonotopes Zˆk+1(λ). The solution is given by solving the follow-
ing LMI optimization problem:
max
τ,β,P,Y
τ
subject to 

(1−β)P
ǫ
 τI

βP 0 0 A˜Ti P − A˜Ti cY T
∗ F TF 0 F TP − F T cY T
∗ ∗ σ2 Y Tσ
∗ ∗ ∗ P

  0
τ > 0
(4.47)
for i = 1, ..., 2q, where A˜i are the vertices of the interval matrix [A], q is the
number of interval elements of [A] and Y = Pλ.
Remark 4.2. Another extension of the P -radius minimization method is
proposed [64] for the case of linear Multi-Output systems (ny > 1 and ωk ∈
V = ΣBny).
Firstly, Natural Single Output extensions are applied by considering each
measurement as a strip in the state-space, then the guaranteed state estima-
tion is obtained by repeating the intersection with each measurement strip.
In these methods, ny correction factors λi, with i = 1, . . . , ny, are computed.
Three Natural Single extensions approaches are considered in the literature
[64]. The ﬁrst approach, called Equivalent Single-Output (ESO), considers
the Multi-Output system as several separated Single-Output systems. This
solution leads to a conservative result due to neglecting the coupling eﬀect
of the initial Multi-Output system. The second approach is the Extended
Single-Output with Coupling Eﬀect (ESOCE). Here, the performance of the
estimation is improved by computing successively, in the same way to the
ﬁrst approach (ESO), the correction factors λi by considering available the
previous correction factors λ1, . . . , λi−1. The Polynomial Matrix Inequality
(PMI) technique is the third approach of the Natural Single Output exten-
sions. Here, the factors λi, with i = 1, . . . , ny, are computed in the same
time contrary to the ESO and ESOCE approaches. The PMI optimization
problem is solved using a LMI relaxation approach proposed by [50], [51]
to ﬁnd a sub-optimal solution to this PMI problem. This leads to a good
accuracy of the estimation compared to the ESO and ESOCE approaches.
Secondly, a Direct Multi-Output solution permitting to consider the in-
formation of all measurements at the same time is proposed to overcome the
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complex problems of the Natural Single Output extensions. Here, the con-
sistent state set with measurements, which is a polytope, is intersected with
a predicted zonotopic state estimation directly (Figure 4.2). This solution
is called Polytope and Zonotope Intersection (PAZI) [64]. This intersection
is outerbounded by a family of zonotopes parametrized by a matrix Λ as
follows [64]:
Zˆk+1(Λ) = pˆk+1(Λ)⊕ Hˆk+1(Λ)Br+nx+ny (4.48)
with pˆk+1(Λ) = Apˆk + Λ(yk+1 − CApˆk) and
Hˆk+1(Λ) =
[
(I − ΛC⊤)AHˆk (I − ΛC⊤)F ΛΣ
]
.
Predicted zonotope
Strip 1
Strip 2
Strip 3
Polytope
Zonotopic outer approximation
Figure 4.2: Outer approximation of the intersection between a zonotope and
a polytope
The computation of the optimal matrix Λ, such that the P -radius of a
guaranteed zonotopic estimation set Zˆk+1 is non-increased, leads to solve the
following optimization problem:
max
τ,β,P,Y
τ
subject to 

(1− β)P
σ21 + . . .+ σ
2
ny
+ max
s∈Bnx
‖Fs‖22
 τI


βP 0 0 A⊤P − A⊤C⊤Y ⊤
∗ F⊤F 0 F⊤P − F⊤C⊤Y ⊤
∗ ∗ Σ⊤Σ Σ⊤Y ⊤
∗ ∗ ∗ P

  0
τ > 0
(4.49)
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with a change of variables Y = PΛ and ∗ denoting the terms required for
the symmetry of a matrix. The Direct Multi-Output solution using a Poly-
tope and Zonotope Intersection (PAZI) improves the estimation performance
compared to the Single Output extensions applied for Multi-Output systems.
The P -radius minimization leads to a good trade-oﬀ between the rapidity
of the segments minimization and the accuracy of the volume minimization of
a zonotope making suitable this method for set-membership state estimation.
It is also important to note that each zonotopic state estimation set im-
plies an ellipsoid related to the P -radius of this zonotope. Set-membership
state estimation approaches using ellipsoids will be presented in the next
section.
4.4 Ellipsoidal state estimation
Ellipsoids have been used by diﬀerent authors [36], [80], [81] due to the
simplicity of formulation. This method is applied for systems with Single-
Output, but can be easily extended to the case of Multi-Output systems by
considering each measurement given as a strip in the state-space, and the
guaranteed state estimation is obtained by repeating the intersection with
each strip measurement1. Then, the system is as follows:{
xk+1 = Axk + Fωk,
yk = c
⊤xk + σvk,
(4.50)
where xk ∈ Rnx is the state vector, yk ∈ R is the measurement output, ωk ∈
Rnx and vk ∈ R represent the state disturbances and the measurement noises,
respectively. Here, A, c, F and σ have the appropriate dimensions, with the
additional hypothesis that the pair (c⊤, A) is detectable. It is assumed that
the initial state x0 belongs to the bounded ellipsoidal set E(P−10 , c0), the
perturbations are bounded by the ellipsoidal sets ωk ∈ E(Inx , 0nx×1) and the
measurement noise is bounded by the unitary interval vk ∈ B. Suppose that
at time k the ellipsoidal set Eˆk(Pˆ−1k , cˆk) contains the state xk. The objective
is to compute the ellipsoidal set Eˆk+1(Pˆ−1k+1, cˆk+1) that guarantees to contain
the state xk+1 at time k + 1.
The predicted ellipsoidal set E¯k+1(P¯−1k+1, c¯k+1) at time k + 1 is given by:
E¯k+1(P¯−1k+1, c¯k+1) = AEˆk(Pˆ−1k , cˆk) ∪ FE(Inx , 0nx×1). (4.51)
1It is better to perform the intersection between the predicted ellipsoidal estimation
set directly with the consistent state set with measurements, which is a polytope instead
of computing succesive intersections with the measurement strips. This is similar to the
PAZI approach (Direct Multi-Output solution) compared to the Natural Single Output
extensions as detailed in [64].
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Using Property 3.7, with b = 0nx×1, (4.51) can be rewritten as:
E¯k+1(P¯k+1, c¯k+1) = Eˆk((APˆkA⊤)−1, Acˆk) ∪ E(FF⊤, 0nx×1). (4.52)
Applying Property 3.8 means that there exists φ = [φ1, φ2]
⊤ ∈ R2 such that:{
c¯k+1 = Acˆk
P¯k+1 = φ
−1
1 P1k + φ
−1
2 P2k
(4.53)
with P1k = APˆkA
⊤, P2k = FF
⊤ and φ1 + φ2 = 1. The objective is to ﬁnd φ
which minimizes the size of the ellipsoid E¯k+1(P¯−1k+1, c¯k+1). This problem can
be solved using the trace or the determinant criteria. This will be developed
in the next two subsections.
The consistent state set measurement is represented by the following strip
(see (4.24) for more details):
Xyk+1 = S (yk+1, c, σ) = {xk+1 ∈ Rnx , σ ∈ R∗+ : |c⊤xk+1 − yk+1| ≤ σ}. (4.54)
The correction step consists in computing the intersection between the
ellipsoid resulting after the prediction step and the strip representing the
measured output. For this, the Outer Bounding Ellipsoid (OBE) algorithm
[39] is used. In this step, the set Eˆk+1(Pˆ−1k+1, cˆk+1) is found. This set is
computed as follows:
E¯k+1(P¯−1k+1, c¯k+1) ∩ Xyk+1 ⊆ Eˆk+1(Pˆ−1k+1, cˆk+1) (4.55)
with the measurement consistent state set
Xyk+1 = {xk+1 ∈ Rnx : |y′k+1 − c′⊤xk+1| ≤ 1}, with y′k+1 = yk+1σ and c′ = cσ.
This allows us to apply Property 3.9 in (4.55), leading to:

cˆk+1 = c¯k+1 +
ψδ
1 + ψg
P¯k+1c
′
Pˆk+1 =
(
1 + ψ − ψδ
2
1 + ψg
)(
P¯k+1 − ψ
1 + ψg
P¯k+1c
′c′⊤P¯k+1
) (4.56)
with g = c′⊤P¯k+1c
′, δ = y′k+1 − c′⊤c¯k+1 and ψ ≥ 0.
The resulting solution may be suboptimal if an hyperplane does not in-
tersect the predicted ellipsoid E¯k+1(P−1k+1, ck+1). In this case, a contraction
of the strip by translating the hyperplane parallel to itself is done until it
becomes tangent to the predicted ellipsoid (see Fig.4.3) [39].
The new ellipsoid contains the free parameter ψ ≥ 0 which actually de-
ﬁnes its position, size and orientation. Several criteria were developed to
calculate this parameter. In the next two subsections, the trace criterion [39]
and the determinant criterion [39] will be presented.
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x2
x1
Figure 4.3: Relative position between the strip and the predicted ellipsoid
4.4.1 Trace criterion
The size of an ellipsoid can be measured by its sum of square of the length
of its semi-axes. It corresponds to the trace of its shape and size matrix.
Minimizing the trace of the size and shape matrix of an ellipsoid is largely
used in the literature [36], [39].
For the prediction step, the objective is to ﬁnd φ that minimizes the size
of the ellipsoid E¯k+1(P¯−1k+1, c¯k+1). The criterion is the following:
φ∗ = argmin
φ
Tr(P¯k+1), (4.57)
with P¯k+1 is given by (4.53).
The advantage of this method is that an explicit solution for φ∗ can be
given (see [36] for the proof of concept):
φ∗i =
(√
Tr(P1k) +
√
Tr(P2k)
)−1√
Tr(Pik), (4.58)
leading to the following optimal value of P¯k+1:
P¯k+1 =
(√
Tr(P1k) +
√
Tr(P2k)
)(
P1k√
Tr(P1k)
+
P2k√
Tr(P2k)
)
. (4.59)
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For the correction step, the objective is to ﬁnd ψ > 0 that minimizes
the size of the ellipsoid Eˆk+1(Pˆ−1k+1, cˆk+1) given by (4.56). The minimal trace
ellipsoid is obtained by solving the following optimization problem:
ψ∗ = argmin
ψ≥0
Tr(Pˆk+1). (4.60)
Applying the fact that Tr(M + uv⊤) = Tr(M) + v⊤u with M = P¯k+1,
u = P¯k+1c
′ and v = − ψ
1 + ψg
P¯k+1c
′ to the trace of Pˆk+1 in (4.56) leads to:
Tr(Pˆk+1) =
(
1 + ψ − ψδ
2
1 + ψg
)(
µ− ψγ
1 + ψg
)
(4.61)
with µ = Tr(P¯k+1) and γ = c
′⊤P¯ 2k+1c
′.
The optimal value of ψ is the solution of:
dPˆk+1(ψ)
dψ
= 0. (4.62)
As ψ has to verify a condition of positivity (ψ ≥ 0) while satisfying (4.62), it
means that ψ is the unique positive real root (Descartes’s Rule of Signs [5])
of the following third degree polynomial:
dPˆk+1(ψ)
dψ
= 0⇐⇒ ψ3 + β1ψ2 + β2ψ + β3 = 0 (4.63)
with 

β1 =
3
g
> 0
β2 =
g [µ (1− δ2)− γ] + 2 [gµ− γ (1− δ2)]
g2 (gµ− γ)
β3 =
µ (1− δ2)− γ
g2 (gµ− γ)
(4.64)
where β3 and β2 have the same sign.
4.4.2 Determinant criterion
Minimizing the volume of an ellipsoid in also used in literature. It is propor-
tional to the square of the product of the length of its axes, which corresponds
to the determinant of the shape and size matrix. The logarithm2 of this ma-
trix is generally minimized.
2For example if the matrix P is diagonal, det(P ) is the product of its diagonal elements.
Then log det(P ) will be the sum of these diagonal elements. This permits to linearize the
criterion.
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For the prediction step, it leads to minimize the following criterion:
φ∗ = argmin
φ
log det(P¯k+1), (4.65)
with P¯k+1 given by (4.53).
There is no explicit solution for this minimization (4.53) problem. The
recursive algorithm gives:
P¯k+1 = α
−1
k+1P1k + (1− αk+1)−1P2k , such that αk+1 ∈ (0, 1). (4.66)
The optimal value α∗k+1 is obtained by solving a convex optimization
problem of one dimension:
α∗k+1 = arg min
0<αk+1<1
log det(α−1k+1P1k + (1− αk+1)−1P2k) (4.67)
Then, standard iterative methods for solving convex constrained optimization
problems can be applied. Finally, φ∗ can be rewritten as φ∗ =
[
α∗k+1 1− α∗k+1
]⊤
.
For the correction step, the objective is to minimize the size of the ellipsoid
Eˆk+1(Pˆ−1k+1, cˆk+1) by solving:
ψ∗ = argmin
ψ≥0
log det(Pˆk+1), (4.68)
with Pˆk+1 given by (4.56).
Applying the fact that det(θK) = θnxdet(K), with θ = 1+ψ− ψδ
2
1 + ψg
∈ R
and K ∈ Rnx×nx and the fact that det(I + uv⊤) = 1 + v⊤u, with u = P¯k+1c′
and v = − ψ
1 + ψg
c′, then the determinant of Pˆk+1 in (4.56) can be computed
as follows:
det(Pˆk+1) =
(
1 + ψ − ψδ
2
1 + ψg
)nx det(P¯k+1)
1 + ψg
(4.69)
The minimal volume ellipsoid is obtained by solving the following optimiza-
tion problem:
ψ∗ = argmin
ψ≥0
h(ψ) (4.70)
with h (ψ) =
(
1 + ψ − ψδ
2
1 + ψg
)nx
1 + ψg
.
A sufficient condition for ψ is that:
dh (ψ)
dψ
= 0, with ψ ≥ 0, (4.71)
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which leads to the following solution (see [39] for more details):
ψ∗ =


− (2nx − g − 1 + δ2) +
√
∆
2 (nx − 1) g , if ∆ ≥ 0
0, otherwise
(4.72)
with ∆ = (g − 1− δ2)2 + 4δ2 (δ2 − 1) and nx equal to the dimension of xk.
It can be noticed that ψ∗ = 0 means that the ellipsoid E¯k+1(P¯−1k+1, c¯k+1) does
not change compared to Eˆk+1(Pˆ−1k+1, cˆk+1) (i.e. Eˆk+1 = E¯k+1).
Ellipsoids are also largely used in set-membership estimation domain.
It oﬀers an estimation with lower accuracy but with a gain in complexity
comparing to zonotopes (lower computation time) [36].
4.5 Combined estimation based on zonotopes
and ellipsoids
This section proposes an improved method which takes advantage of the
good estimation accuracy obtained via the zonotopic minimization and the
low complexity proven by the ellipsoidal minimization [12], which is the ﬁrst
contribution in this thesis. The P -radius zonotopic estimation method is cho-
sen for the reason that an ellipsoid is associated to the zonotopic estimation
set related to the P -radius. For the ellipsoidal estimation method, the trace
criterion is chosen due the simplicity of the method (explicit solution for the
prediction step) with good estimation accuracy. In fact, when the P -radius
is decreasing slowly during the last iterations of the zonotopic estimation,
(i.e. the solution is close enough to an optimum), we propose to outer ap-
proximate the zonotopic estimation set by an ellipsoid and to continue the
procedure via the ellipsoidal set-membership estimation. This leads to gain
in rapidity of the estimation, while keeping an acceptable level of accuracy.
Computing the zonotopic state estimation set via the minimization of
the P -radius (i.e. solving the optimization problem (4.43)) allows computing
the P -radius of the zonotope and its associated ellipsoid. At inﬁnity, the
non-increasing condition of the P -radius (4.41) leads to:
r∞ =
σ2 + const
1− β , (4.73)
with const = max
ω∈Bnx
‖Fω‖22. This can be visualized in Figure 4.4, where the
blue zonotope is the guaranteed state estimation at each iteration and the
red ellipsoid is related to the P -radius of the zonotopic state estimation set.
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Iteration k Iteration k + 1 Iteration k + 2
Figure 4.4: Evolution of the guaranteed state estimation
The ellipsoid related to the P -radius is usually an approximation of the
zonotope, with the same center and direction as the zonotope (e.g. the
blue ellipsoid in Fig. (4.5)). In order to obtain an outer ellipsoid that will
outer approximate the zonotope, the ellipsoid related to the P -radius will be
scaled by a positive scalar α (as illustrated by the red ellipsoid in Fig. (4.5)).
Algorithm 1 formulates the proposed method.
Figure 4.5: Scaled ellipsoidal outer-bounding approximation of a zonotope
based on the P -radius technique
Algorithm 1 :
Inputs:
N : length of the simulation horizon;
ǫ: desired level of accuracy of the P -radius;
x0: initial state vector;
Zˆ0: initial state set;
l: length of the horizon of slow variation of the P -radius;
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Outputs:
test = 1;
for k = 1 : N
if (|rk − rk−l| ≥ ǫ and test = 1) or (k ≤ l) then
Compute the zonotope estimation Zˆk and its P -radius according to
(4.37), (4.38) and (4.43);
test = 1;
else if |rk − rk−l| ≤ ǫ and test = 1 then
Compute the scaled ellipsoid Eˆk by ﬁnding the optimal α according to
Proposition 4.1;
test = 0;
else
Compute the ellipsoid estimation Eˆk via the trace minimization estima-
tion according to (4.53), (4.56), (4.59) and (4.60);
test = 0;
end
Collect the measurement yk;
end
Figure 4.6 shows a diagram that summarizes the proposed approach.
It means that if the P -radius does not change with respect to a relative
accuracy during the last l iterations, a transition to the ellipsoidal estimation
is made and the algorithm continues with the ellipsoidal estimation until the
end of the simulation. In addition, the scalar ǫ is ﬁxing the speed of transition
to the ellipsoidal estimation method (i.e. it is inversely proportional to the
speed of this transition). At the moment of transition, an ellipsoidal outer
approximation is chosen as an outer bound of the zonotopic estimation with
the same center and direction (given by the P matrix) as the ellipsoid related
to the P -radius of the zonotopic estimation. This can be conservative but
guarantees the estimation. Therefore, the parameter α ∈ (0, 1) has to be
found in order to minimize the size of the ellipsoid Eˆk = {xk ∈ Rnx : (xk −
pˆk)
⊤α(rkP
−1)−1(xk − pˆk) ≤ 1}, where pˆk is the center of the zonotope to be
outer bounded and rk its P -radius.
This can be formulated as an optimization problem that has to be veriﬁed
for all the vertices of the zonotope Zˆk:
max
α∈R
α
subject to {
0 < α ≤ 1
(xk − pˆk)⊤αPr−1k (xk − pˆk) ≤ 1, ∀xk ∈ VZˆk .
(4.74)
The reader will note that this optimization problem has to be veriﬁed for all
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Inputs:N, ǫ, x0, Zˆ0, l
(|rk − rk−l| ≥ ǫ)or(k < l)
Compute the scaled ellipsoid Eˆk
Compute the ellipsoidal estimation Eˆk
via the trace minimization method
Compute the zonotopic estimation
set Zˆk and its P -radius rk
Yes No
Figure 4.6: Diagram of the combined method
the vertices VZˆk of the zonotope Zˆk. This requires a large computation time
to solve the optimization problem (4.74). For this, it is suitable to ﬁnd a
method reducing the number of vertices to be checked to compute α.
Let us denote by x¯Zˆk the furthest vertex from the center of the zonotope.
Then, the following proposition avoids the vertex enumeration when solving
the optimization problem (4.74). In fact, this allow us to reformulate (4.74)
by computing the maximum of a given functional in the set of vertices.
Proposition 4.1. Consider a symmetric positive deﬁnite matrix P = P⊤ ≻
0 ∈ Rnx×nx , the state vector xk ∈ Rnx , the furthest vertex x¯Zk ∈ Rnx , the
P -radius rk > 0 of the zonotope Zˆk and pˆk ∈ Rnx its center and the scalar
α ∈ (0, 1). If (x¯Zˆk − pˆk)⊤αPr−1k (x¯Zˆk − pˆk) ≤ 1, then (xk − pˆk)⊤αPr−1k (xk −
pˆk) ≤ 1, ∀xk ∈ VZˆk .
Proof
Expression (4.39) can be formulated as follows
(x¯Zˆk − pˆk)⊤P (x¯Zˆk − pˆk) = rk, (4.75)
with x¯Zˆk the furthest vertex from the center of the zonotope Zˆk.
This means that
(xk − pˆk)⊤P (xk − pˆk) ≤ (x¯Zˆk − pˆk)⊤P (x¯Zˆk − pˆk), ∀xk ∈ VZˆk . (4.76)
Assume that ∃α ∈ (0, 1) such that
(x¯Zˆk − pˆk)⊤αPr−1k (x¯Zˆk − pˆk) ≤ 1. (4.77)
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This inequality can be rewritten as
(x¯Zˆk − pˆk)⊤P (x¯Zˆk − pˆk) ≤
rk
α
. (4.78)
From (4.76) and (4.78) it is inferred that
(xk − pˆk)⊤P (xk − pˆk) ≤ rk
α
, ∀xk ∈ VZˆk (4.79)
which is equivalent to
(xk − pˆk)⊤αPr−1k (xk − pˆk) ≤ 1, ∀x ∈ VZˆk . (4.80)
This proposition avoids solving the optimization problem (4.74) for all
the vertices of the zonotope (only the furthest vertex will be now considered
in (4.74)) and gives a reduced computation time. The next example shows
the performances of this combination method.
Example 4.1. Consider the following linear discrete-time invariant system:

xk+1 =
[
1 1
0 0.8
]
xk +
[−0.24
0.04
]
ωk
yk =
[−2 1]xk + 0.4vk
(4.81)
with ‖vk‖∞ ≤ 1, ‖ωk‖∞ ≤ 1. The initial state belongs to the box 3B2. The
order of the zonotope is limited to m ≤ 20 in order to have a fast simulation.
Figure 4.7 and its zoom (Fig. 4.8) show the evolution domains containing
the state set for the 20 ﬁrst iterations.
In red, the P -radius-based zonotopic guaranteed state estimation sets at
each iteration and in green the ellipsoid related to its P -radius. The blue
ellipsoid is the guaranteed state estimation domain obtained by the ellipsoidal
estimation using the trace criterion. Note that the non-increasing condition
of the P -radius is veriﬁed. After 15 iterations, the green ellipsoid related to
the P -radius is completely contained into the zonotopic estimated set (Fig.
(4.8)).
Figures 4.9 and 4.11 and their zoom (Fig. 4.10 and 4.12, respectively)
illustrate the bounds of x1 and x2 after 120 iterations obtained with the three
estimation method: the P -radius based zonotopic estimation, the trace-based
ellipsoidal estimation and the proposed method.
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Figure 4.7: State-space sets
Figure 4.8: Zoom of state-space sets
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Figure 4.9: Bounds of x1
Figure 4.10: Zoom of x1
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Figure 4.11: Bounds of x2
Figure 4.12: Zoom of x2
The magenta dashed lines are obtained by the ellipsoidal estimation using
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the trace minimization criterion. The blue lines are obtained by the zonotopic
estimation based on the P -radius minimization and red dashdot lines are
obtained using the proposed method. The red stars represent the real state
of the system, which is inside the estimated sets.
The computation time after 120 iterations is 0.27s for P -radius-based
zonotopic estimation, 0.08s for the trace-based ellipsoidal estimation and
0.15s for the proposed method, which is a good trade-oﬀ (see Table 4.1).
These results are obtained using an Intel Core Duo E8500 3.16GHz. The
tuning parameters used in Algorithm 1 are: ǫ = 10−5 and l = 5.
Table 4.1: Total computation time after 120 time instants
Algorithm Time (second)
Proposed method 0.15
Trace-based ellipsoidal estimation 0.08
P -radius-based zonotopic estimation 0.27
Figure 4.13 shows the P -radius evolution using the zonotopic estimation.
Note that the P -radius is decreasing at each iteration. At the moment of
transition to the ellipsoidal estimation, the value of the P -radius is equal to
0.1463.
Figure 4.13: P -radius evolution of the zonotopic estimation
Figure 4.14 compares the volume of the state estimation sets obtained
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by the considered approaches. The minimal volume is obtained by the P -
radius-based method, while with the proposed method the volume is the same
until just before the transition and it does not degrade too much after the
transition. The proposed method permits to gain 59% in computation time
compared to the P -radius-based zonotopic estimation with a degradation of
volume of 36% compared to the P -radius-based zonotopic estimation, which
remains reasonable.
Figure 4.14: Comparison of the volume of state estimation sets
This conﬁrms the objective of the proposed algorithm oﬀering good ac-
curacy compared to the ellipsoidal estimation, while reducing the complexity
compared to the zonotopic estimation.
4.6 Conclusion
The aim of this chapter was twofold: comparing zonotopic and ellipsoidal set-
membership estimation techniques, and proposing a new approach allowing
a trade-oﬀ between zonotopic and ellipsoidal state estimation approaches.
This chapter begins with the state-of-the-art on the state estimation tech-
niques using zonotopes and ellipsoids for linear systems.
The main part of this chapter consists in proposing an improved method
which combines the advantages of the zonotopic set-membership state esti-
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mation (i.e. accuracy) and of the ellipsoidal set-membership estimation (i.e.
reduced complexity). This is formulated as an optimization problem which
starts with the zonotopic estimation and continues with the ellipsoidal esti-
mation. A new criterion based on the P -radius of the zonotopic estimation
is used to make the transition. In fact, when the P -radius of the zonotope
is decreasing very slowly in the last iterations, an outer ellipsoidal approxi-
mation of the zonotope is considered to continue the state estimation with
the ellipsoidal set-membership technique. This outer ellipsoid is obtained by
scaling the ellipsoid related to the P -radius of the zonotope after solving an
optimization problem. This combined method (which is the ﬁrst novelty of
this thesis) leads to a less complex estimation than the zonotopic estima-
tion based on the minimization of the P -radius and more accurate than the
ellipsoidal estimation.
In the next chapter, a new ellipsoidal state estimation approach based on
the minimization of the ellipsoidal radius will be presented.
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Chapter 5
Ellipsoidal state estimation based
on the radius minimization
5.1 Introduction
The set-membership estimation approaches compute at each sample time
instant the estimated set containing all the possible states consistent with
the measurements, the possible perturbations and uncertainties. As shown
in the previous chapter, several sets are used to implement these techniques:
polytopes, parallelotopes, zonotopes, ellipsoids, etc.
Chapter 4 focused on set membership state estimation using ellipsoids
and zonotopes. In fact, ellipsoidal estimation has increased the attention
among researchers in the last years. Indeed, ellipsoids are widely used due
to the simplicity of their formulation. This topic is considerably covered
in [61], which in particular provides an exhaustive solution of the problem
for the sum and the geometrical difference of two ellipsoids. Less efforts
have been devoted to the study of other important operations, such as the
union and the intersection of ellipsoids, although the construction of external
approximations for the intersection of ellipsoids plays a key role for control
design in dynamical systems with ellipsoidal constraints [24]. To minimize
the size of the estimation ellipsoidal set, two methods are mainly considered.
Firstly, the determinant-based criterion is minimized [36], which is equivalent
to minimize the volume of the ellipsoidal set. Secondly, the minimization of
the trace criterion, which is equivalent to minimize the sum of squares of the
half length of the axes of the ellipsoid, is considered in the literature [36].
These two methods offer low complexity suitable for online implementation,
but with a loss of accuracy compared to the polytopic estimation [36].
In addition, as seen in the previous chapter, zonotopes are proposed to
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obtain a trade-oﬀ between the estimation accuracy of polytopes and the
reduced complexity of ellipsoids. To minimize the size of the zonotopic esti-
mation, several methods are proposed in the literature: the Singular Value
Decomposition-based method [27], the minimization of the zonotope seg-
ments [2], the minimization of the zonotope volume [2]. In [67], the min-
imization of the P -radius of the zonotope leads to a trade-oﬀ between the
rapidity of the segments minimization and the estimation accuracy of the
volume minimization of a zonotope. Quite similar results are obtained com-
paring the Singular Value Decomposition-based method and the P -radius
minimization zonotopic method [65]. The P -radius minimization zonotopic
method [67] is also used for linear time-invariant systems with interval uncer-
tainties. However, the P -radius based method imposes a ﬁxed gain to con-
struct the zonotopic estimation set which is parametrized by a vector/matrix
computed oﬀ-line.
In order to overcome these disadvantages, this chapter proposes a new
approach for guaranteed state estimation Multi-Input Multi-Output linear
systems by minimizing the radius of the ellipsoidal estimation set. In this
context, four methods are developed (as illustrated in Figure 5.1):
• Method 1 considers a constant observer gain matrix;
• Method 2 considers an updated observer gain matrix;
• Method 3 considers an updated observer gain with vector scaling tech-
nique;
• Method 4 considers a ﬂexible shape matrix for the ellipsoidal estimation
set.
Methods 1, 2 and 3 are applied for multivariable Linear Time Invariant (LTI)
systems with bounded perturbations and bounded measurement noises. In
Method 1, a constant observer gain matrix related to the center of the ellip-
soid is obtained by solving a Linear Matrix Inequality (LMI) problem. This
result is based on the use of the S-procedure for quadratic functions [19]. To
improve the state estimation, the observer gain is updated online by solving
an LMI optimization problem at each iteration in Method 2. This leads to
a more accurate estimation than Method 1, but with a signiﬁcant increase
of the computation burden. In order to reduce the computation load, while
keeping a suitable level of the estimation accuracy, Method 3 proposes a new
vector scaling technique. Method 3 is extended to the case of uncertain LTI
systems (the evolution and observations matrices have interval uncertainties).
It consists in minimizing the radius of the ellipsoidal estimation set by solving
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an online Linear Matrix Inequality (LMI) problem. It oﬀers less conservative
results than the estimation obtained by the P -radius-based zonotopic esti-
mation method [67] due to the minimization of the ellipsoid radius at each
time instant. For these methods applied for LTI systems and uncertain LTI
systems (Methods 1, 2 and 3 ), the shape of the ellipsoidal estimation set
is initially ﬁxed and does not change along the estimation horizon. Finally,
Method 4 proposes an extension for the case of uncertain Linear Time Vari-
ant (LTV) systems using a ﬂexible shape matrix [14]. The novelty of this
method consists in minimizing the size of the ellipsoidal estimation set by
solving an online Linear Matrix Inequality (LMI) problem, while allowing to
adjust the shape of the ellipsoid, which reduces the conservativeness of the
estimation. This method based on the use of the S-procedure for quadratic
functions [19] is applied to linear time-varying systems with interval uncer-
tainties, bounded perturbations and measurement noises. To improve the
accuracy of the proposed ellipsoidal estimation, quadratic constraints on the
output measurement are added, allowing to reduce the predicted estimation
set due to more accurate measurement data.
Method 1 : constant observer gain matrix
Method 2 : updated observer gain matrix
Method 3 : updated observer matrix & vectorial scaling tech-
nique
Method 4 : updated observer matrix & vectorial scaling technique
& flexible shape matrix
MIMO
LTI systems
bounded perturbations & measurement noises
+ interval uncertainties
+ LTV uncertain systems
Figure 5.1: Diﬀerent methods of a new guaranteed ellipsoidal state estimation
approach
In the following, the general problem of the ellipsoidal estimation is pre-
sented.
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Consider the following discrete-time Linear Time Invariant (LTI) system:{
xk+1 = Axk +Buk + Eωk,
yk = Cxk +Duk + Fωk,
(5.1)
where xk ∈ Rnx is the state vector of the system, uk ∈ Rnu is the input vector,
and yk ∈ Rny is the measured output vector at sample time k. The vector
ωk ∈ Rnx+ny contains the state perturbations and the measurement pertur-
bations1 (noise, oﬀset, etc.), which are non-correlated. Matrices A, B, C, D,
E, and F have the appropriate dimensions, with the pair (C,A) detectable
and the pair (A,B) stabilizable2. It is assumed that the perturbations ωk are
bounded by the unitary interval Bnx+ny and the initial state x0 is bounded
by the ellipsoid E(P0, x¯0, ρ0) = {x ∈ Rnx : (x − x¯0)⊤P0(x − x¯0) ≤ ρ0}, with
x¯0 the initial nominal state. In fact, the matrices E and F represent weights
for the normalized perturbations ωk ∈ Bnx+ny .
Given an ellipsoidal estimation set for xk of the form E(P, x¯k, ρk), with
x¯k the nominal estimated state, the aim of this chapter is to provide an
ellipsoidal state estimation set for xk+1 of the form E(P, x¯k+1, ρk+1).
5.2 Linear Time Invariant systems
In this section, the matrices A, B, C, D, E, and F are supposed constant for
the system (5.1). Three solutions to the proposed ellipsoidal state estimation
problem are given for LTI case: Method 1 with constant observer matrix gain
(Method 1 ), Method 2 with updated observer matrix gain andMethod 3 with
new vector scaling technique. In Method 2 and Method 3, the radius of the
ellipsoidal state estimation set is minimized at each sample time for.
5.2.1 Method 1 : ellipsoidal state estimation method with
a constant observer matrix gain
In the following, a constant observer gain matrix, related to the center of
the ellipsoidal state estimation set, is computed by solving an oﬀ-line LMI
optimization problem.
In this method, the ellipsoidal state estimation set E(P, x¯k+1, ρk+1) that
contains xk+1 is computed in such a way that:
ρk+1 ≤ βρk + σ, (5.2)
1In general, the vector ωk could have any desired dimension ωk ∈ Rω with appropriate
matrices E and F .
2Note that the control uk will be omitted in Sections 5.3 and 5.4 in order to simplify
the writing for estimation purposes.
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where β ∈ (0, 1) and σ is a bounded positive scalar (σ > 0). Imposing this
condition allows us to guarantee the non-increasing property of the ellip-
soidal radius. A similar condition is considered for the P -radius-zonotopic
guaranteed state estimation in [67].
Finding a guaranteed ellipsoid which contains the state vector xk at each
sampling time k is formulated by the following theorem.
Theorem 5.1. Consider an initial state vector x0 and assume that xk ∈
E(P, x¯k, ρk) at time k. Given a scalar β ∈ (0, 1), if there exist a symmetric
positive deﬁnite matrix P = P⊤ ≻ 0 in Rnx×nx , a matrix Y ∈ Rnx×ny and a
scalar σ > 0 for which the following LMI holds for every ωk ∈ VBnx+ny :
 βP 0 A⊤P − C⊤Y ⊤0 σ ω⊤k (E⊤P − F⊤Y ⊤)
PA− Y C (PE − Y F )ωk P

 ≻ 0, (5.3)
then the system state xk+1 at time k + 1 is guaranteed to belong to the
ellipsoid E(P, x¯k+1, ρk+1), for all ωk ∈ Bnx+ny , with the following notations:
Y = PL, (5.4)
x¯k+1 = Ax¯k +Buk + L(yk − Cx¯k −Duk), (5.5)
ρk+1 ≤ βρk + σ. (5.6)
Proof
Since yk = Cxk +Duk + Fωk, for every matrix L of appropriate dimen-
sions, the following equation holds xk+1 = Axk+Buk+Eωk+L(yk−Cxk−
Duk − Fωk). Denote by zk = xk − x¯k the error between the real state and
the nominal estimated state at time k. Computing the error zk+1 at the next
time instant leads to
zk+1 = (A− LC)zk + (E − LF )ωk = ALzk + ηk, (5.7)
with AL = A− LC and ηk = (E − LF )ωk.
To prove the result of Theorem 5.1, we will show that
z⊤k Pzk ≤ ρk ⇒ z⊤k+1Pzk+1 ≤ ρk+1 ≤ βρk + σ. (5.8)
Denote F0(zk) = βρk+σ− (ALzk+ηk)⊤P (ALzk+ηk) = ρk+1−z⊤k+1Pzk+1
and F1(zk) = ρk − z⊤k Pzk. Using the S-Procedure (see Deﬁnition 3.9), with
p = 1, expression (5.8) is veriﬁed if there exists µ > 0 such that F0(zk) −
µF1(zk) ≥ 0, ∀ωk ∈ Bnx+ny , which is equivalent to
z⊤k+1Pzk+1 + µ(ρk − z⊤k Pzk) ≤ βρk + σ, ∀ωk ∈ Bnx+ny . (5.9)
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Fixing the value of µ equal to β, we obtain
z⊤k+1Pzk+1 + β(ρk − z⊤k Pzk) ≤ βρk + σ, ∀ωk ∈ Bnx+ny . (5.10)
Replacing the term zk+1 with the equation (5.7) and after simplifying the
terms in βρk, the following inequality is obtained
(ALzk + ηk)
⊤P (ALzk + ηk)− βz⊤k Pzk ≤ σ, ∀ωk ∈ Bnx+ny . (5.11)
This is equivalent to
z⊤k A
⊤
LPALzk+η
⊤
k Pηk+2η
⊤
k PALzk−βz⊤k Pzk−σ ≤ 0, ∀ωk ∈ Bnx+ny , (5.12)
which can be rewritten as[
zk
1
]⊤ [
A⊤LPAL − βP A⊤LPηk
η⊤k PAL −σ + η⊤k Pηk
] [
zk
1
]
≤ 0, ∀ωk ∈ Bnx+ny , ∀zk ∈ Rnx
(5.13)
The expression (5.13) is satisﬁed if[ −A⊤LPAL + βP −A⊤LPηk
−η⊤k PAL σ − η⊤k Pηk
]
≻ 0, ∀ωk ∈ Bnx+ny , (5.14)
which is equivalent to[
βP 0
0 σ
]
−
[
A⊤LP
η⊤k P
]
P−1
[
PAL Pηk
] ≻ 0, ∀ωk ∈ Bnx+ny . (5.15)
Applying Schur complement (see Deﬁnition 3.8) leads to
 βP 0 A⊤LP0 σ η⊤k P
PAL Pηk P

 ≻ 0, ∀ωk ∈ Bnx+ny . (5.16)
From the equalities AL = A − LC, ηk = (E − LF )ωk and Y = PL, the
equivalent expression follows
 βP 0 A⊤P − C⊤Y ⊤0 σ ω⊤k (E⊤P − F⊤Y ⊤)
PA− Y C (PE − Y F )ωk P

 ≻ 0, ∀ωk ∈ Bnx+ny .
(5.17)
Since ωk appears in an affine way in the previous LMI, the inequality
is satisfied if and only if it is verified for all the vertices of Bnx+ny . This
completes the proof.
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Remark 5.1. The center of the ellipsoid x¯k+1 (which is the nominal state
estimation at time k + 1) is computed like a Luenberger observer which is
motivated by the fact that the system is linear. The gain L = P−1Y is
obtained after solving the LMI (5.3). Note that when β is a free variable
in the interval (0, 1), expression (5.3) becomes a very simple case of Bilinear
Matrix Inequality (BMI). As β ∈ (0, 1) is a bounded scalar, this expression
can be rewritten as a LMI problem by successively ﬁxing the value of β via
the bisection algorithm or using any available BMI solver from the literature
(e.g. penbmi solver [58]).
Remark 5.2. A sufficient condition is to choose ρk+1 = βρk + σ in the
equation (5.6), which means to consider the worst case.
Remark 5.3. At infinity, the sequence ρk converges to ρ∞ =
σ
1− β . Reduc-
ing the size of the associated ellipsoid can be done by minimizing σ subject to
the LMI (5.3) and the additional constraint Tr(P ) ≤ 1. Another possibility
is to impose P  I as additional constraint.
The proposed optimization problem is solved off-line. Online, it is possible
to take advantage of the knowledge of matrix P in order to obtain a different
gain Lk at each time instant k. This method improves the rapidity of the
convergence of the estimation. Given x¯k and ρk, it consists in minimizing
the radius ρk+1 at each time instant. This method will be developed in the
next subsection.
5.2.2 Method 2 : ellipsoidal state estimation method with
an updated observer matrix gain
This subsection proposes a method which improves the convergence of the
radius of the state estimation with respect to the approach presented in
the previous subsection. In fact, once the matrix P is computed off-line, it is
possible to improve the convergence by computing an optimal value for Lk at
each iteration. The existence of P , L, and β (initially computed via Method
1 ) guarantees the existence of Lk satisfying the considered constraints. This
method allows minimizing the ellipsoidal radius ρk+1 at each iteration. The
following theorem formulates the proposed approach.
Theorem 5.2. Consider that at time instant k the system state xk belongs
to the ellipsoid E(P, x¯k, ρk), with the matrix P , the radius ρk and the scalar
σ computed off-line (using the result of Theorem 5.1). If there exist a matrix
Yk ∈ Rnx×ny , a scalar β ∈ (0, 1) and a radius ρk+1 satisfying the following
LMI optimization problem for all ωk ∈ VBnx+ny :
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min
β,Yk,ρk+1
ρk+1
subject to


 βP 0 A⊤P − C⊤Y ⊤k0 ρk+1 − βρk ω⊤k (E⊤P − F⊤Y ⊤k )
PA− YkC (PE − YkF )ωk P

 ≻ 0
ρk+1 ≤ βρk + σ
(5.18)
then the system state xk+1 at time k + 1 is guaranteed to belong to the
ellipsoid E(P, x¯k+1, ρk+1), for all ωk ∈ Bnx+ny , with:
PLk = Yk, (5.19)
x¯k+1 = Ax¯k +Buk + Lk(yk − Cx¯k −Duk). (5.20)
Proof
The proof is similar to the proof of Theorem 1, replacing σ by ρk+1−βρk
and L by Lk.
The second constraint ρk+1 ≤ βρk + σ of LMIs (5.18) ensures the non-
increasing condition of the ellipsoidal radius. In fact, this implies a reduction
of the ellipsoidal radius only if the radius ρk is larger than ρ∞ =
σ
1− β .
Online verifying the LMI problem (5.18) for all the vertices of Bnx+ny
requires a large computation time and thus it is suitable to ﬁnd a technique
for reducing the number of vertices to be checked.
5.2.3 Method 3 : ellipsoidal state estimation method with
vector scaling technique
To avoid the vertex enumeration and reduce the computation time when
solving the online problem (5.18), a new scaling technique is proposed in this
section. This technique is based on the results developed in [4] and will be
applied to the LMI optimization problem (5.18).
Knowing that the perturbation ωk is contained into a box B
nx+ny , it is
possible to take into account the structure of ωk to avoid the vertex enu-
meration problem. Therefore, the perturbation vector ωk can be written as:
ωk = [ωk1 ωk2 . . . ωknx+ny ]
⊤ ∈ Bnx+ny . In the element-wise formulation, the
following expressions are true: |ωk| ≤ 1 and ω⊤k ωk ≤ 1.
Denote by ei, with i = 1, . . . , nnx+ny , the columns of the following identity
matrix Inx+ny =
[
e1 e2 . . . enx+ny
]
. This permits to write: ω⊤k eie
⊤
i ωk ≤ 1,
for i = 1, . . . , nx + ny. Then, denoting by Ti = eie
⊤
i the matrix having only
the element (i, i) equal to 1, it leads to the following scalar inequalities:
ω⊤k Tiωk ≤ 1, i = 1, . . . , nx + ny. (5.21)
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This result is further used by the following property.
Property 5.1. Consider a positive deﬁnite matrix S ∈ R(nx+ny)×(nx+ny) and
the positive real scalars ρ > 0 and τi ≥ 0, with i = 1, . . . , nx + ny. If the
following conditions are veriﬁed:

ω⊤k Tiωk ≤ 1, i = 1, . . . , nx + ny, (a)
nx+ny∑
i=0
τi < ρ, i = 1, . . . , nx + ny, (b)
nx+ny∑
i=0
τiTi ≻ S, (c)
(5.22)
then the following inequality holds
1
ρ
ωkω
⊤
k ≺ S−1.
Proof
From (5.22.b), we have that ρ >
nx+ny∑
i=0
τi ≥ 0. Multiplying left and right
expression (5.22.c) by ω⊤k and ωk, respectively, and then successively using
(5.22.a) and (5.22.b), leads to the following scalar formulation ω⊤k Sωk <
ω⊤k (
nx+ny∑
i=0
τiTi)ωk =
nx+ny∑
i=0
τi(ω
⊤
k Tiωk) ≤
nx+ny∑
i=0
τi < ρ. This can be rewritten
as ρ − ω⊤k Sωk > 0, with S ≻ 0 and further reformulated using the Schur
complement [
ρ ω⊤k
ωk S
−1
]
≻ 0, S ≻ 0,
or equivalently: [
S−1 ωk
ω⊤k ρ
]
≻ 0, ρ > 0. (5.23)
Applying again the Schur complement, gives
S−1 − ωkρ−1ω⊤k ≻ 0, ρ > 0. (5.24)
which leads to
ωkω
⊤
k
ρ
≺ S−1. This completes the proof.
Applying Property 5.1 to problem (5.18), the following proposition is
obtained.
Proposition 5.1. If the ﬁrst LMI constraint of the optimization problem
(5.18) is veriﬁed:
 βP 0 A⊤P − C⊤Y ⊤k0 ρk+1 − βρk ω⊤k (E⊤P − F⊤Y ⊤k )
PA− YkC (PE − YkF )ωk P

 ≻ 0, ∀ωk ∈ VBnx+ny ,
(5.25)
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then there exist a scalar β > 0 and a matrix S = S⊤ ≻ 0 ∈ R(nx+ny)×(nx+ny)
verifying the constraints (5.22.a), (5.22.b) and (5.22.c) of Property 5.1 such
that: 


 βP A⊤P − C⊤Y ⊤k 0PA− YkC P PE − YkF
0 E⊤P − F⊤Y ⊤k S

 ≻ 0,
ρk+1 − βρk > 0.
(5.26)
Proof
Pre-multiplying and post-multiplying inequality (5.25) by

 I 0 00 0 I
0 I 0


leads to
 βP A⊤P − C⊤Y ⊤k 0PA− YkC P (PE − YkF )ωk
0 ω⊤k (E
⊤P − F⊤Y ⊤k ) ρk+1 − βρk

 ≻ 0, (5.27)
with ρk+1−βρk > 0. Applying the Schur complement and using the notation
PE − YkF = Hk, gives[
βP A⊤P − C⊤Y ⊤k
PA− YkC P −Hkωk 1ρk+1−βρkω⊤k H⊤k
]
≻ 0, (5.28)
with ρk+1 − βρk > 0. Applying Property 5.1 to the term ωk 1
ρk+1 − βρkω
⊤
k ,
with ρ = ρk+1 − βρk, means that ∃S = S⊤ ≻ 0 such that
ωk
1
ρk+1 − βρkω
⊤
k ≺ S−1 (5.29)
or equivalently:
−ωk 1
ρk+1 − βρkω
⊤
k ≻ −S−1, ρk+1 − βρk > 0. (5.30)
Therefore, if the following expression is veriﬁed[
βP A⊤P − C⊤Y ⊤k
PA− YkC P − (PE − YkF )S−1(E⊤P − F⊤Y ⊤k )
]
≻ 0, (5.31)
with S ≻ 0, then expression (5.26) is veriﬁed. The constraint (5.31) can be
decomposed as the following[
βP A⊤P − C⊤Y ⊤k
PA− YkC P
]
−
−
[
0
PE − YkF
]
S−1
[
0 E⊤P − F⊤Y ⊤k
] ≻ 0, S ≻ 0. (5.32)
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Applying the Schur complement leads to the expression (5.26), which com-
pletes the proof.
Remark 5.4. Proposition 5.1 permits avoiding the vertex enumeration used
in Theorem 5.2.
These methods (Method 1 (5.3), Method 2 (5.18) and Method 3 (5.26))
are applied to an example to illustrate the performances.
Example 5.1. Consider the following linear discrete-time invariant system:


xk+1 =

1 0 0.20 0.8 1
0 0 1

 xk +

0.1 0 0 0 00 0.05 0 0 0
0 0 0.05 0 0

ωk
yk =
[
1 0 2
0 −1 1
]
xk +
[
0 0 0 0.15 0
0 0 0 0 0.15
]
ωk
(5.33)
where the perturbations and measurement noises are bounded by ‖ωk‖∞ ≤ 1.
The value of ωk is generated by a random function. The initial state belongs
to the ellipsoid E(diag(5, 5, 17), [0 0 0]⊤ , 104) as an arbitrary initialization.
In this example, the results obtained by Method 1, Method 2 and Method 3
are analyzed.
These simulation results have been obtained with an Intel Core i7 −
3770 3.40 GHz, using the LMI solver mincx of MATLABTMRobust Control
Toolbox.
Figures 5.2, 5.4, 5.6 and the corresponding zoom ﬁgures (Fig. 5.3, 5.5,
5.7) compare the bounds of xk obtained via the proposed methods: Method 1
(blue dashed lines), Method 2 (magenta dashdot lines), and Method 3 (black
solid lines). The red stars represent the real state of the system. These points
are found between the upper and lower bounds of xk, which conﬁrms that
the bounds are well estimated. Method 2 oﬀers a faster convergence rate of
the estimation than Method 1 (see Fig. 5.2, 5.4, 5.6).
Figures 5.8, 5.9 and 5.10 illustrate the comparison of the width of the
bounds of xk computed by the proposed methods, considering the estimation
Method 1 as reference. The best accuracy of the estimation is obtained using
Method 2.
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Figure 5.2: Bounds of x1
Figure 5.3: Bounds of x1 (zoom of Fig. 5.2)
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Figure 5.4: Bounds of x2
Figure 5.5: Bounds of x2 (zoom of Fig. 5.4)
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Figure 5.6: Bounds of x3
Figure 5.7: Bounds of x3 (zoom of Fig. 5.6)
Using the vector scaling technique (Method 3 ) will signiﬁcantly reduce the
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computation time with 77% (see Table 5.1) compared to Method 2, but with
a small loss on the accuracy compared to the results obtained via Method 2
(Fig. 5.3, 5.5, 5.7). In conclusion, the estimation method with the scaling
technique (Method 3 ) oﬀers a good trade-oﬀ between the accuracy of the
ellipsoidal state estimation and the computation time.
Table 5.1: Total computation time after 50 time instants
Algorithm Time (second)
Method 1 1.12
Method 2 7.86
Method 3 1.76
Figure 5.11 and its zoom (Fig. 5.12) compare the volume of the state
estimation sets obtained by the diﬀerent methods. This conﬁrms that the
ellipsoidal estimation method with the scaling technique (Method 3 ) oﬀers
good accuracy compared to Method 1, with a gain on the computation time
compared to Method 2 (see Table 5.1).
Figure 5.8: Comparison of the bound’s width of x1
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Figure 5.9: Comparison of the bound’s width of x2
Figure 5.10: Comparison of the bound’s width of x3
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Figure 5.11: Comparison of the volume of the state estimation sets
Figure 5.12: Zoom of comparison of the volume of the state estimation sets
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5.3 Uncertain Linear Time Invariant systems
In this section, interval uncertainties are introduced for both evolution and
observation matrices (A and C). This can be applied for linear systems
with parametric uncertainties. For this system, Method 3 will be applied
due to the trade-oﬀ between the accuracy and the computation time (al-
though Method 1 and Method 2 can also be considered). The following
linear discrete-time invariant system is considered:{
xk+1 = Aδxk + Eωk
yk = Cδxk + Fωk
(5.34)
where xk ∈ Rnx is the state vector of the system and yk ∈ Rny is the measured
output vector at sample time k. The vector ωk ∈ Rnx+ny contains both the
state perturbations and the measurement perturbations (noise, oﬀset, etc.).
It is assumed that the perturbations ωk are bounded by the unitary box
Bnx+ny and the initial state x0 is bounded by the ellipsoid: E(P0, x¯0, ρ0) =
{x ∈ Rnx : (x − x¯0)⊤P0(x − x¯0) ≤ ρ0}. Matrices Aδ, Cδ, E and F have
the appropriate dimensions, with the pair (Cδ, Aδ) detectable (see [108] for
the detectability of linear time invariant systems with interval uncertainties).
An additional hypothesis is to consider a quadratically stable interval matrix
[A] for a common quadratic Lyapunov function3. Aδ and Cδ are constant
unknown matrices belonging to interval matrices [A] and [C], which permits
to structure the uncertainties ∆Aδ and ∆Cδ as follows:{
Aδ = mid[A] + ∆Aδ,
Cδ = mid[C] + ∆Cδ.
(5.35)
If nAδ is the number of the uncertain terms δi ∈ B of ∆Aδ, with i =
1, . . . , nAδ , then the uncertain part ∆Aδ can be decomposed into elemen-
tary parts:
∆Aδ =
nAδ∑
i=1
Aδiδi, (5.36)
where the matrices Aδi have only one non-zero element corresponding to the
coeﬃcient of δi. In a similar way, ∆Cδ can be decomposed into the following
elementary parts:
∆Cδ =
nCδ∑
i=1
Cδiδi, (5.37)
3This assumption is necessary for the stability of the estimation.
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where nCδ is the number of the uncertain terms δi ∈ B of ∆Cδ, with i =
1, . . . , nCδ and the matrices Cδi have only one non-zero element corresponding
to the coefficient of δi. The reader can notice that nδ = nAδ + nCδ .
At time k > 0, consider an ellipsoid E(P, x¯k, ρk) that contains the real
system state xk, with x¯k the nominal estimated set. The idea is to provide at
time k+1 an optimal ellipsoidal estimation E(P, x¯k+1, ρk+1) that guarantees
to contain the state xk+1.
Finding a guaranteed ellipsoid which contains the state vector xk at each
sample time k is formulated by the following theorem.
Theorem 5.3. Consider an initial state vector x0 and at sample time k
assume that xk ∈ E(P, x¯k, ρk), with P = P⊤ ≻ 0 and ρk > 0. If there exist
a matrix Yk ∈ Rnx×ny , a matrix S = S⊤ ≻ 0 in R(nx+ny+nδ)×(nx+ny+nδ) and
the scalars ρk+1 > 0 and β ∈ (0, 1) for which the following LMI holds for all
Aδ ∈ V[A] and Cδ ∈ V[C]:
min
β,Yk,S,ρk+1
ρk+1
subject to



βP ∗ ∗
PAδ − YkCδ P ∗
0

 E⊤P − F⊤Y ⊤kA⊤k
−C⊤k Y ⊤k

 S

 ≻ 0,
ρk+1 − βρk > 0,
β < 1,
(5.38)
with Ak =
[
PAδ1x¯k ... PAδnAδ
x¯k
]
and C =
[
Cδ1 x¯k ... CδnCδ
x¯k
]
, then
the system state xk+1 at time k + 1 is guaranteed to belong to the ellip-
soid E(P, x¯k+1, ρk+1), ∀ωk ∈ Bnx+ny+nδ , ∀Aδ ∈ [A] and ∀Cδ ∈ [C], with the
following notations:
Yk = PLk, (5.39)
x¯k+1 = mid[A]x¯k + Lk(yk −mid[C]x¯k) (5.40)
Proof
Denote by zk = xk − x¯k the error between the real state and the nominal
estimated state at time k. At time instant k + 1, the error zk+1 is computed
as follows
zk+1 = xk+1 − x¯k+1 = Aδxk + Eωk −mid[A]x¯k − Lk(yk −mid[C]x¯k).
Then, replacing yk as in (5.34), we obtain
zk+1 = Aδxk + Eωk −mid[A]x¯k − Lk(Cδxk + Fωk −mid[C]x¯k),
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which, after regrouping the terms in xk, in ωk and in x¯k, is equivalent to
zk+1 = (Aδ − LkCδ)xk + (E − LkF )ωk − (mid[A]− Lkmid[C])x¯k.
Replacing mid[A] and mid[C] as detailed in equations (5.35) gives
zk+1 = (Aδ − LkCδ)xk + (E − LkF )ωk − (Aδ −∆Aδ − Lk(Cδ −∆Cδ))x¯k.
Then, highlighting the error zk, an equivalent form is obtained
zk+1 = ALkzk + ηLk + (∆Aδ − Lk∆Cδ)x¯k, (5.41)
with ALk = Aδ − LkCδ and ηLk = (E − LkF )ωk.
In order to verify the result, the next step is to prove the following expression
z⊤k Pzk ≤ ρk ⇒ z⊤k+1Pzk+1 ≤ ρk+1. (5.42)
Denote F0(zk) = ρk+1− (ALkzk+ ηLk +(∆Aδ−Lk∆Cδ)x¯k)⊤P (ALkzk+ ηLk +
(∆Aδ−Lk∆Cδ)x¯k) = ρk+1− z⊤k+1Pzk+1 and F1(zk) = ρk− z⊤k Pzk. Using the
S-Procedure deﬁned in [19], the expression (5.42) is veriﬁed if there exists
β > 0 such that
F0(zk)− βF1(zk) ≥ 0, ∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A] and ∀Cδ ∈ [C],
which is equivalent to
z⊤k+1Pzk+1+β(ρk−z⊤k Pzk) ≤ ρk+1, ∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A] and ∀Cδ ∈ [C].
Using the expression (5.41), this is further equivalent to z⊤k A
⊤
Lk
PALkzk +
(ηLk + (∆Aδ − Lk∆Cδ)x¯k)⊤P (ηLk + (∆Aδ − Lk∆Cδ)x¯k) + 2(ηLk + (∆Aδ −
Lk∆Cδ)x¯k)
⊤PALkzk − βz⊤k Pzk − ρk+1 + βρk ≤ 0, ∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A]
and ∀Cδ ∈ [C], which can be rewritten as[
zk
1
]⊤ [
A⊤LkPALk − βP ∗
(ηLk + (∆Aδ − Lk∆Cδ)x¯k)⊤PALk γ
] [
zk
1
]
≺ 0, (5.43)
with γ = −ρk+1+βρk+(ηLk+(∆Aδ−Lk∆Cδ)x¯k)⊤P (ηLk+(∆Aδ−Lk∆Cδ)x¯k),
∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A], ∀Cδ ∈ [C] and ∀zk ∈ Rnx . The expression (5.43) is
veriﬁed, ∀zk ∈ Rnx , if:[ −A⊤LkPALk + βP ∗−(ηLk + (∆Aδ − Lk∆Cδ)x¯k)⊤PALk −γ
]
≻ 0,
∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A] and ∀Cδ ∈ [C], or equivalently to:[
βP 0
0 ρk+1 − βρk
]
− A˜⊤P−1A˜ ≻ 0,
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∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A] and ∀Cδ ∈ [C], with
A˜ =
[
PALk P (ηLk + (∆Aδ − Lk∆Cδ)x¯k)
]
. Applying the Schur complement
leads to 
 βP ∗ ∗0 ρk+1 − βρk ∗
PALk P (ηLk + (∆Aδ − Lk∆Cδ)x¯k) P

 ≻ 0,
∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A], ∀Cδ ∈ [C].
Using the explicit formulation of ALk , ηLk and Yk, the equivalent expression
follows
 βP ∗ ∗0 ρk+1 − βρk ∗
PAδ − YkCδ (PE − YkF )ωk + P (∆Aδ − Lk∆Cδ)x¯k P

 ≻ 0, (5.44)
∀ωk ∈ Bnx+ny , ∀Aδ ∈ [A], ∀Cδ ∈ [C].
Pre-multiplying and post-multiplying equation (5.36) by P and x¯k and
post-multiplying equation (5.37) by x¯k, respectively, gives
P∆Aδx¯k = P
nAδ∑
i=1
Aδiδix¯k =
nAδ∑
i=1
PAδi x¯kδi,
∆Cδx¯k =
nCδ∑
i=1
Cδiδix¯k =
nCδ∑
i=1
Cδi x¯kδi.
(5.45)
These expressions are equivalent to
P∆Aδx¯k = AkδA,
∆Cδx¯k = CkδC , (5.46)
whereAk =
[
PAδ1x¯k ... PAδnAδ
x¯k
]
∈ Rnx×nAδ and Ck =
[
Cδ1 x¯k ... CδnCδ
x¯k
]
∈
R
ny×nCδ , with δA =
[
δ1 ... δnAδ
]⊤ ∈ RnAδ and δC = [δ1 ... δnCδ ]⊤ ∈ RnCδ .
Replacing (5.46) in (5.44) gives:
 βP ∗ ∗0 ρk+1 − βρk ∗
PAδ − YkCδ (PE − YkF )ωk +AkδA − YkCkδC P

 ≻ 0, ∀ωk ∈ Bnx+ny , δA ∈
BnAδ , δC ∈ BnCδ , ∀Aδ ∈ [A], ∀Cδ ∈ [C], or equivalently:
 βP ∗ ∗0 ρk+1 − βρk ∗
PAδ − YkCδ
[
PE − YkF Ak −YkCk
]
r P

 ≻ 0, (5.47)
∀Aδ ∈ [A], ∀Cδ ∈ [C], ∀r ∈ Bnx+ny+nδ , with r =
[
ω⊤k δ
⊤
A δ
⊤
C
]⊤
.
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Pre-multiplying and post multiplying inequality (5.47) by

 I 0 00 0 I
0 I 0


leads to 
 βP ∗ ∗PAδ − YkCδ P ∗
0 r⊤G⊤k ρk+1 − βρk

 ≻ 0 (5.48)
∀r ∈ Bnx+ny+nδ with ρk+1−βρk > 0 andGk =
[
PE − YkF Ak −YkCk
] ∈
Rnx×(nx+nδ). Applying the Schur complement gives
 βP ∗
PAδ − YkCδ P −Gkr 1
ρk+1 − βρk r
⊤G⊤k

 ≻ 0, (5.49)
∀r ∈ Bnx+ny+nδ with ρk+1 − βρk > 0. Applying Property 5.1 to the term
r
1
ρk+1 − βρk r
⊤, with ρ = ρk+1 − βρk, means that ∃S = S⊤ ≻ 0 such that
r
1
ρk+1 − βρk r
⊤ ≺ S−1
or equivalently:
−r 1
ρk+1 − βρk r
⊤ ≻ −S−1, with ρk+1 − βρk > 0.
Therefore, the following expression is veriﬁed[
βP ∗
PAδ − YkCδ P −GkS−1G⊤k
]
≻ 0, (5.50)
∀r ∈ Bnx+ny+nδ , with S ≻ 0. The constraint (5.50) can be further decom-
posed into [
βP ∗
PAδ − YkCδ P
]
−
[
0
Gk
]
S−1
[
0 G⊤k
] ≻ 0, (5.51)
with S ≻ 0, ∀r ∈ Bnx+ny+nδ . Applying the Schur Complement and replac-
ing Gk =
[
PE − YkF Ak −YkCk
]
leads to expression (5.38). Since Aδ and
Cδ appear in an affine way in the LMI (5.51), the inequality is satisfied if
and only if it is verified for all the vertices of [A] and [C].
Given a scalar β ∈ (0, 1) in the first step, an initialization is required to
fix the positive definite matrix P .
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Remark 5.5. (Initialisation) Given the rate of the estimation convergence
β ∈ (0, 1), the initial state x0, the center x¯0 and the radius ρ0 of the initial
ellipsoid, the matrix P is computed oﬀ-line in the ﬁrst step (i.e. k = 0) by
solving the following optimization problem:
min
P,S,Y0,ρ1
ρ1
subject to 



βP ∗ ∗
PAδ − Y0C P ∗
0

 E⊤P − F⊤Y ⊤0A⊤0
−C⊤0 Y ⊤0

 S

 ≻ 0,
ρ1 − βρ0 > 0,
(5.52)
where A0 =
[
PAδ1x¯0 ... PAδnδ x¯0
]
, ∀Aδ ∈ [A], with the following nota-
tions:
Y0 = PL0, (5.53)
x¯1 = mid[A]x¯0 + L0(y0 −mid[C]x¯0) (5.54)
This initialization ﬁxes the matrix P which the shape matrix of the ellip-
soidal estimation set.
Remark 5.6. The number of scalar decision variables in the problem (5.38)
is equal to 2 + nxny + (nx + ny + nδ)
2 and equal to 1 + nx×(nx−1)
2
+ nxny +
(nx + ny + nδ)
2 for the initialization problem (5.52).
Remark 5.7. (Vertex reduction) The LMI problem (5.38) has to be veriﬁed
in 2nδ vertices. In the general case when all the elements of the matrices Aδ
and Cδ have interval uncertainties, the value of nδ is equal to n
2
x + nxny. In
order to reduce the number of vertices to be veriﬁed from 2nδ to 24nx , the
following optimization problem can be solved (applying the matrix scaling
technique of Theorem 1 of [4]):
min
β,Yk,S,ρk+1
ρk+1
subject to


 βP ∗ ∗P mid[A]− Ykmid[C] P ∗
0 Ξ⊤1 S

+

 0 ∗ ∗Ξ2 0 ∗
0 0 0

 ≻ 0,
ρk+1 − βρk > 0,
β < 1,
(5.55)
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where {
Ξ1 =
[
PE − YkF Ak −YkCk
]
,
Ξ2 = ∆2 P rad[A]∆1 +∆4 Yk rad[C]∆3,
(5.56)
∀∆1 ∈ ∆nx , ∀∆2 ∈ ∆nx , ∀∆3 ∈ ∆nx and ∀∆4 ∈ ∆nx , with ∆nx the set of
nx × nx diagonal matrices with diagonal entries equal to 1 or −1.
Example 5.2 shows the performances of the proposed ellipsoidal state
estimation approach (5.38).
Example 5.2. Consider the following linear discrete-time invariant system:

xk+1 =
[
0.7 + 0.3δ1 0.1 + 0.1δ2
0.6 + 0.1δ3 0.2 + 0.1δ4
]
xk +
[
0.05 0 0 0
0 0.02 0 0
]
ωk
yk =
[ −2 + 0.1δ5 1
1 1 + 0.1δ6
]
xk +
[
0 0 0.05 0
0 0 0 0.05
]
ωk
(5.57)
with the following bounds ‖ωk‖∞ ≤ 1, |δi| < 1, i = 1, . . . , 6. The value of ωk
is randomly generated. The initial state belongs to the ellipsoid E(P0, x¯0, ρ0),
with P0 = I2, x¯0 =
[
0 0
]⊤
and ρ0 = 1 which is sufficiently large to contain
the initial state. β = 0.7 in the first step as mentioned in Remark 5.5.
In this example, the results obtained by the proposed approach (5.38) are
compared in terms of accuracy and complexity to the results obtained by the
zonotopic estimation based on the minimization of the P -radius [66]. The
order of the zonotope is limited to m ≤ 20 (20 segments).
Note that the P -radius zonotopic estimation method is developed in the
case of a constant known observation matrix C (only the evolution matrix
Aδ is uncertain). To summarize, an interval matrix Cδ is used with the
ellipsoidal estimation method (5.38), while a fixed matrix C is used with the
zonotopic estimation [66]. So, the exact matrix C is used for the P -radius
zonotopic estimation method while the unknown Cδ is considered for the
proposed ellipsoidal estimation method.
Figures 5.13 and 5.14 illustrate the bounds of x1 and x2 after 50 itera-
tions obtained by the ellipsoidal Method 3 and the P -radius-based zonotopic
estimation.
The blue dashed lines are obtained by the zonotopic estimation based on
the zonotope P -radius minimization, the magenta dotted lines are obtained
using the ellipsoidal estimation based on the minimization of the ellipsoid
radius (5.38). The red stars, representing the real state of the system are
situated inside the estimated bounds, which validates the guaranteed esti-
mation.
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In order to facilitate the comparison between theses methods, Figures 5.15
and 5.16 illustrate the bounds widths of x1 and x2, respectively. The zono-
topic P -radius based method is considered as reference. The best accuracy
of the estimation is obtained using Method 3.
Figure 5.17 compares the volume of the state estimation sets. The volume
obtained by the ellipsoidal estimation is less than the volume of the estima-
tion set obtained by the P -radius-based zonotopic estimation method (a gain
of 47%) even in the case when more uncertainties have been considered for
the ellipsoidal approach.
The proposed methods oﬀer a good accuracy compared to the P -radius-
based zonotopic estimation [66] but with increased complexity due to the
online computation of the ellipsoidal radius (see Table 5.2). The mean com-
putation time of one iteration is equal to: 0.1s for the ellipsoidal method
(5.38) considering interval uncertainties both in A et C matrices and 0.02s
using the P -radius-based zonotopic estimation considering interval uncer-
tainties only in the A matrix.
Table 5.2: Total computation time after 50 time instants
Algorithm Time (second)
P -radius-based zonotopic estimation 0.92
Ellipsoidal method (5.38) 5.31
The Method 3 gives a better estimation than the estimation obtained by
the P -radius zonotopic estimation due to the minimization of the radius at
each sample time, but with higher computation time.
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Figure 5.13: Bounds of x1
Figure 5.14: Bounds of x2
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Figure 5.15: Comparison of the bounds width of x1
Figure 5.16: Comparison of the bounds width of x2
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Figure 5.17: Comparison of the volume of the state estimation sets
5.4 Linear Time Variant systems
The aim of this section is to extend the previous state-estimation techniques
to the case of linear time-variant systems with interval uncertainties, bounded
perturbations and measurement noises. The novelty here (compared to Sec-
tion 5.2 and Section 5.3) consists in considering a variable shape matrix for
the ellipsoidal state estimation set in order to improve the accuracy of the
estimation [14].
Consider the following linear discrete-time variant system:{
xk+1 = Akxk + Eωk
yk = Ckxk + Fωk
(5.58)
where xk ∈ Rnx is the state vector of the system and yk ∈ Rny is the measured
output vector at sample time k. The vector ωk ∈ Rnx+ny contains both
the state perturbations and the measurement perturbations (noise, oﬀset,
etc.), which are non-correlated. It is assumed that the perturbations ωk are
bounded by the unitary box Bnx+ny and the initial state x0 is bounded by
the ellipsoid: E(P0, x¯0, ρ0) = {x ∈ Rnx : (x− x¯0)⊤P0(x− x¯0) ≤ ρ0}. Matrices
Ak, Ck, E and F have the appropriate dimensions. Ak and Ck are unknown
time-varying matrices belonging to interval matrices [A] and [C].
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At time k > 0, consider an ellipsoid E(Pk, x¯k, ρk) that contains the real
system state xk, with x¯k the nominal estimated set. Note that the shape
matrix Pk of the ellipsoid E(Pk, x¯k, ρk) depends on time instant k contrary
to Section 5.2 and Section 5.3. The aim of this section is to provide at time
k+1 an optimal ellipsoidal estimation E(Pk+1, x¯k+1, ρk+1) that guarantees to
contain the state xk+1.
5.4.1 Method 4 : ellipsoidal state estimation method with
vector scaling technique and flexible shape matrix
This method consists in minimizing the size of the ellipsoidal estimation set
by solving an online Linear Matrix Inequality (LMI) problem, while allowing
to adjust the shape of the ellipsoid, which reduces the conservativeness of the
estimation. This method based on the use of the S-procedure for quadratic
functions [19] is applied on linear time-varying systems with interval un-
certainties, bounded perturbations and measurement noises. The following
theorem formulates the solution to this problem.
Theorem 5.4. Considering the system (5.58), if the following assumptions
hold:
(i) At time k, the system state xk belongs to the ellipsoid E(Pk, x¯k, ρk);
(ii) At time k, the considered uncertainties are bounded by a convex set
Ωk, i.e. (ωk, Ak, Ck) ∈ Ωk, with VΩk denoting the vertices of Ωk;
(iii) There exist the matrices Pk+1 = P
⊤
k+1 ≻ 0 with Pk+1 ∈ Rnx×nx , Yk+1 ∈
Rnx×ny , Gk+1 ∈ Rnx×nx , the vector gk+1 ∈ Rnx and the positive scalars
βk+1, ρk+1 > 0 such that the following LMI is satisﬁed for every (ωk, Ak, Ck) ∈
VΩk : 
 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1Ak − Yk+1Ck τk+1 Pk+1

 ≻ 0, (5.59)
with τk+1 = (Pk+1Ak−Yk+1Ck−Gk+1)x¯k+(Pk+1E−Yk+1F )ωk− gk+1;
then, at time k+1, the system state xk+1 belongs to the ellipsoid E(Pk+1, x¯k+1, ρk+1),
with x¯k+1 = P
−1
k+1(Gk+1x¯k + Yk+1yk + gk+1).
111
Ellipsoidal state estimation based on the radius minimization
Proof
Denote by zk = xk − x¯k the error between the real state and the nominal
estimated state at time k. At time instant k + 1, the error zk+1 is computed
as follows
zk+1 = xk+1 − x¯k+1 = Akxk + Eωk − P−1k+1(Gk+1x¯k + Yk+1yk + gk+1).
Denoting P−1k+1Yk+1 = Lk+1 gives
zk+1 = Akxk + Eωk − Lk+1yk − P−1k+1(Gk+1x¯k + gk+1).
Then, replacing yk as in (5.58) leads to
zk+1 = Akxk + Eωk − Lk+1Ckxk − Lk+1Fωk − P−1k+1(Gk+1x¯k + gk+1),
which, after regrouping the terms in zk, ωk and x¯k, is equivalent to
zk+1 = (Ak−Lk+1Ck)zk+(Ak−Lk+1Ck)x¯k+(E−Lk+1F )ωk−P−1k+1(Gk+1x¯k+gk+1).
Then, highlighting the error zk, an equivalent form is obtained
zk+1 = A˜Lk+1zk + η˜k+1, (5.60)
with:
A˜Lk+1 = Ak − Lk+1Ck
η˜k+1 = (Ak − Lk+1Ck)x¯k + (E − Lk+1F )ωk − P−1k+1(Gk+1x¯k + gk+1).
In order to verify the result, the next step is to prove the following expression
z⊤k Pkzk ≤ ρk ⇒ z⊤k+1Pk+1zk+1 ≤ ρk+1. (5.61)
Denote F0(zk) = ρk+1 − z⊤k+1Pk+1zk+1 and F1(zk) = ρk − z⊤k Pkzk. Using the
S-Procedure, the expression (5.61) is veriﬁed if there exists βk+1 > 0 such
that F0(zk)− βk+1F1(zk) ≥ 0, ∀(ωk, Ak, Ck) ∈ Ωk, which is equivalent to
z⊤k+1Pk+1zk+1 + βk+1(ρk − z⊤k Pkzk) ≤ ρk+1, ∀(ωk, Ak, Ck) ∈ Ωk.
Using expression (5.60), this is further equivalent to
z⊤k (A˜
⊤
Lk+1
Pk+1A˜Lk+1 − βk+1Pk)zk + 2η˜⊤k+1Pk+1A˜Lk+1zk + η˜⊤k+1Pk+1η˜k+1 +
βk+1ρk − ρk+1 ≤ 0, ∀(ωk, Ak, Ck) ∈ Ωk, which can be rewritten as[
zk
1
]⊤ [
A˜⊤Lk+1Pk+1A˜Lk+1 − βk+1Pk ∗
η˜⊤k+1Pk+1A˜Lk+1 η˜
⊤
k+1Pk+1η˜k+1 + βk+1ρk − ρk+1
] [
zk
1
]
≺ 0,
(5.62)
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with ∀(ωk, Ak, Ck) ∈ Ωk and ∀zk ∈ Rnx . The expression (5.62) is veriﬁed,
∀zk ∈ Rnx , if[−A˜⊤Lk+1Pk+1A˜Lk+1 + βk+1Pk ∗
−η˜⊤k+1Pk+1A˜Lk+1 −η˜⊤k+1Pk+1η˜k+1 − βk+1ρk + ρk+1
]
≻ 0,
∀(ωk, Ak, Ck) ∈ Ωk, or equivalently if[
βk+1Pk 0
0 ρk+1 − βk+1ρk
]
−
[
A˜⊤Lk+1Pk+1
η˜⊤k+1Pk+1
]
P−1k+1
[
Pk+1A˜Lk+1 Pk+1η˜k+1
] ≻ 0,
∀(ωk, Ak, Ck) ∈ Ωk. Applying the Schur complement leads to
 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1A˜Lk+1 Pk+1η˜k+1 Pk+1

 ≻ 0, ∀(ωk, Ak, Ck) ∈ Ωk.
Taking into account that Pk+1A˜Lk+1 = Pk+1Ak − Yk+1Ck and that
Pk+1η˜k+1 = (Pk+1Ak − Yk+1Ck)x¯k + (Pk+1E − Yk+1F )ωk −Gk+1x¯k − gk+1,
the following equivalent expression is found
 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1Ak − Yk+1Ck τk+1 Pk+1

 ≻ 0, ∀(ωk, Ak, Ck) ∈ Ωk,
(5.63)
where τk+1 = (Pk+1Ak−Yk+1Ck−Gk+1)x¯k+(Pk+1E−Yk+1F )ωk−gk+1. Since
ωk, Ak and Ck appear in an affine way in the LMI (5.63), the inequality is
satisfied if and only if it is verified for all the vertices of Ωk.
Remark 5.8. Some constraints on the matrix Pk+1 and the radius ρk+1 are
added to the feasibility problem (5.59) in order to reduce the size of the
ellipsoidal state estimation set. The LMI optimization problem to solve in
this case is the following:
min
βk+1,Yk+1,Pk+1,ρk+1,Gk+1,gk+1,α,γ
α
subject to


 βk+1Pk ∗ ∗0 ρk+1 − βk+1ρk ∗
Pk+1Ak − Yk+1Ck τk+1 Pk+1

 ≻ 0,
Pk+1 ≥ Pk,
ρk+1 ≤ αρk + γ,
0 < α < 1,
γ > 0,
(5.64)
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where τk+1 = (Pk+1Ak − Yk+1Ck − Gk+1)x¯k + (Pk+1E − Yk+1F )ωk − gk+1,
∀(ωk, Ak, Ck) ∈ Ωk and x¯k+1 = P−1k+1(Gk+1x¯k + Yk+1yk + gk+1).
The constraint ρk+1 ≤ αρk+γ, with α ∈ (0, 1) and γ > 0, serves to bound
the radius of the ellipsoidal estimation set E(Pk+1, xk+1, ρk+1) and then to
reduce the size of this set. Here, the positive scalar γ serves to bound the
eﬀect of the additive terms. Using the matrix Pk+1 as a decision variable
oﬀers the possibility to modify the shape of the ellipsoid E(Pk+1, xk+1, ρk+1)
at time k + 1 compared to the ellipsoid E(Pk, xk, ρk) at time k. This allows
an additional degree of freedom compared to the three previous ellipsoidal
state estimation techniques (Method 1, Method 2 and Method 3 ).
Remark 5.9. The number of scalar decision variables in the problem (5.64)
is equal to 4 + nx(ny +
3
2
nx +
3
2
).
Remark 5.10. The LMI problem (5.64) has to be veriﬁed in 2nAδ+nCδ+nx+ny
vertices (where nAδ and nCδ are the number of scalar interval uncertainties
in the interval matrices Ak and Ck, respectively). In the general case, when
all the elements of the matrices Ak and Ck have interval uncertainties, the
number of scalar interval uncertainties nAδ + nCδ is equal to n
2
x + nxny. In
order to reduce the number of vertices to be veriﬁed, the matrix scaling
technique in Theorem 1 of [4] can be applied.
5.4.2 Improved Method 4
The state estimation (5.64) computes the ellipsoidal set E(Pk+1, x¯k+1, ρk+1)
using the measurements yk. It is convenient to the adjustment of the ellip-
soidal estimation set the use the measurement yk+1 at time k + 1. This will
improve the accuracy of the estimation with respect to (5.64) taking into
account the measurement yk+1. To do this, additional quadratic constraints
on the output measurement taking into account the structure of the per-
turbations and the measurement noise allow to improve the accuracy of the
estimation. Starting from the ellipsoidal state estimation (5.64), the idea is
to consider supplementary quadratic constraints on the measurement yk+1
and on the perturbations ωk+1 in order to compute the new ellipsoidal state
estimation set. This is similar to a correction step based on the measurements
at time k + 1.
Consider the ellipsoidal estimation set E(Pk+1, x¯k+1, ρk+1) obtained at
sample time k + 1 by the ellipsoidal estimation method (5.64) and the fol-
lowing measurements:
yk+1 − Ck+1xk+1 = Fωk+1, (5.65)
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and the perturbations ωk+1 ∈ Bnx+ny verifying the following expression:
ω⊤k+1Tiωk+1 ≤ 1, i = 1, . . . , nx + ny. (5.66)
The objective is to ﬁnd an updated ellipsoidal estimation set E ′(P ′k+1, x¯′k+1, ρ′k+1)
such that the equations (5.65) and (5.66) hold. The result of this problem is
summarized by the following proposition.
Proposition 5.2. Consider the ellipsoidal state estimation set E(Pk+1, x¯k+1, ρk+1)
obtained by solving the LMI problem (5.64) for system (5.58) at time k + 1,
based on the information available at time k. If there exist a matrix P ′k+1 =
P
′⊤
k+1 ≻ 0 in Rnx×nx , a matrix H = H⊤ ≻ 0 in Rny×ny , a vector x¯′k+1 ∈ Rnx
and a real positive scalar ρ′k+1 > 0 such that the following LMI problem is
veriﬁed for all Ck+1 ∈ V[C]:



η1 ∗ ∗
η2 η3 −
nx+ny∑
i=1
µi ∗
P ′k+1 −bk+1 P ′k+1

 ≻ 0,
F⊤HF <
nx+ny∑
i=1
µiTi,
µi ≥ 0, i = 1, ..., nx + ny,
θ ≥ 0, θ < 1,
ρ′k+1 > θρk+1,
(5.67)
with:
bk+1 = P
′
k+1x¯
′
k+1
η1 = θPk+1 + C
⊤
k+1HCk+1
η2 = −θx¯⊤k+1Pk+1 − y⊤k+1HCk+1
η3 = ρ
′
k+1 − θρk+1 + θ‖x¯k+1‖2Pk+1 + ‖yk+1‖2H
(5.68)
then the updated ellipsoidal state estimation set is E ′(P ′k+1, x¯′k+1, ρ′k+1).
Proof
Denote F0(xk+1) = ρ
′
k+1 − ‖xk+1 − x¯′k+1‖2P ′
k+1
> 0 and F1(xk+1) = ρk+1 −
‖xk+1 − x¯k+1‖2Pk+1 > 0. Using the S-procedure, Proposition 5.2 is veriﬁed if
there exists θ ≥ 0, such that F0(xk+1) − θF1(xk+1) ≥ 0, for every4 ωk+1 ∈
Bnx+ny and Ck+1 ∈ [C], which is equivalent to
ρ′k+1 − ‖xk+1 − x¯′k+1‖2P ′
k+1
− θ(ρk+1 − ‖xk+1 − x¯k+1‖2Pk+1) ≥ 0. (5.69)
4In order to simplify the text, the rigorous notation ∀ωk+1 ∈ Bnx+ny and ∀Ck+1 ∈ [C]
will be further omitted.
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From equation (5.65) it is inferred that, for every matrixH ≻ 0, the following
equality is satisﬁed
‖yk+1 − Ck+1xk+1‖2H − ‖Fωk+1‖2H = 0. (5.70)
Summing (5.69) and (5.70), it gives
ρ′k+1 − ‖xk+1 − x¯′k+1‖2P ′
k+1
− θ(ρk+1 − ‖xk+1 − x¯k+1‖2Pk+1)− ‖Fωk+1‖2H+
+‖yk+1 − Ck+1xk+1‖2H ≥ 0.
Multiplying by −1 and developing ‖xk+1− x¯k+1‖2Pk+1 and ‖xk+1− x¯k+1‖2P ′k+1 ,
the previous expression is equivalent to
‖xk+1‖2P ′
k+1
− 2x¯′⊤k+1P ′k+1xk+1 + ‖x¯′k+1‖2P ′
k+1
− ρ′k+1 + θρk+1 − θ‖xk+1‖2Pk+1+
+2θx¯⊤k+1Pk+1xk+1 − θ‖x¯k+1‖2Pk+1 + ‖Fωk+1‖2H − ‖Ck+1xk+1‖2H+
+2y⊤k+1HCk+1xk+1 − ‖yk+1‖2H ≤ 0.
(5.71)
Factorize the expression (5.71) to obtain
‖xk+1‖2P ′
k+1−θPk+1−C
⊤
k+1HCk+1
+ ‖x¯′k+1‖2P ′
k+1
− ρ′k+1 + θρk+1 − θ‖x¯k+1‖2Pk+1+
+2(−x¯′⊤k+1P ′k+1 + θx¯⊤k+1Pk+1 + y⊤k+1HCk+1)xk+1 − ‖yk+1‖2H + ‖Fωk+1‖2H ≤ 0.
With the considered notations of η1, η2 and η3, the previous inequality is
equivalent to
x⊤k+1(P
′
k+1−η1)xk+1+2(−x¯
′⊤
k+1P
′
k+1−η2)xk+1+‖x¯
′⊤
k+1‖2P ′
k+1
−η3+‖Fωk+1‖2H ≤ 0,
which can be rewritten using the following matrix formulation
[
xk+1
1
]⊤ [
P ′k+1 − η1 ∗
−x¯′⊤k+1P ′k+1 − η2 Γ
] [
xk+1
1
]
≤ 0,
with Γ = ‖x¯′k+1‖2P ′
k+1
− η3 + ‖Fωk+1‖2H . The previous inequality is veriﬁed if[ −P ′k+1 + η1 ∗
x¯
′⊤
k+1P
′
k+1 + η2 −Γ
]
 0.
Note that in order to guarantee the ellipsoidal bound, this inequality has to
be satisﬁed for every xk+1 ∈ Rnx , ωk+1 ∈ Bnx+ny and Ck+1 ∈ [C]. Adding the
quadratic constraint on the perturbation of the form F⊤HF ≺
nx+ny∑
i=1
µiTi,
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and using condition (5.66) allow to remove ωk+1 from the previous inequality,
i.e.
ω⊤k+1F
⊤HFωk+1 ≤ ω⊤k+1
nx+ny∑
i=1
µiTiωk+1 ≤
nx+ny∑
i=1
µi(ω
⊤
k+1Tiωk+1) ≤
≤
nx+ny∑
i=1
µi.
(5.72)
Then, the following constraint holds
 −P ′k+1 + η1 ∗
x¯
′⊤
k+1P
′
k+1 + η2 −x¯′⊤k+1P ′k+1x¯′k+1 + η3 −
nx+ny∑
i=1
µi

  0.
Applying the Schur complement to the previous inequality gives

η1 ∗ ∗
η2 η3 −
nx+ny∑
i=1
µi ∗
P ′k+1 −P ′k+1x¯′k+1 P ′k+1

 ≻ 0.
Denoting bk+1 = P
′
k+1x¯
′
k+1 (which becomes a decision variable) leads to

η1 ∗ ∗
η2 η3 −
nx+ny∑
i=1
µi ∗
P ′k+1 −bk+1 P ′k+1

 ≻ 0.
Remark 5.11. In order to decrease the size of the ellipsoidal state estimation
set E ′(P ′k+1, x¯′k+1, ρ′k+1) obtained after solving the feasibility problem (5.67),
some constraints (similar to Remark 5.8) on the matrix Pk+1 and on the
radius ρk+1 are added, leading to the following LMI optimization problem:
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min
ρ′
k+1,P
′,bk+1,H,θ,µi,α,γ
α
subject to 



η1 η
⊤
2 P
′
k+1
η2 η3 −
nx+ny∑
i=1
µi −b⊤k+1
P ′k+1 −bk+1 P ′k+1

 ≻ 0,
F⊤HF <
nx+ny∑
i=1
µiTi,
µi ≥ 0, i = 1, ..., nx + ny,
θ ≥ 0, θ < 1,
ρ′k+1 > θρk+1,
P ′k+1 ≥ Pk+1,
ρk+1 ≤ αρk + γ,
0 < α < 1,
γ > 0,
(5.73)
with the notations (5.68).
Remark 5.12. The number of scalar decision variables in the optimization
problem (5.73) is equal to 4 + nx(
1
2
nx +
5
2
) + ny(
1
2
ny +
3
2
).
Remark 5.13. It is important to note that the results obtained using the
Methods 1, 2 and 3 can be improved in the same way as Method 4, i.e. by
adding quadratic constraints on the measurements yk+1.
Examples 5.3 and 5.4 show the performances of the proposed ellipsoidal
state estimation approaches.
Example 5.3. Consider the following linear discrete-time variant system:

xk+1 =
[
0.7 + 0.3δ1k 0.1 + 0.1δ2k
0.6 0.2 + 0.1δ3k
]
xk +
[
0.05 0 0 0
0 0.02 0 0
]
ωk
yk =
[ −2 + 0.1δ4k 1
1 1 + 0.1δ5k
]
xk +
[
0 0 0.05 0
0 0 0 0.05
]
ωk
(5.74)
with ‖ωk‖∞ ≤ 1, |δik | < 1, i = 1, . . . , 5. The value of ωk and δik is randomly
generated. The initial state belongs to the ellipsoid E(P0, x¯0, ρ0), with P0 =
I2, x¯0 =
[
0 0
]⊤
and ρ0 = 1, which is sufficiently large to contain the
initial state. This example proposes a comparison (in terms of accuracy and
complexity) between the state estimation results obtained by Method 4 and
Improved Method 4.
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Figures 5.18 and 5.19 illustrate the bounds of x1 and x2 after 50 iterations
obtained by the two considered ellipsoidal estimation methods: Method 4
(5.64) in black solid line and Improved Method 4 in magenta dashed line.
The red stars, representing the real state of the system are situated inside
the estimated bounds, which validates the guaranteed estimation bounds
obtained with the proposed techniques. A better accuracy of the estimation
is obtained using Improved Method 4.
The simulation results have been obtained with an Intel Core i7−3770 3.40
GHz, using the LMI solver mincx of MATLABTMRobust Control Toolbox.
Figure 5.20 compares the volume of the state estimation sets. The small-
est volume is obtained via Improved Method 4. Thus, Improved Method 4
oﬀers better accuracy than the Method 4, but with higher complexity (see
Table 5.3).
Table 5.3: Total computation time after 50 time instants
Algorithm Time (second)
Method 4 72.23
Improved Method 4 78.36
Figure 5.18: Bounds of x1
119
Ellipsoidal state estimation based on the radius minimization
Figure 5.19: Bounds of x2
Figure 5.20: Comparison of the volume of the state estimation sets
120
Ellipsoidal state estimation based on the radius minimization
Example 5.4. This example proposes a comparison of the results obtained
with Method 4, Improved Method 4 and an existing zonotopic estimation
approach based on the minimization of the P -radius [67]. The order of the
zonotope is limited to m ≤ 20. Due to the fact that the zonotopic estimation
method [67] is developed only for interval systems with ﬁxed observation
matrices5, a particular case of the linear discrete-time system (5.74) with a
ﬁxed observation matrix
[−2 1
1 1
]
will be further considered (i.e. δ4k = δ5k =
0 in (5.74)).
Figures 5.21 and 5.22 illustrate the bounds of x1 and x2 after 50 iterations,
using the three methods: Method 4 in black solid line, Improved Method 4
in magenta dashed line and the zonotopic approach based on the zonotope
P -radius minimization [67] in blue dashed line. The real state is represented
by red stars and is found inside the estimated bounds.
To facilitate the comparison between these methods, Figures 5.23 and
5.24 illustrate the bounds width of x1 and x2, respectively. The P -radius-
based zonotopic method is considered as reference. Due to the fact that the
proposed ellipsoidal estimation methods allow to modify both the shape and
the radius of the considered ellipsoid at each time instant, these methods oﬀer
a better estimation accuracy than the P -radius based zonotopic estimation
[67]. The best accuracy of the estimation is obtained using Improved Method
4, but with the highest complexity (see Table 5.4).
Table 5.4: Total computation time after 50 time instants
Algorithm Time (second)
P -radius based zonotopic estimation 0.92
Method 4 29.77
Improved Method 4 32.19
Figure 5.25 compares the volume of the state estimation sets. The volume
of the estimation set obtained by the P -radius based zonotopic estimation
method is larger than the volume obtained by the Method 4, which is also
larger than the volume obtained by Improved Method 4.
The proposed ellipsoidal methods oﬀer better accuracy compared to the
P -radius based zonotopic estimation technique [67] but with increased com-
plexity due to the online computation (see Table 5.4).
5Only interval uncertainties in the evolution matrix are considered in the approach
proposed in [67].
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Figure 5.21: Bounds of x1
Figure 5.22: Bounds of x2
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Figure 5.23: Comparison of the bounds width of x1
Figure 5.24: Comparison of the bounds width of x2
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Figure 5.25: Comparison of the volume of the state estimation sets
Comparing Table 5.3 and Table 5.4 allows to quantify (in terms of the
computation time) the complexity resulting from the considered interval un-
certainties on the observation matrix.
5.5 Conclusion
A new guaranteed ellipsoidal state estimation approach for multivariable lin-
ear systems with bounded perturbations and measurement noises has been
proposed in this chapter. Successive improvements/extensions are elaborated
in the four proposed methods.
Method 1 is applied for Linear Time Invariant (LTI) systems. In this
method, the radius of the ellipsoidal set is minimized at each iteration by
oﬀ-line solving an LMI problem which leads to compute a constant observer
matrix gain. InMethod 2, this gain is updated at each sample time by solving
an online LMI problem. This leads to a better estimation accuracy compared
to Method 1 but with higher complexity due to the vertex enumeration when
solving the LMI problem. Applying a new vector scaling technique forMethod
2, the computation time is signiﬁcantly reduced in Method 3, while keeping
an acceptable level of the estimation accuracy.
Secondly, an extension of this Method 3 is proposed to the case of uncer-
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tain Linear Time Invariant systems with bounded perturbations and mea-
surement noises (with interval uncertainties in both the evolution and obser-
vation matrices). This offers a good accuracy of the estimation.
Finally, this ellipsoidal state estimation method is extended to the case of
uncertain Linear Time Variant (LTV) systems (Method 4 ). This method is
based on the online minimization of the size of the ellipsoidal state estimation
set by solving an LMI (Linear Matrix Inequality) optimization problem. The
shape of the ellipsoidal set is adjusted at each time instant allowing to reduce
the conservativeness in comparison to previous methods. An improvement of
the accuracy of the proposed ellipsoidal estimation method has been further
presented in Improved Method 4 by adding quadratic constraints on both
measurements and perturbations. This allows to reduce the bounds of the
estimation domain, offering a better estimation accuracy.
In the next chapter, the proposed ellipsoidal state estimation approach is
applied for fault detection and fault tolerant control purposes.
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Chapter 6
Fault detection using
set-membership estimation
6.1 Introduction
Fault Tolerant Control (FTC) is a new research area that makes possible the
development of control laws which allow to maintain current performances
close to desirable objectives even after the occurrence of faults. A gener-
ally accepted deﬁnition of a fault is that it is an intolerable deviation of at
least one characteristic property or parameter of a system from its accept-
able/usual/standard conditions. The determination of a fault at a certain
time is referred to Fault Detection (FD). Faults are detected by developing
model-based Fault Detection algorithms. It compares the behavior of the
process and its model when both are fed with the same inputs. A general
technique used in the literature consists in designing a controller that can
adapt or reconﬁgure itself based on the FD information such that the sys-
tem can still operate safely despite the presence of faults. A control system
with this property is called FTC system. Figure 6.1 shows the architec-
ture of a FTC system. In this ﬁgure, it can be seen that there are three
parts of the system susceptible to faults: actuators, system’s components
and sensors. For actuator faults, the plant properties are not affected but
the influence of the controller on the plant is modified. The component fault
can be represented by a change of the dynamical properties of the system.
The sensor fault means that the measurement readings have substantial er-
rors. There are many types of faults. The most popular are incipient faults
and abrupt faults. The incipient faults characterize a slowly developing fault
while abrupt faults are modeled by a step function. In this thesis, only abrupt
fault will be considered.
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Actuators
System
dynamics
Sensors
FD algorithm
Controller
Actuator faults Component faults Sensor faults
u y
Controlled system
Reference
Figure 6.1: Architecture of a FTC system
Fault Tolerant Control systems can be categorized into two classes: pas-
sive FTC systems and active FTC systems. Passive FTC systems introduce
fault tolerance into a control system by the use of a ﬁxed controller that is
robust to a set of anticipated faults [87], [34]. Active FTC systems diﬀer
from passive FTC systems in the sense that they can adapt online to fault
information given by the FD algorithm [69]. In general, this online adapta-
tion allows active FTC systems to achieve better performance than passive
FTC systems.
Concerning Fault Detection approaches, there are also two classes: ac-
tive approaches and passive approaches. The active approaches are based on
generating insensitive residuals with respect to uncertainties but sensitive to
faults [23], [101], [71]. The passive approaches determine if there is consis-
tency between the model and the measurements [85]. Note that in passive
approaches, set-membership estimation techniques [95], [80] are largely used
for Fault Detection. Passive fault detection algorithms are applied to test the
consistency [82] both in the parameter space [53], [54], [18], [90], and in the
state-space [79], [97], [78], [98]. In this context, Section 6.2 proposes a ﬁrst
passive Fault Detection approach in state-space for linear discrete-time sys-
tems with bounded perturbations and bounded measurement noises. Based
on set-membership state estimation, this method [13] checks the consistency
between the model and the measurements. Only sensor faults are considered
within this FD approach.
A second original approach based on the use Multiple Model (MM) sys-
tems [15] is proposed in Section 6.3. The motivation of using Multiple Model
systems for Fault Detection stems from the fact that a large class of faulty sit-
uations can be modeled concomitantly (e.g. actuator, component and sensor
faults), contrary to classical FD methods that are usually applied to limited
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types/number of faulty situations (e.g. actuator or sensor faults). In addi-
tion, the use of Multiple linear Models represents an attractive solution for
dealing with the control of non-linear systems [9]. This is motivated by the
fact that non-linear systems can be modeled by Linear Parametric Varying
(LPV) models [46], [91], Takagi-Sugeno fuzzy models [107], etc. A Multiple
Model technique consists in the construction of a set of models that con-
tains local models corresponding to speciﬁc fault conditions of the monitored
system [73], [92].
For linear systems, the Multiple Model systems is an attractive technique
for FD due to its ﬂexible structure that allows us intuitive modeling of faults.
In general, in a state-space representation, a component fault can be modeled
by a modiﬁcation of the evolution matrix, an actuator fault can be modeled
by a change of the control matrix, and a sensor fault can be modeled by
an alteration of the observation matrix. The use of Multiple Model systems
allows an explicit way of considering faults and thus, recently, it has attracted
signiﬁcant interest [110], [109], [103], [35].
Fault Detection using Multiple Models in context of Takagi-Sugeno ap-
proach has been explored in several works [48], [70]. The authors of [47]
propose a method for estimating both the weights and the state of a Multi-
ple Model system with one common state vector. In this system, the weights
are related to the activation of each individual model. However, perturba-
tions and measurement noises are assumed to be stochastic with a given
covariance representation. The fault diagnosis method presented in [74] is
based on a generation of the residuals decoupled from the faults; but the
residual is obtained using statistical method which sometimes makes difficult
the parameters tuning. Generally, the perturbations are assumed to have a
known distribution. This assumption is in many cases difficult to validate.
Thus, it may be more realistic to assume that the perturbations and measure-
ment noises are unknown but bounded. This leads to use set-membership
approaches for the estimation [95], [16], [24], [39]. In this context, Section
6.3 proposes a new Fault Detection algorithm based on Multiple Models ap-
proach for linear systems with bounded perturbations. In this algorithm,
FD is passively implemented by using set-membership estimation and Fault
Tolerant Control is actively done by a Model Predictive Control (MPC) de-
sign. The consistency of each model with the measurements is checked at
each sample time based on the ellipsoidal state estimation proposed in the
previous chapter. A Min-Max Model Predictive Control is developed in order
to find the optimal control and the best model to use for the system in spite
of the presence of component, actuator and/or sensor faults.
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6.2 Sensor fault detection using zonotopes
This section proposes a passive sensor fault detection approach [13] in state-
space, based on set-membership state estimation. Note that all the pre-
viously detailed set-membership state-estimation techniques (i.e. zonotopic
approaches, combined zonotopic-ellipsoidal approach, ellipsoidal approaches)
can be used within this FD method. However, in order to oﬀer a wide
overview, the zonotopic estimation method described in Subsection 4.3.4 will
be considered here. This estimation method based on the minimization of
the P -radius of a zonotope has two steps: the prediction step and the correc-
tion step. Applying the zonotopic estimation method in the context of faulty
systems does not guarantee the state estimation when a fault has occurred.
In order to overcome this situation, a new fault detection algorithm based
on the zonotopic state estimation is further proposed. This algorithm leads
to guaranteed estimation despite the presence of sensor faults. During the
presence of the faults, the idea is to use only the state estimation given by
the prediction step of the estimation procedure. In the absence of faults,
the two steps (prediction and correction) of the zonotopic set-membership
estimation are applied. This procedure leads to guaranteed but conserva-
tive estimation. In order to overcome this inconvenient, in the context of
faulty systems, a preliminary calibration of the measurements is proposed by
centering the measurements relatively to the prediction zonotope. After the
measurement calibration, the zonotopic P -radius minimization estimation
method is applied. This allows to decrease the conservativeness of the pro-
posed estimation technique in a faulty context and decreasing the distance
to the real state, when faults are present.
Consider the following Single Output1 Linear Time Invariant (LTI) discrete-
time system with the state and measurement equations:{
xk+1 = Axk + Fωk
yk = c
⊤xk + σvk + fyk
(6.1)
where xk ∈ Rn is the state vector, yk ∈ R is the measurement vector, ωk ∈ Rn
is the state perturbation vector and vk ∈ R represents the measurement noise.
A, c, F and σ have the appropriate dimensions, with the assumption that
the pair (c⊤, A) is detectable. It is assumed that the initial state x0 belongs
to the zonotope Z = p0 ⊕ H0Bm and the perturbations and measurement
noise are bounded by compact sets: ωk ∈ Bn and vk ∈ B. The scalar fyk
is the sensor fault signal added to the measurement output which is equal
to zero in the fault-free case and takes a non-zero value in the presence of
faults.
1This method can be generalized for Multi-Output systems.
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Using the zonotopic set-membership state estimation method, the objec-
tive is to obtain a state estimation in the presence of abrupt sensor faults.
Remark 6.1. In order to keep a simple formulation, a Single Output system
is considered without uncertainties and without a control input (the termBuk
is omitted for (6.1)).
Remark 6.2. The extension of this Fault Detection method is also possible
to the case of uncertain systems (with interval uncertainties) by using set-
membership estimation methods dedicated for uncertain systems.
First, the P -radius zonotopic state estimation for the fault free case for
the system (6.1), with fyk = 0, is brieﬂy reminded. In this approach, it is
assumed that xk−1 ∈ Zˆk−1 = pˆk−1 ⊕ Hˆk−1Br, where Zˆk−1 is the zonotopic
estimation at time k − 1. The objective is to compute the zonotope Zˆk that
contains xk at time k. To do this, two steps are considered:
• Prediction step: The predicted zonotope Z¯k is determined as
Z¯k = Apˆk−1 ⊕
[
AHˆk−1 F
]
Br+n. (6.2)
• Measurement : The strip S(yk, c, σ) is obtained using the output mea-
surement at time k according to the following equation:
S(yk, c, σ) = {x ∈ Rn : |c⊤x− yk| ≤ σ}. (6.3)
• Correction step: The guaranteed state estimation at time k is the outer
approximation of the intersection between the predicted state set Z¯k
and the measurement strip S, i.e. Z¯k ∩ S(yk, c, σ). This outer approx-
imation is parametrized by the vector λ ∈ Rn, leading to the following
family of zonotopes:
Zˆk(λ) = pˆk(λ)⊕ Hˆk(λ)Br+n+1, (6.4)
with {
pˆk(λ) = Apˆk−1 + λ
(
yk − c⊤Apˆk−1
)
,
Hˆk(λ) =
[(
I − λc⊤)AHˆk−1 (I − λc⊤)F σλ] . (6.5)
The vector λ is then determined in order to minimize the P -radius
of the zonotope Zˆk at each sample time. The solution is found by
minimizing the scalar β ∈ (0, 1) using the bisection algorithm and oﬀ-
line solving the following Linear Matrix Inequality (LMI) optimization
problem:
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max
τ,P,β,Y
τ
subject to 

0 ≤ β < 1
(1−β)P
σ2+const
 τI

βP 0 0 A⊤P − AcY ⊤
∗ F⊤F 0 F⊤P − F⊤cY ⊤
∗ ∗ σ2 Y ⊤σ
∗ ∗ ∗ P

  0
(6.6)
with const = max
ω∈Bn
‖Fω‖22 and Y = Pλ.
This method allows to estimate the state of the system (6.1) in the fault-
free case. The objective is to use a similar estimation method to detect abrupt
sensor faults and try to obtain a good estimation despite the presence of these
faults.
In the rest of this section, three Fault Detection algorithms [13] are pro-
posed for abrupt sensor faults.
6.2.1 Fault Detection based on the consistency test
Model-based fault detection of dynamic processes is based on the use of the
model (i.e. state equation) to check the consistency of the observed behaviour
(via the measurement equation). In the case of the model (6.1), the idea is
to check the consistency between the prediction zonotope (Z¯k) and the set of
measurements S(yk, c, σ). Using the deﬁnition of the zonotope support strip
and Property 3.6, a fault has occurred if the set Z¯k ∩S(yk, c, σ) is empty. In
other words, a fault has occurred if the condition qu < y − σ or ql > y + σ
given in (3.32) holds. In the fault-free case, the zonotopic estimation method
presented by equations (6.4), (6.5) and (6.6) is used.
Algorithm 2 provides a general conceptual form of the fault detection
strategy based on checking the consistency between the model and the mea-
surement. The idea of this algorithm is the following. At each time instant
k the prediction zonotope Z¯k is built according to the equation (6.2). Using
the output measurement obtained from the sensor, the strip S(yk, c, σ) is
also built according to the equation (6.3). Then, consistency between the
predicted zonotopic state estimation and the measurement strip is checked.
If the consistency is proved, the P -radius minimization method is used to
compute the intersection between the predicted zonotopic state estimation
and the measurement strip according to the equations (6.5) and (6.6). Oth-
erwise, if the intersection between the predicted zonotopic state estimation
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Z¯k and the measurement strip is empty according to the equation (3.32), a
fault is considered to be present.
Algorithm 2. Fault detection based on the consistency test
1. k ← 0;
2. Z0 ← p0 ⊕H0B
m;
3. for k = 1 : N
4. Compute the predicted zonotope Z¯k according to the equation (6.2).
Use the output measurement yk, i.e. the strip S(yk, c, σ) according to
equation (6.3).
5. if Z¯k ∩ S(yk, c, σ) = ∅
6. Indicate fault.
7. else
8. Compute the zonotope Zˆk that fulﬁlls Z¯k ∩S(yk, c, σ) according to
equations (6.5) and(6.6).
9. end if
10. k ← k + 1
11. end for.
Here N is the length of the simulation time, p0 and H0 denote the initial
state zonotope (which is chosen sufficiently large).
Remark 6.3. These sensor Fault Detection algorithms using zonotopic set-
membership estimation can be generalized for Multi-Output systems by check-
ing the consistency between a zonotope and a polytope. This polytope rep-
resents the measurement set which is formed by intersecting the different
measurement strips.
The objective is now to find a solution to estimate the state of the system
when the fault has occurred in the step 6 of Algorithm 2. Two solutions will
be further discussed.
6.2.2 Fault Detection using only the prediction step
The goal is to obtain a guaranteed estimation in the presence of a fault. The
idea is to improve Algorithm 2 when a fault has occurred. It consists in
using only the prediction zonotope instead of the measurement strip and the
correction zonotope if an inconsistency is detected. In the faulty situation,
the measurement strip is not considered and the estimation zonotope will
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not be changed at the correction step (i.e. the estimated set is considered
equal to the predicted set – see Step 7 in Algorithm 3). If there are no faults,
both the prediction and correction steps are used in Algorithm 3 in order to
estimate the state, using equations (6.5) and (6.6).
Algorithm 3. Fault detection using only the prediction step
1. k ← 0;
2. Z0 ← p0 ⊕H0B
m;
3. for k = 1 : N
4. Compute the predicted zonotope Z¯k according to the equation (6.2).
Use the output measurement yk, i.e. the strip S(yk, c, σ) according to
equation (6.3).
5. if Z¯k ∩ S(yk, c, σ) = ∅
6. Indicate fault.
7. Zˆk = Z¯k
8. else
9. Compute the zonotope Zˆk that fulﬁlls Z¯k ∩S(yk, c, σ) according to
equations (6.5) and (6.6).
10. end if
11. k ← k + 1
12. end for.
This gives a guaranteed state estimation but the estimation accuracy
could deteriorate.
In order to increase accuracy, a calibration of the measurement is pro-
posed in the next subsection.
6.2.3 Fault Detection based on the calibration of the
measurement strip
The goal is to get a good estimation (which is closer to the real state) when
a fault is detected. It consists in shifting the measurement strip S(yk, c, σ)
(e.g. the blue strip in Fig. 6.2) to the center of the predicted zonotope Z¯k
(e.g. the red strip in Fig. 6.2). If the upper bound of the zonotope support
strip qu of the zonotope Z¯k satisfy the condition qu < yk − σ (see the blue
strip in Fig. 6.2 and the general representation of the zonotope support strip
in Figure 3.7) according to the condition of inconsistency (3.32), the output
measurement yk is calibrated as follows:
yk ← yk − d1 −
d2
2
− σ =
qu + ql
2
, (6.7)
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where d1 = yk − qu − σ and d2 = qu − ql. Otherwise, the condition of
inconsistency concerning the lower bound of the zonotope support strip ql >
yk + σ (see the green strip in Fig. 6.2) holds in (3.32) hlods and the output
measurement is calibrated as follows:
yk ← yk + d3 +
d2
2
+ σ =
qu + ql
2
, (6.8)
where d3 = ql − yk − σ.
x2
x1
d2
d3
d1 Z¯k
Figure 6.2: Measurement calibration
The new obtained strip is the dotted red strip (see Fig. 6.2). After this
calibration, the zonotopic state estimation is computed using the P -radius
minimization method. When there is no fault, the method of state estimation
based on the P -radius minimization method is applied. In a faulty situation,
Algorithm 4 provides a solution.
Algorithm 4. FD with measurement calibration
1. k ← 0
2. Z0 ← p0 ⊕H0B
m
3. for k = 1 : N
4. Compute the zonotope Z¯k according to the equation (6.2). Use the
output measurement yk, i.e. the strip S(yk, c, σ) according to the
equation (6.3)
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5. if Z¯k ∩ S(yk, c, σ) = ∅
6. Indicate fault
7. if (qu < yk − σ) or (ql > yk + σ)
8. yk ←
qu + ql
2
9. end if
10. end if
11. Compute the zonotope Zˆk that fulﬁlls Z¯k ∩ S(yk, c, σ) according to
(6.4), (6.5) and (6.6)
12. k ← k + 1
13. end for
Consider that the real state estimation xk belongs to the prediction zono-
tope Z¯k but it is outside the measurement strip (i.e. the dotted red strip
in Fig. 6.2). In this case, Algorithm 4 does not guarantee the state estima-
tion because the dotted red strip do not necessary cover all the predicted
zonotope Z¯k, but it still oﬀers an estimation closer to the real state than the
one obtained using Algorithm 3. This can be suitable for some situations
encountered in control perspectives.
Example 6.1 illustrates the performance of Algorithms 3 and 4.
Example 6.1. Consider the following LTI discrete-time system:

xk+1 =
[
0.8 0.2
−0.5 0.8
]
xk +
[
−0.12
0.02
]
ωk
yk =
[
−2 1
]
xk + 0.2vk + fyk
(6.9)
with ‖vk‖∞ ≤ 1, ‖ωk‖∞ ≤ 1. The initial state belongs to the box 3B
2.
The order of the zonotope is limited to m ≤ 20 (number of its segments) in
order to have a fast simulation. The sensor fault fyk is introduced between
sample times k = 30 and k = 40. In this example, the results obtained by
(Algorithms 2, 3 and 4 are analyzed.
Figures 6.3 and 6.4 show the bounds of x1 and x2 obtained by the P -
radius minimization method (blue lines). The red stars represent the real
state of the system. It can be noticed that these points are not between the
upper bound and the lower bound of the state estimation during the presence
of faults and immediately after the sensor recovery.
Figure 6.5 shows the detection of the fault during the estimation via
Algorithm 3. The fault occurred when the signal is equal to 1, it remains
equal to 0 otherwise.
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Figures 6.6 and 6.7 show the bounds of xk obtained by Algorithm 3 (blue
lines). The red stars represent the real state of the system. These points
are between the upper and lower bounds of xk. The reader can observe that
when the fault is present (from k = 30 to k = 40), the estimated bounds are
increased. This is due to the omission of the correction step in the estimation
method (i.e. only the prediction step is used in Algorithm 3).
Figures 6.8 and 6.9 show the bounds of xk obtained with Algorithm 4
(blue lines). Beside the interval time when the faut is present, similar results
are obtained with Algorithms 3 and 4. In addition, the red stars represent
the real state of the system. The distance between the upper and lower
bounds obtained by Algorithm 4 (Figures 6.8 and 6.9) is less than the dis-
tance between the upper and lower bounds obtained by Algorithm 3 (Figures
6.6 and 6.7). Even if Algorithm 4 does not guarantee the state estimation
bounds in presence of faults, the results can be less conservative compared to
Algorithm 3. This could make Algorithm 4 more suitable for Fault Tolerant
Control perspectives than Algorithm 3.
Figure 6.3: Bounds on x1 using Algorithm 2
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Figure 6.4: Bounds on x2 using Algorithm 2
Figure 6.5: Fault detection signal using Algorithm 3 (step 6)
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Figure 6.6: Bounds on x1 using Algorithm 3
Figure 6.7: Bounds on x2 using Algorithm 3
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Figure 6.8: Bounds on x1 using Algorithm 4
Figure 6.9: Bounds on x2 using Algorithm 4
6.2.4 Fault sensitivity of the proposed algorithms
Sensitivity toward faults is an important charateristic of fault detection al-
gorithms. The minimum abrupt fault that will be detected by the proposed
algorithms for the output sensor fault fyk has to be determined.
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In the following, the two cases of inconsistency expressed by equation (3.32)
are considered.
• The ﬁrst case is when the following equation holds:
qu < yk − σ. (6.10)
From (3.30) and from (6.1), qu = c
⊤pˆk+‖Hˆ⊤k c‖1 and yk = c⊤xk+σvk+
fyk . Then, 6.10 is equivalent to:
c⊤pˆk + ‖Hˆ⊤k c‖1 ≤ c⊤xk + σvk + fyk − σ. (6.11)
Assuming the worst-case with positive transition in fyk of xk ∈ Zˆk(λ)
and vk ∈ B by minimizing c⊤xk, i.e. c⊤xk = c⊤pˆk−‖Hˆ⊤k c‖1 from (3.31),
and minimizing σvk, i.e. vk = −1, the condition of the magnitude of
fyk is obtained as:
c⊤pˆk + ‖Hˆ⊤k c‖1 ≤ c⊤pˆk − ‖Hˆ⊤k c‖1 − σ + fyk − σ, (6.12)
which is equivalent to:
fyk ≥ 2σ + 2‖Hˆ⊤k c‖1. (6.13)
The condition (6.13) means that the sensor fault is detected when its
positive transition is greater than 2σ + 2‖Hˆ⊤k c‖1.
• The second case of inconsistency occurs when the following equation
holds:
ql > yk + σ. (6.14)
From (3.31) and from (6.1), qu = c
⊤pˆk−‖Hˆ⊤k c‖1 and yk = c⊤xk+σvk+
fyk . Then, 6.10 is equivalent to:
c⊤pˆk − ‖Hˆ⊤k c‖1 ≥ c⊤xk + σvk + fyk + σ. (6.15)
Assuming the worst-case with negative transition in fyk of xk ∈ Zˆk(λ)
and vk ∈ B by maximizing c⊤xk, i.e. c⊤xk = c⊤pˆk+‖Hˆ⊤k c‖1 from (3.30),
and maximizing σvk, i.e. vk = 1, the condition of the magnitude of fyk
is obtained as:
c⊤pˆk − ‖Hˆ⊤k c‖1 ≥ c⊤pˆk + ‖Hˆ⊤k c‖1 + σ + fyk + σ, (6.16)
which is equivalent to:
fyk ≤ −2σ − 2‖Hˆ⊤k c‖1. (6.17)
The condition (6.17) means that the sensor fault is detected when its
negative transition is smaller than 2σ + 2‖Hˆ⊤k c‖1.
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Summarizing these two cases, the abrupt sensor fault is detected when:
|fyk | ≥ 2σ + 2‖Hˆ⊤k c‖1. (6.18)
The quantity ‖Hˆ⊤k c‖1 the sum of the semi-axes of the zonotope Zˆk.
Figure 6.10: Fault detection sensitivity
An example where the abrupt fault is taken equal to 2σ is considered in
Fig. 6.10. Here the fault is not detected, i.e. the intersection between the
predicted black zonotope and the measurement strip (in blue) is not empty
even the real state is outside the measurement strip. This ﬁgure illustrates
that the red zonotopic outer approximation computed using the P -radius-
based estimation method can contain the real state. Improving the sensitivity
of the proposed Fault Detection algorithms will be addressed in future work.
6.3 Fault detection based on Multiple Model
Systems
This section deals with a large class of faulty situations (actuator, sensor and
component faults) and with a Fault Tolerant Control. A new Fault Detec-
tion using set-membership estimation approach based on Multiple Models
technique is proposed. These models are constructed by referring to the
original system, such that each model is adequate to one faulty mode. This
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method consists ﬁrst in checking the consistency between each model with
the available measurements. This consistency checking is based on a guar-
anteed ellipsoidal set-membership state estimation presented in the previous
chapter. Note that also the other set-membership estimation methods can
be used. Second, the set of compatible models with the measurements is
formed. In a third step, a Min-Max Model Predictive Control (MPC) [3]
is developed for each compatible model ensuring the desirable performances
despite the presence of faults. A quadratic criterion is minimized in order to
choose:
• The best control to be applied to the original system;
• The best model for the estimation.
The novelty is the use of set-membership estimation coupled with Min-
Max MPC to estimate the state of linear systems with unknown but bounded
perturbations and measurement noises despite the presence of component,
actuator and sensor faults.
Consider the following discrete-time LTI (Linear Time Invariant) system:{
xk+1 = AGicxk +BHiauk + Eωk
yk = CIisxk + Fωk
(6.19)
withA ∈ Rnx×nx , B ∈ Rnx×nu , C ∈ Rny×nx , E ∈ Rnx×(nx+ny), F ∈ Rny×(nx+ny),
Gic ∈ Rnx×nx , Hia ∈ Rnu×nu and Iis ∈ Rnx×nx . The vector xk ∈ Rnx is the
state vector of the system, uk ∈ Rnu is the input vector, and yk ∈ Rny is
the measured output vector at sample time k. The vector ωk ∈ Rnx+ny
contains the state perturbations and the measurement perturbations (noise,
oﬀset, etc.). The perturbations are assumed to be bounded by unitary boxes
ωk ∈ Bnx+ny for every k ≥ 0. Consider that the initial state x0 belongs to
the ellipsoid E(P0, x¯0, ρ0) = {x ∈ Rnx : (x− x¯0)⊤P0(x− x¯0) ≤ ρ0}.
The matrix Gic , with ic ∈ Ic = {0, 1, 2, . . . , nc} and nc denoting the
number of the considered component faults, is a diagonal matrix modeling
the ic-th component mode. In a similar way, the matrix Hia , with ia ∈
Ia = {0, 1, 2, . . . , na} and na the number of considered actuator faults, is a
diagonal matrix modeling the ia-th actuator mode. The matrix Iis , with
is ∈ Is = {0, 1, 2, . . . , ns}, where ns denotes the number of considered sensor
faults, is a diagonal matrix modeling the is-th sensor mode.
All diagonal entries of Gic , Hia and Iis belong to [0, 1] where 0 or 1 means
that the corresponding components, actuators and sensors are completely
faulty or healthy, respectively. A value in the range (0, 1) denotes a partial
degradation of the corresponding components, actuators and sensors.
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It is assumed that the pairs (AGic , BHia) and (AGic , CIis) are respectively
stabilizable and detectable under all the considered modes.
Remark 6.4. The system (6.19) can be rewritten in the following form:{
xk+1 = A(xk + fxk) + B(uk + fuk) + Eωk
yk = Cxk + Fωk + fyk
(6.20)
where fxk , fuk and fyk are respectively the component fault, actuator fault
and the sensor fault. It is easy to verify this, by taking fxk = (Gic − Inx)xk,
fuk = (Hia − Inu)uk and fyk = (Iis − Inx)xk.
Given an ellipsoidal estimation for xk of the form E(P, x¯k, ρk), with P
unknown and k > 0, the objective of this approach is to provide an ellipsoidal
estimation for xk+1 of the form E(P, x¯k+1, ρk+1) using the ellipsoidal set-
membership state estimation, presented in Subsection 5.2.3 (Method 3 ) and
brieﬂy described in the next subsection, despite the presence of possible faults
(on components, actuators or sensors).
The next subsection summarizes the ellipsoidal state estimation technique
used for the fault-free case.
6.3.1 Ellipsoidal state estimation for the fault free case
This subsection illustrates2 the guaranteed ellipsoidal state estimation for
the system (6.19) in the fault-free case (i.e. Gic , Hia and Iis are identity
matrices). In this case, the system (6.19) becomes:{
xk+1 = Axk +Buk + Eωk,
yk = Cxk + Fωk.
(6.21)
The ellipsoidal estimation method is based on the minimization of the
ellipsoidal radius at each iteration by solving a Linear Matrix Inequality
(LMI) problem.
Consider an initial state vector x0 ∈ E(P0, x¯0, ρ0) and assume that xk ∈
E(P, x¯k, ρk) at time k. If there exist a matrix Yk ∈ Rnx×ny , a matrix S =
S⊤ ≻ 0 in R(nx+ny)×(nx+ny) and the scalars ρk+1 > 0 and β ∈ (0, 1) for which
the following LMI holds:
min
β,Yk,S,ρk+1
ρk+1
2This description is used in order to permit an independent reading for each chapter.
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subject to 


 βP ∗ ∗PA− YkC P ∗
0 E⊤P − F⊤Y ⊤k S

 ≻ 0,
ρk+1 − βρk > 0,
β < 1
(6.22)
then the system state xk+1 at time k + 1 is guaranteed to belong to the
ellipsoid E(P, x¯k+1, ρk+1), ∀ωk ∈ Bnx+ny+nδ , with the following notations:
Yk = PLk, (6.23)
x¯k+1 = Ax¯k +Buk + Lk(yk − Cx¯k). (6.24)
The objective in the next subsection is twofold:
• Find the models which are compatible with the set of the measure-
ments;
• Use this ellipsoidal estimation method to estimate the state of the sys-
tem (6.19) despite the presence of faults.
6.3.2 Multiple Models Fault Detection using Min-Max
MPC
The idea is to construct a set of p Multiple Models M = {M1,M2, . . . ,Mp}
such that M1 represents the fault-free case, i.e. A1 = A, B1 = B, C1 = C,
E1 = E and F1 = F . For i = 2, . . . , p, each model Mi is dedicated to one
faulty mode. Note that the model Mi is deﬁned by the matrices Ai = AGic ,
Bi = BHia , Ci = CIis , Ei = E and Fi = F , for i = 1, . . . , p. A good
knowledge of the system is required in order to choose the p models.
The state of the system (6.19) is estimated by each model Mi based on
the ellipsoidal estimation (6.22) presented in the previous section (Method
3). Considering the presence of faults, the consistency between the model
Mi and the measurement has to be checked at each sample time. Then,
the objective is to ﬁnd the models which are compatible with the set of
measurements. Once this set is computed, a Min-Max Model Predictive
Control is developed in order to stabilize the state xk of the system (6.19).
A quadratic criterion is minimized by using a Min Max technique in order
to decide which is the best model to estimate the state of the system for the
next step. Figure (6.11) summarizes the idea of this Fault Detection method
based on Multiple Model and using Min Max Fault Tolerant Control. N
represents the simulation horizon.
145
Fault detection using set-membership estimation
Algorithm 5 provides a general form of the Fault Detection and Fault
Tolerant Control strategy based on checking consistency between the models
and the measurements. The idea of this algorithm is summarized below:
• Initialization: (step 1 to step 5 )
The estimated state is initialized by the ellipsoidal set E(P0, x¯0, ρ0) in
step 2. The estimation set for each model Mi ∈M, i = 1, . . . , p, is also
initialized by the same ellipsoidal set (Ei(P0, x¯0,i, ρ0,i) = E(P0, x¯0, ρ0)).
These ellipsoids are chosen sufficiently large in order to contain the real
initial state.
• Compatible models set construction: (step 7 to step 18 )
At each sample time k, the output measurement yk in (6.19) obtained
from the sensors is used to build the parametrized polytope Pcheck(Ci, yk, Fi)
for each model Mi, with i = 1, . . . , p. This polytope corresponds to the
consistent state set with the measurements yk. The construction of the
polytope Pcheck(Ci, yk, Fi) is obtained from the intersection of all the ny
measurement strips (each strip is formed by one of the ny components
of the yk). Each strip is defined by these two inequalities:{
Ci,jxk ≤ yk,j + ‖Fi,j‖1
−Ci,jxk ≤ −yk,j + ‖Fi,j‖1 (6.25)
such that i, with i = 1, . . . , p, represents the ith model and j, with
j = 1, . . . , ny, represents the j
th line of Ci, Fi and yk.
To construct the strip given by (6.25) for each scalar component yk,j of
the output yk, with j = 1, . . . , ny, the expression of yk = CIisxk+Fωk =
Cixk + Fiωk in (6.19) is used. In fact,
yk,j = Ci,jxk + Fi,jωk, (6.26)
with j = 1, . . . , ny. This gives
Ci,jxk = yk,j − Fi,jωk. (6.27)
Taking into account that Ci,jxk, yk,j and Fi,jωk are scalars and that
Fi,j ∈ R1×(nx+xy) and ωk ∈ Bnx+ny , the scalar Ci,jxk can be bounded as
follows:
yk,j − ‖Fi,j‖1 ≤ Ci,jxk ≤ yk,j + ‖Fi,j‖1. (6.28)
This implies the inequalities of (6.25).
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k = 0
i = 1
CM = CM
i = i+ 1
i < p
Find the best model M∗ ∈ CM by
minimizing a quadratic criterion
i = 1
Mi ∈ CM
Construct the set of Min Max
MPC for each model in CM
CM = {CM ,Mi}
The model Mi is
compatible with
the measurements
Use this model to compute
the ellipsoidal estimation set
for Mi
Use the model M∗ to com-
pute the ellipsoidal estima-
tion set for Mi
i = i+ 1
i < p
Initialization (Each model Mi ∈M is
initialized by an ellipsoidal estimation set)
CM = ∅ (CM is the set of models
compatible with the measurements)
Use M∗ to compute
the ellipsoidal estima-
tion set at time k + 1
k = k+1
k < N − 1
End
YesNo
NoYes
YesNo
NoYes
NoYes
Figure 6.11: Multiple Models Fault Detection using Min-Max MPC
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Then, using (6.25), the polytope Pcheck(Ci, yk, Fi) is deﬁned by the
following constraints:
Pcheck(Ci, yk, Fi) = {xk ∈ Rnx : Sxk ≤ T},
with the matrices S =
[
Ci
−Ci
]
, T =
[
yk + Fi
−yk + Fi
]
and Fi =

 ‖Fi,1‖1...
‖Fi,ny‖1

.
Note that Fi,j designs the j
th line of the Fi matrix for the model Mi.
The consistency between the ellipsoidal estimated set Ei(P, x¯k,i, ρk,i)
and the polytope Pcheck(Ci, yk, Fi) is veriﬁed for each model Mi ∈ M.
The ellipsoidal set Ei(P, x¯k,i, ρk,i) represents the state estimation with
the model Mi.
This consistency test (i.e. the intersection between an ellipsoid and
a polytope) is solved by the following Quadratic Programming (QP)
optimization problem with linear constraints:
ρ∗k = min
xk∈Ei(P,x¯k,ρk)
(xk − x¯k)⊤P (xk − x¯k)
subject to
Sxk ≤ T. (6.29)
If ρ∗k < ρk, then the intersection Ei(P, x¯k,i, ρk,i)∩Pcheck(Ci, yk, Fi) is not
empty. Else, the intersection is empty Ei(P, x¯k,i, ρk,i)∩Pcheck(Ci, yk, Fi) =
∅.
If the consistency is proved (i.e. non-empty intersection), the model
Mi is called compatible with the measurements and it is added to the
set CM containing all the compatible models with the measurements.
Otherwise, the model Mi is called incompatible with the measurements.
This process is repeated for each model Mi, with i = 1, . . . , p.
Note that several models Mi of M can be compatible with the mea-
surement at the same time.
• Construction of a Min-Max Model Predictive Control for each
compatible model: (step 19 to step 24 )
A Min Max Model Predictive Control is developed for each model com-
patible with the measurement. This control can be used for stabilizing
a system for example by satisfying some constraints on the state and
the control. A Min Max is chosen in order to minimize a quadratic cri-
terion for the worst-case perturbations belonging in a bounded compact
set.
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In order to obtain the set of controllers suitable for each model, a
control sequence uk|k,j = [uk|k,j, uk+1|k,j, . . . , uk+h−1|k,j]
⊤ is computed
for each model Mj ∈ CM , with j = 1, . . . , sM (sM is the size of CM), by
minimizing the following criterion:
uk|k,j = arg min
uk|k,j
max
ωk∈B
nx+ny
Jj(uk|k,j, ωk|k,j, xk|k,j), (6.30)
subject to
xk+l|k ∈ X for l = 1, . . . , h
uk+l|k ∈ U for l = 1, . . . , h
where h is the prediction horizon, xk+l|k represents the prediction of
the state for the sample time k + l at the sample time k, uk+l|k is the
control prediction for the sample time k+ l at the sample time k, ωk+l|k
is the perturbation prediction for the sample time k + l at the sample
time k and the cost function is deﬁned as:
Jj(uk|k,j, ωk|k,j, xk|k,j) =
h−1∑
l=0
(
x⊤k+l+1|k,jQx
⊤
k+l+1|k,j + u
⊤
k+l|k,jRuk+l|k,j
)
.
(6.31)
The cost function Jj(uk|k,j, ωk|k,j, xk|k,j) is maximized with respect to
ωk+l|k,j ∈ Bnx+ny (corresponding to the worst case situation) and min-
imized with respect to uk+l|k,j. The index j refers to the model Mj ∈
CM . Generally, the constraints on the state and input vectors and
the choice of the weighting matrices Q and R are due to physical,
safety and/or performance considerations. Then, the set of controllers
Uk = {uk|k,1, . . . ,uk|k,sM} suitable for each model Mj ∈ CM is con-
structed. More details on solving the problem (6.30) are given in Ap-
pendix 1.
• Computing the optimal control and the best model for the
estimation: (step 25 )
The objective is to determine the best control u∗k|k,j ∈ Uk for the system
in faulty situation (6.19) and the best model M∗j = M
∗
k|k ∈ CM to use
for the estimation in case of faults. For this, the following optimization
problem is solved:
(u∗k|k,M
∗
k|k) = arg min
uk|k∈Uk
max
Mj∈CM
J(uk|k, ωk|k, xk|k), (6.32)
with the cost function
J(uk|k, ωk|k, xk|k) =
h−1∑
l=0
(
x⊤k+l+1|kQx
⊤
k+l+1|k + u
⊤
k+l|kRuk+l|k
)
.
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Based on the receding horizon strategy, the control u∗k|k that will be
applied to the system (6.19) is given by the ﬁrst nu components of the
control sequence u∗k|k as follows:
u∗k|k =
[
Inu Onu,(h−1)nu
]
u∗k|k. (6.33)
• Computing the estimation for each model: (step 26 to step 32 )
Each model Mi ∈M, with i = 1, . . . , p, must be fed with an ellipsoidal
estimation set in order to use this estimation set to construct the set
of compatible models CM again at the next sample time k. It consists
in computing the ellipsoidal estimated sets Ei(P, x¯k+1,i, ρk+1,i) for each
model Mi ∈M, for i = 1, . . . , p. If the model Mi was compatible with
the measurement yk (i.e. Mi ∈ CM), then the ellipsoidal estimation
set Ei(P, x¯k+1,i, ρk+1,i) is computed according to (6.22) using the model
Mi, the control u
∗
k|k and the measurement yk. Otherwise, the ellipsoidal
estimation set Ei(P, x¯k+1,i, ρk+1,i) is computed according to (6.22) using
the best model M∗k , the control u
∗
k|k and the measurement yk, in order
to obtain a guaranteed estimation for this incompatible model with the
measurement.
• Obtained the ﬁnal estimation at time k + 1: (step 33 )
Finally, the ellipsoidal estimation set E(P, x¯k+1, ρk+1) is based on the
best model M∗k , the optimal control u
∗
k|k and yk.
Algorithm 5. Fault Detection using Multiple Model technique
1. k ← 0;
2. E(P0, x¯0, ρ0)← {x ∈ R
nx : (x− x¯0)
⊤P0(x− x¯0) ≤ ρ0};
3. for i = 1 : p
4. Ei(P0, x¯0, ρ0) = E(P0, x¯0, ρ0);
5. end for
6. for k = 0 : N − 1
7. CM = ∅;
8. Collect yk;
9. for i = 1 : p
10. Use the output measurements yk to construct the polytope
Pcheck(Ci, yk, Fi);
11. if Ei(P, x¯k,i, ρk,i) ∩ Pcheck(Ci, yk, Fi) = ∅
12. The model Mi is not compatible with the set of measurements;
13. CM = CM ;
14. else
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15. The model Mi is compatible with the set of measurements;
16. CM = {CM ,Mi};
17. end if
18. end for
19. sM = size(CM)
20. Uk = ∅
21. for j = 1 : sM
22. Compute uk|k,j by solving the criterion (6.30);
23. Uk = {Uk,uk|k,j};
24. end for
25. Compute u∗k|k and M
∗
k using (6.32) and (6.33);
26. for i = 1 : p
27. if Mi ∈ CM
28. Compute the ellipsoidal estimation set Ei(P, x¯k+1,i, ρk+1,i) accord-
ing to (6.22) using the model Mi (deﬁned by the matrices Ai,
Bi, Ci, Ei and Fi) and the control u
∗
k|k;
29. else
30. Compute the ellipsoidal estimation set Ei(P, x¯k+1,i, ρk+1,i) accord-
ing to (6.22) using M∗k and u
∗
k|k;
31. end if
32. end for
33. Compute the ellipsoidal estimation set E(P, x¯k+1, ρk+1) according to
(6.22) using the model M∗k ;
34. k = k + 1;
35. end for.
Remark 6.5. This method deals with all types of faults (i.e. actuator,
component and sensor faults). A set of models is used such that each model
is adequate for one faulty situation. To construct this set of models, a good
knowledge of a system is required.
Remark 6.6. The choice of tuning parameters, i.e. the prediction horizon
(h), the weighting matrices (Q and R) and the constraints on the state (xmin
and xmax) and on the input (umin and umax), is not an easy task and it
depends on the desired objectives.
The following example shows the eﬀectiveness of the Algorithm 5.
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Example 6.2. Consider the following LTI discrete-time system:

xk+1 =
[
0.7 0.3
0.6 0.7
]
xk +
[
0.3
0.2
]
uk +
[
0.05 0 0 0
0 0.02 0 0
]
ωk
yk =
[ −2 1
1 1
]
xk +
[
0 0 0.01 0
0 0 0 0.01
]
ωk
(6.34)
with ‖ωk‖∞ ≤ 1. The value of ωk is randomly generated. The initial state
belongs to the ellipsoid E(I2, [0 0]⊤, 1). In this example, 4 models are con-
sidered:
• M1 corresponds to the fault-free system, i.e. A1 = A, B1 = B, C1 = C,
E1 = E and F1 = F .
• M2 models the system with a component fault: A2 =
[
0.4 0.8
0.1 0.2
]
,
B2 = B, C2 = C, E2 = E and F2 = F .
• M3 corresponds to an actuator fault, with A3 = A, B2 =
[
0.15
0.1
]
,
C3 = C, E3 = E and F3 = F .
• M4 corresponds to the system having a fault in the second sensor, with
A4 = A, B4 = B, C4 =
[ −2 1
0.5 0.5
]
, E4 = E and F4 = F . The length
simulation N = 100. The prediction horizon is h = 10, the weighting
matrices Q =
[
10 0
0 10
]
and R = 5. The following constraints are
considered on the state xmin =
[ −0.2
−0.2
]
, xmax =
[
0.2
0.2
]
, and on the
input umin = −0.2 and umax = 0.2.
The simulated faults are described in Table 6.1.
Table 6.1: Simulated fault scenario
Fault description Time interval (samples)
50% fault in actuator 10 – 20
50% fault in sensor 50 – 60
Figures 6.12 and 6.13 illustrate the bounds of x1 and x2 after 100 iter-
ations. The solid blue lines represent the bounds obtained by Algorithm 5.
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The red stars represent the real state of the system (situated inside the es-
timated bounds). The state estimation is guaranteed despite the presence
of the considered faults, however the bounds of the estimation set are larger
when faults occur (compared to the fault-free time intervals).
Figure 6.12: Bounds of x1
Figure 6.13: Bounds of x2
153
Fault detection using set-membership estimation
Figure 6.14 represents the control uk. The constraint umin ≤ uk ≤ umax
is satisﬁed.
Figure 6.14: Evolution of the control u
Figure 6.15: Fault signal for model M1
Figures 6.15, 6.16, 6.17 and 6.18 represent the fault signal obtained using
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the models M1, M2, M3 and M4. When the fault signal is equal to 0 (re-
spectively 1), the model Mi is compatible (respectively incompatible) with
the measurements. Eﬀectively, the model M1 corresponding to the fault-free
case system is compatible with the measurement when there is no fault (see
Figure 6.15).
Figure 6.16: Fault signal for model M2
Figure 6.17: Fault signal for model M3
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Figure 6.18: Fault signal for model M4
Even if for the considered actuator fault (between 10− 20 samples), the
models M2, M3 and M4 are compatible with the measurements, the optimal
model chosen by the Min-Max MPC is M3. In a similar way, the model M4
is found (using the proposed Min-Max MPC technique) the optimal model
for the considered sensor fault. This conﬁrms the performance of Algorithm
5.
6.4 Conclusion
In this chapter, Fault Detection for linear systems with bounded perturbation
using set-membership estimation has been treated. Two diﬀerent method-
ologies are proposed.
First, three sensor Fault Detection algorithms (called Algorithms 2, 3
and 4) based on the consistency test have been proposed. Algorithm 2 is
used for checking the consistency between the model and the measurements.
Algorithm 3 gives a guaranteed but conservative estimation in the presence
of sensor faults. In a faulty situation, only the prediction step is used. In the
fault free-case, both the prediction and correction steps are used. Algorithm
4 gives an estimation with reduced conservativeness when sensor faults occur
by using the calibration of the measurement. This algorithm is suitable for
control perspectives.
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Second, a new Fault Detection algorithm (Algorithm 5) based on Multi-
ple Models for linear systems with bounded perturbations and measurement
noises has been proposed. These models are constructed by referring to the
original system, such that each model is adequate to one faulty mode. This
method consists ﬁrst in checking the consistency between each model with
the available measurements. The set of compatible models with the mea-
surements is formed. A Min-Max Model Predictive Control is developed for
each compatible model ensuring the desirable performances despite the pres-
ence of faults. Finally, a quadratic criterion is minimized in order to choose
the best control to be applied to the original system and the best model for
the estimation. The main advantage of this method consists in considering
actuator, component and sensor faults in the same time.
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Chapter 7
Conclusion and future directions
7.1 Conclusion
In this thesis, Fault Detection algorithms based on set-membership state esti-
mation for linear uncertain systems with bounded perturbations and bounded
measurement noises are proposed. The main contributions of this thesis are
divided into three parts:
• The ﬁrst part proposes an improved method which combines the good
accuracy of the zonotopic set-membership state estimation and the re-
duced complexity of the ellipsoidal set-membership estimation.
• In the second part, a new ellipsoidal state estimation approach based on
the minimization of the ellipsoidal radius is developed. Four methods
have been presented in this approach. Methods 1, 2 and 3 are applied
for LTI systems. Method 3 is extended to the case of uncertain LTI
systems. Finally, Method 4 is applied for LTV systems.
• Two Fault Detection techniques have been proposed in the third part.
The ﬁst technique allows to detect sensor faults by checking the consis-
tency between the model and the measurements. The second technique
is based on Multiple Models for linear systems with bounded perturba-
tions and measurement noises. It deals with actuator/component/sensor
faults. A Min-Max Model Predictive Control is developed in order to
ﬁnd the optimal control and the best model to use for the system in
spite of the presence of these faults.
The ﬁrst part deals with the set-membership estimation problem for un-
certain linear systems with bounded perturbations and bounded measure-
ment noises. Existing zonotopic and ellipsoidal set-membership estimation
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methods are presented. For zonotopes four methods are presented: the Sin-
gular Value Decomposition-based method [27], the minimization of the zono-
tope segments [2], the minimization of the zonotope volume [2] and the P -
radius of the zonotope. For ellipsoidal techniques, two methods are outlined:
ﬁrstly, the determinant-based criterion is minimized [36] and secondly, the
minimization of the trace criterion [36]. An improved method (which is the
ﬁrst contribution on this thesis) based on zonotopes and ellipsoids [12] is
proposed. This is formulated as an optimization problem which starts with
the zonotopic estimation and continues with the ellipsoidal estimation when
the zonotopic estimation set is enough small (small value of the P -radius).
In this way, this method takes adavantage of the accuracy of the zonotopic
estimation and the reduced complexity of the ellipsoidal estimation.
A second contribution is a new guaranteed ellipsoidal state estimation. It
consists in minimizing the radius of the ellipsoidal state estimation set. For
this, four original methods are given. Method 1 is applied for LTI systems
with bounded perturbations and measurement noises. In this method a ﬁxed
observer gain is computed by solving a LMI problem. Method 2 consists in
computing an updated observer gain by solving a LMI optimization problem.
This LMI has to be veriﬁed in all the vertices of the unitary box that contains
the perturbations and measurement noises. It leads to better accuracy but
with higher complexity compared to Method 1. Method 3 proposes a Vector
Scaling technique for the LMI problem that has to be solved in Method 2. It
avoids the enumeration problem and it keeps a good level of accuracy with
reduced complexity compared to Method 2. Method 3 is also extended for
the case of uncertain LTI systems. Finally, Method 4 (which is a signiﬁcant
contribution of this thesis) is applied for Linear Time Variant (LTV) systems
where an updated observer gain and a ﬂexible shape of the estimated ellip-
soidal set are computed. An improvement of the accuracy of the proposed
ellipsoidal estimation method has been further presented in Improved Method
4 by adding quadratic constraints on both measurements and perturbations.
This allows to reduce the bounds of the estimation domain, oﬀering a better
estimation accuracy.
In third part, two Fault Detection techniques have been developed. In the
ﬁrst technique, three sensor Fault Detection algorithms have been proposed.
The ﬁrst algorithm is based on the P -radius minimization method of the
zonotopic estimation method. It checks the consistency between the model
and the measurements in the fault-free case. The second algorithm gives a
guaranteed but conservative estimation in the presence of sensor faults by
using only the prediction step. If there are no faults, all the steps (prediction,
measurement, correction) are used. The last algorithm gives an estimation
with reduced conservativeness using the calibration of the measurement when
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sensor fault occur. A second original technique proposes a Fault Detection
algorithm based on Multiple Models for linear systems with bounded per-
turbations and measurement noises. It deals with actuator, component and
sensor faults simultaneously. In this algorithm, Fault Detection is passively
implemented by using set-membership estimation and Fault Tolerant Control
(FTC) is actively done by a Model Predictive Control (MPC) design. The
consistency of each model with the measurements is checked at each sample
time based on the ellipsoidal state estimation proposed is the second part.
A Min-Max Model Predictive Control has been developed in order to ﬁnd
the optimal control and the best model to use for the system in spite of the
presence of component/actuator/sensor faults.
7.2 Future directions
Several mid-term and long term directions are proposed below.
As stated in Example 5.4, the zonotopic estimation approach based on
the minimization of the P -radius [67] is developed for systems with interval
evolution matrix but with constant observation matrix. On one hand, it
will be interesting to extend this method to the case of systems with inter-
val observation matrix. On the other hand, an interesting perspective is to
develop a new P -radius-based zonotopic set-membership estimation by up-
dating the vector λ from equation (4.37) for SISO systems (or matrix Λ from
equation (4.48) for MIMO systems). This leads to replace λ by λk (or Λ by
Λk) at each sample time k. This will increase the accuracy of the zonotopic
set-membership estimation.
Another interesting idea is to extend the proposed ellipsoidal state es-
timation method based on the minimization of the radius to the case of
systems with time-delay, for instance by modeling the delays as an interval
parametric uncertainty.
It is also possible to extend these set-membership methods (using zono-
topes and ellipsoids) to the case of Piecewise Affine (PWA) systems.
It is important to extend/develop the proposed passive sensor Fault De-
tection algorithms for the case of Multi-Output systems and explore also
the results by using ellipsoidal set-membership state estimation approaches.
These sensor Fault Detection algorithms should be used also for Fault Toler-
ant Control purposes. Comparison with existing Fault Detection techniques
will be further investigated.
A different perspective is to use a moving horizon set-membership esti-
mation. This horizon can be used for fault monitoring and FTC purposes.
Finally, we propose to experimentally validate these methods.
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Appendix 1
Min Max Model Predictive Control
This part details the development of Min-Max Model Predictive Control ap-
plied to each model Mj belonging to the compatible set CM . The control
signal is found by minimizing the worst case (with respect to the perturba-
tions ωk) of a quadratic criterion (6.30). The Min-Max optimization prob-
lem (6.30) is reformulated as a quadratic programming (QP) problem. The
controller is, then, computed using the ellipsoidal state estimation at the
previous sample time by solving a simple QP problem.
Starting from the quadratic cost function1
Jj(uk,j, ωk, xk,j) =
h−1∑
l=0
(
x⊤k+l+1,jQx
⊤
k+l+1,j + u
⊤
k+l,jRuk+l,j
)
, (7.1)
the following state equations are computed for each compatible model Mj ∈
CM , with j = 1, . . . , sM :

xk+1,j = Ajxk,j +Bjuk,j + Ejωk,j,
...
xk+l,j = A
l
jxk,j + A
l−1
j Bjuk,j + A
l−2
j Bjuk+1,j + . . .+Bjuk+l−1,j+
+Al−1j Fjωk,j + A
l−2
j Fjωk+1,j + . . .+ Fjωk+l−1,j,
...
xk+h,j = A
h
jxk,j + A
h−1
j Bjuk,j + A
h−2
j Bjuk+1,j + . . .+Bjuk+h−1,j+
+Ah−1j Fjωk,j + A
h−2
j Fjωk+1,j + . . .+ Fjωk+h−1,j,
with h the prediction horizon and j = 1, . . . , sM .
Denote by uk|k,j = [uk|k,j, uk+1|k,j, . . . , uk+h−1|k,j]
⊤ and
ωk|k,j = [ωk|k,j, ωk+1|k,j, . . . , ωk+h−1|k,j]
⊤ the sequences of control signals and
perturbations, respectively. Then, the state equation of the model Mj ∈ CM ,
predicted for time k + l + 1 at time k, can be rewritten as:
xk+l+1|k,j = A
l
jxk+1|k,j +Al,jBjuk|k,j +Al,jωk|k,j (7.2)
1Here the index k+l|k is omitted and replaced by k+l in order to simplify the notations.
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where the Al,j matrix is deﬁned as:
Al,j =
[
Al−1j A
l−2
j . . . A
0
j Onx,nx . . . Onx,nx︸ ︷︷ ︸
h−j times
]
.
Replacing (7.2) in (7.1) and after some manipulations, the optimization
problem (6.30) becomes:
uk,j = arg min
uk|k,j∈Uk
max
ωk|k,j∈B
h×(nx+ny)
f(uk|k,j,ωk|k,j), (7.3)
where f(uk|k,j,ωk|k,j) = α1+α2 ωk|k,j+α3 uk|k,j+ω
⊤
k|k,j α4 ωk|k,j+ω
⊤
k|k,j α5 uk|k,j+
u⊤k|k,j α6 uk|k,j, with

α1 = x
⊤
k+1|k,j
∑h−1
l=0 A
l⊤
j QA
l
jxk+1|k,j
α2 = 2x
⊤
k+1|k,j
∑h−1
l=0 A
l⊤
j QAl,jF¯
α3 = 2x
⊤
k+1|k,j
∑h−1
l=0 A
l⊤
j QAl,jB¯
α4 = F¯
⊤
∑h−1
l=0 A⊤l,jQAl,jF¯
α5 = 2F¯
⊤
∑h−1
l=0 A⊤l,jQAl,jB¯
α6 = F¯
⊤
∑h−1
l=0 A⊤l,jQAl,jF¯ + R¯
(7.4)
with B¯ = diag(B, . . . , B︸ ︷︷ ︸
h times
), F¯ = diag(F, . . . , F︸ ︷︷ ︸
h times
) and R¯ = diag(R, . . . , R︸ ︷︷ ︸
h times
).
The function f(uk|k,j,ωk|k,j) is quadratic with respect to uk|k,j and ωk|k,j.
In [3], it is shown that the Min-Max MPC problem (7.3) is convex and it is
equivalent to:
uk,j = arg min
uk|k,j∈Uk
max
ωk|k,j∈V
B
h×(nx+ny)
f(uk|k,j,ωk|k,j). (7.5)
Then, the perturbation ωk|k,j is known and consists in replacing it by all the
values corresponding to the vertices V
B
h×(nx+ny) . For this reason, the problem
(7.5) becomes a QP problem as follows:
uk,j = arg min
uk|k,j∈Uk
f˜(uk|k,j), (7.6)
such that f˜(uk|k,j) is quadratic with respect to uk|k,j. In general the con-
straints xk ∈ X and uk ∈ U are given in the following form: xmin ≤ xk ≤ xmax
and umin ≤ uk ≤ umax. Finally, the problem (6.30) to solve is a QP problem:
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min
uk|k,j
f˜(uk|k,j)
subject to 

Al,jB¯
−Al,jB¯
Il
−Il

uk|k,j ≺


b1
b2
umax
−umin

 , (7.7)
for l = 0, . . . , h− 1 with b1 = xmax −Aljxk+1|k −Al,jF¯ωk|k and b2 = −xmin +
Aljxk+1|k+Al,jF¯ωk|k, ∀ωk|k ∈ VBh×(nx+ny) and Il =
[
Ol−1,nu 11,nu Oh−l,nu
]
.
Note that the state xk|k is chosen equal to the nominal state which is in
this case the center of the ellipsoidal state estimation set x¯k.
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Résumé : Cette thèse propose une nouvelle 
approche de détection de défauts pour des 
systèmes linéaires soumis à des incertitudes par 
intervalles, des perturbations et des bruits de 
mesures bornés. Dans ce contexte, la détection 
de défauts est fondée sur une estimation 
ensembliste de l’état du système. Les 
contributions de cette thèse concernent trois 
directions principales. 
La première partie propose une méthode 
d’estimation d’état ensembliste améliorée 
combinant l’estimation zonotopique (qui offre 
une bonne précision) et l’estimation ellipsoïdale 
(qui offre une complexité réduite). 
Dans la deuxième partie, une nouvelle approche 
d’estimation d’état ellipsoïdale fondée sur la 
minimisation du rayon de l’ellipsoïde est 
développée. Dans ce cadre, des systèmes 
multivariables linéaires invariants dans le 
temps, ainsi que des systèmes linéaires variant 
dans le temps ont été considérés. Ces approches, 
résolues à l'aide de problèmes d’optimisation 
sous la forme d’Inégalités Matricielles 
Linéaires, ont été étendues au cas des systèmes 
soumis à des incertitudes par intervalles. 
Dans la continuité des approches précédentes, 
deux techniques de détection de défauts ont été 
proposées dans la troisième partie utilisant les 
méthodes d'estimation ensemblistes. La 
première technique permet de détecter des 
défauts capteur en testant la cohérence entre le 
modèle et les mesures. La deuxième technique 
fondée sur les modèles multiples permet de 
traiter simultanément les défauts 
actionneur/composant/capteur. Une commande 
prédictive Min-Max a été développée afin de 
déterminer la commande optimale et le meilleur 
modèle à utiliser pour le système, malgré la 
présence des différents défauts. 
Title: Fault Detection Techniques based on Set-Membership State Estimation for Uncertain Systems 
Keywords: Set-membership state estimation, fault detection, Linear Matrix Inequality  
Abstract: This thesis proposes a new Fault 
Detection approach for linear systems with 
interval uncertainties, bounded perturbations 
and bounded measurement noises. In this 
context, the Fault Detection is based on a set-
membership state estimation of the system. The 
main contributions of this thesis are divided 
into three parts. 
The first part proposes an improved method 
which combines the good accuracy of the 
zonotopic set-membership state estimation and 
the reduced complexity of the ellipsoidal set-
membership estimation. 
In the second part, a new ellipsoidal state 
estimation approach based on the minimization 
of the ellipsoidal radius is developed, leading 
to Linear Matrix Inequality optimization 
problems. 
In this context, both multivariable linear time-
invariant systems and linear time-variant 
systems are considered. An extension of these 
approaches to systems with interval 
uncertainties is also proposed.  
In the continuity of the previous approaches, 
two Fault Detection techniques have been 
proposed in the third part based on these set-
membership estimation techniques. The first 
technique allows to detect sensor faults by 
checking the consistency between the model 
and the measurements. The second technique is 
based on Multiple Models. It deals with 
actuator/component/sensor faults in the same 
time. A Min-Max Model Predictive Control is 
developed in order to find the optimal control 
and the best model to use for the system in 
spite of the presence of these faults. 
