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 A verb bias refers to a higher likelihood for a verb to appear in one particular sentence 
structure. This co-occurrence is well-established as a guiding statistic in the language 
comprehension of children and adults, but how it emerges through language acquisition is a 
relatively new area of study. Previous work is ambiguous as to what learning mechanism likely 
handles this process – one possibility is that learning is incremental and associative, and another 
possibility is that verb biases are learned through explicit learning. The aim of this thesis is to 
discriminate between these two possibilities using reversal learning, a paradigm that compares 
initial learning of a rule to learning of its exact opposite. In this paradigm, more rapid learning of 
the opposite rule (a “fast reversal”) indicates explicit learning, while slower learning of the 
opposite rule (a “slow reversal”) indicates incremental learning. In the first experiment, new verb 
biases are created for familiar verbs using an adapted comprehension-to-production priming 
technique, and the type of learning is evaluated using reversal learning. In the second 
experiment, this experiment is conceptually replicated using an adapted production-to-production 
priming technique. The results of these experiments expand our understanding of what types of 
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INTRODUCTION AND LITERATURE REVIEW 
A central part of language acquisition is learning reoccurring patterns through experience. 
One example of this is verb bias, which refers to a greater probability that a verb will occur in 
one syntactic structure instead of other possible alternatives. Verb bias is used during sentence 
comprehension by adult native speakers and children to predict likely endings of sentences 
(Garnsey et al., 1997; Snedeker and Trueswell, 2004). Despite its importance in language 
comprehension, how verb biases are learned is a relatively new area of research. Verb biases can 
be learned by second language speakers, and new verb biases can be learned for known verbs in 
the laboratory, which suggests that the mechanisms of verb bias learning remain flexible in 
adulthood (Dussias and Cramer Scalz, 2008; Coyle and Kaschak, 2008; Ryskin, Qi, Duff, and 
Brown-Schmidt, 2017; Lin and Fisher, 2017). Because new verb biases can be learned through 
linguistic experience, it has been suggested that verb biases are learned implicitly, which is 
similar to how well-studied phenomena like syntactic priming are proposed to work (e.g. Chang, 
Jancisauskas, and Fitz, 2012). However, direct evidence that changes in verb bias are supported 
by implicit learning has not yet been observed.  
Verb bias was originally investigated as a potential constraint on sentence processing, 
and has emerged as a factor that affects . Garnsey, Pearlmutter, Myers and Lotocky (1997) 
examined verbs that were either biased to occur with a sentential complement structure (Diane 
admitted that the dinner was burnt) or with a direct object (The usher accepted the woman’s 
ticket). Reading was more difficult when a direct-object biased verb occurred with a sentential 
complement than when the verb’s bias matched its sentence structure (Garnsey et al., 1997). 
Wilson and Garnsey (2009) used similar sentences, but also included critical verbs that were 
biased to the sentential complement completion but ended in the simpler direct object structure. 
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In both cases, sentences with endings that did not match the bias of the verb were more difficult 
to process. These studies demonstrate that language comprehension is tuned to the co-occurrence 
of verbs and syntactic structures.  
Given that verb bias plays an central role in successful language comprehension, how 
speakers learn verb biases becomes an important question. Potential answers to this question 
could come either from naturalistic language acquisition, or from direct studies of verb bias 
learning in the lab. For children, learning a language means that they must also learn verb biases. 
Snedeker and Trueswell (2004) compared the use of verb biases and referential information by 
five-year-olds and adults in language comprehension. Both groups were found to be sensitive to 
the attachment preferences of individual verbs. Similarly, when children were asked to produce 
sentences in a structural priming task, both three- to four-year-olds and five- to six-year-olds 
were sensitive to verb biases when choosing which structure to produce (Peter, Chang, Pine, 
Blything, and Rowland, 2015). These results both show that children learn and use verb bias 
early. Snedeker and Trueswell (2004) suggest that this may be due in part to cue validity; verb 
bias is a strong cue to syntactic structure compared to information about referents.  
Adults learning a second language present a more complex picture, but ultimately support 
the hypothesis that verb biases are acquired as a language is learned. Dussias and Cramer Scaltz 
(2008) compared monolingual English speakers to bilingual Spanish-English speakers. The 
stimuli were English sentences similar to the direct object/sentence complement sentences used 
in Wilson and Garnsey (2009), but the verbs were re-normed by the Spanish-English bilingual 
group. For English verbs with similar bilingual and monolingual norms, Spanish-English 
bilinguals behaved like the monolingual speakers, and were slower when reading completions 
did not match the verb bias. When the bilingual norms differed, bilingual reading times slowed 
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even when native norms showed that verb bias and completion matched. This suggests that the 
bilingual speakers learned some native verb biases, but may also have acquired them 
incompletely or transferred information from their first language. Lee, Lu, and Garnsey (2013) 
compared English monolinguals to Korean-English bilinguals. Because Korean verbs are often 
the last word in a sentence, predictive use of verb bias is less likely to be transferred between 
Korean and English than between Spanish and English. High-proficiency bilinguals were able to 
use verb bias to predict sentence structure in a similar way to English speakers, but low-
proficiency bilinguals did not use verb bias in the absence of other disambiguating cues. 
Together, these results suggest that the ability to learn verb biases is still present in adults, but 
does not directly show how this learning occurs.  
A better demonstration of how adults learn verb biases comes from a number of studies 
that directly change verb biases in natural and artificial languages. It has been clearly established 
that verb biases in an adult’s first language can be changed by linguistic experience. Coyle and 
Kaschak (2008) first required participants to use only one dative structure with a verb; for 
example, the verb send might always appear in double object dative sentences, such as The 
doctor sent his patients _______. Participants were then asked to make sentences with these 
same verbs without being constrained to a specific structure. After being constrained in the first 
block, participants were more likely to use the structure-verb pairing they were trained on, 
showing that they had learned a new verb bias (Coyle and Kaschak, 2008). Lin and Fisher (2017) 
extends this finding to children, showing that both adults and children who were trained to use 
one dative structure with a specific verb will tend to use that structure again when presented with 
that verb. Similar results have been found using comprehension to change verb biases. Ryskin, 
Qi, Duff, and Brown-Schmidt (2017) presented participants with sentences such as You should 
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rub the bunny with the bottle, which could have either an instrumental interpretation (e.g. use the 
bottle to rub the bunny), or a modifier interpretation (e.g. rub the bunny that currently possesses 
the bottle). In training, specific verbs were systematically paired with disambiguating context 
that meant only one interpretation was valid. At test, participants heard ambiguous sentences, 
were presented with a visual world containing both a modifier and instrument interpretation of 
the sentence, and were asked to interpret the sentence by selecting an item in the visual world 
display. Analysis of both eye movements to items in the visual world and actions performed by 
participants showed that modifier-trained verbs were more likely to be interpreted as containing 
a modifier, and conversely that instrument-trained verbs were more likely to be interpreted as 
requiring the use of an instrument (Ryskin et al. 2017). From these results, it is clear that both 
adults and children can learn new verb biases, and that this learning can be done through 
experiencing specific verb-structures pairings in either comprehension or production. 
Studies of a phenomenon called syntactic priming, which is believed to be related to verb 
bias learning, suggest potential roles for both explicit and incremental learning. Syntactic 
priming refers to a greater ease of production or comprehension of a syntactic structure after it 
has been experienced previously (e.g. Bock, 1986). Although syntactic priming refers only to an 
increased ease of processing for a repeated structure, the magnitude of the syntactic priming 
effect is sensitive to which verb is used in a particular structure. Syntactic priming effects tend to 
be larger when a verb-structure pairing is less common for both adults (Bernolet & Hartsuiker, 
2010) and children (Peter et al., 2015). Consequently, the types of learning that are involved in 
syntactic priming are likely also involved in learning a verb bias. Incremental learning plays a 
well-established role in syntactic priming. In typical adults, syntactic priming has been shown to 
persist over time even when effects of declarative memory decay (Hartsuiker, Bernolet, 
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Schoonbaert, Speybroeck, and Vanderelst, 2008). Additionally, syntactic priming still occurs 
when there are up to 10 unrelated sentences between prime and target, and there is no change in 
the amount of priming after various numbers of filler sentences (Bock & Griffin, 2000). 
Additionally, in adults with amnesia, syntactic priming is preserved even though explicit 
memory systems are significantly impaired (Ferreira, Bock, Wilson, and Cohen, 2008). Finally, 
studies that examine the buildup of syntactic priming across multiple trials, or cumulative 
syntactic priming, also suggest incremental learning as a mechanism (Kutta, Kaschak, Porcellini, 
and Jones, 2017). However, explicit learning is also necessary to explain all of the effects 
associated with syntactic priming. An effect called the lexical boost refers to an even greater 
likelihood to use the same structure again when the verb is the same across the prime and target 
sentences (e.g. Pickering and Branigan, 1998). This boost declines rapidly, even when a smaller 
effect of incremental structural priming remains (Hartsuiker et al., 2008). Even when the verb 
does not overlap between sentences, immediate presentation of a target sentence seems to boost 
priming effects, suggesting a role for explicit memory of the previous sentence in increasing the 
size of priming effects (Bernolet, Collina, and Hartsuiker, 2016). Consequently, syntactic 
priming relies on both explicit and incremental learning, and one of these two processes is the 
best candidate for how new verb biases are learned.  
A paradigm that can discriminate between these two types of learning is reversal 
learning. Reversal learning first requires participants to learn one way to respond to a stimulus, 
and then after performance reaches a criterion, asks them to learn the exact opposite of this 
response (Mackintosh, 1983). The learning after the criterion can be characterized in two 
possible ways: either it can proceed more rapidly than the first block, called fast reversal, or it 
can be slower than the first block, which is known as slow reversal. Typically, more rapid 
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learning in the second block is explained as an effect of attention; initially, the important 
dimensions were not obvious, but after training a subject is more likely to use these dimensions 
during the reversal (Mackintosh 1983). Adult humans are generally good at noticing when a 
reversal has occurred and changing their responses rapidly (Kruschke, 1996). Consequently, 
humans tend to show fast reversal on most reversal tasks, even when these tasks are relatively 
difficult. For example, Cantwell, Crossley, and Ashby (2015) asked participants to learn the 
difference between two complex categories, and then to switch the previously-learned response 
to the same category structure. They found that despite the difficulty of describing these 
categories, learning was more rapid after the reversal. By contrast, reversal in the rat literature 
often shows slow reversal. For example, Hoffman, Perkins, and Calvin (1956) trained rats on 
either an easy or difficult color discrimination. Both groups took nearly twice as long to learn the 
reversed color discrimination as compared to the initial discrimination. Overall, the patterns of 
behavior described in these studies show that reversal performance can be interpreted 
meaningfully in two ways, either as fast reversal that relies on an explicit strategy, or slow 
reversal that relies on incremental or associative learning. 
Reversal learning can be applied to verb bias learning in order to diagnose which type of 
learning is primarily responsible for verb bias learning. Paradigms like those used in Coyle and 
Kaschak (2008) easily translate to a design similar to that used in other studies of reversal 
learning. This direct comparison to other kinds of learning allows for a clear prediction of what 
results indicate explicit or incremental learning, and connects the relatively new field of verb 
bias learning to more domain-general examinations of different types of learning. Much like in 
the previous literature, participants in this experiment will at first learn a new verb bias for a 
familiar verb. For instance, in the first block, participants might learn that give is biased toward 
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the double object dative. Unlike previous work, participants would then learn the opposite bias – 
in the second block, give would be biased toward the prepositional dative. Faster learning and 
greater accuracy on the second block can be interpreted as learning that is guided by an explicit 
strategy. This would suggest that training with verb biases in the first block has heightened 
attention to dimensions of the verb-structure pairing, suggesting a role for attention in verb bias 
learning. Lower accuracy and slower learning on the second block suggest slow reversal, and 
therefore suggest that attention does not play a role in verb bias learning. This would support the 
hypothesis that verb bias is supported by an implicit learning process.  
In the following two experiments, two different paradigms are used to investigate verb 
bias learning using reversal learning. In both experiments, participants learn that a verb is biased 
toward a specific structure, and then learn that the verb is biased toward the opposite structure. In 
the first experiment, participants are first exposed to a prime sentence, and are then asked to do a 
filler task. After the filler task, participants recall the prime sentence. Whether or not they 
correctly recall the structure of the prime sentence is taken as an indication of whether or not 
they are learning the new verb bias. In the second experiment, participants are asked to complete 
prime sentences that force completion of one structure by filling in a blank. They also create 
target sentences from a list of words that can have any structure. In both of these experiments, 
whether reversal is fast or slow will be determined by comparing responses in the second block 
to responses in the first block. If there are more responses that match the newly-learned verb bias 
in the second block than in the first block, then this would suggest fast reversal and therefore that 
verb bias learning is primarily explicit. By contrast, if there are more targets that match the prime 
in the first block as opposed to the second, this would suggest slow reversal and would imply 





Participants were recruited from the University of Illinois Course Credit Subject Pool 
(N=31) and the University of Illinois Paid Subject Pool (N=14). Participants received either one 
course credit or eight dollars for their participation. Subjects were native speakers of English 
with no difficulties reading rapid text on a screen. Six participants were eliminated due to a 
technical issue, and three additional participants were eliminated for failing to complete one of 
the two tasks satisfactorily (Responses of N=2 were rejected as unscoreable more than 90% of 
the time, N=1 was at chance in the filler task). Thirty-six participants were included in final 
analysis. 
Materials consisted of 144 critical sentences, and 144 filler sentences. Half of the critical 
sentences had a dative structure, while the other half had a transitive structure. Dative critical 
sentences used one of three verbs: hand, show, or give. Transitive critical sentences used 
surprise, please, or impress. These verbs were selected because they can be used in two possible 
syntactic structures. Each verb appeared in 24 sentences. For each dative verb, half of the stimuli 
were double object dative sentences (e.g. She gave the children cookies), and half were 
prepositional dative sentences (e.g. She gave cookies to the children). Similarly, half of the 
sentences for each transitive verb were active (The explosion surprised the onlookers), and the 
other half were passive (The onlookers were surprised by the explosion). For both the transitive 
and dative verbs, two of the three verbs were assigned to appear with only one sentence structure 
in each block. For example, in the first block, give would only appear in the double object dative, 
and the second block it would only appear in the prepositional dative. The remaining verb, or a 
control verb, presented six items from each structure in the first block, and the remaining items 
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in the second block, so that there was no established cumulative verb bias during either block. 
These types of verb behavior were counterbalanced for each verb and structure, creating a total 
of nine lists. Filler sentences consisted of intransitive sentences, each with a different intransitive 
verb. The order of presentation of each set of sentences was randomized. 
Trial structure was adapted from Potter and Lombardi (1998), and was presented using 
PsychoPy (Peirce, 2007). Each trial began with a fixation cross in the middle of the screen. Then, 
a critical sentence was presented word by word, using what is known as rapid serial visual 
presentation (RSVP). In this experiment, RSVP was intended to prevent the sentence from being 
encoded too successfully. Each word appeared for 100 ms. Participants then saw another fixation 
cross, and then the filler sentence was presented for 500 ms. Then, participants were asked 
whether some word had appeared in the filler sentence, pressing the y key for yes and the n key 
for no. Finally, participants retyped the first sentence they had seen, and pressed ‘Enter’ to begin 
the next trial. This task is the critical response in this experiment. There were 144 trials in total, 
with no indication of when the second block had begun. Participants were discouraged from 
reading aloud or mouthing the words of the initial sentence to improve memory. 
Recalled sentences were then scored based on whether they could be included in final 
analysis. Trials that lacked a response, used a verb that was not included in the study, or that did 
not include the same number of arguments as the original critical sentence – with the exception 
of passives, which can undergo passive deletion – were rejected. Of the sentences that were 
accepted, sentences that matched both the verb and structure of the original sentence were coded 
as correct, and other responses were coded as incorrect. Errors could be classified as alternations, 
which used the correct verb but the alternative structure, substitutions, which used an incorrect 
verb present in the study but the correct structure, or alternation/substitutions, which used the 
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alternate structure and another verb from the study. Analysis and figures were done in R, using 
the coin, ggplot2, and plyr packages (R Core Team, 2016; Hothorn et al., 2006; Wickham, 2009; 
Wickham, 2011).  
Results 
Accuracy 
83.1% of the dative responses and 83.8% of the transitive responses were accepted for 
analysis. Accuracy scores were then calculated based on the remaining responses. Slow reversal 
can be characterized by a lower average accuracy in the second block compared to the first, 
while fast reversal is characterized by higher accuracy in the second block compared to the first.  
In order to show what type of reversal characterizes verb bias learning, the critical 
contrast compares accuracy in the first block to accuracy in the second block.  Dative verbs 
biased toward a structure showed no difference between blocks (B1=.966, B2=.943, Z=1.81, 
p=.070). Additionally, there was no significant difference between blocks for the control verbs 
(B1=.932, B2=.957, Z=.24, p>.05). Both biased and control transitive verbs also showed no 
significant differences between blocks (Biased: B1=.932, B2=.937, Z=-.30, p>.05, Control: 








The distribution of the types of errors in each block could also be indicative of how 
quickly learning occurred. Alternations, or an error that uses the original verb but the opposite 
syntactic structure, are commonly analyzed in other priming experiments are therefore the most 
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interpretable. Biased dative verbs show significantly more alternations in Block 2 than in Block 
1 (B1=.22, B2=.50, Z=-2.12, p<.05), while control verbs show no differences between blocks 
(B1=.19, B2=.17, Z=.07, p>.05).  
For transitive responses, there is no significant difference between blocks of the biased 
verbs (B1=.22, B2=.36, Z=-.12, p>.05). However, control verbs show significantly more 









Experiment 1 Discussion 
 Experiment 1 shows that there are more alternations in the second block than the first 
block for biased dative verbs, but not for any other condition. The higher number of mistakes in 
the second block suggests that learning a reversal of a verb bias was less successful than initial 
learning of the verb bias. This pattern is characteristic of slow reversal, which means that dative 
verb biases are learned through incremental learning. This finding is in line with studies of 
learning mechanisms of syntactic priming and cumulative syntactic priming, suggesting that verb 
bias learning may share mechanisms with these phenomena. By contrast, transitive verbs do not 
show significant differences in behavior between the biased and control verbs. However, it is 
worth noting that this study does not contain many alternation errors, suggesting that its power to 
detect small effects may be relatively low. Consequently, a conceptual replication of this study 





Experiment 1 may not have the statistical power to detect small changes in behavior; 
Experiment 2 is intended to address this potential issue through a conceptual replication. 
Experiment 2 retains the reversal learning paradigm of Experiment 1, but changes the structure 
of each trial in order to increase the amount of variation in behavior. Allowing more variation – 
or in other words, preventing floor or ceiling effects – means that changes between conditions 
will be easier to detect. In order to encourage more variable behavior, the paradigm used in 
Coyle and Kaschak (2008) was adapted for use in this experiment. In this paradigm, participants 
are simply asked to either complete sentences, or create sentences out of a list of words. Unlike 
the trial structure used in Potter and Lombardi (1998), Coyle and Kaschak (2008) does not imply 
that participants should try to find a correct answer. Ideally, this will create behavior that is less 
tied to the perception that a correct answer is required, and allow new verb biases rather than task 
demands to guide behavior.  
Methods 
A total of 57 participants were recruited from subject pools at the University of Illinois. 
14 were eliminated based on having either fewer than 50% scoreable responses, failing to finish 
the experiment, or because of based on computer errors. A total of 43 participants were included 
in final analysis.  
As in Experiment 1, the experiment contained two blocks, in which the biases of 
transitive and dative verbs were learned and reversed. For example, give might initially be biased 
to the double object dative, and then would be biased to the prepositional dative in the second 
block. The same six verbs were used (dative: give, hand, show; transitive: surprise, impress, 




Participants were presented with two types of trials, and asked to type a response using 
the keyboard. Training trials, or sentence completion trials, were intended to force participants to 
complete sentences using only one structure. For example, a sentence completion trial for give 
intended to constrain subjects to produce a double object dative would be Jennifer gave the dog 
_____. Participants will tend to complete sentences like these with a noun, which over time will 
cause them to learn that give is associated with the double object dative. Participants were also 
exposed to test trials, or sentence creation trials. In these trials, participants were exposed to a list 
of words, such as Jennifer, dog, treat, gave. This sentence could be completed using either the 
double object dative or the prepositional dative. By allowing participants to choose which 
structure to use, whether or not they were successfully primed to use one structure with one verb 
could be evaluated.  
In one block, participants would experience twenty training trials and ten test trials for 
each verb. Dative and transitive trials were interleaved in order to create gaps between the 
training and test trials for each verb. Training trials were grouped so that two would occur one 
after the other for the same verb-structure pairing, and after a gap of one testing trial of the 
opposite transitivity and two training trials of the opposite transitivity, the testing trial for that 
verb-structure pairing. For example, a group of six trials might take the structure: 
Training: give-double object 




Testing: give-double object 
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Between the two blocks, there were a total of 120 test trials throughout the entire experiment. 
Trials were presented using PsychoPy (Peirce, 2007). 
Both training and testing responses were coded. Training sentences were accepted 
provided that a response was made, that it made sense, and that it completed the training 
sentence with the correct structure. Testing sentences were accepted if a response was present, 
matched either the syntactic structure that the verb was being trained toward or its opposite, 
made sense and were appropriate, used the main verb provided, and if both the previous training 
sentences were accepted. After coding for whether training sentences should be used in further 
analysis, they were coded as either a match – or the same structure as the training sentences that 
preceded them – or as not a match. For sentences made using biased verbs, this means that a 
match indicates a testing response that matches the structure that the verb is being biased toward 
in that block. For the control sentences, a match indicates that the structure of the response 
matched the previous two training sentences. Dative sentences that were no preceded by training 
sentences were excluded from final analysis. 
Data were analyzed using R (R Core Team, 2016), as well as the ggplot2 and plyr 
packages (Wickham, 2009; Wickham, 2011). 
Results 
Preregistration for this experiment states three a priori contrasts of interest: the interaction 
of bias and block, the overall effect of bias compared to the overall effect of control, and a 
comparison between the control and biased conditions in the first and second blocks. For all 
these conditions, dative verbs were separated from transitive verbs. Based on the coding guide 
established in the preregistration, 86.8% of the dative sentences and 90.3% of the transitive 
sentences were included in the final analysis.  
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The interaction of bias and block was found by comparing the difference between the 
biased and control verb proportions in each block. For both dative and transitive verbs, this 
interaction was not significant (Dative: B1=.048, B2=-.030, Z=-1.30, p>.05; Transitive: 
B1=.044, B2=.004, Z=-.49, p>.05). Comparing the overall effect of bias was achieved by 
averaging the bias performance of both blocks, and comparing it to the averaged performance of 
both control blocks. For both dative and transitive verbs, these tests did not reach significance 
(Dative: Bias=.531, Control=.521, Z=-.059, p>.05; Transitive: Bias=.539, Control=.515, Z=-
.137, p>.05). Finally, the individual effects of learning in each block were tested against each 
other by comparing performance in the biased condition of one block with the control condition 
of that block. For both datives and transitives, neither the first nor the second block showed a 
significant difference (Datives, Block 1: Bias=.564, Control=.516, Z=-.915, p>.05; Block 2: 
Bias=.497, Control=.527, Z=-.484, p>.05; Transitives, Block 1: Bias=.554, Control=.510, Z=-
.699, p>.05; Block 2: Bias=.523, Control=.519, Z=1.18, p>.05).  
Post hoc comparisons also compared the behavior of the blocks to each other for both the 
biased and control verbs. For the biased dative verbs, this comparison was significant (B1=.564, 
B2=.497, Z=-2.31, p<.05), although this difference was not seen in the dative control verbs 
(B1=.516, B2=.527, Z=2.11, p>.05). For the transitive verbs, neither biased nor control verbs 
showed a significant difference between blocks (Biased: B1=.554, B2=.523, Z=-.802, p>.05; 
Control: B1=.51, B2=.519, Z=.292, p>.05). Overall, this suggests that while there is clear slow 
reversal for the dative verbs, transitive verbs again do not show a difference in behavior between 











Experiment 2 Discussion 
The results of the second experiment confirm the results of the first experiment – learning 
was more successful in the first block compared to the second block for only biased dative verbs. 
No other comparison reached significance. These results confirm that dative verbs are learned 
through slow reversal, and therefore that verb bias learning has an incremental learning 
mechanism. However, this experiment failed to find similar behavior in the transitive verbs. One 
possibility is that transitive verbs do not undergo verb bias learning for the active/passive 
alternation, while another possibility is that this experiment failed to detect learning done for the 





Overall, these experiments show that verb bias learning is characterized by slow reversal, 
and therefore is carried out by an implicit learning mechanism. In Experiment 1, this is seen in 
the behavior of alternations to the opposite syntactic structure – they increase in the second block 
for biased dative verbs, indicating that participants are reverting back to the structure they 
learned for that verb in the first block. In Experiment 2, the number of matches to the structure of 
training sentences also decreases in the second block for biased dative verbs, again suggesting 
that participants have a tendency to use the structure that had previously learned to associate with 
that verb. From these results, it can be generally concluded that verb bias learning for dative 
verbs is characterized by slow reversal, and therefore is carried out by incremental learning. 
Neither experiment found verb bias learning effects for transitive biased verbs, although 
precisely why this result was found is not clear. One possibility is that transitive verbs do not 
have verb biases in the same way that dative verbs do; another possibility is that these 
experiments simply failed to detect a real effect of transitive verb bias learning because it is 
smaller than the dative effect. 
One possibility is that the alternations used in these experiments are different from each 
other in a way that affects how verb biases are learned. Dative verb biases have been 
successfully learned before (e.g. Coyle and Kaschak, 2008), and they were successfully learned 
again in this experiment. Verb biases for the passive/active alternation have not been tested in 
this way in an experimental setting, and while there is no a priori reason to think that they should 
not be learned, the possibility that they are qualitatively different from a dative verb bias is a 
realistic one. The difference between verbs that prefer the prepositional dative as opposed to the 
double object dative is often characterized as a difference in construal, where a double object 
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dative implies a transfer of ownership and a prepositional dative implies the movement of an 
object that may or may not successfully change hands (Goldberg, 2006). By contrast, the 
passive/active alternation is often though of as being governed by discourse, possibly by what 
noun a speaker wants to highlight (Goldberg, 2003). In this framework, the conditions that cause 
syntactic alternation might be key for creating a verb bias – if speakers of English have learned 
that verbs matter less than context for an active/passive alternation, then any effects of learning a 
verb-structure association might be blocked by past experience. Similarly, it is worth noting that 
in production, the dative alternation and the active/passive alternation must be decided at 
different points in the utterance. Which dative structure a speaker plans to use can be decided 
after the verb, whereas whether the speaker will use the passive or the active must be decided as 
soon as the utterance begins. This means that the argument that verb bias is learned in order to 
disambiguate sentence structure (e.g. Snedeker and Trueswell, 2004) does not apply well to 
verbs that alternate between the active and the passive. In this case, learning may not occur 
because a verb bias is a poor cue to structure; instead, perhaps other aspects of the syntax of a 
sentence would form better cues for comprehenders and are more likely to influence speakers. 
In order to disentangle the possibility that verb biases differ from each other in qualitative 
ways from a simple lack of power, a series of proposed experiments pits these two possibilities 
against one another. The first step is to determine whether the lack of effect for the active/passive 
alternation is due to a lack of power to detect an effect; in order to address this, a replication with 
a larger sample size is necessary. However, it also makes sense to compare the behavior of the 
active/passive alternation to other alternations that may be similar to it in important ways. One 
possible extension is to use the causative/inchoative construction, which alternates between an 
agentive form, such as “He broke the porcelain plates”, and a non-agentive form, such as “The 
22 
 
porcelain plates broke” (Fausey, Snider, and Boroditsky, 2008). Fausey et al. show that this 
alternation can be primed by previous linguistic and conceptual experience. Much like the dative, 
this alternation seems to be governed in part by meaning, and it is not licensed for verbs as often 
as the passive/active alternation is licensed. However, like the passive/active alternation, the 
structure is determined at the first noun phrase of the sentence. The behavior of the verbs that can 
undergo the causative/inchoative alternation is informative for disentangling the behavior of 
dative and transitive verbs in this experiment. If verb bias learning is successful for the 
causative/inchoative verbs, then word order likely is not the reason why it is difficult to find 
passive/active alternation verb bias learning, and if verb bias learning is not successful for 
causative/inchoative verbs, then further investigations of the effects of word order on verb bias 
learning should be conducted. Either way, the difference in effects in transitive and dative verb 
biases implies that the amount of verb bias learning found for an individual set of structures may 
vary widely, even if both structures show effects of verb bias. 
In summary, these studies constitute a first look at the learning mechanisms of verb bias 
learning. Learning was only detected for dative verbs, but in both experiments it can be 
characterized as incremental learning. For transitive verbs, the results are more complex to 
interpret. Although no effect of learning was found for transitive verbs, it is unclear whether this 
is due to a lack of power to detect an effect, or a qualitative difference between dative and 
transitive verb alternations that prevents a verb bias from being learned in this particular case. 
Taken together, these results show that dative verb biases are learned through incremental 
learning, and that learning of transitive verb biases raises the issue of whether all syntactic 
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