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Abstract— Safety awareness is critical in reinforcement learn-
ing when restarts are not available and/or when the system is
safety critical. In real-world applications, safety requirements
are often expressed in terms of state and/or control constraints.
In the past, Model Based Reinforcement learning approaches
combined with barrier transformations have been used as an
effective tool to learn the optimal control policy under state
constraints. However, Model Based Reinforcement learning-
Barrier (MBRLB) methods work with known models which
are difficult to obtain in real-world applications. The inclusion
of parameter estimation in the MBRLB method is proposed
in this research to realize safe reinforcement learning in the
presence of modeling uncertainties for safety critical systems.
I. INTRODUCTION
Deployment of unmanned systems in complex, high-risk
tasks provide significant operational benefits. However, the
unmanned systems need the ability to simultaneously synthe-
size and execute control policies online and in real time, to
be fully efficient. Over the past few decades, Reinforcement
Learning (RL) has been established as an effective tool for
optimal online policy synthesis for both known and uncertain
dynamical systems with a finite number of states and action
sequences [1], [2].
RL typically requires a large number of iterations due
to sample inefficiency. Sample efficiency in RL can be
improved using Model Based RL (MBRL); however, MBRL
methods are prone to failure due to inaccurate models. Since
the environment and the objectives are changeable, and
accurate models of the system are generally not available
in complex tasks due to sparsity of data, the need for
online MBRL methods that handle modeling uncertainties
are motivated. In the past, MBRL techniques under the
umbrella of approximate dynamic programming (ADP) have
been successfully utilized to solve reinforcement learning
problems online and under modeling uncertainty. ADP uti-
lizes parametric methods such as neural networks (NNs) to
approximate the value function, the policy, and the system
model online. By obtaining an approximation of both the
value function and the system model, a stable closed loop
adaptive control policy can be developed. [3]–[10] In ad-
dition to closed-loop stability, safety is also a significant
consideration for online reinforcement learning problems.
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Real-world optimal control applications typically include
constraints on states or inputs that are critical for safety [11].
In the past, Barrier Lyapunov function based methods have
been designed to deal with state constrained control problems
[12]. ADP was successfully extended to address input con-
strained control problems in [13], [14]. Recently, [15] applied
ADP to both input and state constrained optimal control
problems. The state constrained optimal control problem was
transformed, using a Barrier Transformation (BT), into an
equivalent, unconstrained optimization problem. Through the
online adaptive solution of the unconstrained problem, [15]
demonstrated that if the initial state was within the prescribed
bound, the state constraints could be guaranteed to hold for
all time.
A MBRL approach to the barrier transformation appeared
in [16] where the results in [15] are extended to soften the
restrictive persistence of excitation requirements. However,
the methods developed in [16] and [15] require fully known
models which are difficult to obtain in real-world applica-
tions. Inclusion of an online system identifier in the MBRL
Barrier method is proposed in this research to realize safe re-
inforcement learning in the presence of modeling uncertain-
ties for safety critical systems. The inclusion of a parameter
estimator makes the feedback controller robust to modeling
errors. A Lyapunov based stability analysis is utilized to
establish stability and safety guarantees. Simulation results
presented for a nonlinear dynamical system demonstrate that
the developed MBRL approach with Barrier Transformation
and parameter estimation can be applied to systems with
uncertainties to achieve online optimal feedback control with
safety assurance.
II. PROBLEM FORMULATION
In this paper, we consider the following continuous-time
affine nonlinear dynamical system in Brunovsky form.
x˙1 = x2
x˙2 = x3
...
x˙n−1 = xn
x˙n = f(x)θ + g(x)u (1)
where x = [x1 ... xn]T ∈ Rn with xi ∈ R is the system state
and u ∈ R is the control input. The functions f : Rn → R1×p
and g : Rn → R, are Lipschitz continuous and θ ∈ Rp is the
vector of unknown parameters.
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The objective is to find a policy φ : Rn → R for the
system in (1) such that the trajectories t 7→ x(t) decay to
the origin and satisfy
xi(t) ∈ (ai, Ai),∀t ≥ 0,∀i = 1, · · · , n (2)
for some constants ai < 0 < Ai. While MBRL methods such
as those detailed in [10] guarantee stability of the closed-
loop, a state constraint such as (2) is difficult to establish
without extensive trial and error. Inspired by the results in
[15], a barrier transformation is used in the following to
guarantee (2).
III. BARRIER TRANSFORMATION
The function b : R × R × R → R defined on (ai, Ai) is
referred to as Barrier Function (BF) if
b(yi, ai, Ai) = log
Ai(ai − yi)
ai(Ai − yi) , (3)
yi ∈ R. Now, the inverse of (3) is invertible on interval
(ai, Ai), i.e.,
b−1(yi, ai, Ai) = aiAi
eyi − 1
aieyi −Ai , i = 1, ..., n− 1. (4)
Taking the derivative of (4) with respect to yi yields
db−1(yi, ai, Ai)
dyi
=
aiA
2
i −Aia2i
a2i e
yi − 2aiAi +A2i e−yi
. (5)
Consider the BF based state transformation
si = b(xi, ai, Ai), xi = b
−1(si, ai, Ai). (6)
The time derivative of the transformed state can be computed
using the relationship
dxi
dt
=
dxi
dsi
dsi
dt
, (7)
along with (5) and (7) as
dsi
dt
=
xi+1(si+1)
∂b−1(y,ai,Ai)
∂y |y=si
=
x˙i
∂b−1(y,ai,Ai)
∂y |y=si
. (8)
The dynamics of the transformed state can then be recovered
as
s˙i =
a2i e
yi − 2aiAi +A2i e−yi
aiA2i −Aia2i
x˙i = Fi(si, si+1), (9)
s˙n =
f(x)θ + g(x)u
db−1(y,ai,Ai)
dy |y=sn
= Fn(s)θ + gn(s)u, (10)
where
Fn(s) =
A2ne
−sn − 2anAn + a2nesn
anA2n −Ana2n
f([b−11 (s1)...b
−1
n (sn)]
T ),
(11)
gn(s) =
A2ne
−sn − 2anAn + a2nesn
anA2n −Ana2n
g([b−11 (s1)...b
−1
n (sn)]
T ).
(12)
In summary, after using the BT the dynamics of the trans-
formed state s = [s1, ..., sn]T can be expressed as,
s˙ = F (s) +G(s)u, (13)
with
F (s) =

F1(s1, s2) 0 ... 0
0 F2(s2, s3) ... 0
...
... ...
...
0 0 ... Fn(s)


1
1
...
θ
 , (14)
and
G(s) =
 0...
gn(s)
 . (15)
To facilitate MBRL, the following restriction is placed on
the transformed system.
Assumption 1. The drift dynamics, s 7→ F (s) is con-
tinuously differentiable and locally Lipschitz function with
F (0) = 0 and there exists a positive constant af such that,
for all s ∈ Ω, ‖F (s)‖ ≤ af‖s‖, where Ω is a compact set
containing the origin. Furthermore, the control effectiveness,
s 7→ G(s) is a locally Lipschitz function that is bounded on
Ω. Also, the system in (13) is controllable over the compact
set Ω.
To develop a BT MBRL method that is robust to modeling
uncertainties, an online system identifier is developed in the
following.
IV. PARAMETER ESTIMATION
The Barrier transformed dynamical system can be ex-
pressed as
s˙ = F (s) +G(s)u = y(s)θ +G(s)u (16)
To aid the estimation of the unknown parameters θ, we select
time instances ti for i = 1, ..., n and T with T < t1 < t2 <
... < tN . Motivated by the observation that
ti+T∫
ti
s˙(α)dα =
ti+T∫
ti
y(s(α))θdα+
ti+T∫
ti
G(s(α))u(α)dα,
(17)
that is,
s(ti + T )− s(ti) = Y (ti)θ + ζ(ti), (18)
where
Y (ti) =
∫ ti+T
ti
y (s(α)) dα, ζ(ti) =
∫ ti+T
ti
G (s(α))u(α)dα.
(19)
We record the values of s, Y , and ζ at the time instances
ti. Let the error between the estimated parameters, θˆ and the
real parameters θ, be expressed as θ˜, i.e.,
θ˜ = θ − θˆ. (20)
Using (18) and (20), the parameter estimation error can be
expressed as
Y (ti)θˆ = s(ti + T )− s(ti)− Y (ti)θ˜ − ζ(ti) (21)
Motivated by (21), the update law
˙ˆ
θ = β1
N∑
i=1
Y T (ti)
(
s(ti + T )− s(ti)− ζ(ti)− Y (ti)θ˜
)
,
(22)
can be designed to estimate θ, where, β1 is a positive definite
gain matrix.
The dynamics of the parameter estimation error can then
be expressed as,
˙˜
θ = −β1
N∑
i=1
(
Y T (ti)Y (ti)
)
θ˜. (23)
Now, consider the candidate Lyapunov function,
V1(θ˜) =
1
2
θ˜Tβ−11 θ˜. (24)
Differentiating (24), we will get,
V˙1(θ˜) = θ˜
Tβ−11
(
−β1
N∑
i=1
Y T (ti)Y (ti)
)
θ˜ (25)
Simplifying (25), we get,
V˙1(θ˜) = −θ˜T
(
N∑
i=1
Y T (ti)Y (ti)
)
θ˜. (26)
Let,
H ,
(
N∑
i=1
Y T (ti)Y (ti)
)
. (27)
From (26) and (27), it can be seen that if H = HT > 0
and if the trajectories of the system (16) are bounded, then θ˜
decays to zero exponentially. Boundedness of the trajectories
of (16), along with the convergence of θ˜ is derived in the
following using a combined Lyapunov function.
V. MODEL BASED REINFORCEMENT LEARNING
The objective is to determine a control policy, φ, that
minimizes the infinite horizon cost functional, J : Rn×R→
R, given as
J(s, φ) =
∫ ∞
t0
r(s(τ), φ(τ))dτ, (28)
subject to (16), where r : Rn×R→ R defined as r(s, φ) ,
sTQs+ φTRφ and R > 0.1
Let the value function for the optimal solution be denoted
by V ∗ : Rn → R and given by,
V ∗(s) = min
u(τ)∈U
∫ ∞
t
r(s(τ), φ(τ))dτ, (29)
where, τ ∈ R≥t and U ⊆ Rm denote the action space.
Provided the optimal control policy exists, with the given
1Q ∈ Rn×n represents a constant user defined state cost, which is a
symmetric positive definite (PD) matrix that Q satisfies qIn ≤ Q ≤ qIn
where q, q ∈ R>0 and In represents the n× n identity matrix.
boundary condition V ∗(0) and ∇s , ∂∂s , the value func-
tion is characterized by the corresponding Hamilton-Jacobi-
Bellman (HJB) Equation
0 = min
u(τ)∈U
(∇sV ∗(s) (F (s) +G(s)u) + sTQs+ φTRφ) .
(30)
Assuming, the HJB in (30) admits a continuously differen-
tiable PD solution, we can say that according to [17], it
satisfies a necessary and sufficient condition for optimality
and provides the optimal closed-loop policy φ∗ : Rn → Rm
defined as φ∗ = − 12R−1G(s)T (∇sV ∗(s))T .
A. Value function approximation
Since the value function is itself nonlinear and uncertain,
we will often have systems for which we will not get
feasible analytical solutions. Analyzing (30), we need to
have knowledge of the optimal value function, which is
an analytically unknown function for a general nonlinear
system. Taking a similar approach to ( [10], 4.3.2) and using
parametric methods like actor-critic NNs to approximate the
value function V ∗, we can then design optimal policy φ∗.
Given any compact set χ ⊂ Rn and a positive constant
 ∈ R, exploiting the universal function approximation
property [17], we can express the optimal value function,
V ∗ (s) = WTσ (s) +  (s) ,∀s ∈ χ, (31)
where W ∈ RL is an unknown bounded weight, σ : Rn →
RL is a continuously differentiable nonlinear activation func-
tion such that σ (0) = 0 and σ′ (0) = 0, and L ∈ N is the
number of neurons, and  : Rn → R.
Assumption 2. W is bounded by a known positive constant
‖W‖ ≤ W¯ .  is bounded, i.e., sups∈χ ‖ (s)‖ ≤  and
sups∈χ ‖∇s (s)‖ ≤ , σ is bounded. i.e., sups∈χ ‖σ (s)‖ ≤
σ and sups∈χ ‖∇sσ (s)‖ ≤ σ.
Using (31), a NN representation of the optimal controller
is derived as
φ∗ (s) = −1
2
R−1GT (s)
(∇sσT (s)W +∇sT (s)) . (32)
Since the ideal weights W are unknown, we will take
the actor-critic approach to estimate W. Defining the NN
approximations Vˆ : Rn ×RL → R and φˆ : Rn ×RL → Rm
as
Vˆ
(
s, Wˆc
)
, WˆTc σ (s) (33)
and
φˆ
(
s, Wˆa
)
, −1
2
R−1GT (s)∇sσT (s) Wˆa, (34)
where critic weight, Wˆc ∈ RL and actor weight, Wˆa ∈ RL
are the estimates of W.
B. Bellman Error
Substituting (33) and (34) into (30) results in a residual
term, δ : Rn ×RL ×RL ×Rp → R, which is referred to as
Bellman Error (BE), defined as
δ(s, Wˆc, Wˆa, θˆ) , ∇sVˆ (s, Wˆc)
(
y(s)θˆ +G(s)φˆ(s, Wˆa)
)
+ φˆ(s, Wˆa)
TRφˆ(s, Wˆa) + s
TQs. (35)
We will define W˜c , W − Wˆc and W˜a , W − Wˆa,
substituting (31) and (32) in (30), and subtracting from (35)
we will get, the analytical BE, that is
δˆ(t) = −
(
ωT W˜c
)
−
(
WT∇sσ(s)y(s)θ˜
)
+(
1
4
W˜Ta GσW˜a
)
+
1
4
G(s)− (∇s(s)F (s)) +(
1
2
WT∇s(s)σ(s)G1(s)∇sT (s)
)
,
(36)
where G1(s) , G(s)R−1GT (s) ∈ Rn×n and
G(s) , ∇s(s)G1(s)∇sT (s) ∈ R. Similarly, the ap-
proximate Bellman error evaluated at the sampled states
{si | i = 1, · · · , N} can be expressed as
δˆi(t) = −
(
ωTi W˜c
)
+
(
1
4
W˜Ta GσiW˜a
)
−
(
WTσ′iyiθ˜
)
+Øi,
(37)
where, yi = y(si), ′i = ∇s(si), Fi = F (si),
G1i , GiR−1GTi ∈ Rn×n, Gi , ′iG1i′Ti ∈ R,
ω , ∇σs(s)
(
y(s)θˆ +G(s)φˆ(s, Wˆa)
)
,
ωi , ∇σs(si)
(
y(si)θˆ +G(si)φˆ(si, Wˆa)
)
,
Gσ , ∇sσ(s)G(s)R−1GT (s)∇sσT (s),
Gσi , ∇sσiGiR−1GTi ∇sσTi ∈ RL×L, where Gi = G (si)
and Øi , 12WTσ′iG1i′Ti +
1
4Gi − ′iFi ∈ R is a constant.
C. Update laws for Actor and Critic weights
Traditional ADP requires a Persistence of excitation (PE)
condition to exactly learn the approximate control policy
[13], [18], [19]. Verifying PE can often be difficult to
verify online, but, BE relaxes this PE condition. To relax
the strictness of the PE condition, virtual excitation using
BE extrapolation is used. We are going to use techniques
developed in [16] to extrapolate the approximate BE.
Using the instantaneous BE δˆ(t), policy φ(t), and extrap-
olated BEs δˆi(t), the critic and actor weights are updated
according to
˙ˆ
Wc (t) = −kc1Γ (t) ω (t)
ρ (t)
δˆ (t)− kc2
N
Γ (t)
N∑
i=1
ωi (t)
ρi (t)
δˆi (t) ,
(38)
Γ˙ (t) = βΓ (t)− kc1Γ (t) ω (t)ω
T (t)
ρ2 (t)
Γ (t)−
kc2
N
Γ (t)
N∑
i=1
ωi (t)ω
T
i (t)
ρ2i (t)
Γ (t) , (39)
˙ˆ
Wa (t) = −ka1
(
Wˆa (t)− Wˆc (t)
)
− ka2Wˆa (t) +
kc1G
T
σ (t) Wˆa (t)ω
T (t)
4ρ (t)
Wˆc (t)
+
N∑
i=1
kc2G
T
σi (t) Wˆa (t)ω
T
i (t)
4Nρi (t)
Wˆc (t) . (40)
Here, Γ (t0) = Γ0, where Γ : R≥t0 → RL×L is a time-
varying least-squares gain matrix. ρ (t) , 1+γ1ωT (t)ω (t),
ρi (t) , 1 + γ1ωTi (t)ωi (t), Using the weight estimates
Wˆa, γ1 ∈ R is a constant positive normalization gain, 1{·}
denotes the indicator function, Γ > 0 ∈ R is a saturation
constant, β > 0 ∈ R is a constant forgetting factor, and
kc1, kc2, ka1, ka2 > 0 ∈ R are constant adaptation gains.
Now, the control policy denotes as
φ = φˆ
(
s, Wˆa
)
. (41)
For further analysis the following rank condition
can be used. There exists a finite set of trajectories
{xi : R≥t0 → Rn | i = 1, · · · , N} and a constant T ∈ R>0
such that
c1IL ≤
t+T∫
t
(
ω (τ)ωT (τ)
ρ2 (τ)
)
dτ, ∀t ∈ R≥t0 , (42)
c2IL ≤ inf
t∈R≥t0
(
1
N
N∑
i=1
ωi (t)ω
T
i (t)
ρ2i (t)
)
, (43)
c3IL ≤
1
N
t+T∫
t
(
N∑
i=1
ωi (τ)ω
T
i (τ)
ρ2i (τ)
)
dτ, ∀t ∈ R≥t0 , (44)
where, at least one of the nonnegative constants c1, c2, and
c3 is strictly positive.
VI. STABILITY ANALYSIS
To continue our analysis, we are defining (·) , supx∈χ (·).
Let, m , [sT , W˜c, W˜a, θ˜]T denote the concatenated state.
Theorem 1. Provided Assumptions [1,2] hold and gains are
selected large enough using ( [20], Algorithm A.2), then
the system state s in (16), weight estimation errors W˜c and
W˜a, and policy φ are uniformly ultimately bounded (UUB)
making our parameter error bounded as well.
Proof. Let, VL : Rn+2L+p×R≥0 → R≥0 be a continuously
differentiable positive definite candidate Lyapunov function
defined as
VL (m, t) , V ∗ (s)+
1
2
W˜Tc Γ
−1(t)W˜c+
1
2
W˜Ta W˜a+V1
(
θ˜
)
,
(45)
where V ∗ is the optimal value function and V1 was
introduced in the parameter estimation section. V ∗ being
positive definite, using (26) and ( [21], Lemma 4.3) we will
get, v (‖m‖) ≤ VL (m, t) ≤ v (‖m‖) , for all t ∈ R≥t0 and
for all m ∈ Rn+2L+p, where v, v : R≥0 → R≥0 are class K
functions.
Provided the gains are selected based on the sufficient con-
ditions according to ( [20], Algorithm A.2) and substituting
for the approximate Bellman errors from (36) and (37) , the
time derivative of (45) evaluated along the trajectory m() can
be upper-bounded as
V˙L ≤ −vl (‖m‖) , ∀ ‖m‖ > v−1l (ι) , (46)
for all t ≥ 0 and l can be selected using the gain
conditions. Hence, (45) is a Lyapunov function. ( [21],
Theorem 4.18) can now be invoked to conclude that m
is uniformly ultimately bounded (UUB) in the sense that
lim supt→∞ ‖m (t)‖ ≤ vl−1
(
vl
(
v−1l (ι)
))
.
VII. SIMULATION
A. Dynamics
To show the performance of the developed method for a
nonlinear system with an unknown value function, simulation
results for a two-state dynamical system are provided. The
dynamical system is given by
f(x) =
[
x1 x2 0 0
0 0 x1 x2
(
1− (cos(2x1) + 2)2
)] , (47)
θ =

θ1
θ2
θ3
θ4
 (48)
and
g(x) =
[
0
cos(2x1) + 2
]
(49)
The state x = [x1 x2]T needs to satisfy the following
constraints, x1 ∈ (−5.25, 0.25) , x2 ∈ (0.25, 5.25). The
objective for the controller is to minimize the infinite horizon
cost function in (28), with Q = diag(10, 10) and R = 1. The
basis functions for value function approximation are selected
as σ(s) = [s21 s1s2 s
2
2]. The initial conditions for the system
and for the update laws are selected as
x(0) = [−5, 5]T , W˜a(0) = W˜c(0) = [1
2
,
1
2
,
1
2
]T ,Γ(0) = 100.
The simulation uses 225 fixed Bellman error extrapolation
points in a 4x4 square around the origin of the s−coordinate
system, and a derivative-based system identifier with a his-
tory stack of 30 points.
The ideal values of the unknown parameters of the system
model are, θ1 = −1, θ2 = 1, θ3 = −0.5, θ4 = −0.5. The
gains are selected as kc1 = 0.1, kc2 = 10, ka1 = 200,
ka2 = 0.001.
B. Result
Figs. 1 - 6 show the simulation results. Fig. 1 shows that
the state will stay within the user-specified barrier while
converging to the origin (0,0). Fig. 3 and Fig. 4 show that the
unknown weights for both the actor and critic converge to
the same values. Fig. 6 shows that the parameter estimation
errors converge close to the zero.
Based on this simulation, we conclude that the newly de-
veloped method can achieve optimal feedback control for
uncertain nonlinear systems while maintaining safety guar-
antees.
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Fig. 1. State-space portrait for our dynamical system. The box area
represents the barrier defined in the previous section.
0 1 2 3 4 5 6
Time (s)
-5
-4
-3
-2
-1
0
1
2
3
4
5
St
at
es
State (1): x1(t)
State (2): x2(t)
Fig. 2. State trajectory for our dynamical system.
VIII. CONCLUSION
This paper presents a novel online MBRL based controller
which uses BFs and BE extrapolation to control a safety
critical dynamical system with uncertainties while providing
safety guarantees. A known BF transform is applied to a
fully-constrained dynamical system to generate an uncon-
strained optimization problem; the solution is to the uncon-
strained optimization problem is also the solution to the fully-
constrained optimization problem of the dynamical system.
MBRL is then used to solve the optimization problem online,
leading to the development of a new controller. Furthermore,
the value function is approximated via the use of fixed BE
extrapolation points. UUB regulation of the system states to
the neighborhood of the optimal policy is determined using
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Fig. 3. Actor Weight Estimates.
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Fig. 4. Critic Weight Estimates.
a Lyapunov like stability analysis.
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