ABSTRACT. In this paper we provide predictable and chaotic representations for Itô-Markov additive processes X. Such a process is governed by a finite-state CTMC J which allows one to modify the parameters of the Itô-jump process (in so-called regime switching manner). In addition, the transition of J triggers the jump of X distributed depending on the states of J just prior to the transition. This family of processes includes Markov modulated Itô-Lévy processes and Markov additive processes. The derived chaotic representation of a square-integrable random variable is given as a sum of stochastic integrals with respect to some explicitly constructed orthogonal martingales. We identify the predictable representation of a square-integrable martingale as a sum of stochastic integrals of predictable processes with respect to Brownian motion and power-jumps martingales related to all the jumps appearing in the model. This result generalizes the seminal result of Jacod-Yor and is of importance in financial mathematics. The derived representation then allows one to enlarge the incomplete market by a series of power-jump assets and to price all market-derivatives.
INTRODUCTION
The Martingale Representation Theorem allows one to represent all martingales, in a certain space, as stochastic integrals. This result is the cornerstone of mathematical finance that produces hedging of some derivatives (see e.g. Föllmer and Schied [21] ). It is also the basis for the theory of backward stochastic differential equations (see El Karoui et al. [16] for a review). The martingale representation theorem can also lead to Wiener-like chaos expansions, which appear in the Malliavin calculus ( see Di Nunno et al. [15] ).
The martingale representation theorem is commonly considered in a Brownian setting. It states that any square-integrable martingale M adapted to the natural filtration of the Brownian motion W can be expressed as a stochastic integral with respect to the same Brownian motion W : where ξ satisfies suitable integrability conditions. This is the classical Itô theorem (see Rogers and Williams [36, Thm. 36 .1]). For processes having jumps coming according to a compensated Poisson measureΠ, the representation theorem was originally established by Kunita and Watanabe in their seminal paper [25, Prop. 5.2] (see also Applebaum [1, Thm. 5.3.5] ).
In particular, on probability space (Ω, F , P) with augmented natural filtration of a Lévy process {H t } t≥0 , any locally square-integrable {H t }-martingale M has the following representation: where ξ 1 and ξ 2 are {H t }-predictable processes satisfying suitable integrability conditions. Later the results were generalized in a series of papers by Chou and Meyer [8] , Davis [12] and Elliott [17, 18] . In fact, Elliott [17] was assuming that there are a finite number of jumps within each finite interval.
To deal with a general Lévy process (of unbounded variation) Nualart and Schoutens [28] derived a martingale representation using the chaotic representation property in terms of a suitable orthogonal sequence of martingales, obtained as the orthogonalization of the compensated Teugels power jump processes of the Lévy process (see also Corcuera et al. [11] ). More on martingale representation can be found in Jacod and Shiryaev [23] , Liptser and Shiryaev [27] , Protter [35] and in a review by Davis [13] .
The goal of this paper is to derive the martingale representation theorem for an Itô-Markov additive process X. Itô-Markov additive processes are a natural generalization of Itô-Lévy processes and hence also of Lévy processes. The use of Itô-Markov additive processes is widespread, making them a classical model in applied probability with a variety of application areas, such as queues, insurance risk, inventories, data communication, finance, environmental problems and so forth (see Asmussen [2] , Asmussen and Albrecher [3] , Asmussen et al. [4] , Asmussen and Kella [5] , Ç inlar [9, 10] , Prabhu [34, Ch. 7] , Pacheco and Prabhu [30] , Palmowski and Rolski [33] , Palmowski and Ivanovs [32] and references therein).
In this paper, we will also derive a chaotic representation of any square-integrable random variable in terms of certain orthogonal martingales. It should be underlined that the derived representation is of predictable type, that is, any square-integrable martingale is a sum of stochastic integrals of some predictable processes with respect to explicit martingales. This representation is hence different from the one given in (2) (in the jump part) and it can be used to prove completeness of some financial markets.
This paper is organized as follows. In Section 2 we present the main results. Their proofs are given in Section 4, preceeded by a crucial preliminary fact presented in Section 3.
MAIN RESULTS
We begin by defining Itô-Markov additive processes. Let (Ω, F , P) be a complete probability space and let T := [0; T ] be a finite time horizon, where 0 < T < ∞ is fixed. On this probability space we consider a homogeneous continuous-time Markov chain J := {J(t) : t ∈ T} with a finite state space. For simplicity, we follow the notation of Elliott et al. [19] and we identify the state space as a finite set of unit vectors E := {e 1 , . . . , e N } of R N . Here the jth component of e i is the Kronecker delta δ ij for each i, j = 1, 2, . . . , N . Moreover, the Markov chain J is characterized by an intensity matrix [λ ij ] i,j=1,2,...,N . The element λ ij is the transition intensity of the Markov chain J jumping from state e i to state e j . A process (J, X) = {(J(t), X(t)) : t ∈ T} on the state space {e 1 , . . . , e N }×R is a Markov additive process (MAP) if (J, X) is a Markov process and the conditional distribution of (J(s + t), X(s + t) − X(s)) for s, t ∈ T, given (J(s), X(s)), depends only on J(s) (see Ç inlar [9, 10] ). Every MAP has a very special structure. It is usually said that X is the additive component and J is the background process representing the environment. Moreover, the process X evolves as a Lévy process while J(t) = e j . Following Asmussen and Kella [5] we can decompose the process X as follows:
and for the jump epochs {T n } of J. Here U (i) n (n ≥ 1, 1 ≤ i ≤ N ) are independent random variables which are also independent of X such that for every i, the random variables U (i) n are identically distributed. Note that we can express the process Ψ i as follows:
for the point measures The first component in equation (3) is an Itô-Lévy process and it has the following decomposition (see Oksendal and Sulem [29, p. 5] ):
where W denotes the standard Brownian motion independent of J,Π(dt, dx) := Π(dt, dx) − ν(dx)dt is the compensated Poisson random measure which is independent of J and W and
The measure ν is the so-called jump-measure identifying the distribution of the sizes of the jumps of the Poisson measure Π. The components X and X in (3) are, conditionally on the state of the Markov chain J, independent. Additionally, we suppose that the Lévy measure satisfies, for some ε > 0 and λ > 0,
is a generic size of jump when the Markov chain J is jumping into state
and that the characteristic function E[exp(kuX] is analytic in a neighborhood of 0. Moreover, X has moments of all orders and the polynomials are dense in L 2 (R, dϕ(t, x)), where ϕ(t, x) := P(X(t) ≤ x).
Now we are ready to define the main process in this paper. The process (J, X) = {(J(t), X(t)) : t ∈ T} (for simplicity sometimes we write only X) with the decomposition (3) is called an Itô-Markov additive process.
This process evolves as the Itô-Lévy process X between changes of states of the Markov chain J, that is, its parameters depend on the current state e i of the Markov chain J. In addition, a transition of J from e i to e j triggers a jump of X distributed as U From now, we will work with the following filtration on (Ω, F , P):
where N are the P-null sets of F and
Note that the filtration {F t } t≥0 is right-continuous (see Karatzas and Shreve [24, Prop. 7.7 ] and also Protter [35, Thm. 31 ] ). By the same arguments as in the proof of Thm. 3.3 of Liao [26] , the filtration {G t } t≥0 is quivalent to
To present the main result we need a few additional processes. We observe that the Markov chain J can be represented in terms of a marked point process Φ j defined by
for the jump epochs {T n } of J. Note that the process Φ j describes the number of jumps into state e j up to time t. Let φ j be the dual predictable projection of Φ j (sometimes called the compensator). That is, the process
is an {F t }-martingale and it is called the jth Markovian jump martingale. Note that φ j is unique and
Following Corcuera et al. [11] we introduce the power-jump processes
where ∆X(s) = X(s) − X(s−). We set X (1) (s) = X(s). The process X (k) is also an Itô-Lévy process with the same jump times as the original process X but with their sizes being the kth powers of the jump sizes of X. From Protter [35, p. 29] we have
for J t := σ{J(s) : s ≤ t} and hence the processes
are {F t }-martingales (called Teugels martingales of order k; see Schoutens [37] 
We will also need power martingales related to the second component of X given in (3), namely to X or to Ψ i defined in (5). For l ≥ 1 and i = 1, . . . , N we define
n ∈ dx). Using similar arguments to those above it follows that Ψ (l) i is an {F t }-martingale for l ≥ 1 and i = 1, ..., N .
Corcuera et al. [11] motivate trading in power-jump assets as follows. Power-jump process of order two is just a variation process of degree two, i.e. a quadratic variation process (see Barndorff-Nielsen and Shephard [6, 7] ), and is related to the so-called realized variance. Contracts on realized variance have found their way into OTC markets and are now traded regularly. Typically a 3th-power-jump asset measures a kind of asymmetry ("skewness") and a 4th-power-jump process measures extremal movements ("kurtosis"). Trade in such assets can be of use if one likes to bet on the realized skewness or realized kurtosis of the stock. Furthermore, an insurance contract against a crash can also be easily built from 4th-power jump (or ith-power jump, i > 4) assets.
We denote by M 2 the set of square-integrable {F t }-martingales, i.e. M ∈ M 2 if M is a martingale,
Thus there is a one-to-one correspondence between M 2 and 
orthogonality implies weak orthogonality.
One can obtain a set {H (k) , k ≥ 1} of pairwise strongly orthonormal martingales such that each
is a linear combination of the X (n) (n = 1, . . . , k),
The constants a ·,· can be calculated as described in Schoutens [37] -they correspond to the coefficients of the orthonormalization of the polynomials 1, x, x 2 , . . .. Similarly we proceed with the martingales
i and Φ i and construct pairwise strongly orthonormal martingales G i and Φ i :
We will find the coefficients c
·,· as follows. Fix i ∈ {1, . . . , N }. Let us consider two spaces. The first one is the space S 1 of all real polynomials on the positive real line endowed with the scalar product
Note that
The other space, S 2 , is the space of all linear transformations of the processes Ψ (l) i and Φ j , i.e.,
We endow this space with the scalar product
i is an isometry between S 1 and S 2 . An orthogonalization of {1, x, x 2 , . . .} in S 1 gives an orthogonalization of {Φ i , Ψ
i , . . .}. Finally, for i = j, the processes Ψ 
For the same reason we have
In this way all martingales in (21) and (22) are pairwise strongly orthogonal.
The main results of this paper is given in the next two theorems.
Theorem 2. Any square-integrable {F t }-measurable random variable F can be represented as follows:
where f (υ1,...,υτ ,ι1,...,ιs) are some random fields for which (23) 
are orthogonal martingales and the convergence is in L 2 sence.
Remark 3.
The right-hand side of (23) is understood as follows. We take a finite sum F ) is a Hilbert space, the right-hand side of (23) is understood as the limit of the above expression in L 2 (Ω, F ) for A 1 → ∞ and A 2 → ∞.
Theorem 4. Any square-integrable {F t }-martingale M can be represented as follows:
where h (24) is understood in the same way as in Remark 3, that is, it is the limit in M 2 of
for B 1 → ∞ and B 2 → ∞.
The proof of this theorem will be given in Section 4.1. The main idea of the proof is that every random variable F in L 2 (Ω, F t ) can be approximated by some type of polynomials. For these polynomials we will use the Itô formula together with induction to get an appropriate representation first in terms of orthogonal multiple stochastic integrals and then as a sum of single stochastic integrals. The main step of the construction is given in Section 3. . We follow the argument of Nualart and Schoutens [28] .
Theorem 7. We have the following representation:
where f (g+p+b) and f (g+p+b) (v1,...,vτ ,ι1,...,ιs,i,j) are some random fields being a sum of products of predictable processes with respect to t, t 1 , t 2 , . . . , t s+τ +ζ defined on L 2 (Ω, F ).
Proof. We will express
. . , N ) as a sum of stochastic integrals of lower powers of X, Φ j and Ψ i with respect to the processes X (k) , Φ j and Ψ 
Moreover, from the definition of X in (7) we 
where
and
with (28)
Using integration by parts we can rewrite I 1 as follows:
Using the Binomial Theorem we can rewrite I 3 , defined in (28), as follows:
Since X and Ψ i do not jump at the same time, we have ∆X(s)∆Ψ i (s) = 0. Thus, the first component of the right-hand side of (33) is zero, and so
By (31) and (34),
The third component of the above sum is zero. This follows from the observation that ∆X(s)∆Φ j (s) = 0, because X and Φ j do not jump at the same time. Note that the fifth component of the sum (35) can be written as follows:
Now, we rewrite I 2 as a sum of some stochastic integrals: parts for semimartingales we can rewrite (39) in the following way:
Combining (29), (37), (38) and (40) we can express (26) as a sum of stochastic integrals of powers strictly lower than g + p + b of X, Φ j and Ψ i with respect to the processes X (k) , Φ j and Ψ
(l)
i for k ≤ g and l ≤ b. Then all the above identities and induction complete the proof.
PROOFS OF MAIN RESULTS

Proof of Theorem 2.
We start with the following proposition. 
Then, for any ε > 0, there exists m ∈ N and a random variable
Proof. The conclusion follows from more general considerations. Let Z ∈ L 2 (Ω, σ(Z 1 , Z 2 , . . .)) for certain variables {Z 1 , Z 2 , . . . }. Then Z can be approximated with any given accuracy in L 2 norm bỹ
. . for Borel sets B l k and constants k l . For any ǫ > 0, there exists a positive integer M such that and Φ i . Thus we get the following representation: Using the same arguments as in the proof of Nualart and Schoutens [28, Thm. 2] we observe that F − EF can be represented as a sum of single integrals with respect to all processes appearing in the multiple integrals. Indeed, the procedure can be described as follows. First one takes s = 1 and produces a sum of integrals with respect to X (ι1) for ι 1 ∈ {1, . . . , g}. Then one takes s = 2 and adds integrals with respect to X (ι2) for ι 2 ∈ {1, . . . , g}. This procedure continues until all processes appear in the integrals. Thus we get (for i, j = 1, . . . , N , k ≥ 2 and l ≥ 1) are predictable processes.
