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1. Introduction
This article describes new results obtained in the theory of symmetries and singularities of integrable Hamiltonian sys-
tems, developed in recent years by the Fomenko school in Moscow State University.
The paper consists of three parts. In part one we provide a basic overview of the general theory of integrable systems
on Lie algebras. In particular, we talk in detail about the outstanding result by S.T. Sadetov – the proof of the Mischenko–
Fomenko conjecture – and several open questions naturally arising from this result.
The second part is devoted to some new results concerning integrable systems on simple complex Lie algebras in terms
of bifurcation diagram and the discriminant of the spectral curve. We describe a rather complicated connection between
these objects.
The last part is devoted to the theory of the symmetrical atoms – invariants of the two-dimensional integrable systems.
Here we talk about an important class of atoms, the so-called maximally symmetric atoms. These objects naturally arise in
different ﬁelds of mathematics.
2. Integrable systems on Lie groups and Lie algebras. Fomenko’s hypothesis on “polynomial and rational analogues” of
Darboux’s theorem
A wide class of integrable systems can be represented on spaces dual to Lie algebras. These systems include, for example,
the ones obtained by the argument shift method [1] (sometimes called the argument translation method).
Let us describe some basic concepts of integrable systems on Lie algebras. Consider space g∗ dual to the ﬁnite-
dimensional Lie algebra g over ﬁelds C or R (or any ﬁeld of characteristic zero). Let G be the corresponding (connected) Lie
group. Dual space g∗ can be considered as an aﬃne variety equipped with Poisson bracket:
{ f , g}(x) = 〈x, [dx f ,dxg]
〉
, x ∈ g∗,
where f , g are smooth functions on g∗ . It is easy to see that this deﬁnition is correct: d f is an element of g∗∗ , which
(in ﬁnite-dimensional case) is naturally isomorphic to g. This bracket is sometimes called the Poisson–Lie bracket, or linear
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a linear homogeneous function. Symplectic leafs of this structure are exactly the orbits of the coadjoint action of the Lie
group G on the linear space g∗ . The codimension of the symplectic leaf of general position is called the index of g. Note, that
the index plays an important role in the theory of Lie algebras [2,3].
For a Hamiltonian system to be completely integrable on such leaf, it should have 12 (dimg − indg) (half of the leaf ’s
dimension) commuting and functionally independent integrals. So, taking into consideration the fact that such leaf is locally
represented as a level surface for indg Casimir functions (in general case determined only locally), we obtain the following
deﬁnition. We call the set of smooth commuting functions complete on g∗ iff differentials of all functions in the set span the
vector space of dimension 12 (dimg − indg) + indg = 12 (dimg + indg). It is easy to see that in terms of Poisson structure,
the spanned space is Lagrangian almost everywhere. For more information, refer to [22].
Such a set can be considered as a family of completely integrable systems. Indeed, we can take any function from the
set as a Hamiltonian function, which transforms the entire set into the set of the ﬁrst integrals for such system. So, the
natural problem arises: describe the class of Lie algebras which have at least one completely integrable system on g∗ . In the
category of smooth functions, there is a general result by A.V. Brailov [5]:
Theorem 2.1. (A.V. Brailov) Let M2n be an arbitrary smooth symplectic manifold. Then there exists a set of n smooth commuting
functions functionally independent almost everywhere.
A.S. Mischenko and A.T. Fomenko in 1978 put forward a hypothesis [6] that on any ﬁnite-dimensional Lie algebra, there
exists a complete commuting set of polynomial functions. In their own works, they proved this conjecture for reductive Lie
algebras over C and R by introducing the argument shift method. First we identify g and g∗ using the Killing form. Consider
I1, . . . , In – the set of free generators of the ring of polynomial invariants of adjoint representation (which coincides with
coadjoint in this case) for reductive Lie algebra g (the existence of such generators is discussed, for example, in [4]). The
number n in this case is equal to indg, which, in turn, is equal to rkg. Let a be an arbitrary element of Lie algebra g and
let us consider the following decomposition:
Ii(x+ λa) =
deg Ii∑
j=0
λ j f i j(x,a).
In their works [1,6], Mischenko and Fomenko proved two important facts.
Theorem 2.2. (A.S. Mischenko, A.T. Fomenko) For arbitrary a ∈ g∗ the set of functions fi j(x,a), 1 i  n, 1 j  deg Ii is commuta-
tive with respect to the standard Poisson–Lie bracket.
Element a is called regular if the dimension of its centralizer, – subalgebra in g consisting of elements, commuting
with a, – is minimal. Element a is called semisimple if ada is diagonalizable.
Theorem 2.3. (A.S. Mischenko, A.T. Fomenko) Let g be an arbitrary reductive Lie algebra. Then for an arbitrary semisimple and reg-
ular element a ∈ g∗ the set of functions fi j(x,a), 1  i  n, 1  j  deg Ii is complete with respect to the standard Poisson–Lie
bracket.
Later this result was strengthened by A.V. Bolsinov, who proved [7] that the condition of semisimplicity for a can be
omitted. The ideas of the original works were used by the number of mathematicians to prove the Mischenko–Fomenko
conjecture for other types of Lie algebras. Among them are semidirect sums of commutative ideals and simple Lie algebras,
some solvable Lie algebras, etc.
Finally, the conjecture was proved by S.T. Sadetov [8] in 2003 in the following form:
Theorem 2.4. (S.T. Sadetov) Consider Lie algebra g over the ﬁeld K of characteristic zero. Then on g∗ there always exists a complete set
of commuting polynomials.
The proof was later reworked into a more geometrical one by Bolsinov [9]. He also provided the algorithm for direct
computing of the sets of polynomials. The proof is inductive: on each step we reduce the problem of constructing a complete
commutative set of polynomials to the same problem for Lie algebra of the smaller dimension, but over different ﬁeld. The
induction stops when we get to the simple Lie algebra, where we use argument shift method, or commutative Lie algebra,
where the problem has an obvious solution.
The entire proof is based on the following lemma [9].
Lemma 2.1. (A.V. Bolsinov) Any Lie algebra g over the ﬁeld of characteristic zero satisﬁes one of the following properties:
1) g has a commutative ideal which is not its one-dimensional commutative center;
2) g has an ideal gm, which is isomorphic to the Heisenberg algebra, and centers of both g and gm coincide;
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4) g is semisimple.
Cases 3) and 4) reduce the problems to the previous theorems, but for the cases 1) and 2) the process of the reduction
differs signiﬁcantly.
As it was already mentioned before, if we have a complete commutative set of polynomials, we can take any function as
a Hamiltonian function and automatically obtain completely integrable Hamiltonian system, where functions from our set
are the ﬁrst integrals. These functions have other interesting properties.
Consider Poisson manifold M2r+n with Poisson tensor of constant corank n. If we have r + n functionally indepen-
dent commuting functions f1, . . . , fr+n , it is possible to ﬁnd in suﬃciently small neighborhood of x – the point of
general position – such commutative functions s1, . . . , sr that f and s form a system of local coordinates in which ten-
sor of { , } is a constant. That is the slight generalization of classical Darboux’s theorem (in some books it is called Lie
theorem).
On the other hand, denote number 12 (dimg + indg) by N and the complete set of polynomial functions, whose dif-
ferentials are independent in general position (obtained by the Sadetov method) by f1, . . . , fN . If set has more than N
functions, we choose N functionally independent functions and leave the additional ones out. We can use the reasons
from the previous paragraph to construct the functions s1, . . . , sN−n . But do the fact of f i being polynomials put some
restrictions on functions si? And if it does, what are they? The following hypothesis offers a possible answer for these
questions.
Hypothesis 2.1. (A.T. Fomenko) Let f1, . . . , fN where n = indg and N = 12 (dimg+n) be a complete set of polynomials on g∗ ,
obtained by the Sadetov method. Then there exist closed rational 1-forms ω1, . . . ,ωN−n (determined on the whole g∗) such,
that in a neighborhood of any point x of general position there is a local system of coordinates with the following property:
the ﬁrst N coordinate functions are f1, . . . , fN , the rest – s1, . . . , sN−n – satisfy the equalities dsi = ωi , and the Poisson
tensor in this coordinate system has a constant form.
The version of this conjecture is as follows. Let us consider the orbit M2q of general position for the coadjoint action.
Here 2q = 2(N − n) = dimg − n. Let us consider the complete set of commuting polynomials f1, . . . , fq on M2q , i.e. these
functions are functionally independent almost everywhere on this manifold. They generate the Hamiltonian system, com-
pletely integrable in Liouville sense, if the Hamiltonian vector ﬁelds vi = sgrad f i,1 i  q are complete (we denote by sgrad f
the corresponding to f Hamiltonian vector ﬁeld). Then the integrals f1, . . . , fq produce the so-called action variables for the
set of Liouville tori for corresponding integrable system on the orbit M2q . Then the functions s1, . . . , sq , mentioned in the
conjecture above, are the local analogues of the angle-variables φ1, . . . , φq on the regular tori in the Liouville foliation. Im-
portance of the hypothesis is that the corresponding global (i.e. determined on the whole Lie algebra g) 1-forms ω1, . . . ,ωq
can be always chosen as the forms with rational coeﬃcients with respect to the linear coordinates in the whole Lie alge-
bra g. Note, that because the functions φ1, . . . , φq are multivalued, it is natural to consider their differentials dφ1, . . . ,dφq ,
i.e. 1-forms.
3. Bifurcation complex, bifurcation diagram and spectral curve for Hamiltonian systems on Lie algebras
3.1. Bifurcation diagram and momentum mapping
Bifurcation diagram of the momentum mapping is an effective and important tool for studying the dynamical system’s
behavior (throughout the paper “dynamical system” will mean ﬁnite-dimensional Hamiltonian system on Poisson manifold).
In terms of this diagram, which we will denote as Σ , the properties of many systems were investigated – such as Euler,
Lagrange, Kovalevskaya cases of rigid body motion, geodesic ﬂow for n-dimensional ellipsoid and many others [10]. Also this
approach is useful for computing so-called atoms and molecules – the Fomenko–Zieschang invariants for integrable systems
with two degrees of freedom [22].
Let us recollect some basic notions on momentum mapping and bifurcation diagram. Let M be a Poisson manifold with
Hamiltonian vector ﬁeld deﬁned by the Hamiltonian functions H and f1, . . . , fN – the set of ﬁrst integrals (note that in
general case they can be complex-valued functions). Then we can deﬁne a mapping F from M to CN with the following
formula (for the sake of convenience we write vector not as column but as row):
F : x → ( f1(x), . . . , fN(x)
)
, x ∈ M.
We call this F the momentum mapping. This mapping has a set of critical points – the points where the rank of dF drops
below the maximum. The bifurcation diagram is the image under F of the set of critical points, or we may call it a set of
critical values for F . Note, that here we didn’t assume our system to be completely integrable – in this sense our deﬁnition
is a little more general than the usual one. The other important fact is that the deﬁnition of the momentum mapping and
bifurcation diagram depends upon the choice of integrals and their order.
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Here we recall the notion of bifurcation complex (space) introduced by A.T. Fomenko in [32,33]. Let M2q be a smooth
symplectic manifold and let v = sgrad H be a smooth complete Hamiltonian system integrable in the Liouville sense
with f1, . . . , fq being functionally independent and pairwise commuting ﬁrst integrals. Without loss of generality consider
f1 = H .
The generated foliation of M2q into the union of connected components of common level “surfaces” of all integrals
f1, . . . , fq is called Liouville foliation. We shall assume for simplicity that each leaf (ﬁber) of this foliation is compact and
that almost all the leafs are regular in the sense described above. Liouville foliation can also be described as follows. We
call the points x and y in M equivalent iff f (x) = f (y) for any integral f of the system v = sgrad H . Then the leafs of the
Liouville foliation are the classes of equivalence.
Let us consider the complement Z in M2q to the union of all regular orbits. The set Z is closed and can be represented
as a union of leafs, which dimensions do not exceed q. Thus, the Liouville foliation consists of regular leafs-orbits-Liouville
tori and singular closed connected components of Z .
Let us consider a new topological space Cq whose points are:
1) regular Liouville tori of the Liouville foliation;
2) connected leafs of the set Z .
The obtained space can be considered a Hausdorff space and, moreover, is endowed at almost all points with the struc-
ture of a smooth q-dimensional manifold. Without loss of generality, this space (in this case cell-complex) can be considered
as a stratiﬁed manifold with singularities. Further we shall assume that the original Hamiltonian function H is nonresonance,
i.e., that the linear windings it deﬁnes are dense in almost all Liouville tori (i.e. almost every Liouville torus is the closure
of any integral trajectory belonging to this torus).
Proposition 3.1. (A.T. Fomenko) The stratiﬁed q-dimensional manifold Cq with singularities does not depend on a concrete choice of
generators in the group Rq, i.e. does not change if we take instead of original functions f1, . . . , fq a new set g1, . . . , gq that can be
expressed in terms of the former functions. Moreover, if the Hamiltonian H is ﬁxed (i.e. H = f1 = g1), Cq does not depend on the
concrete form of g1, . . . , gq either.
The proof of this proposition follows from the fact that H is nonresonance. Indeed, almost all Liouville tori can be
obtained as closures of integral trajectories of the ﬁeld v determined by H .
Proposition 3.2. The space Cq coincides with the space of path connected components of the preimage of the momentum mapping F .
In particular, Cq does not depend on the concrete choice of additional integrals (although the momentum mapping itself, generally
speaking, depends on these integrals).
We call the Poisson action of Rq nonresonance, if there exists a function H , functionally expressible via the original
functions f1, . . . , fq , such that vector ﬁeld sgrad H is nonresonance, that is, it’s integral trajectories are everywhere dense
in almost all Liouville tori. Two nonresonance actions of Rq on manifolds M2q1 and M
2q
2 are called topologically equivalent
if there exists a diffeomorphism φ : M1 → M2 inducing a homeomorphism of the corresponding complexes C1 and C2. This
deﬁnition is equivalent to the following: two nonresonance actions of Rq are called topologically equivalent iff there exists
a diffeomorphism of M2q1 and M
2q
2 , which transforms one Liouville foliation into another.
This construction leads to the natural problem: describe all possible nonresonance Poisson actions of the group Rq on
symplectic manifolds. This problem is complicated and so far unsolved for the general case. A.T. Fomenko suggested [33] an
invariant which gives rough topological classiﬁcation of integrable Poisson systems “in ﬁrst approximation”. This invariant
classiﬁes “the most massive parts” of Liouville foliations [33].
Denote by U2q the open and everywhere dense 2q-dimensional subset of M2q consisting of all the points of all Liouville
tori, i.e. regular orbits (in sense of Hamiltonian systems U = M2q \ Z ). Let us deﬁne continuous mapping π : M2q → Cq in
the following way: if a point x belongs to a regular orbit, then π(x) is exactly this torus (considered as a point of C ); if x is
a point of Z , then π(x) is component of Z containing x.
In other words, π(x) is a connected component of the ﬁber of the momentum mapping containing x. This deﬁnition
is correct and determines a continuous projection of the manifold M2q onto Cq . Denote by Y the image of Z under the
projection π . The closed set Y does not depend on the choice of generators of the Poisson action (or integrals of the given
integrable system).
Let W be the set of all critical points of the momentum mapping F : M → Rq . Clearly, this set, generally speaking,
depends on the choice of integrals and W contains Z . Let B = π(W ) be the corresponding closed subset in C . Clearly
Y ⊂ B . Let Σ be the bifurcation diagram of the momentum mapping. Then Σ ⊂ Rq , because, by deﬁnition, Σ is the image
of all critical points of F under itself. If F is ﬁxed, then we have a continuous projection p : Cq → Rq , and F = pπ . Clearly,
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sense, that if we change the integrals, we get the homeomorphic sets S .
Let us gather all the objects we have introduced into a diagram:
M2q
π−→ Cq p−→ Rq
∪ ∪ ∪
W
π−→ B p−→ Σ
∪ ∪ ∪
Z
π−→ Y p−→ S.
Lemma 3.1. (A.T. Fomenko) The following statements are valid:
1) The diagram is commutative.
2) The projection π : U → C \ Y gives a smooth ﬁber bundle with base C \ Y and ﬁber homeomorphic to the q-dimensional
torus T q.
3) The set C \ Y is a smooth open q-dimensional manifold.
Recently the bifurcation complexes C were calculated for some concrete physical integrable systems with two degrees of
freedom by A.Yu. Moskvin [34] and N. Logacheva. These complexes appear to be very useful for topological description of
integrable systems, their stable and unstable solutions.
3.3. Bifurcation diagram and discriminant of spectral curve
The standard approach to describing the bifurcation diagram is usually straightforward – using the momentum mapping
one obtains a local system of coordinates on each stratum of the diagram. Interesting question is: what can we say about
the diagram as a whole object, because sometimes this information can be useful. Here we will investigate this question in
particular case, when Hamiltonian system posses a ﬁnite-dimensional Lax representation with spectral parameter λ [1]. This
means, that there are matrix-valued functions Lλ(x) and Aλ(x), each depending on point x ∈ M and complex parameter λ,
such that the following system holds
L˙λ = [Aλ, Lλ].
In this case we can deﬁne the following equation
R(λ,μ) = det(Lλ − μE).
It is easy to see, that for every point x ∈ M equation R(λ,μ) = 0 deﬁnes in C2 a curve, which we will call a spectral curve
(these curves are important in studying inﬁnite-dimensional Hamiltonian systems, such as KdV equations in the soliton
theory, but we here discuss only their geometrical properties). The discriminant of the curve, which we will denote as D , is
a set of points in M , for which the corresponding curve has a critical point.
R(λ,μ) = 0, ∂
∂λ
R(λ,μ) = 0, ∂
∂μ
R(λ,μ) = 0.
It is obvious to expect that critical points for momentum mapping will be connected in some way with the discriminant
(this connection for small-dimensional integrable system was investigated in the book [11]). For the argument shift method
this connection was investigated by Yu.A. Brailov [12].
To formulate his result we need to describe several constructions for semisimple Lie algebras. Originally, the argument
shift method, which in previous section was described as a method for constructing a complete set of commuting poly-
nomials, was developed as a method for integrating the multi-dimensional analogues of Euler case of rigid body motion.
A.S. Mischenko and A.T. Fomenko [1] constructed several families of completely integrable Hamiltonian systems on semisim-
ple real and complex Lie algebras (those algebras were identiﬁed with dual spaces, using Killing form) with homogeneous
quadratic Hamiltonians in the form of (x, φx) where ( , ) denotes the multiplication in terms of Killing form. The corre-
sponding families of operators φ, which are self-adjoint in the sense of this form, were named sectional operators. Their
characteristic property is that they satisfy the following equation for given a,b ∈ g
[φx,a] = [x,b].
These operators have some interesting properties and are closely connected with geodesic ﬂows of left-invariant metrics on
Lie groups [16]. Euler equations for such Hamiltonian functions after the identiﬁcation of adjoint and coadjoint actions can
be written in the form
x˙ = [φx, x].
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X = ρ(x)):
X˙ = [X, φX],
with L(x) = ρ(x), A(x) = ρ(φx) and φX standing for ρ(φx). Moreover, because the sectional operators satisfy the described
relation, it’s easy to prove that the following representation admits the spectral parameter in the following form
Lλ(x) = X + λA, Aλ(x) = φX + λB
where A = ρ(a), B = ρ(b) – parameters from the deﬁnition of the sectional operator. In this case the spectral curve has the
following form
det(X + λA − μE) = 0.
The coeﬃcients of the curve are integrals of the ﬂow, so they are functionally dependent with the family f i j(x,a). From the
algebraic properties of the invariants it’s possible to show
Lemma 3.2. (A.Yu. Konyaev) For every linear representation ρ the coeﬃcients of the obtained on g spectral curve are polynomials of
f i j(x,a) and, in particular, are constant on the level surface of the functions fi j(x,a).
Consider the momentum mapping F and coordinates on CN , denoted as z1, . . . , zN . Denote by k(i, j) the number of
the z-coordinate, the momentum mapping sends f i j to, e.g. zk(i, j) = f i j(x,a). Using the lemma described above, we can
substitute zk(i, j) instead of functions f i j in formulas for the coeﬃcients of the spectral curve. We will denote obtained
polynomial in z, λ, μ as Rz(λ,μ). For every point in CN it deﬁnes new spectral curve with the formula, similar to the one
on g:
Rz(λ,μ) = 0.
We will denote the discriminant of this new curve as D. This object turns out to be very useful. First, it lies in the same
space as Σ , which allows us to compare these two sets. Second, F (D) ⊂ D, moreover, F (D) = F (g) ∩ D. The latter means,
that in general D can be larger than image of the discriminant because there could be such points z in CN , which spectral
curve has singularities, but they are not in the image of momentum mapping. In his PhD thesis Yu.A. Brailov proved the
following theorem:
Theorem 3.1. (Yu.A. Brailov) Let g be Lie algebra sl(n + 1) in standard representation of the minimal dimension as (n + 1) × (n + 1)
matrices with zero trace. Consider the set of non-constant polynomials obtained by argument shift method with regular semisimple
element a and with generators I1, . . . , In, namely non-constant coeﬃcients of the characteristic polynomial det(X − μE) for repre-
sentation of minimal dimension. Than Σ coincides with D.
Later in their work A.T. Fomenko and Yu.A. Brailov [15] put forward a natural hypothesis, that the same theorem holds for
any complex simple Lie algebra for representation of minimal dimension and regular semisimple a. In [14,13] A.Yu. Konyaev
proved that this conjecture doesn’t hold in general case.
Before formulating the results, note, that both, D and Σ are not necessary closed in the sense of standard topology.
Indeed, preimage of Σ is algebraic set in g (and therefore, closed), but the Σ itself is obtained by polynomial morphism
of linear spaces. The same thing with D – it can be considered as an image of the algebraic set after natural morphism
from CN+2 with coordinates z1, . . . , zN , λ,μ onto CN with coordinates z1, . . . , zN . So, it is natural to study closures of Σ
and D instead of the sets itself.
Theorem 3.2. (A.Yu. Konyaev) Let g be Lie algebra so(2n) and consider its representation ρ of minimal dimension. Then for any regular
element a, such that pfaﬃan P f (a) = 0 the discriminant D coincides with CN .
Let us recall, that for representation of minimal dimension of Lie algebra so(2n) the determinant of ρ(x) for arbitrary x
can always be written as the square of a polynomial in the matrix entries. This polynomial is called pfaﬃan.
The next result shows that for some other simple Lie algebras the conjecture of the Fomenko–Brailov is true.
Theorem 3.3. (A.Yu. Konyaev) Let g be one of the Lie algebras sl(n + 1), so(2n + 1), sp(2n) or g2 and ρ – their representation of
minimal dimension. Consider the set of non-constant polynomials obtained by argument shift method with regular element a (not
necessary semisimple) and generators I1, . . . , In, namely non-constant coeﬃcients of the characteristic polynomial det(X − μE) for
representation of minimal dimension. Than Σ¯ coincides with D¯.
The proof of this theorem heavily uses the algebraic properties of semisimple Lie algebras. During the course of the
proof interesting from the point of algebra and geometry fact was established. It can be shown that dI i(x) – differentials
of invariants in a point x – are contained in the center of the centralizer of the element x. This means that they commute
with any y, that commutes with x. When a is a semisimple element, the following statement holds [14], also [17].
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Theorem 3.4. (A.Yu. Konyaev) Let g be a simple Lie algebra and a – semisimple element. Consider I1, . . . , In – polynomial generators
of the ring of invariants. Then dIi(a) span the center of the centralizer of the element a.
It turns out that the requirement of element being semisimple is necessary – the same property doesn’t hold for sub-
regular (element, whose centralizer in this case has a dimension of 4) nilpotent element of exceptional Lie algebra g2.
This problem is closely related to the classical problem of describing the space, spanned by the powers Xk of a given
matrix X [2].
4. Symmetric atoms for two-dimensional integrable systems. Maximally symmetric atoms and their description
4.1. Basic notions
The ﬁnal part of this paper is devoted to the theory of atoms – the Fomenko–Zieschang invariants for integrable systems
with two degrees of freedom.
To formulate the results, we will need the following four deﬁnitions, the equivalence of which is, actually, subject to
the proof. We start with the most intuitive deﬁnition of an atom. Let M2 be a smooth closed compact two-dimensional
manifold and f a Morse function on M2. Assume that k is a critical value for f . As we deal with the Morse function, there
exists a real 	 such that f −1([k − 	,k + 	]) has no critical points besides those on f −1(k). Atom is the pair ( f −1([k − 	,
k + 	]), f −1(k)) together with the ﬁxed embedding of f −1(x) into the preimage of [k − 	,k + 	] [22].
The second deﬁnition is a bit more formal. Let M2 be closed smooth two-dimensional real manifold (not necessarily
compact). Consider ﬁnite graph K in M with each vertex having degree 0 or 4 and pair (P2, K ), where K ⊂ P2 ⊆ M and
P2 is a compact two-dimensional manifold with a boundary such that P2 \ K is a disjoint union of rings S1 × (0;1] with
the property S1 × {1} ⊂ ∂ P2. We call this pair equipped if the rings mentioned above are divided into two groups (we
call them black and white), such that every edge is adjoint to exactly one ring from each group. In this case, the atom
is an equipped pair (P2, K ), which we denote as (P2, K )#. We will say that the atom is oriented if P2 is oriented, and
non-oriented otherwise.
The third deﬁnition is as follows: atom is an equipped pair ( P¯2, K )#, where P¯2 is a compact two-dimensional manifold,
and in the deﬁnition of equipment of a pair, rings should be changed to open two-dimensional cells homeomorphic to
a disc. This deﬁnition is useful for deﬁning atom morphisms. Two atoms ( P¯21, K1)
# and ( P¯21, K1)
# will be called isomorphic
if the pairs are homeomorphic and the homeomorphism preserves the coloring of the cells.
In addition the third deﬁnition allows us to consider an atom as a cellular partition (CW-complex in other words) for
a connected closed surface. Such partitions are known as maps (oriented if the atom is oriented) [18], [19, §3.2] or abstract
polytopes [20,21]. The process of constructing an atom, using polytopes, can be seen in Fig. 1.
Atom X∗ is called dual to X if it is obtained by changing the color of all the cells to the opposite (black to white and
white to black). The genus of atom is the genus of P2. The complexity of an atom is the number of vertices of K .
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Fig. 3. Atoms Bn and An .
Before ending this subsection, we will provide the reader with one more (fourth, to be precise) deﬁnition of the atom.
We can deﬁne this object as an f -graph (also known as a hord diagram). Here, we talk about abstract graphs with possible
loops and multiple edges.
So, ﬁnite connected graph Γ with some oriented edges is called an f -graph, if its every vertex has a degree 3 and among
those three half-edges only two are oriented (one incoming and one outgoing). This includes the case when the incoming
and outgoing half-edges belong to the same edge (loop in this case).
Let (P , K )# be an oriented atom. Near each vertex of K , there are exactly two intervals belonging to the boundary circles
of the white rings. We shall connect this vertex with the intervals using simple edges (Fig. 2).
After that, we combine the boundary circles of P with the described edges to get an oriented f -graph constructed with
the white cells of the atom (P , K )#. The orientation of the boundary circles is induced by the orientation of P . For exact
deﬁnitions in the non-oriented case refer to [22]. Note that for the sake of simplicity we will sometimes omit the words
“class of atoms isomorphic to X”, saying just “atom X”.
4.2. Maximally symmetric atoms and vertical (or height) atoms
As mentioned before, atoms are the invariants of completely integrable systems with two degrees of freedom: so,
the classiﬁcation of these invariants is a natural (and complicated) problem. There are several natural classes of atoms,
where at least partial classiﬁcation is completed. The main result discussed in this section was obtained by A.T. Fomenko,
E.A. Kudryavtseva, and I.M. Nikonov.
We start with maximally symmetric atoms. Consider a set of conjugacy classes of automorphism of a given atom X up
to homotopy. This is a discrete group [22], which we will denote as Aut(X). We call an atom maximally symmetric iff Aut(X)
acts on the set of its vertices transitively.
It turns out that there many examples of such atoms, some of which have been known for more than 130 years. In terms
of maps (this term was mentioned when we discussed the third deﬁnition of the atom in the previous section), these atoms
are called regular ﬁnite maps [23, p. 419], [24] (see also Refs. [19,25]). In the theory of automorphic functions, for example,
there are several such maps – Klein’s map [27] consisting of 24 heptagons and Dyck’s map [28] consisting of 12 octagons.
These maps were described in works that date back to 1879 and 1980 respectively.
The lists of known regular ﬁnite maps, for example in [19], not only can serve as a valuable source of examples of
maximally symmetrical atoms, but also can be used to classify them. For genus of P2 not higher than 2, the complete
classiﬁcation of maximally symmetrical atoms can be found in [19,29,23,30]. The obtained description can be found in [26].
Note, that from the other point of view maximally symmetric atoms are regular branched coverings over S2 with tree
branch points [26].
To state the main result we need several important classes of maximally symmetric atoms. We start with four inﬁnite
series An , Bn , Cn and Dn (Figs. 3 and 4). Hord diagrams for this atoms are presented in Fig. 5.
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Fig. 5. Hord diagrams for atoms An , Bn , Cn , Dn .
Originally, atoms Cn and Dn in the theory of Hamiltonian systems were found by Bolsinov and Fomenko in [22] and An
and Bn by Brailov and Kudryavtseva [31] (in terms of maps these series were described in [24] and [19]).
An . Oriented atom of this class has a genus of g = [ n2 ]. Its symmetry group is cyclic:
Aut(An) = Z2n.
It has one white cell in the form of 2n-gon and one (even n) or two (odd n) black cells – 2n-gon or two n-gons respectively.
Bn . Oriented atom of this class has a genus of g = [n−12 ]. Its symmetry group is Abelian,
Aut(Bn) = Zn ⊕ Z2.
It has two white cells in form of n-gons and one (odd n) or two (even n) black cells – 2n-gon or two n-gons, respectively.
Cn and Dn . Atoms of classes Cn and Dn are of genus 0 and dual to each other. Their automorphism group is
Aut(Cn) = Aut(Dn) = Zn ⊕ Z2,
and is isomorphic to the group of symmetries of regular n-gon. Atom Cn consists of two white n-gons and n black 2-gons.
There are several cases of isomorphic atoms for small values of n:
A1 = D1, B1 = C1, B2 = C2 = D2.
All other atoms are pairwise nonisomorphic.
We also need six atoms Pi , 1 i  6, obtained from ﬁve regular polyhedrons (tetrahedron, cube, octahedron, dodecahe-
dron, and icosahedron, respectively) and a regular pseudo-dodecahedron (Figs. 6 and 7).
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Fig. 7. P6 obtained from pseudo-dodecahedron.
Their symmetry groups look as follows
Aut(P1) = A4, Aut(P2) = Aut(P3) = Σ4, Aut(P4) = Aut(P5) = Aut(P6) = A5.
First ﬁve atoms have genus 0 and the sixth one genus 4. Numbers of white and black cells (Si and S ′i for Pi , respectively)
are S1 = S ′1 = 4, S2 = S ′3 = 6, S3 = S ′2 = 8, S4 = S ′5 = S6 = S ′6 = 12, S5 = S ′4 = 20. Atoms P1 and P6 are self-dual. Atoms P2
and P4 are dual to P3 and P5, respectively. Hord diagrams for these atoms are given in Figs. 8 and 9.
The following theorem is borrowed from [26] and gives the partial answer to the question of classiﬁcation of maximally
symmetric atoms.
Theorem 4.1. (A.T. Fomenko, E.A. Kudryavtseva, I.M. Nikonov) Let n be a prime number or n ∈ {1,4,2p}, where p is prime p ≡
3 (mod 4) and p = 3, then any maximally symmetric atom of complexity n is isomorphic to An, Bn,Cn or Dn.
In conclusion we will mention one last class of atoms, called vertical (or height) atoms. Consider the ﬁrst deﬁnition
from the previous subsection of paper. We will call an atom vertical if there exists such a homeomorphism g : f −1([k − 	,
k+ 	]) → R3 that f (x) = z(g(x)) for any x ∈ f −1([k− 	,k+ 	]), where z is just one of coordinates on R3. To state the main
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result for such atoms, we will need one more deﬁnition. We will call an atom planar if in the sense of f -graph it can be
embedded into R2 with preserved orientation.
Theorem 4.2. (I.M. Nikonov, N.V. Volchanetskii) Maximally symmetric atom is vertical iff it is planar or isomorphic to A2 .
The problem of verticality of a given atom was investigated by V.O. Manturov [35], who was able to solve this problem
in terms of f -graphs and their embeddings into the R2. Consider Γ an arbitrary graph and consider only its vertices of
degree four. Cyclic order of such vertex is a partition of the edges, which is incident on it, into two subsets (without any
extra properties). Any embedding φ of graph Γ into the two-dimensional manifold generates a natural cyclic order on its
arbitrary vertex x of degree four – we divide four edges into two groups of two with the following property: the images of
the edges from the same group under the embedding φ are opposite to each other in a small neighborhood of φ(x).
Now consider atom (P , K )#. We have natural cyclic order on degree four vertices of K , induced by the embedding of K
into P . On the other hand, the necessary condition of planarity for an atom is planarity of K , so there is a second cyclic
order on vertices of K , induced by the imbedding into R2. Than the criterion for the atom planarity is as follows:
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other, being induced by imbedding K into R2) are the same.
Using this criterion, I.M. Nikonov, N.V. Volchanetskii were able to prove the main result.
In the conclusion, we formulate an interesting problem. It seems like it should be possible to generalize the results about
atoms, described above, in the case of degenerate singular points of special class – zeroes of degree k > 1. Corresponding
functions are not Morse functions, but the geometry seems to be very similar. Especially the theory of such degenerate
atoms should be very interesting in non-orientable case.
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