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Resumo
Os serviços de Video-on-Demand permitem aos seus utilizadores ver os vídeos à sua escolha
a qualquer hora. Estes serviços têm vindo de certo modo a substituir a televisão dado à liberdade
de escolha permitida. Este dinamismo acrescido trás no entanto um aumento de complexidade
na estrutura dos seus servidores. Os servidores de Video-on-Demand tratam de inúmeros clientes
em simultâneo e torna-se difícil detetar anomalias nos dados de tráfego dos servidores com téc-
nicas simples. Este projeto é um estudo à viabilidade de utilização de técnicas de Data Mining e
processamento de sinal neste problema. Foram aplicados métodos comuns de deteção de outliers
mas dada a sua fraca prestação em falhas pouco expressivas foi proposto um método para resolver
estas situações. Este método recorre extensivamente à distância Dynamic Time Warping (DTW) e
parte do pressuposto que os clientes têm comportamentos de um certo modo expectáveis. No final,
comparando o método proposto com os métodos mais comuns de deteção de outliers, conseguiu-
se obter um aumento de 29.5%±4.3%, com 95% de confiança relativamente ao kNN, na deteção
de anomalias pouco expressivas.
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Abstract
Video-on-Demand services allow users to watch the videos of their choosing at any given time.
This kind of services have been replacing television lately due to their freedom of choice. This
dynamism however, brings an increase of complexity on the structure of the servers. Video-on-
Demand servers handle a lot of simultaneous clients which makes traffic data way too hard to
analyse with simple techniques. This project is a viability study of the Data Mining and Signal
Processing techniques applied to this problem. Common outlier detection techniques were applied
but due to their weak results in finding small faults, a new method was proposed to solve the pro-
blem. This method uses the distance of the Dynamic Time Warping (DTW) algorithm extensively
and it’s premise is that every client has some sort of expectable behaviour. Comparing the pro-
posed method with the most common outlier detection methods, there was a 29.5%±4.3%, with
95% confidence, increase in small anomalies detection comparing to the kNN algorithm.
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Capítulo 1
Introdução e Motivação
Neste capítulo será feita uma introdução ao objetivo do trabalho assim como uma análise aos
servidores de Video-on-Demand.
1.1 Serviços de Video-on-Demand
O Video-on-Demand é um serviço que permite aos utilizadores assistir a qualquer vídeo à sua
escolha, em contraste com os serviços de televisão por exemplo, onde a programação é estática
e o utilizador não escolhe qual vídeo quer ver. Este dinamismo associado aos serviços Video-
on-Demand, faz com que estes precisem de estruturas adequadas, já que cada utilizador pode
escolher o vídeo que quiser ver e quando quiser ver. Falhas, independentemente do tipo, vão acon-
tecer numa estrutura de alta escala, como o caso das destes serviços. A sua deteção para posterior
resolução, deve ser tida em conta para que o serviço seja viável. Uma vez que os servidores destes
serviços podem lidar com vários clientes, a quantidade de informação transmitida pode ser dema-
siado alta para ser analisada sem usar técnicas que consigam lidar com muitos dados. É portanto
uma ideia a considerar, a utilização de técnicas de Data Mining e porventura de Processamento de
Sinal para resolver este problema.
1.2 Arquitetura dos Servidores de Video-on-Demand
As arquiteturas de serviços de Video-on-Demand podem variar mas o recurso a múltiplos
servidores quer seja para efeitos de aumento de tráfego disponível, redundância de dados, cache,
melhoria de serviço em determinados locais, ou simplesmente aumento de espaço disponível, é
quase obrigatório em serviços de larga escala como é o caso do YouTube. O estudo do modelo
destes serviços é importante para o a contextualização do problema. Para ter uma ideia de como
estes normalmente se estruturam, foi realizada uma pesquisa usando o YouTube como referência,
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já que este é o serviço mais popular de Video-on-Demand. De acordo com o estudo feito em
[AJClZ11], o YouTube é composto por três componentes distintas:
• Espaço de identificadores dos vídeos linear — os identificadores dos vídeos são atribuídos
sem qualquer tipo de hierarquia;
• Cache composta por 3 níveis — cada nível corresponde à prioridade que os vídeos têm,
vídeos mais populares encontram-se nas cache de nível mais baixo;
• Múltiplos namespaces de DNS (Domain Name System) — que formam uma hierarquia de
servidores.
A lógica principal da organização do YouTube centra-se na delegação da redistribuição con-
forme a hierarquia suposta para os servidores de DNS, permitindo assim a criação dos espaços
de identificadores lineares que por si permite a utilização de hash fixa para um rápido acesso ao
armazenamento dos vídeos.
1.2.1 Falhas de tráfego
As falhas num servidor Video-on-Demand podem ter diversas origens, quer seja numa má
ligação física ou falha de software, mas a maneira como se manifestam é geralmente na forma
de falhas no tráfego. A perda de ligação, atraso de entrega de pacotes ou problemas de routing,
têm todos efeitos na qualidade final de tráfego. É portanto necessário antes de descobrir quais as
origens dos problemas, descobrir se há problemas, quando e com que frequência estes acontecem.
1.2.2 Comportamento dos clientes
O comportamento dos clientes do YouTube inicia-se com um pre-buffering de cerca 55 segun-
dos do início do vídeo. De seguida, enquanto o vídeo é reproduzido, o tamanho do buffer reduz
mas tenta manter um nível constante pedindo blocos mais pequenos constantemente [JWH+13].
O simulador utilizado para os testes reproduziu este comportamento que pode ser visto na figura
1.1.
1.2.3 Comportamento geral do servidor
O tráfego do servidor é a soma do tráfego dos seus clientes. Uma vez que estes podem estar
em fases diferentes do buffering (55 segundos iniciais, a pedir pacotes e entre pedidos), o com-
portamento do servidor é caótico e de difícil análise direta. Na figura 1.2 vê-se a representação
gráfica de uma parte do tráfego do servidor simulado.
1.2.4 Falhas de tráfego em servidores de Video on Demand
Falhas momentâneas de tráfego numa situação como a da figura 1.2, podem ser facilmente
detetadas como sendo descidas bruscas caso estas durem tempo suficiente. Na figura 1.3 são
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Figura 1.1: Tráfego do cliente em função do tempo.
Figura 1.2: Tráfego do servidor em função do tempo.
notórias as falhas de 1.5 segundos de duração. No entanto, quando estas duram pouco tempo, a
deteção torna-se mais difícil. Na figura 1.4 vê-se um exemplo de tráfego normal simulado e um
onde de 5 em 5 segundos ocorre uma pequena falha de tráfego de 0.1 segundos. Estas falhas são
demasiado pequenas para se notar nestas situações.
3
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Figura 1.3: Tráfego do servidor com falhas de 25 em 25 segundos com 1.5 segundos de duração.
(a) Tráfego Normal. (b) Tráfego com anomalias.
Figura 1.4: Tráfego do servidor com e sem anomalias.
Outro cenário possível que exemplifica a influência do contexto na deteção das falhas é o de
um servidor com saturação de tráfego. Num caso saturado, os pedidos de dados dos clientes são
demasiado elevados para a capacidade do servidor. Nesta situação, o servidor fica com o tráfego
atual constantemente no limite da sua capacidade com ocasionais descidas devido à saída de cli-
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entes. Isto faz com que o servidor tenha um comportamento muito mais regular que o anterior.
A figura 1.5 representa um servidor saturado com as mesmas anomalias do anterior. Ambas as
situações são simuladas.
(a) Tráfego Normal. (b) Tráfego com anomalias.
Figura 1.5: Tráfego do servidor saturado com e sem anomalias.
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Capítulo 2
Deteção de falhas em Séries Temporais
Neste capítulo, será abordado o estado da arte da deteção de falhas em séries temporais assim
como uma introdução acerca do Data Mining.
2.1 Data Mining
O Data Mining é a análise de grandes quantidades de dados de modo a obter informação
relevante. Esta informação é obtida através da procura e identificação de padrões nos dados.
Técnicas de Data Mining são utilizadas constantemente em inúmeras situações que vão desde
processos industriais, análises de texto, imagem e ciências biomédicas. Cabe depois ao analista
que utiliza estas técnicas, decidir quais os padrões realmente interessantes ou não [Run12, HTF01].
Segundo [She00], o Data Mining pode-se dividir em 5 fases por ordem:
1. Buisness Understanding — Fase onde se determinam quais os objetivos da análise;
2. Data Understanding — Coleção inicial dos dados e descrição;
3. Data Preparation — Fase de seleção dos dados relevantes e formatação caso necessária;
4. Modeling — Seleção e construção de uma técnica de modelação;
5. Evaluation — Avaliação dos resultados obtidos;
6. Deployment — Implementação do plano construido e/ou produção de um relatório final.
Esta organização é utilizada genericamente em todos os projetos de Data Mining indepen-
dentemente da sua complexidade. Em relação às ferramentas, existe neste momento uma grande
quantidade de software disponível [WWG11]. Embora todos eles tenham capacidade de realizar
as funções mais básicas do Data Mining, a metodologia de cada um e o seu foco variam. As
ferramentas analisadas para a realização deste projeto foram:
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• R — Uma das linguagens estatísticas mais populares, tem uma grande base de bibliotecas
com métodos de Data Mining disponível, facilidade em criar gráficos de alta qualidade e
uma comunidade de utilizadores ativa;
• Rapid Miner — Uma ferramenta mais recente que o R, com um sistema simples e limpo
de drag and drop que permite uma rápida e fácil prototipagem dos métodos;
• Matlab — Ferramenta de computação matemática que contém inúmeras funções quer de
Data Mining, de processamento de sinal e de Machine Learning e conta com uma documen-
tação extremamente detalhada.
No início do projeto foram abordadas as três ferramentas embora a escolha final tenha recaído
no R, principalmente devido à extensão e qualidade das bibliotecas necessárias para o trabalho.
2.2 Séries Temporais
Séries temporais são sequências de dados intervalados usualmente de forma uniforme, embora
haja casos onde os intervalos são diferentes entre si. Em caso de interrupções, como um fecho da
bolsa por exemplo, é habitual que se separem as séries temporais. As mais comuns são unidimen-
sionais mas podem ser também multidimensionais, isto é, haver dois ou mais atributos a acontecer
ao mesmo tempo. Este tipo de dados traz restrições na sua análise devido à correlação que os
atributos têm com o tempo. As séries temporais são comuns em análises financeiras para mostrar
as progressões dos mercados mas são usadas em muitas outras áreas. O tráfego de um servidor,
caso em estudo neste trabalho, pode ser representado numa série temporal onde a cada intervalo
de tempo corresponde a quantidade de dados transmitida como foi visto na figura 1.2.
As abordagens feitas às séries temporais, de uma maneira geral, são feitas analisando os dados
através dos seguintes pressupostos [SS06]:
• Tempo — Neste caso, considera-se que existe correlação temporal entre os valores, isto é,
todos os eventos da série, dependem de certo modo dos valores que os antecedem;
• Frequência — Nesta abordagem, parte-se do pressuposto que existem características perió-
dicas nas séries e são essas características as de maior relevância no estudo.
As séries temporais podem ser abordadas geralmente através de duas maneiras, pelo domínio
da frequência e pelo domínio do tempo. A abordagem pelo domínio do tempo parte do pressuposto
que existe uma dependência entre o valor atual e os passados de modo a que haja uma correlação
entre valores adjacentes. Já a segunda abordagem tem como foco as características periódicas das
séries .
2.3 Deteção de Anomalias
O estudo da deteção de anomalias, vulgarmente denominada também como deteção de outli-
ers, já é feito por estatísticos desde o século XIX [Edg87] e tem vindo a ser adotado nas mais
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diversas áreas, como a deteção de fraudes [BHH01], de falhas em sistemas críticos [HA02] ou
de ataques em sistemas informáticos [ASG04]. A deteção de anomalias já foi apresentada várias
vezes aplicada a redes embora no contexto de deteção de intrusões. Nestas situações, os sistemas
utilizados tentam encontrar padrões no tipo de tráfego da rede que não correspondem ao esperado
ou que correspondem a ataques conhecidos [BBK14]. Estes métodos diferem do caso em estudo
no tipo de dados em análise. Enquanto que na deteção de intrusões é analisado o conteúdo e os
tipos de pacotes transmitidos, no caso em estudo é só analisado a quantidade de tráfego a cada
momento. No que se refere às anomalias em concreto, estas podem ter diversos tipos e ser classi-
ficadas de diferentes maneiras. Os métodos de deteção devem ter em vista o tipo de anomalia que
querem procurar. Nas secções seguintes são explorados os tipos de anomalias (outliers) existentes
assim como os diferentes métodos de deteção e a maneira como estes os classificam.
2.3.1 Outliers
Outliers são observações que não agem conforme o comportamento considerado normal de um
conjunto de dados. As suas origens variam conforme o objeto de estudo e podem significar, entre
outros problemas, falhas em instrumentos de observação, operações maliciosas ou até problemas
médicos [CBK09]. Os outliers são geralmente divididos em três categorias: Pontuais, Contextuais
e Coletivos. De seguida encontra-se uma descrição mais detalhada de cada um deles.
• Pontuais — Um outlier pontual é um evento que é considerado anómalo porque se “distan-
cia” dos outros eventos. A noção de distância pode variar conforme os dados mas a ideia
geral é de que os valores do evento são demasiado diferentes de todos os outros ou pelo
menos da maioria dos eventos classificados como normais. A figura 2.1 representa grafi-
camente algumas anomalias pontuais. Os pontos O1 e O2 e o conjunto O3 encontram-se
distantes dos conjuntos N1 e N2 considerados normais e são por isso classificados como
outliers.
Figura 2.1: Outliers Pontuais [CBK09].
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• Coletivos — Estes outliers são vários eventos que, quando ocorridos isoladamente ou em
determinados contextos, são normais, mas quando ocorridos num determinado conjunto
são considerados anomalias. A figura 2.2 representa um eletrocardiograma onde é possível
observar uma anomalia correspondente a uma contração arterial prematura. Os valores da
anomalia em si não são anormais, mas uma vez que se repetem durante algum tempo criam
uma anomalia.
Figura 2.2: Outliers Coletivos [CBK09].
• Contextuais — Neste caso, o evento pode ter valores que são normais em relação aos dados
restantes, mas em relação aos eventos vizinhos (ao contexto), é uma anomalia. A figura 2.3
representa uma série temporal com a temperatura ao longo do ano. A temperatura t2 é uma
anomalia, não pelo seu valor ser anormal (é igual ao de t1 que não é anomalia) mas pelo
facto de esse valor não ser normal naquela altura do ano.
Figura 2.3: Outliers Contextuais [CBK09].
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2.3.2 Classificação dos métodos de Deteção de Anomalias
Os métodos de deteção de anomalias podem ser enquadrados em diferentes categorias con-
forme a maneira como classificam os dados. As principais categorias destes algoritmos são, se-
gundo [CBK09], os seguintes:
• Supervisionado — Os métodos supervisionados requerem dados de treino previamente
marcados. Dados de treino são conjuntos de dados exemplo que servem para definir tanto os
padrões expectáveis como as anomalias. Os eventos a ser analisados são então comparados
com os dados de treino e classificados de acordo;
• Não Supervisionado — Estes métodos não requerem dados de treino. Simplesmente as-
sumem que os eventos normais são mais frequentes que as anomalias. Estes métodos são
versáteis mas em casos em que as anomalias são frequentes estes podem não produzir os
resultados esperados;
• Semi-Supervisionado — Estes métodos utilizam dados de treino mas apenas os eventos
normais são classificados. Estes métodos consideram então que todos os eventos que se
desviam demasiado dos dados de treino são anomalias.
2.3.3 Classificação dos Dados
Os valores retornados pelos métodos de deteção de outliers são as classificações dos even-
tos como sendo anomalias ou não. Existem duas maneiras distintas de classificação dos dados:
Labeling e Scoring. A diferença entre as duas é essencialmente a sua assertividade perante a clas-
sificação de um evento como sendo outlier ou não. A utilização destes tipos de classificação varia
essencialmente conforme o método utilizado. As classificações de acordo com [CBK09] são:
• Labeling — Classificação binária. O evento é simplesmente classificado como anómalo ou
normal. Um exemplo de método que normalmente classifica usando labeling é o de redes
neuronais.
• Scoring — Ao evento é associado um valor que quantifica a possibilidade de este ser ou
não um outlier. Métodos que utilizam esta classificação são por exemplo os estatísticos, em
que ao evento é associada uma probabilidade de este ser ou não outlier.
11
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Capítulo 3
Métodos comuns aplicados a este
problema
O ponto de partida para a análise do problema foi analisar e testar os métodos mais comuns de
detecção de anomalias. A escolha dos algoritmos baseou-se principalmente na sua capacidade de
se adaptarem a séries temporais e de detetarem anomalias pontuais ou contextuais. Numa fase ini-
cial foi utilizado o software RapidMiner, que permite uma rápida prototipagem e análise geral do
funcionamento dos métodos. O procedimento passava por analisar os dados simulados tanto dos
clientes como do servidor. Nesta fase, os métodos não revelaram resultados muito favoráveis em
anomalias pouco evidentes, daí a necessidade de criar um método mais específico para o contexto
do problema. Em seguida será feita uma análise de três métodos e como foram aplicados.
3.1 k-Nearest Neighbors
O kNN é um método de classificação e regressão relativamente simples. A premissa principal
do método é a de que dados semelhantes se agregam entre si, logo a distancia entre eles é baixa.
No caso da detecção de anomalias é esta distância aos seus vizinhos mais próximos que define
um evento de anomalia ou não [CBK09]. O funcionamento básico do kNN, descrito em [BR98],
é o seguinte: para cada evento o seu score de anomalia é igual à distância do seu k vizinho mais
próximo. A distância usada normalmente é a euclidiana, no entanto podem ser utilizadas outras
assim como pode ser utilizada a média das distâncias dos k elementos. Existem inúmeras variações
desta técnica, aplicadas consoante o problema [CBK09]. Este método pode tanto ser como não
ser supervisionado. No caso do supervisionado, este calcula a distância dos eventos a classificar
aos eventos já classificados; no caso do não supervisionado, ele calcula as distâncias entre todos
os eventos. A figura 3.1 mostra a classificação de um elemento que pode ser classificado de duas
maneiras conforme o número de vizinhos utilizados.
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Figura 3.1: Classificação kNN com 3 e 5 vizinhos mais próximos.
Para séries temporais o kNN utiliza como vizinhos mais próximos, os eventos mais próximos
no tempo, ou seja, imediatamente antes e depois do evento alvo de classificação, e usa a diferença
de amplitudes como distância entre os atributos correspondentes como pode ser visto na figura
3.2.
Através de testes iniciais no RapidMiner, deu para perceber que o kNN teria algum potencial
em encontrar anomalias que tivessem alguma expressividade na série.
3.2 Local Outlier Factor
O LOF pode ser considerado como uma variação do kNN. Este parte do mesmo princípo de
proximidade, mas utiliza o rácio da sua densidade e das dos k vizinhos mais próximos. A densi-
dade de uma observação é calculada através da relação entre k e o volume do espaço circundante
dessa mesma observação, usando como raio a distância ao k vizinho mais próximo[BKNS00].
Este método foi aplicado de modo semelhante ao do kNN para séries temporais, onde os vizinhos
14
Métodos comuns aplicados a este problema
Figura 3.2: Classificação kNN com os 2 vizinhos mais próximos.
são temporais e a medida de distância é a diferença de amplitudes. Uma vez que o funcionamento
deste método é semelhante ao kNN, foi pressuposto que os resultados fossem parecidos ou até
melhores, daí a sua inclusão para os testes seguintes.
3.3 Neural Networks
As redes neuronais são sistemas de aprendizagem inspirados nos sistemas nervosos encon-
trados no sistema nervoso do nosso cérebro. Estes modelos consistem em redes de neurónios,
distribuídas por várias camadas que ajustam os valores das ligações entre si de acordo com os
valores de entrada de treino. Dessas camadas uma é de entrada, outra de saída e as restantes são
denominadas de camadas escondidas. A figura 3.3 mostra um exemplo de uma rede neuronal.
As redes neuronais foram usadas extensivamente para a deteção de anomalias como referido
em [MS03]. Estes métodos provaram ser eficientes na classificação de dados mas para uso em
15
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Figura 3.3: Exemplo de uma rede neuronal com uma camada escondida [JGP10].
séries temporais a investigação é mais escassa. Em [KM13], redes neuronais são usadas para pre-
visão do comportamento de séries de mercados assim como em [JGP10] foram utilizadas para
prever consumo de energia. Os resultados foram favoráveis mas ambos os casos têm como pressu-
posto séries onde existem tendências bem definidas ou acontecimentos periódicos, algo que não se
encontra ao nível do caso em estudo. Este tipo de métodos são uteis para séries de longos períodos
de tempo, onde se formam tendências ou componentes sazonais. Alguns testes no RapidMiner
permitiram também perceber que a aprendizagem deste algoritmo não tinha precisão suficiente
para encontrar anomalias, daí ter sido excluído dos testes finais.
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Método proposto
Para resolver o problema foi criado um método de análise das séries dos clientes. Este método
usa extensivamente o algoritmo de Dynamic Time Warping (DTW) que será explicado na secção
seguinte. A escolha do DTW para comparar séries vem do facto de este ser muito útil quando
as séries não variam na forma mas têm durações diferentes. Neste caso, o comportamento da
reprodução de vídeo é regular mas diferenças de largura de banda podem alterar a duração das
fases de buffering.
4.1 Dynamic Time Warping
4.1.1 Sobre o DTW
O DTW é um algoritmo usado para comparar duas séries temporais. A vantagem do DTW
é que este consegue esticar ou comprimir localmente as séries de modo a conseguir alinhá-la as
duas séries. Isto é vantajoso em séries que são semelhantes na forma mas decorreram a velocidades
diferentes [FKL+08]. No figura 4.1 vê-se a comparação entre duas séries semelhantes mas em que
uma delas decorreu num espaço de tempo mais curto que a outra.
A distância euclidiana, a mais comummente utilizada [LKLC03], não consegue identificar
esta semelhança enquanto que o DTW consegue esticar a segunda série de modo a alinhar com a
primeira. O DTW tem sido extensivamente utilizado para diversas utilizações principalmente para
reconhecimento de voz. [MGB12, CDLDS13, PG08].
4.1.2 DTW em detalhe
A descrição e símbolos seguintes foram baseados no Computing and Visualizing Dynamic
Time Warping Alignments in R [Gio09], visto este ter a descrição da biblioteca em R utilizada
no setup experimental. Começa-se por definir como query e template as séries a comparar assim
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Figura 4.1: Comparação de séries usando as medidas de DTW e Euclidiana [FKL+08].
como uma função de distância d(i,j), sendo i e j índices das séries. Query e template têm como
comprimento N e M respectivamente.
query : X = (x1, . . . ,xN) (4.1)
template : Y = (y1, . . . ,yM) (4.2)
d(i, j) = f (xi,y j) (4.3)
O principal componente do DTW é a warping curve φ , que deforma temporalmente as sé-
ries alterando os índices iniciais. Considera-se então como φx e φy as warping curves de x e y
respetivamente, assim como dφ (X ,Y ) a distância entre as warping curves das séries X e Y.
φx(k) ∈ {1. . . N}, (4.4)
φy(k) ∈ {1. . . M} (4.5)
A ideia do DTW é então encontrar a deformação de modo a alinhar as séries e minimizar a
distância total entre elas, ou seja, minimizar dφ (X ,Y ).
4.2 Distância como Score de anomalias
A ideia inicial consistia em utilizar o DTW comparando as séries a analisar com uma base
de séries tidas como normais. Uma vez que o DTW retorna a distância entre as séries query e
template, essa distância pode ser utilizada como o score da anomalia. Sendo template uma série
considerada normal, quanto maior a distância entre as duas mais probabilidade há de haver uma
anomalia na série query. O DTW poderia ser portanto aplicado tanto à série de tráfego total como
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à de cada cliente. Inicialmente o método foi aplicado ao tráfego total com a expetativa de encon-
trar a longo prazo, pequenos padrões no tráfego que pudessem ser utilizados para comparar. Em
[MGB12] é descrito um modelo não supervisionado para aquisição de motifs (padrões que não
ocorrem necessariamente de forma periódica) em séries de áudio. O método de divisão das séries
utilizado para comparação é o de deteção de silêncios [PG08], uma vez que se trata de reconheci-
mento de voz. Neste caso o método de segmentação terá de ser diferente, no entanto o modelo é de
todo semelhante. A segmentação das séries ganhou importância quando se começou a fazer Data
Mining em grandes séries e o armazenamento requeria poupança de espaço ou indexação eficiente
como descrito em [KCHP93]. Nesse mesmo artigo são apresentadas três categorias de algoritmos
para a segmentação de séries:
• Sliding Window — o tamanho do segmento cresce até que um certo critério de erro seja
excedido e passa para o próximo segmento;
• Top Down — a série é segmentada recursivamente até ser cumprido um determinado critério
de paragem;
• Bottom Up — a partir da melhor aproximação possível, ir juntando segmentos até o critério
de paragem ser cumprido.
Uma vez que o método teria como objectivo a detecção de outliers em tempo real, o Sliding
Window seria o algoritmo mais adequado uma vez que pode ser utilizado. O critério utilizado foi
o da variação brusca da média dos 3 últimos eventos analisados da janela. A figura 4.2 representa
o funcionamento do método.
Figura 4.2: Esquema do funcionamento do método proposto.
No entanto, séries de cerca de 7000 eventos não revelaram existência de padrões suficiente-
mente fortes para que funcionasse. Além disso, sem qualquer tipo de indexação dos segmentos
guardados, o método tem enormes problemas de performance. Optou-se então, que o mesmo
método fosse utilizado para analisar o tráfego de cada cliente já que estes têm comportamentos
semelhantes e onde os padrões são mais óbvios. Existe então uma fase inicial onde são guardadas
séries de clientes com comportamento considerado normal que será utilizada depois como referên-
cia. A classificação de dados como sendo normais deve partir de quem implementa o algoritmo.
Estes podem vir de simulações ou de execuções onde haja certeza que não há falhas. Esta base de
dados de clientes normais deve conter séries o mais diversas possíveis mas também o mais distin-
tas, já que séries muito idênticas só irá trazer redundância e aumento do tempo de pesquisa. Uma
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vez que os tipos de padrões são poucos nas séries dos clientes não é necessária a indexação dos
segmentos. Depois, à chegada de cada cliente, é feito o cálculo da distância dos novos segmentos
com os da base de dados. É depois utilizada a distância mínima obtida como score de anomalia,
quanto maior a distância, maior é a probabilidade de haver uma anomalia naquele segmento. Fi-
nalmente, uma vez que se tem informação do tempo de chegada de todos os clientes, os scores de
cada cliente podem ser agregados. Isto permite determinar se a anomalia ocorreu em todos ou num
cliente só, eliminar falsos alarmes ou até descobrir com mais detalhe do momento em que ocorreu
a anomalia. Este processo é descrito no esquema 4.3, onde se vêm quatro clientes divididos em
segmentos, neste caso de tamanho fixo, sobrepostos de acordo com a ordem de chegada. As linhas
verticais indicam que segmentos são utilizados para calcular o score de anomalia naquele ponto.
Figura 4.3: Cruzando os valores obtidos das analises por clientes consegue-se obter informações
mais gerais.
4.3 Threshold para a classificação
Como foi referido anteriormente, o DTW retorna a distância entre séries que é utilizada como
score de anomalia. Mas para que haja classificação de um evento como anómalo ou não, é preciso
que haja um threshold a partir do qual se classifica de anómalo ou não um evento. Este threshold
pode ser um valor fixo, obtido através de experiências anteriores que tivesse optimizado os resul-
tados. A variação da eficácia de um threshold pode ser vista numa curva de Receiver operating
characteristic. No ROC é possível ver a relação entre os rácios falsos e verdadeiros positivos fa-
zendo variar o threshold. Esta curva tem como principal objectivo ver a eficácia de um método de
classificação é descrita com mais detalhe na secção 5.3. Utilizando um threshold diretamente na
distância é considerar que a distância é já um score por si mesma. Uma maneira de transformar a
distância num valor de probabilidade com mais significado seria a seguinte: calcular as distâncias
mínimas entre clientes normais e a base de dados e utilizar esses dados para modelar uma distri-
buição estatística. Para descobrir que tipo de distribuição melhor se adapta ao problema foi criado
um histograma com todas as distâncias mínimas entre clientes obtidos pelo servidor simulado.
Na figura 4.4 vê-se o histograma dos mínimos calculados e uma distribuição exponencial so-
breposta utilizando o inverso da média desses mesmos mínimos. O único parâmetro da distribui-
ção exponencial, o λ , pode ser calculado pelo inverso da média. Com esta distribuição, podemos
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Figura 4.4: Histograma das distâncias com uma distribuição exponencial sobreposta.
então a cada distância retornada pelo método, verificar onde é que esta se encontra na curva de
probabilidade da distribuição e conseguir assim obter uma probabilidade de anomalia. De notar
que este histograma foi obtido a partir de um servidor simulado com as características descritas
na secção 1.2.2. Para problemas onde funcionamento dos clientes difere, deve ser gerado uma
distribuição com o funcionamento do mesmo.
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Capítulo 5
Experiências e Resultados
5.1 Setting experimental
Todos os testes foram realizados em R, uma linguagem focada em estatística que tem vários
métodos de Data Mining disponíveis assim como excelentes ferramentas de visualização. Os da-
dos do servidor foram obtidos por um simulador em Java fornecido pelo Co-Orientador. O código
do servidor encontra-se nos documentos da dissertação. Este retorna séries com o tráfego total,
por cliente e o número de clientes ativos. O simulador comporta-se à semelhança do comporta-
mento descrito na secção 1.2.2. Os resultados retornados são amostras ao segundo, no entanto o
servidor simula a uma frequência mais alta. Isto faz com que as falhas com menos de um segundo
sejam menos explícitas já que a cada intervalo de um segundo é mostrado o total de tráfego nesse
intervalo. Embora intuitivamente uma amostragem mais precisa ou com mais frequência pudesse
facilitar a deteção, é pouco viável porque ia gerar uma quantidade de dados insuportável e puderia
haver um overhead demasiado grande na coleção dos dados. São gerados pedidos ao servidor de
clientes com diferentes larguras máximas de banda, intervalados aleatoriamente entre 0 e 10 se-
gundos. Para testar os métodos, o simulador retornou simulações com interrupções em intervalos
e tempos regulares. Para comparar a precisão dos métodos, o tempo das interrupções variou entre
0.1 segundos e 2 segundos com intervalos de 25 segundos entre si (figura 5.1).
Para a análise dos resultados de métodos de classificação, é comum recorrer-se a curvas ROC
[MS03]. Numa curva ROC, quanto mais a curva se aproxima do ponto (0,1), ou seja, quanto maior
o rácio de verdadeiros positivos e menor o de falsos positivos, mais eficiente é o método. Estas
curvas conseguem mostrar com clareza quão bom é um método de classificação. A figura 5.2 é
um simples guia de análise destas curvas.
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Figura 5.1: Interrupção do tráfego ao longo do tempo.
5.2 Métodos testados
Para comparar a qualidade do método proposto em relação aos métodos de detecção de ano-
malias mais comuns apliquei os diversos métodos às mesmas séries. Os métodos utilizados foram
o kNN, o LOF e o método proposto. As redes neuronais não foram incluídas pelos motivos expli-
citados em 3.3. Todos estes métodos têm parâmetros que devem ser escolhidos de acordo com o
tipo de problema em que serão utilizados.
5.2.1 Parâmetros kNN
O parâmetro essencial do kNN é o número de vizinhos mais próximos a comparar, k. Outros
parâmetros menos comuns mas também eles com relevância são o tipo distância a calcular e se
a escolha da medida é feita pelo vizinho k (mais distante dos k mais próximos) ou a média dos k
vizinhos e no caso deste último, se o peso de cada um é igual ou difere conforme a distância. O
tipo de distância usada é a euclidiana visto que se trata de comparação de valores unidimensionais
e utilizou-se a média dos k vizinhos com pesos idênticos já que a solução alternativa se aproxima
mais do LOF, método também ele a ser testado. Para o k, o valor deverá ser baixo para não
ofuscar pequenas anomalias, mas não demasiado baixo uma vez que o ruído da série poderá levar
a erros na classificação. A figura 5.3 mostra uma curva ROC onde se vê o resultado do kNN numa
amostra do problema utilizando três k diferentes. O 4 foi aquele que obteve a melhor classificação
e portanto a escolha para esse parâmetro.
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Figura 5.2: Exemplo de análise de curvas ROC.
5.2.2 Parâmetros LOF
O LOF tem como único parâmetro o número de vizinhos a procurar k. Sendo este algoritmo
algo semelhante ao kNN, o número de vizinhos escolhido foi igualmente 4 pelas razões referidas
em 5.2.1
5.2.3 Parâmetros DTW
O DTW contém 2 parâmetros principais. São estes o tipo de passo a realizar para a pesquisa
de caminho e o lower bounding que é explorado mais adiante na secção 5.3. Para o tipo de passo
escolheu-se o assimétrico, já que os passos simétricos não funcionam bem em pesquisas globais
(neste caso de um segmento com uma série completa) e os passos mais complexos como os passos
de Rabiner, não conseguem tão bons resultados em séries com alta variabilidade como as dos
clientes [Gio09].
25
Experiências e Resultados
Figura 5.3: Comparação entre os valores de k a utilizar.
5.3 Resultados
Uma vez que a principal contribuição desta tese é um método de detecção de anomalias em ser-
vidores de video on demand, é importante que os resultados mostrem quão vantajoso é o método
comparativamente aos métodos mais comuns e conhecidos. A avaliação dos métodos baseia-se
na relação entre as anomalias classificadas e as não classificadas. Como foi dito anteriormente,
os métodos como o kNN conseguem detectar anomalias com boa precisão somente quando estas
são suficientemente expressivas. É interessante então que a comparação mostre a partir de que
intensidade de anomalia é que o método proposto se torna vantajoso. As figuras que se encon-
tram no anexo A mostram os resultados dos três métodos com anomalias que duram entre 0.1
segundos e 2 segundos. Para cada teste foram ativadas 290 interrupções. As figuras 5.4 mostram
comparativamente para os três métodos, os rácios de verdadeiros positivos para 10% e 15% de
falsos positivos. Estes rácios são obtidos encontrando um threshold na classificação que classifi-
que erradamente 10% e 15% das observações classificadas como anomalias (falsos positivos). Foi
dado mais ênfase às anomalias menos expressivas, entre 0.1 e 0.5 segundos, onde foi testado com
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intervalos de 0.1 segundos e de 0.5 a 2.5 foram utilizados intervalos de 0.5 segundos.
(a) 10% de falsos positivos. (b) 15% de falsos positivos.
Figura 5.4: Rácio de verdadeiros positivos para percentagem fixa de falsos positivos.
Os resultados mostram que com anomalias de 0.2 segundos a 1.0 segundo, o método proposto
tem uma precisão aceitável e notavelmente melhor que as dos restantes algoritmos. Para anoma-
lias de 0.1 a 0.5 segundos o algoritmo consegue encontrar 29.5%±4.3%, com 95% de confiança.
No entanto, seria injusto concluir imediatamente que o método é claramente superior. O método
proposto usa extensivamente o algoritmo de DTW que embora muito eficaz, é sabido que é um
algoritmo pesado computacionalmente. É de esperar portanto que a performance do método seja
pior que a dos métodos mais simples e porventura mais optimizados, uma vez que são mais es-
tudados. É de notar também que o R, a plataforma utilizada para fazer os testes, por defeito não
funciona em paralelo. A paralelização do método traria aumentos de performance significativos.
A tabela 5.1 mostra o tempo que demorou cada um dos métodos a executar. Para todos os testes
de performance foram feitas 8 execuções e utilizado um grau de 95% de confiança. O processador
do computador utilizado foi um Intel R© CoreTM i7-4700HQ @ 2.40GHz.
Tabela 5.1: Tempos de execução dos métodos testados
Método Tempo de execução com
95% de confiança
kNN 1.2±0.1 s
LOF 2.8±0.2 s
Método proposto 435.4±35.1 s
Nota-se que para as mesmas séries, o método proposto demora demasiado tempo a execu-
tar. Isto condiciona completamente a sua utilização em tempo real remetendo-o para um método
de análise posterior. Seria necessário então recorrer-se a optimizações. Uma das razões para isto
acontecer é que o R, a linguagem usada para os testes, corre single-threaded. Seria possível parale-
lizar o método para obter melhor performance mas isso encontra-se fora do escopo da dissertação.
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Em vez disso recorreu-se aos parâmetros do DTW. Sendo o DTW o principal bottleneck do al-
goritmo, este torna-se o principal alvo de optimizações. A optimização, de performance, mais
comum do DTW é a de lower bounding. O Lower Bounding trata-se de colocar restrições no al-
goritmo de DTW de modo a que este não tenha de realizar todas as computações a partir de uma
certa região. Isto pode levar a perda de precisão no método mas esta perda pode ser minimizada
se a restrição utilizada for bem definida.
(a) Com lower bounding Itakura. (b) Sem lower bounding.
Figura 5.5: DTW entre duas séries de clientes, com e sem lower bounding
Na figura 5.5a vê-se a região que é calculada, que neste caso tem a forma de um paralelogramo.
Na figura 5.5b vê-se o calculo efetuado sem recurso a lower bounding. O resultado final (linha a
azul) como se pode ver é semelhante visto que os caminhos mais curtos tendem a estar próximos
da diagonal central. Outros métodos como o SparseDTW [ANCT09] ou FastDTW [SC07], são
alternativas a considerar mas não serão analisados.
Tabela 5.2: Performance com e sem Lower Bounding
Método Tempo de execução
Método sem lower bounding 435.4±35.1 s
Método com Sakoe Chiba Window 406.4±25.2 s
A variação de performance não foi muito significativa, cerca de 7.1%. uma vez que existem
cálculos a ser eliminados é preciso analisar também a variação da precisão do método.
A imagem 5.6 mostra que para o mesmo conjunto de dados, o algoritmo teve um compor-
tamento pior com o lower bounding. Esta variação na precisão torna o lower bounding, neste
específico problema, pouco viável.
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Figura 5.6: Resultados com e sem lower bounding.
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Capítulo 6
Conclusões
O Data Mining é um tema muito estudado mas ainda com muito potencial de investigação e o
Data Mining de séries temporais é de extrema relevância atualmente. Quanto à detecção de outli-
ers, os estudos não se focaram muito nas séries temporais tornando este um tema ainda explorável.
Para além disso o DTW, um algoritmo mais comummente associado ao processamento de sinal,
mostrou ser uma ferramenta muito útil e versátil para a comparação entre séries temporais. O mé-
todo proposto parece uma proposta viável para a detecção de anomalias pouco expressivas ainda
que possa eventualmente necessitar de alguns ajustes em termos de performance. No entanto, as
técnicas mais comuns provaram que funcionam em casos mais evidentes e a sua utilização pode
ser colocada em causa conforme o problema em vista. Um tema sugerido nesta tese e que tem
potencial, é a de indexação de séries na base de dados para consulta rápida. Este método seria
uma opção viável para melhorar a performance do método. Uma vez que a pesquisa de séries
seria mais rápida, a aplicação do método a outras situações que não Video-on-Demand poderia ser
posta em consideração, uma vez que a comparação de séries poderia ser alargada a diversos tipos
de comportamentos.
6.1 Outros métodos e melhoramentos futuros
O principal problema encontrado neste trabalho foi a performance do método. A performance
demonstrada em relação aos métodos mais simples condiciona a sua implementação numa situ-
ação em tempo real a não ser que sejam feitas grandes otimizações. Uma das otimizações seria
implementar, como referido anteriormente, um DTW mais eficiente como FastDTW ou Spar-
seDTW, mas o próprio método em si poderia ser otimizado através da paralelização em CPU, já
que o R por defeito corre em Single-Thread e as bibliotecas de paralelização são pobres. Uma
vez que se tratam de pesquisas que podem ser feitas individualmente em que o resultado final é
o valor mínimo encontrado, uma solução de MapReduce seria algo a explorar [DG08]. Um tema
muito atual do Data Mining que se aplicava neste contexto é o de indexação que permite poupar
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pesquisas à base de dados [KPC04, CPSK10]. Com estes métodos seria possível também criar
um método com bases de dados maiores e mais diversas, logo mais genérico e aplicável a outras
situações para além de Video-on-Demand.
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Anexo A
Resultados Comparativos
Aqui encontram-se as curvas ROC correspondentes às experiências efetuadas com os três mé-
todos propostos.
(a) Anomalia de 0.1 segundos. (b) Anomalia de 0.2 segundos.
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(a) Anomalia de 0.3 segundos. (b) Anomalia de 0.4 segundos.
(a) Anomalia de 0.5 segundos. (b) Anomalia de 1 segundo.
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(a) Anomalia de 1.5 segundos. (b) Anomalia de 2 segundos.
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