An algorithm is presented for estimating the 3-D location (i.e., azimuth angle, elevation angle, and range) of multiple sources with a uniform circular array (UCA) consisting of an even number of sensors. Recently the rank reduction (RARE) algorithm for partly-calibrated sensor arrays was developed. This algorithm is applicable to sensor arrays consisting of several identically oriented and calibrated linear subarrays. Assuming that a UCA consists of M sensors, it can be divided into M/2 identical linear subarrays composed of two facing sensors. Based on the structure of the subarrays, the steering vectors are decomposed into two parts: range-independent 2-D direction-of-arrival (DOA) parameters, and range-relevant 3-D location parameters. Using this property we can estimate range-independent 2-D DOAs by using the RARE algorithm.
I. Introduction
Source localization using arrays of sensors is an important topic in wireless communications, radar, and sonar research [1] [2] [3] [4] [5] [6] [7] . One popular method is to employ a uniform circular array However, this assumption is no longer valid when the source is close to the UCA, in which case the location must be characterized by the range for the source as well as the 2-D DOA.
Recently, some near-field 3-D source localization algorithms have been proposed using a UCA.
Lee et al. [3] proposed a path-following algorithm based on the algebraic relation between the incident angles under the far-field assumption The notation that will be used throughout this article is as follows: 
II. Proposed algorithm
The geometry of a UCA and source is shown in Fig. 1 The signal received at the m th sensor can be modeled as 
where a second-order Taylor series expansion of          for   , it can be approximated as
The second-order Taylor series approximation can be found in the literature on near-field source localization using UCA [3] [4] . Using this approximation, the signal received in (1) can be reduced to
The first term in the exponent of (4) 
where r , Θ , and Φ are the L dimensional source location vectors,
, and the direction matrix Since the sensors are centrosymmetric, we have
. By reordering The sample covariance matrix of the received signal reordered vector and its eigendecomposition are given as
where ) (n x is now the received signal reordered vector. The column vectors for E and G are the eigenvectors that span the signal and noise subspace of X R , respectively, with the associated eigenvalues on the diagonals of Λ and Γ .
Substituting the steering vector model in (9) to the MUSIC equation [6] 
we have
where 
The computational complexity of the proposed algorithm from (17) can be represented by V. Conclusion 
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