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DISTRIBUTIONAL CHANGES 
IN THE GENDER WAGE GAP
SONJA C. KASSENBOEHMER AND MATHIAS G. SINNING*
Using Panel Study of Income Dynamics (PSID) data, the authors 
analyze changes in wage differentials between white men and women 
over time and across the entire wage distribution. The authors de-
compose distributional changes in the gender wage gap to assess the 
contribution of observed characteristics measuring individual pro-
ductivity. They find that the gender wage gap narrowed by 16% at 
the lowest decile and by less than 5% at the highest decile. The de-
composition results indicate that changes in the gender wage gap 
are mainly attributable to changes in educational attainment at the 
top of the wage distribution, with a sizable part due to work history 
changes at the bottom. The findings further reveal that the accuracy 
of the results depends on the direction in which the decompositions 
are performed.
After decades of relative constancy, the gender wage gap in the United States has fallen steadily since the late 1970s. The reduction in the gen-
der wage gap during the 1980s was typically explained by increases in educa-
tional attainment among younger women and increases in labor market 
experience among older women (Wellington 1993; O’Neill and Polachek 
1993; Blau and Kahn 1997; Pissarides et al. 2005). In contrast, researchers 
were often unable to attribute the slower wage convergence during the 
1990s to factors that were observed in the data (O’Neill 2003; Blau and 
Kahn 2006). Whereas the economics literature has focused predominantly 
on the gender wage gap at the mean, several recent studies have examined 
wage disparities across the entire wage distribution (García, Hernández, 
and López- Nicolás 2001; Albrecht, Björklund, and Vroman 2003; Blau and 
Kahn 2006; Gupta, Oaxaca, and Smith 2006; Arulampalam, Booth, and 
Bryan 2007; Antonczyk, Fitzenberger, and Sommerfeld 2010). Very little is 
known about the factors that are responsible for changes in the gender 
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wage gap across the wage distribution, although the factors that explain the 
gender wage gap are not necessarily responsible for changes in this gap, and 
the factors that are relevant at the bottom of the wage distribution may be 
irrelevant at the top.
Empirical studies have typically employed decomposition methods to in-
vestigate the extent to which wage determinants affect the gender wage gap. 
Departing from the standard decomposition method of Blinder (1973) and 
Oaxaca (1973), researchers proposed a number of other decomposition 
methods for wage distributions (e.g., Juhn, Murphy, and Pierce 1993; 
DiNardo, Fortin, and Lemieux 1996; Gosling, Machin, and Meghir 2000; 
Melly 2005; Machado and Mata 2005; Rothe 2010, 2012; Elder, Goddeeris, 
and Haider 2011). The decomposition results of the distributional measures 
obtained by these methods, however, are not comparable to those of the 
standard Blinder–Oaxaca decomposition of the mean wage differential. In 
fact, none of these methods produces consistent results when changes in 
the gender wage gap over time are studied, whereas the results of a Blinder–
Oaxaca decomposition of changes in the gender wage gap between two 
points in time are consistent with those of a decomposition of gender differ-
ences in wage growth during this period (given the use of a common refer-
ence vector as defined by Oaxaca and Ransom 1994).
This article contributes to the economics literature by investigating 
changes in the gender wage gap across the entire distribution. We apply a 
newly developed Blinder–Oaxaca- type decomposition for unconditional 
quantile regression models (Firpo, Fortin and Lemieux 2007a, 2007b, 2009) 
to decompose wage differentials across the wage distribution. This method 
allows us to decompose the wage differential for any quantile in the same 
way that means are decomposed using the standard Blinder–Oaxaca decom-
position. The approach also permits a partition of the overall components 
of the decomposition equation into the contribution of individual charac-
teristics or groups of characteristics. In our empirical analysis, we pay par-
ticular attention to the relevance of measures of individual productivity, 
such as education and labor market experience. We use data from the Panel 
Study of Income Dynamics (PSID), which is the only nationally representa-
tive data source in the United States that contains information on actual 
labor market experience and other relevant work- history information. Sev-
eral studies have shown that work history is a very important factor in ex-
plaining changes in the gender wage gap (O’Neill and Polachek 1993; Blau 
and Kahn 2006).
To investigate the contribution of individual (groups of) characteristics, 
we decompose the gender wage gap during two time periods. To obtain a 
sufficiently large sample, we pool several years of data and distinguish be-
tween the years 1994 to 1996 and (because the PSID became a biennial 
survey after 1997) the years 2005, 2007, and 2009. We further perform sepa-
rate decompositions of the changes in wage levels over time for male and 
female workers. When we assume that the underlying regression model is 
linear, our approach is similar to that of Wellington (1993), who decomposed 
changes in the gender wage gap at the mean. This approach allows us to 
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present the decomposition results of the changes in the gender wage gap, 
which are identical to the decomposition results of the gender differences 
in wage growth. We further study the bias in the decomposition resulting 
from the linearity assumption, using a reweighting procedure following 
 DiNardo et al. (1996). Finally, we employ the DiNardo- Fortin- Lemieux (DFL) 
decomposition (DiNardo et al. 1996) to extend our analysis beyond the 
mean of the distribution of explanatory variables.
We are particularly interested in addressing the following questions: To 
what extent did the gender wage gap shrink over time? Did the gender wage 
gap shrink because observed characteristics changed in favor of women or 
because the returns to these characteristics changed over time? How do the 
results vary across the wage distribution? How accurate are the decomposi-
tion results of the changes in the gender wage gap based on different de-
composition methods? These are important questions given the slowing 
convergence in the gender wage gap and the evidence for variations in the 
gap across the wage distribution (Blau and Kahn 2006). Moreover, assessing 
the accuracy of decomposition methods has important implications for the 
future analysis of changes in the gender wage gap across the distribution.
Data and Descriptive Analysis
Data
Our empirical analysis employs data from the PSID, a nationally representa-
tive, longitudinal study of almost 9,000 U.S. families that started in 1968. 
Our analysis focuses on the period after 1993 because wages were surveyed 
consistently over this period. We are particularly interested in comparing 
two periods of time to study changes in earnings across the distribution. To 
mitigate concerns about sample size, we pool data from three consecutive 
waves and distinguish between two time periods (Period 0 and Period 1). 
Specifically, we focus on the years 1994 to 1996 (Period 0) and 2005, 2007, 
and 2009 (Period 1). These two survey periods allow us to analyze the aver-
age hourly earnings of male and female workers in 1993 to 1995 and in 
2004, 2006, and 2008.1 The inflation calculator of the Bureau of Labor Sta-
tistics is used to calculate the average real earnings in 1994 dollars. We focus 
on the PSID Core sample and employ the sampling weights provided in the 
PSID files.2 We restrict our sample to white male and female full- time em-
ployed workers who are either the head or spouse of the head of their 
household. We define full- time employed workers as individuals who are not 
self- employed and who reported to work at least 1,500 hours per year. Simi-
lar to Blau and Kahn (2006), we further restrict the sample to individuals 
1 Following Blau and Kahn (2006), we refer to the earnings dates (1993 to 1995 and 2004 to 2008) 
throughout the article but consider explanatory variables that were measured at the survey dates (1994 
to 1996 and 2005 to 2009).
2 The PSID Core sample is a combination of the Survey Research Center (SRC) sample and the Survey 
of Economic Opportunity (SEO) sample. Gouskova, Heeringa, McGonagle, and Schoeni (2008) pro-
vided a more detailed description of the PSID sample design and composition.
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aged 18 to 65 years and do not consider individuals who earn less than $1 or 
more than $50 per hour in 1994 dollars.3 Moreover, members of the armed 
forces are removed from our sample.
The set of explanatory variables used in our analysis can be divided into 
four categories: 1) union membership, 2) work history, 3) educational at-
tainment, and 4) region of the country. We include an indicator variable for 
union membership into our model to control for the possibility that varia-
tions in union membership affected changes in the gender wage gap. We 
further use the detailed information on work experience and tenure to gen-
erate a set of work- history variables. Specifically, we consider quadratic func-
tions of the number of years worked since age 18 and tenure with the 
current employer.4 In addition to the number of years of employment, we 
control for the total number of years with the current employer, which typi-
cally explains a sizable part of the gender wage gap (see, e.g., Fortin 2008). 
We further use indicator variables of the highest level of formal education as 
explanatory variables. Specifically, the PSID provides information about the 
following levels of formal education: 1) 8th grade or less, 2) 9th to 11th 
grade, 3) 12th grade (high school diploma), 4) 12th grade plus nonaca-
demic training, 5) college but no degree, 6) college BA but no advanced 
degree, and 7) college and advanced or professional degree. Finally, we in-
clude region indicators to control for broad regional wage differentials and 
regional variations in wage dynamics.5
Because women may be disproportionately concentrated in relatively low- 
paying jobs, we follow Wellington (1993) and do not include occupation 
indicators in our model. Instead, our analysis focuses on the contribution of 
productivity differences to the wage differential. As a result, the part of the 
wage differential attributable to occupational segregation is interpreted as 
contributing to the unexplained part of the gap, which may be due to omit-
ted variables or discrimination.
Distributional Changes
Table 1 presents the wages of male and female workers in Period 0 (1993–
1995) and Period 1 (2004–2008) across the respective wage distributions. 
The numbers reveal that the 4.6% increase in average real wages for male 
3 Blau and Kahn (2006) restricted their sample to individuals who earned less than $250 per hour. 
Imposing such a restriction (or imposing no upper- limit restriction) results in almost no change in the 
gender wage gap at the highest decile of the distribution. By dropping 343 observations of workers with 
wages of more than $50, we impose a slightly stronger restriction because our decomposition analysis 
requires at least a small differential.
4 The PSID does not update the Work experience variable when heads and spouses accumulate addi-
tional work experience during the years after their entry in the household or the sample. We update the 
work experience variable for heads and spouses by increasing work experience by 1 for every year in 
which a person reported working between the time of the latest available observation of work experience 
and the focal year. A similar approach was applied by Blau and Kahn (2004, 2006).
5 We employ the four official U.S. regions designated by the U.S. Census Bureau (Northeast, Midwest, 
South, and West).
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workers between Period 0 and Period 1 is mainly the result of the strong 
wage increase of 8.5% at the highest decile of the male wage distribution. 
The real wages of male workers did not grow at the bottom (–3.9%) and 
grew only moderately at the median (2.0%) of the distribution. Over the 
same period, the average real wages of female workers increased by 12.6%. 
A wage increase occurred similarly over all deciles of the female wage distri-
bution.
As a result of these changes, the female- male wage ratio presented in the 
last two columns of Table 1 increased considerably at the lower tail of the 
distribution, whereas the increase at the upper tail of the distribution was 
rather moderate. Specifically, whereas the wage ratio surged from 67.3% in 
Period 0 to 77.9% in Period 1 at the lowest decile, it increased only from 
73.3% in Period 0 to 77.1% in Period 1 at the highest decile. On average, 
the wage ratio increased from 73.5% in Period 0 to 79.1% in Period 1. These 
numbers suggest that the average changes in the gender wage gap between 
Period 0 and Period 1 were quite different from changes at other points of 
the distribution, highlighting the importance of a distributional analysis of 
changes in the gender wage gap.
Comparison of Explanatory Variables by Gender
The means and standard deviations of male and female workers in Period 0 
and Period 1 are presented in Table 2. The numbers show some conver-
gence in union membership between male and female workers. Whereas 
the share of union membership among male workers dropped from 18.6% 
in Period 0 to 15.1% in Period 1, union membership among female workers 
increased moderately, from 12.1% in Period 0 to 12.7% in Period 1.
The numbers for the work- history variables indicate that a decline in 
work experience took place among male workers, whereas work experience 
increased among female workers. Specifically, the number of years of ex-
perience declined by 0.5 years among male workers and increased by 0.6 
years among female workers. The average number of years with the current 
Table 1. Wages of Male and Female Workers
Measurement
Male Female Wage ratio
1993–95 2004–08
Change 
(%) 1993–95 2004–08
Change 
(%) 1993–95 2004–08
Mean 15.81 16.53 4.6 11.61 13.07 12.6 0.735 0.791
Quantile
 Q10 6.38 6.13 −3.9 4.29 4.77 11.2 0.673 0.779
 Q30 10.52 10.53 0.0 7.36 8.33 13.2 0.699 0.791
 Q50 14.10 14.39 2.0 10.20 11.37 11.4 0.724 0.790
 Q70 18.76 19.56 4.3 13.94 15.47 10.9 0.743 0.791
 Q90 28.01 30.39 8.5 20.54 23.44 14.1 0.733 0.771
N 6,867 6,455 5,562 5,938
Note: Weighted numbers based on weights provided by the PSID.
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employer remained relatively constant. Job tenure decreased from 8.6 years 
in Period 0 to 8.5 years in Period 1 among male workers and increased from 
7.2 years in Period 0 to 7.6 years in Period 1 among female workers. Taken 
together, these changes in work- history characteristics could be in favor of 
female workers.
The numbers in Table 2 further indicate a strong increase in the share of 
female workers with an advanced university degree, from 27.9% in Period 0 
to 33.3% in Period 1. Whereas female workers were less likely than male 
workers to hold an advanced university degree in Period 0, the share of fe-
male workers with such a degree was higher than the share of male workers 
in Period 1. As a result, the overall share of female workers who went to col-
lege (with or without earning a degree) in Period 1 was higher than the cor-
responding share of male workers.
In sum, these numbers provide evidence for considerable changes in the 
characteristics that describe the productivity of male and female workers. 
Although most variables seem to have changed in favor of female workers, 
we do not know whether the observed reduction in the gender wage gap 
(Table 1) can be attributed to changes in the characteristics or whether 
changes in the returns to the characteristics were responsible for the nar-
rowing of the gender wage gap. Let us turn next to estimates of the returns 
to the characteristics.
Returns to Productivity Characteristics by Gender
Table 3 includes the ordinary least squares (OLS) estimates of a regression 
of log wages on the set of regressors just discussed. Specifically, our model 
includes an indicator variable for union membership, quadratic functions 
Table 2. Means and Standard Deviations by Year and Gender
Variable
1993–95 2004–08
Male Female Male Female
Mean SD Mean SD Mean SD Mean SD
Hourly wage 15.81  8.64 11.61 6.94 16.53  9.71 13.07 7.84
Union member  0.186  0.389  0.121 0.326  0.151  0.358  0.127 0.333
Work history
 Experience 21.4 10.1 18.5 9.2 20.9 10.3 19.1 9.8
 Tenure  8.6  8.7  7.2 7.6  8.5  9.1  7.6 8.1
Educational attainment
 8th grade or below  0.021  0.143  0.011 0.102  0.022  0.145  0.015 0.123
 9th to 11th grade  0.120  0.325  0.083 0.276  0.087  0.283  0.056 0.230
 12th grade (high school)  0.324  0.468  0.370 0.483  0.306  0.461  0.324 0.468
 12 grades plus nonacademic training  0.081  0.272  0.089 0.284  0.084  0.277  0.080 0.271
 College but no degree  0.108  0.311  0.119 0.324  0.123  0.328  0.141 0.348
 College BA but no advanced degree  0.043  0.202  0.050 0.217  0.049  0.216  0.051 0.220
 College and advanced degree  0.303  0.460  0.279 0.448  0.329  0.470  0.333 0.471
N 6,867 5,562 6,455 5,938
Notes: Weighted numbers based on weights provided by the PSID. SD, standard deviation.
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of work- history characteristics (i.e., the number of years of work experience 
and tenure), and indicator variables for the highest level of formal educa-
tion (we use workers with a formal education of grade 8 or less as a refer-
ence group). In addition, our model includes region indicators. Appendix 
Tables A.1 to A.4 include the corresponding estimates of the unconditional 
quantile regression model.
The estimates in Table 3 show that union membership has significantly 
positive effects, which decrease over time for men and decrease even more 
for women.6 Our findings further suggest that work experience and job ten-
ure are important wage determinants for both male and female workers. We 
also find educational attainment to have highly significant effects on the 
wages of both male and female workers. The returns to education are higher 
for female than for male workers and have remained relatively stable over 
time. Overall, these findings point to some heterogeneity in the effects of 
productivity characteristics on the wages of male and female workers in both 
time periods.
6 A standard finding in the literature is that union workers earn higher wages than nonunion workers 
(Lemieux 1998). Union membership, however, may be endogenous because less- skilled workers are 
more likely to join a union. As a result, the positive effect of union membership on wages may be down-
ward biased. At the same time, union employers may prefer to hire fewer less- skilled workers because of 
the wage premium they have to pay. The resulting effect of union membership on wages may be upward 
biased. Lemieux (1998) showed that the upward bias dominated the downward bias, suggesting that the 
true effect of union membership on wages is smaller than our estimates indicate.
Table 3. OLS Estimates by Gender and Year
Variable
Men Women
1993–95 2004–08 1993–95 2004–08
Union member –0.130*** (0.015) –0.114*** (0.019) –0.095*** (0.022) –0.047*** (0.020)
Experience –0.032*** (0.003) –0.050*** (0.004) –0.030*** (0.004) –0.038*** (0.004)
Experience2/100 −0.046*** (0.007) −0.102*** (0.009) −0.046*** (0.009) −0.074*** (0.009)
Tenure –0.049*** (0.003) –0.034*** (0.003) –0.056*** (0.003) –0.044*** (0.003)
Tenure2/100 −0.115*** (0.009) −0.063*** (0.009) −0.127*** (0.012) −0.084*** (0.010)
9th to 11th grade –0.307*** (0.061) –0.445*** (0.065) –0.194*** (0.081) –0.374*** (0.069)
12th grade (high 
 school) –0.453*** (0.059) –0.583*** (0.062) –0.442*** (0.076) –0.539*** (0.062)
12 grades plus non- 
 academic training –0.485*** (0.063) –0.651*** (0.068) –0.560*** (0.078) –0.602*** (0.068)
College but no degree –0.611*** (0.062) –0.777*** (0.064) –0.641*** (0.079) –0.684*** (0.064)
College BA but no 
 advanced degree –0.637*** (0.064) –0.913*** (0.068) –0.768*** (0.084) –0.792*** (0.069)
College and advanced 
 degree –0.843*** (0.060) –1.038*** (0.062) –0.878*** (0.077) –1.021*** (0.062)
Constant –1.333*** (0.069) –1.200*** (0.069) –1.078*** (0.083) –1.084*** (0.068)
R 2 0.367 0.302 0.368 0.320
N 6,867 6,455 5,562 5,938
Notes: The regression model further includes region indicators. Values in parentheses are robust stan-
dard errors, which were adjusted to take repeated observations of individuals into account. OLS, ordi-
nary least squares.
*indicates p < 0.10; **indicates p < 0.05; ***indicates p < 0.01.
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Empirical Strategy
Decomposition of the Mean Wage Differential
Our empirical analysis departs from the standard Blinder–Oaxaca decom-
position. Specifically, we consider the wage differential between two groups 
d = (0,1). We observe the (log) wage Yid and a set of characteristics Xid for 
each worker i in group d and assume that the conditional expectation of Yd 
given Xd is linear so that
(1) E Y X X did id id d[ | ] , , .= =′ β 0 1
To isolate the part of the raw wage differential (R) between the two groups 
attributable to differences in observed characteristics, or composition effects, 
from the part due to differences in coefficients, or wage- structure effects, the 
decomposition proposed by Blinder (1973) and Oaxaca (1973) and gener-
alized by Oaxaca and Ransom (1994) can be written as:
(2) R E Y E Y E X E X
E X E X
= − = −
= −
( ) ( ) ( ) ( )
[ ( ) ( )] *
1 0 1 1 0 0
1 0
′ ′
′
β β
β
composition effects wage-structu
   + − + −E X E X( )( *) ( )( * )1 1 0 0′ ′β β β β
re effects
   ,
where the reference vector E* is given by the linear combination E* = :E1 + 
(I – :)E0. The first term on the right- hand side of Equation (2) is inter-
preted as the part of the raw gap that may be explained by differences in 
observed characteristics and the two remaining terms are attributable to dif-
ferent coefficients between the two groups.
Decomposition of Wage Distributions
The Blinder–Oaxaca decomposition relies on an important property: due 
to the law of iterated expectations, a linear model for the conditional expec-
tation implies that EX[E(Yd|Xd)] = E(Yd) = E(Xd)cEd. Parametric extensions of 
the Blinder–Oaxaca decomposition to entire wage distributions have typi-
cally employed conditional quantile regressions (Koenker and Basset 1978) 
to decompose the wage gap at a given quantile of Y. But the interpretation 
of these methods is complicated by the fact that conditional quantiles do 
not average to their unconditional counterparts. Against this background, 
Firpo et al. (2007b, 2009) proposed an unconditional quantile regression 
based on a recentered influence function (RIF). Specifically, they consid-
ered the influence function (IF) for a quantile qW that is equal to 
(W – 1{Y ≤ qW})/fY(qW), where fY() is the marginal density function of Y. Given 
the recentered influence function RIF(Y;qW) = qW + IF(Y;qW), they defined the 
unconditional quantile regression model as the conditional expectation of 
RIF(Y;qW) given X: E[RIF(Y;qW)|X]. Firpo et al. (2007a) showed that a Blinder–
Oaxaca- type decomposition based on RIF regression estimates can be ap-
proximated for any distributional statistic, including quantiles. In particular, 
under the assumption that E[RIF(Y;qW)|X] is linear in X, the (predicted) 
wage differential at the Wth quantile, R(W), may be decomposed as:
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(3) R E X E X
E X E X
( ) ( ) ( ) ( ) ( )
[ ( ) ( )] *( )
τ β τ β τ
β τ
= −
= −
1 1 0 0
1 0
′ ′
′
composition effects
  
+ − + −E X E X( )( ( ) *( )) ( )( *( ) (1 1 0 0′ ′β τ β τ β τ β τ)),
wage-structure effects
  
with
E(W)* = :(W)E1(W) + (I – :(W))E0(W),
where E1(W) and E0(W) are the parameters of the unconditional quantile 
 regression model at the Wth quantile. Due to the linearity assumption, the 
proposed extension of the Blinder–Oaxaca decomposition based on uncon-
ditional quantile regression estimates is straightforward. For that reason, we 
limit the following discussion to the standard Blinder–Oaxaca decomposi-
tion of mean wage differentials. We return to the more general notation 
later to discuss the reweighting procedure that addresses the potential bias 
induced by the linearity of the underlying regression model.
Estimation of Changes in Wage Differentials
A considerable amount of the literature concerned the choice of the weight-
ing matrix : and the resulting reference vector (Blinder 1973; Oaxaca 1973; 
Reimers 1983; Cotton 1988; Neumark 1988; Oaxaca and Ransom 1994). 
More recent studies (Fortin 2008; Jann 2008; Elder, Goddeeris, and Haider 
2010) proposed estimating the reference vector using a pooled linear re-
gression model of the form:
(4) Yi = DP + EdPdi + XicEP + HiP i = 1,...,N.
In the following, we employ an extension of this strategy that allows us to 
decompose changes in wage differentials over time. In our empirical analy-
sis, we decompose the wages of male and female workers in Period 0 and 
Period 1; that is, we consider four subsamples rather than two. Specifically, 
we define di1 = 1 if individual i is a male worker and di1 = 0 if individual i is a 
female worker. Similarly, we define di2 = 1 if individual i is observed in Pe-
riod 1 and di2 = 0 if individual i is observed in Period 0. A natural choice of 
the reference vector for this extension is the coefficient vector EX of the fol-
lowing pooled regression model:
(5) Yi = D + Ed1di1 + Ed2di2 + Ed12di1di2 + XicEX + Hi i = 1,...,N,
where N is the total number of observations of the pooled model including 
the four subsamples (i.e., male and female workers in Period 0 and Period 
1). We can estimate the parameter vector E* by EˆX to decompose the gender 
wage gap at two time periods. Specifically, we decompose the wage differen-
tial between male (m) and female ( f ) workers at time t = (0,1) as:
(6) (Yˆ mt – Yˆ ft) = 'ˆt = Et + Ct,
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where Et = (X
−
mt – X
−
ft)cEˆX and Ct = X− cmt(Eˆmt – EˆX) + X− cft(EˆX – Eˆft). Similarly, we can 
decompose the wage growth between Period 0 and Period 1 within one of 
the two groups g = (m,f ):
(7) Yˆ g1 – Yˆ g0 = 'ˆg = Eg + Cg,
where Eg = (X
−
g1 – X
−
g0)cEˆX and Cg = X− cg1(Eˆg1 – EˆX) + X− cg0(EˆX – Eˆg0). Given Equa-
tions (6) and (7), we can derive the following decomposition of changes in 
the gender wage gap over time, which is equivalent to a decomposition of 
gender differences in wage growth:
(8) ˆ ˆ ( ) ( )
ˆ ˆ
( ) ( ),
(
Δ Δ
Δ Δ
1 0 1 0 1 0
1 0
− = − + −
= −
= − + −
−
E E C C
E E C C
E E
m f
m f m f
with ) ( ) ( ) ( ).= − − = −E E C C C Cm f m fand 1 0
Detailed Decomposition and Grouping
To understand the source of the gender wage gap, we decompose the wage 
differential into components describing the contribution of individual char-
acteristics or groups of characteristics. Such a detailed decomposition of the 
wage differential requires the consideration of several methodological is-
sues. First, it is well known that the arbitrary scaling of continuous variables 
may affect the components of the gap attributable to different coefficients 
(Jones 1983; Jones and Kelley 1984; Cain 1986). For that reason, we con-
sider the part of the gap due to different coefficients as unexplained with-
out performing a detailed decomposition of this component.
Second, we group most of the variables included in our model to facili-
tate an interpretation of the results. Specifically, we consider four groups of 
characteristics: 1) union membership (measured by an indicator variable), 
2) work history (variables describing the individual work history), 3) educa-
tion (indicator variables of the highest level of formal education), and 4) 
region (indicator variables of the region of residence). Jann (2008) provided 
a detailed description of the calculation of standard errors for all compo-
nents of the decomposition equation.
Third, the detailed decomposition for categorical regressors depends on 
the choice of the reference category that is omitted from the regression 
model due to collinearity (Oaxaca and Ransom 1999; Horrace and Oaxaca 
2001; Gardeazabal and Ugidos 2004; Yun 2005). Gardeazabal and Ugidos 
(2004) and Yun (2005) proposed normalizations of the coefficients of the 
categorical variables to avoid having omitted reference groups. But these 
normalizations may complicate the interpretation of the decomposition re-
sults, which still depend on the choice of reference groups (Gelbach 2002; 
Fortin, Lemieux, and Firpo 2011). In our empirical analysis, we consider 
the lowest level of education (8th grade or less), the group of nonunion 
workers, and the region West as reference groups. Because of our grouping 
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of variables, the choice of alternative reference groups does not affect our 
results qualitatively.
Reweighting
A decomposition of wage distributions based on a linear regression model is 
not unproblematic because the decomposition results may be biased if the 
underlying conditional expectation is not linear (Barsky, Bound, Charles, 
and Lupton 2002). In this case, the estimated parameter vectors may differ 
between two groups A and B even if the true parameter structures are iden-
tical because the distributions of the X ’s may be different. A solution to this 
problem is a reweighting approach that makes the characteristics of one 
group similar to those of another (Firpo et al. 2007a; Fortin et al. 2011).
Following DiNardo et al. (1996), we adopt the reweighting function that 
makes the distributions of X ’s of group B similar to those of group A:
Ψ( )
Pr( | )
Pr( | )
Pr( )
Pr( )
.X
d A X
d B X
d B
d A
=
=
=
=
=
We estimate the reweighting function by predicting probabilities from a 
probit model that includes the model regressors and their interactions.7 
The estimated reweighting function can be used to obtain the counterfac-
tual mean
X x Xc
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∈
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Since the unweighted coefficient estimates may be biased if the condi-
tional expectation is not linear, we consider an extension of the decomposi-
tion equation based on reweighted regression estimates. The extended 
decomposition divides the composition effects into pure composition ef-
fects and a specification error resulting from the nonlinearity of the under-
lying conditional expectation; it divides the wage- structure effects into pure 
wage- structure effects and a specification error resulting from differences in 
X−A and X
−
c:
(9) R X X Xc B X c c( ) ( ) ( ) ( (τ β τ β τ= − +′ ′  

pure composition effects
) ( )) ( ( ) ( ))− + −β τ β τ β τ    X B X BX ′
specification error 1

   + − + −X XA A X c X c′ ′( ( ) ( )) ( ( ) ( ))β τ β τ β τ β τ
pure wage-structure effects specification
  
+ −( ) ( )X XA c Xβ τ
error 2
   ,
7 Although the reweighting procedure depends on the choice of reference group, changing the refer-
ence group does not affect our results qualitatively. Moreover, because the data range of the variables 
used in our analysis is almost the same for men and women in both periods, our choice of reference 
group does not seem to have an impact on the validity of the common support condition (Barsky et al. 
2002; Firpo et al. 2007a; Elder et al. 2011).
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Equation (9) accounts for the nonlinearity of the underlying conditional 
expectation and can be used to obtain a set of decomposition results similar 
to Equations (6) and (7). Further, we can use these results to decompose 
'ˆ1 – 'ˆ0 and 'ˆm – 'ˆf , which may be compared to the estimates of Equation 
(8). For the sake of comparability, we employ the same reference vector in 
Equations (8) and (9).8 As a consequence of the use of specification errors, 
using the estimates of Equation (9) to decompose changes in the gender 
wage gap is not equivalent to a decomposition of the gender differences in 
wage growth. Therefore, we compare the estimates obtained from Equation 
(8) to separate the decomposition results of the changes in the gender wage 
gap and gender differences in wage growth based on Equation (9).
We are mainly interested in estimating the pure composition and pure 
wage- structure effects. Due to our choice of reference vector, specification 
error 1 is not very informative because it may be different from zero even if 
the underlying conditional expectation is truly linear.9 Specification error 2 
is (close to) zero if the reweighting factor is consistently estimated because 
plim(X−A) = plim(X
−
c). In this case, the probability limit of the pure wage 
structure effect is given by plim(X−Ac(EˆA(W) – Eˆ(W))) = plim(X−cc(EˆA(W) – Eˆ(W))), 
where the difference EˆA(W) – Eˆc(W) picks up the true wage- structure effects if 
the underlying conditional expectation is nonlinear.
Changing the Distribution of Characteristics
The empirical strategy described earlier studies the entire distribution of 
the dependent variable but focuses only on the mean of the observed char-
acteristics. For that reason, we compare our results to those of an alternative 
approach that allows us to assess the contribution of changing the distribu-
tion of individual (groups of) characteristics to the change in the distribu-
tion of the outcome variable. We employ the semi- parametric DFL 
decomposition method, which allows us to study the role of various sets of 
characteristics on changes in the gender wage gap across the entire distribu-
tion (Cobb- Clark and Hildebrand 2006). In particular, we partition the set 
of wage determinants into the four groups described in the data section: 
union membership (u), work history (w), educational attainment (e), and 
region of the country (r). Given the dummy variable d indicating group 
membership, we write the wage distribution of group j as:
8 Using the reference vector EˆX(W) implies that the weighting matrix of Equation (9) is given by :ˆ(W) = 
diag(2EˆX(W) – Eˆc(W) – EˆB(W))diag(EˆA(W) – EˆB(W))–1, where diag() is a diagonal matrix.
9 In the case of linearity, we would obtain the same consistent estimate from both the weighted and the 
unweighted regressions because plim(Eˆc(W)) = plim(EˆB(W)) = EB(W). Consequently, the probability limit 
of specification error 1 would be plim((X−c – X
−
B)EˆB(W) – (X−c – X−B)EˆX(W)). Fortin et al. (2011) implicitly 
assumed that the reference vector is given by EˆB(W) to obtain a specification error that is equal to zero if 
the conditional expectation is linear. In contrast to their approach, we draw inferences about the nonlin-
earity of the conditional expectation using a direct comparison of the weighted and unweighted decom-
position results.
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(10) f j(Y ) { f(Y |d = j) = ³u³w³e³r f(Y,u,w,e,r |d = j)drdedwdu
= ³u³w³e³r f(Y |u,w,e,r,d = j)fu|w,e,r(u|w,e,r,d = j)fw|e,r(w|e,r,d = j)
× fe|r(e|r,d = j)fr(r |d = j)drdedwdu, j = (A,B).
Equation (10) consists of five conditional densities: the conditional wage 
distribution f given the set of observed characteristics and group member-
ship; the conditional union membership distribution fu|w,e,r given work his-
tory, education, region, and group membership; the conditional work history 
distribution fw|e,r given education, region, and group membership; the con-
ditional education distribution fe|r given region and group membership; and 
the conditional regional distribution fr given group membership.
The reweighting approach of DiNardo et al. (1996) can be used to obtain a 
series of counterfactual wage distributions in which the conditional union 
membership, work history, education, and regional distributions of one group 
are replaced with the distributions of the other group.10 For example, we may 
construct the counterfactual wage distribution that would result if group A 
had the same conditional distribution of union membership as group B but 
the groups retained their own conditional distributions of education, work 
history, and regions. The counterfactual wage distribution is given by
(11) f 1(Y ) { ³u³w³e³r f(Y |u,w,e,r,d = A)fu(u|w,e,r,d = B)
× fw(w |e,r,d = A)fe(e |r,d = A) fr(r |d = A) drdedwdu.
We can use actual and counterfactual wage distributions to decompose 
the wage gap between the two groups into a component attributable to dif-
ferences in the conditional union membership, work history, education, re-
gion distributions, and a fifth “unexplained” component due to differences 
in the conditional (on u, w, e, r) wage distributions of the two groups. Spe-
cifically, we can compare the counterfactual distribution f 1 to the counter-
factual distribution f 2 in which group A retained its own conditional wage, 
education, and regional distributions but had the same conditional union 
membership and work history distributions as group B. We can construct 
similar counterfactual distributions f 3 and f 4 that would result if, in addi-
tion, group A had the same conditional education and regional distribu-
tions as group B, respectively.
We can use the actual and counterfactual wage distributions to decom-
pose the wage gap between groups A and B at any quantile q() of the wage 
distribution (Barón and Cobb- Clark 2010). Specifically, the decomposition 
equation can be written as
(12) q( fA(Y )) – q( fB(Y )) = [q( fA(Y )) – q( f 1(Y ))]
+ [q( f 1(Y )) – q( f 2(Y ))]
+ [q( f 2(Y )) – q( f 3(Y ))]
+ [q( f 3(Y )) – q( f 4(Y ))]
+ [q( f 4(Y)) – q( f B(Y ))].
10 Again, the choice of reference group does not affect our results qualitatively.
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The first term on the right- hand side of Equation (12) constitutes the part 
of the gap attributable to differences in union membership, whereas the 
second term is due to differences in work- history characteristics. The third 
and fourth terms capture the differences in educational background and 
region, respectively, and the last term represents the unexplained compo-
nent of the decomposition equation.11
In the following empirical analysis, we depart from an unweighted de-
composition analysis based on Equations (6) to (8). We then turn to a com-
parison of the decomposition results obtained from Equations (8) and (9). 
Finally, we compare the decomposition results based on unconditional 
quantile regressions to those obtained from the DFL decomposition based 
on Equation (12).
Results
Table 4 contains the decomposition results for the wage differential between 
male and female workers in Period 1 (panel (A)) and Period 0 (panel (B)). 
The estimates in Table 4, panel (A), show an average wage gap of 0.239 log 
points (27.0%).12 This gap is considerably less than the average wage gap of 
0.335 log points (39.8%) observed in Period 0 (panel (B)).
Although the average gender wage gap narrowed considerably over time, 
the change was much smaller at the top of the distribution. Specifically, the 
gap at the 0.9 quantile decreased from 0.307 log points (35.9%) in Period 0 
to 0.260 log points (29.7%) in Period 1. In contrast, the wage differential 
was much larger at the bottom of the distribution and narrowed substan-
tially between Period 0 and Period 1; specifically, the gap at the 0.1 quantile 
decreased from 0.401 log points (49.3%) in Period 0 to 0.250 log points 
(28.4%) in Period 1. Overall, these numbers illustrate substantial heteroge-
neity in the gender wage gap across the wage distribution. Our findings are 
in line with the results of Blau and Kahn (2006) because they suggest that a 
relatively large gender wage gap persists at the top of the distribution, pro-
viding evidence in favor of the existence of a glass ceiling. At the same time, 
we find that the gap at the bottom of the wage distribution is even larger, 
which is consistent with the existence of sticky floors (Arulampalam et al. 
2007).
The decomposition results in Table 4 indicate that gender differences in 
union membership contribute very little to the gender wage differential. In 
contrast, we observe that a considerable part of the gap may be attributed to 
the different work histories of male and female workers; specifically, the 
11 The decomposition is not unique because it depends on the order in which the four groups of ex-
planatory variables are considered. As a result, there are 4! possible orderings of the decomposition de-
scribed by Equation (12). Because we have no preference for one ordering over another, we estimated 
all 24 possible decompositions and present the average. This approach is consistent with the introduc-
tion of the Shapley (1953) value to the context of decomposition analysis (Shorrocks 2013). We thank 
Juan Barón for providing the Stata code of the DFL decomposition.
12 A gap of 0.239 log points corresponds to a wage differential of (exp(0.239) – 1) × 100 = 27.0%.
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part of the average wage gap attributable to different work- history charac-
teristics (i.e., work experience and tenure) is 12.9% in Period 0 and 9.7% in 
Period 1. Furthermore, the part of the gender wage gap due to educational 
attainment is largely negative (with exception of the 70th and 90th percen-
tiles in Period 0, in which the contribution of education is not significant), 
reflecting that—given the higher levels of education among female workers 
(see Table 2)—we would actually expect a wage advantage for educated fe-
male workers. The negative contribution of education to the gender wage 
Table 4. OLS and Unconditional Quantile Regression 
Decomposition of the Gender Wage Gap
Variable OLS Q10 Q30 Q50 Q70 Q90
A. 2004–08a
 Raw gap 0.239 0.250 0.233 0.236 0.235 0.260
[0.014] [0.031] [0.018] [0.016] [0.016] [0.020]
 Union member 0.002 0.003 0.004 0.004 0.003 −0.002
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001]
(1.0) (1.3) (1.6) (1.7) (1.3) (−0.9)
 Work history 0.023 0.021 0.024 0.025 0.025 0.024
[0.005] [0.008] [0.006] [0.005] [0.004] [0.004]
(9.7) (8.2) (10.3) (10.7) (10.5) (9.2)
 Education −0.013 −0.020 −0.015 −0.012 −0.010 −0.007
[0.005] [0.005] [0.004] [0.005] [0.005] [0.005]
(−5.5) (−8.2) (−6.5) (−5.2) (−4.2) (−2.7)
 Region 0.002 0.001 0.002 0.002 0.002 0.002
[0.001] [0.001] [0.001] [0.001] [0.001] [0.002]
(0.7) (0.3) (0.8) (0.9) (0.9) (0.9)
 Unexplained 0.225 0.246 0.218 0.217 0.215 0.243
[0.012] [0.029] [0.016] [0.014] [0.015] [0.019]
(94.0) (98.3) (93.8) (91.9) (91.5) (93.5)
B. 1993–95b
 Raw gap 0.335 0.401 0.350 0.323 0.296 0.307
[0.012] [0.026] [0.016] [0.014] [0.015] [0.016]
 Union member 0.007 0.009 0.010 0.011 0.008 −0.006
[0.001] [0.002] [0.001] [0.001] [0.001] [0.001]
(2.0) (2.2) (3.0) (3.5) (2.9) (−2.1)
 Work history 0.043 0.049 0.047 0.044 0.041 0.037
[0.005] [0.009] [0.006] [0.005] [0.004] [0.004]
(12.9) (12.1) (13.3) (13.7) (13.9) (12.0)
 Education −0.005 −0.018 −0.009 −0.002 0.002 0.008
[0.005] [0.006] [0.005] [0.005] [0.005] [0.005]
(−1.4) (−4.6) (−2.5) (−0.8) (0.6) (2.5)
 Region 0.001 0.001 0.000 0.000 0.001 0.001
[0.001] [0.001] [0.001] [0.001] [0.001] [0.002]
(0.2) (0.1) (0.1) (0.1) (0.3) (0.4)
 Unexplained 0.289 0.361 0.301 0.270 0.244 0.267
[0.010] [0.024] [0.014] [0.012] [0.013] [0.015]
(86.3) (90.1) (86.1) (83.5) (82.4) (87.2)
Notes: Values in parentheses are percentage of total variation explained. Values in 
brackets are robust standard errors, which were adjusted to take repeated observa-
tions of individuals into account. OLS, ordinary least squares.
aNumber of observations 2004–2008: 6,455 men and 5,938 women.
bNumber of observations 1993–1995: 6,867 men and 5,562 women.
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gap is slightly larger in Period 1 than in Period 0, which is consistent with 
the relatively strong increase in women’s education over time.
Interestingly, the gender wage gap narrowed considerably across the dis-
tribution in Period 0 but remained remarkably stable in Period 1. At the 
same time, we can observe a relatively stable contribution of the observed 
characteristics to the gender wage gap across the wage distribution in both 
periods. Because our model focuses predominantly on characteristics de-
scribing the individual productivity, a number of relevant (observable and 
unobservable) factors are not considered in our model. As a result, the size 
of the unexplained part of the gender wage gap is between 82% and 98%.
Different approaches have been applied to deal with the problem of se-
lection into employment for women in recent studies. Mulligan and Rubin-
stein (2008), for example, showed that employed women have become 
increasingly skilled and concluded that the majority of women’s relative 
wage growth would not have occurred without the change in the composi-
tion of the female workforce, suggesting that the changing composition is at 
least partly responsible for the closing of the gender wage gap. Olivetti and 
Petrongolo (2008) controlled for selection on observables and unobserv-
ables in the PSID and found that the corrected gender wage gap is higher 
than the uncorrected gap, implying that women are positively self- selected 
into the workforce. Even though we do not correct for selection in our anal-
ysis, these findings are consistent with the observed increase in educational 
attainment and the changing role of productivity characteristics in the gen-
der wage gap presented in Table 4.
Table 5 contains the estimates of the OLS and unconditional quantile 
regression decomposition of changes in wage rates of male workers (panel 
(C)) and female workers (panel (D)) between Period 0 and Period 1. The 
numbers suggest that the real wages of male workers decreased by 0.045 log 
points (−4.6%) at the bottom and increased by 0.081 log points (8.4%) at 
the top of the distribution. On average, the wages of male workers increased 
by 0.022 log points (2.2%). A large part (17.8%) of the wage growth of male 
workers was due to increases in educational attainment, but changes in 
work- history characteristics dampened that wage growth (−13.8%). The 
numbers of the unconditional quantile regression decompositions reveal 
that the contributions of these factors vary considerably across the distribu-
tion. Whereas changes in educational attainment explain 16.4% of the wage 
growth at the 0.9 quantile and 21.0% at the lowest decile, the contribution 
of changes in work- history characteristics varies between −28.1% at the 0.1 
quantile and −4.0% at the 0.9 quantile. As a result of these variations, a sub-
stantial part of the average wage growth of male workers remains unex-
plained.
We observe a considerable increase in the real wages of female workers 
across the entire wage distribution. On average, the wages of female workers 
increased by 0.117 log points (12.4%) between Period 0 and Period 1. Wage 
increases are slightly lower at the lowest decile (0.105 log points or 11.1%) 
and slightly higher at the highest decile (0.128 log points or 13.7%). A sizable 
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part of this growth can be attributed to increases in educational attainment. 
Changes in education contribute about 30% to the wage growth at and 
above the median of the distribution, whereas education contributes only 
23% at the bottom of the distribution. We further find that the contribution 
of work- history characteristics was very small and insignificant.
Table 6 contains the decomposition results of the changes in the gender 
wage gap over time (i.e., the differences between the values in panels (A) 
and (B) of Table 4), which are equal to the decomposition results of the 
gender differences in wage growth (i.e., the differences between the values 
in panels (C) and (D) of Table 5). On average, the gender wage gap nar-
rowed by 0.096 log points (10.1%) between Period 0 and Period 1, with the 
changes ranging from 0.150 log points (16.2%) at the 0.1 quantile to 0.047 
Table 5. OLS and Unconditional Quantile Regression 
Decomposition of Wage Growth over Time
Variable OLS Q10 Q30 Q50 Q70 Q90
C. Men
 Raw gap 0.022 −0.045 0.000 0.021 0.042 0.081
[0.012] [0.027] [0.016] [0.014] [0.015] [0.017]
 Union member −0.004 −0.005 −0.006 −0.006 −0.005 0.003
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001]
(−3.1) (−4.6) (−4.7) (−5.5) (−4.5) (2.7)
 Work history −0.016 −0.029 −0.020 −0.014 −0.010 −0.005
[0.005] [0.007] [0.005] [0.005] [0.004] [0.003]
(−13.8) (−28.1) (−16.8) (−13.0) (−9.9) (−4.0)
 Education 0.021 0.022 0.021 0.022 0.022 0.021
[0.005] [0.005] [0.005] [0.005] [0.005] [0.005]
(17.8) (21.0) (17.5) (19.9) (21.2) (16.4)
 Region −0.002 −0.002 −0.001 −0.001 −0.002 −0.004
[0.001] [0.002] [0.001] [0.001] [0.001] [0.002]
(−1.7) (−1.5) (−0.8) (−1.0) (−1.9) (−2.8)
 Unexplained 0.023 −0.032 0.006 0.021 0.037 0.066
[0.010] [0.026] [0.014] [0.012] [0.013] [0.016]
(104.6) (69.4) (104.8) (98.1) (87.7) (80.8)
D. Women
 Raw gap 0.117 0.105 0.118 0.109 0.103 0.128
[0.014] [0.029] [0.018] [0.016] [0.016] [0.020]
 Union member 0.001 0.001 0.001 0.001 0.001 −0.001
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001]
(0.5) (0.8) (0.8) (1.0) (0.8) (−0.5)
 Work history 0.004 −0.001 0.003 0.005 0.006 0.008
[0.005] [0.008] [0.006] [0.005] [0.004] [0.004]
(3.2) (−1.4) (2.5) (4.6) (5.9) (5.9)
 Education 0.029 0.024 0.027 0.032 0.034 0.036
[0.005] [0.005] [0.004] [0.005] [0.005] [0.006]
(25.1) (23.0) (22.9) (29.0) (32.6) (27.8)
 Region −0.003 −0.002 −0.002 −0.003 −0.003 −0.005
[0.001] [0.001] [0.001] [0.001] [0.001] [0.002]
(−2.6) (−1.8) (−2.1) (−2.5) (−3.1) (−3.8)
 Unexplained 0.086 0.083 0.089 0.074 0.066 0.090
[0.011] [0.027] [0.016] [0.014] [0.014] [0.018]
(73.8) (79.4) (75.8) (68.0) (63.8) (70.5)
Note: See notes to Table 4.
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log points (4.8%) at the 0.9 quantile. The part of the mean differential due 
to variation in educational attainment is 9.0%. Work- history characteristics 
explain 20.8% of the differential, and union membership accounts for an-
other 4.5%. Although the contribution of educational attainment is small 
(1.4%) and insignificant at the lowest decile, educational attainment con-
tributes to an increase in the gap by 31.2% at the highest decile, suggesting 
that educational attainment played an important role in the (relatively 
small) narrowing of the gender wage gap at the upper tail of the distribu-
tion. The contribution of work- history characteristics increases across the 
wage distribution from 18.6% at the lowest decile to 27.1% at the highest 
decile. Compared to educational attainment, work- history characteristics 
are relatively more important at the bottom of the distribution and rela-
tively less important at the top.
These results illustrate substantial heterogeneity with regard to the reduc-
tion in the gender wage gap across the distribution and the relevance of the 
factors that are responsible for this narrowing. Whereas the gender wage 
gap narrows by 16.2% at the lowest decile, it narrows by less than 4.8% at the 
highest decile. In addition, whereas changes in educational attainment do 
not contribute to the strong reduction in the gender wage gap at the lower 
end of the distribution, work- history characteristics are more relevant for 
this narrowing. Finally, given the absence of a number of relevant factors, a 
large part of the changes in the gender wage gap (up to 76.4%) remains 
unexplained.
Table 6. OLS and Unconditional Quantile Regression 
Decomposition of Changes in the Gender Wage Gap
Variable
(A) − (B) = (C) − (D)
OLS Q10 Q30 Q50 Q70 Q90
Raw gap −0.096 −0.150 −0.117 −0.088 −0.061 −0.047
[0.019] [0.040] [0.024] [0.021] [0.022] [0.026]
Union member −0.004 −0.006 −0.007 −0.007 −0.005 0.004
[0.001] [0.002] [0.002] [0.002] [0.001] [0.001]
(4.5) (3.8) (5.6) (8.1) (8.9) (−8.6)
Work history −0.020 −0.028 −0.023 −0.019 −0.016 −0.013
[0.007] [0.010] [0.008] [0.007] [0.006] [0.005]
(20.8) (18.6) (19.3) (21.9) (26.9) (27.1)
Education −0.009 −0.002 −0.006 −0.010 −0.012 −0.015
[0.007] [0.007] [0.006] [0.007] [0.007] [0.008]
(9.0) (1.4) (5.4) (11.2) (19.3) (31.2)
Region 0.001 0.000 0.002 0.002 0.001 0.001
[0.002] [0.002] [0.002] [0.002] [0.002] [0.002]
(−1.1) (−0.2) (−1.3) (−1.9) (−2.1) (−2.5)
Unexplained −0.064 −0.115 −0.083 −0.053 −0.029 −0.025
[0.015] [0.038] [0.022] [0.018] [0.019] [0.024]
(66.8) (76.4) (71.0) (60.7) (47.1) (52.9)
Note: See notes to Table 4.
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Because the decomposition results presented in Tables 4 to 6 are based 
on linear regression models, they are consistent only if the underlying con-
ditional expectation is linear. To study the bias in the decomposition results 
induced by the linearity assumption, we employ the reweighting procedure 
described earlier. Table 7 contains the decomposition results for the changes 
in the gender wage gap (Table 4, (A) – (B)) and gender differences in wage 
growth (Table 5, (C) – (D)). In contrast to the results presented in Table 6, 
here the two decompositions are not equivalent, that is, (A) – (B) z (C) – (D). 
In fact, the estimates of the two alternative decompositions of the same gap 
are very different. In particular, the decomposition results of the changes in 
the gender wage gap are very similar to the decomposition results presented 
in Table 6. The specification errors of this decomposition are largely insig-
nificant. Also, specification error 2 is insignificant across the entire distribu-
tion of the decomposition of gender differences in wage growth, indicating 
that the reweighting factor is consistently estimated. Specification error 1 of 
this decomposition, in contrast, is very large, indicating that the decomposi-
tion results are relatively unreliable. Although specification error 1 may be 
different from zero even if the true underlying conditional expectation is 
Table 7. Decomposition of Changes in the Gender Wage Gap and Gender 
Differences in Wage Growth Based on Reweighting
Variable
(A) − (B) (C) − (D)
Q10 Q30 Q50 Q70 Q90 Q10 Q30 Q50 Q70 Q90
Raw differ- −0.150 −0.117 −0.088 −0.061 −0.047 −0.150 −0.117 −0.088 −0.061 −0.047
 ential [0.044] [0.027] [0.019] [0.022] [0.024] [0.044] [0.027] [0.019] [0.022] [0.024]
Union −0.005 −0.006 −0.006 −0.005 0.004 −0.013  −0.015 −0.016 −0.012 0.009
 member [0.001] [0.001] [0.001] [0.001]  [0.001] [0.002] [0.002] [0.003] [0.002] [0.002]
(3.4) (5.0) (7.2) (7.9) (−7.7) (8.8) (12.9) (18.7) (20.6) (−20.0)
Work history −0.026 −0.019 −0.014 −0.011 −0.007 −0.076 −0.062 −0.054 −0.046 −0.036
[0.007] [0.005] [0.005] [0.004] [0.004] [0.009] [0.007] [0.006] [0.006] [0.005]
(17.5) (15.9) (16.2) (17.9) (14.1) (50.7) (53.1) (61.1) (75.5) (76.1)
Education −0.003 −0.006 −0.008 −0.009 −0.011 0.039 0.030 0.026 0.023 0.017
[0.007] [0.007] [0.006] [0.005] [0.005] [0.010] [0.008] [0.007] [0.007] [0.007]
(2.1) (5.0) (9.1) (14.7) (23.3) (−26.1) (−25.4) (−29.7) (−37.6) (−36.3)
Region 0.001 0.002 0.002 0.002 0.003 −0.002 −0.001 −0.001 −0.002 −0.003
[0.001] [0.001] [0.001] [0.001] [0.002] [0.001] [0.002] [0.002] [0.002] [0.003]
(−0.6) (−1.8) (−2.7) (−3.7) (−5.7) (1.0) (0.5) (0.9) (2.8) (7.2)
Unexplained −0.119 −0.052 −0.026 −0.018 −0.009 0.158 0.160 0.170 0.160 0.168
[0.036] [0.027] [0.018] [0.023] [0.030] [0.049] [0.030] [0.023] [0.029] [0.037]
(79.0) (44.0) (29.4) (29.8) (19.5) (−105.3) (−136.7) (−194.1) (−264.1) (−357.8)
Specification 0.004 −0.032 −0.027 −0.010 −0.016 −0.273 −0.244 −0.223 −0.188 −0.193
 error 1 [0.020] [0.017] [0.013] [0.013]  [0.018] [0.027] [0.023] [0.019] [0.019] [0.024]
(−2.6) (26.9) (31.3) (17.3) (33.4) (181.7) (207.6) (254.8) (311.2) (410.6)
Specification −0.002 −0.006 −0.008 −0.010 −0.011 0.016 0.014 0.010 0.005 −0.009
 error 2 [0.017] [0.015] [0.014] [0.013] [0.012] [0.021] [0.017] [0.016] [0.014] [0.013]
(1.2) (5.0) (9.5) (16.2) (23.1) (−10.8) (−12.2) (−11.7) (−8.3) (20.2)
Notes: See notes to Table 4. Robust bootstrap standard errors (100 replications) were adjusted to take repeated 
observations of individuals into account.
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linear, and although the unexplained component of the decomposition 
equation counterbalances specification error 1 to some extent, the decom-
position results are very different from those presented in Table 6.
Turning to the role of observed characteristics, we find in Table 7 that the 
contribution of the work- history component to changes in the gender wage 
gap is relatively stable (between 14.1% and 17.9%) across the distribution, 
whereas in Table 6 the contribution of work- history factors is slightly higher 
and increases from 18.6% at the bottom to 27.1% at the top of the distribu-
tion. Moreover, we observe that the role of educational attainment in Table 
7 is less pronounced than in Table 6 but still increasing across the wage dis-
tribution. Finally, the contributions of union membership and region to the 
changes in the gender wage gap presented in Table 7 are about the same as 
in Table 6. Overall, the numbers in Table 7 suggest that the linear estimates 
in Table 6 are quite precise if we interpret them as decomposition results of 
the changes in the gender wage gap. Nevertheless, interpreting them as 
gender differences in wage growth over time would be misleading.
To study the sensitivity of the decomposition results presented in Tables 6 
and 7, we employ the semi- parametric DFL decomposition approach. Table 
8 contains the results of this decomposition. We find that the results of the 
DFL decomposition are largely consistent with the findings presented in 
Table 6 and with the decomposition of changes in the gender wage gap 
Table 8. DFL Decomposition of Changes in the Gender Wage Gap 
and Gender Differences in Wage Growth
Variable
(A) − (B) (C) − (D)
Q10 Q30 Q50 Q70 Q90 Q10 Q30 Q50 Q70 Q90
Raw differential −0.140 −0.123 −0.103 −0.070 −0.054 −0.140 −0.12 −0.103 −0.070 −0.054
[0.033] [0.021] [0.017] [0.021] [0.023] [0.033] [0.019] [0.018] [0.020] [0.022]
Union member −0.008 −0.019 −0.012 −0.010 −0.001 −0.018 −0.013 −0.010 −0.009 0.003
[0.005] [0.005] [0.004] [0.004] [0.003] [0.004] [0.004] [0.003] [0.003] [0.002]
(5.5) (15.2) (11.6) (14.0) (2.7) (12.9) (10.7) (9.4) (12.5) (−5.1)
Work history −0.047 −0.044 −0.040 −0.025 −0.019 −0.026 −0.016 −0.021 −0.023 −0.013
[0.012] [0.010] [0.008] [0.009] [0.009] [0.013] [0.008] [0.006] [0.006] [0.005]
(33.4) (35.4) (38.6) (35.6) (35.6) (18.4) (12.6) (19.9) (32.8) (24.5)
Education −0.017 −0.009 −0.014 −0.017 −0.019 −0.015 −0.031 −0.018 −0.013 −0.029
[0.009] [0.007] [0.006] [0.008] [0.008] [0.010] [0.008] [0.009] [0.008] [0.010]
(12.0)  (7.5) (13.9) (24.1) (34.8) (10.5) (24.8) (17.6) (19.1) (53.0)
Region −0.003 −0.002 −0.000 −0.002 −0.001 0.003 −0.002 0.002 −0.001 −0.004
[0.003] [0.003] [0.002] [0.003] [0.003] [0.006] [0.004] [0.003] [0.003] [0.004]
(1.9) (1.7) (0.1) (3.1) (0.9) (−2.3) (1.7) (−1.6) (1.0) (7.5)
Unexplained −0.066 −0.050 −0.037 −0.016 −0.014 −0.084 −0.062 −0.056 −0.024 −0.011
[0.033] [0.020] [0.016] [0.018] [0.024] [0.035] [0.014] [0.014] [0.016] [0.021] 
(47.2) (40.2) (35.8) (23.2) (25.9) (60.5) (50.3) (54.7) (34.7) (20.0)
Notes: See notes to Table 4. Robust bootstrap standard errors (100 replications) were adjusted to take repeated 
observations of individuals into account. DFL decomposition, DiNardo- Fortin- Lemieux decomposition (Di-
Nardo et al. 1996).
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presented in Table 7. The DFL decomposition of the gender differences in 
wage growth also confirms that the corresponding decomposition results in 
Table 7 are rather unreliable. Compared to the decomposition based on 
unconditional quantile regressions, the DFL approach produces a slightly 
larger contribution of union membership. The approach reveals that the 
contributions of work history and education are relatively large and indi-
cates that the contribution of educational attainment is increasing across 
the wage distribution. At the same time, region of residence does not ap-
pear to be relevant.
Conclusions
Very little is known about the factors that are responsible for distributional 
changes in the gender wage gap. Unfortunately, the factors that explain the 
gender wage gap do not necessarily affect changes over time, and the fac-
tors that are responsible for the reduction in the gender wage gap may be 
different across the wage distribution. In this article, we investigate changes 
in the gender wage gap between white men and white women across the 
wage distribution using PSID data. We take advantage of a newly developed 
Blinder–Oaxaca- type decomposition for unconditional quantile regression 
models (Firpo et al. 2007b, 2009) to decompose the wage differentials across 
the entire distribution. We show that this approach allows the decomposi-
tion of both changes in the gender wage gap and gender differentials in 
wage growth across the distribution if the underlying regression model is 
assumed to be linear. We then employ a reweighting procedure to assess the 
consequences of this assumption, and the semi- parametric DFL decomposi-
tion method is used to perform a sensitivity analysis.
We find that the gender wage gap narrowed by 16% at the lowest wage 
decile and by less than 5% at the highest decile of the wage distribution be-
tween the periods 1993 to 1995 and 2004 to 2008. The results of the decom-
position analysis indicate that the narrowing of the gender wage gap at the 
upper tail of the distribution is mainly attributable to changes in educa-
tional attainment in favor of female workers; at the same time, a sizable part 
of the narrowing (especially at the lower tail of the distribution) is attribut-
able to work- history changes. We further demonstrate that the direction in 
which we perform the unconditional quantile decompositions affects the 
accuracy of our results. Specifically, we find that, when we decompose 
changes in the gender wage gap over time, our approach works quite well 
whereas, when we decompose gender differences in wage growth over time, 
we obtain very different results with very large specification errors. This re-
sult has important implications for the future analysis of changes in the gen-
der wage gap across the wage distribution. On balance, our empirical 
findings illustrate substantial heterogeneity with regard to the reduction in 
the gender wage gap across the distribution and the relevance of the factors 
that are responsible for this narrowing.
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Table A.1. Unconditional Quantile Regression Estimates, Male Workers, 1993–1995
Variable Q10 Q30 Q50 Q70 Q90
Union member 0.166*** 0.231*** 0.195*** 0.120*** −0.091***
(0.029) (0.025) (0.023) (0.024) (0.027)
Experience 0.048*** 0.043*** 0.035*** 0.021*** −0.001
(0.008) (0.005) (0.003) (0.003) (0.006)
Experience2/100 −0.075*** −0.067*** −0.056*** −0.031*** 0.023
(0.016) (0.010) (0.008) (0.007) (0.014)
Tenure 0.077*** 0.060*** 0.045*** 0.033*** 0.021***
(0.008) (0.005) (0.003) (0.003) (0.005)
Tenure2/100 −0.208*** −0.148*** −0.093*** −0.058*** −0.040*
(0.024) (0.015) (0.011) (0.012) (0.020)
9th to 11th grade 0.439* 0.433*** 0.215*** 0.085 0.165***
(0.177) (0.108) (0.058) (0.064) (0.035)
12th grade (high school) 0.773*** 0.579*** 0.347*** 0.148* 0.222***
(0.183) (0.095) (0.059) (0.066) (0.039)
12 grades plus nonacademic training 0.713*** 0.702*** 0.404*** 0.209** 0.272***
(0.185) (0.098) (0.065) (0.071) (0.045)
College but no degree 0.797*** 0.801*** 0.594*** 0.399*** 0.365***
(0.183) (0.101) (0.062) (0.072) (0.047)
College BA but no advanced degree 0.913*** 0.781*** 0.592*** 0.391*** 0.343***
(0.187) (0.102) (0.073) (0.083) (0.053)
College and advanced degree 0.903*** 0.918*** 0.792*** 0.687*** 0.745***
(0.184) (0.100) (0.060) (0.068) (0.047)
Constant 0.117 0.798*** 1.436*** 2.079*** 2.700***
(0.202) (0.124) (0.070) (0.071) (0.052)
R 2 0.128 0.266 0.308 0.249 0.136
N 6,867 6,867 6,867 6,867 6,867
Notes: The regression model further includes region indicators. Values in parentheses are robust boot-
strap standard errors (100 replications), which were adjusted to take repeated observations into account.
*indicates p < 0.10, **indicates p < 0.05, ***indicates p < 0.01.
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Table A.2. Unconditional Quantile Regression Estimates, Male Workers, 2004–2008
Variable Q10 Q30 Q50 Q70 Q90
Union member 0.215*** 0.197*** 0.227*** 0.081** −0.167***
(0.051) (0.024) (0.029) (0.031) (0.034)
Experience 0.067*** 0.053*** 0.051*** 0.049*** 0.039***
(0.012) (0.005) (0.004) (0.005) (0.004)
Experience2/100 −0.142*** −0.110*** −0.097*** −0.097*** −0.076***
(0.027) (0.011) (0.010) (0.011) (0.011)
Tenure 0.073*** 0.045*** 0.028*** 0.021*** 0.006
(0.010) (0.004) (0.003) (0.003) (0.005)
Tenure2/100 −0.169*** −0.094*** −0.049*** −0.024 0.015
(0.026) (0.012) (0.011) (0.013) (0.016)
9th to 11th grade 1.257*** 0.486*** 0.321*** 0.116** 0.075
(0.251) (0.088) (0.048) (0.042) (0.047)
12th grade (high school) 1.492*** 0.697*** 0.463*** 0.212*** 0.068
(0.234) (0.075) (0.048) (0.039) (0.043)
12 grades plus nonacademic training 1.428*** 0.737*** 0.562*** 0.391*** 0.204***
(0.256) (0.076) (0.058) (0.050) (0.061)
College but no degree 1.621*** 0.864*** 0.687*** 0.467*** 0.298***
(0.241) (0.079) (0.049) (0.048) (0.058)
College BA but no advanced degree 1.755*** 0.981*** 0.884*** 0.733*** 0.346***
(0.242) (0.083) (0.066) (0.063) (0.067)
College and advanced degree 1.792*** 1.065*** 0.941*** 0.829*** 0.623***
(0.237) (0.077) (0.052) (0.048) (0.057)
Constant −0.771** 0.809*** 1.342*** 1.894*** 2.665***
(0.267) (0.101) (0.063) (0.063) (0.059)
R 2 0.100 0.202 0.233 0.218 0.117
N 6,455 6,455 6,455 6,455 6,455
Note: See notes to Table A.1.
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Table A.3. Unconditional Quantile Regression Estimates, 
Female Workers, 1993–1995
Variable Q10 Q30 Q50 Q70 Q90
Union member 0.128** 0.124*** 0.102** 0.095* 0.036
(0.042) (0.032) (0.037) (0.040) (0.045)
Experience 0.053*** 0.032*** 0.028*** 0.028*** 0.011*
(0.012) (0.006) (0.004) (0.005) (0.005)
Experience2/100 −0.089*** −0.049*** −0.045*** −0.046*** −0.009
(0.026) (0.015) (0.012) (0.012) (0.013)
Tenure 0.114*** 0.073*** 0.049*** 0.030*** 0.008
(0.011) (0.006) (0.004) (0.004) (0.004)
Tenure2/100 −0.348*** −0.194*** −0.092*** −0.026 0.034
(0.036) (0.019) (0.016) (0.016) (0.020)
9th to 11th grade 0.180 0.191 0.142 0.118 0.095
(0.339) (0.128) (0.099) (0.081) (0.058)
12th grade (high school) 0.956** 0.541*** 0.294** 0.226** 0.086
(0.312) (0.125) (0.092) (0.076) (0.053)
12 grades plus nonacademic training 1.084*** 0.697*** 0.395*** 0.344*** 0.155**
(0.321) (0.132) (0.096) (0.083) (0.056)
College but no degree 1.195*** 0.740*** 0.484*** 0.421*** 0.313***
(0.317) (0.128) (0.091) (0.082) (0.064)
College BA but no advanced degree 1.132*** 0.875*** 0.723*** 0.667*** 0.362***
(0.310) (0.130) (0.101) (0.091) (0.066)
College and advanced degree 1.227*** 0.939*** 0.805*** 0.746*** 0.542***
(0.309) (0.122) (0.093) (0.079) (0.062)
Constant −0.574 0.657*** 1.307*** 1.726*** 2.517***
(0.321) (0.142) (0.103) (0.084) (0.069)
R 2 0.155 0.236 0.282 0.249 0.143
N 5,562 5,562 5,562 5,562 5,562
Note: See notes to Table A.1.
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Table A.4. Unconditional Quantile Regression Estimates, 
Female Workers, 2004–2008
Variable Q10 Q30 Q50 Q70 Q90
Union member 0.110* 0.080** 0.073* 0.079* −0.067
(0.043) (0.030) (0.029) (0.032) (0.051)
Experience 0.054*** 0.038*** 0.032*** 0.027*** 0.028***
(0.009) (0.005) (0.004) (0.004) (0.006)
Experience2/100 −0.104*** −0.074*** −0.062*** −0.049*** −0.052**
(0.021) (0.012) (0.011) (0.010) (0.016)
Tenure 0.080*** 0.054*** 0.039*** 0.029*** 0.007
(0.007) (0.005) (0.004) (0.004) (0.005)
Tenure2/100 −0.210*** −0.107*** −0.053*** −0.035** 0.038
(0.023) (0.015) (0.013) (0.013) (0.020)
9th to 11th grade 0.655* 0.620*** 0.272*** 0.140*** 0.003
(0.276) (0.088) (0.049) (0.041) (0.033)
12th grade (high school) 0.963*** 0.872*** 0.415*** 0.179*** 0.003
(0.276) (0.063) (0.038) (0.027) (0.030)
12 grades plus nonacademic training 1.002*** 0.957*** 0.532*** 0.293*** 0.102*
(0.281) (0.071) (0.048) (0.044) (0.045)
College but no degree 1.098*** 1.063*** 0.588*** 0.280*** 0.143***
(0.280) (0.075) (0.042) (0.036) (0.040)
College BA but no advanced degree 1.132*** 1.127*** 0.704*** 0.455*** 0.320***
(0.286) (0.077) (0.058) (0.043) (0.070)
College and advanced degree 1.355*** 1.348*** 0.926*** 0.673*** 0.589***
(0.274) (0.074) (0.049) (0.035) (0.048)
Constant −0.472 0.483*** 1.323*** 1.944*** 2.589***
(0.284) (0.086) (0.046) (0.045) (0.048)
R 2 0.110 0.227 0.249 0.211 0.119
N 5,938 5,938 5,938 5,938 5,938
Note: See notes to Table A.1.
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