and (9.3) is 5 .
6 that they imply there can be no phase transition for fugacities less than I/Be1+2MT (or 1/B'e 1 + ib / kT for hard-core potentials) since the convergent power series (1.1) correctly gives the pressure for these fugacities. This is proved 5 most directly by using (6.12) and (9.6) [or (7.15) and (9.7)] together with Weierstrass' theorem 24 to show that the series (1.2) converges uniformly in the limit V ~ (Xl for any z inside the disk /z/ < I/Be1+2ip/kT (or Iz/ < I/B'e1+ip'/kT). Alternatively, one may apply Yang and Lee's theorylo.25, since (6.13) and 24 E. C. Titchmarsh, reference 11, 1.11 and 1.14. U D. Ruelle, Helv. Phys. Acta 36,183 (1963) extends Yang and Lee's theorems to a more general class of potentials.
JOURNAL OF MATHEMATICAL PHYSICS (9.6) [or 7.16 and (9.7)] show that this disk contains no zeros of E(z, V) for any V. Unfortunately the upper bounds on Rand R(V) cannot be interpreted so easily, since the singularity of (1.1) or (1.2) nearest to the origin need not be on the positive real axis; for nonnegative potentials this singularity is in fact on the negative real axis.
1I An example is the one-dimensional gas of hard rods, which has no phase transition although the fugacity series diverges for z > 1/ ea.
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A new proof is given of a certain conjecture due to Feynman. This conjecture relates graphs and paths on a lattice and was first proved by Sherman. It is the key step in a particular method of obtaining Onsager's formula for the partition function of the two-dimensional Ising model.
I. INTRODUCTION
I MAGINE a lattice in which each site a has two possible states (j" = + 1 or (j" = -1. For example (j" might specify whether an atom at a had spin up or spin down. Imagine further that the energy of the system is proportional to L (j a(j~ where the sum is taken over all pairs of neighboring sites (see Fig. 1 ). This is the Ising model.
1
This model is of interest for many reasons, both mathematical and physical, not the least important being that it shows (in 2 and 3 dimensions) a definite phase transition. To rigorously derive this fact, and to help understand the Ising model, it is necessary to have a closed formula for its partition function. This is the Ising problem.
For a one-dimensional lattice, the solution to the (1)] between graphs and paths on a lattice. This identity was proved by Sherman,5 who not only generalized it but also gave a number of further applications. This paper was the first correct treatment of the combinatorial method. Indpendently, Hurst and Green,6 using pfaffians, have given another, very concise, justification of the Kac-Ward approach.
Sherman's proof is quite involved and at one place incomplete. 7 The purpose of this paper is to provide another proof of Feynman's conjecture. Although closely related to Sherman's proof, our method is somewhat more geometric and, therefore, possibly more intuitive. The reason for rederiving Onsager's formula by yet another method is that, hopefully, it may shed some light on either the unsolved three-dimensional problem or the (perhaps physically more interesting and also unsolved) case of the two-dimensional lattice in a magnetic field.
To make the paper reasonably self-contained, an appendix gives the connection between the partition function, Eq. (I), and Onsager's formula.
II. THE THEOREM
Consider a two-dimensional square lattice, either finite or infinite. Upon this stage we distinguish two actors-paths, and admissible graphs.
An admissible graph is simply some finite set of lines (a line being the segment joining two neighboring sites) such that either 0, 2, or 4 lines FIG. 3 . A graph which is not admissible. 4 M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952 . 6 S. Sherman, J. Math. Phys. 1, 202 (1960) .
S. Sherman, Bull. Am. Math. Soc. 68, 225 (1962) . 8 C. A. Hurst and H. S. Green, J. Chem. Phys. 33, 1059 Phys. 33, (1960 and Math. Rev. 22, No. 7333 (1961) . 7 Sherman has recently given a new version of the second half of his proof. I am indebted to Dr. Sherman for showing me these results, as well as for several helpful discussions. A graph is not necessarily connected. By a path is meant a definite sequence of lines. Each succeeding line starts at the site where the previous line ended and may continue straight ahead or to either side but not backwards over the previous line. We only consider closed paths, and therefore the last line must end at the site from which the first line started. The direction in which the sequence of lines is traversed, and also the particular starting point are both immaterial. There is no restriction on the number of times a line may be traversed in a path. By a periodic path is meant one which can be constructed by exactly repeating some subpath of it two or more times. Note that a path may have all its lines repeated twice or more without necessarily being periodic [see Fig. 4(b) ]. (In drawing paths it is necessary both to separate slightly the repeated lines and to distinguish the behavior at crossings. Otherwise it is not always clear from the drawing in which sequence the lines are traversed. The sign of the path, defined below, is independent of the manner in which this is done. Theorem:
(1) The sum is taken over all admissible graphs on the lattice, the product over all nonperiodic paths. Expand the right-hand side of (1) 
. = ±I(G).
Start at any point of G and trace out some path on G (without repeating lines). On first approaching each crossing of G, there are three possible choices of direction (see Fig. 6 ). Once the crossing has
Since two paths always intersect each other an even number of times, the sign of a term is also just (-l)c where c = total number of path crossings in the term. Thus G is counted correctly by the rhs of (1).
Example: For G as in Fig. 2 there are nine terms covering it, of which three are shown in Fig. 7 to be temporarily removed from wherever it occurs. What remains is a set of path segments starting and finishing at the ends of d. Proceeding thus for each path of type (i) in the term we obtain a certain set of N path segments. Now there will be other terms in the group leading to the same set of path segments and also having the same paths of type (ii). Such terms will differ only in the manner in which the path segments are joined through d. Collect these terms into a subgroup. We shall show that the terms in a subgroup cancel out with each other. Example: The six terms sketched in Fig. 8 belong to the same group (assuming each lies in the same place on the lattice). They are the only terms in the group. With d as shown (N = 2) the group breaks up into three subgroups (1)(2), (3)(4), and (5)(6). The subgroup (1)(2) has the path segments {q" q21 shown in Fig. 9 Now in general not all the path segments will be distinct. Suppose that we have a subgroup 2: with path segments {q" ... , q" q2, ... , q2, .,. , qK, ..• , qK} with q, occurring r, times, q2 occurring r2 times, ... , qK occurring rK times, and where r) + r2 . " + rK = Nand r, > 1. We use induction.
Assume that cancellation has been proved for the subgroup 2:0 with path segments {qo, q" •.. , qt, q2, .. , , q2, ... , qK, ..• , qK} with qt occurring (r t -1) times, q2 occurring r2 times, etc. Then we shall show that cancellation also occurs when qo is identified with q, to give 2:.
Note first that to any term in 2: must correspond r , terms in 2: 0 , Each such term in 2:0 is obtained by replacing one of the r , occurrences of q, by qo. To see that this leads to r , different terms in 2: 0 , recall that in general a term is forbidden, i.e., has repeated paths and/or periodic paths, if and only if one can start in two (or more) different places and still trace out the same path using the identical sequence of lines. Thus if some of the r , terms in 2:0 were the same, it would mean that the original term was forbidden and therefore not in 2:.
The last step of the proof consists of showing that those terms in 2:0, which do lead to forbidden terms, cancel in pairs. If, upon putting qo = qt, some term W(p) W(p') .,. in 2:0 gives a forbidden term, this means that the path containing qo, say p, becomes either (1) periodic, of period w ~ 2, or (2) equal to some other path in the term. In case (1), p is of the form p = (qoXqtX ... qtX) , where qtX occurs (w -1) times and where Po = (q,x) is a nonperiodic subpath of p. These symbols are meant to imply the sequence and relative direction in which the various path segments, occurring in p and Pa, respectively, are traversed. x stands for some ordered sequence of q/s and ij/s, including possibly further qt's as well as ijt's. Here q. represents not just the path segment but also a specific direction of traversing it. iji represents the opposite direction. Although the overall direction of traversing a path is immaterial, it is of course essential to specify the relative direction in which the successive path segments are traversed. This explains the need for distinguishing q. from iji in such a symbol. Since neither cyclic permutation of the symbols nor interchanging all qi ~ iji changes the path, we can, for convenience, always arrange to start with qo. Moreover one easily sees that these two terms have opposite ~igns and therefore cancel. This met~od of pairing includes all such terms. The terms havmg paths of type (2) being cancelled by those of type (1) when w = 2. Thus in going from ~o to ~, those terms in ~o which do not give terms in ~ cancel among themselves. The remaining terms in ~o collect in sets of r l elements, each element having the same sign and each set corresponding to one term in ~. Therefore the terms in the subgroup ~ cancel.
This completes the proof of the theorem. Example: Consider Fig. 10 with the line d covered four times and all other lines each covered twice. As is readily shown, this group consists of just four terms all in one subgroup (with d as shown). The path segments are {q], q], q2, q2} as in Fig. II . The four terms can be represented as follows:
Term (ii) is sketched in Fig. 12. (i) and (iv) have sign -1, while (ii) and (iii) have sign + 1.
If one considers a subgroup {qo, q], q2, qd, where qo differs from ql, it is found to have 12 terms. On putting qo = ql, four of these terms become forbidden and cancel in pairs, namely (qOq2qlq2) cancels with (qOq2)(qlq2) ,
The remaining eight terms collect in sets of two elements and give the terms (i)-(iv), e.g., (qOq2q l ib) and (QIQ2QOij2) both become (ii), etc.
III. CONCLUSIONS
The above result, and also its particular usefulness in solving the Ising problem exist only for a twodimensional lattice. The theorem, however, can be extended to a three-dimensional lattice.
One approach would be to replace lines by sides Unfortunately, this result would not appear to be of much use in the Ising problem. One reason being that there seems to be no analogue to ;m: [see formula (A5) in the appendix] for counting 2-paths.
APPENDIX
For a square lattice with ;n: sites, the partition function for the Ising model is There exists a well-known method, due to van der Waerden, [see Newell and Montroll, (reference 1, pp. 357-58)] for expressing (AI) as a sum over admissible graphs. The result is
From (A2) and (1) we can write
:n p
Expanding the logarithm, the rhs of (A3) becomes
In Lp, the first term is the sum of W over all nonperiodic paths, while the other terms just give the sum over all periodic paths. This follows since (a) any periodic path is made by repeating some nonperiodic path w times, w = 2, 3, .. , , and(b) from Whitney's result (see end of next paragraph), the sign of a periodic path is -1 if w is even and equals the sign of its nonperiodic subpath if w is odd. Those terms with period ware weighted with the factor l/w. We now give a simple method of evaluating (A4)'2 Define the 4 X 4 matrix 
14-'
I maintain that this equals the sum of W (p) over all (closed) paths of length l passing through some fixed site P l' To see this, look at a term
in mzl. This defines the (not necessarily closed) path starting at P 1 and moving in direction i2 (see Fig. 13 ) to the neighboring site P 2; and then moving in direction ia to P a, etc. (see example in Fig. 14 The above method is readily extended to more complicated two-dimensional lattices, and also to the case where J differs for vertical and horizontal interactions.
The partition function is an analytic function of T (or K) with, among others, a branch point at K = In (1 + V2) . This is the only singularity for real T > 0, and is the temperature at which the phase transition occurs.
