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This thesis includes three studies that investigate the business growth in 
today‘s information economy in two ways: expansion of existing firms and 
creation of new ventures.  
The first study examines how the pronounced servitization transformation 
in the software industry affects existing firms‘ performances. We elucidate 
from the production (capacity constraints) and demand (switching costs) 
perspectives to hypothesize the impact of service businesses on software firms‘ 
growth prospects and financial stability during times of recession. Our 
empirical analysis of a sample of US publicly traded software firms 
demonstrates that although service businesses benefit software firms in 
experiencing less decrease in Tobin‘s Q to tide them over economic recessions, 
software firms‘ growing emphasis on service businesses impedes their growth 
prospects. This study advances the current discourse on the influences of 
servitization beyond immediate impacts, to embrace a more holistic 
assessment. It also responds to previous research on IT service management 
by highlighting the business value of software services from the vendor‘s 
perspective.  
The next two studies explore different channels through which information 
technology (IT) drives entrepreneurship. The second study focuses on the 
labor-based IT intensity of non-IT incumbent firms and examines how this 
affects firm-level entrepreneurial spawning (i.e., employees leaving to start 
new ventures). From the knowledge sharing perspective, we hypothesize that 
IT intensity may trigger more employees to become entrepreneurs, by 
imparting knowledge of IT to the workplace and promoting synergistic gains 
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between IT and industry-specific knowledge to generate ideas about new 
businesses. Our central hypothesis is empirically supported when we examine 
data from Standard and Poor‘s 500 firms from 1990 to 2010. This study 
contributes to IS research by emphasizing the role of IT in generating 
innovations beyond patents and firm boundaries through developing 
employees‘ human capital. This calls for a critical reevaluation of prior 
estimates of IT effects. We also contribute to strategy research by elucidating 
a strategic decision (i.e., IT intensity) for entrepreneurial spawning.  
The third study investigates effective initial job placements to prepare 
fresh IT graduates for entrepreneurship. Exploiting exogenous shocks from 
unexpected economic recession, we establish the causal impact that the initial 
job placement in the IT industry increases the probability for an IT graduate of 
becoming an entrepreneur subsequently. More importantly, our statistical 
analyses from the finite mixture model identify two types of IT graduates: One 
type would have a higher probability of becoming entrepreneurs if they are 
initially placed in large IT firms, while the other type are more likely to 
become entrepreneurs if they are initially placed in small IT firms. We further 
shed light on these two differential effects through a better understanding of: (i) 
skill sets development; (ii) ability signaling; and (iii) lock-in effects from 
existing firms. This study extends prior research around entrepreneur 
development, by prolonging the examination from a potential entrepreneur‘s 
last job before entrepreneurship to his/her initial job placement. Moreover, it 
resolves the seemingly conflicting findings of the Xerox view versus the 
Fairchild view by discovering two types of IT graduates that fit each view 
respectively.   
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CHAPTER 1 INTRODUCTION 
1.1 BACKGROUND 
Business growth, the process of developing new entrepreneurial ventures 
or expanding an existing firm‘s market share to achieve long-term value, is of 
paramount importance for both firms‘ executives and policy makers 
(Achtenhagen et al. 2010; Sørensen 2012). On the one hand, firms 
energetically pursue growth strategies to guarantee their survival and 
competitiveness in today‘s dynamic and hyper-turbulent environment.1 On the 
other hand, the economy also relies on business growth to create jobs and 
deliver innovative products or services.
2
 Governments worldwide constantly 
seek effective initiatives to foster high-growth businesses. For example, the 
UK government supports business growth through local enterprise 
partnerships and enterprise zones.
3
 The New Zealand government put forward 
the ―Business Growth Agenda‖ to deliver innovative initiatives and policy 
reforms that help create a more productive and competitive economy.
4
 
Essentially, today‘s information economy is saturated with rapid technology 
developments and diffusion. The role of information technology is the major 
engine in challenging the cores of various businesses including even the ways 
organizations are managed. Therefore, whether and how IT affects business 
growth becomes a crucial question for both academics and practitioners. 
In the past two decades, researchers have demonstrated a few approaches 
through which IT may contribute to business growth. For example, a 
prominent stream of ―IT productivity‖ studies (Black and Lynch 2001; 












Brynjolfsson and Hitt 1996) reveal that firms can derive productivity 
improvements from IT investments, using different levels of analyses (Dewan 
and Kraemer 2000; Stiroh 2002), various models (Im et al. 2001) and multiple 
measurements (Tambe and Hitt 2012). Likewise, IT also increases innovation 
efficiency in inventing patents (Kleis et al. 2012) and developing new products 
(Joshi et al. 2010; Pavlou and El Sawy 2006). Apart from operational benefits, 
IT also offers a digital avenue for strategic revolutions. For example, e-
commerce and social media promote firm value by extending their businesses 
online and facilitating customer management (Luo et al. 2013; Subramani and 
Walden 2001); Internet and big data technologies transfer deeper business 
insights and reenergize traditional industries with innovative models (Goh and 
Kauffman 2013; Tambe 2013). Generally, application of information 
technology substantially boosts business growth in existing firms.  
1.2 RESEARCH GAPS 
Despite the wide-ranging research on how IT grows business, two research 
gaps are salient in existing literature. First, technology vendors (i.e. IT firms) 
are disproportionally overlooked, while existing studies predominately focus 
on the clients‘ interests in examining the impact of IT usage on business 
growth. Indeed, the continuous development of the IT landscape is essentially 
important, not only because the IT industry already constitutes a non-
negligible component in today‘s economy, but also because it posits the 
frontier of technological breakthrough, and actuates technology 
implementations across other industries.
5
 Although several studies have 
investigated the performance implications of IT firms concerning globalization 
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(Kraemer and Dedrick 1998), pricing strategy (Gallaugher and Wang 2002), or 
capability building (Hoberg and Phillips 2010), there is a lack of evaluation of 
growth prospects for IT firms, from the perspective of business models.  
Second, entrepreneurship, a core area of business growth, is seldom 
examined in previous IS research. Nonetheless, the significance of 
entrepreneurial start-ups has been widely recognized across the world, in such 
ways as decreasing unemployment, intensifying competition and bringing in 
innovative products (Carroll and Hannan 2000; Schumpeter 1934). For 
example, the Singapore government has enacted several policies in recent 
years to boost entrepreneurial activities, including streamlining the process of 
business creation, facilitating access to overseas markets, or improving the 
venture capital landscape.
6
 Similarly, the US government also launched ―Start-
up America‖ in 2011 to inspire, and accelerate high-growth entrepreneurship 
throughout the nation.
7
 Recently, the technological developments have 
facilitated the entrepreneurial process, by offering: (1) the opportunities to 
upgrade existing business operations with the help of new IT; and (2) 
computational and architectural tools (e.g. Amazon web services) to facilitate 
the launching of small businesses. Particularly, prior literature has documented 
a strong correlation between the creation of entrepreneurial culture and the 
diffusion of information technologies (Del Giudice and Straub 2011; Meso et 
al. 2009). Notwithstanding the previously mentioned anecdotal evidence, we 
yet have little knowledge of the mechanisms through which IT influences 
entrepreneurship, since creating a new business is a nontrivial endeavor that 
requires potential entrepreneurs‘ determination and specific human capital. 








Hence, it is imperative to provide a systematic investigation around 
incumbents‘ IT intensity, the IT industry environment and IT talent to uncover 
the relationship between IT and entrepreneurship.  
1.3 RESEARCH FOCUS 
This thesis develops three studies to address the aforementioned gaps. In 
the first study, we investigate business growth in the software industry, the 
major technology vendors that publish licensed-based software and offer IT 
services, such as training, documentation, and consultation. Specifically, we 
examine how service strategy (servitization) influences software firms‘ growth 
prospects. Based on a sample of 325 publicly traded US software firms from 
2000 to 2012, we find that although service-oriented software firms 
experience less decrease in Tobin‘s Q to tide them over economic recessions, 
software firms‘ increasing emphasis on service businesses impedes growth 
prospects (operationalized by Tobin‘s Q and analysts‘ recommendation 
ratings). Specifically, an increase of 1% in service revenue ratio decreases 
Tobin‘s Q by approximately 0.82% and aggravates analyst recommendations 
by 0.25%.  
While Study One focuses on established firms, the next two studies 
investigate business growth through the lens of entrepreneurial development. 
Particularly, Study Two investigates how incumbents‘ IT intensity influences 
entrepreneurial spawning (i.e. employees leaving to create new businesses). 
From the knowledge sharing perspective, we hypothesize that IT intensity may 
trigger more employees to launch their own businesses, by imparting 
knowledge of IT to the workplace and promoting synergistic gains between IT 
and industry-specific knowledge to generate ideas about new businesses. Our 
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central hypothesis is supported using the data of Standard and Poor‘s 500 
firms from 1990 to 2010. We further compare the impact of IT intensity with 
that of R&D intensity and examine how this ―cultivating‖ effect of IT intensity 
differs across periods and varies with contextual factors such as firm size and 
age.  
In Study Three, we explore the role of IT graduates‘ initial job placements 
in shaping their entrepreneurship decisions. Exploiting the exogenous shocks 
from an economic recession, we find that the initial job placement in the IT 
industry significantly increases IT graduates‘ probabilities to enter 
entrepreneurship subsequently. Interestingly, we identify two types of IT 
graduates when accounting for the unobserved individual heterogeneity with 
the finite mixture model: While one type of IT graduates would have a higher 
probability of becoming entrepreneurs if they are initially placed in large IT 
firms, the other type would do so if initially placed in small IT firms.  
The details of each study including research questions, research designs and 





CHAPTER 2 THE MULTIFACETED IMPACTS OF 
SERVITIZATION IN SOFTWARE INDUSTRY 
2.1 INTRODUCTION 
The software industry has witnessed a pronounced servitization 
transformation during the past two decades (Cusumano 2008; Han et al. 
2013).
8
 According to Suarez et al. (2013), the overall service revenue ratio has 
steadily increased from approximately 30% in 1990 to over 50% in 2006 in 
prepackaged software industry. For example, IBM, which is traditionally 
considered a system and software company, recorded earnings of $59 billion 
from services out of $104 billion total revenue in their 2012 annual report. 
Likewise, Gartner, Inc. forecasted the worldwide IT services market to grow 
4.5% in 2013 and reach $1.1 trillion in 2017.
9
 Indeed, apart from developing 
and selling prepackaged software products, software firms are increasingly 
embracing a plethora of service businesses to exploit new sources of revenue. 
For example, SAP, a renowned ERP vendor, offers implementation services to 
ensure customers experience a faster adoption of the latest innovative 
technologies. JDA software, specialized in supply chain management, offers 
consulting services to integrate business activities, organizational structure, 
and systems processes. McAfee, a leading security software company, also 
offers in-depth training services to educate customers on successful 
deployment of security solutions. In essence, the critical contribution to 
revenue by service businesses in the software industry in the past years must 
not be undermined (Cusumano 2008).  
Despite the importance of service businesses in the software industry, 
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researchers and practitioners continue to be perplexed by how service 
businesses influence software firms‘ performances (Cusumano 2008; Suarez et 
al. 2013). We hence decide to investigate the impact of the accounting term 
―Service Revenue‖ in the annual reports of publicly traded software firms. 
―Services‖ here include not only product-complementary services such as 
maintenance, technical support or implementation, but also professional 
services that are usually provided to clients on a project basis such as IT 
consulting, system design and training (Nambisan 2001). 
Three notable research gaps in the existing literature motivate our research. 
First, the effect of servitization for product firms is ambivalent and initial 
findings are equivocal. Although common wisdom posits a positive attitude 
towards value-added services due to potential gains in profit margin, customer 
loyalty or product differentiation (Vandermerwe and Rada 1989; Wise and 
Baumgartner 1999), empirical investigations gather mixed findings: Neely 
(2008) found a negative effect from increasing service businesses on 
profitability, Suarez et al. (2013) found a U-shape relationship between service 
revenue ratio and profitability, while Visnjic and Van Looy (2013) found a 
more complicated relationship between them two. Compounding the 
confusion, researchers predominantly examine immediate effectiveness 
(measured by typical accounting measures) of service businesses, but fail to 
explore other potential benefits, such as growth opportunities and resilience 
during economic recession. This myopic view has resulted in a deficient 
understanding and interpretation of servitization both theoretically and 
practically. 
Second, the gravely overlooked economic properties in the software 
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industry deserve better scrutiny as most extant studies tend to focus on 
traditional manufacturers (Fang et al. 2008; Visnjic and Van Looy 2013). 
Unlike industrial goods, software products distinguish itself in zero-marginal 
costs, unlimited production capacity, and high switching costs (Shapiro and 
Varian 1998). Capitalizing on the high switching cost, service businesses 
could not only extract higher profits from the locked-in customer base, but 
also further entrench them by building specific customer relationships. 
Ironically, this is a double-edged sword as the potential to be locked-in and 
exploited might deter potential customers from actual purchases. In addition, 
the benefits of non-capacity constraint are gradually eroded with the increase 
in service businesses, for which customized service offerings are typically 
labor-intensive and time-consuming. Hence, the failure to capture these unique 
influences in the software industry would result in erroneous conclusions 
about the performance implications of servitization.  
Third, extant research about servitization does not shed light on the stark 
mismatch between academic findings and observed industrial trends. 
Academically, researchers have forewarned the difficulty in achieving higher 
returns (Neely 2008; Visnjic and Van Looy 2013), but globally, software firms 
have continued to embark on service businesses steadily in the past years. This 
relentless pursuit of service businesses by software firms is baffling if not 
disconcerting. We underscore that the ―volatility‖ of the software industry, 
characterized by high failure rate (Li et al. 2010), may be elucidating. 
Anecdotal evidences (Potts 1988; Wise and Baumgartner 1999) suggest that 
service businesses may provide product firms with a stable revenue stream to 
reduce their vulnerability. Hence, it is critical and worthwhile to empirically 
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investigate whether service businesses do confer software firms with more 
resilience. 
To address the aforementioned research gaps, our study seeks to unravel 
the value of service businesses in the software industry. In essence, our 
research questions are: 
(1) How do service businesses influence firms‟ growth prospects in 
the software industry? 
(2) Do software firms with larger service revenue ratio 
become more resilient during economy recessions? 
To answer these research questions, we delineate the effects of service 
businesses through the theoretical lens of economics of digital goods (Chen 
and Hitt 2002; Eisenmann et al. 2006; Shapiro and Varian 1998). We 
hypothesize that service businesses in software firms may positively 
influences firms‘ resilience during economic recessions at the expense of 
growth prospects. Empirically, we test our hypotheses by analyzing the 
prepackaged software industry (SIC code 7372) from 2000 to 2012. Our 
analysis reveals a number of noteworthy findings. First, although we do not 
observe any significant effect of the service businesses on software firms‘ 
profitability, we find that firms with larger service revenue ratio have lower 
Tobin‘s Q and poorer analyst recommendation, both of which indicate lower 
growth prospect of the focal firm. Specifically, an increase of 1% in service 
revenue ratio decreases Tobin‘s Q by approximately 0.82% and aggravates 
analyst recommendation by 0.25%. Second, our analysis establishes that 
software firms become more resilient (less decrease in Tobin‘s Q) by focusing 
on service businesses during economic recessions. Our findings are robust to 
10 
 
instrumental variable estimation methods, further analyses for additional 
evidences, falsification tests, cross-industry analyses and balanced panel tests. 
Our study also contributes to theoretical enhancements. First, drawing on 
the economic properties of digital goods, we enrich the literature with new 
insightful explanations of existing empirics about how service businesses 
affect firm performances in the software industry. Second, we advance the 
current discourse on the influences of servitization beyond immediate impact, 
to embrace a more holistic assessment of both contemporary performance and 
growth prospect. Third, our novel examination of resilience challenges past 
emphasis on sole profitability to accentuate the vital role of service business in 
view of the volatility of the software industry in turbulent times. Fourth, our 
study answers to Bardhan et al. (2010) and Rai and Sambamurthy (2006)‘s 
call for research on IT service management by illuminating the business value 
of software service from the vendor‘s perspective.  
2.2 LITERATURE REVIEW 
2.2.1 Impacts of Servitization on Manufacturing Firms 
The global economy is shifting from product manufacturing to service 
offering. Service businesses account for more than 75% of the labor force in 
the United States and the United Kingdom, as well as 50% of the labor force 
in Brazil, Russia, Japan, and Germany (Han et al. 2013; Rai and Sambamurthy 
2006). One important driver for this unparalleled growth in service sector is 
―servitization‖, which is first coined by Vandermerwe and Rada (1989) to 
describe the tendency in traditional manufacturing firms to ―offer fuller market 
packages or bundles of customer-focused combinations of goods, services, 
support, and knowledge‖. For manufacturing firms in a mature industry, where 
11 
 
products are commoditized and suffer from increasing pricing pressure, 
―service‖ can generate a new stream of revenue (Potts 1988; Vandermerwe 
and Rada 1989). This trend has prompted researchers to investigate service 
expansion (Han et al. 2013; Rai and Sambamurthy 2006), service integration 
with product businesses (Oliva and Kallenberg 2003; Sawhney 2003), and 
service management (Fitzsimmons 2005; Kim et al. 2007; Sampson 2001). 
Affirming this business shift toward service, Spohrer and Maglio (2008) 
promulgate the prospect of service science. 
Despite its importance, there is a paucity of empirical studies that examine 
the pervading servitization transition on manufacturing firms‘ performances 
(Dotzel et al. 2013; Fang et al. 2008; Neely 2008; Suarez et al. 2013; Visnjic 
and Van Looy 2013). Neely (2008) identifies the service businesses of 
manufacturing firms based on their business descriptions and finds that 
although ―servitized‖ firms generate higher revenues, they tend to generate 
lower net profits than pure manufacturing firms. Also, Fang et al. (2008) find 
that the impact of a firm‘s transition to service businesses on firm value 
remains relatively flat until the service revenue ratio reaches a threshold of 
about 20% to 30%, after which service businesses have a positive effect. They 
rationalize that the positive effect from resources spillover and customer 
loyalty exceeds the negative effect from a loss of strategic focus and internal 
conflict only when service intensity increases beyond a certain level. 
Additionally, Suarez et al. (2013) find that service businesses start to have a 
positive marginal effect on firms‘ overall profits only when service businesses 
reach a majority of a product firm‘s sales. Nevertheless, Visnjic and Van Looy 
(2013) find a more complex relationship between the scale of service and 
12 
 
profitability: while initial effect from service businesses is positive in 
increasing profitability, the effect becomes negative and then turn to positive 
again. 
Noteworthy, in its nascent stage of research, two limitations plagued the 
above empirical works. First, extant work focuses almost exclusively on 
traditional manufacturing industries as their sample firms, and without 
accounting for the unique characteristics (e.g., zero-marginal cost, switching 
cost and volatility) underscoring software firms, the discourse on servitization 
remains superficial. Second, more importantly, the predominant emphasis on 
immediate effectiveness of servitization has resulted in an incomplete picture 
of the true value of servitization. 
2.2.2 IT Services and Firm Performance 
Unlike aforementioned studies on servitization that are scarce and 
overlook the software industry, there are relatively more studies attempting to 
assess the business value of IT services from the clients‘ perspectives, which 
is different from the vendor‘s perspective in the present study. For example, 
some have investigated the impacts of enterprise system implementation 
services on clients, such as organizational changes (Bala and Venkatesh 2013; 
Volkoff et al. 2007), performance improvements (Gattiker and Goodhue 2005; 
Kauffman et al. 2010) or market reactions (Kalaignanam et al. 2013; Mani et 
al. 2013). 
Recently, some researchers have also explored other values of IT services 
to the clients such as service quality and user‘s attitude. For example, Benlian 
et al. (2011) develop and test specific instruments to better understand the 
strengths and weaknesses of SaaS solutions. Tan et al. (2013) study e-
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government service and find that both service content functions and delivery 
dimensions significantly influence the eventual service quality. Susarla et al. 
(2003) develop and empirically test a conceptual model of satisfaction with 
application service provider. Through the lens of social capital theory, Sun et 
al. (2012) also examine the antecedents of user satisfaction with IT service. 
Turel et al. (2008) examine the effects from justice and trust on user 
acceptance of online merchant‘s e-customer services whereas Zhou et al. 
(2012) investigate the online social virtual world services to conclude that 
affective commitment and calculative commitment affect customers' continued 
use. 
Despite these interesting insights on IT services, two limitations prevail. 
First, previous studies predominately focus on the clients‘ perspectives to 
investigate the performance of IT service. This probably triggers a maiden 
attempt to draw on theoretical models (but not empirical works) to help 
understand the potential performance implications of IT service vendors (Chen 
and Wu 2012; Demirkan et al. 2010). Without empirical validation, a 
comprehensive understanding of the business value of IT services from the 
vendor‘s perspective continues to be amiss. Second, the majority of prior 
works employs subjective rather than objective measurements to study IT 
service. Ramachandran and Gopal (2010) have emphatically pinpointed that 
subjective measures of IT service performance is biased due to the complex 
and intangible nature of IT service. In sum, our study seeks to address these 
critical gaps and answer to recent calls to examine the increasing importance 
of service businesses in IT industry (Bardhan et al. 2010; Cusumano 2008; 
Han et al. 2013).  
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2.3 HYPOTHESES DEVELOPMENT 
To unravel the effects of service businesses on software firms‘ 
performances, we tease apart the production and demand perspectives of 
service characteristics to better understand how capacity constraints and 
switching costs might be influential. Considering the unique features of 
software products, we argue that growth prospects of software firms could be 
hurt and sacrificed through two mechanisms: (i) high switching costs (from 
the demand perspective) and (ii) zero variable costs (from the software 
production‘s perspective). 
From the demand perspective (i.e., clients‘ perspective), the implication of 
a higher emphasis on service businesses is that a software firm leverages more 
on the installed base to earn profits. Hence, they may charge higher prices 
through consultation or implementation services; or they may update product 
versions frequently to induce more revenue from employee training and 
customer support. However, these higher ―service revenues‖ constitute costs 
burdens once corporate clients have been locked-in. The refusal to be 
exploited by the focal software vendor, if at all, will demand a much more 
arduous effort by software firms to market themselves or an initial price 
markdown so as to overcome skepticism and lure customers (Lee et al. 2001). 
Thus, the potential market growth would decrease for software firms with 
higher existing revenue from service than from product businesses, thereby 
negatively affecting growth prospects.  
From the production‘s perspective, software products and services differ 
substantially in terms of cost structure. For software products, fixed costs 
predominate in the initial stage of research and development, and marginal 
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cost in subsequent production is negligible (Shapiro and Varian 1998). Free of 
capacity constraints, software firms can fulfill market demand promptly as 
long as the software product is enticing. As a result, software products boast of 
the strongest economies of scale. In contrast, service businesses, such as 
strategic consulting, technical support or professional service and the alike are 
―labor intensive‖ business models in the software industry. For example, IT 
consultation service requires thorough on-site examinations and frequent 
customer interactions, consuming much time and labor. In accounting terms, 
service businesses are delivered with high variable costs, which eradicate the 
potential economies of scale of traditional software business that sells only 
software products. Moreover, the outputs of service businesses are typically 
customized IT solutions, rather than standard programs codes. Therefore, it 
adds another layer of complexity and uncertainty for software vendors to 
provide services to a large number of corporate clients (Nambisan 2001). 
Consequently, service-oriented software firms will be less than optimistic for 
growth prospect.  
In sum, both the demand perspective (i.e., clients‘ fear of lock-in and 
reliance on installed base) and production‘s perspective (i.e., smaller 
economies of scale coupled with more complexity and uncertainty) point to 
more negative growth prospects for software firms with higher service revenue. 
Hence, we propose that 
H1: Software firms with more emphasis on service businesses are 
associated with worse growth prospect. 
The increased emphasis on service businesses may confer software firms 
with better stability in terms of revenue stream. According to the literature 
16 
 
(Potts 1988; Wise and Baumgartner 1999), service businesses provide product 
firms with a more stable source of revenue than products. To illustrate, in 
software firms, service businesses such as maintenance and support help 
prolong the life of the software products and extend their stream of revenues. 
In addition, service businesses such as implementation, training and support 
services often entrench customers further by spending more relationship 
specific investments. Furthermore, other IT professional services like strategic 
consulting or outsourcing are often awarded long-term contracts (Chen and 
Bharadwaj 2009), which guarantee a smooth and steady revenue. As claimed 
by Craig Guarente, the previous global vice president of Oracle, ―Support 
(service) is the Holy Grail for Oracle…Everything they do is geared toward 
protecting that revenue‖.10 Existing literature (Anderson et al. 1997) also hints 
that service businesses, which offer customization through product 
differentiation, often reduce customers‘ price elasticity and become attractive 
in retaining customers to firms to survive in a hypercompetitive environment. 
The benefits in installed base reinforcement are especially critical during 
periods of economic distress, when product revenue tends to decrease 
dramatically due to reduction in IT budget (Dos Santos et al. 2012). For 
instance, IBM, which owns a significant proportion of service business, 
manages to become one of the world‘s top brands despite the recession.11 In 
sum, service-oriented software firms might be better shielded than product-
oriented software firms in a turbulent economic environment during recessions. 
We conjecture that  
H2: The negative impact from economic recessions on growth prospect 





  https://www-304.ibm.com/connections/blogs/IBMBPweb2.0/entry/ 
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is smaller for software firms with more emphasis on service business. 
2.4 DATA AND MEASURES 
2.4.1 Sample 
We examine the prepackaged software industry (with SIC code 7372) from 
2000 to 2012 and assemble our dataset from several sources. First, we 
manually collect firm-level service revenue directly from 10-K annual reports. 
Typically, software firms break down their revenues into product and service 
businesses (Han et al. 2013; Suarez et al. 2013) under the Table ―Results of 
Operation‖ in the section of ―Management‘s Discussion and Analysis of 
Financial Condition and Results of Operations‖ (Item 7) or under the Table 
―Consolidated Statements of Income‖ in the section of ―Financial Statement 
and Supplementary Data‖ (Item 8). 
Next, we obtain other publicly available financial data (e.g. revenue, cost 
of goods or R&D expense) of software firms from COMPUSTAT/CRSP 
merged database. After which, following prior literature (Benner and 
Ranganathan 2012; Benner and Ranganathan 2013), analyst recommendation 
and earning forecast information are collected from Institutional Brokers‘ 
Estimate System (I/B/E/S). Finally, we merge the collected data from all 
sources to obtain our final sample of 325 firms with 1564 firm-year 
observations for our main model. 
2.4.2 Model and Variables 
Dependent Variables 
In Hypothesis 1 and 2, the dependent variable is growth prospect and we 
measure it through Tobin‘s Q and mean analyst recommendation. Tobin‟s Q 
measures a firm‘s market value relative to its book value and captures the 
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growth prospect of a firm. The literature in finance and accounting has 
validated Tobin‟s Q to be forward looking and risk adjusted, and embodies 
multiple performances and is less likely to be manipulated by managers as 
compared to other measures (Fang et al. 2008; MacKinlay 1997). Furthermore, 
Tobin‟s Q overcomes the limitations of accounting-based measures by 
capturing firms‘ intangible assets (Brush et al. 2000), which are especially 
critical in the software industry. Thus, in our context, Tobin‟s Q is an 
appropriate measurement to explore how service businesses influence software 
firms‘ competitive health and capacity for future performance (Bharadwaj et al. 
1999). 
Tobin‟s Q: Following prior literature (Dotzel et al. 2013; Fang et al. 2008), 
we calculate Tobin‘s Q according to Chung and Pruitt (1994)‘s method shown 







   (2.1) 
MVE = closing price in the fiscal year × number of common shares 
outstanding, 
PS = liquidation value of outstanding preferred stock, 
DEBT = current liabilities – current assets + book value of inventories + 
long-term debt, 
AT = the book value of total assets. 
Mean analyst recommendation (Mean Recomm.): Similar to Tobin‟s Q, 
recommendation from security analysts is another measure of firm‘s growth 
prospect widely used in practice and in the finance literature (Barber et al. 
2001; Howe et al. 2009). By definition, analyst recommendation means the 
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expected gain in stock prices. It is common in finance literature that assumes 
the current stock price fully reflects the current value of the focal firm. Under 
this assumption, the analyst recommendation is an indicator of expected 
growth in firm value. Past literature has suggested that analyst 
recommendation is a critical metric to assess a firm‘s future prospects (Benner 
2010; Benner and Ranganathan 2012; Benner and Ranganathan 2013). 
According to the I/B/E/S database, the analyst recommendation variable is 
coded as follows: 1=―strong buy‖, 2=―buy‖, 3=―hold‖, 4=―underperform‖, 
5=―sell‖. Noteworthy, a higher value in the recommendation indicates a more 
negative assessment from security analysts. We construct the variable of mean 
analyst recommendation (Mean Recomm.) following prior literature (Benner 
2010; Benner and Ranganathan 2012): Specifically, we compute the variable 
as the average monthly consensus recommendations for a firm during a fiscal 
year. For robustness checks, we also construct the adjusted mean 
recommendation (AdMean Recomm.) using weighted average of monthly 
consensus recommendations by number of recommendations in each month.  
Independent Variables 
Service Ratio: To capture a software firm‘s emphasis on service businesses, 
we construct our main independent variable – Service Ratio, which is the ratio 
of service revenue on the total revenue for a firm during one fiscal year. The 
same variable has been applied in the literature (Han et al. 2013; Suarez et al. 
2013). An increasing service ratio indicates that the focal software firm rely 
more on service businesses to generate revenue, which appropriately measures 
a firm‘s strategic orientation towards servitization. 
Recession: To test our third hypothesis, we construct a dummy variable to 
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indicate the period of economic recession in the US. According to the National 
Bureau of Economic Research (NBER), there are two economic recessions 
during our sample period.
12
 The first is from March 2001 to November 2001 
and the second lasts from December 2007 to June 2009. However, 2001 
experiences a relatively short recession and the annual GDP growth rate is 
positive (1.1%).
13
 Therefore, we code Recession as ―1‖ if the fiscal year is 
2008 or 2009, and ―0‖ otherwise.  
Control Variables 
To mitigate plausible alternative explanations, we also control for other 
firm-specific factors that might influence our dependent variables based on 
previous literature (Benner and Ranganathan 2012; Mithas et al. 2012; Suarez 
et al. 2013). The variable Revenue is the annual total revenue of a firm, which 
accounts for firm size and resources. The variable Growth Rate is the rate of 
growth of a firm‘s yearly revenue with respect to the previous year. We 
calculate it as a firm‘s current revenue minus its last year‘s revenue, divided 
by the last year‘s revenue. We also construct the variable long-term debt-
equity ratio (Debt Ratio), which reflects the ownership structure and might 
affect a firm‘s strategic movement. The variable No. of Recomm. is the 
number of recommendations covering a firm during a fiscal year, which is a 
proxy for firm visibility in stock market (Xu and Zhang 2013). We include 
Operating Income to control firms‘ operational health. RD Intensity is 
included to measure the extent to which software firms invest in innovation 
activities. We calculate it as the R&D expenditure per employee (Bardhan et 
al. 2013; Mithas et al. 2012). We use the log transformation of some variables 







to adjust for the right-skewed distribution (e.g., Revenue, No. of Recomm.). 
We also include year dummies to control for time-specific variations. The data 
description is presented in Table 2-1.  
-Table 2-1- 
Our formal panel model specifications are provided in Equation (2.2), in 
which i denotes firm and t denotes focal year; αi represents firm-specific effect 
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(2.2) 
The dependent variable is Tobin‘s Q (or mean analyst recommendation). 
In H1, we only include the main variable Service Ratio and expect the 
coefficient of β1 to be negative and significant. When testing H2, the model 
includes Recession and its interaction term with Service Ratio. We expect β2 to 
be negative and significant while β3 to be positive and significant. 
2.5 RESULTS AND DISCUSSION 
2.5.1 Main Results 
Before formally testing our hypotheses, we first assess the impact of 
service businesses on software firms‘ contemporary profitability. The results 
are shown in Table 2-2. We first employ Operating Margin as the focal 
measurement for profitability and estimate a fixed-effect (FE) model in Model 
(1) since Hausman test suggests that FE model is preferred to better control 
unobserved time-invariant firm-specific heterogeneity (Wooldridge 2002). 
The coefficient of Service Ratio is positive, but it is not statistically significant. 
This result is consistent with the literature that examines manufacturing 
industries (Visnjic and Van Looy 2013). The documented ―servitization 
paradox‖ (Neely 2008; Visnjic and Van Looy 2013) is also applicable to 
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software firms, which fail to reap the espoused higher profit margins from 
service businesses (Reinartz and Ulaga 2008; Ulaga and Reinartz 2011).
14
 To 
corroborate our findings, we use ROA (Model (2)) and ROE (Model (3)) as the 
alternative measures for profitability and the results are consistent.
 15
 Thus, we 
fail to find a significant effect of service ration on software firms‘ profitability.  
-Table 2-2- 
The results of Hypothesis 1 around growth prospect are reported in Table 
2-3. In Models (1) and (2), we use Tobin‟s Q to measure the growth prospect. 
The results are consistent across FE and RE models while FE model is 
suggested by Hausman test (Wooldridge 2002). The coefficient of Service 
Ratio is negative and significant (p<0.05), which indicates that the increased 
emphasis on service businesses would correlate with a lower Tobin‟s Q for 
software firms. Specifically, an increase of 1% in the service revenue ratio 
would evaporate almost 0.82% Tobin‟s Q. For control variables, we observe 
that both ROA and Growth Rate have positive relationships with Tobin‟s Q, 
which suggests that stock market rewards those firms with higher profitability 
and proven track record of growth rate. This result is consistent when growth 
prospect is operationalized by the mean analyst recommendation (Mean 
Recomm.) in Models (3) and (4). The coefficient of Service Ratio is again 
positive and highly significant (p<0.01). It suggests that when software firms 
emphasize more on service businesses, analyst recommendation towards the 
focal firms become more negative (Note: Aforementioned, a higher value in 
                                                             
14
 Servitization paradox: ―Contrary to general expectation, recent studies pinpoint 
implementation hurdles that lead to a potential performance decline, the so-called 
‗servitization paradox‘‖ (Visnjic and Van Looy 2013). ―It appears more difficult for firms to 
make incremental profits by adding services than might be expected.‖ (Neely 2008) 
15
 According to the Hausman tests, we only report results from FE model in model (3) and (4) 
while the results are qualitatively consistent across FE and RE models. 
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the recommendation indicates a more negative assessment from security 
analysts). Here we interpret our results based on RE model in model (4), since 
Hausman test suggests RE model in consideration of consistency and 
efficiency (Wooldridge 2002). Particularly, the mean recommendation for a 
firm in a given year would increase approximately 0.25% if the firm increases 
its service revenue ratio by 1%. The results are robust when weighted mean 
analyst recommendation (AdMean Recomm.) is used in Models (5) and (6). 
Other control variables are qualitatively consistent across Model (3) to Model 
(6). Hence, Hypothesis 1 is supported.  
-Table 2-3- 
The results for Hypothesis 2 are presented in Table 2-4. Unlike earlier 
models, we added Recession to capture the impact from economic recessions. 
We also include an interaction term Service×Recession between service ratio 
and recession to investigate whether software firms with higher service ratio 
are less affected by the economic recessions because of their entrenched 
customer bases. First, in Model (1) to (2), Tobin‟s Q is the measure for growth 
prospect. As hypothesized, the variable Recession in FE Model (1) (which is 
the suggested model from Hausman test) has a negative and significant 
(p<0.01) effect on Tobin‟s Q. It suggests that during economic recessions, the 
Tobin‟s Q of software firms would decrease 0.72 on average. Moreover, the 
interaction term (Service×Recession) is positive and significant (p<0.05), 
implying that a software firm with more emphasis on service business would 
be less affected by the economic recessions.  
To further test the sensitivity of the results for H2, we construct a variable 
Oriented following prior literature (Suarez et al. 2013) to separate our sample 
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firms into product-oriented firms and service-oriented firms. The dummy 
variable Oriented is coded as ―1‖ if the Service Ratio exceeds the median 
value (=0.497) in our sample, and ―0‖ otherwise. Then, we replace Service 
Ratio and Service×Recession by Oriented and Oriented×Recession to 
reexamine H2. The results are shown in Models (3) and (4) and consistent 
with those in Models (1) and (2). In particular, we observe that service-
oriented software firms would experience a 0.11 decrease in Tobin‟s Q, a 
value that is much smaller than 0.57 decrease experienced by product-oriented 
firms. This result provides empirical evidences to support our argument that 
the benefits from service businesses in customer entrenchment and value 
appropriation might make software firms more resilient during economic 
downturns. 
-Table 2-4- 
When we use mean analyst recommendation to measure the growth 
prospect, the sign of coefficients of Recession and Service Ratio in Model (6) 
is statistically significant and consistent with results in Model (1). These two 
signs are consistent because higher analysts‘ rating implies worse 
recommendation. The sign of the interaction term (Service Ratio×Recession) 
in Model (6) is consistent with that in Model (1) but it is statistically 
insignificant. A plausible explanation for the insignificant interaction term 
could be the unprecedented uncertainty during this period. Statistically, we can 
observe that the standard error of the coefficient of Recession and the 
interaction term almost doubles that of the coefficient of Service Ratio in 
Model (6). Quite a number of prestigious economists provided similar 
comments. For example, Nobel Prize winner Paul Samuelson commented 
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―What we know about the global financial crisis is that we don't know very 
much.‖16 Financial crisis expert Nouriel Roubini stated “The global financial 
crisis - missed by most analysts - shows that most forecasters are poor at 
pricing in economic/financial risks (Reuters, January 28, 2009)‖. As a 
consequence, the analysts‘ ratings would be less informative and more volatile 
during the financial crisis due to various psychological and financial factors 
beyond the scope of this paper. This will lead to larger standard errors of the 
estimated coefficients in Model (6) and that plausibly explains why we do not 
observe significant results when analyst recommendation is the dependent 
variable. In essence, when Tobin‟s Q is the dependent variable, Hypothesis 2 
is supported.  
2.5.2 Instrumental Variable Estimator 
Although our main analysis uses FE and RE models to deal with the 
unobserved time-invariant firm heterogeneity, there may be some concerns 
over potential endogeneity issues between our key independent variable 
Service Ratio and firms‘ growth prospect. The endogeneity issue might stem 
from potential self-selection process for firms‘ service strategy. In other words, 
the extent to which software firms rely on service businesses might correlate 
with some firm-specific (time-variant) resources that we cannot observe 
perfectly. The standard econometrics method to alleviate this concern is to 
employ instrumental variable estimator (Cragg and Donald 1993). Specifically, 
we adopt two sets of instrumental variables (IV) to strengthen the internal 
validity of our findings from H1. The first set of instrumental variables shown 
below are borrowed from prior literature (Suarez et al. 2013) that analyze 






similar independent variables.  
(IV1) The variable IV_Empit: the total number of employees in all other 
firms except firm i in year t; (IV2) The variable IV_EmpMit: the average 
number of employees of other firms except firm i in year t; (IV3) The variable 
IV_Revenueit: the aggregate revenues of all other firms in year t, excluding 
firm i; (IV4) The variable IV_RevenueMit, the average revenues of all other 
firm in year t, excluding firm i.
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The above instruments are appropriate due to the following reasons. First, 
the growth prospect of a software firm is primarily based on its business 
model and operating performances. Yet, our dependent variables are not 
directly influenced by operating situations of other firms, especially when 
ROA is included to control market competition. Second, a software firm would 
react to its competitor‘s performances by changing the revenue mix, or service 
capabilities to maintain competitive advantages. For instance, many product 
firms have bought service companies to gain service capacity in reaction to 
competitors‘ earlier movements (Suarez et al. 2013). In other words, a 
software firm‘s strategic emphasis between product and service is possibly 
influenced by operating situations of competing firms while the residual term 
of our baseline regression may not be correlated with the IVs. The approach in 
constructing IV from competitors‘ management actions has been commonly 
used in other firm-level studies (Berry et al. 1995; Kleis et al. 2012; Nevo 
2001). 
In addition to the above four IVs, we also propose a 5
th
 IV based on 
earning surprise of analyst estimations (Brown 2001; Kasznik and Lev 1995). 
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 We also take log of these instrument variables in analysis. 
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Specifically, we define earning surprise as the actual reported earnings minus 
the analyst forecast before the earning announcements.  
(IV5) The variable IV_SumESit: the sum of earning surprises for firm i in 
year t. 
_ _ _ ,Earning Surprise Actual EPS Estimated EPS   (2.3) 
We assert that earnings surprise is a strong IV in our study because by 
construction, earnings surprise is unanticipated by stock market participants 
and is uncorrelated with all dependent variables: Tobin‘s Q and analyst 
recommendation. At the same time, earnings surprise is still part of the total 
earnings per share, and hence will be affected by any firm decisions, including 
the service revenue ratio. Therefore, earning surprise meets the requirement of 
IV approach and could be a valid IV for our analysis.  
-Table 2-5- 
Results of our IV analysis are reported in Table 2-5. In the first-stage 
regression, the instrumental variables are jointly significant (F=3.04, P 
value=0.011) after controlling for other regressors, which indicates that our 
instruments provide additional information to identify the endogenous variable 
– Service Ratio. With more instruments than endogenous variables, we can 
conduct over-identification test (Hansen J-statistic) to ensure that our IVs are 
uncorrelated with the residual term. Under the null hypothesis of this test, IVs 
are uncorrelated with the error term and the exclusion restrictions are correct 
(Wooldridge 2002). As illustrated in the last row of Table 2-5, none of these 
over-identification tests is statistically significant at the 0.1 level. Thus, the 
null hypothesis, instruments are valid, are not rejected. Table 2-5 also reports 
the results from the second-stage regression. Service Ratio remains significant 
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and qualitatively consistent across different measurements and model 
specifications across Model (1) to (6). Overall, our findings in H1 are robust 
using instrumental variable estimator. 
2.5.3 Further Analyses 
Service Businesses and Growth Rate 
We conduct several additional analyses to corroborate our hypotheses.
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First, as argued in our hypothesis development, the increased emphasis on 
service businesses may increase the lock-in effects and reduce the economies 
of scale at the firm level. Both factors lead to poorer growth prospect 
(expected growth rate). Hence, we examine the relationship between the 
software firms‘ Service Ratio and realized Growth Rate. The result is shown in 
Model (1) of Table 2-6: the coefficient of Service Ratio is negative and 
significant at the 0.01 level. Specifically, 1% increase in Service Ratio is 
associated with a nearly 0.63% decrease in the Growth Rate of yearly revenue.  
Next, we examine the relationship between Service Ratio and Revenue per 
Employee, a straightforward indicator of labor productivity. When a software 
firm increases more service offerings, more employees are required to 
generate revenue from labor-intensive tasks such as integration and consulting 
(Mehra et al. 2010). Hence, the Revenue per Employee is expected to decrease 
with the increase in Service Ratio. As shown in Model (2) of Table 2-6, an 
increase of 1% increase in service revenue ratio is negatively associated with a 
decrease of nearly 0.39 million in revenue per employee. These findings 
support our theoretical argument and provide further evidences that software 
service business is relatively more ―labor intensive‖, eliminating the zero 
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variable cost property and unlimited production capacity of software products. 
R&D is the key driver of the revenue growth in software business. In 
addition to examining the organic growth of the total revenue, we examine the 
relationship between the growth rate of R&D expenditure and the service 
revenue ratio. We are interested in whether service firms‘ slowed growth rate 
results from less aggressive innovation activities. As discussed, service-
oriented software firms mainly work on projects customized for a particular 
client and are more asset specific (Nambisan 2001). Due to service‘s special 
features of co-production with customers (i.e., heterogeneity and perishability), 
R&D investment is less effective for service development than new product 
development (Nijssen et al. 2006). Hence, we expect software firms with 
higher emphasis on service businesses to gradually reduce their expenditure on 
R&D activities. Our test is shown in Model (3) in Table 2-6. The Service Ratio 
is negatively associated with the growth rate of R&D spending:
19
 1% increase 
in Service Ratio is associated with 0.35% decrease in R&D Growth Rate. This 
result illustrates that with the growing emphasis on service, a software firm is 
less likely to increase R&D spending. The implications are twofold: on one 
hand, the future benefits from R&D investments such as new users‘ 
acquisition and new markets penetration from innovative software decrease, 
which negatively influence growth prospect. On the other hand, being more 
cautious in R&D investments also reduces the risks for unsuccessful projects 
or long-term projects that might not recover returns in a short period, thus 
making firms more stable and resilient (Shi 2003).  
-Table 2-6- 
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Some skeptics might argue that all our hypotheses would still hold if we 
were to replace ―service revenue ratio‖ with ―product revenue‖, and hence, our 
results are not really attributed to the effects of service businesses. Instead, 
they wonder whether our findings stem from the ―product revenue‖ effect 
rather than the ―service revenue ratio‖ effect. To rule out this alternative 
explanation, product revenue (Product Revenue) could be a good proxy 
variable for the falsification test in our study. We conduct two more 
robustness checks and the results are reported in Table 2-7.
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In Models (1) and (3) of Table 2-7, we replace ―Service Ratio‖ by 
―Product Revenue‖ as the main independent variable. Similar to the main 
results, the coefficients are significant in models of H1. Besides, the values of 
R
2
 have become smaller, implying ―Product Revenue‖ demonstrates less 
explanatory power than ―Service Ratio‖. In Models (2), (4) and (5) of Table 2-
7, we include both ―Service Ratio‖ and ―Product Revenue‖. Results show that 
the estimations of ―Service Ratio‖ (H1 and H2) are consistent with our main 
results and more statistically significant (in terms of p-value) than ―Product 
Revenue‖. Therefore, we are confident that our main findings cannot be solely 
attributed to the variations in ―product revenue‖. Instead, service businesses 
give rise to our main results. 
-Table 2-7- 
We also conducted robustness checks to exclude the potential survival bias 
in our analysis because of the frequent ―entry‖ or ―exit‖ in software industry. 
We follow the literature (Olley and Pakes 1996) to construct a balanced panel 
                                                             
20
 Our results are robust across FE and RE while we report suggested models here according 
to Hausman test. 
31 
 
to alleviate this concern. As presented in Table 2-7, the analysis across H1 
(Model (6) and Model (7)) and H2 (Model (8)) are consistent with main 
results. These results imply the entry and exit of software firms do not smear 
the results of our analysis and the survival bias is not a critical threat to the 
validity of our findings. 
Granger Causality 
To further establish the causality for the results of H1, we conduct the 
Granger test, employing the recently developed econometric method for panel 
data (Dumitrescu and Hurlin 2012). In essence, Granger test is a statistical 
hypothesis test for determining whether one time series is useful in forecasting 
another and provides useful evidences about true causation (Hamilton 1994). 
We conduct an autoregressive model with firm-specific effect αi for a software 
firm‘s Tobin‟s Q or analyst recommendation, using Service Ratio as the 
predictor. We then compute the average of Wald statistics for granger 
causality test. The results are significant for both dependent variables (p-
value<0.05), which alleviate the concern for reverse causality or simultaneous 
issue and suggests that software firms‘ Service Ratio has a significant 
temporal-based causal relationship with Tobin‟s Q and analyst 
recommendation.  
Cross-industry Analysis 
We also corroborate our theoretical arguments through replication analyses 
on manufacturing industries. Noteworthy, we earlier underscore the vital 
differences between the software industry and manufacturing industry, and 
hence we expect the observed effects of service businesses in the software 
industry to vanish in manufacturing industry for two reasons. First, 
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manufacturing firms usually input substantial raw materials in marginal 
production. Thus, labor and time costs associated with service businesses 
would not significantly increase firms‘ marginal cost and thus affect 
economies of scale. Second, switching cost is not evident for most traditional 
manufacturing goods (Brush et al. 2012; Klemperer 1995). Therefore, 
increasing service businesses would not be viewed by markets as a signal to 
exploit existing customer base. 
We investigate U.S. publicly traded manufacturing firms with primary 
SIC codes from 28 to 39 from 2000 to 2012 (i.e., the same period with our 
main analysis in software industry). Our sample covers a wide range of 
manufacturing industries, including chemical products, industrial machinery, 
electronic equipment, and transportation equipment. The data for service 
revenue comes from the COMPUSTAT Business Segment database, which 
provides firms‘ revenue for different business operating segments. We identify 
service revenue based on the description of these business segments and their 
respective SIC codes. Consistent with our conjecture, we do not observe 
significant effects from service revenue ratio on Tobin‟s Q and analyst 
recommendation for manufacturing firms under different model specifications. 
The results are displayed in Table 2-8.  
-Table 2-8- 
2.6 CONCLUSION 
2.6.1 Key Findings 
Our research objective is to investigate how service businesses may affect 
the growth prospect and resilience in the software industry. We use a large 
sample of 325 U.S. firms over a period of 13 years (2000-2012) to test our 
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hypotheses. Our findings affirm that software firms with larger service 
revenue ratio seem to have worse growth prospect in the eyes of stock market 
participants. Also, the realized revenue growth, R&D growth and revenue per 
employee are indeed lower among these firms. In essence, software services 
could impede firms‘ growth prospect and our H1 is supported. Our results also 
suggest that software firms with larger service revenue ratio may be more 
resilient during economic recessions. We find that service-oriented software 
firms experience less decrease in Tobin‘s Q and H2 is supported. 
2.6.2 Contributions 
Our study makes critical contributions to the current literature in several 
ways. First, we elucidate the value of service businesses in the software 
industry through conceptually teasing apart the production (capacity constraint) 
versus demand (switching cost) perspectives in influencing contemporary 
performance and growth prospect. Software firms are characterized by high 
switching costs (Klemperer 1995), salient network effects (Economides and 
Katsamakas 2006) and unique cost structures (Shapiro and Varian 1998), 
thereby rendering prior findings (based on manufacturing industry) that 
theorize from traditional views (Anderson et al. 1997; Reinartz and Ulaga 
2008) untenable. Although extant literature may have investigated some of the 
aforementioned characteristics independently, it is critical to investigate the 
concurrent effects (and hence competing influence) of product-side and 
demand-side on digital goods for strategic firms‘ decisions. Emphatically, 
theoretical enhancements emanate from our integration of new theories of 




Second, we advance the current discourse on the influences of servitization 
beyond immediate impact, to embrace a more holistic assessment of both 
contemporary performance and growth prospect. This helps overcome the 
deficient, if not distorted, understanding of service businesses in software 
industry. To our best knowledge, we are amongst the first to empirically 
examine the impact of service businesses on firm performance with market 
valuation metrics such as Tobin‘s Q and analyst recommendation. This adds to 
and enhances extant studies (Neely 2008; Suarez et al. 2013; Visnjic and Van 
Looy 2013) which predominantly employ operating performance measures, 
and are limited to examining the contemporary effect of service businesses. 
Indeed, recent studies (Benner 2010; Benner and Ranganathan 2013; Goetz et 
al. 2013) have concurred and perpetuated the use of stock market‘s signals to 
value the effectiveness of firm strategies. Apart from a more comprehensive 
view, we also invoke a provocative rethink to the debate around the role of 
stock market on managerial short-termism (Laverty 1996; Marginson and 
McAulay 2008; Narayanan 1985). Specifically, we provide empirical 
evidences to support the view that stock markets reward management 
decisions that are consistent with long-term value creation (i.e., future growth 
prospect) (Bushee 1998; Woolridge 1988; Woolridge and Snow 1990). 
Third, our novel, yet acute examination of resilience challenges past 
emphasis on sole profitability to accentuate the vital role of service in view of 
the volatility of the software industry in turbulent times. By doing so, we are 
enlightened about the seemingly mismatch between academic findings (i.e., 
difficulty in achieving higher returns) and observed industrial trends (i.e., 
relentless embarkation on service businesses). We concur with recent 
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empirical works (Suarez et al. 2013; Visnjic and Van Looy 2013) that 
challenge past anecdotal evidences (Vandermerwe and Rada 1989; Wise and 
Baumgartner 1999) which suggest service businesses directly contribute to 
higher profit margins. Instead, our study brings salient the economic resilience 
from entrenched installed base, which is especially essential for software firms 
that strive to survive a volatile (Li et al. 2010) and munificent (Ndofor et al. 
2013) industry. This in part helps rationalize the evident servitization trend in 
software industry (Cusumano 2008). In addition, our empirical validation 
contributes to the theory of organizational resilience (Carmeli and Markman 
2011; Ignatiadis and Nandhakumar 2006), which is dearth of empirical 
examinations. Apart from organizational structure (Staw et al. 1981) or slack 
resource (Vogus and Sutcliffe 2007), our study proffers another value-creation 
for resilience from the business model perspective (i.e., servitization). 
Fourth, our study unravels the value of service businesses from the 
vendors‘ perspective (as opposed to the clients‘ perspectives) and answers to 
Bardhan et al. (2010) and Rai and Sambamurthy (2006)‘s call for related 
research on IT service management. As extant studies on IT service mainly 
rely on theoretical models (Chen and Wu 2012; Economides and Katsamakas 
2006) or subjective measurements (Benlian et al. 2011), we contribute by 
being amongst the pioneering empirical studies (Han et al. 2013) to assemble a 
set of reliable measurements for software firms‘ emphasis on service 
businesses and further quantify the business value of software services from 
the vendors‘ perspective.  
Besides, our study also has important managerial implications. First, our 
results offer a more holistic understanding of the impacts of service businesses 
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to managers in publicly traded software firms. More precisely, the benefits of 
servitization include up-selling services to existing customers and the 
resilience of service-orientation during economic recession. Yet, these benefits 
come with a cost! The costs of service businesses include potentially poor 
growth prospect due to the lock-in effect and larger variable costs that may 
eliminate the economies of scale from zero-marginal-costs. The tradeoffs are 
for the top management to decide. 
Second, the double-edged sword of software service (i.e., better resilience 
versus worse growth prospect) has to be cautiously evaluated. Management 
has to contemplate seriously whether to jump onto the bandwagon of the 
servitization phenomena despite an overwhelmingly enthusiastic movement 
towards embracing it. Our study cautions against a mindless emulation, 
revealing a dark-side of servitization (i.e., weakening growth capability for 
digital goods industry). When a software firm attempts to leverage the existing 
installed base by expanding software services, it should be vigilant about the 
potential loss on shareholder wealth because of worsen growth prospect. 
Management should implement other remedies to alleviate this negative effect. 
2.6.3 Limitations and Future Research 
Despite our rigorous analyses and robustness checks, we acknowledge 
some limitations. First, we cannot assert absolute causality unless we conduct 
a natural experiment. This weakness is generic to all firm-level empirical 
studies by secondary data, though we make strenuous efforts to address 
endogeneity issues and potential confounding effects by instrumental variable 
estimator, complementary tests and alternative specifications. As Sundararajan 
et al. (2013) noted, the lack of a causal mechanism in research studies should 
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not preclude the usefulness and contribution of predictive modeling based on 
correlation solely. Second, we do not differentiate the revenues from different 
software services such as maintenance, consulting or implementation. Similar 
to other firm-level studies (Fang et al. 2008; Han et al. 2013; Litov et al. 2012), 
this restriction stems from the accounting disclosure practices of software 
firms. Hence, it is infeasible for us to quantify the performances for each type 
of service businesses.  
Our study also illuminates avenues for future research. One direction 
worthy of pursuit is to investigate the difference between public firms and 
private firms in servitization implementations. Compared with public firms, 
private firms are subjected to less external scrutiny but higher financing 
frictions (Gao et al. 2013). Hence, when increasing service businesses, 
managers in private software firms suffer less pressure from potentially 
negative market valuation. It would be interesting to observe whether the 
absence of potential agency conflicts (Ang et al. 2000) would free private 
firms to roll out more flexible servitization strategies. Another meaningful 
extension to this study is to investigate the role of service businesses through a 
contingency perspective (Kalaignanam et al. 2013). While this study focuses 
on the overall influence from servitization in software firms, service 
businesses might exhibit contingent effects when combined with other 
management actions that pursue product differentiation or cost leadership (Hill 
1988). For example, it is likely that services might facilitate performance 
turnaround (Ndofor et al. 2013) because of the benefits in customer 
entrenchment and firm resilience found in this study. Generally, we believe 




Table 2-1: Data description 
Variable Mean SD 5% 95% 1 2 3 4 5 6 7 8 9 10 11 
1.ROA -0.087 0.330 -0.656 0.171 
           
2.Tobin‘s Q 1.775 1.622 0.153 5.210 0.118** 
          
3.Mean Recomm. 2.194 0.527 1.271 3.000 -0.071* -0.158** 
         
4.AdMean Recomm. 2.192 0.536 1.250 3.000 -0.079** -0.161** 0.997** 
        
5.Service Ratio 0.482 0.244 0.077 0.900 0.057* -0.213** 0.048* 0.052* 
       
6.Revenue 4.717 1.502 2.530 7.266 0.450** 0.094** 0.106** 0.104** 0.037 
      
7.RD Intensity 42.691 28.675 7.723 84.561 -0.226** -0.072** 0.108** 0.107** -0.226** -0.048* 
     
8.Debt Ratio 0.053 0.126 0.000 0.326 0.055* -0.007 -0.004 -0.005 0.096** 0.196** -0.098** 
    
9.Growth Rate 0.150 0.578 -0.337 0.679 0.069** 0.299** -0.256** -0.257** -0.122** 0.044* -0.031 0.012 
   
10.Operating Income 0.065 0.703 -0.054 0.210 0.124** 0.020 -0.015 -0.015 -0.033 0.307** -0.016 0.083** -0.018 
  
11.Recession 0.112 0.316 0.000 1.000 0.116** -0.095 0.015 0.014 0.045* 0.114** -0.035 0.066** -0.062* 0.034 
 
12.No. of Recomm.  1.423 1.073 0.000 3.202 0.302** 0.142** 0.133** 0.132** -0.132** 0.642** -0.008 0.081** 0.076** 0.197** 0.091** 















    
Service Ratio 0.284 0.0197 -0.0681 
 (0.209) (0.0691) (0.108) 
Operating Income 0.307 0.119 0.100 
 (0.270) (0.0976) (0.0782) 
Debt Ratio 0.102 -0.0172 -0.284 
 (0.179) (0.0739) (0.238) 
Revenue 0.748* 0.0537** 0.0670* 
 (0.451) (0.0250) (0.0400) 
Growth Rate -0.0422 0.0589*** 0.0942*** 
 (0.0508) (0.0168) (0.0305) 
RD Intensity -0.00853*** -0.00319*** -0.00567*** 
 (0.00264) (0.000966) (0.00181) 
Constant -3.919 -0.205 -0.136 
 (2.472) (0.141) (0.279) 
  






Year Dummy included included included 
Obs 1,564 1,564 1,564 
R
2
 0.195 0.244 0.103 
Robust standard errors in parentheses 


























       
Service Ratio -0.815** -1.132*** 0.496*** 0.253*** 0.506*** 0.264*** 
 (0.412) (0.201) (0.160) (0.084) (0.164) (0.085) 
Operating Income -0.156 -0.023 -0.004 -0.027 -0.003 -0.026 
 (0.098) (0.078) (0.020) (0.029) (0.020) (0.030) 
ROA 1.241*** 0.480*** -0.301 -0.274*** -0.304 -0.289*** 
 (0.325) (0.143) (0.188) (0.077) (0.196) (0.078) 
Debt Ratio -0.254 -0.131 0.079 0.003 0.0796 0.002 
 (0.524) (0.311) (0.174) (0.131) (0.178) (0.133) 
Revenue  -0.164 0.035 0.139* 0.060** 0.136* 0.059** 
 (0.155) (0.048) (0.071) (0.025) (0.072) (0.026) 
Growth Rate 0.497*** 0.566*** -0.182*** -0.195*** -0.189*** -0.202*** 
 (0.161) (0.060) (0.043) (0.028) (0.044) (0.030) 
RD Intensity -0.004 -0.006*** 0.003 0.002*** 0.003* 0.002*** 
 (0.003) (0.002) (0.002) (0.001) (0.002) (0.001) 
No.of Recomm. -0.145* -0.004 0.066 0.078** 0.070 0.081** 
 (0.085) (0.054) (0.059) (0.032) (0.061) (0.033) 
Constant 3.254*** 2.245*** 0.891*** 1.361*** 0.893*** 1.353*** 
 (0.986) (0.308) (0.330) (0.140) (0.339) (0.143) 
    






Year Dummy included included included included included included 
Obs 1,564 1,564 1,167 1,167 1,167 1,167 
R
2
 0.226 0.206 0.206 0.199 0.202 0.196 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Recession -0.723*** -0.574** -0.575*** -0.455** 0.159 0.227** 
 (0.274) (0.288) (0.206) (0.184) (0.114) (0.106) 
Service×Recession 0.815** 0.699*   -0.140 -0.169 
 (0.369) (0.373)   (0.146) (0.141) 
Service Ratio -0.914** -1.215***   0.512*** 0.274*** 
 (0.424) (0.206)   (0.124) (0.086) 
Oriented×Recession   0.461*** 0.363**   
   (0.161) (0.142)   
Oriented   -0.217 -0.367***   
   (0.157) (0.121)   
Operating Income -0.158 -0.023 -0.165 -0.023 -0.004 -0.026 
 (0.097) (0.078) (0.105) (0.034) (0.051) (0.029) 
ROA 1.242*** 0.481*** 1.231*** 0.473 -0.301*** -0.273*** 
 (0.326) (0.143) (0.326) (0.301) (0.109) (0.077) 
Debt Ratio -0.247 -0.133 -0.261 -0.179 0.078 0.004 
 (0.520) (0.311) (0.514) (0.368) (0.162) (0.131) 
Revenue  -0.164 0.035 -0.152 0.0267 0.139** 0.060** 
 (0.151) (0.048) (0.146) (0.047) (0.055) (0.025) 
Growth Rate 0.497*** 0.566*** 0.513*** 0.588*** -0.182*** -0.195*** 
 (0.161) (0.060) (0.162) (0.132) (0.031) (0.028) 
RD Intensity  -0.003 -0.006*** -0.003 -0.005** 0.003** 0.002*** 
 (0.003) (0.002) (0.003) (0.002) (0.001) (0.001) 
No. of Recomm. -0.146* -0.005 -0.140* 0.015 0.064 0.076** 
 (0.086) (0.054) (0.085) (0.056) (0.042) (0.032) 
Constant 3.318*** 2.295*** 2.893*** 1.882*** 0.890*** 1.351*** 
 (0.974) (0.309) (0.872) (0.342) (0.264) (0.141) 
       






Year Dummy included included included included included included 
Obs 1,564 1,564 1,564 1,564 1,167 1,167 
R
2
 0.229 0.209 0.226 0.205 0.206 0.020 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Service Ratio -11.31** -12.04** 3.265* 2.550* 3.351* 2.585* 
 (5.399) (4.908) (1.674) (1.358) (1.716) (1.380) 
Operating Income -0.204 -0.212 -0.013 -0.005 -0.012 -0.004 
 (0.199) (0.140) (0.062) (0.038) (0.063) (0.038) 
ROA 3.240*** 1.409*** -0.331** -0.218* -0.337** -0.239** 
 (0.450) (0.463) (0.140) (0.116) (0.143) (0.118) 
Debt Ratio -0.384 1.199 0.073 -0.306 0.070 -0.309 
 (0.656) (0.956) (0.203) (0.240) (0.208) (0.244) 
Revenue -0.897*** 0.362* 0.242*** -0.010 0.242*** -0.012 
 (0.288) (0.204) (0.09) (0.052) (0.092) (0.053) 
Growth Rate 0.272 0.156 -0.094 -0.109 -0.099 -0.115 
 (0.205) (0.257) (0.064) (0.069) (0.065) (0.070) 
RD Intensity -0.001 -0.021** 0.001 0.005** 0.001 0.005** 
 (0.000) (0.001) (0.002) (0.002) (0.002) (0.002) 
No.of Recomm. -0.841** -0.923* 0.206** 0.304** 0.214** 0.309** 
 (0.327) (0.487) (0.101) (0.130) (0.104) (0.132) 
Constant 14.52*** 8.438*** -1.398 0.0725 -1.463 0.053 
 (4.492) (2.798) (1.393) (0.778) (1.428) (0.790) 
       






Year Dummy included included included included included included 
Obs 1167 1167 1167 1167 1167 1167 
Over-Identification 
(p-value)  
0.199 0.618 0.718 0.685 0.726 0.679 
Robust standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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VARIABLE Growth Rate % Revenue per 
Employee 
R&D Growth Rate % 
    
Service Ratio -0.617*** -39.624* -0.348*** 
 (0.172) (22.768) (0.110) 
Operating Income -0.112 3.464 -0.048 
 (0.078) (6.593) (0.042) 
Debt Ratio -0.170 -1.099 -0.123 
 (0.224) (17.059) (0.200) 
ROA 0.540*** 101.876*** -0.005 
 (0.129) (32.339) (0.102) 
Revenue 0.179*** 13.549 0.087 
 (0.045) (25.136) (0.055) 
RD Intensity -0.002 1.821*** 0.004* 
 (0.002) (0.673) (0.002) 
No. of Recomm. -0.040 -6.470 0.014 
 (0.048) (4.172) (0.042) 
Constant -0.379 65.910 -0.405 
 (0.279) (135.775) (0.300) 
    






Year Dummy Included included included 
Obs 1,564 1,564 1,564 
R
2
 0.182 0.268 0.148 
Robust standard errors in parentheses 

























Tobin‘s Q Tobin‘s Q Mean 
Recomm. 
Tobin‘s Q 
         
Service Ratio  -1.164**  0.377*** -1.268** -1.440** 0.869*** -0.222 
  (0.576)  (0.098) (0.580) (0.561) (0.314) (0.182) 
Product Revenue 0.134** -0.125 -0.048** 0.042** -0.126    
 (0.068) (0.103) (0.023) (0.020) (0.101)    
Recession     -0.715***   -0.919*** 
     (0.272)   (0.342) 
Service×Recession     0.821**   0.467* 
     (0.373)   (0.270) 
Operating Income -0.163 -0.153 -0.027 -0.022 -0.156* -0.936 -0.320 -0.715 
 (0.104) (0.095) (0.029) (0.029) (0.095) (0.694) (0.369) (0.667) 
ROA 1.243*** 1.227*** -0.278*** -0.256*** 1.228*** 3.022*** -0.04 3.063*** 
 (0.329) (0.321) (0.077) (0.075) (0.322) (0.484) (0.269) (0.426) 
Debt Ratio -0.223 -0.279 0.004 0.0199 -0.272 -0.910 0.043 -0.898 
 (0.516) (0.526) (0.131) (0.130) (0.522) (0.909) (0.388) (0.779) 
Revenue -0.292*  0.111***   -0.090 0.021 -0.163 
 (0.177)  (0.032)   (0.192) (0.130) (0.174) 
Growth Rate 0.515*** 0.490*** -0.202*** -0.193*** 0.491*** 0.913*** -0.561*** 1.043*** 
 (0.161) (0.158) (0.028) (0.028) (0.158) (0.143) (0.145) (0.125) 
RD Intensity -0.003 -0.003 0.002*** 0.002*** -0.003 0.007 -0.000 0.009** 
 (0.003) (0.003) (0.001) (0.001) (0.003) (0.005) (0.003) (0.005) 
No. of Recomm. -0.141* -0.151* 0.066** 0.095*** -0.152* -0.111 0.205** 0.031 
 (0.085) (0.086) (0.032) (0.030) (0.087) (0.138) (0.088) (0.113) 
Constant 2.909*** 3.125*** 1.450*** 1.408*** 0.821** 3.620*** 1.265* 2.734*** 
 (0.908) (0.819) (0.135) (0.135) (0.373) (0.985) (0.712) (0.862) 
         
















Year Dummy included included included included included included included included 
Obs 1,564 1,564 1,167 1,167 1,564 350 260 350 
R
2
 0.223 0.226 0.193 0.198 0.228 0.397 0.210 0.399 
Robust standard errors in parentheses,  




Table 2-8: Cross-industry analysis 
 (1) (2) (3) 
VARIABLES Tobin‘s Q Mean  
Recomm. 
Tobin‘s Q 
    
Service ratio -0.241 0.016 -0.270 
 (0.183) (0.089) (0.189) 
Service×Recession   0.231 
   (0.364) 
Recession    -1.380*** 
   (0.190) 
Operating Income 0.017 -0.023*** 0.017 
 (0.026) (0.008) (0.026) 
ROA -0.568*** -1.014*** -0.568*** 
 (0.165) (0.252) (0.165) 
Debt Ratio -1.080*** 0.396** -1.077*** 
 (0.319) (0.183) (0.319) 
Revenue -0.097 0.174*** -0.098 
 (0.063) (0.062) (0.063) 
Growth Rate 0.000 -0.050* 0.000 
 (0.000) (0.027) (0.000) 
RD Intensity -0.001* 0.000 -0.001* 
 (0.001) (0.000) (0.001) 
No. of Recomm. -0.155** -0.019 -0.155** 
 (0.069) (0.046) (0.069) 
Constant 3.229*** 0.759* 3.239*** 
 (0.415) (0.419) (0.415) 
    
Year dummy included included included 
Obs 2,348 1,640 2,348 
R
2
 0.068 0.123 0.069 
Robust Standard errors in parentheses 




CHAPTER 3 AN ENGINE FOR INNOVATION: THE EFFECTS OF IT 
INTENSITY ON ENTREPRENEURIAL SPAWNING 
3.1 INTRODUCTION 
"Entrepreneurs embody the promise of America: the idea that if 
you have a good idea and are willing to work hard and see it 
through, you can succeed in this country. And in fulfilling this 
promise, entrepreneurs also play a critical role in expanding our 
economy and creating jobs." —Barack Obama, 2011 
Innovation is key in driving economic growth and competitiveness. 
Besides patent invention (Kleis et al. 2012), product development (Banker et 
al. 2006; Nambisan 2003; Nambisan 2013) and R&D investment (Bardhan et 
al. 2013), entrepreneurship is a critical hallmark of innovation (Ganco 2013). 
Not only does entrepreneurship embody the germination of an original idea to 
its successful implementation in the market, but entrepreneurship also often 
helps in catalyzing and intensifying technological breakthroughs and reinvent 
business models (Carroll and Hannan 2000; Schumpeter 1934). 
As one major driver for entrepreneurship, entrepreneurial spawning, the 
process whereby existing employees leave an incumbent firm to create new 
ventures (Gompers et al. 2005; Habib et al. 2013), is prominent in various 
industries such as software applications (Nowak and Grantham 2000), disk 
drives (Franco and Filson 2006), semiconductors (Gompers et al. 2005), lasers 
(Klepper and Sleeper 2005), and medical devices (Chatterji 2009). According 
to Sørensen and Fassiotto (2011), over 90% of entrepreneurs have worked for 
incumbent firms before launching their ventures. Notwithstanding the benefits 
of entrepreneurial ventures in boosting innovations, the outflow of high-
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quality employees often constitutes a loss of talents and poses potential market 
rivalries that might jeopardize the parent firm‘s performance (Campbell et al. 
2012). Therefore, a thorough understanding of entrepreneurial spawning is of 
paramount importance to both policy makers and firm managers.  
The current research investigating entrepreneurial spawning is still in its 
nascent stage (Sørensen and Fassiotto 2011). Previous studies have been 
interested in what firm-level factors are leading to the creation of new ventures 
from leaving employees (Gompers et al. 2005), with the viewpoint that the 
environment would exert substantial influences on a person‘s entrepreneurial 
decision (Sorenson and Audia 2000) by affecting his or her self-assessment of 
entrepreneurial abilities (Evans and Jovanovic 1989). Particularly, Del Giudice 
and Straub (2011) firmly believe that ―IT is the magic ingredient that inspires 
and most often enables contemporary entrepreneurial endeavors‖. Driven by 
the following three motivations, we focus on the firm-level intensity of 
information technology (IT) employees (―IT intensity‖ in this paper), which 
represent the pool of technological know-how within a firm and critical 
resources to execute a firm‘s IT usage (Tambe and Hitt 2013). 
First, due to the perpetual attention accorded to some celebrity IT 
entrepreneurs, such as Bill Gates, the late Steve Jobs and Mark Zuckerberg, by 
mainstream media and venture capitalists (Gompers et al. 2005),
21
 academic 
research (Mann and Sager 2007; Nowak and Grantham 2000) has primarily 
focused on investigating ―entrepreneurship activities in the IT industry‖, but 
largely overlooked the critical ―influence of IT professionals on 
entrepreneurship spawning beyond the IT industry‖. Anecdotal evidence 






suggests that IT may reconstruct existing business models and stimulate 
entrepreneurial endeavors in other sectors (Del Giudice and Straub 2011). For 
example, e-commerce engenders innovative online businesses such as 
Amazon and transforms the retailing industry with an approximate 10% 
annual revenue growth rate;
22
 while web technologies destabilize the finance 
industry by catalyzing a number of P2P lending platforms such as AngelList 
and Prosper.com (Burtch et al. 2013).
23
 However, the potential mechanisms by 
which IT intensity may trigger entrepreneurial spawning in other industries 
remain largely nebulous.  
Second, current IS literature predominantly examines business value (e.g., 
productivity, profitability, innovation) derived from IT resources (capital-
based or labor-based) within firm boundaries (Brynjolfsson and Hitt 1996; 
Hsu et al. 2012; Im et al. 2013; Joshi et al. 2010; Mithas et al. 2012), while 
overlooking the possible spillover effects of internal IT resources on spawning 
new ventures from incumbent firm‘s‘ employees. With these new ventures, 
employees‘ knowledge and skills get transferred, diffused, and proliferated 
among the new ventures (Ganco 2013). Therefore, if firms‘ IT intensity does 
trigger more entrepreneurial spawning, our understanding of prior IT 
contributions might be incomplete and conservative.  
Third, existing theories of IT value may seem to generate conflicting 
predictions from observed trends in entrepreneurial spawning. On the one 
hand, it has been rationalized that IT resources enable firms to proactively 
anticipate entrepreneurial opportunities (Chakravarty et al. 2013), facilitate 
internal communication (Argyres 1999), and accelerate innovation with 
                                                             
22
  http://www.internetretailer.com/2013/03/13/us-e-commerce-grow-13-2013 
23
  http://www.ft.com/intl/cms/s/0/bb517d8a-a5ad-11e1-a3b4-00144feabdc0.html#axzz377fxPjy8 
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commercialization (Joshi et al. 2010; Kleis et al. 2012). Thus, IT intensity 
should improve firms‘ agility in developing and capitalizing on germinated 
ideas, which in turn leaves fewer opportunities for employees to embark on 
entrepreneurship (Agarwal et al. 2004; Gompers et al. 2005). In essence, IT 
intensity is expected to have a negative effect on entrepreneurial spawning. On 
the other hand, a number of economies (e.g., in Australia, Canada, Korea, 
United Kingdom) do witness a strong and positive correlation between IT 
diffusion and new business growth at the macro-level (Meso et al. 2009), 
which suggests that IT intensity might induce more incumbent firms‘ 
employees to pursue entrepreneurship. Thus, a comprehensive understanding 
of how firms‘ IT intensity impacts employees‘ entrepreneurial spawning is 
critical to resolving the aforementioned anomaly.  
To address the above-mentioned research gaps, this study attempts to 
answer whether and how firm-level IT intensity influences entrepreneurial 
spawning. From the perspective of knowledge sharing among coworkers 
(Hansen et al. 2005), we hypothesize that firms‘ IT intensity increases 
entrepreneurial spawning, by imparting knowledge of technologies to the 
workplace and promoting synergistic gains between IT and industry-specific 
knowledge to generate ideas about new business (Colombo and Grilli 2005). 
Empirically, we test our hypothesis on Standard and Poor‘s 500 firms of non-
IT industries from 1990 to 2010 and identify employees‘ entrepreneurial 
experiences from LinkedIn, a large online resume database. Particularly, we 
adopt a newly developed measure for firm-level IT intensity based on the 
percentage of IT employees (Tambe and Hitt 2012; Tambe and Hitt 2013). 
This new measure is advantageous in capturing a larger sample of firms‘ IT 
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intensity consistently over a longer and more recent time span, while the 
traditional data merely covers a limited number of firms during the mid-1980s 
and mid-1990s.  
Accounting for firm‘s characteristics and performances, our analyses 
affirm our conjecture that firms‘ IT intensity induces more employees to 
participate in entrepreneurship. Particularly, an increase of 10% IT intensity 
results in about six more new ventures spawned on average, and this effect is 
stronger than that of R&D intensity. This effect is especially pronounced: (i) 
in the 1990s than that of the 2000s; (ii) for large firms than that for small firms; 
(iii) for younger firms than that for older firms. Our results are robust under 
different model specifications and alternative measurements. We also present 
a series of further evidence to: (1) affirm that the departing entrepreneurs are 
valuable human resources to firms rather than laid-off unqualified employees; 
(2) rule out the explanation that our findings are mainly driven by 
entrepreneurship activities among IT employees themselves; and (3) mitigate 
the concern that our results are confounded by employees with strong intrinsic 
preferences for entrepreneurship.  
Our study contributes the following theoretical enhancements. First, we 
advance current research on IT value and innovation (Bardhan et al. 2013; 
Kleis et al. 2012) beyond the mere discourse on productivity, efficiency or 
patents, and within firm boundaries to underline the importance of 
entrepreneurial spawning as another manifestation of innovation and beyond 
firm boundary. This critically triggers a reevaluation of the prior assessment of 
the effects of IT on innovation outputs (Joshi et al. 2010), which could be 
underestimated. Second, drawing on the knowledge sharing perspective 
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(Hansen et al. 2005), our study enriches the literature with insightful 
explanations on how firms‘ technology investment (associated with more IT 
employees) may affect employees, beyond the probable short-term negative 
influences (i.e., traditional views on usage resistance or job dissatisfaction) 
(Bala and Venkatesh 2013) to unravel potential long-term positive influences 
of IT benefiting employees by delivering to them knowledge of technologies. 
Third, we contribute to strategy literature around entrepreneurial spawning 
(Elfenbein et al. 2010; Habib et al. 2013) by underscoring the significant 
impact from a strategic behavior, i.e., information technology investment, 
upon which firms may proactively decide. Notwithstanding those ―IT-enabled 
benefits‖ presented by prior studies, we elucidate that the effect of IT intensity 
is more complicated than that espoused by uncovering the potential side 
effects of IT intensity (such as potential talent loss through entrepreneurial 
spawning); and thus caution practitioners to grapple with the tradeoff. 
Practically, our findings motivate policy makers to better devise policies and 
incentives to encourage individual firms‘ IT investments so as to enhance 
entrepreneurial innovations across sectors. We also chart practical 
implications for managers regarding supplementary management actions for 
the retention of talents and the deterrence of potential competition. 
3.2 LITERATURE REVIEW 
3.2.1 Entrepreneurial Spawning 
Entrepreneurship is often characterized by the dispositional view or 
contextual view. Proponents of the dispositional view advocate that an 
individual‘s entrepreneurial activity is largely driven by stable personal traits. 
For example, some studies have found that risk tolerant individuals tend to 
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become entrepreneurs (Ekelund et al. 2005; Hvide and Panos 2014). 
Concurring, Holm et al. (2013) demonstrate that entrepreneurs are more 
accepting towards strategic uncertainty. Entrepreneurs also scored higher on 
Conscientiousness and Openness but lower on Neuroticism and Agreeableness 
when being tested with the five-factor model of personality (Zhao and Seibert 
2006).  
However, advocates of the contextual view opine that a person‘s position 
in his or her social structure may help or hamper his or her entrepreneurial 
activities. For example, those who are from self-employed families often 
possess inherited financial and social capital and tend to become entrepreneurs 
(Halaby 2003; Sørensen 2007b). Apart from family, social networks (Lerner 
and Malmendier 2013), workplace environment (Dobrev and Barnett 2005) 
and regional culture (Sorenson and Audia 2000) are also known to influence 
entrepreneurship.  
Recently, a growing stream of research seeks to understand how existing 
firms‘ characteristics may shape entrepreneurial activities. Two different 
views regarding the entrepreneurial spawning process have been put forward, 
i.e., the ―Xerox view‖ and the ―Fairchild view‖ (Gompers et al. 2005). Named 
after the incumbent Xerox that generated various new ventures, this first view 
asserts that employees from ―established‖ incumbent firms are more likely to 
become entrepreneurs. Established incumbent firms often possess fruitful 
technological know-how, which might be exploited by employees to 
commercialize their own businesses (Franco and Filson 2006; Ganco 2013). 
Using analytical models, Habib et al. (2013) predict that firms with more 
valuable resources (such as know-how and patents) are more prone to spawn. 
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Andersson et al. (2012) find that although firms with persistent R&D 
investments are less likely to generate entrepreneurs than firms with temporary 
or no R&D investments, the startups from firms with persistent R&D 
investments have a significantly higher probability of survival. Moreover, due 
to hierarchical structures in established incumbent firms, high-level managers 
often lack sufficient information and knowledge to acutely evaluate the 
business value of employees‘ innovative ideas and thus reject them eventually. 
These abandoned ideas often tempt employees to fulfill them through starting 
new businesses. For instance, Klepper (2007) underlines the importance of 
―strategic disagreement‖ in inducing entrepreneurial spawning.24 In addition, 
another reason catalyzing entrepreneurial spawning in established incumbent 
firms is that in order to embrace innovations effectively, established 
incumbents often have to upset their existing ways of organizing businesses, 
which they are reluctant to do. For example, Cassiman and Ueda (2006) 
examine the fit between existing businesses and new innovations to suggest 
that firms‘ optimal rejections of new innovations induce entrepreneurial 
spawning. 
In contrast to the ―Xerox View‖, the ―Fairchild view‖ (Gompers et al. 
2005), which is named after Fairchild, the semiconductor manufacturer, with 
spinoffs constituting a third of the industry, suggests that those companies that 
tend to spin-off new ventures are often ―entrepreneurial" companies. Working 
in such companies often exposes employees to a network of suppliers, 
customers and venture capital, all of which are valuable resources when 
employees themselves launch new businesses. Moreover, employees learn 
                                                             
24
 ―Strategic disagreement‖ refers to divergent views or tensions between employees and top 
managers about firm strategy such as product development or merger & acquisition. 
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how to found companies by participating in the entrepreneurial process 
alongside other, more experienced entrepreneurs. In line with this view, some 
empirical studies reveal a negative correlation between firm bureaucracy (size) 
with employees‘ entrepreneurial spawning (Dobrev and Barnett 2005; 
Gompers et al. 2005; Sørensen 2007a). Similarly, Elfenbein et al. (2010) also 
empirically validate the ―small firm effect‖ to arrive at explanations such as 
preference sorting, ability sorting, less opportunity costs, more diverse skills, 
and higher exposure for external opportunities.  
3.2.2 Business Value of IT 
Research on the business value of IT has established some relationships 
between firm-level IT intensity and performance measures, such as 
productivity (Brynjolfsson and Hitt 1996; Tambe and Hitt 2012), profitability 
(Mithas et al. 2012) and firm value (Bharadwaj et al. 1999).
 25
 Moreover, IT 
has a positive complementary effect with R&D investments to increase 
intangible output production (Kleis et al. 2012). Regarding the effects from 
industry environments, IT mainly contributes to increases in efficiency at 
lower levels of dynamism, munificence, and complexity, while IT is mainly 
associated with increases in innovation in environments with higher levels of 
complexity (Xue et al. 2012). 
In addition, IT enables firms‘ capabilities and influences firm structure. 
For example, Joshi et al. (2010) suggest that IT equips firms with knowledge 
capabilities and has a positive effect on new product or service introductions. 
                                                             
25
 As discussed, ―IT intensity‖ in this paper refers to the firm-level percentage of IT 
employees. Although the majority of prior studies examine the business value of IT 
investments using the capital-based measures, two recent studies (Tambe and Hitt 2012; 
Tambe, P., and Hitt, L.M. 2013) develop a measure of employee-based IT intensity and 
demonstrate consistent findings with previous work. Therefore, in this section of literature 
review, we synthesize this stream of research despite different measurements.  
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Moreover, Lu and Ramamurthy (2011) and Chakravarty et al. (2013) reveal 
that IT enables organizational agility through being more entrepreneurial and 
resilient in the face of environmental changes. Furthermore, IT is found to 
decrease organizational bureaucracy, flatten and decentralize organization 
structures (Argyres 1999; Hitt and Brynjolfsson 1997). In terms of firm scope, 
Hitt (1999) finds that IT decreases vertical integration while weakly increasing 
diversification. Ray et al. (2013) also suggest that IT moderates the 
relationship between existing assets and firm boundary (e.g., vertical 
integration and diversification).  
In addition to the abovementioned within-firm effects, existing studies also 
examine the spillover effects from IT investment. Researching competition in 
the supply industry, Cheng and Nault (2007) reveal that the IT capital of the 
upstream industry increases downstream industry‘s productivity. Han et al. 
(2011) further suggest the above spillover benefit is stronger for downstream 
industry, that is, it is more IT intensive and more competitive. Similarly, 
Chang and Gurbaxani (2012b) illustrated that firms with high IT intensity 
receive substantial spillover benefits from the IT services industry through 
inter-industry transactions. In addition, Tambe and Hitt (2013) find that firms 
can obtain productivity benefits from other firms‘ IT investments through 
labor mobility. 
3.3 HYPOTHESES DEVELOPMENT 
Our central hypothesis posits that for incumbent firms in non-IT industries, 
high IT intensity (a higher percentage of IT employees in the workforce) may 
provide employees with a deeper knowledge of information technology that 
triggers a tendency to be more prone to becoming entrepreneurial entrants. As 
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Patrick Hull, a consultant for entrepreneurism, stressed: ―Technology makes 
the possibilities endless for creative solutions to business problems‖.26 We 
shall elaborate on two plausible mechanisms that drive our conjecture. 
First, with high IT intensity, incumbent employees gain knowledge 
transfer and acquisition about new technologies, through workplace 
interactions with IT employees. Given the fact that a person would spend a 
large proportion of productive time in the workplace, prior research has 
underscored the role of coworkers, as critical sources of information and ideas, 
in influencing an employee‘s likelihood to become an entrepreneur (Nanda 
and Sørensen 2010). With respect to IT employees, the most salient aspect of 
what they bring to the workplace is their explicit or tacit knowledge of 
information technologies. This invaluable intangible resource facilitates 
employees with other functions to improve their technical skills and more 
effectively use information technologies. For these employees, the enhanced 
technology knowledge and capabilities would substantially lower the costs for 
a potential entrepreneur to innovate and create a new business. For example, 
the familiarity with database programs, analytical software tools, and Internet 
or social media use often enables potential entrepreneurs to better assimilate 
external ideas and opportunities, and synthesize different types of information, 
thereby easing the process of creating an experimental business plan, 
researching on market competition, and lowering operating and marketing 
costs. Expertise with computer-aided design programs also facilitates potential 
entrepreneurs in delivering new models more productively. Hence, some 
studies have demonstrated that computer accessibility might enhance an 






individual‘s propensity to become an entrepreneur (Fairlie 2006). Moreover, 
the benefits from workplace communication are not only restricted to non-IT 
employees, but also prominent for IT employees by providing them with 
avenues to increase industry-specific knowledge around business operations. 
The balanced knowledge between technology expertise and business 
operations would increase their probability to venture into entrepreneurship 
according to the view of jack-of-all trades (Elfenbein et al. 2010; Lazear 2004).  
Second, with high IT intensity, incumbent employees have a higher 
probability of acquiring technology-related knowledge associated with firms‘ 
IT usage. Through specific training or on-the-job learning, employees are 
better equipped with up-to-date technical skills, and especially develop a 
better understanding of how new technologies can be used to improve their 
existing work (Agrawal and Tambe 2013). Specifically, when business 
processes experience adjustments or even disruptive innovations as a result of 
IT implementation (Hitt 1999; Kettinger et al. 1997), employees are often 
imbued with new ideas and enlightened about possible digitalized reforms or 
business model reinvention. Employees may be inspired to exploit their 
accumulated industry-specific knowledge and IT knowledge to embark on 
entrepreneurial spawning. For example, Scott Cook was inspired by his 
experience at Procter & Gamble to realize that personal computers would lend 
themselves to replacements for paper-and-pencil based personal accounting; 
hence, he eventually ventured forward to establish Intuit (Taylor and 
Schroeder 2003).  
In summary, high IT intensity drives more existing employees into 
entrepreneurship, by equipping them with better understanding of novel 
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technologies, which inspire them to develop new business models more 
effectively. Therefore, we propose our central hypothesis: 
H1: IT intensity has a positive effect on firms‟ entrepreneurial 
spawning. 
Due to knowledge spillover, prior studies have also identified a potential 
positive impact of R&D intensity on entrepreneurial spawning (Acs et al. 2009; 
Klepper 2007). It is hence worthwhile comparing our proposed effect of IT 
intensity with that of R&D intensity to explore which is stronger in 
encouraging incumbent firms‘ employees to embark on entrepreneurship.  
In the discourse on entrepreneurial learning, R&D activity is also 
influential in creating new knowledge within organizations. With higher R&D 
intensity, firms generally produce more problem-solving inventions or propose 
new products for applications (Kleis et al. 2012). Employees therefore have 
better opportunities to access novel knowledge about technological 
innovations or new product or process developments. Due to information 
asymmetry or firms‘ inefficiency in commercialization, employees might 
capitalize on those unexploited innovations to launch their own ventures 
(Chatterji 2009; Gompers et al. 2005).  
Nevertheless, we postulate the effect of IT intensity to be stronger than 
that of R&D intensity for three reasons. First, the impact of IT often applies to 
most employees in incumbent firms, while the R&D-created knowledge is 
mainly accessible to only those employees whose jobs are confined to 
―product development‖ and related departments. Therefore, the effect of IT is 
often much broader than that of R&D in incumbent firms. Second, the 
knowledge employees potentially obtain from R&D activity is mainly 
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restricted to features and variations of the ―products‖ whereas IT helps in 
delivering a complementary set of knowledge and capabilities. The latter is 
especially vital as entrepreneurship literature stresses that apart from ideas 
about new products, a wider range of know-how, especially that of new digital 
technologies (Del Giudice and Straub 2011) is critical for a potential 
entrepreneur in developing a new business model (Hull et al. 2007). Moreover, 
due to trade secret policies, it is often much harder to apply their newly 
acquired R&D know-how for external commercial use. In summary, the above 
arguments result in the formulation of our second hypothesis: 
H2: Compared with R&D intensity, IT intensity has a stronger 
effect on firms‟ entrepreneurial spawning. 
The preceding sections elaborate on how IT intensity may impact 
entrepreneurial spawning, by equipping employees with deeper technology 
knowledge and enlightening them on novel ideas in running a business. To 
achieve a more comprehensive understanding, we next develop three 
hypotheses to elucidate the possibility or strength of the mechanisms at work, 
and empirically test them. We first examine how the ―IT intensity effect‖ 
varies due to the external changes in the technology landscape. Over the last 
two decades, the landscape of enterprise IT systems has undergone rapid 
advancements,
27
 and is likely to exhibit differential amounts of influence if we 
were to scrutinize them during the period before 2000 and the period after 
(Dos Santos et al. 2012). In the earlier days, IT applications (e.g., shared 
database, intranet or enterprise resources planning software (ERP)) primarily 
sought to automate (Brynjolfsson and Hitt 2003) and coordinate processes or 





synthesize data (Argyres 1999). These technologies are effective in achieving 
operational efficiency in incumbent firms (Blau and Schoenherr 1971), but 
sluggish in driving strategic renewal. Therefore, employees find difficulty in 
leveraging their knowledge of these technologies to discover new areas of 
business. However, more recently, a plethora of new technologies such as 
web-based customer relationship management (CRM), business analytics tools 
or enterprise social media have emerged to revolutionize the ways traditional 
businesses operate (Luo et al. 2013). These new technologies afford more 
innovative and flexible ways to apply business operations, which better fits the 
needs for new start-ups. For example, small ventures can use the Internet to 
expand their markets, improve efficiencies, attract and retain customers, and 
exploit new e-business opportunities (Oracle 1999). In addition, many 
applications are available currently to digitalize almost every procedure in 
organizations, ranging from strategic planning to product design. By 
combining business with new technologies in multifarious and creative ways, 
firms often create a more fertile working environment for employees to 
enhance their technical capabilities. Therefore, we posit that employees obtain 
more technological know-how from firms‘ high IT intensity in the period after 
2000 than before to trigger more entrepreneurial spawning. Thus we 
hypothesize: 
H3: The positive effect of IT intensity is stronger in the period 
after 2000 than before this period. 
A high IT intensity, while seeking to enhance employees‘ synergistic 
combinations between IT and business knowledge for entrepreneurship, may 
deliver differential amounts of benefits dependent on the size of the firm. It is 
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noteworthy that employment in an incumbent firm is typically the main 
channel to learn about production, customer preferences and business 
processes (Andersson et al. 2012). Predictably, large firms usually accumulate 
more resources related to the above aspects, which are tangible, such as broad 
product portfolios, fertile innovation outputs and best practices, or intangible 
assets like expertise in each area of business or human resource training. 
―Large firms become large by doing what they do well‖. 28  In essence, 
employees in large firms will be more likely to gain access to this pool of 
productive resources at the business end, which then can be effectively 
leveraged when employees germinate novel ideas for entrepreneurship by 
firms‘ high IT intensity. Furthermore, compared with small firms, large firms 
generally have more elaborate organizational hierarchies (Blau and 
Schoenherr 1971) and rigid business processes, which hinder their agility in 
adapting to potential IT-enabled innovations (Gompers et al. 2005). Thus, the 
impact of IT intensity in propelling employee entrepreneurship is expected to 
be stronger, when available resources are more abundant but the 
internalization of innovation is less efficient. Thus we hypothesize: 
H4: The positive effect of IT intensity is stronger for larger 
firms than that for smaller firms. 
Finally, the impact of high IT intensity on entrepreneurial spawning may 
be differently affected by the age of the incumbent firm due to reasons of 
entrepreneurial agility.
29
 According to Ouimet and Zarutskie (2014), young 





 According to Chakravarty et al. (2013), entrepreneurial agility refers to a firm‘s capability 
in manifesting entrepreneurial innovation actions in the form of new products, services, or 




firms tend to attract young employees who are more risk-tolerant, 
entrepreneurial oriented and boast of innovative potential. Their propensity to 
fully exploit high IT intensity which enhances a new venture‘s capability in 
sensing market dynamics and anticipating customer reactions for newly 
introduced products would likely be higher, thereby stimulating the likelihood 
of entrepreneurial spawning to better capture first-mover advantages. This 
greatly contrasts with older firms, which might be bogged down with 
established practices, rigidities and formal procedures. Concurring, Sørensen 
and Stuart (2000) have found that when firms age, they are less likely to 
engage in exploratory innovation, but choose to maintain their existing lines of 
business. Without entrepreneurial agility, employees would experience much 
difficulty in capitalizing high IT intensity for innovative attempts and 
creations. This undermines their potential, if any, to engage in entrepreneurial 
spawning. In summary, we hypothesize that: 
H5: The positive effect of IT intensity is stronger for younger 
firms than that for older firms. 
3.4 DATA AND MEASURES 
3.4.1 Sample 
Some seminal studies have examined the business value of IT using data 
from the industry (Brynjolfsson and Hitt 1996; Im et al. 2013; Kleis et al. 
2012). In line with their approach, we decide to test our hypotheses on 
Standard and Poor‘s 500 firms in non-IT industries but over a longer and more 
recent period, that is, from 1990 to 2010. We also assemble our dataset from 
multiple sources. From LinkedIn, the leading professional networking website, 
we collect resumes of all employees, who have worked in the abovementioned 
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firms during our sample period. In each resume, the employee reports 
information such as the employer‘s name, job title, and the commencing and 
ending months of employment of every designation he/she holds. This large 
sample of career histories enables us to identify the time at which an 
entrepreneur leaves an existing firm (if so) to start a new venture. We then 
aggregate these entrepreneurial activities to a firm-year level from an existing 
firm‘s viewpoint. Next, we obtain publicly available financial data (e.g., 
revenue, number of employees, or R&D expenses) of our sample from the 
COMPUSTAT/CRSP merged database. After merging data from different 
sources, our final sample consists of 306 firms with 5524 firm-year level 
observations. 
3.4.2 Variables and Models 
Dependent variable: Our dependent variable is entrepreneurial spawning 
(ES), which is operationalized as the number of new ventures created by 
employees leaving an existing firm in a specific year. After we have identified 
entrepreneurial experiences from a list of job titles such as ―co-founder‖, 
―entrepreneur‖, etc, we count the unique number of company names from 
these experiences, to account for the cases where some employees left as a 
team to embark on entrepreneurship. We take logarithm to adjust for the right-
skewed distribution when using linear models (Andersson et al. 2012; 
Gompers et al. 2005). We also use the number of employees leaving to 
become entrepreneurs as an alternative measure in robustness tests.  
Independent variable: Our focal variable is IT intensity (IT intensity) and 
we adopt a newly developed measurement (Tambe and Hitt 2012; Tambe and 
Hitt 2013). First, we obtain the firm-level IT employees based on the reported 
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job titles from the resume database. Then we calculate the firm-level IT 
intensity as the percentage of IT employees (e.g., IT manager, database 
administrator, or system analyst) counts over the total headcounts for a firm in 
a specific year. The labor-based IT intensity measure has its advantages for 
several reasons, as compared to traditional capital-based measures 
(Brynjolfsson and Hitt 1996; Brynjolfsson and Hitt 2003). For example, labor 
expenditure accounts for more than double that of capital in an IT budget.
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Moreover, IT employees are more related to firms‘ internal IT intangible 
assets such as application development, system implementation, and employee 
training. To corroborate its use, Tambe and Hitt (2012) empirically validated 
this measure by illustrating the high correlation (>0.6) with traditional IT 
measures and achieving consistent findings when replicating previous analyses. 
More importantly, since employees are critical carriers of knowledge and 
implicit experience (Song et al. 2003), the labor-based measure is more 
effective in our research context concerning human capital development.  
Since our data is from LinkedIn, some people might be concerned about 
the response bias that employees have different propensities to report their 
resumes on this online platform. We alleviate this concern in two ways. On the 
one hand, the systematic parts of differences in response rates, which are 
correlated with industry type, firms‘ business model or firm size, are 
eliminated when we use the fixed-effect model in analyzing the panel data 
(discussed later). On the other hand, we acknowledge the remaining 
unsystematic parts of differences in employees‘ response rates would cause 
measurement errors of our focal variable, i.e., IT intensity. Nevertheless, 





unsystematic measurement errors in independent variables would bias our 
estimation towards zero, which is the attenuation bias (Wooldridge 2002). 
Hence, we are likely to underestimate the coefficient and provide a 
conservative assessment of the impact from IT intensity, but would not 
undermine the findings.  
For comparison in H2, we construct R&D intensity, which is calculated as 
the ratio of R&D expenditure over annual total sales and measures the extent 
to which firms invest in innovation activities (Ray et al. 2013). To test H3 to 
H5, we construct three two-way interaction terms between IT intensity and the 
following variables: (i) NewEra (defined as a dummy variable, which is coded 
as ―1‖ if the focal year is later than 2000; and ―0‖ otherwise); (ii) Large 
(defined as a dummy variable, which is coded as ―1‖ if the number of 
employees is larger than 12,901, which is the median of our sample; and ―0‖ 
otherwise; (iii) Age (measured by the number of years in the CRSP database) 
(Linck et al. 2008; Tang et al. 2014). 
Control variables: To mitigate plausible alternative explanations, we also 
control for other factors that might influence our dependent variable based on 
previous literature (Elfenbein et al. 2010; Gompers et al. 2005; Sørensen 
2007a). The variable Revenue is the annual total sales of a firm, which 
accounts for firm assets and resources. The variable Tobin‟s Q measures a 
firm‘s market value relative to its book value and is calculated following 
Chung and Pruitt (1994)‘s the method.31 The variable Growth Rate captures 
firms‘ growth prospects and is measured as the rate of growth of a firm‘s 
                                                             
31
 Tobin‘s Q = (MVE+PS+DEBT)/AT, MVE = closing price end in the fiscal year × number 
of common shares outstanding, PS = liquidation value of outstanding preferred stock, DEBT 
= current liabilities – current assets + book value of inventories + long-term debt, AT = the 
book value of total assets. 
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yearly revenue with respect to the previous year. The variable Operating 
Margin accounts for the firms‘ operating profitability, which is the ratio of 
operating income over total sales. The variable leverage is the long-term debt 
ratio, which reflects firms‘ ownership structure. The Herfindahl Hirschman 
index (HHI) is controlled to capture industry concentration and competition 
(Chang and Gurbaxani 2012a). We also include year dummies to control for 
time-specific effects. We use the logarithm transformation of some variables 
(e.g., revenue) to adjust for right-skewed distribution. We also winsorize ratio 
variables at the 0.01 level to eliminate the influences from outliners (Gompers 
et al. 2005). The data description and correlation are presented in Table 3-1.  
-Table 3-1- 
To obtain more rigorous results, we test our hypotheses using different 
models, including linear models (i.e., OLS and AR(1)) and count data models 
(i.e., negative binomial model). The general panel model specification is 
provided in Equation (3.1), in which i denotes an existing firm and t indicates 
focal year; αi represents firm-specific effect and eit is the residual: 




it i it it it t it it
it it it it
ES f ITintensity R Dintensity IT NewEra IT Large
IT Age Controls Year duumy e
     

       
    
 
(3.1) 
Consistent with our main hypothesis (H1), we expect coefficient β1 to be 
positive and significant. For H2, we adopt the dominance analysis (Budescu 
1993) to compare the relative importance between ITintensity and 
R&Dintensity in contributing the R square to the regression. We expect that 
the ranking of ITintensity would be higher than that of R&Dintensity. 
Alternatively, we use the standardized ITintensity and R&Dintensity in the 
regression, and conduct an F-test for equality between their two coefficients. 
We anticipate β1 to be significantly larger than β2. When including three 
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interaction terms to test the three complementary hypotheses (H3 to H5), we 
anticipate coefficient β3 to be positive and significant; β4 to be positive and 
significant; β5 to be negative and significant. 
3.5 RESULTS 
3.5.1 Hypotheses testing 
The main results of hypotheses testing are shown in Table 3-2. From 
Columns (1) to (5), we use the linear models in which the dependent variable 
is after log-transformation to adjust for the right-skewed distribution. We 
report our results based on the fixed-effect (FE) model, which is suggested by 
the Hausman test to better control unobserved time-invariant firm-specific 
heterogeneity (Wooldridge 2002). We first examine the main effects from IT 
intensity and R&D intensity on entrepreneurial spawning in Column (1). Then, 
we test three moderating mechanisms separately from Columns (2) to (4). We 
simultaneously test all hypotheses in Column (5). With respect to control 
variables, we observe that Tobin‘s Q, operating margin and growth rate are all 
negatively correlated with entrepreneurial spawning, which implies that firms 
with better current performances or prospects (e.g., higher firm value, proven 
track record of growth and higher profitability) are at an advantage in retaining 
existing employees by demonstrating attractive career prospects in current 
firms. The positive and significant estimation of Revenue also indicates that 
firms with more assets spawn more entrepreneurs.  
Supporting H1, in Column (1), the coefficient of IT intensity is positive 
and statistically significant (p<0.05), which indicates that an increase of firms‘ 
IT intensity induces more employees to participate in entrepreneurship. 
Specifically, an increase of 10% in firms‘ IT intensity is associated with six 
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more new businesses created by leaving employees. In testing H2, the 
dominance analysis illustrates that the standardized dominance weight of IT 
intensity (=0.09) is significantly higher than that of R&D intensity (=0.0002). 
Consistently, the F-test for β1=β2 is rejected when two coefficients are 
estimated using standardized variables (F = 6.34, Prob > F =0.012). 
Therefore, H2 is supported.  
Next, we test H3 in Column (2) by including the moderating effect 
between IT intensity and NewEra dummy. Both models illustrate a negative 
and significant (p<0.01) interaction term, which shows that H3 is not 
supported and even implies that the positive effect from firm-level IT intensity 
is weakened in the 2000s.  
Two plausible reasons are offered for the observed unexpected effect. First, 
prior literature has suggested that the strategic value of IT for firms in 
achieving competitive advantage has diminished gradually in the 2000s, 
rationalizing that IT acts more as a commodity rather than conferring strategic 
advantages, especially with the prevalence of standardized and homogeneous 
information systems (Carr 2003; Chae et al. 2014). Consequently, the same 
level of IT intensity (after 2000 as compared to before 2000) would be less 
influential in reforming business models, which then restricts the innovative 
insights employees could obtain from firms‘ IT usage and eventually 
entrepreneurial spawning. We provide additional tests for this explanation in 
the next section on further analyses. More importantly, the costs of IT 
equipment and software have typically decreased over time and the Internet 
has become increasingly ubiquitous with richer contents in recent years. 
Essentially, employees may find it relatively easy to acquire knowledge of 
69 
 
new technologies and enhance their technical skills rather than depend on 
firms‘ IT employees to achieve similar goals. Hence, due to the substitution 
effect from alternative knowledge sources (Nanda and Sørensen 2010), the 
effect of IT intensity on entrepreneurial spawning has decreased significantly 
after 2000.  
In Column (3), we examine H4 by testing the moderating effect between 
IT intensity and firm size (Large). The interaction term shows positive 
coefficients and statistically significance. The main effect from IT intensity is 
not positive nor significant when the interaction term is included, suggesting 
that the IT effect in producing entrepreneurs is significant in large firms but 
not in small firms. Hence, H4 is supported.  
Column (4) illustrates the tests for H5. Consistent with our hypothesis, the 
interaction term between IT intensity and firm age is negative, which suggests 
that younger firms are more efficient in exploiting IT know-how for 
entrepreneurial endeavors. Ultimately, we include all the moderating effects in 
Column (5) to test our hypotheses and the estimations remain consistent and 
significant. Generally, all our hypotheses except H3 are supported in the linear 
models. 
As, mentioned previously, we employ several other model specifications 
to corroborate the robustness of our results. Since our dependent variable (ES) 
is a non-negative integer, we adopt count data models to corroborate our 
results. The distribution of ES prefers negative binomial model since its 
variance is larger than the mean value. The results are shown in Column (6) of 
Table 3-2. Particularly, the count data model suggest that firms with higher 
R&D intensity are more likely to spawn entrepreneurs, since they often 
70 
 
possess unexploited technological innovations for employees to inherit 
(Agarwal et al. 2004). Though R&D intensity is significant in the count data 
model, H2 is also supported with p-value<0.01 to verify that β1 is significantly 
larger than β2. Generally, all our results remain stable in the count data model. 
Furthermore, we examine the sensitivity of our results under serial 
correlations in Column (7) of Table 3-2. Specifically, we employ the AR (1) 
linear regression, to specify a first-order autoregressive in part of the error 
terms of our models. As illustrated, our results remain unchanged. In summary, 
our results are robust across various model specifications. 
-Table 3-2- 
3.5.2 Further analyses 
To obtain a more comprehensive understanding, we outline a framework 
of further analyses to supplement our main findings. We first provide a set of 
results to corroborate the direct relationship between IT intensity and 
entrepreneurial spawning. Next, we provide additional evidence for the results 
of H3 by examining the relationship between IT and sample firms‘ strategic 
dynamism. Finally, we present falsification tests to rule out several alternative 
explanations.  
Causality 
We verify the causal effect of IT intensity on entrepreneurial spawning in 
two ways. First, we explicitly model the potential dynamic progress of firm-
level entrepreneurial spawning. The length of our panel data allows for a 
dynamic panel estimator Arellano–Bond System GMM estimate, which uses 
lagged differences as instruments to account for endogenous variables (Tambe 
and Hitt 2012). Column (1) in Table 3-3 reports the Arellano–Bond System 
71 
 
GMM estimates. After controlling for the one-year lag‘s correlation, IT 
intensity remains a positive and significant impact on entrepreneurial 
spawning and the estimated coefficient is similar with that in Column (1) of 
Table 3-2. 
Second, we establish the Granger causality (Granger 1969), employing the 
recently developed econometric method for panel data (Dumitrescu and Hurlin 
2012). In brief, the Granger test is a statistical hypothesis test for determining 
whether one time series (i.e., IT intensity) is useful in forecasting another (i.e., 
entrepreneurial spawning) and provides useful evidence about true causation 
(Hamilton 1994). We conduct an autoregressive model with firm-specific 
effect αi for a firms‘ entrepreneurial spawning, using IT intensity as the 
predictor. We then compute the average of Wald statistics for the Granger 
causality test. The results are significant for different statistics (p-value<0.01) 
and lag orders (from 1 to 3), which suggests that firms‘ IT intensity has a 
significant temporal-based causal relationship with entrepreneurial spawning.  
Alternative measurement 
For robustness checks, we also adopt alternative measures of firms‘ IT 
usage or technological know-how to examine the effect of IT intensity on 
firms‘ entrepreneurial spawning. First, we examine the impact from IT by 
firms‘ appointments of the CIO. Generally, the CIO is the most senior 
executive in a firm responsible for the information technology that supports 
business goals. This appointment not only represents the strategic importance 
of a firm‘s IT capabilities, facilitates the communication between business and 
technology, but also implements advanced technologies proactively, all of 
which ensure an effective exploitation of the business value of IT (Banker et al. 
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2011; Chatterjee et al. 2001; Li and Tan 2013). Thus, we would expect the 
presence of the CIO to have a similar effect of IT intensity in our research 
context. Based on the online resume database, we construct the time-variant 
variable CIO, which is a dummy (coded as ―1‖ when the focal firm has 
appointed a CIO in that year; and ―0‖ otherwise). The estimation results are 
shown in Column (2) of Table 3-3: the coefficient of CIO is positive and 
statistically significant, which indicates that the appointment of a CIO has a 
positive impact on entrepreneurial spawning. 
The second alternative measure adopted for IT intensity is the percentage 
of employees that have working experience in the information technology 
sector (also from LinkedIn database). IT industries, as new technology product 
or service providers, usually have better understanding about technology 
development and potential business value in applying these technologies. 
Moreover, IT firms usually lead in applying advanced information 
technologies or systems in organizing business operations (Guadalupe et al. 
2013). Therefore, employees in IT industries might obtain deeper knowledge 
of technology benefits and exhibit higher inclination in adopting IT. Through 
employee mobility, this kind of human capital gets spilled over to other firms 
(Campbell et al. 2012). Hence, we conjecture that the employees that have 
working experience in IT industries would reflect firms‘ IT intensity by 
possessing more technology know-how and implicitly promoting current firms 
to invest information technologies for business operations. As illustrated in 
Column (3) of Table 3-3, the variable IT experience is positive and significant. 
Moreover, the influence of an IT industry-experience employee is less 
effective than that of an IT employee, with respect to both the marginal effect 
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and statistical p-value.  
Complementary test: IT and Strategic dynamism 
To better understand the results of H3 (which is contrary to our theoretical 
postulation), we revisit the assumption that IT enables strategic dynamism, 
which then transfers IT knowledge to employees and enlightens them about 
novel business ideas. In Column (4) of Table 3-3, we first demonstrate the 
relationship between IT intensity and firms‘ strategic changes, which are 
operationalized as the year-on-year change in diversification (Crossland et al. 
2013; Wiersema and Bantel 1992). To measure diversification, we use the 
following entropy measure to reflect the number, importance, and relatedness 









  (3.2) 
In Equation (3.2), Pi is the percentage of a firm‘s total sales from business 
segment i, and N is the number of segments. For each firm-year, we calculated 
the absolute percentage change in the entropy measure from the prior year, 
then logged and standardized this value. The result reveals that IT intensity 
has a positive and significant (p<0.05) effect on firms‘ strategic change, which 
is consistent with Yetton et al. (1994).  
Although there is no significant change between IT intensity and firms‘ 
strategic changes between the first and second decades, we demonstrate that 
during the two periods, IT intensity has a significantly differential effect on 
the other major form of strategic dynamism, i.e., firms‘ resource reallocation 
(Crossland et al. 2013). Following prior literature (Tang et al. 2011), we 
operationalize resource reallocation as the year-on-year absolute change of six 
strategic choice variables: (1) advertising intensity (advertising 
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expenditure/sales), (2) R&D intensity (R&D expenditure/sales), (3) overhead 
efficiency (selling, general, and administrative expenses/sales), (4) capital 
intensity (fixed assets/total employees), (5) plant and equipment newness (net 
plant and equipment/gross plant and equipment), and (6) financial leverage 
(total debt/shareholder‘s equity). We then calculate the absolute difference 
from the previous year to the focal year. We take log, standardize the six 
measures, and finally combine these to create a single standardized index of 
resource reallocation for each year. The interaction term of IT intensity and 
new era (year later than 2000) in Column (5) is negative and significant, 
revealing that the same level of IT intensity has a weaker effect on firms‘ 
strategic dynamism during in the new era. Generally, these extra tests of IT 
and strategic dynamism are consistent with previous results of H3 and provide 
additional evidence on why the effect of IT intensity may become weaker in 
the new era. 
-Table 3-3- 
Falsification tests 
Furthermore, we conduct falsification tests to rule out some alternative 
explanations. First, since we identify IT employees based on their job titles, 
some might be concerned that some variations of IT intensity might reflect 
unobserved adjustments in firms‘ organization structures (e.g., increased role 
differentiation), rather than changes in firms‘ IT investment. We eliminate this 
concern by estimating the effects from employees of other job categories on 
entrepreneurial spawning. In particular, we select employees from the 
accounting department. Comparable to the IT department, the accounting 
department also provides a supporting role that deals with administrative 
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functions, in contrast with R&D or marketing functions that are closer to 
products (Guadalupe et al. 2013). In our context, the variable Accounting 
intensity (ACintensity) share a similar mean value (=0.081) and variation 
(0.056), compared with those of the IT intensity (mean=0,099, 
Std.Dev=0.055). The results displayed in Column (6) of Table 3-3 indicate 
that unlike IT employees, accounting employees do not have significant 
effects on inducing employees into entrepreneurship, thereby rejecting the 
alternative explanation that our findings are driven by some unobserved 
organizational changes such as business expansion or mergers and acquisitions.  
The second conjecture could be that our estimation of the positive IT effect 
is due to the labor substitution effect of IT (Im et al. 2013). With increasing 
use of IT, many employees‘ jobs are taken over by automated processes. 
Those laid-off employees may choose to become entrepreneurs and confound 
our theoretical predictions. We dismiss this potential alternative explanation 
with both theoretical evidence and falsification tests. On the one hand, 
previous studies have documented that: (i) IT mainly affects employees with 
routine and clerical work (Brynjolfsson and Hitt 2003; Orlikowski and Robey 
1991); while (ii) employees who leave to start new ventures are typically of 
high quality workforce (Campbell et al. 2012; Carnahan et al. 2012) and 
possess diverse skills (Sørensen and Fassiotto 2011). Therefore, the 
substitution effect of IT would not affect the potential entrepreneurs in 
existing firms. On the other hand, we falsify this possibility by empirically 
investigating the relationship between IT intensity and employees‘ turnover. 
As shown in Column (7) of Table 3-3, we do not observe significant effects 
from IT intensity on the employee turnover rate. Hence, our findings are not 
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attenuated by IT-induced labor substitutions. 
Furthermore, we empirically verify that spawned employees are valuable 
resources to existing firms. We estimate the production function (Tambe and 
Hitt 2013) in Table 3-4. As demonstrated, the departure of spawned 
entrepreneurs has a negative and significant impact on firms‘ value-added. 
This suggests that spawned entrepreneurs are not redundant but productive 
employees in parent firms. Next, in Table 3-5, we show that the number of 
spawned ventures (and spawned employees) have a negative and significant 
impact on the existing firms‘ value in the following year, which is measured 
using Tobin‘s Q (Bharadwaj et al. 1999). This evidence also supports our 




Third, someone might doubt our main finding because of the unobserved 
self-selection mechanisms. For example, the positive relationship between IT 
intensity and entrepreneurial spawning could be partially contaminated if 
spawned entrepreneurs are mostly IT employees themselves. We mitigate this 
concern in two ways: (i) The percentage of spawned entrepreneurs from IT 
employees is about 9%, which is similar to the overall percentage of IT 
employees among all the employees. Thus, the spawning phenomenon is not 
disproportionately concentrated among IT employees; (ii) We replace the 
dependent variable as the number of spawned non-IT employees and re-test 
our hypotheses. The results are shown in Column (2) of Table 3-6, and are 
qualitatively consistent with the results in the baseline model, in which the 
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dependent variable is the number of total spawned employees (Column (1) in 
Table 3-6). 
Additionally, there might also be some concern that the presence of 
employees who intrinsically prefer entrepreneurship would exaggerate our 
estimations of ―IT intensity effect‖. We address this issue by adjusting our 
dependent variables. That is: (i) We eliminate all spawned employees with 
education experience in the US universities that are ranked among the top 20 
in producing entrepreneurs.
32
 We assume that all these employees develop 
their entrepreneurial aspiration or capabilities from the universities‘ 
atmosphere (Kacperczyk 2013), and therefore remove them from our 
examination; (ii) We eliminate all spawned employees that had 
entrepreneurship experience previously. These ―serial entrepreneurs‖ might 
self-select appropriate firms and then leave to embark on entrepreneurship, 
which lead to the impression that these firms are more prolific spawners 
(Gompers et al. 2005). These results are seen in Columns (3) and (4) of Table 
3-6. As demonstrated, our estimations do not change significantly after the 
adjustments. Hence, the unobserved self-selection mechanism does not 
undermine our findings.  
-Table 3-6- 
3.6 CONCLUSIONS 
3.6.1 Key findings 
Our research objective is to investigate how IT intensity in firms 
influences employees‘ entrepreneurial spawning behavior. We use a large 
sample of Standard and Poor‘s 500 firms over a period of about 20 years (i.e., 






1990-2010) to test our hypotheses. Supporting H1 and H2, our results affirm 
that the increase in IT intensity gives rise to more entrepreneurs being 
spawned out of incumbent firms and this effect is stronger than that from 
R&D intensity. Contrary to H3, we observe the above ―IT intensity effect‖ 
diminishes, rather than gaining momentum in the new era. In line with H4, our 
results suggest that the ―IT intensity effect‖ is more pronounced in large firms, 
where employees are accorded more fertile resources while being impeded by 
massive structures. In support of H5, our result also suggests that younger 
firms, which tend to own a more entrepreneurially agile workforce are more 
sensitive to the ―IT intensity effect‖ in producing entrepreneurs. 
3.6.2 Contributions 
Our study provides critical theoretical contributions in several ways. First, 
we advance current research in examining the role of IT in driving innovation 
from a unique perspective. Different from extant studies that predominantly 
focus on patent productivity (Kleis et al. 2012), R&D efficiency (Bardhan et al. 
2013) or new product development (Banker et al. 2006; Nambisan 2003; 
Nambisan 2013) and within firm boundaries, our work investigates 
entrepreneurial spawning, which is a vital manifestation of innovation beyond 
firm boundary. Significantly, our findings call for an important reevaluation of 
the contribution of IT on innovation (Joshi et al. 2010; Kleis et al. 2012), 
which might have been underestimated previously. Due to the often 
―overlooked‖ increase in outflow of resources by IT, more innovations have 
ended up spilled out of incumbent firms and were erroneously not attributed to 
the IT effect. For example, the value of Intuit Inc., which immediately reached 
US$2 billion after its IPO, is not attributed to the possibility awarded by 
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Procter & Gamble‘s IT contributions, although the original idea from co-
founder Scott Cook to launch such a company was largely inspired by his 
experience of IT usage by his ex-employer (Taylor and Schroeder 2003).  
Second, we enrich the IS literature that has examined how employees are 
affected by firms‘ IT (Bala and Venkatesh 2013; Griffith and Northcraft 1996; 
Joshi 1991). Unlike most prior studies that focus on short-term negative 
influences (such as adoption resistance, workforce tension or job 
dissatisfaction) (Bala and Venkatesh 2013), our study unravels potential long-
term positive influences (such as acquiring transferrable knowledge during 
firms‘ IT implementation (Agrawal and Tambe 2013)) so as to eventually 
embark on entrepreneurship. Furthermore, our study also provides novel and 
vital empirical evidence to supplement existing ―IT entrepreneurial agility‖ 
studies (Chakravarty et al. 2013; Lu and Ramamurthy 2011). While current 
studies predominantly focus on firm-level entrepreneurial behavior, our 
analyses are a major step forward in corroborating entrepreneurial agility at 
the individual employee level. In addition to enhancing firms‘ entrepreneurial 
capability, IT also inspires employees‘ entrepreneurial intentions. Moreover, 
our study employs an objective measure for entrepreneurial behavior, while 
prior studies mainly rely on executives‘ subjective measurements.  
Third, we respond to the recent appeal of Sørensen and Fassiotto (2011) to 
examine the interface between incumbent firms and entrepreneurial ventures, 
by unraveling the role of information technology. Specifically, we surpass past 
research that primarily focuses on firms‘ properties (e.g., location, age and 
size) by underscoring a strategic investment, which top management can enact 
upon and be proactive in (i.e., IT intensity) so as to better regulate 
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entrepreneurial spawning. Faced with the complicated impacts from IT 
investment, managers have to be cautious in balancing the potential 
improvements in operating performances and the side effects on resources 
outflow. 
Furthermore, our study also has important managerial implications. To 
firm managers, our results unravel an unexpected, yet vital outcome from 
information technology investment. Notwithstanding the well-recognized 
strategic or economic benefits obtained from IT investment, our study reveals 
a value-spillover process through employee entrepreneurship and exposes the 
potentially double-edged nature of IT investment. More precisely, IT 
investments strengthen firms‘ competitiveness on the one hand, but also result 
in a potential loss of high-quality human resources (validated in the section on 
further analyses). The tradeoffs are what top managers have to grapple with. 
Also, our findings sound a note of caution to large or young firms to be aware 
of the higher chances of facing the side effects of IT in losing talents. 
Managers in young firms should be especially vigilant, as they heavily rely on 
these talented employees to support their early-stage business growth. To 
alleviate the above danger, firms could consider offering long-term stock 
option contracts that might effectively lock-in potential entrepreneurs. 
Alternatively, setting up an internal innovation division, which supports 
employees‘ entrepreneurial plans, may potentially help reduce, if not entirely 
eradicate, the likelihood of creative employees leaving for entrepreneurship. 
For policy makers our findings uphold the contributions of IT in boosting 
economic growth. More than the common knowledge of IT increasing 
productivity in established firms, we demonstrate that IT also boosts the 
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economy by creating more entrepreneurial ventures. As many countries 
increasingly advocate startups as one of the key ways to help rejuvenate 
economies in the long-run, our findings encourage policy makers to conceive 
effective ways to better promote entrepreneurship (e.g., tax subsidies to 
encourage technology investment). 
3.6.3 Limitations and Future Research 
Despite our numerous rigorous tests and robustness checks, we 
acknowledge some limitations. For example, similar to most prior studies, it is 
difficult to differentiate the precise usage of different types of technologies 
(such as information integration, data analytics or personal productivity tools) 
regardless of whether we use the traditional capital-based (Im et al. 2013; 
Kleis et al. 2012) or the novel labor-based measures (Tambe and Hitt 2012; 
Tambe and Hitt 2013). This restriction stems from the fact that many 
technologies transcend one simple function/classification and also because of 
employees‘ ill-defined ways in self-reporting job information in their online 
resumes. Hence, it is infeasible to quantify the impact on entrepreneurial 
spawning from each type of technology.  
As a potential avenue for future research, one direction worthy of pursuit 
is the investigation of the performance implications of spawned ventures from 
parent firms with differential IT investment. Existing literature has 
emphasized the importance of knowledge inheritance in determining ventures‘ 
performances (Agarwal et al. 2004; Franco and Filson 2006). On the other 
hand, our study also demonstrates that IT facilitates the knowledge learning 
process within existing firms. Hence, it would be interesting to observe 
whether spawned ventures from high IT intensity firms perform better than 
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those from low IT intensity firms. Moreover, we may wish to investigate 
whether spawned ventures from high IT intensity incumbent firms would be 
stronger competitors for parents firms, because they derive more valuable 
know-how. Another meaningful extension of this research would be to explore 
how an individual‘s role in organizations influences his or her reactions to 
contextual changes resulting from IT intensity (Dobrev and Barnett 2005). We 





Table 3-1: Data Description 
 Mean SD Min Max 1 2 3 4 5 6 7 8 9 10 11 
1. ES 10.793 23.164 0 351            
2. IT Intensity 0.099 0.056 0.011 0.441 0.032*           
3. Tobin‘s Q 1.662 1.502 0.067 9.325 -0.090* -0.028*          
4. Operating Margin 0.153 0.168 -0.795 0.575 0.054* 0.029* 0.045*         
5. Growth Rate 0.157 0.301 -0.397 1.794 -0.093* -0.031* 0.199* -0.01        
6. R&D Intensity 0.038 0.104 0 0.727 -0.043* 0.045* 0.296* -0.465* 0.143*       
7. Leverage 0.187 0.150 0 0.711 -0.085* 0.028* -0.149* -0.047* 0.018 -0.099*      
8. Sale 8.263 1.654 0 12.960 0.449* 0.130* -0.242* 0.197* -0.213* -0.377* -0.061*     
9. NewEra 0.477 0.499 0 1 0.240* 0.109* -0.061* 0.086* -0.129* -0.005* 0.023 0.311*    
10. Large 0.520 0.499 0 1 0.320* -0.012 -0.116* -0.033* -0.114* -0.164* -0.064* 0.544* -0.027   
11. Age 25.972 16.489 0 60 0.121* 0.121* -0.176* 0.037* -0.245* -0.137* 0.072* 0.472* 0.161* 0.215*  
12. HHI 0.176 0.159 0.014 0.987 0.110* 0.002 0.011 -0.091* -0.058* -0.181* -0.042* 0.185* 0.084* 0.238* -0.015 







Table 3-2: Hypothesis test 
VARIABLES (1) FE (2) FE (3) FE (4) FE (5) FE (6) Count (7) AR(1) 
        
Tobin‘s Q -0.011** -0.011** -0.011** -0.010* -0.011*** -0.011 -0.012*** 
 (0.005) (0.005) (0.005) (0.005) (0.004) (0.009) (0.004) 
Operating Margin -0.147*** -0.146*** -0.138*** -0.146*** -0.136*** -0.664*** -0.102** 
 (0.048) (0.048) (0.048) (0.048) (0.036) (0.093) (0.040) 
Growth Rate -0.051*** -0.052*** -0.053*** -0.050*** -0.051*** -0.274*** -0.043*** 
 (0.017) (0.018) (0.017) (0.018) (0.013) (0.034) (0.013) 
R&D Intensity 0.027 0.042 0.035 0.035 0.055 0.674*** 0.091 
 (0.163) (0.161) (0.163) (0.163) (0.107) (0.237) (0.113) 
Leverage -0.076 -0.082* -0.076 -0.077 -0.081** -0.124 -0.068 
 (0.048) (0.049) (0.047) (0.049) (0.039) (0.098) (0.045) 
Revenue 0.084*** 0.082*** 0.086*** 0.081*** 0.082*** 0.360*** 0.077*** 
 (0.015) (0.015) (0.015) (0.015) (0.007) (0.019) (0.009) 
Age 0.019 0.016 0.025 0.011 0.017 0.066** 0.061*** 
 (0.019) (0.018) (0.018) (0.019) (0.013) (0.030) (0.022) 
HHI 0.011 -0.005 -0.017 0.007 -0.037 0.230** -0.016 
 (0.082) (0.082) (0.085) (0.081) (0.056) (0.112) (0.069) 
        
IT Intensity 1.401** 2.207*** 0.148 2.460*** 1.467*** 4.578*** 1.385** 
 (0.570) (0.603) (0.666) (0.857) (0.528) (0.860) (0.659) 
IT × NewEra  -0.565***   -0.385** -1.263*** -0.372* 
  (0.184)   (0.189) (0.297) (0.220) 
IT × Large   3.550***  4.181*** 2.118** 3.639*** 
   (0.998)  (0.653) (0.977) (0.809) 
IT × Age    -0.029* -0.027* -0.064*** -0.021 
    (0.016) (0.015) (0.022) (0.018) 
Constant 0.211* 0.221* 0.114 0.262** 0.152** -0.722*** 0.046 
 (0.118) (0.117) (0.118) (0.124) (0.071) (0.190) (0.080) 
        
Year dummy included included included included included included included 
Observations 5,524 5,524 5,524 5,524 5,524 5,509 5,218 
R-squared 0.496 0.497 0.499 0.496 0.501  0.392 
Number of firms 306 306 306 306 306 302 303 
Robust standard errors in parentheses 




Table 3-3: Further analyses 














        
Tobin‘s Q -0.015*** -0.011*** -0.011** -0.014 0.003 -0.011** -0.002*** 
 (0.006) (0.004) (0.005) (0.024) (0.011) (0.005) (0.001) 
Operating Margin -0.033 -0.151*** -0.154*** 0.069 -0.130 -0.144*** -0.021*** 
 (0.053) (0.036) (0.048) (0.208) (0.147) (0.048) (0.006) 
Growth Rate -0.049** -0.054*** -0.052*** 0.255* 0.286*** -0.054*** -0.009*** 
 (0.019) (0.013) (0.017) (0.146) (0.033) (0.017) (0.002) 
R&D Intensity 0.140 0.032 0.019 0.012 0.300 0.046 -0.018 
 (0.134) (0.108) (0.162) (0.475) (0.393) (0.164) (0.014) 
Leverage -0.046 -0.084** -0.084* -0.181 1.105*** -0.082* 0.011** 
 (0.074) (0.039) (0.048) (0.177) (0.118) (0.049) (0.005) 
Revenue 0.088*** 0.089*** 0.087*** 0.037 -0.008 0.087*** 0.005*** 
 (0.020) (0.007) (0.015) (0.029) (0.024) (0.015) (0.001) 
Age 0.080** 0.019 0.018 0.013 -0.060 0.019 0.013 
 (0.033) (0.012) (0.018) (0.048) (0.048) (0.019) (0.008) 
HHI 0.201 0.024 0.033 -0.074 -0.224* 0.031 0.001 
 (0.133) (0.056) (0.081) (0.194) (0.126) (0.081) (0.002) 
        
IT Intensity 1.536*   2.873* 1.197  0.011 
 (0.829)   (1.736) (0.903)  (0.062) 
IT × NewEra    0.376 -0.700**   
    (0.651) (0.279)   
CIO  0.023**      
  (0.011)      
IT experience   0.861*     
   (0.509)     
AC intensity      0.979  
      (0.827)  
Constant -0.547*** 0.306*** 0.297** -0.700** 0.864*** 0.246* 0.071*** 
 (0.148) (0.062) (0.122) (0.296) (0.233) (0.136) (0.012) 
Year dummy Yes Yes Yes Yes Yes Yes Yes 
Observations 4,909 5,524 5,524 4,326 4,830 5,524 5,513 
R-squared  0.494 0.495 0.01 0.128 0.495 0.778 
Number of firms 301 306 306 282 279 306 306 
Robust standard errors in parentheses,  










Capital (log) 0.126*** 
 (0.007) 
Other Employees (log) 0.884*** 
 (0.015) 





Year dummy included 
Observations 5,369 
Number of firms 306 
R-squared 0.803 
Robust standard errors in parentheses,  






Table 3-5: The Impact of Entrepreneurial Spawning on Firm Value 
 (1) FE (2) FE 
VARIABLES Tobin‘s Qt Tobin‘s Qt 
   
Spawned venturest-1 (log) -0.161*  
 (0.087)  
Spawned entrepreneurst-1 (log)  -0.157* 
  (0.086) 
Operating Margint 1.225** 1.226** 
 (0.474) (0.474) 
Growth Ratet 0.711*** 0.711*** 
 (0.220) (0.221) 
R&D Intensityt -3.210* -3.211* 
 (1.692) (1.692) 
Leveraget -0.870 -0.870 
 (0.788) (0.788) 
Revenue t -0.324*** -0.324*** 
 (0.077) (0.077) 
Aget 0.097 0.097 
 (0.199) (0.200) 
HHIt -0.451 -0.452 
 (0.384) (0.384) 
Constant 4.196*** 4.198*** 
 (1.001) (1.001) 
   
Observations 5,217 5,217 
Year dummy included included 
Number of firms 303 303 
R-squared 0.110 0.110 
Robust standard errors in parentheses 




Table 3-6: Self-selection 
 (1) FE (2) FE (3) FE (4) FE 
VARIABLES entrepreneur Non-IT Non-top20 U Non Serial 
     
Tobin‘s Q -0.012*** -0.012*** -0.010** -0.010** 
 (0.004) (0.004) (0.004) (0.004) 
Operating Margin -0.131*** -0.125*** -0.124*** -0.145*** 
 (0.037) (0.037) (0.037) (0.037) 
Growth Rate -0.047*** -0.051*** -0.041*** -0.054*** 
 (0.013) (0.013) (0.013) (0.013) 
R&D Intensity 0.064 0.060 0.118 0.038 
 (0.109) (0.110) (0.110) (0.109) 
Leverage -0.088** -0.063 -0.097** -0.099** 
 (0.039) (0.040) (0.040) (0.039) 
Revenue 0.083*** 0.077*** 0.084*** 0.083*** 
 (0.007) (0.007) (0.007) (0.007) 
Age -0.045 0.023* 0.014 0.021 
 (0.057) (0.013) (0.013) (0.013) 
HHI 0.018 -0.018 -0.055 -0.031 
 (0.013) (0.058) (0.058) (0.057) 
     
IT Intensity 1.394*** 0.962* 1.320** 1.370** 
 (0.536) (0.543) (0.540) (0.538) 
IT × NewEra -0.415** -0.289 -0.465** -0.444** 
 (0.192) (0.195) (0.194) (0.193) 
IT × Large 4.268*** 4.711*** 4.387*** 4.620*** 
 (0.663) (0.671) (0.668) (0.665) 
IT × Age -0.025* -0.032** -0.020 -0.028* 
 (0.015) (0.015) (0.015) (0.015) 
Constant 0.159 0.181** 0.131* 0.113 
 (0.124) (0.073) (0.073) (0.073) 
     
Year dummy included included included included 
Observations 5,524 5,524 5,524 5,524 
R-squared 0.500 0.484 0.496 0.489 
Number of firms 306 306 306 306 
Robust Standard errors in parentheses 





CHAPTER 4 THE MAKING OF ENTREPRENEURS FROM INITIAL 
JOB PLACEMENTS: A RESOLUTION FOR THE XEROX VIEW AND 
THE FAIRCHILD VIEW 
4.1 INTRODUCTION 
“The future depends on what you do today.”- Mahatma Gandhi 
An analysis of the venture capital financing rounds in 2014 reveals that 
three out of the top five categories are IT-related startups (i.e., software, e-
commerce and mobile).
33
 Acknowledging the critical contributions of IT 
entrepreneurship in catalyzing innovations and driving business revolutions 
(Carroll and Hannan 2000; Del Giudice and Straub 2011; Schumpeter 1934), 
governments and universities actively implement a series of initiatives to 
encourage IT entrepreneurial endeavors.
34
 Notably, many universities organize 
entrepreneurship programs to immerse students in the rich diversity of 
ventures across the world and the vibrancy of the entrepreneurial culture.
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Despite these efforts and some evidences of entrepreneurs being spawned 
from existing firms (Sørensen and Fassiotto 2011), we still lack a lucid 
understanding of how careers may help cultivate fresh IT graduates into 
entrepreneurs (Mourmant et al. 2009). As expressed by Martin Zwilling, an 
entrepreneurship consultant, ―One of the simplest questions I get from aspiring 
entrepreneurs, and ironically one of the hardest, is „How do I start (to prepare 
an entrepreneurial life)?‟ I want to tell them to just start anywhere, but I 













realize that most have no idea where anywhere is‖.37 
A scrutiny of extant research would reveal that many are primarily 
concerned with only an entrepreneur‘s last employer before founding his/her 
new venture (Andersson et al. 2012; Gompers et al. 2005; Sørensen 2007a), 
but gravely overlook the possibility of an entrepreneur‘s initial job placement 
also exerting an important influence (Raelin 1980). Indeed, classical theory on 
career development has characterized one‘s career path as an evolution 
process, contending that a person‘s career position at a time is not exogenous 
but dependent on precedent employment experiences (Brown 2002). In 
particular, initial job placement often shapes subsequent career development in 
terms of skill sets development or ability signaling (Kahn 2010; Oyer 2006). A 
quote from Stephanie Taylor Christensen, a female entrepreneur, further 
underscores the value of first job for entrepreneurs: “It was only after leaving 
to pursue my entrepreneurial dreams that I realized the value of the first 
job … it‟s where I learned my most valuable entrepreneurial skills”.38 Hence, 
the mere investigation of last employer (firm) characteristics during the 
transition from an employee to an entrepreneur may be too shortsighted, and 
potentially overlook the deciding driver for a person‘s entrepreneurship 
decision.  
Compounding the problem, most extant research assumes a homogenous 
population in potential entrepreneurs and attempts to identify the ideal career 
that best prepares everyone for an entrepreneurial entry. Nevertheless, there 
might be significant heterogeneity across unobserved groups of potential 









entrepreneurs, regarding their education background and entrepreneurial 
preferences. Although the importance of person-organization fit has been 
highlighted in research investigating career advancement and job satisfaction 
(Judge 1994; O'Reilly et al. 1991), its importance has been severely ignored in 
the entrepreneurship literature. As existing firms vary in their relative 
advantages in preparing nascent entrepreneurs, such as knowledge inheritance 
(Agarwal et al. 2004; Franco and Filson 2006), social connections building 
(Gompers et al. 2005) or managerial skill training (Lazear 2004), it is highly 
probable that IT graduates with heterogeneous backgrounds might require 
different careers that better supplement them with the necessary resources to 
become entrepreneurs. Consequently, prior research, which ignores individual 
heterogeneity when examining the value of career experiences, would suffer 
from biases and obscure our knowledge about entrepreneur development.  
To address the above limitations, the purpose of this study is to explore 
effective initial job placements that can better prepare IT graduates for 
eventual entrepreneurial choices, accounting for unobserved individual 
heterogeneity. Specifically, we characterize the initial job placement with two 
dimensions: industry and firm size.  
Aforementioned, given the dominance of IT-enabled startups, it becomes 
intriguing to know whether the IT industry posits a better initial job placement 
than non-IT industries to cultivate IT graduates to be future entrepreneurs. One 
viewpoint asserts that characteristics of the IT industry (such as technological 
innovation and rapid changes) help further equip IT graduates with up-to-date 
technological skills and innovative mindsets, both of which are invaluable to 
launch new ventures. Statistics from industry and academia support this view 
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by documenting IT industries as the hotbeds in spawning entrepreneurs 
(Gompers et al. 2005; Nowak and Grantham 2000).
39
 On the contrary, the 
other viewpoint suggests that most modern innovations originate from creative 
fusion between cross-boundary knowledge (Tortoriello and Krackhardt 2010). 
Specifically, technologies are not the exclusive proprietary of IT industry and 
have penetrated many non-IT industries to inspire and enable entrepreneurial 
endeavors (Del Giudice and Straub 2011; Nambisan 2013). IT graduates who 
enter these industries obtain synergistic gains from technology and industry-
specific knowledge (Colombo and Grilli 2005) to spark new ideas and new 
ventures. For example, Scott Cook, who established Intuit, a software 
company that develops financial and tax preparation software, was initially 
working for Procter & Gamble. Likewise, Robin Chase, who found Zipcar, the 
pioneering car sharing e-business, was initially working for a public 
transportation agency. Furthermore, this second view attempts to challenge the 
statistics offered by the first view by claiming that self-selection issues have 
not been ruled out. In other words, there is a possibility that employees with 
stronger entrepreneurial aspiration choose to work in the IT industry and thus 
exaggerates the effect of the IT industry in cultivating entrepreneurs. Hence, 
the relative advantage, if any, bestowed by the IT industry in preparing 
entrepreneurs remains unclear. 
The effect of existing firms‘ size on employee entrepreneurship is 
equivocal as findings are ambivalent. One stream of research (i.e., Xerox view) 
advocates that established large firms can cultivate more entrepreneurs, as 
they provide fertile technological resources and considerable investments in 





employee training, but remains rather inefficient in adopting innovations 
(Agarwal et al. 2004; Gompers et al. 2005). For example, Brian Acton, 
cofounder of the 19 billion WhatsApp, was initially working for Apple. On the 
other hand, another stream of research (i.e., Fairchild view) suggests that small 
firms are greatly superior in preparing future entrepreneurs, by exposing 
employees to essential but diverse business operations. Moreover, switching 
costs for employees in small firms to leave is much lower considering wages, 
opportunities of career advancements and job stabilities (Elfenbein et al. 2010; 
Gompers et al. 2005). A famous example is Drew Houston, who begins his 
career by working in a small software security company Bit9, but eventually 
establishes Dropbox. These two seemingly conflicting camps of thoughts 
around the effects of ―firm size‖ continue to perplex researchers and hence, 
warrant scrutiny. 
In essence, our research questions are: (1) Does an IT graduate‟s initial 
job placement in the IT industry increase his/her likelihood to become an 
entrepreneur subsequently? (2) Are there (and why) different types of IT 
graduates that better fit large (Xerox view) or small IT firms (Fairchild view) 
respectively to become entrepreneurs? 
To elucidate our research questions, we collect a large sample of IT 
graduates‘ resumes from LinkedIn, the largest professional social network. For 
our empirical strategy, we adopt a finite mixture model, which is able to 
identify the unobserved segments in the sample and estimate the effects from 
initial job placements (i.e., IT industry, and large IT firms) on different 
segments simultaneously. Addressing the self-selection issue with 
instrumental variable estimator and the Heckman selection model, our 
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statistical analysis reveals two latent types of IT graduates. Regardless of IT 
graduates‘ types, we found that the initial job placement in the IT industry 
increases their probabilities to become entrepreneurs in their later career. This 
affirms our conjecture regarding the importance of initial job placement in 
influencing entrepreneurship. More importantly, we manage to dismiss the 
plausible alternative explanation that entrepreneurs spawned from the IT 
industry are purely driven by a self-selection mechanism; instead, we 
empirically re-affirm the importance of contextual influences. Interestingly, 
two types of IT graduates fit distinctive initial job placements to prepare 
entrepreneurship: for one type of IT graduates, entering large IT firm increases 
their probabilities to become entrepreneurs; whereas for the other type of IT 
graduates, initially placed in small IT firms heighten their chances to become 
entrepreneurs. We further shed light on these two differential choices through 
a better understanding of (i) skill sets development (ii) ability signaling and (iii) 
lock-in effects from existing firms. We also examine the impact of the initial 
job placement on the recent job placement to validate our conjecture that the 
initial job placement does shape subsequent jobs, as well as the impact of 
recent job placement on IT graduates‘ entrepreneurship decision to be largely 
attributed to the initial job placement. Our results are robust under falsification 
tests, across alternative model specifications and a series of robustness checks. 
Our study makes critical theoretical contributions. First, we surpass prior 
research on entrepreneur development, by prolonging the examination from a 
potential entrepreneur‘s last job before entrepreneurship to his/her initial job 
placement. Specifically, we underscore the value of IT industry experience in 
IT graduates‘ early career to enrich the current understanding of how IT drives 
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entrepreneurial endeavors (Del Giudice and Straub 2011). Second, we may be 
amongst the first to resolve the seemingly conflicting findings of Xerox view 
versus Fairchild view (Gompers et al. 2005), regarding whether large or small 
firms are more advantageous in preparing entrepreneurs. Specifically, our 
results challenge the prevailing ―small firm effect‖ (Elfenbein et al. 2010) by 
enlightening that both views can co-exist, but they tailor to the needs of two 
different types of individuals. Third, our unique identification strategies 
alleviate the self-selection bias in prior research to provide compelling 
evidences for the contextual influences of industry environment in 
entrepreneur developments. Practical implications for relevant stakeholders 
(e.g., IT graduates and policy makers) regarding career choices and 
entrepreneurship acceleration are eventually discussed. 
4.2 THEORETICAL BACKGROUND 
4.2.1 Entrepreneur development 
Entrepreneurship researchers have long been interested in individuals‘ 
decisions to become entrepreneurs. Some investigate the relationship between 
individual‘s entrepreneurship behavior and stable personality traits (Chen et al. 
1998; Ekelund et al. 2005; Hvide and Panos 2014; Zhao and Seibert 2006), 
whereas some examine an individual‘s position in his/her social structure that 
may encourage or impede one‘s propensity to become entrepreneurs. For 
example, children from self-employed families are found to be more likely to 
become entrepreneurs because of inherited financial and social capital (Halaby 
2003; Sørensen 2007b). Other studies also examine the effect of universities 
on entrepreneurial entry, through either structural attributes (Murray 2002) or 
social influence (Kacperczyk 2013; Lerner and Malmendier 2013).  
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Recently, researchers also seek to explore the relationship between 
existing firms‘ characteristics and employee entrepreneurship. These works, 
which predominately investigate a potential entrepreneur‘s last employer, give 
rise to two competing views. The first view posits that employees in 
established incumbents are more likely to become entrepreneurs. The literature 
terms this the ―Xerox view‖ (Gompers et al. 2005), naming it after the multi-
business manufacturing incumbent that generates a bunch of new ventures. 
These established incumbents (e.g., Xerox, Apple) typically possess much 
technological know-how, which might be exploited by employees in their 
commercialization of their own ventures (Franco and Filson 2006). Using 
analytical models, Habib et al. (2013) theorize that firms with more valuable 
resources (such as know-how, patents) spawn more entrepreneurs. This is 
further propagated by the fact that internally, employees with great ideas for 
innovation may meet with obstacles. One reason could be that to maintain 
stability, established incumbents are often reluctant to upset their existing 
ways of organizing businesses. Cassiman and Ueda (2006) investigate the fit 
between existing businesses and new innovations to unravel that firm‘s 
rejection of new innovations typically induce entrepreneurial spawning. In 
addition, due to hierarchical structures, senior managers often lack sufficient 
information to evaluate the potential business value of employees‘ innovative 
ideas and thus reject them eventually. Hence, these restrained employees can 
only materialize their ideas by starting their own businesses. Klepper (2007) 
underscores that ―strategic disagreement‖ often fosters entrepreneurial 
spawning.  
The other view is called the ―Fairchild view‖ (Gompers et al. 2005), 
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naming it after a semiconductor entrepreneurial firm whose ―descendants‖ 
occupy almost one third firms in that industry. This view posits that 
employees working in entrepreneurial or small firms may find it less daunting 
to establish their own ventures for several reasons. For example, working in 
such firms exposes employees to a network of suppliers, customers and 
venture capital, all of which are valuable resources when launching business 
by employees themselves. Moreover, employees often learn how to found 
firms by participating in the entrepreneurial process with experienced 
entrepreneurs. Supporting this view, a number of empirical studies have found 
a negative correlation between firm age (or size) with employees‘ 
entrepreneurial spawning (Dobrev and Barnett 2005; Gompers et al. 2005; 
Sørensen 2007a). Concurring, Elfenbein et al. (2010) also empirically validate 
the ―small firm effect‖ to arrive at five explanations, namely preference 
sorting, ability sorting, less opportunity cost, more diverse skills, and higher 
exposure for external opportunities. 
4.2.2 Career effects of initial job placements 
In addition to the above contention, another critical limitation of prior 
research is the mere focus on a potential entrepreneur‘s most recent job before 
entrepreneurship, but overlooking the initial job placement. Existing 
economics literature has theorized why an individual‘s initial job placement 
might impact one‘s long-term career path. From the perspective of human 
capital development, Gibbons and Waldman (2003) and Lazear (2003) have 
emphasized the role of initial job placements in shaping skill sets 
developments, typically through employers‘ training or on-the-job learning. 
Employees might develop task-specific, firm-specific or industry-specific 
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human capital that is persistent and better equips them for certain types of job 
in the future. Milgrom (1988) adds that ―colleague influences‖, in the form of 
their productivity or quality also exert influences on fresh employees‘ 
performances and progressions through collaborations or knowledge transfers. 
Colleagues and the firm culture may further shape the new employees‘ 
perception and attitude towards ―work and career‖. Besides, given information 
asymmetry in the labor market, Oyer (2006) caution that initial job placement 
often may influence an individual‘s future career development by acting as the 
signal of one‘s ability for subsequent employers.  
Empirically, some studies have employed macroeconomic conditions to 
validate the impact of initial job placements on individuals‘ long-term careers. 
For example, Kahn (2010) challenges the neo-classical wage setting model, by 
revealing that the initial earning losses resulted from the bad economy during 
graduations are non-temporary and persistent with job mobility for a long 
period. In particular, Oyer (2006) shows that an economics Ph.D. who 
graduates during a slow economic period is more likely to join a low-ranking 
university as academia. This unfavorable initial placement not only lowers the 
chance of this person subsequently joining a higher-rank university, but also 
negatively affects his/her research productivity. Evaluating stock market 
performances, Oyer (2008) reveals that MBA students who work in Wall 
Street immediately upon graduation are more likely to continue working in 
Wall Street and earn higher salaries. These above evidences call for a research 




4.2.3 IT industry and entrepreneurship 
The growing significance of digital technology in enabling 
entrepreneurship accentuates the role of IT industry in breeding entrepreneurs. 
Specifically, IT industry has characteristics that boost entrepreneurship 
(Mourmant et al. 2009).  
IT industry, by definition, deals with much technology. As the main source 
of technology products and services, IT industry possesses an abundance and 
dynamic repository of both tangible (e.g., computing power, R&D investment) 
and intangible technological assets (e.g., human capital and know-how) (Li et 
al. 2010). Large IT firms (e.g., Apple, Microsoft and Google) not only operate 
specific R&D laboratories that generate innovations, but also conduct training 
programs and workshops or seminars to educate employees about cutting-edge 
breakthroughs and improve their human capital.
40
 Hence, fresh IT graduates 
employed in the IT industry are often blessed with great access to these 
resources, keeping them updated and developing their practical skills. Given 
the rapid advancements in technology (Tambe 2013), the value of on-the-job 
training becomes especially substantial for IT graduates, by bestowing them 
the opportunities to learn by doing and exploiting the potential value of 
technological breakthroughs. New information technologies, recognized as the 
primary engine, have offered capabilities to drive considerable entrepreneurial 
activities in the past decades (Mourmant et al. 2009). In sum, the enhanced 
technology knowledge and capability from the IT industry may play a critical 
role in fostering IT graduates‘ entrepreneurial activities. 
Also, IT industry often experiences rapid pace of change, befitting the 





spirit of entrepreneurship (Mourmant et al. 2009). The perpetual introduction 
of new technologies and innovations causes ruthless competitions to rife in the 
IT industry.
41
 To survive, IT firms have to reinvent themselves, and stake their 
future on revolutionizing the world with new products or services. Working in 
such an environment would inevitably condition the employees to be just as 
―fast pace‖, develop their audacity for trials (Kerr et al. 2014), tolerance for 
failures (Hvide and Panos 2014) and courage to challenge existing business 
models, all of which help drive entrepreneurial endeavors. 
In this section, we have discussed some relevant theoretical foundations 
for our research questions that can guide our subsequent empirical analyses. In 
line with existing empirical literature on entrepreneur development (Elfenbein 
et al. 2010; Fairlie 2006; Gompers et al. 2005; Sørensen 2007a), we opt to 
refrain from stating definitive research hypotheses because this is an 
exploratory study to learn the demographics of different types of IT graduates 
who follow different careers to entrepreneurship. In essence, this paper aims to 
generate empirical insights to shed light on the research questions and resolve 
theoretical disagreements. 
4.3 DATA 
Our main data is from LinkedIn, a leading professional networking 
website that contains individuals‘ education background and career histories. 
We assemble LinkedIn resumes of all IT major (e.g. computer science or 
information systems) students who graduated between 1997 and 2003 from 
174 US universities with bachelor degrees.
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 This sample period is chosen 
because it centers around the largest IT jobs demand shock, which forces even 





 There are in total 174 universities in the US News Ranking of Computer Science program 
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top IT graduates to work in non-IT firms. This exogenous shock is used as one 
identification strategy in this study (elaborated later). The employment 
information in LinkedIn database enables us to identify whether an 
undergraduate enters the IT industry upon graduation and whether he/she 
becomes an entrepreneur in his/her later career.
43
 To exploit exogenous shocks 
for these IT graduates‘ initial job placements, we obtain total employment size 
in the public IT sector from COMPUSTAT database and NASDAQ annual 
return from Yahoo!Finance to measure economic conditions around sample 
undergraduates‘ graduating years.  
To ensure our sampling quality, we compare our LinkedIn data with that 
from Computer Research Association, which is an association of more than 
220 North American academic departments of computer science.
44
 We are 
heartened by the similarity. From 1997 to 2003, the number of bachelor 
graduates in computer science increases by 270% in CRA data, and by 224% 
in our data. The ratio of male degree holders is 88.2% in CRA data and is 82.6% 
in ours. In the CRA data, 65.8% bachelor holders are White and 15.5% are 
Asian and Pacific Islander (API). The ratios in our data are 72.3% for White 
and 17.2% for API. Hence, our sample is representative of the whole 
population during the sampled period. Overall, our data has 62,409 IT 
graduates, with a sampling ratio of 47.1% on all bachelor‘s degree holders in 
Computer Science or Information Systems during the same period from CRA 
statistics.  
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 In this paper, IT industry consists of hardware, software and Internet firms (corresponding 






4.4 MODEL AND VARIABLES 
Dependent variable: Our dependent variable is an indicator of whether an 
IT graduate i has ever started a new venture after t years from graduation 
(ENi:). We identify individuals‘ entrepreneurial experiences by a list of job 
titles, like ―co-founder‖, ―entrepreneur‖, etc. Consistent with related literature 
(Oyer 2008), we measure an IT graduate‘s entrepreneurial entry after t years, 
not only to allow for the effects from initial job placement, but also to ensure 
the validity of our identification strategy. In our main analyses, we choose t to 
be five years, following Dougherty et al. (1993). To verify the robustness of 
our results, we also conduct further analyses using different values of t and 
duration models.  
Independent variables: We construct two main independent variables, to 
capture two aspects (i.e., industry and firm size) of an IT graduates‘ initial job 
placement. A dummy indicates whether an IT graduate i enters IT industry 
immediately upon graduation (First_ITi) and the other dummy indicates 
whether IT graduate i enters a large firm (Largei). Specifically, we denote 
Largei to be ―1‖ if this firm is in the list of Fortune 500 companies in the year 
the focal student i graduates. We also construct First_ITlargei to indicate 
whether i enters a large firm in the IT industry (the interaction term between 
First_ITi and Largei). 
Controls: To mitigate plausible alternative explanations, we control for 
other factors that might influence one‘s entrepreneurship choice. For 
demographic information, we include gender, and ethnicity dummies based on 
US population census‘ categories (i.e., White, Black, Hispanic, American 
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Indian and Alaska Native, Asian or Pacific Islander and Two or more races).
45
  
To capture individuals‘ education background, we include a few dummies 
to indicate whether graduate i‘s university is listed in top 20, top 50 or top 100 
in the US news ranking of computer science programs or not (U_Top20i , 
U_Top50i , U_Top100i). We also include for graduate i‘s major (computer or 
information systems); whether i has earned double degree (Doublei); whether i 
has exchange experience during undergraduate program (Exchangei).  
To control for the ―university effect‖ of entrepreneurship (Kacperczyk 
2013), we include the dummy of whether i‘s university is included in the list 
of top 20 or top 50 in the US most entrepreneurial universities (EU_Top20i, 
EU_Top50i).
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 Besides, we account for the type of university (public vs. 
private). Conditional on the above university ranking, we expect the variable 
public university (Public_Ui) to relatively capture the unobserved family 
wealth, as tuition fees for private university is usually much higher than those 
of public universities. With respect to extracurricular activities, we control for 
i‘s internship experience in IT firms, and i's prior entrepreneurial activities for 
the ―serial entrepreneur effect‖ (EN_bet) (Eggers and Song 2014).  
Apart from initial job placements, we also control for IT graduates‘ early-
career trajectories, which may correlate with entrepreneurship decisions. 
Specifically, we construct institutional variety (Varietyi) to count IT graduate 
i‘s movements across different firms in the first t years after graduation. 
Existing research has suggested that employees with high institutional variety 
tend to have personal dispositions favoring experimentation, change and 
novelty, while those counterparts tend to have dispositions favoring stability 








and incrementalism (Crossland et al. 2013). Since entrepreneurship is a risky 
activity with uncertainty and high probability of failure, the former type of 
employee better fits the spirit of entrepreneurship and is more likely to opt for 
entrepreneurship in their later career. 
We also include institutional embeddedness (Embeddednessi) to measure 
the extent to which an employee is attached or committed to an institution 
(Lee et al. 2004). We operationalize this variable as the number of times IT 
graduate i changes roles within the same employer in the first t years after 
graduation. According to Mitchell et al. (2001), embeddedness have three key 
aspects: link, fit and sacrifice.
47
 Our measurement is appropriate as follows. 
By exploring different roles in the same firm, employees gradually develop 
stronger ties with colleagues and adaptability to that specific firm‘s culture, 
better understanding of organizational processes, and better handling of their 
tasks. A more efficient match between employer‘s requirements and 
employee‘s capabilities is attained (Ortega 2001). Hence, they need to make 
greater sacrifices (i.e., switching costs) if they leave the firm, thereby 
decreasing their likelihood to become entrepreneurs. The summary of variable 
definitions and descriptive statistics are reported in Table 4-1.  
Our formal model specification is provided in Equation (4.1), in which i is 
the index for each IT graduate in our sample. To answer our first research 
question, the interaction term First_ITlarge is not included in the model, βj1 
estimates the main effect of initial job placement in the IT industry. We 
investigate the second research question with the full model. The baseline 
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 (1) Link: the extent to which people have links to other people or activities 
    (2) Fit: the extent to which their jobs and communities fit other aspects in their ―life spaces‖ 
    (3) Sacrifice: the ease with which links could be broken—what they would give up if they 
left their present settings 
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scenario of initial job placement is small non-IT firms, when all three 
independent variables are equal to ―0‖. The βj1 estimates the effect of small IT 
firms, when First_IT equals to ―1‖, First_ITlarge equals to ―0‖ and Large 
equals to ―0‖. The βj3 estimates the effect of large firms in non-IT industries, 
when First_IT equals to ―0‖, First_ITlarge equals to ―0‖ and Large equals to 
―1‖. The βj1+βj2+βj3 estimates the effect of large IT firms, when all three 
independent variables are equal to ―1‖. Specifically, βj2+βj3 estimates the effect 
of large firms versus small firms within the IT industry.
48
 We adopt the finite 
mixture logistic model to account for the potential heterogeneity in a finite 
number of latent segments. In particular, our model relaxes the assumption of 
a homogenous population and allows for d segments in our sample, among 
which the effects from the First_IT, First_ITlarge and Large (βj1, βj2 and βj3) 
are different across different segments. Each segment j has portion of πj and 
the sum of all portions is equal to one.  
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4.5 IDENTIFICATION STRATEGY 
Apart from the unobserved heterogeneity, estimations of coefficients may 
also suffer from possible endogeneity problem: some unobservable might 
correlate with IT graduates‘ initial job placements and later entrepreneurship 
decisions. To alleviate this concern, we employ the unexpected economic 
recessions during our sample period, which provide exogenous shocks to IT 
graduates‘ initial job placements. The logic is elaborated as follows. 
The IT industry during our sample period from 1997 to 2003 was evident 
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 We interpret the effect of initial job placements on log-odds ratio of entrepreneurship. 
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of an initial speculative boom, followed by a subsequent drastic shrinking, 
more commonly known as the Internet bubble. Around the early 2000, there 
are dynamic rises and falls in the number of job placement of the IT 
industry.
49
 For example, around 140 thousands of jobs are created in Silicon 
Valley from 1997 to 2000 while around 200 thousands of jobs disappear from 
2000 to 2003. From 1997 to 2000, the rise of commercial growth of the 
Internet stimulated a record-setting growth of dot-com related companies in IT 
industries (Subramani and Walden 1999). Correspondingly, the value of stock 
markets grew exponentially, with the technology-dominated NASDQ index 
rising from under 1,000 to nearly 5,000 between 1996 and 2000. The 
prosperous expansion of IT industry during this period created many positions 
to accommodate fresh IT graduates. Some anecdotal evidences suggest that 
new graduates and technology professionals from all over the US inundated 
the dot-com and other IT-related businesses.
50
 Overall, the national 
unemployment rate decreased from around 5.6% in early 1996 to less than 4% 
in 2000.  
Unfortunately, the Internet bubble burst on March 10, 2000, when 
NASDAQ index plummeted drastically from the peak. In the next few years, a 
great number of firms failed completely. Some survived but lost a large 
portion of their market capitalization, e.g., Cisco, whose stock declined by 
86%. Unsurprisingly, the unemployment rate increased back to nearly 6% in 
2003.
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 Around two hundred new IT firms went public from 1996 to 2000, 
creating approximately one million job positions. After the Internet bubble 










burst, within three years, the public IT sector decreased by about four hundred 
firms, losing more than two hundred thousand jobs. The economic conditions 
around the Internet Bubble are illustrated in Figure 4-1. Before 2000, the 
annual NASDAQ returns (the diamond line in Figure 4-1) climbed up to more 
than 80%, but it plummeted to nearly -40% after the Internet bubble burst. The 
net increase of employment in public IT sector (the box line in Figure 4-1) 
follows a similar trend. Prior to 2000, the IT industry was expanding rapidly 
with massive recruitment, but after 2000, it witnessed massive layoffs.  
In sum, we expect this economic recession to act as the instrument 
variables, which generate plausible exogenous variations in fresh IT graduates‘ 
initial job placements. During the booming period, when IT firms are 
expanding and IT labor demand is high, IT graduates are more likely to join 
the IT industry; however, those graduates after the Internet bubble burst would 
suffer from a significant lower probability of securing jobs in IT industry. 
Descriptive statistics of our data affirm our expectations. Figure 4-2 plots the 
trends of the ratio of fresh undergraduates that enter the IT industry 
immediately after graduation. The average ratio is around 27% before the 
Internet bubble burst, but the ratio decreases about 10% after 2000. This trend 




Instrument Variable Estimator: For endogenous variable First_ITi in 
Equation (4.1), our instrumental variables are NASDAQ annual return and net 
increase in employment size, which measures the available job placement in 
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the IT industry when person i graduate. As depicted above, there is a positive 
correlation between IVs and endogenous variable (First_IT). Nonetheless, it is 
unlikely that the economic conditions of IT industry during the graduation 
year will directly influence a person‘s long-run career choice after t years 
(ENi). Hence, our instrument variables are valid. 
Heckman Selection Model: To identify the causal effect from working in 
large IT firms (versus small IT firms) as the first job placements 
(First_ITlargei), we also employ the endogenous switching regression (Van 
der Gaag and Vijverberg 1988), which is the variant of classical Heckman 
selection model. By this method, we model the self-selection into the IT 
industry, by specifying a first-stage selection equation using NASDAQ annual 
return and net increase in employment size during the graduation year, shown 
in Equation (4.2). The second-stage regression Equation (4.3) then estimates 
the effect of First_ITlarge.  
_ 1,
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4.6 RESULTS AND DISCUSSIONS 
We organize our results into five subsections. Section 4.6.1 reports on the 
effectiveness of initial job placements for IT graduates‘ eventual 
entrepreneurship, without considering unobserved individual heterogeneity. 
Section 4.6.2 reports on the results that allow for unobserved segments of IT 
graduates as we successfully identify two types of IT graduates, whose career 
corresponds to the Xerox view and the Fairchild view respectively. Section 
4.6.3 elucidates plausible explanations as to why and how our identified two 
types of IT graduates are complemented by different initial jobs to eventually 
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opt for entrepreneurial ventures. Section 4.6.4 further validates these 
explanations by falsifying alternative explanations. The last Section 4.6.5 
corroborates our results through a number of robustness checks.  
4.6.1 Preliminary results 
First, we estimate Equation (4.1) without considering different latent 
segments of IT graduates. In other words, we restrict the d in Equation (4.1) to 
be ―1‖. This preliminary result is displayed in Table 4-2 and provides a 
baseline to compare with FMM results subsequently. 
-Table 4-2- 
 The first two columns illustrate estimations from logistic regressions. In 
Column (1), the estimation of First_ITi is positive and significant, which 
implies on average an IT graduate who enters an IT firm as the initial job 
placement would have a higher probability of becoming an entrepreneur in his 
later career. In Column (2), First_ITlargei is added into the model. The 
estimation of βj2+ βj3=0 is not rejected, thus large IT firms do not demonstrate 
neither a smaller or stronger effect than small IT firms in preparing 
entrepreneurs as the initial job placement.  
To validate the causality, the IV estimation results are shown in Column 
(3). The coefficient of variable First_ITi remains positive and significant. The 
first-stage regression (F=25.599, P<0.01) validates our selected instrumental 
variables are significantly correlated with endogenous variables and thus not 
weak instruments. Hence, we are able to affirm that compared to firms in other 
industries, IT firms do have the ―cultivating effect‖ to prepare potential 
entrepreneurs, rather than a spurious self-selection correlation. The results 
from the Heckman selection model are shown in Column (4). The key variable 
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First_ITLargei is also insignificant, which suggests that after correcting for the 
sample selection into the IT industry, the initial job placement in the large 
firms do not have a significant effect on IT graduates‘ later entrepreneurship 
decisions, compared with small firms.  
On the one hand, we find compelling evidences of the initial job placement 
exerting a significant impact on IT graduates‘ later entrepreneurship decision. 
This finding validates prior theoretical arguments: IT industry is characterized 
by technological innovations and rapid pace of change that are effective in 
preparing nascent entrepreneurs. On the other hand, we still have a limited 
understanding towards the Xerox view and the Fairchild view, as reflected in 
our examination of the IT industry: large IT firms are neither not significantly 
stronger or weaker than small IT firms in preparing entrepreneurs 
(First_ITLargei in Column (4)), when number of segment is restricted to be 
―1‖. 
Other controls reflect results that are expected. For example, IT graduates 
with higher institutional variety are more likely to become entrepreneurs 
subsequently, while those with higher institutional embeddedness are less 
likely to do so. IT graduates with prior internship and entrepreneurial activities 
exhibit higher chances to become entrepreneurs (Eggers and Song 2014). 
Consistent with the literature that asserts the positive effect of family wealth 
on entrepreneurship (Hurst and Lusardi 2004), we also observe IT graduates 
from private universities are more likely to become entrepreneurs. In terms of 
education background, IT graduates from better quality programs (U_Top20i, 
U_Top50i) (e.g., Carnegie Mellon University, Massachusetts Institute of 
Technology) and more ―entrepreneurial spirit‖ universities (EU_Top20i) (e.g., 
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Stanford University) have higher probabilities of becoming entrepreneurs. On 
average, those who have double degree or exchange experience are more 
likely to opt for entrepreneurship. For gender, males tend to be more 
entrepreneurial than females (Gupta et al. 2009). 
4.6.2 Main results based on FMM 
Although we have established the causal impact from the initial job 
placement (i.e., IT industry) on IT graduates‘ entrepreneurship decision, our 
preliminary analysis has yet to reconcile the disagreement between the Xerox 
view and the Fairchild view. To further elucidate the influences from large and 
small IT firms and bridge the gap between the two views, we applied the finite 
mixture modeling approach in Equation (4.1) by relaxing the restriction of 
only one segment in the sample.  
Using EM algorithms (Dempster et al. 1977), R package FlexMix 
simultaneously estimates the segment membership probabilities and 
coefficients of interest. The model is estimated for segment number from one 
to five. Model fit indices (i.e., Log-likelihood, AIC, BIC, AIC3 and CAIC) are 
used to determine the appropriate number of segments. The results shown in 
Table 4-3 suggest the two-segment model is most suitable for our sample: BIC, 
AIC3 and CAIC are smallest for when the number of segments is two. 
Although AIC is smaller when the number of segments is three, it has been 
suggested that BIC is preferred to AIC when the sample size is large (Lin and 
Dayton 1997). We then assigned IT graduates to two different segments, 
according to their segment membership‘s maximum posterior probability. 
Specifically, our sample is divided into two segments, with one having 25,878 




The estimated results from FMM for two segments are displayed in 
Column (1) and (2) of Table 4-4. For IT graduates in segment one, First_ITi is 
significant but negative. This suggests that IT graduates entering small firms 
in the IT industry would decrease the probability of becoming an entrepreneur 
subsequently. However, First_ITLargei is positive and significant while Largei 
is insignificant. The testing of βj2+βj3>0 is supported at 0.01 level. This 
suggests that the initial job placement in large IT firms would increase their 
probabilities of entrepreneurship. These effects are opposite when we examine 
them for segment two in Column (2): First_ITi is significant and positive, 
while the First_ITLargei is not significant and Largei is significantly negative. 
The testing of βj2+βj3<0 is supported at 0.01 level. Therefore, we observe that 
large IT firms are only advantageous in preparing entrepreneurs for IT 
graduates in the first segment.  
We continue to examine the causality of these two distinctive relationships. 
First, we conduct the IV estimator on two segments. The results are show in 
Columns (3) and (4). The coefficients of First_IT are both positive and 
significant. Thus, IT graduates in both segments can increase their chances of 
entrepreneurship if they were initially placed in the IT industry. Next, we 
adopt the selection models to examine the effects of First_ITlarge in two 
segments. In Columns (5) and (6) of Table 4-4, we estimate the effect of the 
initial job placement in large IT firms, using the sample in segment one and 
segment two respectively. Results reveal that after accounting for the selection 
bias into the IT industry, IT graduates in segment one would benefit from 
large IT firms to increase their probabilities of becoming entrepreneurs, while 
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those in segment two would be negatively affected. Our results are consistent 
when adopting (1) propensity score matching as an alternative strategy to 
mitigate selection bias and (2) duration models to address the right-censoring 
issue. Due to space constraints, these sets of analyses are elaborated in 
Appendix 2.  
To summarize, results based on FMM estimations successfully distinguish 
two types of IT graduates that manifest two paths to entrepreneurship: to 
become entrepreneurs, IT graduates in segment one can benefit a stronger 
cultivating effect from working in large IT firms (as opposed to small IT firms) 
as their initial jobs whereas those in segment two cannot. 
-Table 4-4- 
4.6.3 Interpretation for FMM results 
For a deeper understanding of the two types of IT graduates identified, we 
probe into their observable demographics and education background, and 
rationalize the differential effects of large IT firms from three perspectives: (i) 
skill sets development, (ii) ability signaling and (iii) locked-in effects from 
existing firms. The descriptive statistics of IT graduates‘ observables between 
the two segments are presented in Table 4-5. For a better sense of differences‘ 
magnitudes, we normalize these differences to their mean values and plot them 
in Figure 4-3.  
-Table 4-5- 
-Figure 4-3- 
Skill sets development: For nascent entrepreneurs, the primary gains from 
initial working experiences are invaluable skill sets for entrepreneurship 
(Gompers et al. 2005; Sørensen and Fassiotto 2011). We contend that 
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compared to IT graduates of type two, those of type one may benefit more in 
skill sets development by their initial placement in large IT firms. 
Highlighted by the first box in Figure 4-3, IT graduates of type one have 
fewer (1) from top 50 universities in the ranking of program quality (U_Top20, 
U_Top50) and (2) with prior internship experiences in IT firms (Intern) during 
undergraduate studies, as compared to those of type two.  
Since IT graduates of type one tend to be from the lower ranking 
universities (in program quality) and lack of prior internship experiences, they 
are disadvantaged in coursework studies and inexperienced in on-the-job 
training upon graduation. Their initial working experiences in the large IT 
firms act as a crucial complement to their campus learning, by offering more 
opportunities to develop certain skill sets, through specific training programs 
and firms‘ productive resources. For example, large IT firms usually invest 
considerably in employee training. Oracle delivered 3.7 million training hours 
to its employees in 2012.
52
 Microsoft offers around 2,000 employee training 
programs that are taught by instructors from leading educational institutions.
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In addition, large IT firms often accumulate fruitful technological innovations 
from internal research and development, which provide fertile resources for 
employees to increase their technological know-how (Andersson et al. 2012; 
Gompers et al. 2005). Furthermore, large IT firms are overwhelmingly 
advantageous in assembling top talented employees (Davenport et al. 2010).
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For example, Google, Microsoft and Apple are ranked the top three in the list 










of dream companies for IT gradates.
55
 Consequently, fresh IT graduates who 
join these firms would gain precious opportunities to work with other high-
quality employees and efficiently develop skill sets by learning from 
colleagues (Milgrom 1988). 
All the aforementioned means to develop employees‘ skill sets may help 
IT graduates enhance their entrepreneurial abilities and this influence should 
be stronger for those of type one. 
Ability signaling: Due to their lower ranking universities, IT graduates of 
type one are more likely to be disadvantaged when engaging in entrepreneurial 
activities, such as their ability to attract venture capital funding, invite co-
founding teams, or gain exposure to public relations. This is in part 
corroborated by statistics that show that most venture capital funds tend to 
flow to startups founded by alumni from top universities. 
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Nevertheless, these disadvantages due to lower ranking universities may 
be mitigated by the initial job placement, as recruitment often signals an IT 
graduate‘s ability (Oyer 2006). Specifically, large IT firms are well-known for 
their strict and tough recruitment process.
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 Therefore, the fact that an IT 
graduate from non-top universities is successfully employed by a large IT firm 
to start their career could indicate his/her exceptional ability and offset the 
disadvantages from university ranking. For example, an interview from 
Google‘s employees reveals, “Everyone at Google (during and after) is a 
celebrity. That will make it very easy for you to get PR, both from traditional 
media and all forms of social media citizen-journalists”. “While most people 
won't get an audience with a VC firm, you'll get one just because you have 









formerly worked at Google”.58 Hence, IT graduates of type one can obtain 
substantial benefit in ability signaling with initial employment by large IT 
firms.  
Locked-in effects from existing firms: Although large IT firms can afford 
aforementioned benefits for entrepreneurship, how IT graduates leverage these 
gains are largely dependent on their career planning. Entrepreneurship is a 
high-risk activity as an employee has to sacrifice stable job environments and 
opportunities for future career advancements in existing firms (Elfenbein et al. 
2010). Hereafter, we demonstrate evidences to illustrate that IT graduates of 
type one are more likely to rid of this locked-in effect from existing employers. 
The second set of observable differences between the two types of IT 
graduates identified is that type one has more IT graduates (1) from 
universities ranked among top 20 in producing entrepreneurs and (2) from 
private universities. According to prior literature, the contextual influence 
from university atmosphere on entrepreneurship would cultivate students‘ 
aspiration to become entrepreneurs (Kacperczyk 2013). In addition, as 
indicated by the variable private university, segment one has more IT 
graduates from more wealthy family, which also has a positive effect in 
cultivating children‘s entrepreneurship aspiration (Hurst and Lusardi 2004). 
Therefore, we argue that IT graduates of type one have a stronger preference 
for entrepreneurship and thus are less likely to be locked in by existing firms, 
when encountering an opportunity to start new businesses.  
The third set of differences on observables is consistent with our 
conjecture. Compared to those of type two, IT graduates of type one 





demonstrate higher institutional variety but lower institutional embeddedness 
in their early careers in the third box of Figure 4-3. To validate our conjecture, 
we examine the two types of career movements for both types of IT graduates 
identified. The results are demonstrated in Table 4-6. Notably, in Column (1) 
where institutional variety is the dependent variable, the variable T1 is positive 
and significant at the 1% level, which suggests that IT graduates of type one 
prefer more job-hopping across firms in early careers. Moreover, although 
large IT firms have a negative effect on IT graduates‘ early-career institutional 
variety, this effect is attenuated for IT graduates of type one, as shown by the 
variable First_ITLarge*T1. Moreover, IT graduates of type one have lower 
institutional embeddedness if they join the IT industry as their initial job 
placement, as shown by the variable First_IT*T1 in Column (2). To account 
for the possible correlation between error terms in the above two regressions, 
we replicate these analyses using seeming unrelated regressions. The results 
are qualitatively consistent, as depicted in Columns (3) and (4). These set of 
analyses support our argument that IT graduates of type one are less likely to 
be locked in by existing firms (Elfenbein et al. 2010).  
The above results imply that: IT graduates of type one are less likely to be 
locked in, preferring novel experiences over stable work life with existing 
employers (Crossland et al. 2013). On the other hand, graduates of type two 
tend to exploit their existing work experiences in large IT firms to achieve 
better career advancements in the status of employed, rather than sacrifice job 
stability and pursue a high-risk entrepreneurial path. 
In sum, we elucidate three plausible perspectives to rationalize the 
differential effects identified from FMM estimations: by joining large IT firms 
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as initial job placements, IT graduates of type one can benefit more in skill 
sets development, ability signaling, but are less likely to be locked in by 
existing firms, thereby increasing their probabilities of becoming 
entrepreneurs. For IT graduates of type two, their elite universities weaken the 
incremental benefits from large IT firms in skill sets development and ability 
signaling. On the contrary, they have higher chances to be locked-in by large 
IT firms to pursue career development (indicated by EU_Top20i, Public_Ui, 
Varietyi and Embeddednessi), thus decreasing the probabilities of becoming 
entrepreneurs. Instead, small IT firms can expose IT graduates of type two to a 
vibrate culture with a network of experienced entrepreneurs and venture 
capital, all of which effectively complement environmental influences from 
family and universities to cultivate their aspiration for an entrepreneurial life. 
-Table 4-6- 
4.6.4 Falsification tests 
This section rules out alternative explanations to enhance the efficacy of 
our interpretations for the two types of initial job placements. For example, 
someone might challenge and rationalize that: Due to the fact that IT graduates 
of type one are from relatively lower ranking universities, could it be possible 
that they are of lower caliber and hence, find it more difficult to survive or 
progress in large IT firms? Hence, they might experience involuntary turnover 
and result in higher institutional variety, and eventually, they have to start their 
own ventures.  
To mitigate this concern, we explore several proxies to verify that 
entrepreneurs of type one are not necessarily low caliber employees. First, we 
assess these entrepreneurs‘ early-career performances through resume gaps. A 
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significant gap in the resume is usually considered as a disadvantage 
(Jackofsky 1984) as it implies that a person involuntarily leaves the prior 
employer. Specifically, we measure (1) number of resume gaps, (2) number of 
resume gaps longer than three months, (3) number of resume longer than six 
months and (4) number of months in resume gaps within graduates‘ first five 
years after graduation. We compare resume gaps between entrepreneurs and 
non-entrepreneurs among IT graduates of type one. The T-tests across 
different measures in the first part of Table 4-7 fail to demonstrate that 
entrepreneurs have more (or longer) resume gaps than non-entrepreneurs 
within type one. Hence, the conjecture that IT graduates of type one are 
underperformers and ―forced‖ to be entrepreneurs does not hold ground. 
To corroborate our case further, we use another set of proxies to assess IT 
graduates‘ early-career performances: (1) the number of ―connection‖ and (2) 
the ratio between ―recommendation‖ and ―connection‖ from LinkedIn 
database. The number of ―connections‖ represents a person‘s network size and 
measures the social capital in the professional job market. The ratio between 
―recommendation‖ to ―connection‖ represents colleagues‘ certification and 
approval of a person‘s ability or prior performances. We compare these two 
measures between entrepreneurs of type one and those of type two. As shown 
in the second part of Table 4-7, both measures for entrepreneurs of type one 
are not significantly smaller than those for entrepreneurs of type two. Hence, 
this again does not support the conjecture that entrepreneurs of type one are 
underperformers and hence, compelled into entrepreneurship due to 
retrenchment. With these additional tests, we qualify that our interpretations of 
skill sets development, ability signaling and locked-in effects from existing 
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firms are sound.  
-Table 4-7- 
4.6.5 Robustness checks 
In the last section of the empirical analysis, we outline a number of 
robustness tests to affirm the impact of an IT graduate‘s initial job placement 
on later entrepreneurship decision.  
First, we empirically affirm the conjecture (in the introduction section) that 
the initial job placement is a key deciding factor that builds the later career 
trajectory to entrepreneurship. We construct the variable for an IT graduate‘s 
recent job placement (Recent_IT) to indicate whether he/she works in the IT 
industry in the 5
th
 year after graduation. When examining the impact of 
Recent_IT on an IT graduate‘s entrepreneurship decision in Column (1) of 
Table 4-8, we find that the effect of Recent_IT is positive and significant. This 
result is consistent with previous research by demonstrating the significant 
effect of the recent job placement. Meanwhile, we observe that First_IT 
becomes less significant both statistically and economically, after adding 
Recent_IT in the model. 
Then, we examine the influence of the initial job placement on the recent 
job placement. In Column (2), when Recent_IT is the dependent variable, 
First_IT has a positive and highly significant effect. Compared to those who 
initially work in non-IT industries, IT graduates who are initially placed in the 
IT industry upon graduation would have an approximately 40% higher 
probabilities of working in the IT industry after 5 years. The results from 
Columns (1) and (2) of Table 4-8 imply that First_IT does have a significant 
total effect on one‘s eventual entrepreneurship choice, and this effect is 
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mediated by the recent job placement. We observe a similar pattern when we 
replace Recent_IT by IT_tenure, which counts the number of months an 
individual i has worked in the IT industry during the first five years after 
graduation: the significant effect of First_IT is fully mediated by IT_tenure.  
In Table 4-8, although the effect of First_IT is smaller than that of 
Recent_IT (or IT_tenure) when both of them are included in the model, the 
effect of Recent_IT (or IT_tenure) can be attributed to First_IT as it is 
significantly determined by the initial job placement (First_IT). Overall, this 
set of results reinforces our argument that a person‘s initial job placement is 
important as it substantially influences the later job placements and the 
eventual entry in entrepreneurship. 
-Table 4-8- 
Second, we mitigate the concern for some unobserved environmental 
effect for IT graduates in the same batch from the same university. To control 
this potential ―cohort effect‖, we apply the spatial error regression (Ward and 
Gleditsch 2008) to capture the correlations between residuals at the cohort-
level. Particularly, the spatial error regression includes one more independent 
variable, which is the product of the weighted spatial distance matrix (N-by-N) 
and the residuals of the whole sample (N-by-1). We use R package ―spdep‖ in 
estimation. The results are shown in Column (1) of Table 4-9: the estimation 
of First_IT remains positive and significant.
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 Alternatively, we specify a 
cohort-specific factor in the regression. Our results are consistent in the 
random-effect model with IV estimator (Column (2) of Table 4-9). Therefore, 
                                                             
59
 In execution, we have to randomly select 15% of our original sample due to computational 
restrictions, because a weighted matrix of 62,409 * 62,409 is infeasible to handle in 
statistical packages. We check the selected sample to ensure that most of them are not 
―isolated islanders‖, which has no peers from the same cohort. This regression takes nearly 
one hour to estimate, with a computer with dual processers and 24GB memory. 
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our main finding is robust after controlling ―cohort effect‖. 
Third, some might be concerned about our identification strategy and 
claim that the IT graduates are not comparable in unobservable on average 
before and after the Internet bubble, due to time-varying contextual changes. 
For example, curriculums in universities may be updated with technology 
changes and might differ substantially for graduates in boom time and 
recession time. We mitigate this concern by restricting our sample to shorter 
periods around the Internet bubble, so that potential confounding contextual 
changes are diminished. We re-examine the effect from the IT industry with 
sample from (i) 1998 to 2002 and (ii) 1999 to 2001. The variable First_IT 
remains positive and significant, as displayed in Columns (3) and (4) of Table 
4-9.  
Fourth, some might wonder whether our sample of bachelor graduates 
includes some international students, who would move back to their 
motherland after obtaining degrees, and thus, are not sensitive to the economic 
conditions in the job market of the US. We alleviate this concern by restricting 
our sample to only White graduates, as statistics show that over 50% of US 
international students are from Asia and South America.
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 The results 
displayed in Column (5) of Table 4-9 are consistent with main findings.  
Last but not least, we test the sensitivity of our results under different 
choices of gap year after graduation. Apart from our main analysis (where we 
choose t as 5), we replicate our analyses using gap year from 3 years, 4 years 
to 6 years. As depicted in Columns (6) to (8) in Table 4-9, our main finding of 
the positive effect from initial job placement in the IT industry is stable and 








4.7.1 Key findings 
The objective of this study is to investigate the effectiveness of initial job 
placements in preparing IT graduates to pursue entrepreneurship in their later 
careers. We sample a large scale of US students who obtain bachelor degrees 
in computer science or information systems between 1997 and 2003 to 
examine our research questions. Relying on exogenous variations from an 
unexpected economic recession to mitigate the self-selection bias, we find that 
IT graduates could increase their likelihoods to become entrepreneurs 
subsequently if they join the IT industry immediately after graduation, 
accounting for the influences from demographic, education background and 
early-career movements. More importantly, our statistical analysis from the 
finite mixture modeling identifies two types of IT graduates. IT graduates in 
type one would increase the probability of becoming entrepreneurs if their 
initial job placements are large IT firms, while those in type two would 
increase the probability for entrepreneurship if their initial job placements are 
small IT firms. Our further examination on observable variables suggests that 
the distinctive effects from large IT firms can likely be explained by (i) skill 
sets development, (ii) ability signaling and (iii) locked-in effects from existing 
firms.  
4.7.2 Contributions 
This study contributes to the literature in several ways. Foremost, we are 
among the first to uncover the persistent impact of initial job placements in 
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shaping IT graduates‘ entrepreneurship decisions. While previous research 
merely focuses on how the most recent job placements help spawn 
entrepreneurs (Andersson et al. 2012; Gompers et al. 2005; Sørensen 2007a), 
we enhance and bridge it with the research on career progression (Brown 2002; 
Raelin 1980), and establish that the initial job placement is the deciding factor 
to build subsequent job placements and eventual entrepreneurial entries. 
Specifically, we ascertain the role of the IT industry as an effective initial job 
placement in preparing nascent entrepreneurs. Our findings enrich the current 
understanding of how IT drives entrepreneurial endeavors (Del Giudice and 
Straub 2011), by adding individual-level evidences to prior research that only 
documents a positive correlation between IT diffusion and entrepreneurship at 
the country level (Meso et al. 2009).  
Second, our findings shed valuable light on the longstanding theoretical 
disputes between the Xerox view and the Fairchild view (Gompers et al. 2005) 
in the entrepreneurship literature, by suggesting both views could co-exist but 
they tailor to the needs of different types of individuals. While existing 
empirical works disproportionately favor the Fairchild view that small firms 
can produce more entrepreneurs (Elfenbein et al. 2010; Gompers et al. 2005; 
Sørensen 2007a), our results demonstrate empirical evidences to also support 
the other theoretical predictions (Acs et al. 2009; Habib et al. 2013) that 
established large firms also have advantages in preparing entrepreneurs with 
skill sets development and ability signaling. In line with the perspective of 
locked-in effect from existing firms (Elfenbein et al. 2010), our finding further 
suggests that employees with stronger mindsets for entrepreneurship are more 
appropriate for large IT firms because they are more likely to exploit the 
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advantages to start new ventures.  
Third, this study contributes by having compelling evidences from a large 
scale real-world data to support the contextual view in extant entrepreneurship 
research (Sørensen 2007a), which claims that a person‘s position in the social 
and economic context would affect his/her decision to become an entrepreneur. 
Recently, a growing number of studies have documented significant 
relationships between firm characteristics (e.g., age and size) (Elfenbein et al. 
2010; Sørensen 2007a), social influences (Kacperczyk 2013) and individuals‘ 
entrepreneurship behaviors. However, the interpretations of these empirical 
findings are confounded by the unobserved self-selection process where 
individuals‘ personalities would influence both the environment to be situated 
in and the entrepreneurship entry. Our unique empirical design successfully 
dismisses this concern by exploiting the exogenous shocks to individuals‘ 
career choices. Hence, we are able to arrive at causal relationships of how 
industry environment and firm size influences individuals‘ later entries into 
entrepreneurship.  
Our findings provide several practical implications. To IT graduates who 
aspire to be entrepreneurs, our research reveals that their starting careers are 
highly influential, as they would receive effective preparations in their early-
stage working experiences. Specifically, we suggest that the IT industry is the 
most appropriate ―starting point‖ for a career path for entrepreneurship: It not 
only helps them develop technological skills, but also builds up their audacity 
for trials, tolerance for failures and courage to challenge existing business. 
Specifically, we recommend large IT firms as initial job placements to those 
IT graduates who have stronger entrepreneurial aspirations, but are 
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disadvantaged having graduated from lower ranking universities. They would 
benefit more in improving skill sets and ability signaling, and would likely 
exploit these benefits to venture into entrepreneurship. 
To policy makers, our findings uphold the value of the IT industry in 
boosting entrepreneurship. Indeed, governments and universities across the 
world are becoming increasingly vigorous and competitive in championing 
measures to breed future entrepreneurs. For example, universities cooperate 
with industry partners to expose students to firms in regions (e.g., Silicon 
Valley) with entrepreneurial cultures. Our study affirms the effectiveness of 
this kind of measures and recommends IT-intensive firms or regions for 
consideration. More importantly, while existing university programs 
predominately collaborate with start-ups, we underscore that large IT firms are 
also the ―hotbed‖ in breeding nascent entrepreneurs, but are more suitable for 
certain type of IT graduates. Therefore, the decision makers shall be cautious 
in evaluating students‘ heterogeneous backgrounds (e.g., academic 
performance, entrepreneurial preference) before deciding whether to send 
them to established large firms or small entrepreneurial ventures. Overall, we 
believe our research is invaluable for policy makers in charting the directions 
for an entrepreneurial nation. 
4.7.3 Limitations 
Despite our effort in many rigorous statistical tests, we acknowledge some 
limitations. First, similar to prior studies (Elfenbein et al. 2010; Ganco 2013; 
Gompers et al. 2005; Kacperczyk 2013), it is difficult to precisely define and 
come to a consensus as to who are ―successful‖ entrepreneurs, in part due to 
constraints of the data availability. Although we do not measure the quality of 
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entrepreneurs, existing works have affirmed the value of studies on 
entrepreneurship decision as it is a non-trivial behavior, which requires 
development of certain human capital and accumulation of necessary 
resources. Therefore, our theoretical arguments around the cultivating effect 
from initial job placements are legitimate in investigating the entrepreneurship 
entries. Second, despite our tremendous efforts in controlling individual 
human capital through program ranking, prior internship experience and 
resume gaps, it would be better if we have propriety data to directly measure 
individuals‘ ability or performance, by GPA in universities or mentors‘ 
evaluation scores from employers. Given the data limitation, we can only 
resort to the best available econometrics methods in the literature, such as IV 
or Heckman selection model, to alleviate this concern. Besides, our findings 
based on IT graduates from the US might have limited generalizability to 
students in other countries, due to considerable differences in culture across 
regions or regulations for new business entries.  
127 
 
APPENDIX 1: Tables and Figures 
Table 4-1: Data description 
Variables Description Mean SD Min Max 
1. ENi 
whether individual i enters entrepreneurship after t years 
from graduation 
0.079 0.270 0 1 
2. First_ITi 
whether individual i‘s initial job placement after graduation 
is in IT industry or not 
0.223 0.416 0 1 
3. First_ITlargei 
whether individual i‘s initial job placement after graduation 
is in a large firm (fortune 500) of IT industry or not 
0.062 0.240 0 1 
4. Largei 
whether individual i‘s first job placement after graduation is 
in a large firm (fortune 500) 
0.157 0.364 0 1 
5. Varietyi 
Number of employers individual i has worked within the 
first t years after graduation 
0.820 1.050 0 12 
6. Embeddednessi 
Number of times individual i changes job roles within the 
same employer within the first t years after graduation 
0.155 0.468 0 6 
7. Interni 
whether individual i has internship experience in IT 
industry during undergraduate program 
0.074 0.261 0 1 
8. EN_bet 
whether individual i enters entrepreneurship within t years 
from graduation  
0.031 0.172 0 1 
9. Public_Ui whether individual i's university is public 0.822 0.382 0 1 
10. U_Top20i 
whether individual i's university is among the top 20 in US 
News Ranking 
0.202 0.401 0 1 
11. U_Top50i 
whether individual i's university ranking in US News 
Ranking is between 20 to 50 
0.212 0.409 0 1 
12. U_Top100i 
whether individual i's university ranking in US News 
Ranking is between 50 to 100 
0.301 0.459 0 1 
13. EU_Top20i 
whether individual i's university is among the top 20 in 
Forbes ranking of universities 
0.084 0.277 0 1 
14. EU_Top50i 
whether individual i's university is in Forbes ranking of 
universities that produce most entrepreneurs 
0.153 0.360 0 1 
15. Exchangei 
whether individual i's has experience program during 
undergraduate program 
0.013 0.112 0 1 
16. Doublei 
whether individual i's has a double-degree during 
undergraduate program 
0.037 0.188 0 1 
17. Computer_sciencei 
whether i's major in undergraduate program in computer 
science (1=Computer Science, 0=Information Systems) 
0.730 0.444 0 1 
18. Femalei A dummy for gender is female (female=1, male=0) 0.205 0.404 0 1 
19. Whitei A dummy for ethnicity is White 0.771 0.420 0 1 
20. APIi A dummy for ethnicity is Asian and Pacific Islander 0.159 0.366 0 1 
21. Hispanici A dummy for ethnicity is Hispanic 0.048 0.211 0 1 
22. Blacki A dummy for ethnicity is Black or African American 0.021 0.144 0 1 
23. AIANi 
A dummy for ethnicity is American Indian and Alaska 
Native 
0.002 0.042 0 1 
24. NASDAQ _Rey Annual return for NASDAQ index for year y 0.057 0.437 -0.393 0.856 
25. Chang_empy  
Changes of employment in public IT companies in year y 
(milion) 






Figure 4-1: Economic conditions around Internet Bubble 
 
 




Table 4-2: Preliminary results 
 (1) (2) (3) (4) 
VARIABLES logit logit IV Selection 
     
First_IT 0.125*** 0.095** 0.318***  
 (0.037) (0.040) (0.024)  
First_ITlarge  0.166*  -0.005 
  (0.092)  (0.005) 
Large -0.190*** -0.258*** -0.068***  
 (0.045) (0.060) (0.005)  
Variety 0.174*** 0.175*** 0.007*** 0.023*** 
 (0.011) (0.011) (0.001) (0.002) 
Embeddedness -0.155*** -0.155*** -0.011*** 0.002 
 (0.032) (0.032) (0.002) (0.004) 
Internship 0.118** 0.115** -0.121*** 0.005 
 (0.054) (0.054) (0.011) (0.006) 
EN_be 1.090*** 1.090*** 0.129*** 0.165*** 
 (0.050) (0.050) (0.008) (0.016) 
Public_U -0.232*** -0.232*** -0.018*** -0.014** 
 (0.040) (0.040) (0.004) (0.007) 
U_Top20 0.411*** 0.410*** 0.021*** 0.029*** 
 (0.050) (0.050) (0.004) (0.008) 
U_Top50 0.161*** 0.160*** 0.003 0.018** 
 (0.046) (0.046) (0.003) (0.007) 
U_Top100 0.051 0.051 -0.000 0.006 
 (0.043) (0.043) (0.003) (0.006) 
EU_Top20 0.278*** 0.277*** 0.017*** 0.034*** 
 (0.054) (0.054) (0.005) (0.010) 
EU_Top50 -0.009 -0.010 -0.007* 0.006 
 (0.048) (0.048) (0.004) (0.008) 
Exchange 0.147 0.146 0.025** 0.059** 
 (0.123) (0.123) (0.011) (0.028) 
Double 0.205*** 0.204*** 0.021*** 0.034** 
 (0.074) (0.074) (0.007) (0.015) 
Computer_science 0.110*** 0.109*** -0.006** 0.006 
 (0.038) (0.038) (0.003) (0.006) 
Female -0.286*** -0.286*** -0.009*** -0.025*** 
 (0.042) (0.042) (0.003) (0.006) 
White -0.452 -0.448 -0.069 0.047*** 
 (0.615) (0.615) (0.058) (0.006) 
API -0.655 -0.652 -0.084 0.037*** 
 (0.617) (0.617) (0.058) (0.008) 
Hispanic -0.547 -0.544 -0.067 0.038*** 
 (0.620) (0.620) (0.058) (0.013) 
Black -0.347 -0.343 -0.049 0.046** 
 (0.623) (0.623) (0.058) (0.020) 
AIAN -0.311 -0.307 -0.062 0.132* 
 (0.696) (0.696) (0.065) (0.069) 
Constant -2.271*** -2.267*** 0.102* 0.070*** 
 (0.618) (0.618) (0.058) (0.012) 
     
Chi square 1368.84*** 1372.09*** 1014.84*** 739.61*** 
Observations 62,409 62,409 62,409 62,409 
Robust standard errors in parentheses,  




Table 4-3: FMM model selection 
Segment LL BIC AIC AIC3 CAIC 
1 -16953.303 33972.854 33918.606 33924.606 33978.854 
2 -16533.209 33375.579 33122.472 33150.418 33403.579 
3 -16504.078 33560.228 33108.155 33158.155 33610.228 
4 -16486.276 33767.538 33116.553 33188.553 33839.538 





Table 4-4: FMM estimations 












VARIABLES Logit Logit IV IV Selection Selection 
       
First_IT -0.176*** 0.250*** 0.296*** 0.330***   
 (0.067) (0.051) (0.038) (0.031)   
First_ITlarge 0.561*** -0.077   0.032*** -0.028*** 
 (0.140) (0.123)   (0.009) (0.007) 
Large -0.136 -0.347*** -0.042*** -0.085***   
 (0.089) (0.081) (0.008) (0.007)   
Variety 0.192*** 0.165*** 0.008*** 0.007*** 0.022*** 0.023*** 
 (0.018) (0.015) (0.002) (0.002) (0.004) (0.003) 
Embeddedness -0.159*** -0.151*** -0.010*** -0.012*** 0.006 -0.000 
 (0.051) (0.041) (0.003) (0.003) (0.007) (0.005) 
Internship 0.158* 0.093 -0.112*** -0.126*** 0.009 0.004 
 (0.086) (0.069) (0.018) (0.015) (0.010) (0.008) 
EN_bt 1.177*** 1.022*** 0.142*** 0.119*** 0.163*** 0.167*** 
 (0.077) (0.066) (0.013) (0.011) (0.024) (0.021) 
Public_U -0.110* -0.184*** -0.009* -0.014*** -0.005 -0.007 
 (0.062) (0.062) (0.005) (0.006) (0.011) (0.011) 
U_Top20 0.743*** 0.145** 0.043*** 0.003 0.039*** 0.016 
 (0.083) (0.066) (0.007) (0.005) (0.013) (0.011) 
U_Top50 0.507*** -0.009 0.018*** -0.005 0.043*** 0.006 
 (0.080) (0.057) (0.006) (0.004) (0.012) (0.009) 
U_Top100 0.334*** -0.087 0.016*** -0.010** 0.012 0.011 
 (0.066) (0.058) (0.004) (0.004) (0.009) (0.009) 
EU_Top20 0.106 0.468*** 0.005 0.034*** 0.020 0.050*** 
 (0.079) (0.085) (0.007) (0.009) (0.014) (0.016) 
EU_Top50 0.180** -0.072 0.008 -0.011** 0.029* -0.001 
 (0.083) (0.062) (0.008) (0.005) (0.016) (0.009) 
Exchange -0.055 0.299* 0.013 0.035** 0.019 0.084** 
 (0.201) (0.156) (0.015) (0.016) (0.040) (0.037) 
Double 0.407*** 0.050 0.035*** 0.011 0.064** 0.010 
 (0.108) (0.102) (0.011) (0.008) (0.026) (0.019) 
Computer_science 0.050 0.130*** -0.008* -0.006 0.006 0.008 
 (0.060) (0.049) (0.004) (0.004) (0.009) (0.008) 
Female -0.310*** -0.273*** -0.009** -0.010*** -0.029*** -0.022*** 
 (0.066) (0.055) (0.004) (0.004) (0.009) (0.008) 
White -0.434 -0.549 -0.076 -0.048 0.061*** 0.049*** 
 (0.747) (1.089) (0.066) (0.121) (0.014) (0.017) 
API -0.795 -0.651 -0.098 -0.059 0.049*** 0.042** 
 (0.750) (1.090) (0.066) (0.121) (0.015) (0.018) 
Hispanic -0.984 -0.399 -0.097 -0.030 0.022 0.062*** 
 (0.759) (1.092) (0.066) (0.121) (0.020) (0.023) 
Black -0.026 -0.800 -0.032 -0.049 0.074** 0.038 
 (0.758) (1.100) (0.067) (0.122) (0.031) (0.030) 
AIAN - 0.215 -0.138** 0.006 0.029* 0.170* 
 - (1.141) (0.067) (0.130) (0.015) (0.088) 
Constant -2.567*** -2.092* 0.093 0.086 0.017 0.076*** 
 (0.752) (1.092) (0.066) (0.121) (0.019) (0.024) 
       
Chi square 752.69*** 793.50*** 539.89*** 589.24*** 520.32*** 244.47*** 
Observations 25,878 36,531 25,878 36,531 25,878 36,531 
Robust standard errors in parentheses,  




Table 4-5: Segment characteristics 
 Type 1(41.47%) Type 2(58.53%) Difference 
female 0.213 0.200 0.013*** 
white 0.755 0.782 -0.026*** 
public university 0.768 0.860 -0.092*** 
U_Top20 0.167 0.226 -0.058*** 
U_Top50 0.158 0.251 -0.093*** 
U_Top100 0.378 0.245 0.133*** 
EU_Top20 0.097 0.074 0.023*** 
EU_Top50 0.135 0.165 -0.030*** 
computer science 0.755 0.713 0.042*** 
exchange program 0.014 0.012 0.002** 
double degree 0.035 0.038 -0.003* 
IT internship 0.068 0.078 -0.010*** 
Variety 0.836 0.801 0.035*** 













Table 4-6: Career movement 
 (1) (2) (3) SUR log (4) SUR log 
VARIABLES Variety Embeddedness Variety Embeddedness 
     
Type 1 (T1) 0.033*** -0.042 0.015*** -0.004 
 (0.011) (0.026) (0.005) (0.003) 
First_IT 0.306*** 0.135*** 0.177*** 0.013*** 
 (0.016) (0.040) (0.008) (0.005) 
First_ITlarge -0.611*** -0.151** -0.328*** -0.006 
 (0.032) (0.067) (0.014) (0.009) 
First_IT * T1 0.007 -0.115* 0.012 -0.013* 
 (0.023) (0.062) (0.012) (0.007) 
First_ITlarge *T1 0.078* 0.107 0.026 0.004 
 (0.045) (0.097) (0.021) (0.012) 
Large 0.132*** 0.626*** 0.080*** 0.088*** 
 (0.016) (0.033) (0.007) (0.004) 
Internship 0.404*** 0.393*** 0.239*** 0.059*** 
 (0.016) (0.040) (0.008) (0.005) 
EN_bt 0.547*** -0.465*** 0.304*** -0.045*** 
 (0.019) (0.063) (0.010) (0.006) 
Public_U -0.036*** 0.037 -0.019*** 0.005 
 (0.013) (0.032) (0.006) (0.004) 
U_Top20 0.066*** -0.018 0.032*** -0.002 
 (0.016) (0.038) (0.007) (0.004) 
U_Top50 0.054*** -0.011 0.027*** -0.001 
 (0.014) (0.033) (0.006) (0.004) 
U_Top100 0.041*** 0.011 0.021*** 0.001 
 (0.012) (0.029) (0.006) (0.003) 
EU_Top20 0.010 -0.007 0.007 -0.000 
 (0.019) (0.046) (0.009) (0.005) 
EU_Top50 -0.011 0.073** -0.002 0.010** 
 (0.015) (0.036) (0.007) (0.004) 
Exchange 0.293*** 0.158* 0.129*** 0.016 
 (0.037) (0.094) (0.019) (0.011) 
Double 0.138*** 0.296*** 0.060*** 0.039*** 
 (0.023) (0.053) (0.011) (0.007) 
Computer_science -0.001 -0.166*** -0.003 -0.021*** 
 (0.011) (0.025) (0.005) (0.003) 
Female -0.061*** 0.113*** -0.031*** 0.014*** 
 (0.012) (0.027) (0.005) (0.003) 
White -0.002 -0.251 -0.051 -0.024 
 (0.217) (0.484) (0.097) (0.057) 
API 0.014 -0.345 -0.044 -0.034 
 (0.217) (0.485) (0.097) (0.057) 
Hispanic -0.040 -0.170 -0.071 -0.016 
 (0.218) (0.486) (0.097) (0.058) 
Black -0.006 -0.214 -0.053 -0.020 
 (0.219) (0.490) (0.098) (0.058) 
AIAN -0.127 -0.594 -0.139 -0.055 
 (0.245) (0.566) (0.109) (0.064) 
Constant -0.075 -1.509*** 0.560*** 0.130** 
 (0.218) (0.487) (0.097) (0.058) 
     
Chi square 2922.39*** 871.85*** 3777.28*** 1130.33*** 
Observations 62,409 62,409 62,409 62,409 




Table 4-7: Falsification test 
 Type one – entrepreneurs 
(No.=2024) 
Type one – non entrepreneurs 
(No.= 23854) 
Difference 
Resume gaps (>6 month) 0.302 0.307 -0.005 
Resume gaps (>3 month) 0.419 0.435 -0.016 
Resume gaps 0.644 0.653 -0.010 
Resume gap length 7.338 7.541 -0.202 
 
 Type one – entrepreneurs 
(No.=2024) 
Type two – entrepreneurs 
(No.=2896) 
Difference 
Connection 248.090 240.351 7.739* 






Table 4-8: The impact of initial job placement on subsequent career 
 (1) (2) (3) (4) 
VARIABLES EN Recent_IT EN IT_tenure 
     
First_IT 0.076* 2.358*** -0.034 7.469*** 
 (0.039) (0.024) (0.051) (0.184) 
Recent_IT 0.081***    
 (0.022)    
IT_tenure   0.004***  
   (0.001)  
  
Constant -2.292*** -1.289*** -2.325*** -1.917*** 
 (0.619) (0.399) (0.619) (0.439) 
     
Controls Gender, Race, University Ranking in producing 
entrepreneurs, University Ranking in program quality, 
Major, Double degree, Exchange program, Public 
University, Internship 
Observations 62,409 62,409 62,409 62,409 
Robust standard errors in parentheses 






Table 4-9: Robustness checks 
 (1) (2) (3)  (4) (5) (6) (7) (8) 
VARIABLES Cohort effect RE 98-02 99-01 White Gap=3yr Gap=4yr Gap=6yr 
         
First_IT 0.019*** 0.278*** 0.238*** 0.177*** 0.354*** 0.292*** 0.305*** 0.333*** 
 (0.007) (0.035) (0.028) (0.047) (0.029) (0.025) (0.024) (0.023) 
Variety 0.012*** 0.009*** 0.010*** 0.011*** 0.007*** 0.010*** 0.009*** 0.006*** 
 (0.002) (0.001) (0.002) (0.002) (0.001) (0.002) (0.001) (0.001) 
Embeddedness -0.012*** -0.011*** -0.011*** -0.010*** -0.014*** -0.014*** -0.014*** -0.009*** 
 (0.005) (0.002) (0.002) (0.003) (0.002) (0.003) (0.003) (0.002) 
Large -0.011 -0.061*** -0.059*** -0.053*** -0.074*** -0.068*** -0.069*** -0.068*** 
 (0.007) (0.007) (0.007) (0.011) (0.006) (0.006) (0.006) (0.005) 
Internship 0.011 -0.103*** -0.093*** -0.063*** -0.143*** -0.103*** -0.113*** -0.131*** 
 (0.011) (0.016) (0.013) (0.021) (0.014) (0.012) (0.011) (0.011) 
EN_bt 0.115*** 0.130*** 0.134*** 0.133*** 0.123*** 0.139*** 0.136*** 0.126*** 
 (0.014) (0.006) (0.010) (0.013) (0.009) (0.011) (0.006) (0.008) 
Public_U -0.019** -0.019*** -0.019*** -0.023*** -0.015*** -0.023*** -0.021*** -0.018*** 
 (0.008) (0.004) (0.004) (0.005) (0.004) (0.004) (0.003) (0.004) 
U_Top20 0.039*** 0.025*** 0.024*** 0.029*** 0.020*** 0.027*** 0.025*** 0.018*** 
 (0.010) (0.005) (0.005) (0.006) (0.005) (0.004) (0.004) (0.004) 
U_Top50 0.009 0.004 0.005 0.008 0.003 0.007* 0.004 0.001 
 (0.008) (0.004) (0.004) (0.005) (0.004) (0.004) (0.004) (0.003) 
U_Top100 -0.001 -0.000 0.002 0.001 -0.000 0.002 0.001 -0.001 
 (0.007) (0.004) (0.003) (0.004) (0.003) (0.003) (0.003) (0.003) 
EU_Top20 0.028** 0.018*** 0.022*** 0.024*** 0.021*** 0.018*** 0.018*** 0.015*** 
 (0.013) (0.006) (0.006) (0.008) (0.007) (0.006) (0.005) (0.005) 
EU_Top50 -0.016* -0.007 -0.006 -0.008 -0.008* -0.009** -0.009** -0.008* 
 (0.009) (0.005) (0.005) (0.006) (0.005) (0.004) (0.004) (0.004) 
Exchange -0.014 0.023** 0.021 0.018 0.029** 0.030** 0.026** 0.024** 
 (0.023) (0.010) (0.013) (0.017) (0.013) (0.012) (0.011) (0.011) 
Double 0.006 0.020*** 0.016** 0.014 0.022*** 0.024*** 0.023*** 0.020*** 
 (0.015) (0.006) (0.008) (0.010) (0.008) (0.007) (0.006) (0.007) 
Computer_sci 0.002 -0.005 -0.003 -0.003 -0.007** -0.003 -0.005* -0.006** 
 (0.006) (0.003) (0.003) (0.004) (0.003) (0.003) (0.003) (0.003) 
Female -0.008 -0.011*** -0.013*** -0.015*** -0.006* -0.015*** -0.012*** -0.006** 
 (0.006) (0.003) (0.003) (0.004) (0.003) (0.003) (0.003) (0.003) 
White -0.284* -0.062 -0.038 0.054***  -0.054 -0.062 -0.079 
 (0.152) (0.053) (0.059) (0.018)  (0.057) (0.056) (0.059) 
API -0.292* -0.077 -0.057 0.030  -0.073 -0.079 -0.093 
 (0.152) (0.053) (0.059) (0.019)  (0.057) (0.056) (0.059) 
Hispanic -0.278* -0.063 -0.035 0.055***  -0.057 -0.063 -0.078 
 (0.273) (0.053) (0.060) (0.019)  (0.057) (0.056) (0.059) 
Black -0.292* -0.045 -0.024 0.068***  -0.028 -0.039 -0.058 
 (0.152) (0.054) (0.060) (0.021)  (0.058) (0.056) (0.059) 
AIAN -0.298* -0.055 -0.022 0.071*  -0.032 -0.063 -0.063 
 (0.165) (0.060) (0.069) (0.042)  (0.065) (0.062) (0.065) 
Constant 0.350** 0.101* 0.083 0.002 0.027*** 0.107* 0.107* 0.102* 
 (0.152) (0.053) (0.059) (0.018) (0.006) (0.057) (0.056) (0.059) 
Chi square 172.51*** 1434.92*** 747.76*** 468.01*** 765.47*** 974.67*** 1562.65*** 1045.55*** 
Observations 9,394 62,409 44,889 27,503 48,100 62,409 62,409 62,409 
Robust standard errors in parentheses,  




APPENDIX 2: Additional Analysis 
In this Appendix 2, we corroborate our main results from FMM with 
alternative identification strategy and model specification.  
Propensity score matching: we use propensity score matching (PSM) to 
assess the ―treatment effect‖ of initial job placements on IT graduates to 
become entrepreneurs (Dehejia and Wahba 2002). The basic principle of the 
propensity score is to use observable variables (e.g., gender, major, program 
ranking) to predict the probability of an IT graduate to receive the treatment 
(i.e., joining the IT industry or large IT firms). This allows the direct 
comparison of IT graduates that have similar characteristics (predicted 
propensity scores), where one manages to enter the IT industry or large IT 
firms after graduation while the other does not. Matching individuals in this 
way would substantially reduce selection bias issues.  
We first estimate the effect of First_IT. To exploit the economic recession 
described in previous sections, we divide our sample into Boom group 
(graduating year<=2000) and Recession group (graduating year>2000) based 
on their graduation years. Our idea is that there exist some IT graduates, who 
shall enter the IT industry, but fail to do so because of the unexpected 
economic downturn. Then, we choose those who join the IT industry in the 
Boom group as treated group. Those who do not enter the IT industry in the 
Recession group are regarded as control group. Propensity scores are 
calculated using the standard Probit function with IT graduates‘ observed 
explanatory variables (i.e., education-related background and demographic). 
Once the propensity score is calculated, the analysis reduces to comparing the 
probability to enter entrepreneurship of IT graduates in the treatment 
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(First_ITi=1) and control groups (First_ITi=0) with appropriately matched 
propensity scores.  
The results are shown in the first row of Table 4-10. For average treatment 
effect on treated IT graduates (ATT), the estimate on the difference in the 
probability to enter entrepreneurship for IT graduates entering the IT industry 
(as compared to those not joining the IT industry) is 0.031 with a standard 
error of 0.005, making this coefficient statistically significant. This effect is 
also positive and significant for average treatment effect on the whole 
population (ATE). Hence, PSM estimators ensure the causality of the effect 
from the IT industry for the whole sample of IT graduates. This reaffirms our 
results from Columns (1) to (3) in Table 4-2.  
Second, we estimate the treatment effect of initial job placement in large 
IT firms. The estimated treatment effects are shown in the second row of 
Table 4-10. Compared with that of the IT industry, the effect from large IT 
firms is smaller in both economic significance (less than half) and statistical 
significance. Therefore, the PSM estimations fail to support that large IT firms 
have stronger effects than small IT firms in developing entrepreneurs for the 
whole sample, which is consistent with our results in Column (4) of Table 4-2. 
When we conduct PSM estimations for the identified two segments separately, 
the results are displayed in Table 4-11: the treatment effect from large IT firms 
is stronger (weaker) than that of whole IT industry for segment one (two), 
which validates our FMM findings in Table 4-4. 
-Table 4-10- 
-Table 4-11- 
To verify the appropriateness of our PSM result, we check two principal 
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assumptions: overlap assumption and unconfoundedness assumption. First, we 
plot the estimated propensity scores for matched IT graduates joining IT 
industry (First_ITi=1) and not joining (First_ITi=0) in panel (a) of Figure 4-4. 
It is important to note that the two distributions have a similar shape and for 
any given propensity score it is possible to find IT graduates with similar 
propensity scores in both the treated and control groups. The pattern is similar 
in panel (b) when our interested treatment in joining large IT firms as the 
initial job placement. Second, for unconfoundedness assumption, if there are 
unobserved variables that affect assignment into treatment and the outcome 
variable simultaneously (i.e., entrepreneurship decision), a hidden bias might 
arise to which matching estimators are not robust. We follow the approach 
suggested by Caliendo and Kopeinig (2008) to examine how strongly the 
unobserved variable may influence the selection process. The results from 
Table 4-12 indicate that our estimations are insensitive to an upward bias, if 
the odds of being treated are increased by unobservable variables by less than 
50%. Hence, our estimation of PSM is appropriate and the results are robust.  
-Figure 4-4- 
-Table 4-12- 
Duration model: Since our data on IT graduates‘ careers are observable 
till 2014, we further employ the duration models to assess the robustness of 
our results considering the right-censored issue (Wooldridge 2002). 
Essentially, we examine whether entering the IT industry, or large IT firms 
immediately after graduation will accelerate IT graduates‘ transition to engage 
entrepreneurship. Among different model specifications, we select the 
proportional hazard model with the Weibull distribution, based on model 
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selection criteria like AIC and BIC (results are consistent across different 
distribution assumptions). The results from duration models are presented in 
Table 4-13.  
When examining the whole sample in Columns (1) and (2), we observe 
that the hazard ratios for First_ITi in both columns are larger than one and 
significant, which suggests that entering IT industry after graduation would 
reduce the time for IT graduates to opt into entrepreneurship. However, the 
First_ITLargei is insignificant in the column (2). Columns (3) and (4) estimate 
by two segments respectively. IT graduates in the segment one would take 
shorter time to opt into entrepreneurship if they join large IT firms. For IT 
graduates in segment two, they would take shorter time to opt into 
entrepreneurship if they join small IT firms. Overall, results in Table 4-13 are 










   
First_IT 0.031*** 0.036*** 
 (0.005) (0.004) 
   
First_ITlarge 0.010* 0.014* 
 (0.006) (0.007) 
Robust standard errors in parentheses 
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First_ITlarge 0.037*** 0.034*** -0.007 0.000 
 (0.011) (0.011) (0.007) (0.009) 
Robust standard errors in parentheses 





Figure 4-4: Overlap assumption 
(a) Estimated Score (IT industry) 
 





Table 4-12: Unconfoundedness assumption 
Gamma Q_mh+ Q_mh- p_mh+ p_mh- 
1 5.521 5.521 1.70E-08 1.70E-08 
1.1 4.530 6.524 3.00E-06 3.40E-11 
1.2 3.634 7.452 0.000 4.60E-14 
1.3 2.816 8.318 0.002 0 
1.4 2.062 9.132 0.020 0 





Table 4-13: Duration model 
 (1) (2) (3) (4) 
VARIABLES Whole sample Whole sample Segment one Segment two 
     
First_IT 1.110*** 1.113*** 0.976 1.201*** 
 (0.034) (0.036) (0.052) (0.050) 
First_ITlarge  0.987 1.247* 0.852 
  (0.077) (0.148) (0.089) 
Large 0.679*** 0.683*** 0.750*** 0.641*** 
 (0.026) (0.035) (0.058) (0.044) 
Internship 1.396*** 1.396*** 1.467*** 1.347*** 
 (0.059) (0.059) (0.099) (0.074) 
EN_be 2.751*** 2.750*** 3.085*** 2.533*** 
 (0.187) (0.187) (0.313) (0.234) 
Public_U 0.766*** 0.766*** 0.866*** 0.776*** 
 (0.025) (0.025) (0.044) (0.039) 
U_Top20 1.478*** 1.478*** 1.959*** 1.174*** 
 (0.061) (0.061) (0.133) (0.065) 
U_Top50 1.214*** 1.214*** 1.565*** 1.085* 
 (0.046) (0.046) (0.101) (0.052) 
U_Top100 1.099*** 1.099*** 1.299*** 1.029 
 (0.039) (0.039) (0.070) (0.049) 
EU_Top20 1.247*** 1.247*** 1.036 1.516*** 
 (0.056) (0.056) (0.068) (0.106) 
EU_Top50 0.953 0.953 1.033 0.952 
 (0.038) (0.038) (0.071) (0.049) 
Exchange 1.379*** 1.379*** 1.208 1.543*** 
 (0.132) (0.132) (0.184) (0.191) 
Double 1.270*** 1.270*** 1.549*** 1.095 
 (0.076) (0.076) (0.135) (0.091) 
Computer_science 1.129*** 1.129*** 1.055 1.161*** 
 (0.035) (0.035) (0.052) (0.047) 
Female 0.665*** 0.665*** 0.677*** 0.658*** 
 (0.024) (0.024) (0.037) (0.031) 
White 1.010 1.009 1.039 0.871 
 (0.583) (0.583) (0.735) (0.871) 
API 0.818 0.817 0.715 0.786 
 (0.473) (0.473) (0.507) (0.787) 
Hispanic 0.914 0.914 0.669 0.965 
 (0.531) (0.531) (0.478) (0.968) 
Black 1.112 1.111 1.496 0.703 
 (0.649) (0.648) (1.070) (0.709) 
AIAN 1.133 1.132 0.381 1.490 
 (0.721) (0.720) (0.381) (1.551) 
Constant 0.003*** 0.003*** 0.003*** 0.004*** 
 (0.002) (0.002) (0.002) (0.004) 
     
Chi square 1024.29*** 1024.32*** 531.21*** 641.33*** 
Observations 62,409 62,409 25,878 36,531 
Robust standard errors in parentheses,  




CHAPTER 5 CONCLUSION 
My thesis embodies a holistic picture of business growth by distinguishing 
the expansion of existing businesses and the creation of new ventures. This 
research makes substantial contributions to extant IS research, which 
predominately examines the business value of IT consumption in established 
firms. Specifically, this thesis distinguishes between IT-production and IT-
consumption and comprises three essays, each responding to one type of 
business growth. Study One investigates the growth prospects of existing 
firms in the IT-production side (Chapter 2). Study Two and Study Three 
examine the creation of entrepreneurial ventures from the IT-consumption side 
(Chapter 3) and IT-production side (Chapter 4) respectively.  
My thesis also motivates avenues for future research. One direction for 
further investigation is to explore how IT encourages entrepreneurship in new 
forms of organizations. Although the current thesis focuses on the traditional 
industries regardless of IT-production or IT-consumption, IT has been 
recognized as an important catalyst for new structures of organization, 
especially in the virtual world (Zammuto et al. 2007). For example, online 
knowledge communities have become a prevalent platform for knowledge 
creation (Wasko and Faraj 2005) and distribution (Ma and Agarwal 2007). 
Consequently, employees‘ engagement in online communities in their leisure 
hours can provide benefits from knowledge acquisition, ability signaling 
(Hann et al. 2013) and social capital building (Robert Jr et al. 2008), all of 
which are critical factors to shape a person‘s entrepreneurial decisions. Hence, 
it is imperative to ask how IT-enabled new organizations (e.g., online 
knowledge communities or open source projects) breed entrepreneurs, and 
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additionally whether this influence is stronger (or weaker) than traditional 
forms of organization. 
Another meaningful area to explore is IT firms‘ mergers and acquisitions 
(M&A) (Moeller et al. 2005), which have become primary strategies for 
existing IT firms to expand their businesses and sustain the pace of innovation. 
For example, the overall spending on technology acquisitions exceeded $170 
billion in 2014, increasing by 54% from the previous year and more than 
double the amount spent in 2010.
61
 Interestingly, although we have observed 
many cases where established technology giants acquire start-ups founded by 
their former employees, there are also a few prominent cases where giants 
acquire start-ups founded by ex-employees from competitors.
62
 For example, 
Google acquired Nest Labs in 2014, whose founder was Apple‘s former 
employee. Hence, it is worth exploring whether an entrepreneur‘s social 
connections from previous employment experiences would increase the 
chance of his/her venture being acquired. From the acquirer‘s perspective, it is 
also imperative to explore whether the acquisition of ventures from former 
employees would create higher synergic gains due to inherited knowledge and 
firm culture (Agarwal et al. 2004).  
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