INTRODUCTION
This is unfortunate, because video editing has several unique challenges not found with other media. One is that digital video is a time-based medium. This property makes it difficult for users to browse and skim video. Users often must linearly search their source video to find the clip they desire.
Another challenge for editing video is that it is a dual medium. Most "video" actually consists not just of a video track but also an audio track. These tracks must be kept
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synchronized, but the user must also be able to overlay them when desired, for example during transitions from one shot to another. Further, when a shot is cut from a video for use elsewhere, the user must be able to disentangle overlaid audio and video.
A third problem is that the syntactic units that users want to edit are shots of video and words or sentences of audio, but current tools require users to examine video at the individual frame level and audio using a waveform. To perform most editing operations, such as cutting a shot, the user must manually pinpoint specific frames, which may involve zooming and numerous repetitions of fast-forward and rewind operations. Finding a specific word or sentence using a waveform is similarly tedious. 1 These problems make editing video a difficult, tedious, and error-prone activity.
Commercially available tools, such as Adobe Premiere [2] and Apple iMovie [1], allow creation of high-quality video, but they do not adequately address the issues raised above, which makes them harder to use, especially for novices.
To better understand video editing, we visited a video processing studio and interviewed professional video editors. We also examined commercial and research video editing systems.
We created a system, called Silver, to explore techniques to make video editing easier. The key innovations in the Silver editor include: providing an editable transcript view; coordinating the selection across all views including partial selections and different selections in audio and video; and smart editing through smart snap, smart selection and smart cut and paste.
Silver can work with video from any source, although some of its features are especially useful with previously edited video.
Presently it uses video and metadata from the Informedia Digital Video Library [22] . This paper is structured as follows. The next section discusses related work on video systems. Next, we discuss a specific challenge for video editing: L-cuts. Then we describe the Silver interface, followed by the evolution of the Silver interface. Next, we discuss issues in the interface and implementation of Silver. Then we describe a pilot user study and its results. Finally, we discuss future work and conclude.
RELATED WORK
In this section, we describe different types of related work. We start with systems that use metadata for video editing. Next, we discuss systems that automate the process of video editing to some degree. Then we discuss work on video visualizations that address the issues of scale and time.
Lastly, we describe Informedia, which is our source of video and its corresponding metadata.
METADATA AND VIDEO EDITING
The notion of using metadata for editing video is not new. For example, Mackay and Davenport examined the role of digital video in several interactive multimedia applications and concluded that video is an information stream that can be tagged, edited, analyzed, and annotated [13] . Later, Davenport et al. proposed using metadata for home movie editing assistance [7] .
However, they assumed this data would be obtained through manual logging or with a "data camera" during filming.
Currently, there is a large body of work on the extraction and visualization of information from digital video (e.g., [8, 19] ) that make a data camera unnecessary.
One example of a system that uses metadata is IMPACT [21] , which uses automatic cut detection and camera motion classification to create a high level description of the structure of the video. The user can organize the shots in a tree structure and then edit the composition by moving the branches [20] . IMPACT supports this process by recognizing objects across multiple shots.
AUTOMATION
Several systems edit video with varying degrees of automation. Fully automated systems may be used for news on demand [3] or quick skimming [5] , but do not really support authoring.
The Video Retrieval and Sequencing System (VRSS) [6] semiautomatically detects and annotates shots for later retrieval. Then, a cinematic rule-based editing tool sequences the retrieved shots for presentation within a specified time constraint. Examples of cinematic rules include the parallel rule, which alternates two different sets of shots, and the rhythm rule, which selects longer shots for a slow rhythm and shorter shots for a fast one.
The Hitchcock system [9] automatically determines the "suitability" of the different segments in raw home video, based on camera motion, brightness, and duration. Similar clips are grouped into "piles." To create a custom video, the user drags segments into a storyboard and specifies a total desired duration and Hitchcock automatically selects the start and end points of each clip based on shot quality and total duration. Clips in the storyboard are represented with frames that can be arranged in different layouts, such as a "comic book" style layout [4] .
The MovieShaker system automates video editing almost completely [18] . The user specifies multiple video clips and a "mood" (e.g., romantic, wild), and the program combines and edits the clips into a single video.
While automation makes editing faster, it usually involves taking away power from the user, which is not always desirable. In fact, user studies led to changes in Hitchcock to give more information and control to the user [10] . 
VISUALIZING TIME AND SCALE
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The Swim Hierarchical Browser [23] significantly improves on this idea by using metadata. Swim displays automatically detected shots in the higher level layers instead of frame samples.
Hierarchical views in the Hierarchical Video
Magnifier and Swim are used for navigation only. Silver extends hierarchical views to allow editing as well.
INFORMEDIA
Silver currently obtains video from the Informedia Digital Video Library [22] , which has over 2,000 hours of material and is adding new material daily. Our primary motivation for using Informedia is that it generates several types of metadata, which Silver uses to enhance its editing capabilities.
A textual transcript of the audio track, generated from closed-captioning information and speech recognition is one type of metadata Informedia provides [8, 11] . The transcript is time-aligned with the video using the Sphinx speech recognition system [16] . Silver is the only video editor we know of that uses an audio transcript.
Informedia uses image analysis to detect shot boundaries and extract representative thumbnail images from each shot [5] and automatically creates titles and summaries for video segments.
Informedia also provides search infrastructure to allow users to find video clips based on keywords and to browse the results.
L-CUTS
When working with video that has been professionally edited, it often happens that the start and end times of a segment are different for the audio and the video. This is These views are described in more detail in another paper [15] .
SMART EDITING
Silver tries to reduce the tedium of editing video by using metadata to provide more intuitive interaction. One large source of this tedium is L-Cuts, which are a common feature of edited video. In this subsection, we describe smart snap, selection, and cut and paste.
Smart Selection
One reason that video editing is much more When the user selects a region, Silver may adjust the audio or video boundaries based on editing rules of thumb and the available metadata. This is especially useful when the source contains L-cuts.
Smart Snap
When moving the cursor around in the timeline view, the cursor snaps differently to features of the composition depending on which row the mouse is moving over. In video-based rows, the cursor snaps to shot breaks if close by, or to the nearest frame otherwise. In the transcript row, the cursor snaps if close to a word boundary. In the case of silence, the cursor does not snap.
In addition, the cursor always snaps to clip boundaries and the edges of the current selection.
Smart Cut and Paste
When a segment with non-aligned audio and video edges is deleted or pasted, the resulting ragged edges would typically require the user to again go down to frame level and adjust the edges or create a special effect to avoid gaps in the composi- 
THE EVOLUTION OF SILVER
This section describes how the Silver interface changed over time as a result of informal usage we observed.
TIMELINE
The most complex part of the Silver interface is the timeline. Much of the time we spent designing Silver focused on this view. 
TIMELINE VIEWS
Each part of the timeline represents video at different levels of detail.
Frame View
Initially, we showed a frame sample row in every level. However, in the less-detailed levels (i.e., shot and clip), samples could seem almost random since a single frame sample represented a large amount of time.
Users were confused because they expected the samples to be representative of the time they covered on the timeline.
The confusion ended when we removed frame samples from the other levels.
In 
INTERFACE AND IMPLEMENTATION
ISSUES
This section discusses issues we encountered in our design of the Silver interface and in its implementation.
Many views, one model
All of Silver's views actually represent the We use color to show selections of different media types: orange for video, green for audio, and yellow for segments selected in both (see Figure 5) . Usually, users want to select audio and video together, but sometimes they need to separate the two. 
USER STUDY
We conducted a pilot study to evaluate the 
Design
This study was a within-subjects design. All participants did both experimental tasks.
Each performed one task with smart editing enabled and one with smart editing disabled. The order of the tasks and the order of smart editing were counterbalanced across participants.
PROCEDURE
The experiment had three parts: tutorial, experimental tasks, and post-experiment questionnaire.
In the first part, participants read the Silver tutorial and performed training exercises in it. They learned how to scroll and zoom the timeline, select video, and play video. They also learned how to delete segments of video and clean up the cuts. They performed a practice task in which they manually cleaned up a cut and a practice task in which they used the smart cut and paste.
In the second part of the study, each participant performed the two experimental tasks. For each task, participants were given one of two video compositions and a corresponding list of edits to be performed.
One video composition was about the Mars polar lander; the other was about forest fires in Russia. The source videos for each task were obtained from CNN footage. The videos and shots to cut for each of the two tasks were selected to be equally difficult and to be entertaining.
Participants were asked to cut specific shots from the composition. After each cut, they were instructed to play the transition and, if they judged it to be "rough", to edit it to make it "smooth"-that is, with no gaps or abrupt transitions.
At the end, participants filled out a paper questionnaire about the study and demographic information. Users were asked about the system in general, the smart editing features, the tutorial, and each of the two tasks.
Results and Analysis
On average, both experimental tasks together took participants 33 minutes.
There were no statistically significant differences in time to complete either task due to task, order, or smart editing.
We did find significant correlations between two questions on the questionnaire and the time to complete the task with smart editing disabled. Participants who rated "exploration of features by trial and error" as more "encouraging" than "discouraging"
(on a scale of 1-9) took longer to complete the task (correlation 0.82, p < 0.046). This may be due to participants who felt encouraged to explore the interface spending time with parts of the interface that were not directly related to the task.
Qualitatively, nearly all participants made a positive comment about Silver, such as describing it as "cool software, very intuitive to use". Two users believed they experienced a learning effect; one said that one task was "easier because it was the second task". Another user mentioned, "after I could familiarize myself with it, it became easier to use and not as intimidating".
3 We would prefer the selection highlight to be green over fully selected words and light green over partially selected words, to be consistent with other views. Unfortunately, the Visual Basic text component does not support this.
However, the times recorded show no significant learning effect. Some users had difficulty with the scrollbars at times because the thumbs were very small. It was difficult to grab the thumbs and move them and even more difficult to resize them. Other than that problem, we were pleased to see that users understood how to scroll and zoom the multiple levels.
We added a double border to individual frames to make it more apparent when individual frames were showing in the frame level. However, some users did not seem to be sure when individual frames were being shown and when they were not. The frame view may need an even more overt visual cue to make this distinction obvious.
Users felt disoriented after deleting a shot.
When a shot is deleted, timelines in other systems typically shrink, whereas in Silver it maintains its size by readjusting its zoom level. This sometimes led to participants having difficulty locating its former position.
A brief animation might make this explicit to users.
We expected to find a greater effect of using the smart editing options. We suspect that participant motivation was an important variable in performance.
Some users seemed to try to finish as soon We are exploring when these adjustments can be fully automated in a reliable way. We are also looking at other metadata that might be helpful in giving a recommendation. For example, we are considering mixing the audio of both edges when one audio track is music or other background sounds. We also want to increase the palette of options for handling gaps in the composition. For example, a third piece of video footage can be placed to cover the gap area, or a "special effect" like a dissolve can be used to smooth the transition over the gap.
Silver could also incorporate other metadata in the future, such as face detection and recognition, and voice matching and recognition. With these data, Silver could allow users to easily perform editing operations like "Cut all video where person X is talking."
Another type of analysis that would assist editing is object recognition and tracking.
Silver could use this information to allow users to make moving objects hyperlinks, or cut and paste all video related to specific objects.
Tracking of people, faces, or objects would also allow interesting synthetic graphics to be overlaid, for example to explain motion in a video for physics instruction.
CONCLUSIONS
Silver is a system designed to make high The Silver project is investigating some exciting ways to make high quality video editing easier, and points the way to a future in which everyone can be as comfortable editing video as they are today editing text.
