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Abstrat
We establish various Lp estimates for the Shrödinger operator −∆+ V on
Riemannian manifolds satisfying the doubling property and a Poinaré inequal-
ity, where ∆ is the Laplae-Beltrami operator and V belongs to a reverse Hölder
lass. At the end of this paper we apply our result on Lie groups with polynomial
growth.
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1 Introdution
The main goal of this paper is to establish the Lp boundedness for the Riesz trans-
forms ∇(−∆ + V )− 12 , V 12 (−∆ + V )− 12 and related inequalities on ertain lasses of
Riemannian manifolds. Here, V is a non-negative, loally integrable funtion on M .
For the Eulidian ase, this subjet was studied by many authors under dierent
onditions on V . We mention the works of Heler-Nourrigat [32℄, Guibourg [29℄, Shen
[48℄, Sikora [49℄, Ouhabaz [44℄ and others.
Reently, Ausher-Ben Ali [3℄ proved Lp maximal inequalities for these operators
under less restritive assumptions. They assumed that V belongs to some reverse
Hölder lass RHq (for a denition, see setion 2). A natural step further is to extend
the above results to the ase of Riemannian manifolds.
For Riemannian manifolds, the Lp boundedness of the Riesz transform of −∆+V
was disussed by many authors. We mention Meyer [42℄, Bakry [9℄ and Yosida [55℄.
The most general answer was given by Sikora [49℄. Let M satisfying the doubling
property (D) and assume that the heat kernel veries ‖pt(x, .)‖2 ≤ Cµ(B(x,√t)) for all
x ∈M and t > 0. Under these hypotheses, Sikora proved that if V ∈ L1loc(M), V ≥ 0,
then the Riesz transforms of −∆+ V are Lp bounded for 1 < p ≤ 2 and of weak type
(1, 1).
Li [38℄ obtained boundedness results on Nilpotent Lie groups under the restrition
V ∈ RHq and q ≥ D2 , D being the dimension at innity of G (see [22℄).
Following the method of [3℄, we obtain new results for p > 2 on omplete Rie-
mannian manifolds satisfying the doubling property (D), a Poinaré inequality (P2)
and taking V in some RHq. For manifolds of polynomial type we obtain additional
results. This inludes Nilpotent Lie groups.
Let us summarize the ontent of this paper. Let M be a omplete Riemannian
manifold satisfying the doubling property (D) and admitting a Poinaré inequality
(P2). First we obtain the range of p for the following maximal inequality valid for
u ∈ C∞0 (M):
‖∆u‖p + ‖V u‖p . ‖(−∆+ V )u‖p. (1)
The starting step is the following L1 inequality for u ∈ C∞0 (M),
‖∆u‖1 + ‖V u‖1 ≤ 3‖(−∆+ V )u‖1 (2)
whih holds for any non-negative potential V ∈ L1loc(M). This allows us to dene
−∆+ V as an operator on L1(M) with domain D1(∆) ∩ D1(V ).
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For larger range of p, we assume that V ∈ Lploc(M) and −∆+V is a priori dened
on C∞0 . The validity of (1) an be obtained if one imposes for the potential V to be
more regular:
Theorem 1.1. Let M be a omplete Riemannian manifold satisfying (D) and (P2).
Consider V ∈ RHq for some 1 < q ≤ ∞. Then there is ǫ > 0 depending only on V
suh that (1) holds for 1 < p < q + ǫ.
This new result for Riemannian manifolds is an extension of the one of Li [38℄ on
Nilpotent Lie groups settings obtained under the restrition q ≥ D
2
.
The seond purpose of our work is to establish some Lp estimates for the square
root of −∆+ V . Notie that we always have the identity
‖ |∇u| ‖22 + ‖V
1
2u‖22 = ‖(−∆+ V )
1
2u‖22, u ∈ C∞0 (M). (3)
The weak type (1, 1) inequality proved by Sikora [49℄ is satised under our hypotheses:
‖ |∇u| ‖1,∞ + ‖V 12u‖1,∞ . ‖(−∆+ V ) 12u‖1. (4)
Interpolating (3) and (4), we obtain
‖ |∇u| ‖p + ‖V 12u‖p . ‖(−∆+ V ) 12u‖p (5)
when 1 < p < 2 and u ∈ C∞0 (M). Here, ‖ ‖p,∞ is the norm in the Lorentz spae Lp,∞
and . is the omparison in the sense of norms.
It remains to nd good assumptions on V and M to obtain (5) for some/all 2 <
p <∞. Reall before the following result
Proposition 1.2. ([4℄) Let M be a omplete Riemannian manifold satysfying (D)
and (P2). Then there exists p0 > 2 suh that the Riesz transform T = ∇(−∆)− 12 is
Lp bounded for 1 < p < p0.
We now let p0 = sup
{
p ∈]2,∞[;∇(−∆)− 12 is Lp bounded
}
. We obtain the fol-
lowing theorem.
Theorem 1.3. Let M be a omplete Riemannian manifold. Let V ∈ RHq for some
q > 1 and ǫ > 0 suh that V ∈ RHq+ǫ.
1. Assume that M satises (D) and (P2). Then for all u ∈ C∞0 (M),
‖ |∇u| ‖p . ‖(−∆+ V ) 12u‖p for 1 < p < inf(p0, 2(q + ǫ)); (6)
‖V 12u‖p . ‖(−∆+ V ) 12u‖p for 1 < p < 2(q + ǫ). (7)
2. Assume that M is of polynomial type and admits (P2). Suppose that D < p0,
where D is the dimension at innity and that D
2
≤ q < p0
2
.
a. If q < D, then (6) holds for 1 < p < inf(q∗D + ǫ, p0), (q
∗
D =
Dq
D−q ).
b. If q ≥ D, then (6) holds for 1 < p < p0.
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Some remarks onerning this theorem:
1. Note that point 1. is true without any additional assumption on the volume
growth of balls other than (D). Our assumption that M is of polynomial type
in point 2. whih is stronger than the doubling property (see setion 2) is
used only to improve the Lp boundedness of ∇(−∆ + V )− 12 when D
2
< q < p0
2
.
We do not need it to prove Lp estimates for V
1
2 (−∆+ V )− 12 .
2. If q > p0
2
then we an replae q in point 2. by any q′ < p0
2
sine V ∈ RHq′ (see
Proposition 2.11 in setion 2).
3. If p0 ≤ D and q ≥ D2 , then (6) holds for 1 < p < p0 and that is why we assumed
D < p0 in point 2..
4. Finally the parameter ǫ depends on the self-improvement of the reverse Hölder
ondition (see Theorem 2.11 in setion 2).
We establish also a onverse theorem whih is a ruial step in proving Theorem
1.3.
Theorem 1.4. Let M be a omplete Riemannian manifold satisfying (D) and (Pl)
for some 1 ≤ l < 2. Consider V ∈ RHq for some q > 1. Then
‖(−∆+ V ) 12u‖l,∞ . ‖ |∇u| ‖l + ‖V 12u‖l for every u ∈ C∞0 (M) (8)
and
‖(−∆+ V ) 12u‖p . ‖ |∇u| ‖p + ‖V 12u‖p for every u ∈ C∞0 (M) (9)
and l < p < 2.
Using the interpolation result of [8℄, we remark that (9) follows diretly from (8)
and the the L2 estimate (3).
Remark 1.5. The estimate (9) always holds in the range p > 2. This follows from
the fat that (5) holds for 1 < p ≤ 2 and that (5) for p implies (9) for p′, where p′ is
the onjugate exponent of p.
In the following orollaries we give examples of manifolds satisfying our hypotheses
and to whih we an apply the theorems above.
Corollary 1.6. Let M be a omplete n-Riemannian manifold with non-negative Rii
urvature. Then Theorem 1.1, part 1. of Theorem 1.3 and Theorem 1.4 hold with
p0 =∞. Moreover, if M satises the maximal volume growth µ(B) ≥ crn for all balls
B of radius r > 0 then part 2. of Theorem 1.3 also holds.
Proof. It sues to note that in this ase M satises (D) with log2Cd = n, (P1) see
Proposition 2.9 below, that the Riesz transform is Lp bounded for 1 < p < ∞ [9℄
and that M has at most an Eulidean volume growth, that is µ(B) ≤ Crn for any
ball B of radius r > 0 Theorem 3.9 in [14℄.
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Corollary 1.7. Let C(N) = R+ × N be a onial manifold with ompat basis N of
dimension n − 1 ≥ 1. Then Theorem 1.1, Theorem 1.4 and Theorem 1.3 hold with
d = D = n, p0 = p0(λ1) > n where λ1 is the rst positive eigenvalue of the Laplaian
on N .
Proof. Note that suh a manifold is of polynomial type n
C−1rn ≤ µ(B) ≤ Crn
for all ball B of C(N) of radius r > 0 (Proposition 1.3, [40℄). C(N) admits (P2) [20℄,
and even (P1) using the methods in [28℄. For the L
p
boundedness of the Riesz trans-
form it was proved by Li [39℄ that p0 =∞ when λ1 ≥ n−1 and p0 = nn
2
−
√
λ1+(
n−1
2
)2
> n
when λ1 < n− 1.
Our main tools to prove these theorems are:
• the fat that V belongs to a Reverse Hölder lass;
• an improved Feerman-Phong inequality;
• a Calderón-Zygmund deomposition;
• reverse Hölder inequalities involving the weak solution of −∆u+ V u = 0;
• omplex interpolation;
• the boundedness of the Riesz potential when M satises µ(B(x, r)) ≥ Crλ for
all r > 0.
Many arguments follow those of [3℄ with additional tehnial problems due to the
geometry of the Riemannian manifold but those for the Feerman-Phong inequality
require some sophistiation. This Feerman-Phong inequality with respet to balls
is new even in the Eulidean ase. In [3℄, this inequality was proved with respet to
ubes instead of balls whih greatly simplies the proof.
We end this introdution with a plan of the paper. In setion 2, we reall the
denitions of the doubling property, Poinaré inequality, reverse Hölder lasses and
homogeneous Sobolev spaes assoiated to a potential V . Setion 3 is devoted to
dene the Shrödinger operator. In setion 4 we give the prinipal tools to prove the
theorems mentioned above. We establish an improved Feerman-Phong inequality,
make a Calderón-Zygmund deomposition, give estimates for positive subharmoni
funtions. We prove Theorem 1.1 in setion 5. We handle the proof of Theorem 1.3,
part 1. in setion 6. Setion 7 is onerned with the proof of Theorem 1.4. In setion
8, we give dierent estimates for the weak solution of −∆u + V u = 0 and omplete
the proof of item 2. of Theorem 1.3. Finally, in setion 9, we apply our result on Lie
groups with polynomial growth.
Aknowledgements. The two authors would like to thank their Ph.D advisor P.
Ausher for proposing this joint work and for the useful disussions and advie on the
topi of the paper.
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2 Preliminaries
Let M denote a omplete non-ompat Riemannian manifold. We write ρ for the
geodesi distane, µ for the Riemannian measure on M , ∇ for the Riemannian gradi-
ent, ∆ for the Laplae-Beltrami operator, | · | for the length on the tangent spae (for-
getting the subsript x for simpliity) and ‖·‖p for the norm on Lp(M,µ), 1 ≤ p ≤ +∞.
2.1 The doubling property and Poinaré inequality
Denition 2.1 (Doubling property). Let M be a Riemannian manifold. Denote by
B(x, r) the open ball of enter x ∈M and radius r > 0. One says that M satises the
doubling property (D) if there exists a onstant Cd > 0, suh that for all x ∈M, r > 0
we have
µ(B(x, 2r)) ≤ Cdµ(B(x, r)). (D)
Lemma 2.2. Let M be a Riemannian manifold satisfying (D) and let s = log2Cd.
Then for all x, y ∈M and θ ≥ 1
µ(B(x, θR)) ≤ Cθsµ(B(x,R)) (10)
and
µ(B(y, R)) ≤ C(1 + d(x, y)
R
)sµ(B(x,R)). (11)
We have also the following lemma:
Lemma 2.3. Let M be a Riemannian manifold satisfying (D). Then for x0 ∈ M ,
r0 > 0, we have
µ(B(x, r))
µ(B(x0, r0))
≥ 4−s( r
r0
)s
whenever x ∈ B(x0, r0) and r ≤ r0.
Theorem 2.4 (Maximal theorem). ([17℄) Let M be a Riemannian manifold satisfying
(D). Denote by M the unentered Hardy-Littlewood maximal funtion over open balls
of X dened by
Mf(x) = sup
B:x∈B
|f |B
where fE := −
∫
E
fdµ :=
1
µ(E)
∫
E
fdµ. Then
1. µ({x : Mf(x) > λ}) ≤ C
λ
∫
M
|f |dµ for every λ > 0;
2. ‖Mf‖p ≤ Cp‖f‖p, for 1 < p ≤ ∞.
Denition 2.5. A Riemannian manifold M is of polynomial type if there is c, C > 0
suh that
c−1rd ≤ µ(B(x, r)) ≤ crd (LUl)
for all x ∈M and r ≤ 1 and
C−1rD ≤ µ(B(x, r)) ≤ CrD (LU∞)
for all x ∈M and r ≥ 1.
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We all d the loal dimension and D the dimension at innity. Note that if M
is of polynomial type then it satises (D) with s = max(d,D). Moreover, for every
λ ∈ [min(d,D),max(d,D)],
µ(B(x, r)) ≥ crλ (Lλ)
for all x ∈M and r > 0.
Denition 2.6 (Poinaré inequality). Let M be a omplete Riemannian manifold,
1 ≤ l < ∞. We say that M admits a Poinaré inequality (Pl) if there exists a
onstant C > 0 suh that, for every funtion f ∈ C∞0 (M), and every ball B of M of
radius r > 0, we have(
−
∫
B
|f − fB|ldµ
) 1
l
≤ Cr
(
−
∫
B
|∇f |ldµ
)1
l
. (Pl)
Remark 2.7. Note that if (Pl) holds for all f ∈ C∞0 , then it holds for all f ∈ W 1p,loc
for p ≥ l (see [31℄, [35℄).
The following result from Keith-Zhong [35℄ improves the exponent in the Poinaré
inequality.
Lemma 2.8. Let (X, d, µ) be a omplete metri-measure spae satisfying (D) and
admitting a Poinaré inequality (Pl), for some 1 < l < ∞. Then there exists ǫ > 0
suh that (X, d, µ) admits (Pp) for every p > l − ǫ.
Proposition 2.9. Let M be a omplete Riemannian manifold M with non-negative
Rii urvature. Then M satises (D) (with Cd = 2
n
) and admits a Poinaré inequal-
ity (P1).
Proof. Indeed if the Rii urvature is non-negative that is there exists a > 0 suh
that Ric ≥ −a2g, a result by Gromov [15℄ shows that
µ(B(x, 2r)) ≤ 2nµ(B(x, r)) for allx ∈M, r > 0.
Here n means the topologi dimension.
On the other hand, Buser's inequality [12℄ gives us∫
B
|u− uB| dµ ≤ c(n)r
∫
B
|∇u| dµ.
Thus we get (D) and (P1) (see also [45℄).
2.2 Reverse Hölder lasses
Denition 2.10. Let M be a Riemannian manifold. A weight w is a non-negative lo-
ally integrable funtion on M . The reverse Hölder lasses are dened in the following
way: w ∈ RHq, 1 < q <∞, if
1. wdµ is a doubling measure;
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2. there exists a onstant C suh that for every ball B ⊂M(
−
∫
B
wqdµ
) 1
q
≤ C −
∫
B
wdµ. (12)
The endpoint q = ∞ is given by the ondition: w ∈ RH∞ whenever, wdµ is
doubling and for any ball B,
w(x) ≤ C −
∫
B
w for µ− a.e. x ∈ B. (13)
On Rn, the ondition wdµ doubling is superuous. It ould be the same on a
Riemannian manifold.
Proposition 2.11. ([53℄, [26℄)
1. RH∞ ⊂ RHq ⊂ RHp for 1 < p ≤ q ≤ ∞.
2. If w ∈ RHq, 1 < q <∞, then there exists q < p <∞ suh that w ∈ RHp.
3. We say that w ∈ Ap for 1 < p <∞ if there is a onstant C suh that for every
ball B ⊂M (
−
∫
B
wdµ
)(
−
∫
B
w
1
1−pdµ
)p−1
≤ C.
For p = 1, w ∈ A1 if there is a onstant C suh that for every ball B ⊂M
−
∫
B
wdµ ≤ Cw(y) for µ− a.e.y ∈ B.
We let A∞ =
⋃
1≤p<∞Ap. Then A∞ =
⋃
1<q≤∞RHq.
Proposition 2.12. (see setion 11 in [3℄, [33℄) Let V be a non-negative measurable
funtion. Then the following properties are equivalent:
1. V ∈ A∞.
2. For all r ∈]0, 1[, V r ∈ RH 1
r
.
3. There exists r ∈]0, 1[, V r ∈ RH 1
r
.
We end this subsetion with the following lemma:
Lemma 2.13. Let G be an open subset of an homogeneous spae (X, d, µ) and let
F(G) be the set of metri balls ontained in G. Suppose that for some 0 < q < p and
non-negative f ∈ Lploc, there is a onstant A > 1 and 1 ≤ σ0 ≤ σ′0 suh that(
−
∫
B
f pdµ
) 1
p
≤ A
(
−
∫
σ0B
f qdµ
) 1
q
∀B : σ′0B ∈ F(G).
Then for any 0 < r < q and 1 < σ ≤ σ′ < σ′0, there exists a onstant A′ > 1 suh that(
−
∫
B
f pdµ
) 1
p
≤ A′
(
−
∫
σB
f rdµ
)1
r
∀B : σ′B ∈ F(G).
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2.3 Homogeneous Sobolev spaes assoiated to a weight V
Denition 2.14. ([8℄) Let M be a Riemannian manifold, V ∈ A∞. Consider for
1 ≤ p < ∞, the vetor spae W˙ 1p,V of distributions f suh that |∇f | and V f ∈ Lp.
It is well known that the elements of W˙ 1p,V are in L
p
loc. We equip W˙
1
p,V with the semi
norm
‖f‖W˙ 1
p,V
= ‖ |∇f | ‖p + ‖V f‖p.
In fat, this expression is a norm sine V ∈ A∞ yields V > 0 µ− a.e.
Denition 2.15. We denote W˙ 1∞,V the spae of all Lipshitz funtions f on M with
‖V f‖∞ <∞.
Proposition 2.16. ([8℄) Assume that M satises (D) and admits a Poinaré inequal-
ity (Ps) for some 1 ≤ s < ∞ and that V ∈ A∞. Then, for s ≤ p ≤ ∞, W˙ 1p,V is a
Banah spae.
Proposition 2.17. Under the same hypotheses as in Proposition 2.16, the Sobolev
spae W˙ 1p,V is reexive for s ≤ p <∞.
Proof. The Banah spae W˙ 1p,V is isometri to a losed subspae of L
p(M,R× T ∗M)
whih is reexive. The isometry is given by the linear operator T : W˙ 1p,V → Lp(M,R×
T ∗M) suh that Tf = (V f,∇f) by denition of the norm of W˙ 1p,V and Proposition
2.16.
Theorem 2.18. ([8℄) Let M be a omplete Riemannian manifold satisfying (D). Let
V ∈ RHq for some 1 < q ≤ ∞ and assume that M admits a Poinaré inequality (Pl)
for some 1 ≤ l < q. Then, for 1 ≤ p1 < p < p2 ≤ q, with p > l, W˙ 1p,V is a real
interpolation spae between W˙ 1p1,V and W˙
1
p2,V
.
3 Denition of Shrödinger operator
Let V be a non-negative, loally integrable funtion on M. Consider the sesquilinear
form
Q(u, v) =
∫
M
(∇u · ∇v + V u v)dµ
with domain
V = D(Q) = W 1
2,V
1
2
= {f ∈ L2(M) ; |∇f | & V 12 f ∈ L2(M)}
equipped with the norm
‖f‖V = (‖f‖22 + ‖∇f‖22 + ‖V
1
2f‖22)
1
2 .
Clearly Q(., .) is a positive, symmetri losed form. It follows that there exists a
unique positive self-adjoint operator, whih we all H = −∆+ V , suh that
〈Hu, v〉 = Q(u, v) ∀ u ∈ D(H), ∀ v ∈ V.
9
When V = 0, H = −∆ is the Laplae-Beltrami operator. Note that C∞0 (M) is dense
in V (see the Appendix in [8℄).
The Beurling-Deny theory holds onM , whih means that ǫ(H+ǫ)
−1
is a positivity-
preserving ontration on Lp(M) for all 1 ≤ p ≤ ∞ and ǫ > 0. Moreover, if V ′ ∈
L1loc(M) suh that 0 ≤ V ′ ≤ V and H ′ is the orresponding operator then one has for
any ǫ > 0 and for any f ∈ Lp, 1 ≤ p ≤ ∞, f ≥ 0
0 ≤ (H + ǫ)−1f ≤ (H ′ + ǫ)−1f.
It is equivalent to a pointwise omparision of the kernels of resolvents. In partiular,
if V is bounded from below by some positive onstant ǫ > 0, then H−1 is bounded on
Lp for 1 ≤ p ≤ ∞ and is dominated by (−∆+ ǫ)−1 (see Ouhabaz [44℄).
Let V˙ be the losure of C∞0 (M) under the semi-norm
‖f‖V˙ =
(‖ |∇f | ‖22 + ‖V 12 f‖22) 12 .
Assume that M satises (D) and (P2). By Feerman-Phong inequality Lemma 4.1
in setion 4 below, there is a ontinuous inlusion V˙ ⊂ L2loc if V is not identially 0,
whih is assumed from now on, hene, this is a norm. Let f ∈ V˙ ′. Then, there exists
a unique u ∈ V˙ suh that∫
M
∇u · ∇v + V u v = 〈f, v〉 ∀ v ∈ C∞0 (M). (14)
In partiular, −∆u + V u = f holds in the distributional sense. We an obtain u for
a nie f by the next lemma.
Lemma 3.1. Assume that M satises (D) and (P2). Consider f ∈ C∞0 (M)∩L2(M).
For ǫ > 0, let uǫ = (H + ǫ)
−1f ∈ D(H). Then (uǫ) is a bounded sequene in V˙ whih
onverges strongly to H−1f .
Proof. The proof is analogous to the proof of Lemma 3.1 in [3℄.
Remark 3.2. Assume that M satises (D) and (P2). The ontinuity of the inlusion
V˙ ⊂ L2loc(M) has two further onsequenes. First, we have that L2comp(M), the spae
of ompatly supported L2 funtions on M , is ontinuously ontained in V˙ ′ ∩ L2(M).
Seond, (uǫ) has a subsequene onverging to u almost everywhere.
Finally as H is self-adjoint, it has a unique square root whih we denote H
1
2
.
H
1
2
is dened as the unique maximal-aretive operator suh that H
1
2H
1
2 = H . We
have that H
1
2
is self-adjoint with domain V and for all u ∈ C∞0 (M), ‖H
1
2u‖22 =
‖ |∇u| ‖22 + ‖V
1
2u‖22. This allows us to extend H
1
2
from V˙ into L2(M). If S denotes
this extension, then we have S⋆S = H where S⋆ : L2(M)→ V˙ ′ is the adjoint of S.
4 Prinipal tools
We gather in these setion the main tools that we need to prove our theorems. Some
of them are of independent interest.
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4.1 An improved Feerman-Phong inequality
Lemma 4.1. Let M be a omplete Riemannian manifold satisfying (D). Let w ∈ A∞
and 1 ≤ p < ∞. Assume that M admits also a Poinaré inequality (Pp). Then there
is a onstant C > 0 depending only on the A∞ onstant of w, p and the onstants in
(D), (Pp), suh that for every ball B of radius R > 0 and u ∈ W 1p,loc∫
B
(|∇u|p + w|u|p)dµ ≥ Cmβ(R
pwB)
Rp
∫
B
|u|pdµ (15)
where mβ(x) = x for x ≤ 1 and mβ(x) = xβ for x ≥ 1.
Proof. Sine M admits a (Pp) Poinaré inequality, we have∫
B
|∇u|pdµ ≥ C
Rpµ(B)
∫
B
∫
B
|u(x)− u(y)|pdµ(x)dµ(y).
This and ∫
B
w|u|pdµ = 1
µ(B)
∫
B
∫
B
w(x)|u(x)|pdµ(x)dµ(y)
lead easily to ∫
B
(|∇u|p + w|u|p)dµ ≥ [min(CR−p, w)]B
∫
B
|u|pdµ.
Now we use that w ∈ A∞. There exists ε > 0, independent of B, suh that
E = {x ∈ B : w(x) > εwB} satises µ(E) > 12µ(B). Hene
[min(CR−p, w)]B ≥ 1
2
min(CR−p, εwB) ≥ Cmin(R−p, wB).
This proves the desired inequality when RpwB ≤ 1.
Assume now RpwB > 1. We say that a ball B of radius R is of type 1 if R
pwB < 1
and of type 2 if not. Take δ, ǫ > 0 suh that 2δ < ǫ < 1. We onsider a maximal
overing of (1−ǫ)B by balls (B1i )i := (B(x1i , δR))i suh that the balls 12B1i are pairwise
disjoint. By (D) there exists N independent of δ and R suh that
∑
i∈I 1B1i ≤ N . Sine
2δ < ǫ, we have B1i ⊂ B for all i ∈ I. Denote G1 the union of all balls B1i of type
1 and G˜1 = {x ∈ M : d(x,G1) ≤ ǫδR}. Set E˜1 = (1 − ǫδ)B − G˜1. This time we
onsider a maximal overing of E˜1 by balls (B
2
i )i := (B(x
2
i , δ
2R))i suh that the balls
1
2
B2i are pairwise disjoint. Therefore with the same N one has
∑
i∈I 1B2i ≤ N . Let G2
be the union of all balls B2i of type 1 and G˜2 = {x ∈ M : d(x,G1 ∪ G2) ≤ ǫδ2R},
E˜2 = (1 − ǫδ2)B − G˜1. We iterate this proess. Note that the Gj's are pairwise
disjoint (from 2δ < ǫ). We laim then that µ(B − ⋃j Gj) = 0. Indeed, for almost
x ∈ B, wB′ onverges to w(x) whenever r(B′) → 0 and x ∈ B′. Take suh an x and
assume that x /∈ ⋃j Gj. Then, for every j there exists xjk suh that x ∈ B(xjk, δjR)
and (δjR)pw
B(xj
k
,δjR) ≥ 1. This is a ontradition sine (δjR)pwB(xj
k
,δjR) → 0 when
j → ∞. Note also that there exists 0 < A < 1 suh that for all j, k and ball Bjk of
type 1,
(δjR)pw
B
j
k
> A. (16)
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Indeed, let Bjk be of type 1. There exists B
j−1
l suh that x
j
k ∈ Bj−1l and Bj−1l must
be of type 2 beause xjk /∈ Gj−1. Hene Bjk ⊂ B(xj−1l , δj(1 + δ−1)R). Sine wdµ is
doubling, we get
w(Bj−1l ) ≤ w
(
B(xj−1l , δ
j(1 + δ−1)R)
)
≤ C ′(1 + δ−1)s′w (B(xj−1l , δjR))
≤ C ′2(1 + δ−1)s′(1 + d(x
j−1
l , x
j
k)
δjR
)s
′
w(Bjk)
≤ C ′2(1 + δ−1)2s′w(Bjk)
where s′ = log2C ′ and C ′ is the doubling onstant of wdµ. On the other hand, sine
dµ is doubling
µ(Bj−1l ) ≥ C−1(1 + δ)−sµ(B(xj−1l , δj−1(1 + δ)R))
≥ C−1(1 + δ)−sµ(Bjk).
Sine Bj−1l is of type 2, we obtain
(δjR)pw
B
j
k
≥ C ′−2C−1(1 + δ−1)−2s′(1 + δ)−sδp(δj−1R)pw(Bj−1l )
> C ′−2C−1(1 + δ−1)−2s
′
(1 + δ)−sδp.
Thus we get (16) with A = C ′−2C−1(1 + δ−1)−2s
′
(1 + δ)−sδp. From all these fats we
dedue that∫
B
(|∇u|p + w|u|p)dµ ≥ 1
N
∑
j, k:Bj
k
of type 1
∫
B
j
k
(|∇u|p + w|u|p)dµ
≥ C 1
N
∑
j, k:Bj
k
of type 1
min((δjR)−p, w
B
j
k
)
∫
B
j
k
|u|pdµ
≥ C
N
A
∑
j, k:Bj
k
of type 1
(δjR)−p
∫
B
j
k
|u|pdµ
≥ C
N
Amin
j
(
R
δjR
)p
R−p
∫
B
|u|pdµ.
We used Feerman-Phong inequality in the seond estimate, (16) in the penultimate
one, and that the Bjk of type 1 over B up to a µ− null set in the last one. It remains
to estimate minj
(
R
Rj
)p
from below with Rj = δ
jR. Let 1 ≤ α < ∞ be suh that
w ∈ Aα the Mukenhoupt lass. Then for any ball B and measurable subset E of
B we have (
wE
wB
)
≥ C
(
µ(E)
µ(B)
)α−1
.
Applying this to E = Bjk and B we obtain(
R
Rj
)p
=
RpwB
RpjwBj
k
w
B
j
k
wB
12
≥ RpwB
w
B
j
k
wB
≥ CRpwB
(
µ(Bjk)
µ(B)
)α−1
≥ CRpwB
(
Rj
R
)s(α−1)
where we used Lemma 2.3. This yields minj(
R
Rj
)p ≥ C(RpwB)β with β = pp+s(α−1) .
The lemma is proved.
4.2 Calderón-Zygmund deomposition
We now proeed to establish the following Calderón-Zygmund deomposition:
Proposition 4.2. Let M be a omplete Riemannian manifold satisfying (D) and (Pl)
for some 1 ≤ l < 2. Let l ≤ p < 2, V ∈ A∞, f ∈ W˙ 1
p,V
1
2
and α > 0. Then, one an
nd a olletion of balls (Bi), funtions g and bi satisfying the following properties:
f = g +
∑
i
bi (17)
‖ |∇g| ‖2 + ‖V 12 g‖2 ≤ Cα1−
p
2 (‖ |∇f | ‖p + ‖V 12f‖p) 12 , (18)
supp bi ⊂ Bi and
∫
Bi
(|∇bi|l + |V 12 bi|l +R−li |bi|l)dµ ≤ Cαlµ(Bi), (19)∑
i
µ(Bi) ≤ Cα−p
∫
M
(|∇f |p + |V 12f |p)dµ, (20)
∑
i
1Bi ≤ N, (21)
where N depends only on the doubling onstant, and C on the doubling onstant, p, l
and the A∞ onstant of V . Here, Ri denotes the radius of Bi and gradients are taken
in the distributional sense on M .
Remark 4.3. The funtion g is Lipshitz with Lipshitz onstant ontrolled by Cα.
Proof of Proposition 4.2. Let Ω be the open set {x ∈M ;M(|∇f |l+ |V 12f |l)(x) > αl}.
If Ω is empty, then set g = f and bi = 0. Otherwise, the maximal theorem Theorem
2.4 yields
µ(Ω) ≤ Cα−p
∫
M
(|∇f |p + |V 12 f |p)dµ.
In partiular Ω 6= M as µ(M) = ∞. Let F be the omplement of Ω. Sine Ω is an
open set distint of M , let (Bi) be a Whitney deomposition of Ω ([18℄). That is, the
balls Bi are pairwise disjoint and there is two onstants C2 > C1 > 1, depending only
on the metri, suh that
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1. Ω =
⋃
iBi with Bi = C1Bi are ontained in Ω and the balls (Bi)i have the
bounded overlap property;
2. ri = r(Bi) =
1
2
d(xi, F ) and xi is the enter of Bi;
3. eah ball Bi = C2Bi intersets F (C2 = 4C1 works).
For x ∈ Ω, denote Ix = {i : x ∈ Bi}. By the bounded overlap property of the balls Bi,
we have that ♯Ix ≤ N . Fixing j ∈ Ix and using the properties of the Bi's, we easily
see that
1
3
ri ≤ rj ≤ 3ri for all i ∈ Ix. In partiular, Bi ⊂ 7Bj for all i ∈ Ix.
Condition (21) is nothing but the bounded overlap property of the Bi's and (20)
follows from (21) and (4.2). We remark that sine V ∈ A∞, Proposition 2.12 yields
V
l
2 ∈ A∞. Applying Lemma 4.1, we obtain∫
Bi
(|∇f |l + |V 12 f |l)dµ ≥ Cmin((V l2 )Bi , R−li )
∫
Bi
|f |ldµ. (22)
We delare Bi of type 1 if (V
l
2 )Bi ≥ R−li and of type 2 if (V
l
2 )Bi < R
−l
i .
Let us now dene the funtions bi. Let (χi) be a partition of unity on Ω assoiated
to the overing (Bi) so that for eah i, χi is a C
1
funtion supported in Bi with
‖χi‖∞ +Ri‖ |∇χi| ‖∞ ≤ C. Set
bi =
{
fχi, if Bi is of type 1,
(f − fBi)χi, if Bi is of type 2.
If Bi is of type 2, then it is a diret onsequene of the Poinaré inequality (Pl) that∫
Bi
(|∇bi|l +R−li |bi|l)dµ ≤ C
∫
Bi
|∇f |ldµ.
As
∫
Bi
|∇f |ldµ ≤ αlµ(Bi) we get the desired inequality in (19). For V 12 bi we have∫
Bi
|V 12 bi|ldµ =
∫
Bi
|V 12 (f − fBi)χi|ldµ
≤ C
(∫
Bi
|V 12 f |ldµ+
∫
Bi
|V 12fBi |ldµ
)
≤ C
(
(|V 12f |l)Biµ(Bi) + C(V
l
2 )Bi(|f |l)Biµ(Bi)
)
≤ C
(
αlµ(Bi) +
(
|∇f |l + |V 12 f |l
)
Bi
µ(Bi)
)
≤ Cαlµ(Bi).
We used that Bi ∩ F 6= ∅, Jensen's inequality and (22), noting that Bi is of type 2.
If Bi is of type 1,∫
Bi
R−li |bi|ldµ ≤
∫
Bi
R−li |f |l ≤ C
∫
Bi
(|∇f |l + |V 12f |l)dµ.
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As the same integral but on Bi is ontrolled by α
lµ(Bi) we get
∫
Bi
R−li |bi|ldµ ≤
Cαlµ(Bi). Sine ∇bi = χi∇f+f∇χi we obtain the same bound for
∫
Bi
|∇bi|ldµ. Not-
ing that Bi∩F 6= ∅ and Bi is of type 1, we easily dedue that
∫
Bi
|V 12 bi|l ≤ Cαlµ(Bi).
Set g = f −∑ bi where the sum is over both types of balls and is loally nite by
(21). It is lear that g = f on F = M \ Ω and g =∑ 2 fBiχi on Ω, where ∑ j means
that we are summing over ubes of type j. Let us prove (17).
First, by the dierentiation theorem, V
1
2 |f | ≤ α almost everywhere on F . Next,
sine V ∈ A∞ implies V l2 ∈ RH 2
l
we have VBi ≤ C((V
l
2 )Bi)
2
l
. Therefore∫
Ω
V |g|2dµ ≤
∑
2
∫
Bi
V |fBi |2 ≤ C
∑
2
(
(V
l
2 )Bi)|fBi|l
) 2
l
µ(Bi).
Now, by onstrution of the type 2 balls and the Ll version of Feerman-Phong in-
equality,
(V
l
2 )Bi |fBi|l ≤ C(|∇f |l + |V
1
2 f |l)Bi ≤ Cαl.
It omes that∫
Ω
V |g|2dµ ≤ C
∑
2 α2−lµ(Bi) ≤ C ′α2−l
∫
M
(|∇f |l + |V 12f |l)dµ.
Combining the estimates on F and Ω, we obtain the desired bound for
∫
M
V |g|2dµ.
We nish the proof by estimating ‖ |∇g| ‖∞ and ‖ |∇g| ‖l. Observe that g is a loally
integrable funtion on M . Indeed, let ϕ ∈ L∞ with ompat support. Sine d(x, F ) ≥
Ri for x ∈ supp bi, we obtain∫ ∑
i
|bi| |ϕ| dµ ≤
(∫ ∑
i
|bi|
Ri
dµ
)
sup
x∈M
(
d(x, F )|ϕ(x)|
)
.
If Bi is of type 2 ∫ |bi|
Ri
dµ ≤ µ(Bi)1− 1l
∫ |bi|l
Rli
dµ
≤ Cµ(Bi)1− 1l
∫
Bi
|∇f |ldµ
≤ Cαµ(Bi).
We used the Hölder inequality, (Pl) and that Bi ∩ F 6= ∅, q′ being the onjugate of q.
If Bi is of type 1,∫ |bi|
Ri
dµ ≤ µ(Bi)1− 1l
∫ |bi|l
Rli
dµ ≤ Cαµ(Bi).
Hene
∫ ∑
i
|bi||ϕ|dµ ≤ Cαµ(Ω) 1l sup
x∈M
(
d(x, F )|ϕ(x)|
)
. Sine f ∈ L1loc, we onlude
that g ∈ L1loc. Thus ∇g = ∇f −
∑∇bi. It follows from the Ll estimates on ∇bi and
the bounded overlap property that∥∥∥∑ |∇bi|∥∥∥
l
≤ C ′(‖ |∇f | ‖l + ‖V 12 f‖l).
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As g = f −∑ bi, the same estimate holds for ‖ |∇g| ‖l. Next, a omputation of the
sum
∑∇bi leads us to
∇g = 1F (∇f)−
∑
1f∇χi −
∑
2 (f − fBi) ∇χi.
Set hi =
∑
i (f − fBi) ∇χi and h = h1 + h2. Then
∇g = (∇f)1F −
∑
1f∇χi − (h− h1) = (∇f)1F +
∑
1fBi∇χi − h.
By denition of F and the dierentiation theorem, |∇g| is bounded by α almost ev-
erywhere on F . By already seen arguments for type 1 balls, |fBi | ≤ CαRi. Therefore,
|∑ 1fBi∇χi| ≤ C∑ 1 1Biα ≤ CNα. It remains to ontrol ‖h‖∞. For this, note
rst that h vanishes on F and is loally nite on Ω. Then x x ∈ Ω. Observe that∑
i∇χi(x) = 0 and by denition of Ix, the sum redues i ∈ Ix. For all i ∈ Ix, we have
|f(x)− fBi | ≤ Criα. Hene, we have for all j ∈ Ix,∑
i
(f(x)− fBi)∇χi(x) =
∑
i∈Ix
(f(x)− fBi)∇χi(x) =
∑
i∈Ix
(fBj − fBi)∇χi(x).
We laim that |fBj − fBi | ≤ Crjα with C independent of i, j ∈ Ix and x ∈ Ω. Indeed,
we use thatBi andBj are ontained in 7Bj, Poinaré inequality (Pl), the omparability
of ri and rj, and that Bi ∩ F 6= ∅. Sine Ix has ardinal bounded by N , we are done.
We onlude that ‖h‖∞ ≤ Cα and interpolating ‖ |∇g| ‖l and ‖ |∇g| ‖∞, we nish
therefore the proof.
Proposition 4.4. Let M be a omplete Riemannian manifold satisfying (D). Let V ∈
A∞. Moreover assume that M admits a Poinaré inequality (Pp) for some 1 < p < 2.
Then, Lip(M) ∩ W˙ 1
2,V
1
2
∩ W˙ 1
p,V
1
2
1
is dense in W˙ 1
p,V
1
2
.
Proof. Theorem 2.8 proves thatM admits a Poinaré inequality (Pl) for some 1 ≤ l <
p. Let f ∈ W˙ 1
p,V
1
2
. For every n ∈ N∗, onsider the Calderón-Zygmund deomposition
of Proposition 4.2 with α = n. Take a ompat K of M . We have∫
K
|f − gn|ldµ =
∫
K∩(SiBi)
|
∑
i
bi|ldµ
=
∫
S
iK∩Bi
|
∑
i
bi|ldµ
≤ C
∑
2
∫
K∩Bi
|f − fBi |l
Rli
d(x, Fn)
ldµ+ C
∑
1
∫
K∩Bi
|f |l
Rli
d(x, Fn)
ldµ
≤ C sup
x∈K
(d(x, Fn))
l
∑
i
∫
Bi
(|∇f |l + |V 12 f |l)dµ
≤ C sup
x∈K
(d(x, F1))
l
∑
i
nlµ(Bi)
1Lip(M) is the set of all Lipshitz funtions on M .
16
≤ Cnl−p(‖ |∇f | ‖pp + ‖ |V
1
2 f | ‖pp).
Letting n→∞, we get that ∫
K
|f − gn|ldµ→ 0. Hene (f − gn) onverges to 0 when
n→∞ in the distributional sense.
Let us hek that (V
1
2 (f − gn))n is bounded in Lp. Indeed,∫
M
|V 12 (f − gn)|pdµ ≤
∫
Ωn
|V 12f |pdµ+
∑
2
∫
Ωn
V
p
2 |fBi|pdµ
≤
∫
Ωn
|V 12f |pdµ+
∑
2
(
(V
l
2 )Bi |fBi|l
)p
l
µ(Bi)
≤
∫
Ωn
|V 12f |pdµ+ Cnpµ(Ωn)
≤ C(‖ |∇f | ‖pp + ‖V
1
2 f‖pp).
Similarly,∫
M
|∇f −∇gn|pdµ =
∫
Ωn
|∇f −∇gn|pdµ ≤ C
∫
Ωn
|∇f |pdµ+ Cnpµ(Ωn) ≤ C.
Thus, (∇f − ∇gn)n is bounded in Lp. So (f − gn)n is bounded in W˙ 1
p,V
1
2
. Sine
W˙ 1
p,V
1
2
is reexive Proposition 2.17, there exists a subsequene, whih we denote
also by (f − gn)n, onverging weakly in W˙ 1
p,V
1
2
to a funtion h. The uniqueness of
the limit in the distributional sense yields h = 0. By Mazur's Lemma, we nd a
sequene (hn) of onvex ombinations of (f − gn) suh that hn =
∑n
k=1 an,k(f − gk),
an,k ≥ 0,
∑n
k=1 an,k = 1, that onverges to 0 in W˙
1
p,V
1
2
. Sine ∇hn = ∇f − ∇ln and
V
1
2hn = V
1
2 (f − ln) with ln =
∑n
k=1 an,kgk, we obtain ln −→
n→∞
f in W˙ 1
p,V
1
2
and the
proposition follows on noting that gn, hene ln, also belongs to Lip(M) ∩ W˙ 1
2,V
1
2
.
4.3 Estimates for subharmoni funtions
Fix an open set Ω ⊂M . A subharmoni funtion on Ω is a funtion v ∈ L1loc(Ω) suh
that ∆v ≥ 0 in D′(Ω).
Lemma 4.5. Let M be a Riemannian manifold satisfying (D) and (P2). Let R > 0
and x0 be a point suh that a neighborhood of B(x0, 4R) is ontained in M . Suppose
that f is a non-negative subharmoni funtion dened on this neighborhood. Then,
there is a onstant C > 0 independent of f , x0, R suh that
sup
x∈B(x0,R)
f(x) ≤ C
(
−
∫
B(x0,4R)
f 2(y)dµ(y)
)1
2
(23)
It readily follows from Lemma 2.13 that for all r > 0, 1 < η < 4, there is C > 0 suh
that
sup
x∈B(x0,R)
f(x) ≤ C
(
−
∫
B(x0,ηR)
f r(y)dµ(y)
)1
r
. (24)
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Proof. In [41℄, Theorem 7.1, this lemma is stated for Riemannian manifolds with
non-negative Rii urvature. The proof relies on the following properties of the man-
ifold. First, the Harnak inequality for non-negative harmoni funtions whih holds
for omplete Riemannian manifolds satisfying (D) and (P2) (see [27℄). Seondly, the
Poinaré inequality (P2). Finally, the Caioppoli inequality for non-negative sub-
harmoni funtions Lemma 7.1 in [41℄ whih is valid on any omplete Riemannian
manifold. We then get this lemma under the hypotheses (D) and (P2).
Other forms of the mean value inequality for subharmoni funtions still hold if the
volume form is replaed by a weighted measure of Mukenhoupt type. More preisely,
Lemma 4.6. Consider a omplete Riemannian manifold M satisfying (D) and (P2).
Let V ∈ A∞ and f a non-negative subharmoni funtion dened on a neighborhood
of B(x0, 4R), 0 < s < ∞ and 1 < η < 4. Then for some C depending on the A∞
onstant of V , s (and independent of f and x0, R), we have
sup
x∈B(x0,R)
f(x) ≤
(
C
V (B(x0, ηR))
∫
B(x0,ηR)
V f sdµ
)1
s
.
Here V (E) =
∫
E
V dµ. As A∞ weights have the doubling property we have
VB(x0,ηR) ∼ VB(x0,R) and the inequality above is the same as
VB(x0,R)( sup
B(x0,R)
f s) ≤ C(V f s)B(x0,ηR). (25)
Proof. Sine V ∈ A∞, there is t < ∞ suh that V ∈ At. Hene for any non-negative
measurable funtion g we have
gB(x0,ηR) ≤ C
(
1
V (B(x0, ηR))
∫
B(x0,ηR)
V gtdµ
) 1
t
= C
(
(V gt)B(x0,ηR)
) 1
t
(
VB(x0,ηR)
)− 1
t .
Applying (24) with r = s
t
yields
f(x) ≤ C ((f st )B(x0,ηR)) ts ≤ C ((V f s)B(x0,ηR)) 1s (VB(x0,ηR))− 1s .
Corollary 4.7. Let M be a omplete Riemannian manifold satisfying (D) and (P2).
Let V ∈ RHr for some 1 < r ≤ ∞, 0 < s < ∞ and 1 < η ≤ 4. Then there is C ≥ 0
depending only on the RHr onstant of V , s suh that for any ball B(x0, R) and any
non-negative subharmoni funtion dened on a neighborhood of B(x0, 4R) we have(
((V f s)r)B(x0,R)
) 1
r ≤ C(V f s)B(x0,ηR).
Proof. We have
(
((V f s)r)B(x0,R)
) 1
r ≤ C ((V r)B(x0,R)) 1r sup
B(x0,R)
f s ≤ CVB(x0,R) sup
B(x0,R)
f s ≤ C(V f s)B(x0,ηR).
The seond inequality uses the RHr ondition on V and the last inequality is (25).
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5 Maximal inequalities
This setion is devoted to the proof of Theorem 1.1. Let 1 < q ≤ ∞ and V ∈ RHq.
The following lemma is lassial in an Eulidean setting [25℄, [34℄ (see also [3℄).
Lemma 5.1. Let M be a omplete Riemannian manifold. We assume that V ∈
L1loc(M) is not identially 0. Let u ∈ C∞0 (M). Then∫
M
V |u|dµ ≤
∫
M
|(−∆+ V )u|dµ,
∫
M
|∆u|dµ ≤ 2
∫
M
|(−∆+ V )u|dµ.
Proof. Let us prove the estimate for V |u|. Take pn : R→ R a sequene of C1 funtions
suh that |pn| ≤ C, p′n(t) ≥ 0 and pn(t)→ sign(t) for every t ∈ R. Using the Lebesgue
onvergene theorem we see that
−
∫
M
sign(u)∆udµ = − lim
n
∫
M
pn(u)∆udµ = lim
n
∫
M
|∇u|2p′n(u)dµ ≥ 0.
If −∆u+ V u = f , we get∫
M
V |u|dµ ≤
∫
M
sign(u)(−∆+ V )udµ =
∫
M
f sign(u)dµ ≤
∫
M
|f |dµ.
This gives the desired estimation for V |u|.
The estimate for ∆u follows from that of V u sine −∆u + V u = f .
Let D1(H) = {u ∈ L1loc ; V u ∈ L1loc, (−∆ + V )u ∈ L1}. One an easily hek that
C∞0 is dense in D1(H) ([13℄ for a proof in the Eulidean paraboli ase) thanks to
the Kato inequality on manifolds ([11℄, Theorem 5.6). Thus the above estimates for∫
V |u| and ∫ |∆u| still holds for any u ∈ D1(H). Lemma 5.1 shows that D1(H) =
{u ∈ L1loc ; ∆u ∈ L1, V u ∈ L1} equipped with the topology dened by the semi-norms
for L1loc, ‖∆u‖1 and ‖V u‖1. We have therefore obtained
Theorem 5.2. The operator H−1 a priori dened on L∞0 (M) the set of ompatly
supported bounded funtions dened onM extends to a bounded operator from L1(M)
into D1(H). Denoting again H−1 this extension, V H−1 is a positivity-preserving
ontration on L1(M) and 1
2
∆H−1 is a ontration on L1(M).
Proposition 5.3. Assume that M satises (D) and (P2). Let f ∈ L1(M). There is
uniqueness of solutions for the equation −∆u+ V u = f in the lass L1(M) ∩D1(H).
In partiular, if u ∈ C∞0 (M) and f = −∆u + V u, then u = H−1f .
Proof. Assume −∆u + V u = 0, then for ǫ > 0 we have −∆u + V u + ǫu = ǫu. As
u ∈ L1(M), we an write |u| ≤ (−∆+ ǫ)−1(ǫ|u|) = (−ǫ−1∆+1)−1|u|. Using the upper
bound of the kernel of (−ǫ−1∆ + 1)−1 whih follows from (D) and (P2), and taking
limits when ǫ→ 0 we get u = 0.
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Corollary 5.4. Assume (D) and (P2). Then equation (2) holds.
Proof. If u ∈ C∞0 (M) and f = −∆u + V u, then V u = V H−1f and ∆u = ∆H−1f by
the proposition above. Applying Theorem 5.2 we get ‖V u‖1 ≤ ‖ − ∆u + V u‖1 and
‖∆u‖1 ≤ 2‖ −∆u+ V u‖1.
We now give the following riterion for Lp boundedness:
Theorem 5.5. ([7℄) Let M be a omplete Riemannian manifold satisfying (D). Let
1 ≤ p0 < q0 ≤ ∞. Suppose that T is a bounded sublinear operator on Lp0(M). Assume
that there exist onstants α2 > α1 > 1, C > 0 suh that(−∫
B
|Tf |q0) 1q0 ≤ C {(−∫
α1 B
|Tf |p0) 1p0 + (S|f |)(x)}, (26)
for any ball B, x ∈ B and all f ∈ L∞0 (M) with support in M \ α2B, where S is a
positive operator. Let p0 < p < q0. If S is bounded on L
p(M), then, there is a onstant
C suh that
‖Tf‖p ≤ C ‖f‖p
for all f ∈ L∞0 (M).
Note that the spae L∞0 (M) an be replaed by C
∞
0 (M).
Now we use the L1 estimate and Theorem 5.5 to get
Theorem 5.6. Let M be a omplete Riemannian manifold satisfying (D) and (P2).
Consider V ∈ RHq, with q > 1. Then, there exists r > q, suh that V H−1 and
∆H−1 dened on L1(M) by Theorem 5.2 extend to Lp(M) bounded operators for all
1 < p < r.
Proof. By dierene, it sues to prove the theorem for V H−1. We know that this is
a bounded operator on L1(M). Let r be given by the self-improvement of the reverse
Hölder ondition of V . Fix a ball B and let f ∈ L∞(M) with ompat support
ontained in M \ 4B. Then u = H−1f is well-dened in V˙ and is a weak solution
of −∆u + V u = 0 in 4B. Sine |u|2 is subharmoni (f setion 8.1), we an apply
Corollary 4.7 with V , f = |u|2 and s = 1
2
. Thus (26) holds with T = V H−1, p0 = 1,
q0 = r, S = 0, α1 = 2 and α2 = 4. Hene, Theorem 5.5 asserts that T = V H
−1
is
bounded on Lp(M) for 1 < p < r.
Proof of Theorem 1.1 Let u ∈ C∞0 (M) and f = −∆u + V u. Proposition 5.3
shows that u = H−1f . Sine V ∈ RHq, Theorem 5.6 shows that V H−1 and ∆H−1
have bounded extensions on Lp(M) for 1 < p < q+ ǫ for some ǫ > 0 depending on V .
This means that ‖V u‖p + ‖∆u‖p . ‖f‖p whih is the desired result.
6 Complex interpolation
We shall use omplex interpolation to obtain item 1. of Theorem 1.3. This method
is based on the boundedness of imaginary powers of H and of the Laplae-Beltrami
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operator. Then we use Stein's interpolation theorem to prove the boundedness of
∇H− 12 and V 12H− 12 on Lp(M) for 1 < p < 2(q + ǫ) and therefore obtain item 1. of
Theorem 1.3.
Let y ∈ R, the operator H iy is dened via spetral theory. One has
‖H iy‖2→2 = 1.
Theorem 6.1. Let M be a omplete Riemannian manifold satisfying (D) and assume
that the heat kernel veries the following upper bound: for all x ∈M and t > 0
pt(x, x) ≤ C
µ(B(x,
√
t))
. (27)
Let V be a non-negative loally integrable funtion on M . Then for all γ ∈ R, H iγ has
a bounded extension on Lp(M), 1 < p < ∞, and for xed p its operator norm does
not exeed C(δ, p)eδ|γ| for some δ > 0.
Remark 6.2. The operator norm is far from optimal but suient for us.
Proof of Theorem 6.1. For V = 0, this follows from the universal multiplier theorem
for Markovien semi groups (Corollary 4, p.121 in [52℄). However, the following proof
works for all V . Indeed, the remark after Theorem 3.1 in [24℄ applies to H : H
has a bounded holomorphi funtional alulus on L2(M) in any setor |argz| < θ,
0 < θ < π and the kernel ht(x, y) of e
−tH
has a Gaussian upper bound. This follows
from the domination of e−tH by e−t∆, (D) and (27). We have
|ht(x, y)| ≤ C
µ(B(x,
√
t))
e−c
d2(x,y)
t
for every t > 0, x, y ∈M .
Thus a variant of Theorem 3.1 in [24℄ (see page 104 there) shows that H has a
bounded holomorphi funtional alulus on Lp(M) in any setor |argz| < µ, π
2
<
µ ≤ π for 1 < p <∞. This implies
‖H iγ‖p→p ≤ C(p, µ) sup
|argz|<µ
|ziγ | ≤ Cp,µe|γ|µ.
Lemma 6.3. The spae D = R(H)∩L1(M)∩L∞(M) is dense in Lp(M) for 1 < p <
∞.
Proof. Same proof as that of Lemma 6.2 in [3℄.
Proposition 6.4. Assume that M satises (D) and (P2). Let V ∈ RHq for some
1 ≤ q < ∞. Then, for 0 < α < 1, there exists ǫ > 0 suh that the operators ∆αH−α,
V αH−α are bounded on Lp(M) for 1 < p < 1
α
q + ǫ.
Proof. From Theorem 6.1, we have that ∆iγ and H iγ are Lp(M) bounded for 1 <
p <∞ and γ ∈ R. Moreover, Theorem 1.1 asserts that ∆H−1 and V H−1 are Lp(M)
bounded for 1 < p < q+ǫ for some ǫ > 0. It follows from Stein's interpolation theorem
[50℄ that ∆αH−α, V αH−α are bounded on Lp(M) for 1 < p < 1
α
(q + ǫ) (see [3℄ for
details).
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We an now prove item 1. of Theorem 1.3. Fix 1 < p < 2(q+ ǫ). Let u ∈ C∞0 (M).
Sine u ∈ V, f = H 12u is well-dened. We assume that f ∈ Lp(M), otherwise there is
nothing to prove. Applying Proposition 6.4 to V
1
2
, it omes that ‖V 12u‖p ≤ Cp‖f‖p.
The Lp(M) boundedness of the Riesz transform whih holds for all 1 < p < p0
with p0 > 2 on a omplete Riemannian manifold satisfying (D) and (P2) and again
Proposition 6.4 yield
‖ |∇u| ‖p+ ≤ C(p)‖∆ 12H− 12 f‖p ≤ C ′(p)‖f‖p
for 1 < p < inf(p0, 2(q + ǫ)) and nishes the proof.
Remark 6.5. This interpolation argument also gives us a proof of the Lp(M) bound-
edness of ∇H−1 and V 12H− 12 for 1 < p < 2 for all non zero V ∈ L1loc(M).
7 Proof of Theorem 1.4
The proof is similar to that of item 2. of Theorem 1.2 in [3℄ with some modiations.
We write it for the sake of ompleteness. Denote H = −∆+V . Assume that 1 < l < 2.
Let f ∈ Lip(M) ∩ W˙ 1
l,V
1
2
∩ W˙ 1
2,V
1
2
. We use the following resolution of H
1
2
:
H
1
2f = c
∫ ∞
0
He−t
2Hf dt
in the distributional sense. It sues to obtain the result for the trunated integrals∫ R
ǫ
. . . with bounds independent of ǫ, R, and then to let ǫ ց 0 and R ր ∞. For the
trunated integrals, all the alulations are justied. We thus onsider that H
1
2
is one
of the trunated integrals but we still write the limits as 0 and +∞ to simplify the
exposition. As f does not belong to C∞0 (M), we have to give a meaning to He
−tHf
for t > 0. Take ηr a smooth funtion on M , 0 ≤ ηr ≤ 1, η = 1 on a ball B of radius
r > 0, ηr = 0 outside 2B and ‖ |∇ηr| ‖∞ ≤ Cr . For ϕ ∈ C∞0 (M),∫
M
f He−t
2Hϕdµ = = lim
r→∞
∫
M
ηrfHe
−t2Hϕdµ
=
∫
M
ηr∇f.∇e−t2Hϕdµ+
∫
M
f∇ηr.∇e−t2Hϕdµ
+
∫
M
ηrf V e
−t2Hϕdµ
= Ir + IIr + IIIr.
We used Fubini and Stokes theorems. Note that
∫
M
|∇xht(x, y)|2eγ d
2(x,y)
t dµ(x) ≤
C
tµ(B(y,
√
t))
. This is due to the Gaussian upper estimate of the kernel ht of e
−tH
and that of ∂tht under (D) and (P2) (see [19℄, Lemma 2.3, for the heat kernel pt
of e−t∆). Sine |∇f | ∈ L2(M) then Ir →
∫
M
∇f.∇e−t2Hϕdµ. Sine f is Lipshitz,
IIr → 0. We have also
∫
M
|ht(x, y)|2eγ d
2(x,y)
t dµ(x) ≤ C
µ(B(y,
√
t))
and V
1
2 f ∈ L2(M).
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Thus IIIr →
∫
M
fV e−t
2Hϕdµ. This proves that He−t
2Hf is dened as a distribution
by
〈He−t2Hf, ϕ〉 =
∫
M
∇f.∇e−t2Hϕdµ+
∫
M
V
1
2 fV
1
2 e−t
2Hϕdµ.
Therefore, integrating in t yields
〈H 12 f, ϕ〉 = 〈∇f,∇H− 12ϕ〉+ 〈V 12 f,H− 12ϕ〉.
We return to the proof of Theorem 1.4. Apply the Calderón-Zygmund deompo-
sition of Lemma 4.2 to f at height α and write f = g +
∑
i bi.
For g, we have
µ
({
x ∈M ; |H 12g(x)| > α
3
})
≤ 9
α2
∫
|H 12 g|2dµ ≤ 9
α2
∫
(|∇g|2 + V |g|2)dµ
≤ C
αl
∫
(|∇f |l + |V 12f |l)dµ.
We used a similar argument as above to ompute H
1
2g (see [4℄) and the L2 estimate
follows. For the last inequality we used (18) of the Calderón-Zygmund deomposition
and that l < 2.
The argument to estimate H
1
2 bi will use the Gaussian upper bound of ht. As
we mentioned above, under our assumptions we have the Gaussian upper bound for
the kernel of e−t
2H
and by analytiity for He−t
2H
. As bi is supported in a ball and
integrable He−t
2Hbi is dened by the onvergent integral
∫
M
−1
2t
∂tht2(x, y)bi(y)dµ(y).
Let ri = 2
k
if 2k ≤ Ri < 2k+1 (Ri is the radius of Bi) and set Ti =
∫ ri
0
He−t
2H dt and
Ui =
∫∞
ri
He−t
2H dt. It is enough to estimate
A = µ
({
x ∈M ; |
∑
i
Tibi(x)| > α
3
})
and
B = µ
({
x ∈M ;
∣∣∣∣∑
i
Uibi(x)
∣∣∣∣ > α3
})
.
First,
A ≤ µ(
⋃
i
Bi) + µ
({
x ∈ M \
⋃
i
Bi;
∣∣∣∣∑
i
Tibi(x)
∣∣∣∣ > α3
})
,
and by (20), µ(
⋃
iBi) ≤ Cαl
∫
(|∇f |l + |V 12f |l)dµ.
For the other term, we have
µ
({
x ∈M \
⋃
i
Bi;
∣∣∣∣∑
i
Tibi(x)
∣∣∣∣ > α3
})
≤ C
α2
∫ ∣∣∣∣∑
i
hi
∣∣∣∣2
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with hi = 1(Bi)c |Tibi|. To estimate the L2 norm, we dualize against u ∈ L2(M) with‖u‖2 = 1: ∫
|u|
∑
i
hi =
∑
i
∞∑
j=2
Aij
where
Aij =
∫
Cj(Bi)
|Tibi||u|dµ, Cj(Bi) = 2j+1Bi \ 2jBi.
By Minkowski integral inequality, for some appropriate positive onstants C, c,
‖Tibi‖L2(Cj(Bi)) ≤
∫ ri
0
‖He−t2Hbi‖L2(Cj (Bi)) dt.
By the well-known Gaussian upper bounds for the kernels of tHe−tH , t > 0, valid
sine we have (D) and (P2)
|He−t2Hbi(x)| ≤
∫
M
C
t2µ(B(y, t))
e−
cd2(x,y)
t2 |bi(y)|dµ(y).
Now y ∈ supp bi, that is Bi, and x ∈ Cj(Bi), hene one may replae d(x, y) by 2jri in
the Gaussian term sine ri ∼ Ri. Also if xi denotes the enter of Bi, we have
µ(B(xi, t))
µ(B(y, t))
=
µ(B(xi, t))
µ(B(xi, ri))
µ(B(xi, ri))
µ(B(y, ri))
µ(B(y, ri))
µ(B(y, t))
.
By (D) and Lemma 2.3 as t ≤ ri, we have
µ(B(xi, t))
µ(B(y, t))
≤ C(2ri
t
)s.
Using the estimate (19), ‖bi‖1 ≤ cαRiµ(Bi), and µ(Bi) ∼ µ(B(xi, ri)), it omes that
|He−t2Hbi(x)| ≤ C
t2µ(B(xi, t))
(ri
t
)s
e−
c4jr2i
t2
∫
Bi
|bi|dµ
≤ Cri
t2
(ri
t
)2s
e−
c4jr2i
t2 α.
Thus
‖He−t2Hbi‖L2(Cj(Bi)) ≤
Cri
t2
(ri
t
)2s
e−
c4jr2i
t2 µ(2j+1Bi)
1
2α.
Plugging this estimate inside the integral, we get
‖Tibi‖L2(Cj(Bi)) ≤ Cαe−c4
j
µ(2j+1Bi)
1
2 .
Now remark that for any y ∈ Bi and any j ≥ 2,(∫
Cj(Bi)
|u|2
) 1
2
≤
(∫
2j+1Bi
|u|2
) 1
2
≤ (2s(j+1)µ(Bi)) 12
(M(|u|2)(y)) 12 .
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Applying Hölder inequality, one obtains
Aij ≤ Cα2sje−c4jµ(Bi)
(M(|u|2)(y)) 12 .
Averaging over Bi yields
Aij ≤ Cα2sje−c4j
∫
Bi
(M(|u|2)(y))12 dµ(y).
Summing over j ≥ 2 and i, it follows that∫
|u|
∑
i
hidµ ≤ Cα
∫ ∑
i
1Bi(y)
(M(|u|2)(y))12 dµ(y).
Using nite overlap (21) of the balls Bi and Kolmogorov's inequality, one obtains∫
|u|
∑
i
hidµ ≤ C ′Nαµ(
⋃
i
Bi)
1
2‖|u|2‖
1
2
1 .
Hene
µ
({
x ∈M \
⋃
i
Bi;
∣∣∣∣∑
i
Tibi(x)
∣∣∣∣ > α3
})
≤ Cµ(
⋃
i
Bi) ≤ C
αl
∫
(|∇f |l + |V 12f |l)dµ
by (21) and (20).
It remains to handle the term B. Using funtional alulus for H one an ompute
Ui as r
−1
i ψ(r
2
iH) with ψ the holomorphi funtion on the setor | arg z | < π2 given by
ψ(z) =
∫ ∞
1
e−t
2zz dt.
It is easy to show that |ψ(z)| ≤ C|z| 12 e−c|z|, uniformly on subsetors | arg z | ≤ µ < π
2
.
The (Pl) Poinaré inequality gives us if Bi is of type 2
‖bi‖ll ≤ CRli
∫
Bi
|∇f |ldµ ≤ CRliαlµ(Bi).
If Bi is of type 1
bi = (bi − (bi)Bi)1Bi + (bi)Bi 1Bi. (28)
Therefore using the type 1 property of Bi and also (28) yield∫
Bi
|bi|ldµ ≤ 2l−1
(∫
Bi
|bi − (bi)Bi |l + µ(Bi) | −
∫
Bi
bidµ|l
)
≤ CRliµ(Bi)1−l
∫
Bi
|∇bi|ldµ+ Cµ(Bi)Rli −
∫
Bi
(|∇f |l + |V 12 f |l)dµ
≤ CRliµ(Bi)1−l
∫
Bi
|∇f |ldµ+ Cµ(Bi)Rli
∫
Bi
(|∇f |l + |V 12f |l)dµ
≤ CαlRliµ(Bi).
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Hene ‖bi‖ll ≤ CαlRliµ(Bi). We invoke the estimate∥∥∥∥∥∑
k∈Z
ψ(4kH)βk
∥∥∥∥∥
l
.
∥∥∥∥∥∥
(∑
k∈Z
|βk|2
) 1
2
∥∥∥∥∥∥
l
. (29)
Indeed, by duality, this is equivalent to the Littlewood-Paley inequality∥∥∥∥∥∥
(∑
k∈Z
|ψ(4kH)β|2
) 1
2
∥∥∥∥∥∥
l′
. ‖β‖l′.
This is a onsequene of the Gaussian estimates for the kernels of e−tH , t > 0 (this
was rst proved in [5℄ using the vetor-valued version of the work in [23℄. See [2℄ or
[6℄ for a more general argument in this spirit or [36℄ for an abstrat proof relying on
funtional alulus). To apply (29), observe that the denitions of ri and Ui yield∑
i
Uibi =
∑
k∈Z
ψ(4kH)βk
with
βk =
∑
i,ri=2k
bi
ri
.
Using the bounded overlap property (21), one has that∥∥∥∥∥∥
(∑
k∈Z
|βk|2
) 1
2
∥∥∥∥∥∥
l
l
≤ C
∫
(
∑
i
|bi|l
rli
)dµ.
Using Ri ∼ ri, ∫
(
∑
i
|bi|l
rli
)dµ ≤ Cαl
∑
i
µ(Bi).
Hene, by (20)
µ
({
x ∈M ;
∣∣∣∣∑
i
Uibi(x)
∣∣∣∣ > α3
})
≤ C
∑
i
µ(Bi) ≤ C
αl
∫
M
(|∇f |l + |V 12 f |l)dµ.
Thus, we have obtained
µ
(
{x ∈ M ; |H 12 f(x)| > α}
)
≤ C
αl
∫
M
(|∇f |l + V 12f |l)dµ
for all f ∈ Lip(M)∩W˙ 1
l,V
1
2
∩W˙ 1
l,V
1
2
. Moreover, using the density argument of Proposi-
tion 4.4 we extend H
1
2
to a bounded operator ating from W˙ 1
l,V
1
2
to Ll,∞. We already
have
‖H 12f‖2 ≤ ‖ |∇f | ‖2 + ‖V 12f‖2.
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Sine V ∈ A∞ implies V 12 ∈ RH2 Proposition 2.12, we see from Corollary 2.18 that
‖H 12 f‖p ≤ Cp
(
‖ |∇f | ‖p + ‖V 12f‖p
)
(30)
for all l < p ≤ 2 and f ∈ W˙ 1p,V .
If l = 1, we take 1 < p < 2. There exists ǫ > 0 suh that 1 < 1 + ǫ < p. The same
argument works replaing l = 1 by 1 + ǫ.
8 Proof of point 2. of Theorem 1.3
We rst give some estimates for the weak solutions of −∆u + V u = 0. Then we
proeed to a redution and then give the proof of point 2. of Theorem 1.3.
8.1 Estimates for weak solutions
LetM be a omplete Riemannian manifold satisfying (D) and (P2). Let B = B(x0, R)
denotes a ball of radius R > 0 and u a weak solution of −∆u+V u = 0 in a neighbor-
hood of B(x0, 4R). By a weak solution of −∆u+ V u = 0 in an open set Ω, we mean
u ∈ L1loc(Ω) with V
1
2u,∇u ∈ L2loc(Ω) and the equation holds in the distribution sense
on Ω. Remark that under the Poinaré inequality (P2) if u is a weak solution, then
u ∈ L2loc(Ω). It should be observed that if u is a weak solution in Ω of −∆u+ V u = 0
then
∆|u|2 = 2V |u|2 + 2|∇u|2 (31)
sine ∆|u|2 = 2〈∆u, u〉+ 2|∇u|2 (see [10℄). In partiular, |u|2 is a non-negative sub-
harmoni funtion in Ω. Hene the lemmas in subsetion 3 of setion 4 apply to |u|2.
In partiular
sup
B(x0,R)
|u| ≤ C(r) ((|u|r)B(x0,µR)) 1r (32)
holds for any 0 < r <∞ and 1 < λ ≤ 4. We have also shown a mean value inequality
against arbitrary A∞ weights.
We state some further estimates that are interesting in their own right assuming
V ∈ A∞. By splitting real and imaginary parts, we may suppose u real-valued. All
onstants are independent of B and u but they may depend on the onstants in the
A∞ ondition or the RHq ondition of V when assumed, on the doubling onstant Cd
and the Poinaré inequality (P2). Let s be any real number suh that
µ(B)
µ(B0)
≥ C( r
r0
)s
whenever B = B(x, r), x ∈ B0, r ≤ r0 (s = log2Cd works).
The proofs of the next 3 lemmas are as in [3℄, we skip them.
Lemma 8.1. For all 1 ≤ λ < λ′ ≤ 4 and k > 0, there is a onstant C suh that
(|u|2)λB ≤ C
(1 +R2VB)k
(|u|2)λ′B .
and
(|∇u|2 + V |u|2)λB ≤ C
(1 +R2VB)k
(|∇u|2 + V |u|2)λ′B.
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Lemma 8.2. For all 1 ≤ λ ≤ 4, k > 0, there is a onstant C suh that
(RVB)
2(|u|2)B ≤ C
(1 +R2VB)k
(V |u|2)λB.
Lemma 8.3. For all 1 < λ ≤ 4, k > 0 and max(s, 2) < r <∞, there is a onstant C
suh that
(RVB)
2(|u|2)B ≤ C
(1 +R2VB)k
(|∇u|r)
2
r
λB.
The main tools to prove these lemmas are the improved Feerman-Phong inequal-
ity of Lemma 4.1, the Caioppoli type inequality whih holds on omplete Rieman-
nian manifolds, Poinaré inequality, subharmoniity of |u|2, Lemma 4.6 and the Mor-
rey embedding theorem with exponent α = 1− s
r
([31℄, Theorem 5.1, p. 23) to prove
Lemma 8.3.
For the remaining lemmas, we moreover assume that M is of polynomial type:
every ball B of radius r > 0 satises
µ(B) ≥ crσ, (Lσ)
and
µ(B) ≤ Crσ (Uσ)
with σ = d if r ≤ 1 and σ = D for r ≥ 1 and d ≤ D. Note that if (Lσ) holds then
σ ≥ n where n is the topologial dimension of M (see [47℄). Reall that under (Lσ)
and (Uσ), s = D works and that µ(B(x, r)) ≥ crλ for all r > 0 with any λ ∈ [d,D].
We also reall that the exponent p0 is that appearing in Proposition 1.2.
Lemma 8.4. Assume V ∈ RHq. Let B be a ball of radius R > 0 and σ = d if R ≤ 1
and σ = D if R ≥ 1. Set q˜ = q∗σ if q∗σ < p0 ( 1q∗σ =
1
q
− 1
σ
) and q˜ arbitrary in ]2, p0[ if
not. Then for all k > 0 there is a onstant C = C(σ) independent of B suh that(
(|∇u|q˜)B
) 1
q˜ ≤ C
(1 +R2VB)k
(
(|∇u|2 + V |u|2)4B
) 1
2 .
Lemma 8.5. Assume V ∈ RHq with D2 ≤ q < p02 . Let B be a ball of radius R > 0
and σ = d if R ≤ 1 and σ = D if R ≥ 1. Set q˜ = q∗σ if q∗σ < p0 and q˜ arbitrary in
]2q, p0[ if not. Then, there is a onstant C = C(σ) suh that(
(|∇u|q˜)B
) 1
q˜ ≤ C ((|∇u|2)4B) 12 ,
We give the proofs of Lemma 8.4 and 8.5 sine they are not exatly the same as
the one in the Eulidean ase. Before the proof of Lemma 8.4, we need the following
theorem for the boundedness of the Riesz potential.
Theorem 8.6. ([16℄) Let M be a omplete Riemannian manifold satisfying (D) and
(P2). Moreover, assume that M satises
µ(B) ≥ crλ (Lλ)
for every x ∈ M and r > 0. Then (−∆)− 12 is Lp − Lp∗ bounded with 1 < p, p∗ < ∞
and p∗ = λp
λ−p , that is,
‖(−∆)− 12 f‖p∗ ≤ C(p, λ)‖f‖p.
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Proof. In [16℄, Chen proves this theorem for Riemannian manifolds with non-negative
Rii urvature. His proof still works under our hypotheses. The properties that he
used for these manifolds are rst the lower and upper gaussian estimates for the heat
kernel whih holds on Riemmanian manifolds satisfying (D) and (P2). Seondly, he
applied an argument from the proof of the Lp−Lp∗ boundedness of the Riesz potential
in the Eulidean ase ([51℄, Chapter V, Theorem 1) whih remains true sine we have
(D), (P2) and (Lλ) with λ ≥ n = dimM .
Proof of Lemma 8.4. First note that if q ≤ 2σ
σ+2
then q˜ ≤ 2 and the onlusion (useless
for us) follows by a mere Hölder inequality. Heneforth, we assume q > 2σ
σ+2
. Also,
by Lemma 8.1, it sues to obtain the estimate with k = 0. Let us assume µ = 4
for simpliity of the argument. Let v be the harmoni funtion on 4B with v = u on
∂(4B) and set w = u − v on 4B. Sine w = 0 on ∂(4B), the fat that an harmoni
funtion minimises Dirihlet integral among funtions with the same boundary implies
(−
∫
4B
|∇w|2) 12 ≤ 2(−∫
4B
|∇u|2) 12 .
By the ellipti estimate for the harmoni funtion v ([4℄, Theorem 2.1), we have for
p < p0 (−∫
B
|∇v|p) 1p ≤ C(−∫
4B
|∇v|2) 12 ≤ 2C(−∫
4B
|∇u|2) 12 . (33)
Let 1 < ν < λ < 4 and η be a smooth non-negative funtion, bounded by 1, equal
to 1 on νB with support ontained in λB and whose gradient is bounded by C
R
. As
∆w = ∆u = V u on 4B, we have
∆(wη) = V uη +∇w · ∇η + div(w∇η) on M.
It omes that
∇(wη)(x) = ∇(−∆)−1(−∆)(wη)(x)
= ∇(−∆)− 12 (−∆)− 12 (−V uη)(x) +∇(−∆)− 12 (−∆)− 12 (−∇w.∇η)(x)
+∇(−∆)−1(−div(w∇η))(x)
= I + II + III.
Let us begin with
III = ∇(−∆)− 12 (−∆)− 12div(−w∇η)(x) = (∇(−∆)− 12 )(∇(−∆)− 12 )∗(−w∇η)(x).
Let η′ be a smooth funtion, bounded by 1, equal to 1 on λB with support ontained in
λ′B with λ′ < 4 and whose gradient is bounded by C
R
. The Riesz transform ∇(−∆)− 12
is Lp(M) bounded for 1 < p < p0. By duality, (∇(−∆)− 12 )∗ is Lp(M) bounded for
p′0 < p <∞. Hene for 2 < p < p0(∫
M
|III|pdµ
) 1
p
≤ C
(∫
M
|wη′|p|∇η|pdµ
) 1
p
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≤ C
R
(∫
M
|∇(wη′)|p∗dµ
) 1
p∗
.
We used the Sobolev inequality whih holds under (D), (P2) and µ(B(x, r)) ≥ crσ for
all r > 0 with p∗σ < p dened by p∗σ =
σp
σ+p
that is (p∗)∗ = p (see [47℄). We use the
Lq − Lq∗σ boundedness of the Riesz potential (−∆)− 12 and the Lp boundedness of the
Riesz transform ∇(−∆)− 12 for 1 < p < p0 to get the estimates for II and I. First for
II, we have for all 2 ≤ p < p0(∫
M
|II|pdµ
) 1
p
≤ C
(∫
M
|(−∆)− 12 (∇(wη′).∇η)|pdµ
) 1
p
≤ C
R
(∫
M
|∇(wη′)|p∗σdµ
) 1
p∗σ
≤ C
R
(∫
M
|∇(wη′)|p∗σdµ
) 1
p∗σ
=
C
R
(∫
M
|∇(wη′)|p∗σdµ
) 1
p∗σ
.
Now, it remains to look at I. Take p = q∗σ if q
∗
σ < p0 and if not any 2 < p < p0. It
follows that(∫
M
|I|pdµ
) 1
p
≤ C
(∫
M
|V uη|p∗σdµ
) 1
p∗σ ≤ Cµ(B) 1p∗σ
(
−
∫
λB
|V |qdµ
) 1
q
sup
µB
|u|
sine p∗σ ≤ q in the two ases. Using the RHq ondition on V , we obtain( ∫
M
|I|pdµ) 1p ≤ Cµ(B) 1p∗σ −∫
λB
V dµ sup
µB
|u|. (34)
Now, if λ < γ < 4, the subharmoniity of |u|2 and Lemma 4.6 yield
−
∫
λB
V dµ sup
λB
|u| ≤ C −
∫
γB
V dµ
(−∫
γB
|u|2dµ) 12 .
It follows from Lemma 8.2 and (Uσ) that
( ∫
M
Ipdµ
) 1
p ≤ Cµ(B) 1p ( −∫
4B
V |u|2dµ) 12 .
Therefore, we showed that(∫
M
|∇(wη)|pdµ
) 1
p
≤ C
R
(∫
M
|∇(wη′)|p∗dµ
) 1
p∗
+ Cµ(B)
1
p
(
−
∫
4B
V |u|2dµ
) 1
2
.
We repeat the same proess and after a nite iteration (K = (σ[1
2
− 1
p
] + 1) times),
using (Uσ) we get(
−
∫
B
|∇w|q˜dµ
)1
q˜
≤ C
(
−
∫
4B
|∇w|2dµ
)2
+ C
(
−
∫
4B
V |u|2dµ
) 1
2
.
We derive therefore the desired inequality for ∇u from the estimates obtained for ∇v
and ∇w.
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Proof of Lemma 8.5. Sine V ∈ RHq and q ≥ D2 , we may assume q > D2 by self-
improvement. Let σ = d if R ≤ 1 and σ = D if R ≥ 1. We apply the same arguments
as in the proof of the previous lemma. The only dierene is that sine 2q > s = D,
we use Lemma 8.3 with k = 0, r = 2q, and s = D instead of Lemma 8.2 in the
estimate for the term I. We then obtain(−∫
B
|∇u|q˜) 1q˜ ≤ C(−∫
4B
|∇u|2q) 12q (35)
where p = q∗σ if q
∗
σ < p0 and if not we take any 2 < p < p0. Sine 2q < p0, if we take
p = q˜ ∈]2q, p0[ in (35) we an apply Lemma 2.13 and improve the exponent 2q to 2.
Thus, we get (−∫
B
|∇u|q˜) 1q˜ ≤ C(−∫
4B
|∇u|2) 12
Remark that when q > D, q∗σ = ∞ and therefore we have our lemma for any 2q <
p < p0.
8.2 A redution
It is suient to prove the Lp boundedness of∇H− 12 and of V 12H− 12 for the appropriate
range of p. As we have seen in the introdution, the ase 1 < p ≤ 2 does not need
any assumption on V . We heneforth assume p > 2 and V ∈ A∞.
By duality, we know that H−
1
2div and H−
1
2V
1
2
are bounded on Lp for 2 < p <∞.
Thus, if ∇H− 12 is also bounded on Lp. It follows that ∇H−1div and ∇H−1V 12 are
bounded on Lp.
Reiproally, if ∇H−1div and ∇H−1V 12 are bounded on Lp, then their adjoints are
bounded on Lp
′
. Thus, if F ∈ C∞0 (M,TM),
‖H− 12divF‖p′ = ‖H 12H−1divF‖p′
≤ C(‖ |∇H−1divF | ‖p′ + ‖V 12H−1divF‖p′) ≤ C‖F‖p′
where the rst inequality follows from Theorem 1.4. By duality, we have that ∇H− 12
is bounded on Lp.
The same treatment an be done on V
1
2H−
1
2
. We have obtained
Lemma 8.7. Let M be a omplete Riemannian manifold. If V ∈ A∞ and p > 2, the
Lp boundedness of ∇H− 12 is equivalent to that of ∇H−1div and ∇H−1V 12 , and the Lp
boundedness of V
1
2H−
1
2
is equivalent to that of V
1
2H−1V
1
2
and V
1
2H−1div.
Hene, to prove point 2. of Theorem 1.3, it sues the Lp boundedness of the
operators: ∇H−1div, ∇H−1V 12 , V 12H−1V 12 , V 12H−1div.
8.3 Proof of point 2. of Theorem 1.3
Proposition 8.8. LetM be a omplete Riemannian manifold satisfying (D) and (P2).
Assume that V ∈ RHq for some q > 1. Then for 2 < p < 2(q + ǫ), for some ǫ > 0
depending only on V , f ∈ C∞0 (M,C) and F ∈ C∞0 (M,TM),
‖V 12H−1V 12f‖p ≤ Cp‖f‖p, ‖V 12H−1divF‖p ≤ Cp‖F‖p.
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Proposition 8.9. Let M be a omplete Riemannian manifold of polynomial type
satisfying (P2). Let V ∈ RHq for some q > 1. If q∗D < p0, let p = q∗D. If q∗D ≥ p0, we
take any 2 < p < p0. Then for all f ∈ C∞0 (M,C) and F ∈ C∞0 (M,TM),
‖∇H−1V 12f‖p ≤ Cp‖f‖p, ‖ |∇H−1divF | ‖p ≤ Cp‖F‖p.
The interest of suh a redution is that this allows us to use properties of weak
solutions of H . Note that Proposition 8.9 is void if q ≤ 2D
D+2
as q∗D ≤ 2. Note also that
q∗D < 2q exatly when q <
D
2
. In this ase, this statement yields a smaller range than
the interpolation method in Setion 6.
Proof of Proposition 8.8. Fix a ballB = B(x0, R) and let f ∈ C∞0 (M) supported away
from 4B. Then u = H−1V
1
2 f is well dened on M with ‖V 12u‖2 + ‖ |∇u| ‖2 ≤ ‖f‖2
by onstrution of H and∫
M
(V uϕ+∇u · ∇ϕ)dµ =
∫
M
V
1
2fϕdµ
for all ϕ ∈ L2(M) with ‖V 12ϕ‖2+‖ |∇ϕ| ‖2 <∞. In partiular, the support ondition
on f implies that u is a weak solution of −∆u + V u = 0 in a neighborhood of 4B,
hene |u|2 is subharmoni there. Let r suh that V ∈ RHr. Note that by Proposition
2.12, V
1
2 ∈ RH2r. From Corollary 4.7 with V 12 , |u|2 and s = 12 , we get(−∫
B
(V
1
2 |u|)2rdµ) 12r ≤ C −∫
4B
V
1
2 |u|dµ.
Thus, (26) holds with T = V
1
2H−1V
1
2
, q0 = 2r, p0 = 2 and S = 0. By Theorem 5.5,
V
1
2H−1V
1
2
is bounded on Lp for 2 < p < 2r.
The argument is the same for V
1
2H−1div. This nishes the proof.
Proof of Proposition 8.9. We assume q > 2D
D+2
, that is q∗D > 2, otherwise there is
nothing to prove. We onsider rst the operator ∇H−1V 12 .
Assume q < D
2
. Fix a ball B of radius R and let f ∈ C∞0 (M) supported away
from 4B. Let u = H−1V
1
2f . As before, the support ondition on f implies that u is
a weak solution of −∆u + V u = 0 in a neighborhood of 4B. Thanks to Lemma 8.4,
(26) holds with T = ∇H−1V 12 , q0 = q∗D ≤ q∗d if q∗D < p0 and if not q0 = p0 − ǫ′ for
any ǫ′ > 0, and S =
(
M(|V 12H−1V 12 |2)
) 1
2
. The maximal theorem Theorem 2.4 and
Proposition 8.8 show that S is bounded on Lp(M) for 1 < p < 2q. Then Theorem 5.5
implies that ∇H−1V 12 is bounded on Lp(M) for 2 < p < p0 if q∗D ≥ p0. If q∗D < p0, by
the self-improvement of reverse Hölder estimates we an replae q by a slightly larger
value and, therefore we get the Lp boundedness of ∇H−1V 12 for p ≤ q∗D.
Assume next that
D
2
≤ q < D and 2q < p0. Again, we may as well assume q > D2 .
In this ase q∗D > 2q. Then, Lemma 8.5 yields, this time, (26) with T = ∇H−1V
1
2
,
q0 = q
∗
D if q
∗
D < p0 and if not q0 = p0 − ǫ′ for any 0 < ǫ′ < p0 − 2q, and S = 0.
Theorem 5.5 asserts that ∇H−1V 12 is bounded on Lp for 2 < p < p0 if q∗D ≥ p0 and,
by the self-improvement of the RHq ondition, it holds for p ≤ q∗D if q∗D < p0.
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Finally, if q ≥ D, then Lemma 8.5 yields (26) for any 2 < q0 < p0 with T =
∇H−1V 12 and S = 0. Theorem 5.5 shows then that ∇H−1V 12 is bounded on Lp for
2 < p < p0.
The argument is the same for ∇H−1div and the proof is therefore omplete.
9 Case of Lie groups
Consider G a simply onneted Lie group. Assume that G is unimodular and let dµ
be a xed Haar measure on G. Let X1, ..., Xk be a family of left invariant vetor
elds suh that the Xi's satisfy a Hörmander ondition. In this ase the Carnot-
Carathéodory metri ρ is a distane, and the metri spae (G, ρ) is omplete and has
the same topology as G as a manifold (see [21℄ page 1148). Denote V (r) = µ(B(x, r))
for all x ∈ G. An important result of Guivar'h [30℄ says that, either there exists an
integer D suh that crD ≤ V (r) ≤ CrD for all r > 1, or ecr ≤ V (r) ≤ CeCr for all
r > 1 with V (r) = µ(B(x, r)) = µ(B(y, r)), for all x, y ∈ G and r > 0. In the rst
ase we say that G has polynomial growth, while in the seond ase G has exponential
growth. For small r, a result of [43℄ implies that there exists an integer d suh that
crd ≤ V (r) ≤ Crd for 0 < r < 1. Suppose that G has polynomial growth. Then there
exists C1 > 0 suh that
C−11 r
d ≤ V (r) ≤ C1rd, 0 ≤ r ≤ 1, (36)
C−11 r
D ≤ V (r) ≤ C1rD, 1 ≤ r <∞. (37)
We say that d is the loal dimension of G and D is the dimension at innity. We
assume that d ≥ 3 and d ≤ D If G is nilpotent and sine G is simply onneted, we
have d ≤ D (see [22℄). In partiular (D) holds with s = D. Moreover G satises a
Poinaré inequality (P1): there exists C > 0 suh that for all ball B of radius r > 0
we have for every smooth funtion u,∫
B
|u− uB|dµ ≤ Cr
∫
2B
|Xu|dµ (P1)
(see [46℄, [54℄) where |Xu| =
(∑k
i=1 |Xiu|2
) 1
2
.
For the rest of this setion, we onsider G a Lie group as above with polynomial
growth and set ∆ =
∑k
i=1X
2
i .
Let us hek the validity of our approah to obtain Theorem 1.1, Theorem 1.3 and
Theorem 1.4 for G. The main tools used to prove those theorems still hold:
• The Riesz transform ∇(−∆)− 12 is Lp bounded for all 1 < p < ∞. This result
was proved by Alexopoulos [1℄.
• An improved Feerman-Phong inequality of type (15) holds on G with β =
p
p+D(α−1) .
• We get a Calderón-Zygmund deomposition analogous to that of Proposition
4.2. Thanks to this deomposition, we get the analog of Theorem 1.4 as in
setion 7.
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• Theorem 6.1 proved in setion 6 remains true for Lie groups with polynomial
growth (we use the same proof).
• The argument of omplex interpolation (valid on G) allows us to obtain Theorem
1.3 part 1.
• Let u a weak solution of −∆u + V u = 0 on G, then u satises some mean
values inequalities as in Lemma 4.5, 4.6 and Corollary 4.7. We mention that the
analogous of Lemma 4.5 was proved by Li [37℄, [38℄ for nilpotents groups using
estimations for the heat kernel and its rst and seond derivatives.
• The lemmas in setion 8.1 still hold in our ase: G is of polynomial type. The
Sobolev inequality and the Morrey embedding with α = 1− n
p
and 1− n
p
/∈ N
hold for any n ∈ [d,D] (see Theorem VIII.2.10 of [22℄). We also have that ∆− 12
is bounded from Lp to L
np
n−p
for any n ∈ [d,D] and p < n (Theorem VIII.2.3 of
[22℄). Thus we get similar lemmas to that of setion 8.1 this time on a Lie group
G of polynomial growth.
With all these ingredients, we establish the following theorem analog to Theorem 1.3.
Theorem 9.1. Let G be a simply onneted Lie group with polynomial growth and
assume 3 ≤ d ≤ D. Let V ∈ RHq for some q > 1.
1. Then for any smooth funtion u,
‖ |∇u| ‖p + ‖V 12u‖p . ‖(−∆+ V ) 12u‖p for 1 < p < 2(q + ǫ). (38)
2. Assume q ≥ D
2
. Consider
‖ |∇u| ‖p . ‖(−∆+ V ) 12u‖p (39)
for all smooth funtion u.
a. if
D
2
< q < D, (39) holds for 1 < p < q∗D + ǫ,
b. if q ≥ D, (39) holds for 1 < p <∞ .
Remark 9.2. Li [37℄, [38℄ proved point 2. of Theorem 9.1 if G is in addition Nilpo-
tent.
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