Abstract -Corporation managers make informed decisions based upon a combination of judgments and knowledge from various departments such as marketing, sales, research, development, manufacturing, and finance. Ideally, all relevant knowledge should be brought together before a judgment is exercised. However, determining the knowledge requirements and obtaining pertinent, consistent and up-to-date knowledge across a large company is a complex process. The crucial knowledge determination (CKD) is a complex process, specifically for identification of the crucial knowledge and knowledge requirements. In this paper, a methodology is developed for modeling the knowledge requirements and the associated tasks for collecting the knowledge simultaneously. This methodology provides a valuable contribution in knowledge management systems by defining a major plan for discovering the issues-oriented knowledge. One procedure and one heuristic algorithm are illustrated with numerical examples.
I. INTRODUCTION
Knowledge management (KM) involves the identification and analysis of required knowledge assets, knowledge asset-related processes, the subsequent planning, and control of procedures, to develop both the assets and the processes in order to satisfy organizational goals [1] . KM can help establish routines for identifying knowledge, as well as the experts who have possession of the knowledge [2] . It is necessary in the KM field to identify what knowledge is imperative to the organization.
Identifying the crucial knowledge aims to define, locate, characterize, and classify the knowledge that is to be capitalized [3] .
Management is becoming aware that knowledge is the foremost most valuable organizational asset. KM recognizes that the processes involve mapping out where it resides and identifying the conditions that foster its generation and re-use [4] . The management of knowledge is increasingly considered as a main source of competitive advantage for corporations [5] - [7] . Definitions of knowledge range from the practical to the conceptual and from narrow to broad in scope. More definitions and interpretations of knowledge, as well as KM, can be referred in "Knowledge Management Handbook" [8] and Harvard Business Review on Knowledge Management", as well as the recent review papers Chauvel and Despres [9] , Wiig [10] , Alavi and Leidner [11] , Fischer and Ostwald [12] , Dieng et al. [13] , Satyadas et al. [14] , and Stein [15] . Knowledge is also operationalized as rules [16] [17] , chunks [18] , explanations [19] , and problem-solution sets [20] [21] . These operationalizations are closely associated with problem-solving tasks in research of knowledge-based systems.
Polanyi [22] categorizes knowledge as explicit and tacit, and recognizes the creation of knowledge as a spiralling process of interactions between explicit knowledge and tacit knowledge. The combination of these two categories makes it possible to conceptualise a model of the four conversion patterns of socialization, externalization, combination, and internalization (SECI model) [23] [24] . Explicit knowledge can be expressed in words and numbers, shared in the form of data, scientific formulae, specifications, manuals, and the like. This kind of knowledge can be readily transmitted between individuals formally and systematically. Tacit knowledge is highly personal, hard to formalize, and is deeply rooted in an individual's actions and experience, as well as in the ideals, values, or emotions he or she embraces.
Subjective insights, intuitions, and hunches fall into this category of knowledge. Tacit knowledge is hard to capture, articulate, and difficult to share, or communicate.
However, most researchers, with the exception of Bohn [25] , venture to suggest that tacit knowledge is more valuable than explicit knowledge [11] . Therefore, how to capitalize on knowledge, specifically tacit knowledge, is important and desirable.
The problem of capitalizing on knowledge can be seen as a cycle determined by five facets of knowledge -the capitalization cycle in Fig. 1 [26] . "Locate" is the first category of the knowledge capitalizing cycle. Crucial knowledge, which is comprised of experience and expertise, requires carrying on inherent processes and is the focus in this facet. Second, knowledge must be preserved, in other words conceptualized, formalized, and conserved. Third, knowledge must be value-enhanced, that is put into service for the development and expansion of the company. In other words, it must be accessed, disseminated, used more effectively, combined, and new knowledge must be created. The fourth facet of the model regards problems bound to the actualization of knowledge and expertise, according to feedback from experiments, the contribution of external knowledge and the creation of new knowledge. It is imperative to appraise, update, standardize, and enrich knowledge. Finally, it must be maintained, evaluated, made updateable, and improved in accordance with rules governing its concealment and security [3] . Fig. 1 . The multi-facetted problem-solving approach (courtesy of Grundstein et al, [26] ).
The capitalization cycle starts with identifying crucial knowledge, which is the most difficult step in the capitalization process [26] [27]. Here, crucial knowledge is comprised of both explicit and tacit knowledge. It is always important to identify the problems and to clarify the knowledge needed by determining which knowledge must be capitalized. Too often, the choice of exactly what knowledge is to be capitalized on is conditioned by the availability of specific tools, or processes, without truly considering the question of the use of this knowledge, i.e., identify the problems that require such knowledge. requirements elicitation and systems development [35] , linguistic problems [36] , user interface and requirements prototyping [37] , stakeholder goals [38] , scenarios analysis [39] , and effective communication in requirements elicitation [40] . Goal-oriented methodologies address some of similar issues, but so far mostly qualitatively. The literature does not provide quantitative methodologies used to identify crucial knowledge, knowledge requirements, or capitalize on the company knowledge to support KM. Furthermore, no comprehensive approaches exist to model the requirements, their associated tasks, and for collecting them simultaneously.
Requirement modeling is the bases for the degree of relevance to a set of forthcoming issues (see Table I ), while the task analysis focuses on decomposing potential dependency relationships from crucial knowledge collection (aggregation) standpoint.
The proposed methodology provides a list of requirements that should be collected at a particular time; and generates a feasible schedule for tasks of collection. The process of determining exactly what knowledge is needed and should be capitalized on during the locate knowledge facet is called the crucial knowledge determination (CKD). It is a challenge to design a knowledge management system (KMS) that meets the knowledge needs of decision makers. The major steps in CKD
are to identify what knowledge will be required to solve forthcoming problems, and assure that the knowledge needs are reliable and relevant. Forthcoming issues are used as the foundation for KMS.
The CKD process includes crucial knowledge identification, which based on determining crucial knowledge requirements and formulating a crucial knowledge plan.
The remainder of this paper is organized as follows: Section II introduces a systematic approach to representing and partitioning the knowledge requirements. Section III illustrates graphical representations for analyzing dependency relationships among the knowledge tasks. The modified triangularization algorithm used to generate a schedule for data collection is also presented. Section IV introduces the requirements-tasks management plan, which includes different strategies for data collection and synthesizes the outcomes from analyzed requirement and task domains. Section V presents the conclusions and future research directions. Finally, the issue-oriented knowledge requirements are collected and used to design or develop a KMS. Here, the issues are specified as the forthcoming issues for our objectives of designing a KMS. Issue-oriented knowledge requirements are primarily derived from a panel of experts and customers'/users' opinions. In Table II , a concise format and a detailed form of requirements are depicted respectively. In the next section, the quasi-hierarchical structure for modeling knowledge requirements and the procedure for providing distinction between requirements are introduced.
II. MODELING CRUCIAL KNOWLEDGE REQUIREMENT

B. The Quasi-Hierarchical Structure for Modeling Knowledge Requirements
Knowledge requirements are represented with a quasi-hierarchical graph (see Table III and Fig. 3 In other words, the value of p varies for each individual knowledge requirement (item).
If total number of issues is equal to t, then p ∈ [1, t] should be hold. Index n represents the number of analyst, n∈ N, where N = {1, 2,…, q} and parameter q represents total number of analysts. From Fig. 3 , the arc between level 3 and 4 represents the degree of relevance between the knowledge requirement and the issue.
Note that the knowledge requirement doesn't guarantee relevant to every issue. In other words, non-relevant issues will not be used for evaluation. Table IV is summarized from Appendix I. Seven categories are specified in this table. In the first category, two requirements (1 and 2) are listed. Three (1, 2, and 4) out of six issues are used to evaluate the first requirement. All of five analysts (1, 2, 3, 4, and 5) use the same three issues for appraisal of the first requirement. In general, total number of analysts (q) is normally constant while the number of issues used (p) varies in different requirements. For example, p = 2 is used for evaluating the third requirement (see Table IV ). 
C. The Requirements Partition Problem
The requirements partition problem indicates the specific timing to collect different items of knowledge [42] . Evaluation of each item is required to perform the discrimination process. Evaluations should contain the averaged rating which reflect the relevance to the issues, and the variance of those ratings. The requirements discrimination diagram contributes the CKD process since the items can be clearly discriminated. Plotting the average rating against the variance of those ratings should clearly explore what direction the collection strategy should take. The following four sets of knowledge in the requirements discrimination diagram show a requirements partition problem for data collection and analysis (Fig. 4) . Based on the s point scale, expressed the knowledge item relevant to each issue, the threshold values ( , )
for partitioning the four different sets are (s-1)/2 for average rating and the variance of the ratings. Four different zones in the requirements discrimination diagram are specified as follows: 1. Zone I -the vital knowledge set. Requirements contain high average importance (weight) and low variance in this zone. Since they are important in nature, these items should be collected regularly. 2. Zone II -the prompt acquisition knowledge set. These items remain important, but contain a larger variance, and denote that their relevance across issues changes essentially. Since these requirements are likely to be needed on special occasions, the best collecting strategy for these items is to set up an analytical system, which is eligible for quick response (needs activated). 3. Zone III -the seasonal knowledge set. These knowledge items indicate insignificance for most requirements. Since small variance is one characteristic of this zone, which denotes uniform unimportance across issues, the better strategy would be to periodically arrange collecting effort for only special cases. 4. Zone IV -the non-significant knowledge set. Knowledge items in this zone denote low average importance and high variance. Since these items are not crucial to KMS collecting them remains costly and not taking action is recommended unless special needs require collection. Note that the confines between zones should be drawn according to the availability of resources available to collect and analyze the knowledge.
A procedure for representing the evaluated knowledge items in requirements partition problem is introduced next.
Requirements Discrimination Procedure (RDP)
Phase I:
Step 0. Initialization: List all knowledge requirements from knowledge inventory [43] [44] . If the requirements aren't sufficient then elicit them through the Delphi, NGT methods. A panel of experts confirms the completion of knowledge requirements. Note that, in this paper,
Step 1. Categories identification: Generate a list of categories on the basis of topic similarity of knowledge items.
Phase II:
Step 2. Labeling: From the top of generic taxonomy of knowledge needs (see Table II ), sequentially assign the index numbers to each individual item; (i, j) indicates the content of the knowledge requirements (j) under the specific category (i). Note that continue this step, until no knowledge items need to be labeled (calculated).
Step 3. Importance Rating: Rate the importance (weight) of each knowledge item. The x ijk represents the score under category i, item j and issue k. The weight w ijn, which was calculated by averaging the score (1 to s) of certain associated issues are considered responsive to the knowledge requirements from the n-th analyst (see Table V ). The average score from all analysts is denoted as W ij . Note that, the value of p depends on j and n.
where q: total number of analysts Step 4. Consistency Checking: Rate the consistency (variance) of the importance of each knowledge item. The variance v ijn , which is calculated by aggregating certain associated issues, is considered responsive to the knowledge requirements from the n-th analyst. Again, V ij represents the average score from all analysts. Note that, the lower score indicates this item includes less deviation among the issues.
Go to Step 2.
Phase III:
Step 5. Representation: Using the final outcomes from Phase II to plot the average rating against the variance of those ratings and redefine the new threshold value of the weight ( ) and variance ( ).
The following example is used to demonstrate this procedure. Consider the twenty-five knowledge items shown in Table II .
Example 1.
A director of KMS research center would like to devise a management plan for data collection and analysis for designing KMS. Therefore, a comparison of the importance and variance of each knowledge requirement is needed. The total number of the issues is 6 (see Table I ) and the total number of the analysts is 5. The five points scale expresses the knowledge requirements relevant to each issue. To be able to determine crucial knowledge thoroughly, the activities, which are related to collection of requirements, need to be considered. Knowledge items can be projected to the task domain from the knowledge requirement domain, through a conversion mechanism (e.g., function domain). The mechanism indicates methodology, which is required for the system to satisfy a given requirement [45] . Each task represents the activity, which is defined as performed collection of requirements and should be completed for the entire collection process. The logical relationship between requirement and task is illustrated in Fig. 6 . For example, consider the KMS design project in Table VI . Reliable database system should be based on good quality of database function and confirmative management instruments. In other words, the data acquired by implementing the fourth task of collection (database system design) reasonably depends on the high-quality and appropriate data form database management design, network system design, and the network management system design activities that were executed. In general, in order to determine task 4, task 1, 2, 3 are required, thus must first be known or estimated.
TABLE VI EXAMPLES OF DEPENDENCY RELATIONSHIP FOR TASK DOMAIN
Requirement domain Task domain R-1: Confirmative database management tools T-1: Database management design R-2: Confirmative network performance T-2: Network system design R-3: Confirmative network management tools T-3: Network management system design R-4: Reliable database system (The description of database design)
T-4: Database system design
Dependency relationship for T-4: T-1, T-2, and T-3 are predecessors
After modeling crucial knowledge requirements the crucial knowledge task analysis is presented next.
III. CRUCIAL KNOWLEDGE TASKS ANALYSIS
Developing efficient elicitation techniques is a major focus for most knowledge requirements studies. Few studies have attempted to model potential dependency among their associated tasks of collection. After requirements have been discriminated in Section II, one can concentrate on analyzing the dependency constrains in each zone.
Here, dependency relationship could be represented by an interaction graph which has been used elsewhere, e.g., management science [46] [47] . Next, graph and matrix representations of tasks of collection are introduced.
A. Graph and Matrix Representation of Collection Tasks
The interaction between tasks of collection is represented as a digraph (directed graph) where a vertex denotes a task and a directed edge denotes a dependency.
Based on the interactions within a graph, three types of interaction graphs have been defined: continuous, semi-continuous, and discrete.
The interaction between tasks of collection is represented as a task-task incidence matrix [48] [49] . A non-empty element in the incidence matrix represents a dependency between the corresponding tasks (row and column). For example, consider the fourteen tasks, which correspond to the requirements from zone I represented with a digraph and the incidence matrix (see Fig. 7 . and Table VII ). An entry a ij = ' D ' in the incidence matrix means that knowledge item (column) j is dependent on knowledge item (row) i. An entry '*' represents a diagonal element. The task dependency problem is equivalent to cluster determination in graphs and matrices, which numerous approaches have been discussed in the literature [50] [51] . The triangularization algorithm is one approach to determine dependency and has been defined for digraphs. The algorithm has been widely used in modular product both design [52] and concurrent engineering [53] . Here, the modified triangularization algorithm is revised from the original in order to model task dependencies. More specifically, the new approach is focused on dealing with multi-interaction graph simultaneously. In next section, the knowledge tasks are partitioned by the modified triangularization algorithm. This algorithm determines a set of stages to schedule tasks of collection and determines a set of stages to schedule tasks of collection.
Furthermore, the algorithm could be performed to explore a process structure and enhances concurrency of the collection process. A process with higher degree of concurrency is obtained and therefore the KMS development time should be reduced.
B. The Modified Triangularization Algorithm
The triangularization algorithm [53] identifies groups of activities and arranges them concurrently. This algorithm is extended to determine knowledge tasks in an interaction graph. The modified triangularization algorithm is applied to deal with multi-matrix and identifies cycles, dependency, and concurrency in each incidence matrix.
To present the algorithm a terminology is introduced. An item with no other items preceding it is called an origin item (OI) if there are no other items preceding it. The OI items can be easily identified in the incidence matrix. If the i-th row of the incidence matrix has only one non-empty element (a diagonal element), then is an OI. In a digraph with no OIs there exists at least one cycle. Note that if the analyst is not satisfied with the outcome, examination of the interaction graph is required. 
Step 5.
If OI = ∅, then go to Step 6.
Step 5: Delete from the incidence matrix A(x) all entries associated with the items in OI.
For all t OI, k = 1, 2, ..., n, ∈ if akt = 'D', delete column t, row t, and Ox(k) ← i + 1 if Lx(i) ≠ ∅, then set i ← i + 1 and Lx(i) ← ∅;
Step 2.
Step 6: Find a cycle E.
Step 7: Merge the cycle E found.
Step 4.
Step 8: Assign items into stages
Note that the Ox(k) records the level number of item k of matrix x. The level number of each item is set to one at the beginning of the algorithm. The following
example is used to demonstrate the algorithm.
Example 2:
Consider the set of tasks of collection required to be clustered into different stages according to interaction (dependency) relationship. An example of the interaction graph and the corresponding incidence matrix is illustrated in Fig. 7 . The set of all tasks of collection and the resulting ordered incidence matrix generated by the modified triangularization algorithm are illustrated in Fig. 8 . Fig. 8 . Ordered incidence matrix in designing KMS.
Result:
The following two facts can be easily observed in the matrix in Fig. 8 :
(1) The precedence relationship among tasks of collection, ( 2) The coupled tasks of collection, called also strongly connected components.
Tasks 1 (knowledge of specialists) and 2 (backup system designing knowledge) are independent and they can be performed simultaneously. Task 3 (network management system designing knowledge) has to be performed prior to task 6 (applications designing knowledge), because task 6 depends on task 3. Tasks 5, 8, 10
(user interface designing knowledge, system software designing knowledge, and maintain system designing knowledge) are coupled and need to be performed iteratively.
One may attempt to remove or redefine the dependency among levels of tasks for collection in order to increase the degree of concurrency. For example, if the dependency between tasks 11 (knowledge of system integration and interaction) and 6 and the dependency between tasks 11 and 5 in Fig. 8(b) are removed, task 11 can be performed at level 1. The concurrency of the tasks of collection increases. Another motivation for identifying the dependencies between levels of items is to monitor the process of tasks of collection. For example, in Fig. 8 Note that C2(1) means items 6, 9 generate a cycle. 
IV. KNOWLEDGE REQUIREMENTS DETERMINATION SYNTHESIS
In Section II the requirements were evaluated through requirements discrimination procedure, while the sequence of tasks for collecting requirements were determined with the modified triangularization algorithm in Section III. In this section the outcomes from Section II and Section III are conjoined to develop the requirements and their associated tasks management plan.
A. Development of the Requirements-Tasks Management Plan
The requirements-tasks management plan lists which items belong to which zones and the sequence of tasks for collecting those items in developing KMS. Evaluation of each item was performed to reflect the relevance to the issues while dependency of each task of collection was modeled to reflect the concurrency among those tasks.
The requirements-tasks management plan contributes to the CKD process since the items and their associated tasks can be clearly discriminated and identified. The requirements-tasks management plan is illustrated in Fig. 10 .
First, knowledge tasks analysis should be also performed in Zone II, Zone III, and Zone IV respectively. Since not too many tasks (requirements) included in Zone II -IV, total number of stages for each zone is relatively small. Here, the total number of stages represents the highest level of the ordered incidence matrix (see Fig. 8 ). More stages in the zone illustrate more dependency constraints involved.
Second, the degree of concurrency (DC) of the collection process is employed and is used to identify concurrency of the task of collection. The higher DC is obtained and therefore the collection time is shorter. Again, one may attempt to remove or redefine the dependency between levels of activities to increase the DC in order to reduce the collection time. In Fig. 10 , "Stage", "DC", "Task", "Requirement", and "Castigatory-Item" are listed in each zone. The values of the first three terms (stage, DC and task) are elicited from task analysis while the last two items, requirement and castigatory-item, are according from Table VII and Appendix I. In Zone I, the first stage, DC = 5 is observed. This means task 1, 4, 14, 2, and 3, knowledge of specialists, knowledge of database management, knowledge source identifying knowledge, backup system designing knowledge, and network management system designing knowledge can be performed simultaneously. According Table VII, 
B. Case Study: The Requirements-Tasks Collection Strategy for Company XYZ
The case study in this paper describes the use of this proposed approach and the objective is to validate the requirement-task management master plan. The XYZ Inc. is currently developing a KMS for their company to facilitate the use of knowledge.
First, the company adapts the process similar to Fig. 2 to identify issue-oriented requirements. For example, Delphi, Interview, NGT and IGP have been used to elicit the requirements. Note that the duration of Delphi approach is about six months long and the participants include resource controllers, project teams, users, experts, and sponsors/supporters from Atlanta branch. In general, issue-oriented requirements are extracted from experts for possible issues in the field during the next decade. The issue-oriented requirements also include customer-oriented requirements that are derived from users for their current needs. Second, the company adapts the requirements discrimination diagram and crucial knowledge tasks analysis to develop their requirements-tasks management master plan. Table VIII represents a requirements-tasks collection strategy for XYZ Inc. Again, the requirements-tasks management master plan lists which items of knowledge should be collected at the time specified and what type of strategies are to be used. There are 378 items and 99 categories that have been identified through requirements identification process. Four different zones are also specified here, the vital knowledge zone, prompt acquisition knowledge zone, seasonal knowledge zone, and non-significant knowledge zone. The requirement discrimination diagram is used to partition original requirements. The number of requirements for each zone, from Zone I to Zone IV is 109, 118, 68, and 83, respectively. The distribution looks reasonable and a panel of experts has verified the solutions. The modified triangularization algorithm is implemented to determine number of stages and DC. It appears that the ratio of number of requirements and number of stages is around "4."
One interesting observation is that increasing the requirements does not guarantee to generate more stages. For example: 109 requirements in Zone I make 28 stages while Zone II with 118 requirements only makes 25 stages. This is possible due to the algorithm determining the number of stages and the solutions rely on the dependency relationships among the original tasks. DC is also shown in Table VIII , which is critical for resource management.
The collection strategy of four different zones is discussed as follows: Zone I -the vital knowledge set. Since they are important in nature, these items should be collected regularly. Again, more stages illustrate more precedence constraints involved. One may avoid more stages in order to increase collecting efficiency. One interesting observation is certain items from specific categories are located in this zone. In other words, the items do not uniformly distribute in Zone I. Zone II -the prompt acquisition knowledge set. These items remain important, but contain a larger variance. Since these requirements are likely to be needed on special occasions, the best collecting strategy for these items is to set up an analytical system, which is eligible for quick response. Zone III -the seasonal knowledge set. Since small variance is one characteristic of this zone, which denotes uniform unimportance across issues, the better strategy would be to arrange collecting effort for special cases only. Zone IVthe non-significant knowledge set. Since these items are not crucial to KMS and collecting them remains costly, taking no action is recommended, unless special needs require collection. No correlation is identified between categories and stages. High differences between resource demands are found in Zone II and Zone IV due to high variance in both of zones. Another possible reason is the items in both of zones cover around 85% of categories. Therefore, high variety of resource usage is observed. It is evident in that Zone I requires the first priority while Zone IV stands the lowest priority. The priority of Zone II and III is dependent on resource limitation/constraint and the decision makers' perception and the standing is not as clear as Zone I and IV.
Last, the required quality of each zone is also shown from Table IX. All factors depend on resource availability and can have significant impact on the final KMS design.
User/Customer feedback of the KMS is also collected and measured with five indices in this case study: (1) customer's satisfaction, (2) customer's complaints, (3) effectiveness, (4) active usefulness, and (5) availability (see Fig. 11 ). The results are presented in Fig. 11 indicating the significant fruits of this approach, where most percentages from reviewers are positive with the KMS, and determination of crucial knowledge. For example, 82% of reviewers are satisfied with KMS; 84% of them have no complaints; 89% of them perceive the KM is effective; 92% of them responds usefulness of the KMS, and 76% of them feel availability of the KMS. Low percentage of availability of the KMS might be caused by most of the users operate the systems at the same time. In spite of the gains from using KMS, there are still limitations associated with using KMS. First, knowledge does not necessarily result in direct action to create value.
The wise see knowledge and action as one. Second, knowledge processes are non-stationary. KMS are in danger of providing continuously outdated material.
Third, even if organizations can provide access to substantial quantities of knowledge, creativity achieves the ultimate breakthroughs. Knowledge alone does not guarantee a creative response to decision-making situations.
V. CONCLUSIONS
This paper addresses a critical issue in knowledge management (KM) -crucial knowledge determination (CKD). CKD has played an important role in capitalizing on knowledge (COK) field. The proposed idea of combining requirement elicitation and task analysis is novel and offers a high quality planning tool for knowledge management applications. Examples of the requirements in designing knowledge management systems were identified and the corresponding tasks were considered.
The result of the CKD investigation is a requirement-task management plan (strategy) that is very easy to comprehend. Since the requirements are strongly correlated to the forthcoming issues, which imply the future timing basis, the methodology for the CKD could be applied in developing the new knowledge management system (KMS) or extending the original KMS. A detailed requirement-task collection strategy was presented. Moreover, the case study shows high customer satisfaction of the KMS, high effectiveness of the KMS and high active usefulness of the KMS. Therefore, it is concluded that the proposed methodology, the requirement-task management master plan, is very supportive and shows great promise for determining crucial knowledge, especially if the resources are limited. Future research should focus on incorporating probability as an additional factor in knowledge requirements discrimination and developing a systematic approach to model a large scale of tasks involved in CKD process. 
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