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Аннотация. В статье рассмотрен один класс нелинейных интегро-
дифференциальных уравнений второго порядка с суммарно-разност-
ным ядром на положительной полуоси. При помощи построения спе-
циальной факторизации исходного линейного интегро-дифференци-
ального оператора доказывается существование неотрицательного,
нетривиального и монотонно возрастающего решения, а также нахо-
дится его асимптотическое поведение в бесконечности. В конце ра-
боты приведены соответствующие примеры.
2010 MSC. 35XX, 35G50, 35G55.
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1. Введение
Рассмотрим следующее интегро-дифференциальное уравнение
−d
2ϕ(x)
dx2
+λ2ϕ(x) = µ(x)
∞∫
0
[K1(x− t)−K2(x+ t)] G(ϕ(t)) dt, x > 0
(1.1)
относительно искомой вещественной функции ϕ(x), с граничными
условиями
ϕ(0) = 0, ϕ(x) ∈W 2∞(0;+∞), (1.2)
где W 2∞(0;+∞) =
{
f : d
kf
dxk
∈ L∞(0;+∞), k = 0, 1, 2
}
— пространство
Соболева, где L∞(0;+∞) — пространство существенно ограниченных
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функций на (0;+∞). Здесь λ > 0 — параметр уравнения, µ(x) —
определенная на (0;+∞) измеримая функция, причем
а) 0 < µ0 6 µ(x) 6 1, x ∈ (0;+∞);
б) µ(x) ↑ по x на (0;+∞);
в) xj(1− µ(x)) ∈ L1(0;+∞), j = 0, 1;
K1(x) и K2(x) — суммируемые функции на (−∞; +∞) и (0;+∞),
соответственно, удовлетворяющие следующим условиям:
г) 0 6 K1(x) ∈ L1(−∞; +∞) ∩M(−∞; +∞);
д) K1(−x) > K1(x), x > 0 и существует
ν(K1) =
∞∫
−∞
K1(τ)τ dτ < +∞,
причем последний интеграл абсолютно сходится;
е)
∞∫
−∞
K1(x) dx = λ
2;
ж) mj(K2) =
∞∫
0
K2(x) · xj dx <∞, j = 0, 1, 2, 3;
з) 0 6 K2(x) < K1(x), x > 0;
и) K2(x) ↓ по x на (0;+∞).
Функция G(x), определенная на (−∞; +∞), измеримая функция,
причем предполагается, что существует число η > 0 такое, что
й) G(x) ∈ C[0; η];
к) G(x) ↑ по x, G(x) > x, x ∈ [0; η];
л) G(η) = η, G(0) = 0.
Задача (1.1)–(1.2) кроме самостоятельного математического инте-
реса имеет применение в квантовой механике (см. [1]). В том частном
случае, когда K2(x) ≡ 0 и µ(x) ≡ 1, задача (1.1)–(1.2) ранее была ис-
следована в работах одного из авторов (см. [2, 3]).
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В настоящей работе мы будем заниматься вопросами построения
неотрицательного, нетривиального и монотонно возрастающего реше-
ния задачи (1.1)–(1.2) и исследованием асимптотического поведения
решения в бесконечности, когда функции K1(x), K2(x) и µ(x) удов-
летворяют вышеприведенным условиям а)–л).
Ниже будет доказано, что рассматриваемая задача обладает ре-
шением ϕ(x) > 0 на [0; +∞), причем ϕ(x) ↑ по x, ϕ(x) > 0 при x > 0
и limx→∞ ϕ(x) = η.
2. Основной результат
Теорема 2.1. Пусть выполнены условия а)–л). Тогда задача (1.1)–
(1.2) имеет неотрицательное ненулевое и монотонно возрастающее
решение. Более того, при x > 0, ϕ(x) > 0 и limx→∞ ϕ(x) = η.
Доказательство теоремы разобьем на шаги.
I шаг. Пусть E — одно из следующих банаховых пространств
1) Lp(0;+∞), 1 6 p < +∞;
2) L∞(0;+∞) — пространство почти всюду ограниченных функ-
ций с нормой ‖f‖ = sup essx>0 |f(x)|;
3) CM (0;+∞) — пространство непрерывных и ограниченных фун-
кций с нормой ‖f‖ = supx>0 |f(x)|;
4) C0(0;+∞) ⊂ CM (0;+∞) — подпространство функций из
CM (0;+∞), для которых limx→∞ f(x) = 0.
Обозначим через Ω1 — класс интегральных операторов Винера–Хоп-
фа: W1 ∈ Ω1, если
(W1f) (x) =
∞∫
0
W1(x− t)f(t) dt, W1 ∈ L1(−∞,+∞) (2.1)
и через Ω2 — класс интегральных операторов типа Ганкеля:W2 ∈ Ω2,
если
(W2f) (x) =
∞∫
0
W2(x+ t)f(t) dt, W2 ∈ L1(0,+∞). (2.2)
Операторы из Ω1 и Ω2 действуют в каждом из пространств E. Как
известно (см. [4]), операторы из Ω2 являются вполне непрерывными
в каждом из рассмотренных банаховых пространств E. В отличие
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от операторов из Ω2, интегральные операторы из Ω1 не обладают та-
ким свойством. Ниже нами существенным образом будет использован
данный замечательный факт.
Вначале рассмотрим следующее однородное линейное уравнение
S(x) =
∞∫
0
[W1(x− t)−W2(x+ t)] S(t) dt, x > 0 (2.3)
относительно искомой функции S(x), где
W1(x) =
∞∫
0
e−λy
∞∫
0
e−λzK1(x− y + z) dz dy, x > 0 (2.4)
и
W2(x) =
∞∫
0
e−λy
∞∫
0
e−λzK2(x+ y + z) dz dy, x > 0. (2.5)
На первом шаге покажем, что уравнение (2.3) обладает ограничен-
ным знакопеременным решением.
Согласно условиям д), е) получим
∞∫
−∞
W1(x) dx =
∞∫
−∞
∞∫
0
e−λy
∞∫
0
e−λzK1(x− y + z) dz dy dx
=
∞∫
0
e−λy
∞∫
0
e−λz
∞∫
−∞
K1(x− y + z) dz dx dy = 1.
Можно показать также, что
ν(W1) < 0, причем
∞∫
−∞
|x|W1(x) dx < +∞. (2.6)
Из (2.5) с учетом условия ж) следует, что
mj(W2) ≡
∞∫
0
W2(x) · xj dx <∞, j = 0, 1, 2, 3. (2.7)
Перепишем уравнение (2.3) в операторной форме:
(I−W1 +W2)S = 0, (2.8)
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где I — единичный оператор, а W1 ∈ Ω1 и W2 ∈ Ω2 с ядрами (2.4) и
(2.5), соответственно. Известно (см. [5]), что при условии (2.6) опера-
тор I−W1 +W2 допускает факторизацию
I−W1 +W2 = (I− V−) (I+ T) (I− V+) , (2.9)
где V± — вольтерровы операторы типа свертки:
(V−f) (x) =
∞∫
x
V−(t− x)f(t) dt,
(V+f) (x) =
x∫
0
V+(x− t)f(t) dt,
x > 0, (2.10)
V±(x) ∈ L1(0;+∞), ∀f ∈ E. Причем, в случае ν(W1) < 0
γ− ≡
∞∫
0
V−(τ) dτ = 1, γ+ ≡
∞∫
0
V+(τ) dτ < 1. (2.11)
Факторизация (2.9) понимается как равенство интегральных опера-
торов, действующих в пространстве E.
Положим
S1 = (I− V+)S и S2 = (I+ T)S1. (2.12)
Тогда решение уравнения (2.8) в обозначениях (2.12), согласно фак-
торизации (2.9), равносильно решению следующих связанных урав-
нений:
(I− V−)S2 = 0, (2.13)
(I+ T)S1 = S2, (2.14)
(I− V+)S = S1. (2.15)
Уравнение (2.13) в раскрытом виде будет
S2(x) =
∞∫
x
V−(t− x)S2(t) dt.
Возьмем в качестве решения S2(x) ≡ 0. Учитывая это, уравнение
(2.14) в раскрытом виде будет
S1(x) = −
∞∫
0
T (x+ t)S1(t) dt. (2.16)
Рассмотрим два возможных случая:
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1) ε = −1 собственное значение оператора T;
2) ε = −1 не является собственным значением оператора T.
В первом случае ∃S1(x) 6≡ 0, S1(x) ∈M(0;∞) такое, что выполнялось
условие (2.16). Из следующего неравенства
|S1(x)| 6
∞∫
0
T (x+ t) |S1(t)| dt 6 c
∞∫
x
T (z) dz
с учетом теоремы Фубини и условия (2.7) заключаем, что S1(x) ∈
L1(0;+∞) ∩M(0;+∞). Во втором случае, согласно условию (2.11),
взяв за решение уравнения (2.13) S1(x) ≡ 1, уравнение (2.14) будет
таким
S1(x) = 1−
∞∫
0
T (x+ t)S1(t) dt.
Поскольку оператор T является непрерывным в E и ε = −1 не яв-
ляется его собственным значением, то последнее уравнение обладает
ограниченным решением.
Перейдем к решению уравнения (2.15). В раскрытом виде оно бу-
дет иметь вид
S(x) = S1(x) +
x∫
0
V+(x− t)S(t) dt.
Учитывая условие (2.11), заключаем, что в обеих случаях данное
уравнение обладает ограниченным, но знакопеременным решением
S(x).
II шаг. Ниже покажем, что имеет место неравенство
W1(x− t)−W2(x+ t) > 0. (2.17)
Вначале покажем, что W1(x)−W2(x) > 0 при x > 0. Согласно (2.4)
W1(x) =
∞∫
0
e−λy
∞∫
0
e−λzK1(x− y + z) dz dy
=
∞∫
0
e−λy
y−x∫
0
e−λzK1(x− y + z) dz dy
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+
∞∫
0
e−λy
∞∫
y−x
e−λzK1(x− y + z) dz dy.
В первом слагаемом x− y + z < 0. Согласно условиям д), з), и)
K1(x− y + z) > K1(−x+ y − z) > K2(−x+ y − z) > K2(x+ y + z).
Во втором слагаемом x− y + z > 0.
K1(x− y + z) > K2(x− y + z) > K2(x+ y + z),
следовательно,
W1(x) >
∞∫
0
e−λy
y−x∫
0
e−λzK2(x+ y + z) dz dy
+
∞∫
0
e−λy
∞∫
y−x
e−λzK2(x+ y + z) dz dy =W2(x).
Теперь покажем, что W1(x − t) > W2(x + t). В случае x > t, в силу
условия и)
W1(x− t) > W2(x− t) > W2(x+ t),
а в случае x < t
W1(x− t) > W1(t− x) > W2(t− x) > W2(t+ x),
т.е. в любом случае выполняется неравенство (2.17).
III шаг.
Лемма 2.1. Уравнение (2.3) обладает также ненулевым, неотри-
цательным и ограниченным решением S∗(x), причем S∗(x) ≥ |S(x)|.
Доказательство. Рассмотрим следующие итерации:

S(0)(x) = sup
x>0
|S(x)| ≡ S0
S(n+1)(x) =
∞∫
0
[W1(x− t)−W2(x+ t)]S(n)(t) dt, n = 0, 1, 2, . . .
(2.18)
Убедимся, что последовательность S(n)(x) ↓ по n при фиксированном
x > 0. В самом деле
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S(1)(x) =
∞∫
0
[W1(x− t)−W2(x+ t)]S(0)(t) dt
6 S0
∞∫
0
W1(x− t) dt = S0
x∫
−∞
W1(τ) dτ
6 S0
∞∫
−∞
W1(τ) dτ = S0 = S
(0)(x).
Допустим, что S(n)(x) 6 S(n−1)(x) и докажем, что в этом случае
S(n+1)(x) 6 S(n)(x). Действительно, согласно (2.17)
S(n+1)(x) =
∞∫
0
[W1(x− t)−W2(x+ t)]S(n)(t) dt
6
∞∫
0
[W1(x− t)−W2(x+ t)]S(n−1)(t) dt = S(n)(x).
Покажем, что все члены последовательности S(n)(x) снизу ограниче-
ны функцией |S(x)|. Для n = 0 это очевидно, поскольку S(1)(x) =
sup
x>0
|S(x)| > |S(x)|. Допустим, что S(n)(x) > |S(x)| и покажем, что
S(n+1)(x) > |S(x)|.
Так как
S(n+1)(x) =
∞∫
0
[W1(x− t)−W2(x+ t)]S(n)(t) dt
>
∞∫
0
[W1(x− t)−W2(x+ t)] |S(t)| dt
>
∣∣∣∣∣
∞∫
0
[W1(x− t)−W2(x+ t)] S(t) dt
∣∣∣∣∣ = |S(x)|.
Согласно теореме Б. Леви о монотонной сходимости (см. [6]) заклю-
чаем, что последовательность функций {S(n)(x)}∞n=0 почти всюду в
(0;+∞) имеет предел
lim
n→∞
S(n)(x) = S∗(x) ∈M(0;+∞),
а этот предел является решением уравнения (2.3).
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IV шаг.
Лемма 2.2. Построенное решение S∗(x) уравнения (2.3) монотонно
возрастающая и строго положительная функция.
Доказательство. Сначала заметим, что построенная при помощи
итераций (2.18) последовательность S(n)(x) ↑ по x при каждом фик-
сированном n. В самом деле возьмем x1 > x2. Тогда
S(n)(x1) =
∞∫
0
[W1(x− t)−W2(x+ t)] S(n)(t) dt
=
∞∫
0
W1(x− t)S(n−1)(t) dt−
∞∫
0
W2(x+ t)S
(n−1)(t) dt
=
x1∫
−∞
W1(z)S
(n−1)(x1 − z) dz −
∞∫
x1
W2(z)S
(n−1)(z − x1) dz
>
x2∫
−∞
W1(z)S
(n−1)(x2− z) dz−
∞∫
x2
W2(z)S
(n−1)(z− x2) dz = S(n)(x2).
Следовательно, предельная функция S∗(x) ↑ по x.
Следовательно, существует x0 ∈ [0; +∞) такое, что α ≡ S∗(x0) >
0. Поскольку S∗(x) решение уравнения (2.3), то из (2.17) получим
S∗(x) =
∞∫
0
[W1(x− t)−W2(x+ t)]S∗(t) dt
>
∞∫
x0
[W1(x− t)−W2(x+ t)]S∗(t) dt
> α
∞∫
x0
[W1(x− t)−W2(x+ t)] dt
= α
x−x0∫
−∞
W1(z) dz − α
∞∫
x+x0
W2(z) dz
> α
−x0∫
−∞
W1(z) dz − α
∞∫
x0
W2(z) dz
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= α
∞∫
x0
[W1(−τ)−W2(τ)] dτ
> α
∞∫
x0
[W1(−τ)−W2(τ)] dτ > 0
следовательно, infx>0 S
∗(x) > 0.
Таким образом, S∗(x) ↑ по x и infx>0 S∗(x) > 0.
V шаг. Ниже покажем, что аналогичными свойствами обладает та-
кже решение следующего уравнения
B(x) = µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)]B(t) dt, x > 0 (2.19)
относительно искомой функции B(x), где функция µ(x) удовлетво-
ряет условиям а)–в).
С этой целью рассмотрим следующее неоднородное линейное
уравнение:
R(x) = (1− µ(x))S∗(x) + µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)] R(t) dt,
x > 0 (2.20)
относительно искомой функции R(x).
Покажем, что уравнение (2.20) имеет решение в L1(0;+∞). Дей-
ствительно, рассмотрим следующее вспомогательное уравнение:
R∗(x) = (1− µ(x))S∗(x) +
∞∫
0
W1(x− t)R∗(t) dt, x > 0. (2.21)
Так как g(x) ≡ (1− µ(x))S∗(x) ∈ L1(0;+∞) и m1(g) < +∞, то из
результатов работы [7] следует, что уравнение (2.21) имеет положи-
тельное решение из пространства L1(0;+∞). Поскольку g(x) 6 S0, а
W1(x) 6
1
λ2
supx>0K1(x), то это решение является ограниченным.
Таким образом, R∗(x) ∈M(0;+∞) ∩ L1(0;+∞).
Введем следующие простые итерации для уравнения (2.20):

R(0)(x) = (1− µ(x))S∗(x)
R(n+1)(x) = (1− µ(x))S∗(x)
+µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)]R(n)(t) dt, n = 0, 1, 2, . . .
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Очевидно, что последовательность функций R(n)(x) ↑ по n, R(n)(x) 6
R∗(x), следовательно она имеет точечный предел R(x) ∈ L1(0;+∞)∩
M(0;+∞).
Таким образом, мы показали, что уравнение (2.20) обладает
R(x) ∈ L1(0;+∞) ∩ M(0;+∞) решением. Используя (2.3), простой
подстановкой можно убедиться, что функция S∗(x) также является
решением уравнения (2.20).
Из итераций


R(0)(x) ≡ 0
R(n+1)(x) = (1− µ(x))S∗(x)
+µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)]R(n)(t) dt, n = 0, 1, 2, . . .
вытекает, чтоR(n)(x) 6 S∗(x), следовательно,R(x) 6 S∗(x). Заметим,
что R(x) 6≡ S∗(x) ибо inf
x>0
S∗(x) > 0, а R(x) ∈ L1(0;+∞) ∩M(0;+∞).
Обозначим
B0(x) ≡ S∗(x)−R(x) > 0,
которая удовлетворяет уравнению (2.19).
Покажем, что уравнение (2.19) обладает ограниченным реше-
нием B∗(x), причем B∗(x) монотонно возрастающая функция и
infx>0B
∗(x) > 0. Для этого рассмотрим следующие итерации:

B(0)(x) = sup
x>0
B0(x)
B(n+1)(x) = µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)]B(n)(t) dt,
n = 0, 1, 2, . . .
Используя те же методы, что и на предыдущих шагах, доказывается,
что последовательность функций B(n)(x) ↓ по n, B(n)(x) > B0(x),
B(n) ↑ по x, следовательно, согласно теоремам Б. Леви и Лебега, су-
ществует infn→∞B
(n)(x) = B∗(x) ∈ M(0;+∞). Доказательство фа-
ктов B∗(x) ↑ по x и r0 ≡ infx>0B∗(x) > 0 совершается аналогичным
путем как в шаге IV.
VI шаг. Перейдем к решению уравнения (1.1). Для этого запишем
его в операторной форме:
(
D
2 − λ2I+K1 −K2
)
ϕ = 0, (2.22)
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где D — оператор дифференцирования, I — единичный оператор, K1
и K2 — интегральные операторы, определенные по формулам
(K1f) (x) = µ(x)
∞∫
0
K1(x− t)G(f(t)) dt,
(K2f) (x) = µ(x)
∞∫
0
K2(x+ t)G(f(t)) dt,
∀ f ∈ E, x > 0.
Оператор D2 − λ2I+K1 −K2 допускает следующую факторизацию
D
2 − λ2I+K1 −K2 = (D− λI) (D+ λI− U1 + U2) , (2.23)
где
(U1f) (x) =
∞∫
0
U1(x, t)G(f(t)) dt
и
(U2f) (x) =
∞∫
0
U2(x, t)G(f(t)) dt,
ядра которых определяются посредством
U1(x, t) =
∞∫
0
e−λτµ(x+ τ)K1(x− t+ τ) dτ
и
U2(x, t) =
∞∫
0
e−λτµ(x+ τ)K2(x+ t+ τ) dτ.
Согласно условию б) имеем
U1(x, t) > µ(x)
∞∫
0
K1(x− t+ τ) dτ ≡ µ(x)U˜1(x− t),
U2(x, t) > µ(x)
∞∫
0
e−λτK2(x+ t+ τ) dτ ≡ µ(x)U˜2(x+ t).
С использованием факторизации (2.23), уравнение (2.22) примет вид
(D− λI) (D+ λI− U1 + U2)ϕ = 0. (2.24)
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Обозначим (D+ λI− U1 + U2)ϕ = ξ. Тогда решение уравнения (2.24)
будет равносильно решению двух связанных уравнений:
(D− λI) ξ = 0, (2.25)
(D+ λI− U1 + U2)ϕ = ξ. (2.26)
Уравнение (2.25) в раскрытом виде будет
ξ′(x) = λξ(x),
общее уравнение которого ξ(x) = ceλx. Из уравнения (2.26), с учетом
условия (1.2), вытекает, что ξ(x) ∈W 1∞(0;+∞), а это возможно лишь
когда c = 0, следовательно ξ(x) ≡ 0.
Перейдем к решению уравнения (2.26). Обозначим ψ ≡ (D− λI)ϕ.
В новых обозначениях оно в раскрытом виде будет
ψ(x) =
∞∫
0
[U1(x, t)− U2(x, t)] G
( t∫
0
e−λ(t−τ)ψ(τ) dτ
)
dt. (2.27)
Для этого уравнения рассмотрим следующие итерации:

ψ(0)(x) ≡ λη
ψ(n+1)(x) =
∞∫
0
[U1(x, t)− U2(x, t)]G
( t∫
0
e−λ(t−τ)ψ(n)(τ) dτ
)
dt,
n = 0, 1, 2, . . .
Заметим, что из условий а) и е) следует, что
∞∫
0
U1(x, t) dt 6 λ.
Используя последнее неравенство, покажем, что последовательность
функций
{
ψ(n)(x)
}∞
n=0
монотонно убывает по n. Действительно,
ψ(1)(x) =
∞∫
0
[U1(x, t)− U2(x, t)]G
( t∫
0
e−λ(t−τ)λη dτ
)
dt
6
∞∫
0
U1(x, t)G(η) dt = η
∞∫
0
U1(x, t) dt 6 λη = ψ
(0)(x).
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Неравенство ψ(n+1)(x) 6 ψ(n)(x) следует из неотрицательности под-
ынтегральной функции и монотонности функции G.
Индукцией покажем, что
0 < B∗(x) 6 ψ(n)(x) 6 λη.
Для n = 0 это очевидно. Допустим, что для n = k эта цепочка нера-
венств выполняется и докажем, что она выполняется для n = k + 1.
Поскольку
0 6
t∫
0
e−λ(t−τ)ψ(k)(τ) dτ 6 λη
1
λ
(
1− e−λt) 6 η,
то, учитывая условие к), будем иметь
ψ(k+1)(x) >
∞∫
0
[U1(x, t)− U2(x, t)]G
( t∫
0
e−λ(t−τ)B∗(τ) dτ
)
dt
=
∞∫
0
∞∫
0
e−λτµ(x+ τ)
[
K1(x− t+ τ)
−K2(x+ t+ τ)
]
dτ G
( t∫
0
e−λ(t−τ)B∗(τ) dτ
)
dt
> µ(x)
∞∫
0
[
U˜1(x− t)− U˜2(x+ t)
]
G
( t∫
0
e−λ(t−τ)B∗(τ) dτ
)
dt
> µ(x)
∞∫
0
[
U˜1(x− t)− U˜2(x+ t)
]
·
t∫
0
e−λ(t−τ)B∗(τ) dτ dt
= µ(x)
∞∫
0
[W1(x− t)−W2(x+ t)] B∗(t) dt = B∗(x)
и
ψ(k+1)(x) 6
∞∫
0
U1(x, t)G
( t∫
0
e−λ(t−τ)λη dτ
)
dt
6
∞∫
0
U1(x, t)G(η) dt 6 λη.
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Используя теорему Леви заключаем, что существует limn→∞ ψ
(n)(x)
= ψ(x), который является решением. Более того, по теореме о пре-
дельном переходе в неравенствах, имеем
lim
x→∞
ψ(x) = λη. (2.28)
Согласно обозначениям
ϕ(x) =
x∫
0
e−λ(x−t)ψ(t) dt.
Покажем, что limx→∞ ϕ(x) = η. Для этого оценим |ϕ(x)− η|:
|ϕ(x)− η| =
∣∣∣∣∣
x∫
0
e−λ(x−t)ψ(t) dt− η
∣∣∣∣∣
=
∣∣∣∣∣
x∫
0
e−λτψ(x− τ)dτ − ηλ
∞∫
0
e−λτdτ
∣∣∣∣∣
=
∣∣∣∣∣
x∫
0
e−λτ [ψ(x− τ)− ηλ] dτ − ηλ
∞∫
x
e−λτdτ
∣∣∣∣∣
6
x∫
0
e−λτ |ψ(x− τ)− ηλ| dτ + ηλ
∞∫
x
e−λτdτ.
Второе слагаемое в силу абсолютной непрерывности интеграла стре-
мится к нулю при x → ∞, т.е. ∀ε > 0 ∃ δ > 0 такое, что при x > δ
следует
∫∞
x
e−λtdt < ε.
Условие (2.28) означает, что
∀ ε > 0 ∃ δ1 > 0 такое, что при t > δ1 следует |ψ(t)− ηλ| < ε.
Интеграл
∫ x
0 e
−λτ |ψ(x− τ)− ηλ| dτ разделим на две части
δ∫
0
e−λτ |ψ(x− τ)− ηλ| dτ и
x∫
δ
|ψ(x− τ)− λη| eλτdτ.
Пусть x > δ + δ1, тогда в первой части τ < δ ⇒ −τ > −δ ⇒ x − τ >
x− δ > δ1, т.е.
δ∫
0
e−λτ |ψ(x− τ)− λη| dτ < ε · 1
λ
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∀ ε > 0 ∃ δ > 0 такое, что ∫∞
δ
e−λτdτ < ε. Используя неравенство
треугольника и (2.28), для второй части имеем
x∫
δ
e−λτ |ψ(x− τ)− λη| dτ 6 2λη
∞∫
δ
e−λτdτ < 2ληε,
ибо |ψ(x)| 6 λη. Таким образом,
|ϕ(x)− η| <
( 1
λ
+ 3λη
)
ε,
откуда вытекает, что пределом функции ϕ(x) является η.
В конце приведем несколько примеров функции G, удовлетворя-
ющих условиям теоремы:
а) G(x) = x+ sinx, η = pi,
б) G(x) =
√
xex−1, η = 1.
в) G(x) =
√
x, η = 1.
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