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Нейросетевое управление 
сортировочными 
процессами 
УДК 656 .212 .5 .001 .76
В последние годы проведено немалое число исследований, посвященных интеллектуализации технологиче-
ских процессов на железнодорожном тран-
спорте, в том числе автоматизации оператив-
ного управления [1, 3, 4, 9] .
Если иметь в виду качество оперативного 
управления на сортировочной станции, 
то оно определяется прежде всего выбором 
правильного или лучшего (оптимального) 
решения, его своевременностью и степенью 
реализации .
1.
Всякое ошибочное, запоздалое или недо-
статочно обоснованное решение в диспетчер-
ской системе приводит к недоиспользованию 
пропускной и перерабатывающей способно-
сти станций, ухудшению использования 
подвижного состава . Поэтому в условиях 
интенсивной работы [10, 14] оперативное 
управление перевозочным процессом требует 
особенно быстрой и точной информации 
о размещении и состоянии вагонных парков, 
положении с локомотивами и бригадами, 
погрузкой и выгрузкой вагонов для обеспече-
ния своевременных регулировочных мер .
Основной целью оперативной системы 
управления при этом остается повышение 
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прибыли за счет снижения непроизводитель-
ных затрат . Методом снижения затрат явля-
ется минимизация отклонений фактических 
значений показателей перевозочного про-
цесса от заданных оперативным планом . 
То есть за функцию цели в данном случае 
необходимо принять именно минимизацию 
таких отклонений .
Для отыскания минимального значения 
суммы отклонений на стоимость единицы 
измерения эксплуатационного показателя 
следует рассматривать множество сумм, 
вычисляемых по всем вариантам модели, 
оценивающей работу поездообразующей 
станции . Каждый вариант становится резуль-
татом применения определенного сочетания 
регулировочных мер, любая из которых яв-
ляется планируемым событием .
Целевая функция [6, 8] или критерий 
оптимальности выбора варианта управляю-
щего решения находятся по формуле
1
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где C –  эксплуатационные затраты на стан-
ции, возникающие по причине отклонений 
фактических значений показателей от пла-
новых;
МВП –  множество рассматриваемых ва-
риантов управления;
i –  номер текущего варианта плана;
КПОКР –  количество показателей при вы-
полнении функций оперативного управле-
ния;
k –  номер текущего показателя;
∆X
k
 –  отклонение значения k-го показа-
теля;
C
k
 –  стоимость затрат единицы измерения 
показателя .
Методы решения целевой функции (1) – 
по сути, методы оптимизации . При этом 
сложность решения требует использования 
элементов ситуационно-эвристического 
программирования, а также аппаратов не-
четкой логики и искусственных нейронных 
сетей .
Одним из приоритетных направлений 
исследований в данной предметной области 
стало повышение эффективности процессов 
расформирования-формирования поездов 
на сортировочных станциях за счет создания 
новых систем прогнозирования, оператив-
ного управления и непрерывного монито-
ринга эксплуатационной обстановки и тех-
нического состояния устройств на станции . 
Это, на наш взгляд, предусматривает следу-
ющие первоочередные задачи:
• разработку интегрированных инфор-
мационно-управляющих систем на сортиро-
вочной станции;
• создание новых АСУ с элементами 
искусственного интеллекта;
• повышение достоверности информа-
ции в реальном масштабе времени о дисло-
кации и наличии подвижных единиц;
• автоматический ввод в АСУ информа-
ции о перестановках вагонов на путях;
• оборудование АРМ станционного и ма-
неврового диспетчеров дополнительными 
информационными табло, на которых 
в удобном и эргономически оптимальном 
формате дается информация для планирова-
ния и управления сортировочной работой 
на станции .
Интенсивность расформирования соста-
вов на сортировочных станциях в большой 
мере зависит от эффективности функциони-
рования средств механизации и автоматиза-
ции сортировочного процесса, основными 
из которых считаются горочные вагонные 
замедлители, системы автоматизации гороч-
ных операций, а также непрерывно развива-
ющиеся информационно-управляющие 
комплексы, системы планирования составо-
образования [10] . Конечной целью автома-
тизации оперативного управления сортиро-
вочными процессами является создание 
автоматической системы управления рабо-
той сортировочной станции с элементами 
искусственного интеллекта .
Анализ применения существующих АСУ 
показал, что на практике диспетчерский 
аппарат станции пользуется набором из 2–4 
программ при общем их количестве не менее 
двадцати . Системы недовостребованы 
не только по вине оперативных работников, 
но и из-за неполной готовности техники 
и существенных эргономических недостат-
ков . Очевидно и неудобство постоянного 
перехода от системы к системе, что в свою 
очередь создает дополнительные психофи-
зические нагрузки для лиц, принимающих 
управленческие решения . Научно-практи-
ческим воплощением задачи более полного 
использования информационных систем, 
исключения их дублирования и функциони-
рования части из них в изоляции друг от дру-
га может быть интеграция последних на базе 
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единой информационной платформы интел-
лектуальной системы управления работой 
станций [11] .
В процессе проектирования такой систе-
мы предлагается использовать метод построе-
ния интеллектуальных моделей ситуации или 
сценарного прогнозирования с учетом тех-
нологических знаний оперативно-диспет-
черского персонала . Согласно выбранному 
методу соответствующие алгоритмы пред-
сказательного моделирования основывают-
ся на индуктивном обучении, которое пред-
ставляет собой формализованное выявление 
аналогов исследуемой ситуации . К подоб-
ным ситуациям, например, следует отнести 
[7, 13]:
– прием поезда;
– расформирование состава прибывшего 
поезда;
– формирование состава одногруппного 
поезда или двухгруппного при накоплении 
каждой группы на отдельном пути;
– формирование состава многогруппно-
го поезда при накоплении вагонов всех групп 
на одном пути;
– формирование одногруппных и мно-
гогруппных составов для подачи их на пути 
необщего пользования;
– частичная переработка состава тран-
зитного поезда;
– пропуск транзитного поезда без пере-
работки со сменой локомотива и/или локо-
мотивной бригады;
– отправление поезда своего формирова-
ния;
– перестановка угловых передач;
– пропуск по станции различных подвиж-
ных единиц, обеспечивающих выполнение 
хозяйственных и других необходимых техно-
логических операций;
– обеспечение выполнения частного 
технологического процесса любого вида 
в условиях исключения его из работы стан-
ционного комплекса .
Формализация указанных процессов 
реализуется на основе алгоритмов ассоциа-
тивного поиска . В этом случае ситуация, 
характеризуемая вектором значений параме-
тров состояния системы, на каждом такте 
анализа может быть отнесена к определен-
ной области в пространстве параметров 
с помощью адаптивного алгоритма класте-
ризации . Применение идентификационных 
моделей возможно только совместно с ими-
тационным моделированием работы сорти-
ровочной станции . При этом к имитацион-
ной модели предъявляется ряд требований:
1 . Повторяемость . С участием имитаци-
онной модели можно провести неограничен-
ное количество экспериментов с разными 
параметрами .
2 . Точность . Имитационное моделирова-
ние позволяет описать структуру системы 
и её процессы в естественном виде, не при-
бегая к использованию формул и строгих 
математических зависимостей .
3 . Наглядность . Имитационная модель 
обладает возможностями визуализации про-
цесса работы объектов во времени, схематич-
ного задания структуры и выдачи результатов 
в графическом виде .
4 . Универсальность . Имитационное моде-
лирование помогает решать задачи из разных 
областей железнодорожной деятельности . 
В каждом случае модель имитирует, воспро-
изводит реальный процесс и позволяет про-
водить широкий набор экспериментов без 
влияния на реальные объекты .
В основе рассматриваемого процесса 
моделирования лежит цифровая модель 
путевого развития (ЦМПР) сортировочной 
станции [4], в которой максимально деталь-
но воспроизводятся логика принятия реше-
ний оперативным персоналом и отображе-
ние этих решений непосредственно на схе-
матическом плане станции . Фактически это 
процесс моделирования функций дежурного 
по станции во всем их объеме .
2.
В рамках исследования предлагается 
проектирование комплекса имитационных 
моделей и программ, обеспечивающих ин-
терфейс пользователя с моделью, которые 
способны проводить детальный анализ ди-
намики функционирования всех подсистем 
сортировочной станции . В частности, такие 
приложения призваны осуществлять провер-
ку фактической возможности (с учетом 
оперативных изменений ситуации) приме-
нения рекомендаций системы .
Широкие возможности проектируемой 
системы обусловлены практически неогра-
ниченными вычислительными возможно-
стями существующих компьютеров .
Особое внимание уделено комплексному 
проектированию автоматизированных рабо-
чих мест должностных лиц, задействованных 
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в технологических процессах на каждом 
уровне управления [14] . В них реализован 
весь необходимый им функционал (анали-
тика; автоматизированные планы работы 
и оперативные задания; диалоговая система 
корректировки плана, контроль их выпол-
нения, оценка работы, результаты модели-
рования, планирования; выходные данные 
внешних систем, касающиеся объектов зоны 
компетенции должностного лица) в единой 
идеологии пользовательского интерфейса . 
В данной подсистеме основными связующи-
ми элементами между лицом, принимающим 
решения, и компьютером выступают авто-
маты-советчики, использование которых 
позволит, сохранив для процедур управления 
опыт и интуицию операторов, включить 
дополнительные преимущества машинного 
ресурса .
Технические решения отдельных подси-
стем управляющего комплекса внедрены 
на ряде сортировочных станций в России . 
Примером служит система КСАУ СП, в ко-
торой реализованы нейросетевые техноло-
гии .
В принципе нейросеть или искусственная 
нейронная сеть (ИНС) –  это большой парал-
лельно распределенный процессор . Среди 
многих выдающихся качеств нейросети са-
мое главное –  способность к индуктивному 
обучению абсолютным понятиям на основе 
числовых данных . За счет поочередного 
расчета линейных комбинаций и нелиней-
ных преобразований достигается аппрокси-
мация произвольной многомерной функции 
при соответствующем выборе параметров 
сети . Аппарат позволяет оценивать влияние 
качественных и количественных факторов 
в динамике [15] .
Также представляется перспективным 
применение нейросетевого аппарата для 
прогнозирования времён прибытия поездов 
на сортировочную станцию на основе пред-
полагаемых отклонений от нормативного 
графика движения . Реализация факторного 
нейросетевого прогнозирования осуществ-
ляется посредством модели (рис . 1), в кото-
рой Y(t) и Х(t) –  выходной (прогнозируемый) 
и входные (критериальные) параметры .
В частности, представляется возможным 
применение ИНС для решения задачи теку-
щего прогнозирования стохастической по-
следовательности x(k) по данным о ее пре-
дыстории x(k-1), x(k-2) . Проблема сводится 
к нахождению оценки xˆ(k) = F(x(k –1), 
x(k –  2),…, x(k –  p)) в реальном времени, 
в темпе с поступлением данных . В линейном 
случае эта задача хорошо исследована 
и успешно может быть решена с помощью 
адаптивных прогнозирующих авторегресси-
онных моделей . Однако для построения 
нелинейных прогнозов наиболее целесоо-
бразным представляется применение ИНС – 
например, как это показано на рис . 2 .
При рассмотрении возможности исполь-
зования нейросети в качестве инструмента 
прогнозирования (например, размеров дви-
жения на участке, количества прибывающих 
на сортировочную станцию грузовых поездов 
с их основными характеристиками: вес, дли-
на, число отцепов в составе, число замыка-
ющих групп и т . д .) необходимо принять 
во внимание следующие положения:
1 . Следует учитывать, что построение 
нейронных сетей требует значительных за-
трат труда и времени для получения удовлет-
ворительной модели, так что излишне высо-
кая точность, полученная на обучающей 
выборке, может обернуться неустойчивостью 
результатов на тестовой стадии –  в этом 
случае происходит «переобучение» сети .
2 . Процесс решения задач нейронной 
сетью является «непрозрачным» для пользо-
вателя, что может вызывать недоверие к про-
гнозирующим её способностям .
3 . Предсказывающая способность сети 
существенно снижается, если поступающие 
на вход факты (данные) имеют значительные 
отличия от примеров, на которых обучалась 
сеть . Этот недостаток ярко проявляется при 
решении задач экономического прогнозиро-
вания .
4 . Отсутствуют теоретически обоснован-
ные правила конструирования и эффектив-
ного обучения нейронных сетей . Это приво-
дит, в частности, к потере ими способности 
обобщать данные предметной области в со-
стояниях переобучения (перетренировки) .
На этапе проектирования ИНС важно 
учитывать:
Рис. 1. Модель искусственной нейронной сети.
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1 . Наличие определенного количества 
наблюдений при создании приемлемой мо-
дели . Это может быть достаточно большое 
число данных, и они далеко не всегда ока-
жутся доступными проектировщику ИНС . 
Например, при прогнозировании производ-
ства сезонного товара истории предыдущих 
сезонов будет мало, если требуется еще 
и изменение стиля продукта, политики про-
даж и т . д .
2 . При обучении нейронных сетей могут 
возникать «ловушки», связанные с попадани-
ем в локальные минимумы . Детерминирован-
ный алгоритм обучения не в силах обнаружить 
глобальный экстремум или покинуть локаль-
ный минимум . Одним из приемов, который 
позволяет обходить ловушки, специалисты 
считают расширение размерности простран-
ства весов за счет увеличения числа нейронов 
скрытых слоев . Некоторые возможности для 
решения этой проблемы открывают и стоха-
стические методы обучения .
3 . Сигмоидальный характер передаточ-
ной функции нейрона является причиной 
того, что если в процессе обучения несколь-
ко весовых коэффициентов стали слишком 
большими, то нейрон попадает на горизон-
тальный участок функции в область насы-
щения . При этом изменения других весов, 
даже достаточно большие, практически 
не сказываются на величине выходного сиг-
нала такого нейрона, а значит, и на величине 
целевой функции .
4 . Неудачный выбор диапазона входных 
переменных –  довольно элементарная, 
но часто совершаемая ошибка . Если Х
i
 –  дво-
ичная переменная со значениями 0 и 1, 
то примерно в половине случаев она будет 
иметь нулевое значение: Х
i
  = 0 . Поскольку 
X входит в выражение для модификации 
веса в виде сомножителя, то эффект здесь 
тот же, что и при насыщении: модификация 
соответствующих весов будет блокирована . 
Правильный диапазон для входных перемен-
ных должен быть симметричным –  напри-
мер, от +1 до –1 [16, 17] .
Применяемые до сегодняшнего момента 
вероятностно-статистические методы про-
гнозирования в качестве исходных статисти-
ческих данных на входе модели имеют точеч-
ные значения . В некоторых случаях по раз-
ным причинам информация о размерах 
движения и влияющих факторах может быть 
недостаточной, иметь нечеткий характер . 
Такие случаи затрудняют применение тради-
ционных методов оценки и прогнозирования 
ввиду появления произвольных неконтроли-
руемых ошибок в результатах прогнозирова-
ния при некорректных исходных данных .
Наиболее перспективными для оператив-
ного и краткосрочного прогнозирования 
размеров движения поездов в условиях не-
определённости являются интервальные 
методы, в которых присутствуют границы 
прогнозируемой величины, то есть границы 
доверительного интервала, построенного для 
исследуемого параметра на рассматриваемом 
шаге прогноза . В частности, к таким методам 
относится интервальная регрессия .
Рассматриваемая система включает два 
принципиальных блока, которые отвечают 
за предсказание плана подхода поездов . Это 
блоки дальнего прибытия поездов и «случай-
ного местного фона» . Результат функциони-
рования системы подается на вход нейрон-
ной сети, которая выдает заключение с уче-
том положения поездов на последнем пере-
гоне и реакции работников ДЦУП .
Моменты, связанные с функционирова-
нием деповского комплекса и выдачей ис-
правных локомотивов под поезда, фиксиру-
ются в блоке «система прогноза ТПС для 
станции» . На первом этапе блок будет иметь 
вероятностный характер, выдавая среднее 
число локомотивов и плановое время их 
появления на выход в выбранный период 
с учетом закона распределения отказов в под-
лежащих выдаче локомотивах . На втором 
этапе –  прогноз по выдаче локомотивов де-
лается на основе уже выданного системой 
плана подхода поездов .
С учетом влияния фактора ТПС появит-
ся прогноз времён прибытия-убытия пое-
здов с выбранной станции вне зависимости 
Рис. 2. Принципиальная схема нейросетевого 
прогнозирования.
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от того, будут ли использоваться нейрон-
ные сети или их сочетание с иным средст-
вом моделирования обстановки .
Далее производится считывание или 
расчет текущего положения на станции 
(число поездов, занятость путей, времена 
простоя, отклонения от точек отправления 
поездов), в результате разница между фак-
тическим и ожидаемым положением по-
ступает в систему адаптации вычислений 
прогноза . До тех пор, пока его точность 
не войдет в заданную пользователем зону, 
будет производиться корректировка . Удов-
летворяющий по точности прогноз прини-
мается в качестве планового задания 
на следующий период .
ВЫВОДЫ
Анализ функционирования автомати-
зированных систем управления на сорти-
ровочной станции показал, что в реаль-
ных условиях оперативно-диспетчерским 
персоналом в работе применяются не все 
системы, ряд из них дублирует друг друга . 
Определена необходимость перехода 
на новый информационный уровень 
функционирования сортировочных стан-
ций, а также комплексной разработки 
автоматической системы управления их 
работой с элементами искусственного 
интеллекта . В создаваемой системе одну 
из ключевых ролей играет блок прогноза, 
который должен быть построен на осно-
ве нейросетевых моделей, логически 
связанных между собой .
Есть основание считать, что повсемест-
ное внедрение инновационных методов 
организации перевозочного процесса 
на базе нейросетевых технологий позволит 
увеличить производительность сортиро-
вочных систем, повысить уровень безопас-
ности и безаварийности станционных 
процессов, а в конечном итоге –  повысить 
конкурентоспособность железнодорожно-
го транспорта .
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Background. In recent years, a considerable 
number of  studies on intel lectual izat ion of 
technological processes in rail transport, including 
the automation of operational control have been 
carried out [1, 3, 4, 9].
If we keep in mind the quality of operational 
control at marshalling yard, it is determined 
primarily by choosing the right or best (optimal) 
solut ion,  i ts  t imel iness and the degree of 
implementation.
Any erroneous, delayed or poorly sound 
dec is ion  in  the  con t ro l  sys tem leads  to 
underutilization of carrying capacity and processing 
ability of stations, deterioration of rolling stock use. 
Therefore, in conditions of intensive work [10,14], 
the operational control of transportation process 
requires a particularly fast and accurate information 
on location and conditions of rolling stock fleet, 
situation with locomotives and crews, loading and 
unloading of cars to ensure timely adjustment 
measures.
Objective. The objective of the author is to 
consider application of neural networks in control 
of operations at marshalling yards.
Methods. The author uses general scientific 
and engineering methods, statistical analysis, 
comparative analysis, simulation, as well as specific 
methods of optimization, situation and heuristic 
programming, fuzzy logics, art if icial  neural 
networks.
Results. The main purpose of operational 
control system in considered case is to increase 
profit by reducing overhead costs. The cost 
reduction method serves to minimize deviation of 
actual values of transportation process parameters 
from defined in operational plan. That is, the 
objective function in this case is minimization of 
such deviations.
To find the minimum value of the sum of 
deviations per unit measurement value of the 
operating parameter a set of amounts should be 
considered calculated for all versions of the model, 
evaluating the work of train-forming station. Each 
option becomes the result of the use of a certain 
combination of adjustment measures, each of which 
is a planned event.
The objective function [6, 8] or optimality 
criterion for selection of a variant of control solution 
is found by the formula
1
min
IND
CO
K
k k
кi M
C X C
=∈
  = ∆ 
  
∑ ,  (1)
where C means operational costs of the station 
arising due to deviation of actual indicators values 
from planned;
Mco is a set of considered control options;
i is a number of a current plan version;
KIND is a number of indicators in performance of 
operational control functions;
k is a number of the current indicator;
∆X
k
 is deviation of values of k-th indicator;
C
k
 is cost of indicator measurement unit.
Methods for solving the objective function (1) 
are optimization methods. At the same time 
complexity of the solutions requires the use of 
elements of situation-heuristic programming and 
fuzzy logic and artificial neural networks.
One of priority directions of research in this 
domain has been aimed at increasing efficiency of 
the processes of formation, dissolution of trains at 
marshalling yards through creation of new systems 
of forecasting, operational control and continuous 
monitoring of operational stops and technical 
condition of equipment at the station. This, in our 
opinion, provides for the following priorities:
• development of integrated information control 
systems at the marshalling yard;
• creation of new ACS with elements of artificial 
intelligence;
• improving reliability of information in real time 
about dislocation and availability of mobile units;
• automatic entry into ACS of information about 
rearrangement of cars on tracks;
• equipment of AWS of station and shunting 
dispatchers with additional information board on 
which in a comfortable and ergonomically optimal 
format information is provided for planning and 
control of marshalling operation at the station.
The intensity  of  dissolut ion of  trains at 
marshalling yards is more dependent on efficiency 
of mechanization and automation of the sorting 
process, main elements of which comprise hump 
retarders, automation systems of hump operations, 
as well as continuously developing information 
control complexes, train formation planning 
systems [10]. The ultimate goal of automation of 
operational control of sorting processes is to create 
automated control system of marshalling yard with 
elements of artificial intelligence.
The analysis of use of existing ACS showed that 
in practice dispatching staff of a station use a set 
of 2–4 programs while total number of available 
programs is at least twenty.  Systems are not used 
to full extent, not only because of fault of the 
operative staff, but also because of development 
and significant ergonomic deficiencies. Obviously 
there is also inconvenience of constant transition 
from one system to another, which in turn creates 
an additional psycho-physical burden for the 
persons taking control decisions. Research and 
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ABSTRACT
On the basis of selected factors that determine 
quality of operational control over technological 
processes, it is proposed to create an automatic 
control system of marshalling yard operation with 
elements of artificial intelligence. Proposed 
mathematical apparatus could include typical 
methods, characteristic of artificial neural networks 
(ANN) and complex simulation models. The basic 
requirements for ANN models are formulated, 
designed to solve the problems of current 
forecasting at marshalling yard, as well as criteria 
and principles that should be taken into account 
in the design of neural networks.
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practical solution of the problem of better use of 
information systems, avoiding duplication and 
operation of some of them in isolation from each 
other, could be integration of the latter on the basis 
of a unified information platform of intelligent 
system of station operation control [11].
In the process of designing such a system it is 
proposed to use a method of constructing intelligent 
models of the situation or scenario forecasting 
based on technological knowledge of dispatching 
personnel. According to the chosen method 
appropriate forecasting modeling algorithms are 
based on inductive learning, which is a unique 
identification of a formalized study of the situation. 
Such situations, for example, should include [7, 13]:
– Acceptance of the train;
– Dissolution of the approaching train;
– Formation of single-group train or two- group 
train while cumulating each group on a separate 
track;
– Formation of a multi-group train while 
cumulating cars of all groups on one track;
– Formation of single-group and multi-group 
trains before sending them to non-public tracks;
– Semi-handling of transit trains;
– Transit trains passage without handling by 
changing locomotive and / or locomotive crew;
– Departure of train of its formation;
– Rearrangement of angular gears;
– Passage on station of various mobile units to 
ensure implementation of economic and other 
necessary technological operations;
–  Ensur ing  implementat ion  o f  pr i v a te 
technological process of any kind in terms of its 
exclusion from the work of station complex.
The formalization of these processes is realized 
on the basis of associative search algorithms. In 
this case, situation is characterized by the vector 
of system state parameters values, for each cycle 
of analysis can be related to a specific area in the 
parameter space via adaptive clustering algorithm. 
Application of identification models is only possible 
in conjunction with simulat ion model ing of 
marshalling yard operation. Simulation model 
should meet a number of requirements:
1. Repeatability. Simulation model should serve 
for an unlimited number of experiments with 
different parameters.
2. Accuracy. Simulation allows to describe the 
structure of the system and its processes in a 
natural way, without resorting to the use of formulas 
and strict mathematical relationships.
3. Visibility. A simulation model has capabilities 
for imaging the process of work of facilities during 
certain time, schematic assignment of the structure 
and return of results in graphical form.
4. Universality. Simulation helps to solve 
problems from different areas of railway activity. In 
each case, the model simulates, reproduces a real 
process and allows for a wide range of experiments, 
without affecting real objects.
The basis of considered modeling process is 
laid by a digital model of arrangement of tracks 
(DMAT) of the marshalling yard [4], where decision-
making logics of operating personnel, referring to 
operational work, is reproduced in detail, and 
solutions are displayed directly in the schematic 
plan of the station. In fact, it is a process of modeling 
functions of station operator in their entirety.
Within the study it is proposed to design a 
complex of simulation models and programs that 
provide the user interface to the model, which are 
able to carry out a detailed analysis of the dynamics 
of the operation of all subsystems of the marshalling 
yard. In particular, these applications are designed 
to verify the actual possibilities (taking into account 
operational changes of the situation) of application 
of the system recommendations.
Ample opportunities of designed system are 
conditioned by virtually unlimited computing 
possibilities of existing computers, including 
personal (PC).
Particular attention is paid to integrated design 
of workstations of officials involved in technological 
processes at every level of control [14]. The WS 
implement all the fuctionality, that staff needs 
(analytics, automated work plans and operational 
tasks; interactive system of plan adjustment, 
monitoring of their implementation, performance 
evaluation, results of simulation, planning; output 
data of external systems related to objects of area 
of competence of the official) in a single ideology 
of user interface. In this subsystem, the main link 
between a decision maker and a computer is 
executed by machines advisers, the use of which 
will allow, while maintaining for control procedures 
experience and intuition of operators, to include 
additional benefits of machine resources.
Technical solutions of separate subsystems of 
the control complex are introduced at a number of 
marshalling yards in Russia. An example is CSAC 
SP, in which neural network technologies are 
implemented.
In principle, a neural network or an artificial 
neural network (ANN) is a big parallel distributed 
processor. Among many outstanding qualities of 
the neural network the most important thing is an 
ability to induction learning of absolutes based on 
numerical data. By successive calculation of linear 
combinations and nonlinear transformations an 
approximation of arbitrary multidimensional 
function with an appropriate choice of network 
parameters is achieved. The device allows to assess 
the impact of qualitative and quantitative factors in 
their dynamics [15].
It seems also promising to apply neural network 
apparatus to predict the time of arrival of trains at 
a marshalling yard, basing on estimated deviations 
from the standard timetable. Implementation of 
factor neural network forecasting is carried out by 
means of the model (Pic. 1), wherein Y(t) and Х(t) 
are output (predicted) and input (criterial) 
parameters.
In particular, it is possible to use ANN for solving 
the task of current prediction of stochastic 
sequence x(k) according to its prehistory x(k – 1), 
x(k – 2). The problem is reduced to finding the 
estimates xˆ(k) = F(x(k – 1), x(k –  2),…, x(k –  p)) in 
real time nad at a pace with receiving of data. In the 
linear case, this problem can be well researched 
and successful ly  be solved using adaptive 
forecasting autoregressive models. However, to 
construct  nonl inear  pro ject ions  the  most 
appropriate way is the use of ANN,  for example, as 
shown in Pic. 2.
When considering the use of neural networks as 
a forecasting tool (for example, in order to predict size 
of movement in the area, the number of freight trains 
arriving at the marshalling yard with their main 
characteristics: weight, length, number of uncouplings 
in the train, the number of closing groups, etc.) it is 
necessary to take into note the following:
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1. It should be noted that the construction of 
neural networks requires a significant investment 
of time and effort to obtain a satisfactory model, so 
that unnecessarily high accuracy of the training set 
can result in instability of the results at the test 
stage –  in this case, there is a need for «re-
education» of the network.
2. The process of solving tasks by a neural 
network is a «non-transparent» to the user, that may 
cause distrust of its predictive ability.
3. Predictive ability of the network reduces 
significantly, if facts (data) received at the input, have 
significant differences from the examples, on which 
the network was trained. This drawback is evident in 
solving the economic forecasting tasks.
4. There are no theoretically sound rules of 
design and effective learning of neural networks. 
This leads, in particular, to the loss of ability to 
generalize domain data in overfitting conditions 
(overtraining).
At the stage of ANN design it is important to 
consider:
1. There is a need to get a certain number of 
observation results for creation of an acceptable 
model. This can be quite a large number of data, and 
they are not always available for ANN designer. For 
example, when predicting seasonal goods production 
history of previous seasons will be not enough, if it 
is necessary also to change a product’s style, sales 
policy, etc.
2. In the training of neural networks «traps» can 
occur associated with getting into the local minima. 
Deterministic learning algorithm cannot detect global 
extremum or leave a local minimum. One of the 
methods, which allows to bypass traps, experts 
believe, is expansion of dimension of the space of 
scales by increasing a number of neurons in hidden 
layers. Some possible solutions to this problem can 
be found with stochastic methods of training.
3. The sigmoid nature of neuron’s transfer 
function is a reason that, if in the process of learning 
a few weighting factors become too large, the neuron 
reaches the horizontal portion of the function in the 
saturation region. The changes of other weights, 
even quite large, almost do not affect the output 
value of the neuron, and hence the value of the 
objective function.
4. A bad choice of a range of input variables is 
rather elementary, but often causes mistakes. If X
i
 –  is 
a binary variable with values 0 and 1, then in about 
half of cases it will be zero: X
i
 = 0. Since X is included 
in the expression for modification of weight as a 
multiplier, the effect is the same as that at saturation: 
modification of the respective weights will be blocked. 
The proper range for input variables must be 
symmetrical –  for example, from +1 to –1 [16, 17].
Probabilistic and statistical techniques, used now 
as initial statistical data, have point values at the 
model input. In some cases, for various reasons, 
information on the size of movement and influencing 
factors could be inadequate, have a fuzzy character. 
Such cases make it difficult to use traditional 
methods of assessment and forecasting in view of 
the emergence of uncontrolled random errors in 
forecasting results in case of incorrect input data.
The most promising for operational and short-
term forecasting of size of train movement under 
uncertainty are interval methods in which boundaries 
of the projected value are present, i. e. boundaries 
of confidence interval constructed for the test 
parameter in the considered prediction step. In 
particular, such methods include interval regression.
The system under consideration includes two 
basic blocks, which are responsible for prediction of 
the plan of train approach. They are blocks of long-
distance train arrival and «random local background». 
The result of operation of the system is transmitted 
to the input of the neural network, which provides 
conclusion based on train position on the last haul 
and reaction of workers of road control center.
Moments associated with the operation of depot 
complex and delivery of faultless locomotives for 
trains, are fixed in the block «TPS forecast system 
for the station». In the first phase the unit will have a 
probabilistic nature, giving the average number of 
locomotives and the planned time of their readiness 
for the exit in the selected period taking into account 
the distribution of failures of locomotives subject to 
delivery. At the second stage  forecast for delivery of 
locomotives is made on the basis of the train 
approach plan issued by the system.
Pic. 1. Model of an artificial neural network.
Pic. 2. Chart of neural 
network forecasting.
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Given the influence of the TPS factor, a forecast 
of arrival-departure times of trains at the selected 
station will be made regardless of whether neural 
networks or their combinations with other means of 
modeling environment are used.
Next is reading or calculation of the current 
situation at the station (number of trains, tracks 
occupancy, idle times, deviation from train departure 
points), as a result the difference between actual 
and expected position should enter the system in 
order to adjust forecast calculation.  Till its accuracy 
enters the zone predetermined by the user, the 
adjustment is being made. Forecast, which is 
satisfactory in its accuracy, is taken as a planned 
target for the next period.
Conclusions. Analysis of functioning of the 
automated control systems at the marshalling yard 
showed that in real conditions operational dispatch 
staff does not apply all available systems, some of 
them are overlapping. The necessity of transition to 
a new information level of operation of marshalling 
yards, as well as comprehensive development of 
automated control of their operation with elements 
of artificial intelligence are determined. In the 
suggested system one of the key roles is played by 
the forecast unit which is to be built on the basis of 
neural  network models which are logical ly 
interconnected.
There is reason to believe that widespread 
introduction of innovative methods of organizing 
transportation process based on neural network 
technologies will increase the performance of sorting 
systems, level of safety and failure-free operation of 
station processes, and ultimately will result in 
accrued competitiveness of rail transport.
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