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Capı´tulo 1
Introduccio´n
Es comu´n confundir los te´rminos datos, informacio´n y conocimiento. Sin
embargo, son nociones bien diferenciadas, y estudiadas, que frecuentemente
se representan en la bien conocida Pira´mide del Conocimiento. Llamamos da-
tos a conjuntos de valores (nume´ricos o de cualquier otro tipo) sin ninguna
estructura. Un ejemplo serı´a el conjunto de medidas que va proporcionando
un sensor de temperatura del aceite de un motor. Los datos por sı´ solos no
tienen relevancia, adquiriendo el valor de informacio´n cuando se agrupan
con cierta estructura. Por ejemplo, si recabamos datos de distintos sensores
del motor y los organizamos en funcio´n del instante de tiempo en que se han
obtenido, disponemos de informacio´n sobre el funcionamiento del motor.
Hay una expresio´n popular que resume claramente el problema intrı´nseco a
la informacio´n: “el exceso de informacio´n es peor que la falta de e´sta”. Esto
se debe a que, cuando tenemos que tratar con mucha informacio´n, se hace
indispensable procesarla para sacar conclusiones, resumirla, estudiar reglas
o patrones que se repiten, etc. En resumen, obtener de la informacio´n aque-
llos aspectos ma´s relevantes que nos permitan razonar sobre ella. Esta u´ltima
parte se encuentra en la cima de la pira´mide y a ella se refiere el te´rmino
conocimiento. Una gran cantidad de informacio´n sı´ es muy u´til si somos
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capaces de extraer conocimiento de ella y razonar sobre este conocimiento.
A esto se refiere otra popular frase: “la informacio´n es poder”.
El te´rmino conocimiento engloba tres pilares ba´sicos: extraccio´n del
conocimiento, representacio´n de e´ste y razonamiento. Los tres son funda-
mentales. Necesitamos herramientas eficientes para extraer conocimiento
a partir de la informacio´n, alguna forma de representar este conocimiento
para que no siga teniendo la misma tacha que el exceso de informacio´n y
mecanismos (automa´ticos) que permitan razonar sobre este conocimiento,
es decir, extraer nuevo conocimiento implı´cito del conocimiento explı´cito
que tenemos representado. Aquı´ tiene un papel relevante la lo´gica.
La pira´mide del conocimiento da una idea esta´tica de este feno´meno (de
los datos obtenemos informacio´n y, es e´ste, conocimiento) que no es real. La
inteligencia computacional pretende reproducir el comportamiento de la
mente humana y, en ella, el proceso es cı´clico. Constantemente recibimos
datos e informacio´n que transformamos en conocimiento, y este conoci-
miento lo volvemos a contrastar con nuevos datos e informacio´n. Es decir,
que estamos constantemente revisando nuestro conocimiento con nueva
informacio´n: aprendiendo.
El Ana´lisis de Conceptos Formales (ACF) es una disciplina que abarca
todos estos aspectos. Fue introducida en los an˜os ochenta del siglo pasado
por Rudolf Wille [103] y, desde entonces, ha tenido un constante crecimiento.
Esta disciplina, firmemente establecida, proporciona herramientas y te´cnicas
para el descubrimiento de conocimiento, la representacio´n de este conoci-
miento y me´todos que permiten el razonamiento automa´tico sobre e´l.
La forma ma´s exclusiva de representar conocimiento en esta disciplina la
constituyen los conceptos formales. Se trata de pares de conjuntos de objetos
y conjuntos de propiedades que se identifican mutuamente: objetos con
propiedades comunes y propiedades compartidas por los objetos. Wille
formaliza de esta manera nociones introducidas en los primeros an˜os del
3siglo XX por el cientı´fico, filo´sofo y lo´gico estadounidense Charles S. Peirce
en su sistema de categorı´as, alternativo al de Aristo´teles y al de Kant. Estos
conceptos formales se ordenan en una jerarquı´a (subconceptos–superconceptos)
dando lugar a un retı´culo, conocido como retı´culo de conceptos.
Una representacio´n alternativa al retı´culo de conceptos la constituyen las
implicaciones de atributos, que indican conjuntos de atributos cuya presencia
implica la de otros atributos. El primer conjunto de atributos se le llama
premisa y, al segundo, conclusio´n. La ventaja de esta representacio´n es que se
parece ma´s a las expresiones con las que habitualmente se trabaja en lo´gica
y, por tanto, permite darle un tratamiento al estilo de la lo´gica y, por ende, el
disen˜o de mecanismos (automa´ticos) de razonamiento.
Por otro lado, se dispone de una amplia coleccio´n de algoritmos y te´cni-
cas para extraer conocimiento desde la informacio´n, el contexto formal, tanto
en forma de retı´culo de conceptos como de conjuntos de implicaciones
de atributos. Del mismo modo, disponemos de algoritmos para pasar del
retı´culo de conceptos a conjuntos de implicaciones, y viceversa.
Las herramientas cla´sicas de tratamiento de informacio´n, y en parti-
cular de ACF, se basan en la informacio´n positiva, es decir, la presencia
de atributos en los objetos. Sin embargo, la no presencia o ausencia de un
atributo en un objeto tambie´n proporciona un conocimiento significativo
que, con el enfoque cla´sico, solo puede ser considerado parcialmente. Estas
herramientas sı´ permiten considerar, como parte de nuestro conocimiento,
negaciones de implicaciones de atributos. Es decir, permiten afirmar que una
determinada implicacio´n no es cierta. Sin embargo, esto puede corresponder
a dos situaciones bien diferentes en relacio´n con la ausencia de propiedades,
o negacio´n de atributos, en los objetos del contexto:
Caso A: Algunos objetos tienen los atributos de la premisa y de la conclusio´n,
mientras que otros, teniendo los atributos de la premisa, no tienen los
de la conclusio´n.
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Caso B: Todo objeto que tenga los atributos de la premisa, carece de los atribu-
tos de la conclusio´n.
La u´nica manera de capturar separadamente estas dos situaciones en nuestro
conocimiento es enriquecer la expresividad del lenguaje usado de forma
que podamos hablar de atributos negativos o atributos ausentes. Llamaremos
implicaciones mixtas a implicaciones en las que, tanto en la premisa como
en la conclusio´n, pueden aparecer atributos positivos y/o negativos. Hay
que diferenciar claramente entre negacio´n de implicaciones e implicaciones
mixtas. El problema de la negacio´n de implicaciones ya esta´ resuelto en
el tratamiento cla´sico mientras que las implicaciones mixtas, es decir, las
distinciones entre los casos A y B, es lo que centra nuestro trabajo. El objetivo
es aportar conocimiento a trave´s del enriquecimiento de las implicaciones.
No es la primera vez que se aborda este problema. De hecho, podemos
encontrar numerosos trabajos (en el Capı´tulo 3 presentaremos un ana´lisis de
estos trabajos) en la bibliografı´a de la u´ltima de´cada que abordan este tema.
Sin embargo, consideramos que son soluciones parciales y es necesario dar
un tratamiento ma´s completo y uniforme a este tema, echamos en falta un
estudio global de los diferentes aspectos relacionados con este problema
que sirva de marco comu´n en el que desarrollar aplicaciones eficientes.
Ba´sicamente este es el objetivo global de esta tesis: desarrollar un marco
general que permita, de una forma uniforme y eficiente, extraer, tratar
(razonar) y representar conocimiento a partir de informacio´n positiva y
negativa.
Los objetivos concretos de la tesis son:
Puesto que el desarrollo de la teorı´a de ACF se basa en la nocio´n de
conexio´n de Galois, estudiaremos co´mo la incorporacio´n de atributos
negativos repercute en la conexio´n de Galois correspondiente. En
particular, introducimos una conexio´n de Galois generalizada que nos
5llevara´ a un nuevo tipo de retı´culo que recoge toda la informacio´n,
tanto positiva como negativa.
Estudiaremos sus propiedades y veremos que, a diferencia de lo que
ocurre en el caso cla´sico, no todos los retı´culos se corresponden con un
contexto. El objetivo principal de este apartado sera´ dar un teorema
de caracterizacio´n de tales retı´culos.
El estudio de las implicaciones mixtas y la definicio´n de sistemas
axioma´ticos que exploten las ventajas inherentes a la sema´ntica de la
negacio´n, abriendo las puertas al disen˜o de mecanismos de razona-
miento automa´tico.
El disen˜o de herramientas que permitan extraer conocimiento a partir
de informacio´n positiva y negativa, haciendo uso del marco formal
desarrollado.
El estudio de los problemas en los que se pueden aplicar los resultados
y las herramientas desarrolladas.
La tesis esta´ organizada como sigue:
Tras un capı´tulo de preliminares, que tiene como objetivo que la tesis sea
lo ma´s autocontenida posible, en el Capı´tulo 3 presentamos una revisio´n
exhaustiva de la bibliografı´a existente en relacio´n con este problema. La
finalidad de este capı´tulo es enmarcar claramente los objetivos de la tesis
dentro de la bibliografı´a existente y el estado actual del a´rea de investigacio´n.
En el Capı´tulo 4 extenderemos los fundamentos de ACF para incluir
la informacio´n negativa desde los primeros pasos. Esto nos llevara´ a una
modificacio´n del retı´culo de conceptos que llamaremos retı´culo de conceptos
mixtos, o retı´culo mixto para abreviar. A lo largo de toda la tesis utilizamos el
adjetivo mixto para distinguir las nuevas nociones, que consideran tambie´n
la informacio´n negativa, de las cla´sicas. Tras destacar que, a diferencia de lo
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que ocurre con la construccio´n cla´sica, no todo retı´culo finito es isomorfo
a un retı´culo mixto, nos centraremos en caracterizar los retı´culos que sı´
cumplen esta propiedad.
El Capı´tulo 5 estara´ dedicado a las implicaciones de atributos mixtos.
Los trabajos encontrados en la bibliografı´a se centran en estudiar que´ nuevas
implicaciones considerar y an˜adir a las cla´sicas para, con los mecanismos de
inferencia cla´sicos, fundamentalmente el conocido como axiomas de Arms-
trong, poder derivar todo el conocimiento. En este capı´tulo propondremos
una solucio´n radicalmente diferente que consiste en an˜adir nuevos axio-
mas y reglas de inferencia a los de Armstrong para conseguir un sistema
axioma´tico correcto y completo.
Una vez fijados los fundamentos teo´ricos de ambos pilares, el retı´culo de
conceptos y los sistemas implicacionales mixtos, en el Capı´tulo 6 propondre-
mos algoritmos, basados en los resultados de los capı´tulos anteriores, para
la extraccio´n del conocimiento a partir de la informacio´n proporcionada en
te´rminos de contexto formal.
Concluimos la tesis con un capı´tulo, el 7, en el que esbozamos distintos
problemas donde consideramos que estos resultados se pueden aplicar. De
hecho ya hemos comenzado a trabajar en estas lı´neas.
Capı´tulo 2
Preliminares
En este capı´tulo, con la finalidad de hacer el trabajo autocontenido en
la medida de lo posible, introducimos los conceptos y resultados sobre
conjuntos parcialmente ordenados (y, en particular, de retı´culos), conexiones
de Galois y operadores de clausura, o cierre, que sera´n utilizados a lo largo
de todo el trabajo. Aunque la bibliografı´a sobre estos to´picos es muy amplia,
destacamos especialmente [45], [14] y [29].
Ası´ mismo, incluimos las ideas, definiciones y propiedades fundamenta-
les del Ana´lisis de Conceptos Formales, a´rea en la que se enmarca esta tesis.
El libro de referencia sobre estos temas es [43].
2.1. Conjuntos parcialmente ordenados y retı´culos
Una relacio´n binaria entre dos conjuntos A y B es un subconjunto
R ⊆ A×B = {〈a, b〉 | a ∈ A, b ∈ B}.
Cuando A = B se denomina relacio´n binaria interna en A y, en estos casos,
habitualmente usaremos notacio´n infija, es decir, escribiremos aRb en lugar
de 〈a, b〉 ∈ R.
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Definicio´n 2.1.1 Un par 〈A,≤〉 se denomina conjunto parcialmente ordenado
si A es un conjunto no vacı´o y ≤ una relacio´n binaria interna en A que satisface las
siguientes propiedades:
Reflexiva: a ≤ a para todo a ∈ A.
Antisime´trica: a ≤ b y b ≤ a implica a = b para todo a, b ∈ A.
Transitiva: a ≤ b y b ≤ c implica a ≤ c para todo a, b, c ∈ A.
Decimos que ≤ es un orden parcial en A.
Usaremos con frecuencia la siguiente notacio´n de intervalos en un conjunto
parcialmente ordenado 〈A,≤〉: para cada a ∈ A,
[a) = {x ∈ A | a ≤ x} y (a] = {x ∈ A | x ≤ a}
Usaremos tambie´n el sı´mbolo < para denotar el correspondiente orden
estricto, es decir, a < b si y solo si a ≤ b y a 6= b.
La forma esta´ndar de representar gra´ficamente, cuando sea posible, los
conjuntos parcialmente ordenados es mediante el conocido como diagrama
de Hasse. Nosotros lo usaremos para conjuntos finitos, en los que siempre
es posible utilizar este tipo de diagramas. Dado un conjunto parcialmente
ordenado finito 〈A,≤〉, su diagrama de Hasse es el grafo dirigido 〈A,≺〉 en
el que los elementos de A son los ve´rtices y las aristas vienen dadas por la
relacio´n de cubrimiento: a ≺ b si y solo si se satisfacen las dos condiciones
siguientes:
1. a < b y
2. a ≤ c < b implica a = c para todo c ∈ A.
Para simplificar la lectura, los ve´rtices, ordenados de menor a mayor, se
representan de abajo hacia arriba, es decir, los ma´s pequen˜os abajo y los
mayores arriba.
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La interpretacio´n del diagrama de Hasse se basa en el hecho de que
la relacio´n de orden ≤ es el cierre reflexivo y transitivo de la relacio´n de
cubrimiento ≺: dados dos elementos a, b ∈ A, se tiene que a ≤ b si y solo
si a = b o existe una secuencia x1, . . . , xn ∈ A tal que x1 = a, xn = b y
xi ≺ xi+1 para todo 1 ≤ i < n, es decir, una cadena ascendente desde a
hasta b en el grafo.
Ejemplo 2.1.2 El diagrama de Hasse del conjunto parcialmente ordenado 〈A,≤〉,
donde A = {1, 2, 3, 4, 6, 12} y ≤ es la relacio´n de divisibilidad (a ≤ b si y solo si





Figura 2.1: Divisores positivos de 12
Definicio´n 2.1.3 Sea 〈A,≤〉 un conjunto parcialmente ordenado,B ⊆ A y a ∈ A.
Decimos que:
a es cota superior de B si B ⊆ (a].
a es cota inferior de B si B ⊆ [a).
Si existe al menos una cota superior y una inferior de B decimos que B es acotado.
Ejemplo 2.1.4 En el conjunto parcialmente ordenado de la Figura 2.1, el conjunto
B = {2, 3, 6} tiene como cotas superiores a 6 y a 12 y, como cota inferior, a 1.
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Definicio´n 2.1.5 Sea 〈A,≤〉 un conjunto parcialmente ordenado,B ⊆ A y b ∈ A.
Decimos que:
b es ma´ximo deB si b ∈ B ⊆ (b], es decir, es una cota superior que pertenece
al subconjunto.
b es mı´nimo de B si b ∈ B ⊆ [b), es decir, es una cota inferior que pertenece
al subconjunto.
Por la antisimetrı´a de ≤ se tiene que el ma´ximo y el mı´nimo de un conjunto,
si existen, son u´nicos. Los denotaremos por ma´xB y mı´nB respectivamente.
Adema´s, si en un conjunto parcialmente ordenado 〈A,≤〉, el propio A es
acotado, entonces existen el ma´ximo y el mı´nimo de A que sera´n denotados
por > y ⊥ respectivamente.
Definicio´n 2.1.6 Sea 〈A,≤〉 un conjunto parcialmente ordenado y B ⊆ A. Deci-
mos que un elemento de A es:




el ı´nfimo de B si es el ma´ximo de las cotas inferiores de B (denotado como





∅ existe si y solo si existe el mı´nimo de A y, en tal caso,∨
∅ = mı´nA = ⊥. Del mismo modo,∧∅ existe si y solo si existe el ma´ximo
de A y, en tal caso,
∧
∅ = ma´xA = >.
2.1.1. Retı´culos y retı´culos completos
Ya tenemos todas las nociones previas que nos permiten introducir la
nocio´n de retı´culo.
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Definicio´n 2.1.7 Un retı´culo ordenado es un conjunto parcialmente ordenado
〈L,≤〉 en el que existen∨B y ∧B para todo B ⊆ L finito no vacı´o.
Las condiciones de la definicio´n anterior son equivalentes a pedir la
existencia del supremo y del ı´nfimo de los pares de elementos, es decir, que
para todo a, b ∈ L, existan∨{a, b} y ∧{a, b}.
Como es bien conocido, existe una definicio´n algebraica equivalente
para la estructura de retı´culo.
Definicio´n 2.1.8 Un semirretı´culo algebraico es un par 〈A, ?〉 donde A es un
conjunto no vacı´o y ? es una operacio´n binaria interna en A con las siguientes
propiedades:
1. Idempotencia: a ? a = a para todo a ∈ A.
2. Conmutatividad: a ? b = b ? a para todo a, b ∈ A.
3. Asociatividad: a ? (b ? c) = (a ? b) ? c para todo a, b, c ∈ L.
Un retı´culo algebraico es una terna 〈A,∨,∧〉 donde 〈A,∨〉 y 〈A,∧〉 son semi-
rretı´culos algebraicos y adema´s se cumple la siguiente propiedad:
4. Absorcio´n: a ∨ (a ∧ b) = a y a ∧ (a ∨ b) = a para todo a, b ∈ L.
La equivalencia mencionada entre retı´culo ordenado y algebraico hace
referencia a los siguientes hechos: Todo retı´culo ordenado L = 〈L,≤〉 define
un retı´culo algebraico La = 〈L,∨,∧〉 donde a∨b = ∨{a, b} y a∧b = ∧{a, b}.
Recı´procamente, todo retı´culo algebraico L = 〈L,∨,∧〉 define un retı´culo
ordenado Lo = 〈L,≤〉 donde a ≤ b si y solo si a∨ b = b o´, equivalentemente,
a ∧ b = a. Adema´s, se cumple que (Lo)a = L y (La)o = L.
Como consecuencia de esta equivalencia, en adelante, hablaremos de
retı´culos, sin diferenciar entre ordenados y algebraicos.
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Definicio´n 2.1.9 Un conjunto parcialmente ordenado es un retı´culo completo
si todo subconjunto tiene supremo.
Es fa´cil probar que un conjunto parcialmente ordenado 〈L,≤〉 es un
retı´culo completo si y solo si satisface alguna de las siguientes propiedades
(todas equivalentes entre sı´):
1. Existe
∧
H para todo H ⊆ L.
2. Existe > = ma´xL y, para todo ∅ 6= H ⊆ L, existe∧H .
3. Existe
∨
H para todo H ⊆ L.
4. Existe ⊥ = mı´nL y, para todo ∅ 6= H ⊆ L, existe∨H .
Como consecuencia, todo retı´culo completo es un retı´culo acotado.
En un retı´culo completo L = 〈L,≤〉, para cada x ∈ L, se definen:
x∗ =
∨
{y ∈ L | y < x} y x∗ =
∧
{y ∈ L | x < y} (2.1)
Obviamente, se tiene que x∗ ≤ x ≤ x∗ para todo x ∈ L.
Definicio´n 2.1.10 Sea L = 〈L,≤〉 un retı´culo completo. Decimos que x ∈ L es
∨-irreducible si x 6= x∗ y que x es ∧-irreducible si x 6= x∗.
El conjunto de los elementos ∨-irreducibles en L se va a denotar por J(L)
(por su nombre en ingle´s: join-irreducible elements) y el de los ∧-irreducibles
por M(L) (meet-irreducible elements).
Como consecuencia de la definicio´n, si j ∈ J(L), se tiene que:
i. `1 ∨ `2 = j implica que `1 = j o `2 = j para todo `1, `2 ∈ L.
En el caso de los retı´culos finitos, esta propiedad i. caracteriza a los
elementos que son ∨-irreducibles. Adema´s, se tiene que j∗ es el u´nico vecino
inferior de j, el u´nico que cumple que j∗ ≺ j.
De igual forma, si m ∈ M(L), se cumple que:
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ii. `1 ∧ `2 = m implica que `1 = m o `2 = m para todo `1, `2 ∈ L.
y, en el caso finito, m∗ es el u´nico vecino superior de m, con m ≺ m∗.
Definicio´n 2.1.11 Sea L = 〈L,≤〉 un retı´culo acotado. Un elemento a ∈ L se
dice que es un a´tomo si ` ≤ a implica ` = ⊥ o ` = a para todo ` ∈ L.
El conjunto de los a´tomos de L se denotara´ por At(L). Se tiene pues que
a ∈ At(L) si y solo si (a] = {⊥, a}.
Ejemplo 2.1.12 El conjunto parcialmente ordenado de la Figura 2.1 es un retı´culo
en el que J(L) = {2, 3, 4} (las potencias de nu´meros primos), M(L) = {3, 4, 6} y
At(L) = {2, 3} (los nu´meros primos).
Definicio´n 2.1.13 Sea L = 〈L,≤〉 un retı´culo completo. Decimos que un subcon-
junto H ⊆ L es ∨-denso (respectivamente ∧-denso) si para todo ` ∈ L existe un
subconjunto T ⊆ H tal que ` = ∨T (respectivamente ` = ∧T ).
Obviamente, si H es un conjunto ∨-denso, para todo ` ∈ L, se tiene que
` =
∨{x ∈ H | x ≤ `} y si H es ∧-denso entonces ` = ∧{x ∈ H | ` ≤ x}
para todo ` ∈ L.
Proposicio´n 2.1.14 Sea L = 〈L,≤〉 un retı´culo finito y H ⊆ L. Se tiene que:
1. H es ∨-denso si y solo si J(L) ⊆ H .
2. H es ∧-denso si y solo si M(L) ⊆ H .
Obse´rvese que esto no es cierto, en general, para retı´culos infinitos. Por
ejemplo, en el retı´culo 〈R,≤〉 tenemos que J(R) = M(R) = ∅ y, si el resul-
tado anterior se pudiese aplicar, todos los subconjuntos serı´an ∧-densos y
∨-densos. Sin embargo, tiene subconjuntos que son ∧-densos y ∨-densos,
por ejemplo Q, y subconjuntos que no lo son, por ejemplo Z.
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2.1.2. Subretı´culos y homomorfismos de retı´culos
Recordamos, a continuacio´n, solo un conjunto de definiciones que vamos
a necesitar en los siguientes capı´tulos.
Definicio´n 2.1.15 Sea L un retı´culo y ∅ 6= M ⊆ L. Decimos que M es un
∨-subsemirretı´culo de L si es cerrado bajo supremos (a, b ∈M implica a∨b ∈M )
y que es un ∧-subsemirretı´culo de L si es cerrado bajo ı´nfimos (a, b ∈M implica
a ∧ b ∈ M ). El conjunto M es subretı´culo de L si es ∨-subsemirretı´culo y
∧-subsemirretı´culo de L.
En los retı´culos completos, las definiciones de subsemirretı´culo, ∨-subse-
mirretı´culo y ∧-subsemirretı´culo se obtienen cambiando las condiciones de
“ser cerrado”, en lugar de a pares de elementos, a subconjuntos arbitrarios, es
decir, si L un retı´culo completo, un subconjunto H ⊆ L es ∨-subsemirretı´cu-
lo de L si
∨
T ∈ H , para todo T ⊆ H , y es ∧-subsemirretı´culo de L si∧
T ∈ H , para todo T ⊆ H .
Nos centramos ahora en las funciones entre conjuntos parcialmente
ordenados o entre retı´culos.
Definicio´n 2.1.16 Sean 〈A,≤〉 y 〈B,≤〉 dos conjuntos parcialmente ordenados.
Una funcio´n f : A→ B se dice que es
iso´tona si a ≤ b implica f(a) ≤ f(b) para todo a, b ∈ A.
antı´tona si a ≤ b implica f(b) ≤ f(a) para todo a, b ∈ A.
Definicio´n 2.1.17 Sea 〈A,≤〉 un conjunto parcialmente ordenado. Una funcio´n
f : A→ A se dice que es
inflacionaria si a ≤ f(a) para todo a ∈ A.
deflacionaria si f(a) ≤ a para todo a ∈ A.
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La definicio´n de homomorfismo entre retı´culos sigue el esquema habitual.
Definicio´n 2.1.18 Sean L1 = 〈L1,≤〉 y L2 = 〈L2,≤〉 dos retı´culos (completos).
Una funcio´n f : L1 → L2 es un homomorfismo de retı´culos (completos) si
respeta supremos e ı´nfimos de subconjuntos finitos (subconjuntos arbitrarios). Si,
adema´s, f es biyectiva, decimos que es un isomorfismo entre L1 y L2.
Decimos que dos retı´culos (completos) son isomorfos, y lo denotamos por
L1 ∼= L2, si existe un isomorfismo entre ellos.
Por tanto, en el caso de los retı´culos, para todo a, b ∈ L1, se debe cumplir
que:
f(a ∨ b) = f(a) ∨ f(b) y f(a ∧ b) = f(a) ∧ f(b) (2.2)
mientras que, en el caso de los retı´culos completos, la funcio´n f debe satisfa-










Como consecuencia de la definicio´n, todo homomorfismo entre retı´culos es
iso´tono. Es ma´s, f : L1 → L2 es un isomorfismo de retı´culos completos si y
solo si f es biyectiva y, para todo a, b ∈ L1,
a ≤ b si y solo si f(a) ≤ f(b). (2.4)
2.1.3. Retı´culos booleanos
Definicio´n 2.1.19 Sea L = 〈L,∨,∧,>,⊥〉 un retı´culo acotado y a ∈ L. Decimos
que un elemento b ∈ L es complemento de a si a ∨ b = > y a ∧ b = ⊥.
Decimos que el retı´culo es complementado si todo elemento tiene complemento.
Por ejemplo, los retı´culos de la Figura 2.2 son complementados.
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> >
⊥ ⊥
Figura 2.2: Retı´culos conocidos como Penta´gono y Diamante respectivamente.
Definicio´n 2.1.20 Un retı´culo L = 〈L,∨,∧〉 se dice distributivo si, para todo
a, b, c ∈ L, se cumple que
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) y a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c)
Es bien conocido que un retı´culo es distributivo si y solo si no tiene ningu´n
subretı´culo isomorfo al Penta´gono o al Diamante. Ve´ase la Figura 2.2.
Definicio´n 2.1.21 Llamamos retı´culo booleano a todo retı´culo acotado, comple-
mentado y distributivo.
En los retı´culos booleanos, el complemento de cada elemento, adema´s de
existir, es u´nico. Podemos, por tanto, dar una versio´n algebraica de la defini-
cio´n anterior: 〈L,∨,∧, c,>,⊥〉 donde 〈L,∨,∧,>,⊥〉 es un retı´culo acotado
y (−)c : L → L es una operacio´n monaria tal que a ∧ ac = ⊥ y a ∨ ac = >.
Esta estructura algebraica se conoce como a´lgebra de Boole.
2.2. Operadores de clausura y conexiones de Galois
En esta seccio´n se introducen las nociones de operadores de clausura, de
sistemas de clausura y de conexio´n de Galois. Adema´s se recuerdan algunos
resultados sobre las relaciones entre operadores de clausura y sistemas de
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clausura, ası´ como la relacio´n entre las conexiones de Galois y los operadores
de clausura (sistemas de clausura).
Definicio´n 2.2.1 Sea 〈A,≤〉 un conjunto parcialmente ordenado. Un operador
de clausura (o de cierre) sobre A es una aplicacio´n c : A → A que es iso´tona,
inflacionaria e idempotente (c ◦ c = c).
Definicio´n 2.2.2 ( [37]) Sea 〈A,≤〉 un conjunto parcialmente ordenado. Un sub-
conjunto S ⊆ A se dice que es un sistema de clausura (tambie´n conocido como
familia de Moore) si para todo a ∈ A el conjunto {s ∈ S | a ≤ s} tiene mı´nimo.
Dicho de otro modo, si existe mı´n([a) ∩ S) para todo a ∈ A.
La siguiente proposicio´n muestra la relacio´n biunı´voca que existe entre
operadores de clausura y sistemas de clausura de un conjunto parcialmente
ordenado.
Proposicio´n 2.2.3 Sea 〈A,≤〉 un conjunto parcialmente ordenado.
1. Si c : A→ A es un operador de clausura, entonces el conjunto imagen de c,
que coincide con Sc = {a ∈ A | c(a) = a}, es un sistema de clausura.
2. Si S es un sistema de clausura, entonces la aplicacio´n cS : A→ A, definida
como cS(a) = mı´n([a) ∩ S) para todo a ∈ A, es un operador de clausura.
Adema´s, c = cSc y S = ScS .
En la proposicio´n anterior, cS se denomina operador de clausura asociado a
S, y Sc se llama sistema de clausura asociado a c.
En el caso de los retı´culos, la siguiente proposicio´n da una caracterizacio´n
alternativa para los sistemas de clausura.
Proposicio´n 2.2.4 Sea 〈L,≤〉 un retı´culo completo. Un subconjunto S ⊆ L es
un sistema de clausura si y solo si S es un ∧-subsemirretı´culo que contiene a >.
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Obse´rvese que, en este caso, cS(a) =
∧{s ∈ S | a ≤ s} y que 〈S,≤〉 es
un retı´culo completo tambie´n, aunque no necesariamente un subrretı´culo
de 〈L,≤〉. Por otro lado, todo retı´culo completo obviamente es un sistema
de clausura.
Definicio´n 2.2.5 Sean 〈A,≤〉 y 〈B,≤〉 dos conjuntos parcialmente ordenados y
f : A→ B y g : B → A. Decimos que el par (f, g) es una conexio´n de Galois si
para todo a ∈ A y todo b ∈ B se tiene que
b ≤ f(a) si y solo si a ≤ g(b) (2.5)
Teorema 2.2.6 Sean 〈A,≤〉 y 〈B,≤〉 dos conjuntos parcialmente ordenados y
f : A→ B y g : B → A. Entonces son equivalentes las siguientes afirmaciones:
1. (f, g) es una conexio´n de Galois.
2. f y g son antı´tonas y las composiciones f ◦ g y g ◦ f son inflacionarias.
3. f es antı´tona y g(b) = ma´x{a ∈ A | b ≤ f(a)} para todo b ∈ B.
4. g es antı´tona y f(a) = ma´x{b ∈ B | a ≤ g(b)} para todo a ∈ A.
En consecuencia, en toda conexio´n de Galois, una funcio´n del par determina
unı´vocamente a la otra. Por otro lado, de la condicio´n 2. es fa´cil deducir que
g ◦ f ◦ g = g y que f ◦ g ◦ f = f y, como consecuencia se tiene el siguiente
teorema.
Teorema 2.2.7 Si (f, g) es una conexio´n de Galois entre dos conjuntos parcial-
mente ordenados A y B, entonces g ◦ f es un operador de clausura en A y f ◦ g es
un operador de clausura en B.
Teorema 2.2.8 Si (f, g) es una conexio´n de Galois entre dos retı´culos (completos)
A = 〈A,≤〉 y B = 〈B,≤〉, entonces los sistemas de clausura
Sgf = {a ∈ A | g(f(a)) = a} y Sfg = {b ∈ B | f(g(b)) = b}
son retı´culos (completos) dualmente isomorfos, es decir 〈Sgf ,≤〉 ∼= 〈Sfg,≥〉.
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2.3. Ana´lisis de Conceptos Formales
El Ana´lisis de Conceptos Formales (ACF) fue introducido por Rudolf
Wille [103] en la de´cada de los 80. Se trata de un entorno conceptual para
estructurar, analizar, minimizar, visualizar y revelar conocimiento a partir
de la informacio´n proporcionada en te´rminos de una relacio´n binaria entre
los elementos de dos conjuntos: objetos y atributos. Las te´cnicas de ACF
han sido utilizadas en las tres u´ltimas de´cadas con gran e´xito en diversas
a´reas de investigacio´n como minerı´a de datos, ana´lisis de redes sociales,
marketing, diagnosis me´dica, etc.
El punto de partida lo constituye la relacio´n existente entre un conjunto
de objetos y sus propiedades.
Definicio´n 2.3.1 Un contexto formal K es una terna 〈G,M, I〉 donde G y M
son conjuntos no vacı´os e I es una relacio´n binaria entre G y M .
I m1 m2 m3 m4
o1 × × ×
o2 × × ×
o3 × × ×
o4 × ×
Tabla 2.1: Ejemplo de contexto formal
Los elementos de G se denominan objetos, y los de M atributos. Si 〈g,m〉 ∈ I ,
decimos que el objeto g tiene el atributo m o que g satisface m. Por ejem-
plo, la Tabla 2.1 representa un contexto formal K = 〈G,M, I〉 donde el
conjunto de objetos es G = {o1, o2, o3, o4}, el conjunto de atributos es
M = {m1,m2,m3,m4} y la relacio´n I viene dada por la tabla. En ella, por
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ejemplo, se puede observar que 〈o1,m1〉 ∈ I (el objeto o1 tiene el atributom1)
pero 〈o1,m4〉 6∈ I (el objeto o1 no satisface m4).
Del contexto formal se extrae conocimiento que es representado, o bien
mediante una estructura conocida como retı´culo de conceptos, o bien mediante
un conjunto de implicaciones entre los atributos. En realidad, ambas formas de
representar conocimiento son equivalentes, en el sentido de que representan
el mismo conocimiento y se puede reconstruir uno a partir del otro sin nece-
sidad de volver a consultar el contexto formal. Dedicaremos las siguientes
subsecciones a cada una de estas representaciones.
Figura 2.3: Diferentes caras del conocimiento en ACF
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2.3.1. Retı´culo de conceptos formales
El siguiente elemento a analizar dentro del ACF son los propios Concep-
tos Formales. Estos son subconjuntos de objetos y atributos que cumplen
una serie de propiedades dentro del contexto. Para definirlos tenemos que
empezar definiendo los operadores de derivacio´n.
Definicio´n 2.3.2 Dado un contexto formal 〈G,M, I〉, llamamos operadores de
derivacio´n a las funciones ↑ : 2G → 2M y ↓ : 2M → 2G que se definen por:
A↑ ={m ∈M | 〈g,m〉 ∈ I para todo g ∈ A} (2.6)
B↓ ={g ∈ G | 〈g,m〉 ∈ I para todo m ∈ B} (2.7)
para cada A ⊆ G y B ⊆M .
El conjunto A↑ es el de los atributos compartidos por todos los objetos de A
y el conjunto B↓ es el de los objetos que comparten todos los atributos de B.
Ejemplo 2.3.3 Para el contexto de la Tabla 2.1 tenemos, por ejemplo, que:
{o1}↑ = {m1,m2,m3}, {o1, o2}↑ = {m1,m3}, G↑ = ∅ y ∅↑ = M .
{m1}↓ = {o1, o2, o4}, {m1,m2}↓ = {o1}, M↓ = ∅, y ∅↓ = G.
Definicio´n 2.3.4 Sea K = 〈G,M, I〉 un contexto formal, A ⊆ G y B ⊆ M .
Decimos que el par 〈A,B〉 es un concepto formal de K si A↑ = B y B↓ = A.
En otras palabras, 〈A,B〉 es un concepto formal si A contiene justo todos
los objetos que comparten los atributos de B y, respectivamente, B contiene
justo todos los atributos que comparten los objetos de A. Podrı´amos decir
que A es la descripcio´n por “extensio´n” (en ingle´s “extent”) del concepto y B
es la descripcio´n por “comprensio´n” (en ingle´s “intent”) del concepto. Una
forma alternativa de definir los conceptos es como pares de subconjuntos
maximales tales que A×B ⊆ I .
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Ejemplo 2.3.5 En el contexto de la Tabla 2.1, el par 〈{o2, o3}, {m3,m4}〉 es un
concepto formal.
I m1 m2 m3 m4
o1 × × ×
o2 × × ×
o3 × × ×
o4 × ×
Tabla 2.2: Concepto Formal
Teorema 2.3.6 Sea K = 〈G,M, I〉 un contexto formal. El par de operadores de
derivacio´n ( ↑, ↓) forma una conexio´n de Galois entre 〈2G,⊆〉 y 〈2M ,⊆〉.
Como consecuencia directa de este teorema tenemos un conjunto de propie-
dades de los operadores de derivacio´n (ve´ase la seccio´n anterior) de las que
nos interesa especialmente el siguiente corolario.
Corolario 2.3.7 Sea K = 〈G,M, I〉 un contexto formal. Las composiciones de
sus operadores de derivacio´n, ↑↓ : 2G → 2G y ↓↑ : 2M → 2M , son operadores de
clausura cuyos sistemas de clausura son retı´culos completos dualmente isomorfos,
es decir, 〈S↑↓ ,⊆〉 ∼= 〈S↓↑ ,⊇〉.
Dado que A↑ = A↑↓↑ para todo A ⊆ G y B↓ = B↓↑↓ para todo B ⊆ M , los
cerrados de S↑↓ son precisamente las primeras componentes (extents) de los
conceptos y los de S↓↑ las segundas componentes (intents) de los conceptos.
Definicio´n 2.3.8 Sea K = 〈G,M, I〉 un contexto formal. Llamamos retı´culo de
conceptos de K, y lo denotamos por B(K), al retı´culo formado por los conceptos
2.3. ANA´LISIS DE CONCEPTOS FORMALES 23
con la relacio´n de orden
〈A1, B1〉 ≤ 〈A2, B2〉 si y solo si A1 ⊆ A2 (2.8)
o, equivalentemente, B1 ⊇ B2
El orden establecido entre los conceptos formales indica cua´l de ellos es ma´s
especı´fico. Ası´, 〈A1, B1〉 ≤ 〈A2, B2〉 indica que 〈A1, B1〉 es ma´s especı´fico
que 〈A2, B2〉 denomina´ndose subconcepto o, igualmente, que 〈A2, B2〉 es
ma´s general denomina´ndose superconcepto.
C0
C1 C2 C3
C4 C5 C6 C7
C8 C9 C10
C11
Figura 2.4: Retı´culo de conceptos del contexto descrito en la Tabla 2.1
Ejemplo 2.3.9 Para el contexto formal descrito en la Tabla 2.1, su retı´culo de con-
ceptos viene representado por la Figura 2.4 donde los conceptos son los siguientes:
C0 = 〈G,∅〉
C1 = 〈{o1, o2, o3}, {m3}〉
C2 = 〈{o1, o2, o4}, {m1}〉
C3 = 〈{o2, o3, o4}, {m4}〉
C4 = 〈{o1, o3}, {m2,m3}〉
C5 = 〈{o1, o2}, {m1,m3}〉
C6 = 〈{o2, o3}, {m3,m4}〉
C7 = 〈{o2, o4}, {m1,m4}〉
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C8 = 〈{o1}, {m1,m2,m3}〉
C9 = 〈{o3}, {m2,m3,m4}〉
C10 = 〈{o2}, {m1,m3,m4}〉
C11 = 〈∅,M〉
Teorema 2.3.10 (Teorema fundamental de los retı´culos de conceptos) Para
todo contexto K = 〈G,M, I〉 se tiene que B(K) es un retı´culo completo en el que






















Un retı´culo completo L = 〈L,≤〉 es isomorfo a B(K) si y solo si existen funciones
γ˜ : G→ L y µ˜ : M → L tales que γ˜(G) es ∨-denso en L, µ˜(M) es ∧-denso en L y,
para todo g ∈ G y m ∈M , se cumple que:
〈g,m〉 ∈ I si y solo si γ˜(g) ≤ µ˜(m).
En particular, L ∼= B(L,L,≤).
En resumen, todo retı´culo de conceptos es un retı´culo completo y todo
retı´culo completo 〈L,≤〉 es isomorfo a muchos retı´culos de conceptos, en
particular, el del contexto 〈L,L,≤〉. Nos preguntamos ahora si hay uno ma´s
pequen˜o. Recue´rdese que, en el caso de los retı´culos finitos, γ˜(G) es ∨-denso
si y solo si J(L) ⊆ γ˜(G), y µ˜(M) es ∧-denso si y solo si M(L) ⊆ µ˜(G) (ve´ase
la Proposicio´n 2.1.14).
Es fa´cil caer en la cuenta de que si duplicamos filas y/o columnas en
un contexto, el nuevo retı´culo de conceptos sera´ isomorfo al inicial. Esto
justifica la siguiente definicio´n.
Definicio´n 2.3.11 Un contexto K = 〈G,M, I〉 se dice que esta´ clarificado si
cumple que:
1. {g1}↑ = {g2}↑ implica g1 = g2 para todo g1, g2 ∈ G.
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2. {m1}↓ = {m2}↓ implica m1 = m2 para todo m1,m2 ∈M .
Por un razonamiento similar llegamos a la conclusio´n de que, en un contexto
finito, si una fila o columna es interseccio´n de otras, puede ser eliminada del
contexto sin afectar a la estructura del retı´culo de conceptos. Esto sucede, en
particular, si tenemos una fila/columna completa o vacı´a.
Definicio´n 2.3.12 Un contexto finito K = 〈G,M, I〉 se dice que es reducido si,
para todo A ⊆ G, g ∈ G, B ⊆M y m ∈M , se cumple que:
1. {g}↑ 6= ∅ y, si {g}↑ = A↑, entonces g ∈ A.
2. {m}↓ 6= ∅ y, si {m}↓ = B↓, entonces m ∈ B.
El siguiente teorema responde a la pregunta planteada a continuacio´n del
Teorema Fundamental.
Teorema 2.3.13 Para todo retı´culo finito L = 〈L,≤〉 se tiene que el contexto
K(L) = 〈J(L), M(L),≤〉 cumple que L ∼= B(K(L)). Adema´s, e´ste es el u´nico
contexto reducido, salvo isomorfismos, que cumple tal condicio´n.
Este teorema, sin embargo, no se puede extender a todo retı´culo completo
ya que, por ejemplo, para 〈R,≤〉 se tiene que J(R) = M(R) = ∅.
Ejemplo 2.3.14 Consideremos el retı´culo de los divisores positivos de 12 descrito
en la Figura 2.1. El u´nico contexto reducido cuyo retı´culo de conceptos es isomorfo
a e´l es 〈{2, 3, 4}, {3, 4, 6}, I〉 donde I viene descrito por la Tabla 2.3.
2.3.2. Implicaciones de atributos
Existe una forma de obtener y representar conocimiento sobre un con-
texto alternativa al retı´culo de conceptos: las implicaciones de atributos.
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Tabla 2.3: Contexto reducido para el retı´culo de los divisores de 12.
Veremos en esta seccio´n que son equivalentes, en el sentido de que contie-
nen el mismo conocimiento y se puede pasar de una a la otra sin necesidad
de consultar el contexto formal. La ventaja del retı´culo de conceptos es
que permite navegar por e´l, pasando de subconceptos a superconceptos
y viceversa. La ventaja de las implicaciones de atributos es que permiten
un tratamiento de tipo lo´gico y, ma´s au´n, automatizar los razonamientos.
Por otro lado, es muy frecuente que el conocimiento en te´rminos de im-
plicaciones se pueda caracterizar con mucha menos informacio´n que el
conocimiento en forma de retı´culo de conceptos.
Presentamos los resultados relacionados con las implicaciones de atri-
butos considerando los componentes habituales de una lo´gica: lenguaje,
sema´ntica, sistema axioma´tico o inferencia sinta´ctica, y demostrador auto-
ma´tico.
Definicio´n 2.3.15 Dado un conjunto de atributos M, se define el lenguaje como
LM = {X → Y | X,Y ⊆M}
Las formulas en LM se denominan implicaciones entre atributos, o simplemente
implicaciones. En una implicacio´n X → Y , llamamos premisa a X y conclu-
sio´n a Y . Llamaremos sistema implicacional a cualquier subconjunto Σ ⊆ LM .
Es costumbre, y nosotros lo haremos, omitir las llaves y las comas en
las premisas y las conclusiones de las implicaciones. Del mismo modo, la
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unio´n de conjuntos dentro de una implicacio´n se denotara´ por yuxtaposicio´n
de los dos conjuntos. Por ejemplo, escribiremos m1m2 → m3 en lugar de
{m1,m2} → {m3} y AB → CD en lugar de A ∪B → C ∪D. El objetivo es
reducir el taman˜o de las fo´rmulas y simplificar su lectura.
Sema´ntica:
Una vez definido el lenguaje se va a introducir la sema´ntica para darle
un significado a las fo´rmulas del lenguaje.
Definicio´n 2.3.16 Sea K = 〈G,M, I〉 un contexto formal y A → B ∈ LM .
Decimos que el contexto K es un modelo para A→ B, denotado por K |= A→ B,
si A↓ ⊆ B↓, o equivalentemente, B ⊆ A↓↑.
Como es usual, esta notacio´n se extiende a sistemas implicacionales:
dado Σ ⊆ LM , la expresio´n K |= Σ denota que K |= A → B para todo
A→ B ∈ Σ.
I m1 m2 m3
g1 × ×
g2 ×
g3 × × ×
Tabla 2.4: Contexto Formal K = 〈G,M, I〉.
Ejemplo 2.3.17 Para el contexto formal K = 〈G,M, I〉 donde G = {g1, g2, g3},
M = {m1,m2,m3} e I la relacio´n binaria descrita en la Tabla 2.4, se tiene que
K |= {m1 → m3,∅→ m2} mientras que K 6|= m2 → m3.
Definicio´n 2.3.18 Sea M un conjunto de atributos. Decimos que una implicacio´n
A→ B ∈ LM se deriva sema´nticamente de un sistema implicacional Σ ⊆ LM ,
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denotado por Σ |= A → B, si K |= Σ implica K |= A → B para todo contexto
formal K.
Por otro lado, decimos que dos sistemas implicacionales Σ1,Σ2 ⊆ LM son
sema´nticamente equivalentes, y lo denotaremos por Σ1 ≡ Σ2, si, para todo
contexto formal K, se cumple que K |= Σ1 si y solo si K |= Σ2.
En resumen, Σ |= A → B si todo modelo de Σ es modelo de A → B y
Σ1 ≡ Σ2 si sus modelos coinciden, es decir, ambos conjuntos representan el
mismo conocimiento.
Ejemplo 2.3.19 Consideremos el conjunto de atributos M = {m1,m2,m3}. Se
tiene que {m1 → m2,m1 → m3} ≡ {m1 → m2m3} porque, para todo contexto
formal K = 〈G,M, I〉, se cumple que {m2,m3}↓ = {m2}↓ ∩ {m3}↓ y, por tanto,
{m1}↓ ⊆ {m2}↓ y {m1}↓ ⊆ {m3}↓ si y solo si {m1}↓ ⊆ {m2,m3}↓
El sistema axioma´tico de Armstrong:
El sistema axioma´tico conocido como “axiomas de Armstrong” conside-
ra un esquema de un axioma y dos reglas de inferencia: sean A,B,C ⊆M ,
[Inc] Inclusio´n: `A AB → A
[Augm] Aumentacio´n: A→ B `A AC → BC
[Trans] Transitividad: A→ B,B → C `A A→ C
La nocio´n de derivacio´n sinta´ctica se introduce del modo habitual:
Definicio´n 2.3.20 Una implicacio´n ϕ ∈ LM se dice que se deriva sinta´ctica-
mente, o se infiere, de un conjunto de implicaciones Σ ⊆ LM , denotado por
Σ `A ϕ, si existe una secuencia de implicaciones ϕ1, . . . , ϕn ∈ LM tal que ϕn = ϕ
y, para todo 1 ≤ i ≤ n, se cumple alguna de las siguientes condiciones:
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ϕi pertenece a Σ,
ϕi es un axioma, o
ϕi se obtiene aplicando las reglas de inferencia descritas anteriormente a las
implicaciones {ϕj | 1 ≤ j < i}.
En este caso, se dice que la secuencia {ϕi | 1 ≤ i ≤ n} es una prueba o demostracio´n
para Σ `A ϕ.
El origen de este sistema axioma´tico lo encontramos en [9] donde se utiliza
para estudiar las propiedades de las dependencias funcionales en el modelo
relacional de Codd [20]. En trabajos posteriores al mencionado [10, 38, 52, 82]
se han propuesto otros sistemas axioma´ticos equivalentes a e´l, pero hemos
optado por presentar el original. Por otro lado, hemos llamado al esquema de
axioma “inclusio´n” aunque comu´nmente es conocido como “reflexividad”.
El motivo es que reservamos este nombre para otro esquema de axioma que
encaja mejor con la idea matema´tica de reflexividad.
Ejemplo 2.3.21 SeaM = {m1,m2,m3,m4,m5}. La siguiente secuencia demues-
tra que {m1m2 → m3m4,m2m3 → m5} `A m1m2 → m5:
ϕ1 = m1m2 → m3m4 Hipo´tesis.
ϕ2 = m2m3 → m5 Hipo´tesis.
ϕ3 = m1m2 → m2m3m4 Aplicando [Augm] a ϕ1 con m2.
ϕ4 = m2m3m4 → m4m5 Aplicando [Augm] a ϕ2 con m4.
ϕ5 = m1m2 → m4m5 Aplicando [Trans] a ϕ3 y ϕ4.
ϕ6 = m4m5 → m5 Por [Inc].
ϕ7 = m1m2 → m5 Aplicando [Trans] a ϕ5 y ϕ6.
El siguiente teorema asegura que la derivacio´n sinta´ctica y la sema´ntica
coinciden, es decir, todo lo que se puede derivar con el sistema axioma´tico
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de Armstrong se puede derivar sema´nticamente (es correcto) y viceversa
(es completo).
Teorema 2.3.22 (Correccio´n y completitud) Sea M un conjunto finito de atri-
butos, Σ ⊆ LM y A→ B ∈ LM . Entonces Σ |= A→ B si y solo si Σ `A A→ B.
La Lo´gica de Simplificacio´n:
Aunque el sistema axioma´tico de Armstrong se referencia en multitud
de trabajos, en la pra´ctica se usa para el estudio teo´rico de las implicaciones,
y no para el desarrollo de aplicaciones/algoritmos. El problema intrı´nseco
en e´l es que las demostraciones no son fa´cilmente automatizables. Por este
motivo, en [79] se presento´ la Lo´gica de Simplificacio´n que es ma´s adecuada
para el razonamiento automa´tico [78].
La Lo´gica de Simplificacio´n considera la reflexividad como esquema de
axioma y las siguientes reglas de inferencia denominadas fragmentacio´n,
composicio´n y simplificacio´n respectivamente.
[Ref] Reflexividad: `S A→ A
[Frag] Fragmentacio´n: A→BC `S A→B
[Comp] Composicio´n: A→B, C→D `S AC→BD
[Simp] Simplificacio´n: A→B, C→D `S A(C-B)→D
En realidad, podemos quedarnos solamente con [Ref] y [Simp], porque
[Frag] y [Comp] son reglas derivadas de las anteriores.
Teorema 2.3.23 ( [27]) SeaM un conjunto finito de atributos. Para todo Σ ∈ LM
y todo A→ B ∈ LM , Σ `S A→ B si y solo si Σ `A A→ B.
Corolario 2.3.24 La Lo´gica de Simplificacio´n es correcta y completa.
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Dada la equivalencia del teorema anterior, en adelante, omitiremos el subı´n-
dice y escribiremos simplemente `.
La principal ventaja de la Lo´gica de Simplificacio´n es que las reglas
de inferencia se pueden considerar reglas de equivalencia que permiten
eliminar redundancias, y e´stas, a su vez, son suficientes para calcular todas
las derivaciones (ver [78] para ma´s detalles y demostraciones).
Teorema 2.3.25 ( [78]) Las siguientes equivalencias se cumplen:
1. Eq. de Fragmentacio´n [EqFr]: {A→B} ≡ {A→B-A}.
2. Eq. de Composicio´n [EqCo]: {A→B,A→C} ≡ {A→BC}.
3. Eq. de Simplificacio´n [EqSi]: Si A ∩B = ∅ y A ⊆ C entonces
{A→B,C→D} ≡ {A→B,C-B→D-B}
Se observa que estas equivalencias, leı´das de izquierda a derecha, eliminan
la informacio´n redundante, lo que justifica el nombre de la lo´gica.
Razonamiento automa´tico:
Para cada sistema implicacional, el sistema axioma´tico define un ope-
rador de clausura en 2M que vamos a llamar “cierre sinta´ctico”.
Definicio´n 2.3.26 Sea M un conjunto de atributos y Σ ⊆ LM . Decimos que un
conjunto X ⊆ M es cerrado respecto Σ si, para todo A → B ∈ Σ, se tiene que
A ⊆ X implica B ⊆ X .
El conjunto de los cerrados respecto de Σ forma un sistema de clausura (ver
Definicio´n 2.2.2) y, por el Teorema 2.2.3, define un operador de clausura en
〈2M ,⊆〉.
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Definicio´n 2.3.27 SeaM un conjunto de atributos y Σ ⊆ LM . Para cadaX ⊆M
se define el cierre sinta´ctico de X respecto Σ como:
X+Σ =
⋂
{C ⊆M | X ⊆ C y C es cerrado respecto Σ}
El siguiente teorema es la base, no solo para calcular cierres, sino tambie´n
para introducir un me´todo de razonamiento automa´tico.
Teorema 2.3.28 Sea M un conjunto finito de atributos, Σ ⊆ LM y A,B ⊆ M .
Las siguientes condiciones son equivalentes:
Σ ` A→B si y solo si B ⊆ A+Σ si y solo si {∅→A} ∪ Σ ` ∅→B.
Como consecuencia directa del teorema anterior tenemos que:
X+Σ = ma´x{Y ⊆M | Σ ` X → Y }
Por otro lado, el me´todo lineal, presentado en [78], para calcular el cierre
de un conjunto X con respecto a Σ, o equivalentemente, para determinar si
X → Y se puede inferir de Σ, consiste en:
1. An˜adimos ∅→X a Σ. Esta implicacio´n sirve de semilla y guı´a para el
procedimiento.
2. Mientras sea posible, compara la guı´a con el resto de implicaciones y
aplica la equivalencia que corresponda (Teorema 2.3.25) de entre las
siguientes:
Eq. I: Si B ⊆ A entonces {∅→A,B→C} ≡ {∅→AC}.
Eq. II: Si C ⊆ A entonces {∅→A,B→C} ≡ {∅→A}.
Eq. III: En otro caso, {∅→A,B→C} ≡ {∅→A,B-A→C-A}.
3. Cuando se alcance un punto fijo, si la guı´a es ∅→A, entonces se tiene
que X+Σ = A.
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En el caso de que queramos determinar si Σ ` X → Y , la respuesta
sera´ afirmativa si y solo si Y ⊆ A. Obse´rvese que el proceso se puede
interrumpir antes de alcanzar el punto fijo en el momento en que
Y ⊆ A.
Ejemplo 2.3.29 Sea Σ = {ab→c, bc→d, de→f, ce→f}. Para calcular de+Σ ,
consideramos como guı´a la implicacio´n ∅ → de y aplicamos las equivalencias
descritas en el me´todo anterior. Una vez concluido tenemos que de+Σ = def .
Guı´a Σ
∅→de ab→c bc→d de→f ce→f
∅→de ab→c bc→6d 6d6e→f c6e→f
∅→def ab→c c→6f
∅→def ab→c
Si lo que se pretende es determinar si Σ ` de→ f , el proceso habrı´a terminado y
contestado afirmativamente en la segunda iteracio´n.
El me´todo expuesto, no solo calcula el cierre de un conjunto de atributos en
la ‘guı´a’, sino que el resto de implicaciones en el conjunto resultante, como
veremos, contiene informacio´n relevante.
2.3.3. Retı´culos de conceptos versus implicaciones
Aparte de que se puede razonar de forma automa´tica con implicaciones,
la principal ventaja de trabajar con e´stas, en lugar de con el retı´culo de
conceptos, es que no necesitamos calcular y manejar todas las implicacio-
nes que se satisfacen en el contexto. El taman˜o del conjunto de todas las
implicaciones que se satisfacen en un contexto puede ser exponencial con
respecto al taman˜o del concepto. Sin embargo, podemos obtener subconjun-
tos ma´s pequen˜os de los que se pueden derivar todas las dema´s con un muy
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bajo coste. Estos subconjuntos reciben el nombre de sistemas implicacionales
completos.
Definicio´n 2.3.30 Sea K = 〈G,M, I〉 un contexto formal. Decimos que un siste-
ma implicacional Σ ⊆ LM es completo para K si, para todo A→ B ∈ LM ,
K |= A→ B si y solo si Σ ` A→ B.
Como consecuencia directa de la definicio´n anterior se tiene que, para todo
contexto formal K y todo sistema implicacional completo Σ, ambos opera-
dores de cierre coinciden, es decir,
X↓↑ = X+Σ , para todo X ⊆M.
El retı´culo de conceptos y el sistema implicacional, por tanto, representan el
mismo conocimiento sobre el contexto.
Existen diferentes algoritmos para construir el retı´culo de conceptos a
partir de un sistema implicacional completo. Por ejemplo, en [23, 24], se pro-
porcionan me´todos, basados en el algoritmo del cierre descrito en la seccio´n
anterior, para calcular todos los cerrados y sus generadores minimales. Estos
me´todos usan la ‘guı´a’ para obtener los cerrados, y el resto de implicaciones
para guiar la bu´squeda y reducir el taman˜o del problema.
Para el problema inverso, obse´rvese que existen diferentes sistemas im-
plicacionales completos para el mismo contexto y, por tanto, para el mismo
retı´culo de conceptos. En [13], se expone un estudio exhaustivo sobre diferen-
tes propiedades relacionadas con el taman˜o de los sistemas implicacionales
completos. Un sistema implicacional se considera base de un contexto si,
adema´s de ser completo, satisface algu´n criterio de minimalidad (con res-
pecto al cardinal, con respecto al nu´mero de atributos que intervienen en e´l,
etc.), es decir, donde la redundancia se ha reducido a su mı´nima expresio´n.
Un problema ampliamente estudiado es co´mo obtener una base del contexto
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con la mı´nima cardinalidad, es decir, que el sistema implicacional tenga
el menor nu´mero de implicaciones posible. Para un contexto finito, esta
base siempre existe y es conocida como base de Duquenne-Guigues, base
raı´z (stem basis) o base cano´nica [46], y se construye a partir de la nocio´n de
pseudo-cerrado (tambie´n conocido como pseudo-intent) [40].
Definicio´n 2.3.31 Sea c un operador de clausura en 〈2M ,⊆〉. Un conjunto A ⊆
M es quasi-cerrado si, para todo B ⊆ A, se tiene que c(B) ⊆ A o c(B) = c(A).
Por otro lado, un conjunto quasi-cerrado A es pseudo-cerrado si c(A) 6= A y,
para todo conjunto quasi-cerrado B  A, se tiene que c(B)  A.
Un conjunto es quasi-cerrado si es cerrado o es tal que, al an˜adirlo al
sistema de clausura, se obtiene un nuevo sistema de clausura. Por otro lado,
un conjunto pseudo-cerrado es un minimal de entre aquellos conjuntos
quasi-cerrados que tienen el mismo cierre. Obse´rvese que puede haber ma´s
de un minimal para cada cerrado. Un estudio ma´s profundo sobre estas
nociones se puede encontrar en [64].
La siguiente definicio´n parte de un operador de cierre arbitrario. Este
operador puede ser (−)↓↑ o (−)+Σ dependiendo de si partimos del contexto,
del retı´culo de conceptos o de un sistema implicacional completo.
Definicio´n 2.3.32 Sea c un operador de clausura en 〈2M ,⊆〉. La base Duquenne-
Guigues para c se define como ΣDG = {A→ c(A)-A | A es pseudo-cerrado para c}.
La existencia y unicidad de la base Duquenne-Guigues esta´ asegurada y,
adema´s, es la base de menor cardinalidad, es decir, que Σ ≡ ΣDG implica
|ΣDG| ≤ |Σ|. Esta u´ltima afirmacio´n se debe a la siguiente proposicio´n.
Proposicio´n 2.3.33 ( [40]) Sea M un conjunto de atributos y Σ ⊆ LM . Si C
es un conjunto pseudo-cerrado respecto (−)+Σ , entonces existe una implicacio´n
A→ B ∈ Σ tal que A ⊆ C y A+Σ = C+Σ .
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En la bibliografı´a podemos encontrar tambie´n diversos me´todos para cal-
cular la base Duquenne-Guigues a partir de, o bien un contexto, o bien un
retı´culo de conceptos, o bien un sistema implicacional arbitrario. El ma´s
conocido es una variante del algoritmo NextClosure que describiremos
en la siguiente seccio´n.
Ejemplo 2.3.34 En [40], se considera un ejemplo que muestra los datos de paises,
concretamente se muestran los datos de 130 paı´ses y 6 atributos: Group of 77,
Non-alligned, LDC (Least Developed Countries), MASC (Most Seriously Affected
Countries), OPEC (Organization of Petrol Exporting Countries) y ACP (African,
Caribean and Pacific Countries).
La base es la siguiente:
OPEC→ Group of 77, Non-alligned
MASC→ Group of 77
Non-alligned→ Group of 77
Group of 77, Non-alligned, MASC, OPEC→ LLDC, ACP
Group of 77, Non-alligned, LLDC, OPEC→MASC, ACP

2.3.4. Ca´lculo del retı´culo de conceptos y de las implicaciones
Como es bien conocido, la complejidad del problema de generar todos
los conceptos es exponencial en el taman˜o del contexto de entrada y el pro-
blema de determinar el nu´mero de conceptos formales es #P-completo [63].
En ese artı´culo, S.O. Kuznetsov and S.A. Obiedkov proponen una compara-
cio´n significativa entre los principales algoritmos para generar los conceptos
formales con respecto a la densidad/dispersio´n del contexto formal.
Uno de los temas principales de estudio es el orden en el que se generan
los conceptos formales para evitar duplicidades y, de esta forma, realizar una
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bu´squeda ma´s eficiente. La diferencia principal entre los distintos algoritmos
de la bibliografı´a estriba en el orden en que se realiza la bu´squeda, para
evitar repeticiones, y en diferentes estrategias de poda para esta bu´squeda
que evitan ca´lculos innecesarios [12]. Algunos algoritmos sustituyen el coste
en tiempo por coste en espacio de almacenamiento al utilizar complejas
estructuras de datos.
Los trabajos iniciales en relacio´n a este tema (ver los surveys [6, 12, 63])
los encontramos en: el algoritmo de Malgrange [72] que recorre el retı´culo
por niveles y calcula el siguiente candidato basa´ndose en los conceptos de
niveles anteriores; el algoritmo de Chein [19] con una estrategia similar y el
algoritmo de Norris [80] que introduce un enfoque incremental.
Cuando aparecio´ el algoritmo NextClosure [40, 43] de Ganter, hubo
un salto cualitativo al introducir el orden le´ctico que inserta el orden de la
inclusio´n en orden total, eliminando repeticiones, y evita calcular el cierre
de todos los posibles subconjuntos de atributos. Es digno de destacar que
este algoritmo no requiere espacio exponencial porque no utiliza ninguna
estructura de datos adicional.
Casi coeta´neo a este algoritmo encontramos una familia de me´todos,
entre los que destaca el algoritmo de Bordat [15], que funcionan ma´s ra´pi-
do que el NextClosure a cambio de utilizar espacio exponencial para
almacenar informacio´n de todos los conceptos. A e´stos les sigue el algo-
ritmo de Nourine [81] basado en el de Norris y con una estrategia similar
a Bordat pero con una estructura de datos ma´s eficiente para almacenar
los conceptos calculados. Titanic [97] y Upper-Neighbour [70] usan
un exhaustivo me´todo de bu´squeda de abajo hacia arriba para calcular los
candidatos. Titanic adema´s calcula las reglas de asociacio´n (una genera-
lizacio´n de las implicaciones de la que hablaremos en la siguiente seccio´n)
y Upper-Neighbour las relaciones de vecindad. Add-Intent [101], con
un proceso incremental para construir el retı´culo, tambie´n proporciona las
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relaciones de vecindad.
Otro salto cualitativo en la mejora de estos algoritmos se produjo con el
test de canonicidad propuesto por S. Kuztnesov et al. en [61,63] en el algoritmo
Close-by-One (CbO). Como se indica en el recopilatorio ma´s reciente [6],
es comu´nmente aceptado que las nuevas variantes de CbO, como FCbO [58]
e In-Close [5] son significativamente mas ra´pidas que los algoritmos pre-
cedentes. Uno de los aspectos ma´s relevantes es la modificacio´n del test
de canonicidad, por ejemplo, FCbO propone un test de fallo en la canoni-
cidad heredada antes de calcular el cierre, esto es, un concepto es cerrado
antes de que sus descendientes sean calculados. Mientras, In-Close an˜ade
una nueva forma de comprobar la canonicidad antes de que se cierre un
concepto.
Concept Explorer (ConExp) [107] y Lattice Miner [66], entre otros,
son herramientas de libre disposicio´n que permiten dibujar los retı´culos de
conceptos.
El Algoritmo NetxClosure:
Presentamos a continuacio´n el algoritmo NetxClosure, aunque no
es el ma´s eficiente, por su relevancia y su influencia en otros algoritmos,
adema´s de que el mismo algoritmo sirve para calcular los conceptos y la
base Duquenne-Guigues.
Dado un contexto finito K = 〈G,M, I〉, para explorarlo en bu´squeda
de los conceptos y/o la base Duquenne-Guigues, el algoritmo recorre 2M
siguiendo un orden total conocido como “orden le´ctico”. Partiendo de una
ordenacio´n total deM , por ejemplo,M = {m1 < m2 < . . . < m7}, identifica-
mos cada subconjunto con su mapa de bits. Ası´, por ejemplo, el subconjunto
A = {m1,m3,m4,m6} se puede describir como 1011010. De este modo po-
demos considerar que un subconjunto precede a otro si su mapa de bits,
como nu´mero binario, es anterior.
2.3. ANA´LISIS DE CONCEPTOS FORMALES 39
Por simplicidad en la notacio´n, asumiremos en adelante que M =
{1, . . . ,m}.
Definicio´n 2.3.35 SeaM = {1, . . . ,m}. Definimos el orden le´ctico en 2M como
sigue: para cada A,B ⊆M , se tiene que A es ma´s pequen˜o le´cticamente que B,
denotado porA < B, siA 6= B y el menor elemento que los distingue pertenece aB,
es decir, si y solo si existe i ∈ B rA tal que {x ∈ A | x < i} = {x ∈ B | x < i}.
Ejemplo 2.3.36 En M = {x ∈ N | 1 ≤ x ≤ 9}, consideremos los conjuntos
A = {1, 2, 5, 6} y B = {1, 2, 4, 6}. Tenemos que A < B porque el menor elemento
en que difieren es 4 y pertenece a B.
M 1 2 3 4 5 6 7 8 9
A 1 1 0 0 1 1 0 0 0
B 1 1 0 1 0 1 0 0 0
La principal caracterı´stica del orden le´ctico, adema´s de ser total, es que
subsume al orden de la inclusio´n de conjuntos.
Proposicio´n 2.3.37 Sea M un conjunto finito y A,B ⊆M . Si A  B entonces
A < B.
Este orden le´ctico se puede describir tambie´n del siguiente modo: A < B si
y solo si existe i ∈M tal que A <i B donde:
A <i B si y solo si i ∈ B rA y {x ∈ A | x < i} = {x ∈ B | x < i}
Por otro lado, dado un operador de cierre c en 〈2M ,⊆〉, y un subconjunto
A ⊆M , definimos A⊕ i como el cerrado:
A⊕ i := c({x ∈ A | x < i} ∪ {i})
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I 1 2 3 4
o1 × × ×
o2 × × ×
o3 × × ×
o4 × ×
Tabla 2.5: Ejemplo de contexto formal
Ejemplo 2.3.38 Consideremos el contexto descrito en la Tabla 2.5 y su operador
de cierre (−)↓↑ : 2M → 2M . Para el conjunto A = {1, 3, 4} ⊆ M , se tiene que
A⊕ 2 = {1, 2}↓↑ = {1, 2, 3}.
El siguiente teorema es la base del algoritmo NextClosure.
Teorema 2.3.39 Sea M un conjunto finito, c un operador de clausura en 〈2M ,⊆〉
y A ⊆M . El menor conjunto cerrado mayor que A (llamado siguiente cerrado)
con respecto al orden le´ctico es
A⊕ i donde i = ma´x{j ∈M | A <j A⊕ j}.
Existen distintas versiones del algoritmo en funcio´n de cua´les son los
datos de entrada (un contexto formal, un operador de cierre o un sistema
implicacional) y cua´l es la salida (el retı´culo de conceptos, el conjunto de los
cerrados o la base Duquenne-Guigues). Comenzamos presentando la ver-
sio´n que cronolo´gicamente fue la primera. Esta versio´n toma como entrada
un operador de clausura y devuelve el conjunto de los cerrados. En esencia,
el algoritmo comienza calculando el cierre de ∅ y, a partir de ahı´, calcula el
resto de cerrados en orden le´ctico hasta llegar al mayor, que es el propio M .
Una caracterı´stica interesante de este algoritmo es que, si bien tiene coste
exponencial en el peor caso, en cada paso calcula el siguiente cerrado en
tiempo polino´mico.
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Funcio´n NextClosure(c, A)
Entrada: Un operador de clausura c en 〈2M ,⊆〉 donde M es un conjunto finito y un
subconjunto A ⊆M .
Salida: El siguiente cerrado a A en el orden le´ctico.
1 inicio
2 para cada i ∈M en orden decreciente hacer
3 si i ∈ A entonces A := A\{i} ;
4 en otro caso
5 B := c(A ∪ {i});
6 si A <i B entonces devolver B;
7 devolver M
Algoritmo 1: Cerrados
Entrada: Un operador de clausura c en 〈2M ,⊆〉 donde M es un conjunto finito.
Salida: El conjunto Sc de todos los cerrados en orden le´ctico.
1 inicio
2 A := c(∅); Sc := {A};
3 repetir
4 A :=NextClosure(c, A);
5 An˜ade A a Sc
6 hasta que A = M ;
7 devolver Sc
Ejemplo 2.3.40 Consideremos el contexto descrito en la Tabla 2.6 y su operador
de cierre (−)↓↑ : 2M → 2M . Para calcular los cerrados, el Algoritmo 1, en lugar de
calcular el cierre de los 16 subconjuntos de M , realiza 7 cierres y devuelve
Sc = {{4}, {3, 4}, {1, 4}, {1, 2, 4}, {1, 2, 3, 4}}
Los ca´lculos realizados por el algoritmo se resumen en la Tabla 2.7.
La modificacio´n de este algoritmo para que devuelva, adema´s de los
cerrados, la base Duquenne-Guigues se basa en que la unio´n del conjunto de
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I 1 2 3 4
o1 × × ×
o2 × ×
o3 × ×
Tabla 2.6: Ejemplo de contexto formal
Candidato Cerrado ¿Es el siguiente? Salida
∅ {4} – {4}
{3} {3, 4} Sı´ {3, 4}
{2} {1, 2, 4} No
{1} {1, 4} Sı´ {1, 4}
{1, 3} {1, 2, 3, 4} No
{1, 2} {1, 2, 4} Sı´ {1, 2, 4}
{1, 2, 3} {1, 2, 3, 4} Sı´ {1, 2, 3, 4}
Tabla 2.7: Traza del Algoritmo 1 aplicado al contexto descrito en la Tabla 2.6.
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los cerrados y los pseudo-cerrados forma tambie´n un sistema de clausura.
Combina, para ello, el uso del operador de cierre con el cierre sinta´ctico
(−)+Σ obtenido a partir de las implicaciones ya calculadas.
Algoritmo 2: Cerrados e implicaciones
Entrada: Un operador de clausura c en 〈2M ,⊆〉 donde M es un conjunto finito.
Salida: El conjunto Sc de todos los cerrados en orden le´ctico y ΣDG que es la base
Duquenne-Guigues.
1 inicio
2 Sc := ∅; ΣDG := ∅; A := c(∅);
3 An˜ade A a Sc;
4 si A 6= ∅ entonces an˜ade ∅→ A a ΣDG;
5 repetir
6 A :=NextClosure( (−)+ΣDG , A );
7 B := c(A);
8 si A = B entonces an˜ade A a Sc;
9 en otro caso an˜ade A→ B-A a ΣDG;
10 hasta que A = M ;
11 devolver Sc y ΣDG
Ejemplo 2.3.41 Consideremos el contexto del Ejemplo 2.3.40 (descrito en la Tabla
2.6). El Algoritmo 2, adema´s de calcular Sc, devuelve tambie´n la base Duquenne-
Guigues, que es ΣDG = {∅→ 4, 2 4→ 1, 1 3 4→ 2}. Los ca´lculos realizados por
el algoritmo se resumen en la Tabla 2.8.
Es un simple ejercicio adaptar el algoritmo anterior para que devuel-
va, no solo los cerrados, sino los conceptos formales de un contexto. Solo
tendrı´amos que modificar las lı´neas 5 y 6 de la Funcio´n NextClosure para
que calcule B := (A ∪ {i})↓ y C := B↑, y devuelva 〈B,C〉.
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C A = C+ΣDG ¿Es el siguiente? c(A) Sc ΣDG
∅ ∅ – {4} {4} ∅→ 4
{3} {3, 4} Sı´ {3, 4} {3, 4}
{2} {2, 4} Sı´ {1, 2, 4} 2 4→ 1
{2, 3, 4} {1, 2, 3, 4} No
{1} {1, 4} Sı´ {1, 4} {1, 4}
{1, 3} {1, 4} Sı´ {1, 2, 3, 4} 1 3 4→ 2
{1, 2} {1, 2, 4} Sı´ {1, 2, 4} {1, 2, 4}
{1, 2, 3} {1, 2, 3, 4} Sı´ {1, 2, 3, 4} {1, 2, 3, 4}
Tabla 2.8: Traza del Algoritmo 2 aplicado al contexto descrito en la Tabla 2.6.
2.4. Reglas de asociacio´n
Una generalizacio´n de la nocio´n de implicacio´n es la de regla de aso-
ciacio´n. Aunque no abordaremos este tema, presentamos aquı´ una breve
introduccio´n porque podemos encontrar algunos trabajos previos (los des-
cribiremos en el siguiente capı´tulo) de otros autores, relacionados con la
tema´tica de esta tesis, que hacen referencia a reglas de asociacio´n. Tienen su
origen en un a´rea de investigacio´n muy pro´xima al ACF: la Minerı´a de Datos.
El ejemplo tı´pico, que los investigadores en este a´rea utilizan, es el
conocido como ‘la cesta de la compra’. Un supermercado tiene una serie
de productos a la venta que llaman ı´tems. Supongamos que el conjunto
de ı´tems es {i1, i2, i3, i4}. Cada comprador se lleva a casa un subconjunto
de ı´tems. Supongamos que hay 7 compradores y, por tanto 7 cestas de
compra:D = {t1, . . . , t7} donde t1 = {i1, i2}, t2 = {i1, i3, i4}. t3 = {i1, i2, i3},
t4 = {i1}, t5 = {i2}, t6 = {i2, i3} y t7 = {i2, i4}. De esta informacio´n se
desea extraer conocimiento del tipo “los compradores que se llevan tales
productos compran tambie´n tal otro”.
Toda esta informacio´n puede ser descrita por un contexto. Por ejemplo,
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D i1 i2 i3 i4
t1 × ×
t2 × × ×





Tabla 2.9: Conjunto de cestas de la compra.
en este caso, el de la Tabla 2.9. Y, por tanto, el conocimiento al que nos
referimos es el que se recoge en te´rminos de implicaciones de atributos: ‘todo
comprador que se lleva los productos i1 e i4 se lleva tambie´n el producto i3’.
Sin embargo, el vendedor puede estar interesado en implicaciones que no se
cumplen en todos los casos (todos los objetos), aunque sı´ en la mayorı´a. Por
ello, se an˜aden a las implicaciones de atributos medidas estadı´sticas para
descubrir/describir regularidades entre atributos (ı´tems en las cestas). La
introduccio´n formal de la nocio´n de regla de asociacio´n se debe a Agrawal
et al. [3]. La presentamos a continuacio´n manteniendo la terminologı´a de
ACF utilizada en las secciones anteriores.
Definicio´n 2.4.1 Dado un conjunto finito M , una regla de asociacio´n es una
expresio´n del tipo X → Y donde X,Y ⊆M y cumplen que X ∩ Y = ∅.
Dado un contexto K = 〈G,M, I〉, definimos el soporte y la confianza de la
regla X → Y en K, respectivamente, como
sop(X → Y ) = |(X ∪ Y )
↓|
|G| y conf(X → Y ) =
|(X ∪ Y )↓|
|X↓| .
Obviamente, ambas medidas, soporte y confianza, pertenecen al intervalo
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unidad y una implicacio´n de atributos es una regla de asociacio´n con con-
fianza 1. Por ejemplo, la implicacio´n i1i4 → i3 tiene soporte 17 y confianza 1.
Como ejemplo de regla de asociacio´n que no es implicacio´n de atributos de
K tenemos a i3 → i2 que tiene soporte 27 y confianza 23 .
No tiene mucho sentido calcular el soporte y la confianza de todas
las reglas de asociacio´n ya que una regla de asociacio´n con soporte y/o
confianza muy pequen˜a puede no tener ningu´n intere´s. Para establecer que´
reglas son interesantes se suelen utilizar diversas medidas de significancia e
intere´s. Las restricciones ma´s conocidas consisten en establecer umbrales
mı´nimos para soporte y confianza. [28] La mayor parte de los trabajos
en esta a´rea se centran en definir medidas de intere´s/significancia y en
disen˜ar algoritmos que eficientemente encuentren las reglas de asociacio´n




Como comentamos en la introduccio´n, el objetivo general de esta tesis es
establecer un marco global donde desarrollar los fundamentos que permitan
disen˜ar herramientas para extraer, representar y manipular (razonar) cono-
cimiento extraı´do, no solo de la informacio´n positiva, sino tambie´n de la
negativa. En este capı´tulo presentamos los antecedentes, tanto en minerı´a de
datos como en ACF, con la finalidad de enmarcar claramente los objetivos
de la tesis dentro de la bibliografı´a existente y el estado actual del a´rea de
investigacio´n.
Las herramientas cla´sicas de ACF permiten considerar, como parte de
nuestro conocimiento, negaciones de implicaciones de atributos. Es decir,
permiten afirmar que una determinada implicacio´n no es cierta, o bien desde
el punto de vista sema´ntico (no se satisface en el contexto), o bien desde el
punto de vista sinta´ctico (no se puede derivar o inferir de nuestra base de
implicaciones). Sin embargo, como el siguiente ejemplo muestra, esto puede
corresponder a dos situaciones bien diferentes en relacio´n con la ausencia
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de propiedades, o negacio´n de atributos, en los objetos del contexto.
Ejemplo 3.0.1 La base Duquenne-Guigues obtenida de la tabla 3.1 es {e →
bc, d→ c, bc→ e, a→ b}.
I a b c d e
o1 × × ×
o2 × ×
o3 × × ×
o4 × ×
Tabla 3.1: Un contexto formal.
Las implicaciones b → c y b → d no se cumplen en la Tabla 3.1 y adema´s no
se pueden derivar de la base usando el sistema de inferencia. Sin embargo, ambas
implicaciones se corresponden con situaciones diferentes.
Caso A: Se tiene que algunos objetos tienen los atributos b y c (objetos o1 y o3)
mientras que otros objetos (o2) tienen el atributo b pero no tienen el c. El
conjunto de objetos que tienen el atributo b puede ser dividido en funcio´n de
la presencia o ausencia del atributo c.
Caso B: Cualquier objeto que tiene el atributo b no tiene el atributo d, es decir, la
presencia del atributo b implica la ausencia del atributo d. Ma´s adelante
usaremos la expresio´n b → d para denotar esta situacio´n y diremos que se
trata de una implicacio´n de atributos mixta o con atributos negativos.
En resumen, cuando una implicacio´n no se cumple en el contexto y no
puede ser derivada usando los axiomas de Armstrong, necesariamente viene
caracterizada en uno de los dos casos mencionados en el ejemplo anterior. La
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u´nica manera de capturar separadamente estas dos situaciones en nuestro
conocimiento es enriquecer la expresividad del lenguaje usado.
Hay que diferenciar claramente entre negacio´n de implicaciones e im-
plicaciones mixtas. El problema de la negacio´n de implicaciones ya esta´
resuelto en el tratamiento cla´sico mientras que las implicaciones mixtas, es
decir, las distinciones entre los casos A y B es lo que centra nuestro traba-
jo. El objetivo es aportar conocimiento a trave´s del enriquecimiento de las
implicaciones.
Necesitamos un entorno ma´s general para tratar con este tipo de in-
formacio´n. Como primer paso, se introduce una notacio´n extendida que
permita considerar la negacio´n de atributos. A partir de ahora, el conjunto
de atributos se denota por M , y sus elementos por la letra m, posiblemente
con subı´ndices. Esto es, el cara´cter en minu´scula m se reserva para los atri-
butos positivos. Se usara´ m para denotar la negacio´n del atributo m y M
para denotar el conjunto {m | m ∈ M} cuyos elementos se denominara´n
atributos negativos.
Los elementos arbitrarios en M ∪M se denotara´n con las primeras letras
del alfabeto: a, b, c, etc. y a denotara´ al opuesto de a: dado que el sı´mbolo a
podrı´a representar un atributo positivo o negativo, si a = m ∈M entonces
a = m y si a = m ∈M entonces a = m.
Las letras mayu´sculas A, B, C . . . denotan los subconjuntos de M ∪M . Si
A ⊆M ∪M , entonces A denota el conjunto de los opuestos de los atributos
{a | a ∈ A}.
Para comenzar por la idea ba´sica, habrı´a que analizar la expresio´n lo´gica
”Para todo x, P(x) implica Q(x)”. Como es bien conocido, esta expresio´n es
equivalente a “para todo x, o no es cierto P(x) o es cierto Q(x)”. Sera´ falsa si
existe un x con “P(x) y no Q(x)”. Ahora bien, podrı´a suceder que ”P(x) y no
Q(x)”se diera en todos los x o so´lo en algunos.
Los casos en los que la expresio´n “Para todo x, P (x) implica Q(x)” es
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falsa se pueden diferenciar en:
Caso A: Existe algu´n x en el que P (x) es cierto yQ(x) tambie´n, y algu´n
otro x′ en el que P (x′) es cierto y Q(x′) no.
Caso B: En todos los x en los que P (x) es cierto, se cumple que Q(x)
no lo es.
Este u´ltimo caso, el caso B, es el que centra nuestro estudio. Buscamos
discriminar el caso B del caso A.
3.1. Antecedentes en Minerı´a de Datos
3.1.1. Reglas de asociacio´n
Tradicionalmente, las implicaciones y nociones similares se han construi-
do usando la informacio´n positiva. Comenzando en el a´rea de la minerı´a de
datos con la teorı´a de las reglas de asociacio´n y continuando en el campo
del ACF, algunos autores han propuesto la minerı´a de implicaciones (reglas
de asociacio´n en minerı´a de datos) con atributos positivos y negativos. En
Mannila et al. [74], se introdujo un campo extendido para enriquecer las
reglas de asociacio´n, considerando la negacio´n, conjuncio´n y disyuncio´n.
Dichas reglas con atributos negados fueron consideradas tambie´n en Agra-
wal y Srikant [3] para representar informacio´n mixta: “Si compramos caviar,
entonces no compramos atu´n”.
Estos trabajos preliminares inspiraron el actual progreso de las te´cnicas
de minerı´a de datos para extraer reglas de asociacio´n con atributos positivos
y negativos.
Los trabajos incluyen tres niveles:
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1. Definicio´n de regla de asociacio´n (ver definicio´n 2.4.1). Todas las defi-
niciones tienen asociadas las medidas de soporte y confianza, si bien
algunos autores an˜aden otras medidas relacionadas.
2. Definicio´n de que´ reglas de asociacio´n son relevantes (criterios es-
tadı´sticos, criterios que dependen del marco especı´fico de trabajo, . . . ).
Por lo general se establecen unos soportes y confianzas mı´nimos para
delimitar la relevancia, aunque existen diversas variantes.
3. Algoritmos de bu´squeda que incluyen estrategias y podas. Estos pro-
cesos se suelen hacer en dos fases: calcular los conjuntos de atributos
frecuentes y generar las reglas de asociacio´n.
Para realizar estas tareas nos encontramos con el problema de que
la introduccio´n de los atributos negativos en las reglas de asociacio´n
invalida algunas herramientas de poda importantes que se usan pa-
ra restringir el espacio de bu´squeda, que son las que garantizan la
eficiencia en los algoritmos cla´sicos (que solo usan atributos positivos).
3.1.2. Generalizaciones (negacio´n)
En la bibliografı´a, una vez conocida la definicio´n de regla de asociacio´n
positiva va´lida (Definicio´n 2.4.1), se introduce la regla de asociacio´n negativa
va´lida.
Sobre la definicio´n, distinguimos dos casos en funcio´n de co´mo se de-
fine la negacio´n de un conjunto de atributos [28] (para evitar confusiones
usaremos diferente notacio´n para cada uno de ellos):
1. Interpretacio´n disyuntiva: La negacio´n de un conjunto de atributos se
interpreta como la disyuncio´n de la negacio´n de los atributos, en el
sentido cla´sico, es decir ¬A = ∨a∈A ¬a. SeaM el conjunto de atributos
y A,B subconjuntos con A ∩ B = ∅. Para cada regla de asociacio´n
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positiva A→ B, se pueden considerar tres negativas, A→ ¬B,¬A→
B y ¬A→ ¬B [2, 105, 108]. En [108], Yuan et al. consideran que ¬A→
¬B es equivalente a B → A por su interpretacio´n disyuntiva, lo cual
es cierto cuando la confianza es 1, pero no es cierto en general, como
se puede comprobar en el ejemplo 3.1.1.
Para un nu´mero de atributos n, el nu´mero posible de reglas de asocia-
cio´n positivas es 3n − 2n+1 + 1, mientras que el nu´mero de reglas de
asociacio´n negativas es el triple.
2. Interpretacio´n conjuntiva: La negacio´n de un conjunto de atributos
se interpreta como la conjuncio´n de la negacio´n de los atributos, es
decir A =
∧
a∈A a. Esto equivale a ampliar el conjunto de atributos
M an˜adiendo cada atributo negado, es decir, M ∪M [7, 18, 106]. La
u´nica restriccio´n a tener en cuenta a la hora de calcular las reglas de
asociacio´n positivas es que en el subconjunto de atributos no aparezcan
un atributo y su negado. Para un nu´mero de atributos n, sin tener en
cuenta un nivel de confianza mı´nimo, el nu´mero posible de reglas de
asociacio´n es 5n−2(3n) + 1, que es superior al de la definicio´n anterior
pero permite una implementacio´n ma´s sencilla y, dado un nivel de
confianza mı´nimo, una poda basada en la denominada “propiedad
del cierre del soporte descendente”. Por dicho motivo, el uso de esta
definicio´n se aconseja en bases de datos pequen˜as bajo el enfoque
soporte-confianza cla´sico.
Ejemplo 3.1.1 Consideremos el conjunto de atributos o ı´tems {i1, i2, i3, i4} y
el conjunto de tuplas D = {t1, . . . , t7}, donde t1 = (i1, i2), t2 = (i1, i3, i4),
t3 = (i1, i2, i3), t4 = (i1), t5 = (i2), t6 = (i2, i3) y t7 = (i2, i4) (Ve´ase la
Tabla 3.2)
En consideracio´n a la interpretacio´n disyuntiva observamos que para la regla de
asociacio´n i1 → ¬{i2, i3}, su soporte es sop(i1 → ¬{i2, i3}) = 3/7 y su confianza
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I i1 i2 i3 i4
t1 × ×
t2 × × ×





Tabla 3.2: Conjunto de tuplas.
conf(i1 → ¬{i2, i3}) = 3/4.
Observamos que las reglas ¬A → ¬B y B → A pueden tener soporte y
confianza diferentes, por ejemplo, para la regla de asociacio´n ¬i1 → ¬{i2, i3} el
soporte es 2/7 y la confianza es 2/3, mientras que para la regla i2, i3 → i1 el soporte
es 1/7 y la confianza es 1/2.
Si tenemos en cuenta ahora, para la regla i1 → i2, i3, la interpretacio´n conjunti-
va, el soporte es 1/7 y la confianza 1/4. Al usar interpretacio´n conjuntiva, para las
reglas con confianza 1 se puede usar la regla de inferencia de fragmentacio´n, sin em-
bargo, esto no es cierto en general para reglas de asociacio´n con confianzas menores.
Por ejemplo, para la regla de asociacio´n i1 → i2, i3, se tiene que su fragmentacio´n
en i1 → i2 y en i1 → i3 ambas tienen soporte 2/7 y confianza 1/2.
Con respecto a lo que se considera relevante, algunos autores limitan la
bu´squeda a algunos patrones concretos, por ejemplo el caso de las reglas
de asociacio´n excluyentes [4], denotadas S1 ∪ S2 → S3, donde S1, S2 y
S3 ⊆M , es decir, si en una tupla se tienen los atributos del subconjunto S1
y no se tienen los del subconjunto S2, entonces se tienen los atributos del
subconjunto S3.
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La mayor parte de estos artı´culos se centran en los algoritmos en sı´,
dando diferentes estrategias de poda. Estas estrategias dependen de que se
consideren interpretaciones disyuntivas o conjuntivas.
Grupo 1
Aggarwal y Yu [2] evaluaron la correlacio´n entre los subconjuntos de
atributos definiendo la “fuerza colectiva”, una medida aparte del soporte
y la confianza, para usarla en el algoritmo que identifica los denominados
“conjuntos fuertemente colectivos”.
En el trabajo de Yuan et al. [108] se presenta un algoritmo para extraer
reglas de asociacio´n negativas. Una de las ventajas planteadas es el evitar
recorridos innecesarios sobre la base de datos, calculando el soporte y la con-
fianza de las reglas de asociacio´n negativas en base a soportes y confianzas
positivos. Son los primeros en tener en cuenta que, ante atributos con dos
valores, la negacio´n de uno implica la aparicio´n del otro, lo cual es tenido en
cuenta en la poda de su algoritmo. Este algoritmo se divide en dos partes,
calculando las reglas positivas con el algoritmo Apriori [3] y prediciendo,
segu´n sus propias palabras, posibles reglas negativas interesantes basa´ndose
en la taxonomı´a y la similaridad que definen entre los atributos positivos.
En Wu et al. [105] presentan un algoritmo basado en Apriori. Se centra en
las medidas de dependencias de las reglas, en particular usa el argumento
de Piatetsky-Shapiro [84]. Este algoritmo presenta problemas debido a que
no cumple la propiedad de cierre descendente, no pudiendo generarse todas
las reglas de asociacio´n negativas.
En [33] se discute sobre la medida de calidad denominada MGK , la
cual se definio´ en [105], describie´ndose su potencial para extraer reglas de
asociacio´n con negaciones relevantes y que ha sido ampliamente descrito
en [77].
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Grupo 2
Los primeros casos pra´cticos realizados iban encaminados hacia la in-
vestigacio´n de la “cesta de la compra” de usuarios relaciona´ndose las reglas
de asociacio´n con correlaciones (Brin et al. [18]) y con reglas de dependencia
(Silverstein et al. [96]) usando ambos el modelo del test de la Chi cuadrado
para detectar dependencias entre atributos dentro de un subconjunto de
ellos.
Antonie y Zaiane [7, 8] proponen un algoritmo, basado en Apriori, para
extraer simulta´neamente reglas de asociacio´n positivas y una subclase de
negativas, usando la correlacio´n (coeficiente de Pearson) entre conjuntos de
atributos para evitar ca´lculos repetidos y obtener solo las ma´s representa-
tivas. Compara su algoritmo con los trabajos de Wu et al. [105] y Teng et
al. [100]. Su enfoque tiene problemas similares a los planteados en [105].
Existen otros trabajos sobre algoritmos para obtener reglas de asociacio´n
mixtas como el propuesto por Cornelis et al. [28]. Dicho algoritmo esta´
basado en el algoritmo Apriori y permite encontrar todas las reglas de aso-
ciacio´n va´lidas, positivas y negativas, con respecto al soporte y la confianza.
Con este algoritmo se pretende corregir las deficiencias detectadas en los
algoritmos de [2] y [18].
Han y Beheshti [50, 51] formalizaron la idea de [7] y definieron una
regla negativa va´lida A → B (las definiciones para (A → B y A → B son
ana´logas).
Con diferentes medidas, existen otros trabajos que presentan nuevos
algoritmos de poda, la mayorı´a basados en el algoritmo Apriori, como los
estudiados en [31, 34, 59, 89, 102].
Al considerar la negacio´n de atributos, algunos problemas crecen: la
densidad de los datos se hace mayor, la complejidad puede incrementarse
significativamente y algunas te´cnicas que usan estrategias basadas en el
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reconocimiento de atributos no podrı´an aplicarse. Los atributos negativos
no cumplen la propiedad de cierre ascendente de los conjuntos de atributos
frecuentes, por lo cual los me´todos de poda se ven afectados por el alto
soporte que tienen los atributos negativos.
Existen otros trabajos hacia los que se extienden las reglas de asociacio´n
negativas, caso de las reglas de asociacio´n espaciales estudiadas por Sharma
et al. [95] y que hacen referencia a atributos especı´ficos que indican lugares.
3.2. Antecedentes en el Ana´lisis de Conceptos
Formales
En la seccio´n anterior hemos analizado el “estado de la cuestio´n” en la
consideracio´n de atributos negativos y negaciones en relacio´n con la nocio´n
de regla de asociacio´n. En ACF, si bien la nocio´n de regla de asociacio´n y, en
particular, de implicacio´n, tiene un rol importante, disponemos de un marco
formal mucho ma´s rico, lo que le dota de un potencial mucho mayor. Preci-
samente por ello, su extensio´n para considerar atributos negativos requiere
de un mayor desarrollo teo´rico. Nos centramos ahora en los antecedentes
que podemos encontrar en esta a´rea.
De por sı´, el ACF esta´ disen˜ado o ideado para tratar informacio´n positiva,
al igual que los entornos de la minerı´a de datos y el descubrimiento del
conocimiento. Las reglas de asociacio´n y las implicaciones se construyen
usando solamente informacio´n positiva, sin embargo, debido a los requeri-
mientos derivados de situaciones en el mundo real, se han realizado algunos
intentos para representar esta informacio´n negativa.
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3.2.1. Negacio´n de atributos y/o negacio´n de conceptos
La incorporacio´n de informacio´n negativa se puede hacer a dos niveles:
considerando la negacio´n de atributos o de los conceptos.
En esta tesis vamos a considerar la negacio´n de los atributos. Al mismo
nivel, Ganter y Wille [43, Pa´gina 60] sugieren co´mo dicotomizar un contexto.
Definicio´n 3.2.1 Un contexto K = 〈G,M, I〉 es dicoto´mico si, para todo m1 ∈
M existe m2 ∈ M tal que 〈g,m1〉 ∈ I si y solo si 〈g,m2〉 6∈ I para todo objeto
g ∈ G.
Ejemplo 3.2.2 La tabla de la Figura 3.1 muestra co´mo para todo objeto g ∈ G,
〈g, a〉 ∈ I si y solo si 〈g, c〉 6∈ I . Igualmente, para todo objeto g ∈ G, 〈g, b〉 ∈ I si y
solo si 〈g, d〉 6∈ I .





Figura 3.1: Contexto dicoto´mico y su retı´culo de conceptos asociado.
Sin embargo, el contexto de la Figura 3.2 no es dicoto´mico ya que, para el
atributo b, no existe ningu´n m ∈M que cumpla que, para todo g ∈ G, 〈g,m〉 ∈ I
si y solo si 〈g, b〉 6∈ I .
Definicio´n 3.2.3 A partir de un contexto formal K = 〈G,M, I〉, se puede definir
un contexto dual como K = 〈G,M, I〉 donde I es la relacio´n complementaria de
I (es decir, 〈o,m〉 ∈ I si y solo si 〈o,m〉 /∈ I).
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Figura 3.2: Contexto no dicoto´mico y su retı´culo de conceptos asociado.
Existen un significativo nu´mero de artı´culos en la bibliografı´a que siguen
esta lı´nea. Por ejemplo, en [77], Missaoui, Nourine y Renaud consideran la
aposicio´n del contexto y su dual, es decir K|K = 〈G,M ∪M, I ∪ I〉 donde
〈g,m〉 ∈ I si y solo si 〈g,m〉 6∈ I . Es directo ver que K|K es dicoto´mico y que,
si un contexto K es dicoto´mico, entonces B(K|K) y B(K) son isomorfos.
Ejemplo 3.2.4 En la Figura 3.3 podemos observar que el retı´culo de la aposicio´n de
un contexto dicoto´mico con su dual coincide con el retı´culo del contexto dicoto´mico
original (Figura 3.1).
I a b c d a b c d
o1 × × × ×
o2 × × × ×
o3 × × × ×
o4 × × × ×
Figura 3.3: Aposicio´n de un contexto dicoto´mico y su retı´culo de conceptos asociado.
Sin embargo, el retı´culo de conceptos en la Figura 3.4 cuyo contexto es la
aposicio´n de un contexto no dicoto´mico con su dual, no coincide con el retı´culo del
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contexto no dicoto´mico original (Figura 3.2).
I a b c d a b c d
o1 × × × ×
o2 × × × ×
o3 × × × ×
o4 × × × ×
Figura 3.4: Aposicio´n de un contexto no dicoto´mico y su retı´culo de conceptos asociado.
Una alternativa aparece en [62] donde, aplicando las te´cnicas de ACF
al aprendizaje de maquinas (Machine Learning), Kuznetsov usa escalas di-
coto´micas k-dimensionales, como se definen en [43, Pa´gina 57]. El contexto
se dicotomiza usando la escala DM = ./m∈MDm, que es el semiproducto1
de las escalas dicoto´micas Dm = 〈{0, 1}, {m,m}, {〈1,m〉, 〈0,m〉}〉. La escala
DM es dicoto´mica y tiene 2|M | objetos y 2|M | atributos.
Entre los enfoques que consideran la negacio´n a nivel del concepto,
Wille [104] introduce dos diferentes versiones de la negacio´n (llamadas
negacio´n de´bil y oposicio´n de´bil) y caracteriza las estructuras que se obtienen.
En un contexto formal K = 〈G,M, I〉, la negacio´n de´bil de un concepto
〈A,B〉 se define como 〈A,B〉4 = 〈(G r A)↑↓, (G r A)↑〉 y la oposicio´n
de´bil como 〈A,B〉5 = 〈(M r B)↓, (M r B)↓↑〉. Un retı´culo de conceptos
equipado con estas dos operaciones se denomina un a´lgebra de conceptos.
Wille introdujo adema´s la nocio´n de retı´culo de´bilmente dicomplementado para
capturar la teorı´a ecuacional de a´lgebras de conceptos. Ganter y Kwuida
1El semiproducto de 2 contextos K1 = 〈G1,M1, I1〉 y K2 = 〈G2,M2, I2〉 se define en [43,
Pa´gina 46] como K1 . / K2 = 〈G1 ×G2, ({1} ×M1) ∪ ({2} ×M2),5〉 donde (g1, g2)5 (j,m)
si y solo si 〈gi,m〉 ∈ Ii para i ∈ {1, 2}.
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probaron que las a´lgebras de conceptos finitas distributivas son exactamente
retı´culos de´bilmente dicomplementados finitos y distributivos [42].
Hay varias leyes cla´sicas que cabrı´a esperar que una negacio´n cumpliera.
Estas leyes son, conocidas como las tres leyes primarias del pensamiento,
principium exclusi tertii, principium contradictionis y duplex negation affirmat.
1. El principium exclusi tertii o principio del tercero excluido es un princi-
pio de lo´gica cla´sica segu´n el cual la disyuncio´n de una proposicio´n
y de su negacio´n es siempre verdadera (una tercera cosa no se da),
por ejemplo “La casa es roja o no lo es”. A veces se confunde con
el principio de bivalencia, segu´n el cual toda proposicio´n o bien es
verdadera o bien es falsa.
2. El principium contradictionis o principio de exclusio´n o contradiccio´n,
establece que la existencia de dos declaraciones contradictorias hace
que no puedan ser verdaderas ambas a la vez. Las proposiciones “A
es B” y “A no es B” se excluyen mutuamente con esta propiedad.
3. El duplex negatio affirmat o principio de afirmacio´n de la doble negacio´n,
admite variantes segu´n el a´mbito donde se aplique. En lo´gica se puede
dividir en introduccio´n de la doble negacio´n (A ` ¬¬A) y eliminacio´n
de la doble negacio´n (¬¬A ` A).
Ejemplo 3.2.5 El retı´culo con cuatro elementos y la negacio´n descrita en la Figura
3.5 cumplen el principio del tercero excluido (es decir, x ∨ ¬x = > para todo x), el
de contradiccio´n (es decir x∧¬x = ⊥ para todo x) que permite considerar falso todo
aquello que implique una contradiccio´n, y el de doble negacio´n (es decir ¬¬x = x,
para todo x).
Aunque el ejemplo de la Figura 3.5 cumple los tres principios, no tienen por que´
cumplirse siempre de forma simulta´nea, como podemos ver en las Figuras 3.6, 3.7 y
3.8.




















Figura 3.6: Retı´culo que cumple el principio del tercero excluido pero no los otros dos.
En [65], Kwuida, Tepavc˘evic´ y S˘es˘elja, prueban que no se cumplen
necesariamente estos principios en la negacio´n de´bil o en la oposicio´n de´bil,
y estudian los subconjuntos de a´lgebras de conceptos donde se pueden
asegurar estas leyes.
Por otro lado, en [41], Ganter y Kwuida definen una negacio´n a nivel de
conceptos usando retı´culos pseudocomplementados, tambie´n conocidos como
p-a´lgebras. En un retı´culo acotado, el pseudocomplemento de un elemento
`1, si existe, es el mayor elemento `∗1 tal que `1∧ `2 = ⊥ si y solo si `2 ≤ `∗1. Es
decir, si existe `∗1, entonces `∗1 = ma´x{x|`1∧x = ⊥}. Ası´, una p-a´lgebra es un
retı´culo acotado donde cualquier elemento tiene un pseudocomplemento.











Figura 3.7: Retı´culo que cumple el principio de exclusio´n pero no los otros dos.
En un retı´culo de conceptos, el pseudocomplemento de un concepto
〈A,B〉 es el concepto ma´s general (cuando existe) que contradice 〈A,B〉. Ası´,
un pseudocomplemento puede ser interpretado como la negacio´n de un
concepto.
3.2.2. Negacio´n de atributos en las implicaciones
En adelante nos centraremos especialmente en el uso de reglas de aso-
ciacio´n con confianza 1 que, en este marco, se llaman implicaciones entre
atributos.
En el campo del ACF, algunos autores han propuesto la minerı´a de
implicaciones con atributos positivos y negativos desde la aposicio´n del
contexto con su negacio´n (K|K) [17, 44].
Boulicaut et al. [17], aunque no mencionaron especı´ficamente que intro-
dujeran la consideracio´n de los atributos negativos en el ACF, usaron bases
de datos cuyos atributos eran bivaluados, motivo por el cual sus extensiones
de me´todos previos eran compatibles con el ACF. El coste del algoritmo
Apriori en los me´todos que consideraban atributos negativos era bastante
elevado al usar la aposicio´n de la base de datos con valores opuestos a la











Figura 3.8: Retı´culo que cumple los principios de tercero excluido y de contradiccio´n pero
no la afirmacio´n de la doble negacio´n.
base de datos inicial.
En primera instancia se propone una aproximacio´n para obtener algunas
reglas de asociacio´n con negaciones calculando solo el soporte y la confianza
de los atributos positivos. Este me´todo presenta algunos problemas de
imprecisio´n cuando no se tienen datos al definir soportes y confianzas que
descarten algunos subconjuntos positivos de atributos, lo cual ya fue tratado
en [73].
Gasmi et al. [44] tambie´n proponen un algoritmo haciendo una adapta-
cio´n del algoritmo PRINCE [49].
R. Missaoui et al. [75, 76] proponen la minerı´a de la informacio´n desde
un contexto formal K para obtener reglas de asociacio´n mixtas exactas o
implicaciones mixtas, es decir, con atributos positivos y negativos represen-
tando la presencia y la ausencia de atributos. Dado que es el trabajo ma´s
cercano a nuestra investigacio´n, se van a detallar ma´s especı´ficamente sus
resultados.
Se basa en la idea de [44], donde la primera aproximacio´n se realiza
mediante la aposicio´n del contexto opuestoK. Trabajando con (K|K) se llega
a un problema de crecimiento exponencial y, tal como muestra R. Missaoui et
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al. en [77], las aplicaciones reales suelen tener datos dispersos en el contexto
K mientras que son ma´s densos en K (o viceversa), y de esta manera “se
genera una enorme cantidad de reglas no interesantes”.
Estos autores pretenden calcular las implicaciones que satisface K|K
a partir de las implicaciones de K y K. Para ello prueban una serie de
propiedades (que ellos llaman reglas de inferencia). En concreto, en [75]
demuestran:
1. Para todom ∈M , se tiene queK|K |= mm→MM\{mm} con soporte
0.
2. Si K |= Am→ n con soporte mayor que 0, entonces K|K |= An→ m.
3. Si K |= Am → M\{Am} con soporte 0, entonces K|K |= A → m con
soporte mayor que 0.
4. Si enK, un objeto g ∈ G cumple 〈g,m〉 ∈ I , para todom ∈M , entonces
K|K 6|= A→ n para cualquier A ⊆M y n ∈M .
5. Dado A ⊆M ∪M , K|K |= A→ m si y solo si K|K |= Am→MM con
soporte 0.
En [75] se demuestra que obtener el conjunto de implicaciones mixtas
a partir de las reglas puras positivas y negativas no es siempre posible. El
siguiente ejemplo justifica esta afirmacio´n.
Ejemplo 3.2.6 El conjunto de implicaciones entre atributos positivos y el conjunto
de implicaciones entre atributos negativos de los contextos K1 y K2 presentados en
la Figura 3.9 coinciden. La base Duquenne-Guigues de ambos contextos, K1 y K2,
es {c→ abe, d→ abe}. Las correspondientes bases de K1 y K2 tambie´n coinciden:
{a→ cd, b→ cd, e→ cd, bcde→ a, acde→ b, abcd→ e}. En consecuencia:
K1 |= A→ B si y solo si K2 |= A→ B.
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K1 |= A→ B si y solo si K2 |= A→ B.
Sin embargo, los conjuntos de implicaciones que se satisfacen en la dicotomizacio´n
de ambos contextos no coinciden, porque, por ejemplo,K1|K1 |= abcd→ emientras
que K2|K2 6|= abcd→ e.
K1 a b c d e
o1 × ×
o2 × ×
o3 × × × ×
o4 × × × ×
o5 × ×
K2 a b c d e
o1 × ×
o2 × ×
o3 × × × ×
o4 × × × ×
o5 × ×
o6 × × ×
Figura 3.9: Contextos formales K1 y K2.
Aunque por lo general, como se ha visto en el ejemplo anterior, extraer
las implicaciones mixtas no es posible a partir de un conjunto de implica-
ciones positivas, estos autores desarrollaron nuevos me´todos para extraer
implicaciones entre atributos mixtos de un contexto reducido a partir de sus
implicaciones positivas basa´ndose en la nocio´n de clave [76].
Definicio´n 3.2.7 Sea A ⊆M ∪M . Se dice que A es una clave de K|K si y solo
si tiene soporte 0.
Ejemplo 3.2.8 El subconjunto de claves para la Tabla 3.3 formado solo por 2
atributos es aa, ac, bb, cb, cc, cd, dd, ab, ad, bd
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K|K a b c d a b c d
o1 × × × ×
o2 × × × ×
o3 × × × ×
o4 × × × ×
Tabla 3.3: Contexto formal K|K
Los autores an˜aden la siguiente propiedad a su sistema de inferencia [77].
Propiedad 3.2.9 Dado K, A ⊆M ∪M y x ∈M ∪M , entonces K|K |= A→ x
si y solo si K|K |= Ax→MM\Ax con soporte 0. Es decir Ax es clave en K|K y
todas las implicaciones pueden calcularse con el conjunto de claves.
Es en [77] donde se describe un procedimiento para generar un sistema
implicacional mı´nimo a partir del cual se pueden derivar todas las impli-
caciones mixtas del contexto usando los axiomas de Armstrong. En esta
aproximacio´n, el contexto K no es necesariamente reducido y se adaptan
algoritmos de hipergrafos [32] debido a su relacio´n con el ca´lculo de claves.
A continuacio´n, proponen usar el algoritmo de Maier [71] para quedarse
con un conjunto de implicaciones sin redundancias.
En relacio´n con las aplicaciones, en [90], las implicaciones mixtas han
sido utilizadas para el problema de deteccio´n de errores en bases de datos.
3.3. Planteamiento de objetivos de la tesis
Tras comprobar co´mo el uso de los atributos negativos au´n presenta un
amplio campo por explorar, se ha buscado que´ a´reas pueden deparar au´n re-
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sultados que potencien el uso de los mismos para obtener ma´s conocimiento
a partir de la informacio´n inicial.
El objetivo general de la tesis es desarrollar un marco integral (desde
los fundamentos hasta las aplicaciones) que permita tratar la informacio´n
negativa de una manera uniforme y los objetivos concretos de la tesis son:
Puesto que el desarrollo de la teorı´a del ACF se basa en la nocio´n de
conexio´n de Galois, estudiaremos co´mo la incorporacio´n de atributos
negativos repercute en la conexio´n de Galois correspondiente.
En particular, introducimos una conexio´n de Galois generalizada que
nos llevara´ a un nuevo tipo de retı´culo que recoge toda la informacio´n,
tanto positiva como negativa.
Estudiaremos las propiedades de estos retı´culos y veremos que, a
diferencia de lo que ocurre en el caso cla´sico, no todos los retı´culos se
corresponden con un contexto.
El objetivo principal de este apartado sera´ dar un teorema de caracte-
rizacio´n de tales retı´culos.
El estudio de las implicaciones mixtas (con atributos positivos y/o ne-
gativos) y de un sistema axioma´tico que explote las ventajas inherentes
a la sema´ntica de la negacio´n.
El trabajo presentado por Missaoui et al. en [77] sigue estando basado
en los axiomas de Armstrong. Buscaremos un sistema axioma´tico
correcto y completo que aproveche las propiedades inherentes a la
negacio´n. Esto nos permitira´ obtener bases de implicaciones con menor
taman˜o que las propuestas en [77].
El disen˜o de herramientas de minerı´a que permitan extraer conoci-
miento a partir de informacio´n positiva y negativa, haciendo uso del
marco formal desarrollado.
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Como contraposicio´n a las soluciones propuestas en la bibliografı´a,
que calculan los sistemas implicacionales mixtos usando las herra-
mientas cla´sicas sobreK|K, propondremos algoritmos especı´ficos para
obtener dichos sistemas directamente desde K..
Igualmente se estudiara´n los algoritmos cla´sicos para calcular con-
ceptos formales y adaptarlos para encontrar los conceptos formales
mixtos, y por tanto el retı´culo que forman. Dichos algoritmos sera´n
estudiados para comprobar co´mo evolucionan en tiempo de co´mputo
al introducir el cambio en el sistema axioma´tico.
El estudio de algunas aplicaciones de este marco formal.
Principalmente se buscan aplicaciones en la ingenierı´a, si bien se reali-
zara´n estudios tambie´n en otras a´reas que indiquen co´mo la aplicacio´n
de los me´todos de extraccio´n de conocimiento que usan atributos
mixtos producen mejores resultados que la aplicacio´n de los me´todos
cla´sicos.
Capı´tulo 4
Retı´culos de conceptos mixtos
En el capı´tulo de preliminares, se introdujo la definicio´n de retı´culo de
conceptos (Definicio´n 2.3.8) y la importancia de dicha nocio´n dentro del
ACF para obtener y representar conocimiento a partir de un contexto formal.
En nuestro afa´n de establecer un marco general que considere la informa-
cio´n positiva y negativa como alternativa a las soluciones parciales que
encontramos en la bibliografı´a, en este capı´tulo generalizamos la conexio´n
de Galois formada por los constructores de “extensio´n” y “comprensio´n”. El
retı´culo obtenido a partir de dicha conexio´n de Galois sera´ llamado retı´culo
de conceptos mixtos. En este caso, a diferencia de lo que ocurre en el caso
cla´sico, no todo retı´culo es isomorfo a un retı´culo de conceptos mixtos. La
mayor parte de este capı´tulo esta´ dedicada a caracterizar los que sı´ lo son.
En este punto conviene recordar la notacio´n comu´n en la teorı´a de
retı´culos para facilitar su lectura (ve´ase la Seccio´n 2.1). Dado un retı´tulo
finito L = 〈L,∨,∧,>,⊥〉, se denota su conjunto de a´tomos por At(L), sus
elementos ∨-irreducibles por J(L) (join-irreducibles) y sus elementos ∧-
irreducibles por M(L) (meet-irreducibles).
Dado un elemento ` ∈ L, los conjuntos superior e inferior de ` son [`) =
{x ∈ L | ` ≤ x} y (`] = {x ∈ L | x ≤ `} respectivamente.
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Tambie´n, `A denota al conjunto de a´tomos inferiores o iguales a `, (`] ∩
At(L) y `M denota el conjunto de elementos ∧-irreducibles mayores o iguales
a `, es decir, [`) ∩ M(L).
4.1. Considerando atributos negativos en la conexio´n
de Galois
En esta seccio´n introducimos los pilares ba´sicos del nuevo marco alge-
braico generalizado que nos permitira´ tratar de una manera homoge´nea
tanto informacio´n positiva como negativa. Se necesita un entorno ma´s ge-
neral para tratar con este tipo de informacio´n. Extenderemos las definiciones
de operadores de derivacio´n, de los conceptos formales y, en el siguiente
capı´tulo, de las implicaciones entre atributos.
Definicio´n 4.1.1 Sea K = 〈G,M, I〉 un contexto formal. Se definen los ope-
radores de derivacio´n mixtos ⇑: 2G → 2M∪M y ⇓: 2M∪M → 2G de la siguiente
forma: para cada X ⊆ G y cada Y ⊆M ∪M ,
X⇑ ={m ∈M | para todo g ∈ X : 〈g,m〉 ∈ I}
∪ {m ∈M | para todo g ∈ X : 〈g,m〉 6∈ I} (4.1)
Y ⇓ ={g ∈ G | para todo m ∈ Y : 〈g,m〉 ∈ I}
∩ {g ∈ G | para todo m ∈ Y : 〈g,m〉 6∈ I} (4.2)
Antes de estudiar las propiedades de estos operadores, definimos los si-
guientes conjuntos para todo A ⊆M ∪M :
Pos(A) = A ∩M
Neg(A) = A ∩M
Tot(A) = Pos(A) ∪Neg(A)
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Hay que notar que A = Pos(A) ∪Neg(A) y Pos(A),Neg(A),Tot(A) ⊆M .
Frecuentemente haremos referencia a subconjuntos de M ∪M que no
contienen un atributo y su negado. Diremos que estos conjuntos son consis-
tentes. Si adema´s de ello, todos los atributos aparecen en el conjunto (bien
como atributos positivos o bien como negativos) diremos que es consistente
completo. Introducimos formalmente estas definiciones a continuacio´n.
Definicio´n 4.1.2 Sea M un conjunto de atributos. Diremos que un conjunto
A ⊆M ∪M es consistente si Pos(A) ∩Neg(A) = ∅.
Dado un conjunto de atributos M , la familia de conjuntos consistentes se va a
denotar por Ctts(M), es decir,
Ctts(M) = {A ⊆M ∪M | Pos(A) ∩Neg(A) = ∅}
Si A ∈ Ctts(M), entonces |A| ≤ |M | y, en el caso particular en el que
|A| = |M |, se tiene que Tot(A) = M . Esta situacio´n conduce a la nocio´n de
conjunto consistente completo.
Definicio´n 4.1.3 Sea M un conjunto de atributos. Decimos que un conjunto
A ⊆M ∪M es consistente completo si A ∈ Ctts(M) y Tot(A) = M .
Dado un conjunto de atributos M , la familia de conjuntos consistentes comple-
tos se va a denotar por FC(M), es decir,
FC(M) = {A ∈ Ctts(M) | Tot(A) = M}
Obse´rvese que Tot(M ∪M) = Pos(M ∪M) = Neg(M ∪M) = M y, por
tanto, M ∪M no es consistente.
Ejemplo 4.1.4 Consideremos el conjunto M = {m1,m2,m3}. El subconjunto
A = {m1,m2,m3} ⊆M ∪M es consistente completo porque Pos(A)∩Neg(A) =
{m1,m2} ∩ {m3} = ∅ y Tot(A) = {m1,m2,m3}.
Por otro lado, el conjunto {m1,m2} es consistente pero no completo y el con-
junto {m1,m1,m2} ni es consistente ni es completo.
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Estas nociones no son nuevas y en [62] la nocio´n de conjunto consistente
completo se denomina conjunto completo no contradictorio. Las siglas Ctts
y FC vienen de la traduccio´n del te´rmino al ingle´s: “Consistent set” y “Full
Consistent set”.
El siguiente teorema asegura que el nuevo par de operadores de deriva-
cio´n forma tambie´n una conexio´n de Galois:
Teorema 4.1.5 Sea K = 〈G,M, I〉 un contexto formal. El par de operadores de
derivacio´n (⇑,⇓) es una conexio´n de Galois entre (2G,⊆) y (2M∪M ,⊆).
DEMOSTRACIO´N: Se necesita probar que, para todos los subconjuntosX ⊆ G
e Y ⊆M ∪M ,
X ⊆ Y ⇓ si y solo si Y ⊆ X⇑
Primero, supongamos que X ⊆ Y ⇓. Para todo a ∈ Y , se distinguen 2 casos:
1. Si a ∈ Pos(Y ), existe m ∈ M con a = m y, para todo g ∈ X , ya que
X ⊆ Y ⇓, 〈g,m〉 ∈ I y, de esta forma a = m ∈ X⇑.
2. Si a ∈ Neg(Y ), existe m ∈ M con a = m y, para todo g ∈ X , ya que
X ⊆ Y ⇓, 〈g,m〉 6∈ I y, de esta forma a = m ∈ X⇑.
Recı´procamente, supongamos que Y ⊆ X⇑ y g ∈ X . Para asegurar que
g ∈ Y ⇓, se necesita probar que 〈g, a〉 ∈ I para todo a ∈ Pos(Y ) y 〈g, a〉 /∈ I
para todo a ∈ Neg(Y ), lo cual es directo por Y ⊆ X⇑. 
Como consecuencia del teorema previo, ⇑◦⇓ y ⇓◦⇑ son operadores de
clausura. Es ma´s, como en el caso cla´sico, ambos operadores de clausura
conforman dos retı´culos duales isomorfos.
Definicio´n 4.1.6 Dado un contexto K = 〈G,M, I〉, un conjunto de objetos X ⊆
G y un conjunto de atributos Y ⊆M , decimos que el par 〈X,Y 〉 es un concepto
formal mixto si X⇑ = Y e Y ⇓ = X .
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Se define tambie´n la relacio´n de orden entre los conceptos
〈X1, Y1〉 ≤ 〈X2, Y2〉 si y solo si X1 ⊆ X2 (4.3)
(o equivalentemente, si y solo si Y1 ⊇ Y2)
Denotaremos por B](G,M, I) al retı´culo de los conceptos mixtos definido
por la relacio´n descrita anteriormente. Es fa´cil razonar que, en este retı´culo,
de forma ana´loga a lo que sucede en el caso cla´sico, se tiene que:
〈X1, Y1〉 ∧ 〈X2, Y2〉 = 〈X1 ∩X2, (Y1 ∪ Y2)⇓⇑〉 (4.4)
〈X1, Y1〉 ∨ 〈X2, Y2〉 = 〈(X1 ∪X2)⇑⇓, Y1 ∩ Y2〉 (4.5)
En adelante, usaremos indistintamente los te´rminos retı´culo de concep-
tos mixtos y retı´culo mixto para referirnos a B](G,M, I).
El siguiente lema, que caracteriza los casos extremos, procede directa-
mente de la definicio´n 4.1.1.
Lema 4.1.7 Sea K = 〈G,M, I〉 un contexto formal. Entonces ∅⇑ = M ∪M ,
∅⇓ = G y (M ∪M)⇓ = ∅.
En el entorno cla´sico, el retı´culo de conceptos B(G,M, I) esta´ acotado por
〈M↓,M〉 y 〈G,G↑〉. Sin embargo, en este entorno generalizado, como conse-
cuencia directa del lema anterior, las cotas inferior y superior deB](G,M, I)
son 〈∅,M ∪M〉 y 〈G,G⇑〉 respectivamente.
Ejemplo 4.1.8 En el contexto de la Tabla 4.1, para el retı´culo de conceptos B(K)
(ve´ase Fig. 4.1), las cotas superior e inferior son 〈G,m1〉 y 〈g2,M〉, que son dife-
rentes de las cotas de B](K) (ve´ase Fig. 4.2), que son 〈G,m1〉 y 〈∅,M ∪M〉.
Observacio´n 4.1.9 Es obvio que, si en un contexto formal duplicamos una fila,
el retı´culo mixto del contexto resultante es isomorfo al inicial. Por ello, a partir de
ahora se va a asumir, sin pe´rdida de generalidad, que {g1}⇑ = {g2}⇑ implica que
g1 = g2, es decir, que no hay dos filas iguales dentro de un contexto.
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I m1 m2 m3
g1 × ×
g2 × × ×
g3 × ×




Figura 4.1: Retı´culo B(K) del contexto descrito en la Tabla 4.1.
Volviendo al Ejemplo 4.1.8, observamos que, si eliminamos del contexto
el atributo m1, los nuevos retı´culos B(K) y B](K) serı´an isomorfos a los
dibujados en las Figuras 4.1 y 4.2. Esto se debe a que el atributom1 es comu´n
a todos los objetos. Si nos fijamos ahora en el objeto g2, en el que esta´n
presentes todos los atributos, observamos una diferencia en su influencia
en B(K) y B](K). La eliminacio´n de g2 del contexto nos darı´a un retı´culo
B(K) isomorfo al dibujado en la Figura 4.1 pero, sin embargo, en el caso
del retı´culo mixto sı´ tendrı´a una influencia significativa: el nuevo B](K) no
serı´a isomorfo al de la Figura 4.2. De hecho, en este caso, se tendrı´a que
B(K) y B](K) serı´an isomorfos.
Observacio´n 4.1.10 Como en el caso cla´sico, cuando sea conveniente por simplici-
dad en los razonamientos y sin pe´rdida de generalidad, asumiremos que G⇑ = ∅,
es decir, que ni hay un atributo comu´n a todos los objetos ni un atributo ausente en
todos ellos.





Figura 4.2: Retı´culo B](K) del contexto descrito en la Tabla 4.1.
Lema 4.1.11 Sea K = 〈G,M, I〉 un contexto formal. Las siguientes propiedades
se cumplen:
1. {g}⇑ ∈ FC(M) y {g}⇑⇓ = {g} para todo g ∈ G.
2. X⇑ =
⋂
g∈X{g}⇑ para todo X ⊆ G.
DEMOSTRACIO´N:
1. {g}⇑ es un conjunto consistente completo porque, para todo m ∈M ,
〈g,m〉 ∈ I o 〈g,m〉 /∈ I y la siguiente unio´n es disjunta:
{g}⇑ = {m ∈M | 〈g,m〉 ∈ I} ∪ {m ∈M | 〈g,m〉 /∈ I}.
Por tanto, Tot({g}⇑) = M y Pos({g}⇑) ∩Neg({g}⇑) = ∅.
Por otro lado, como (⇑,⇓) es una conexio´n de Galois, g1 ∈ {g}⇑⇓
implica que {g1}⇑ ⊇ {g}⇑⇓⇑ = {g}⇑. Adema´s, como {g1}⇑ y {g}⇑
son conjuntos consistentes completos, se tiene que {g1}⇑ = {g}⇑ y, la
suposicio´n de la no existencia de filas repetidas en el contexto asegura
que g1 = g.
2. De la misma forma que ocurre en el entorno cla´sico, como (⇑,⇓) es una
conexio´n de Galois entre (2G,⊆) y (2M∪M ,⊆), para cualquier X ⊆ G,







76 CAPI´TULO 4. RETI´CULOS DE CONCEPTOS MIXTOS

Los lemas elementales sen˜alados anteriormente conducen al siguiente
teorema que enfatiza una diferencia significativa con respecto a la cons-
truccio´n cla´sica y se centra en co´mo la inclusio´n de objetos nuevos influye
necesariamente en la estructura del retı´culo de conceptos mixtos.
Esto es, si un objeto nuevo y diferente (un objeto que difiere en al menos
un atributo de cada objeto en el contexto) se an˜ade al contexto formal,
entonces el retı´culo de conceptos mixtos cambia.
Teorema 4.1.12 Sea K = 〈G,M, I〉 un contexto formal, g0 un objeto nuevo, es
decir, g0 /∈ G, e Y ⊆ M el conjunto de atributos que posee g0. Entonces, existe
g ∈ G tal que Pos({g}⇑) = Y si y solo si existe un isomorfismo entre B](G,M, I)
y B](G ∪ {g0},M, I ∪ {〈g0,m〉 | m ∈ Y }).
DEMOSTRACIO´N: Obviamente, si existe g ∈ G tal que Pos({g}⇑) = Y , en el
contexto 〈G ∪ {g0},M, I ∪ {〈g0,m〉 | m ∈ Y }〉 se tiene que {g0}⇑ = {g}⇑ y
su retı´culo mixto es isomorfo a B](K).
Por otro lado, si los retı´culos de conceptos mixtos son isomorfos, existe
X ⊆ G tal que el conjunto cerrado X⇑ en B](G,M, I) coincide con {g0}⇑.
Ası´, en el retı´culo de conceptos mixtosB](G∪{g0},M, I∪{〈g0,m〉 | m ∈ X}),
por el lema 4.1.11, se tiene que {g0}⇑ = X⇑ =
⋂
g∈X{g}⇑. Adema´s, como
{g0}⇑ es un conjunto consistente completo, X 6= ∅ porque por el lema 4.1.7,
∅⇑ = M ∪M . Ası´, para todo g ∈ X (existe al menos un g ∈ X), g0 ∈ {g}⇑ y,
por el lema 4.1.11, {g}⇑ = {g0}⇑ = Y . 
Ejemplo 4.1.13 Sean los contextos formales K1 = ({g1, g2}, {m1,m2,m3}, I1)
y K2 = ({g1, g2, g3}, {m1,m2,m3}, I2) donde I1 e I2 son las relaciones binarias
definidas en la Tabla 4.2.
No´tese que K2 se construye desde K1 an˜adiendo el objeto nuevo g3.
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I1 m1 m2 m3
g1 × ×
g2 × ×











Figura 4.3: Retı´culos B(K1) y B(K2) de los contextos dados en la Tabla 4.2.
En el entorno cla´sico, el retı´culo de conceptos B(K1) y el retı´culo de conceptos
B(K2) son isomorfos (Figura 4.3).
Sin embargo, los retı´culos de conceptos mixtos no pueden ser isomorfos porque
el objeto nuevo g3 no es una repeticio´n de un objeto ya existente (Figura 4.4).
4.2. Propiedades de los retı´culos de conceptos mixtos
Ya hemos adelantado algunas diferencias entre los retı´culos de concep-
tos y los retı´culos de conceptos mixtos. Como se vera´ posteriormente en
esta seccio´n, los retı´culos de conceptos mixtos se restringen a una subclase
especı´fica de retı´culos. Esto contrasta con lo que sucede en el caso cla´sico
donde todos ellos pueden ser asociados con un contexto formal, es decir,
en el entorno cla´sico, cualquier retı´culo se corresponde con una coleccio´n
de contextos formales. Sin embargo, de los 6 retı´culos representados en la








Figura 4.4: Retı´culos B](K1) y B](K2).
Tabla 4.3, como se demostrara´ posteriormente, los retı´culos 3 y 5 no pueden
ser asociados a un contexto formal mixto.
Otra diferencia significativa entre los retı´culos de conceptos y los retı´cu-
los mixtos se relaciona con las propiedades de los a´tomos. En el entorno
cla´sico, la inclusio´n
At(B(K)) ⊆ J(B(K)) ⊆ {〈{g}↑↓, {g}↑〉 | g ∈ G} (4.6)
se cumple, pero la igualdad no se cumple necesariamente.
Ejemplo 4.2.1 En la Tabla 4.4, que se corresponde con el retı´culo 5 de la Tabla 4.3,
se tiene que At(B(K)) ⊆ J(B(K)) ⊆ {〈{g}↑↓, {g}↑〉 | g ∈ G} pero no se cumple
la igualdad. At(B(K)) 6= J(B(K)) porque 〈g1g2,m1〉 ∈ J(B(K)) pero no es un
a´tomo.
Definicio´n 4.2.2 Un retı´culo L se dice que es atomı´stico si J(L) = At(L).
El siguiente teorema asegura que los retı´culos mixtos son atomı´sticos y
que, en ellos, las inclusiones descritas en (4.6) se transforman en igualdades.
Teorema 4.2.3 Para cada contexto formalK = 〈G,M, I〉, su retı´culo de conceptos
mixtos B](K) es atomı´stico y satisface que
At(B](K)) = J(B](K)) = {〈{g}⇑⇓, {g}⇑〉 | g ∈ G} .



















Retı´culo 4 Retı´culo 5 Retı´culo 6
Tabla 4.3: Estructuras de algunos retı´culos
DEMOSTRACIO´N: Primero, habiendo fijado un objeto g0 ∈ G, vamos a probar
que el concepto mixto 〈{g0}⇑⇓, {g0}⇑〉 es un a´tomo enB](K). Si 〈X,Y 〉 es un
concepto mixto tal que 〈∅,M ∪M〉 < 〈X,Y 〉 ≤ 〈{g0}⇑⇓, {g0}⇑〉, entonces
{g0}⇑ ⊆ Y = X⇑  M ∪M . Por el Lema 4.1.11, {g0}⇑ ⊆ X⇑ =
⋂
g∈X{g}⇑.
Adema´s, para todo g ∈ X 6= ∅, por el Lema 4.1.11, ambos {g0}⇑ y {g}⇑
son conjuntos consistentes completos y, como {g0}⇑ ⊆ {g}⇑, se tiene que
{g0}⇑ = {g}⇑. Ası´, {g0}⇑ = X⇑ = Y y 〈X,Y 〉 = 〈{g0}⇑⇓, {g0}⇑〉.
Recı´procamente, si 〈X,Y 〉 es un a´tomo en B](K), entonces X 6= ∅ y allı´
existe g0 ∈ X . Como (⇑,⇓) es una conexio´n de Galois, {g0}⇑ ⊇ X⇑ = Y y,
asi, 〈{g0}⇑⇓, {g0}⇑〉 ≤ 〈X,Y 〉. Finalmente, como 〈X,Y 〉 es un a´tomo, se tiene
que 〈X,Y 〉 = 〈{g0}⇑⇓, {g0}⇑〉. 
Obse´rvese que, con la suposicio´n dada en la Observacio´n 4.1.9, se tiene
que At(B](K)) = J(B](K)) = {〈{g}, {g}⇑〉 | g ∈ G} y, ası´, el nu´mero de
a´tomos en un retı´culo de conceptos mixtos coincide con |G|. Adema´s, para
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Tabla 4.4: Contexto formal K
un concepto mixto 〈X,Y 〉 ∈ B](K), se tiene que:
1. 〈X,Y 〉 ∈ At(B](K)) si y solo si Y es un conjunto consistente completo.
2. 〈X,Y 〉 6= 〈∅,M ∪M〉 si y solo si Y es un conjunto consistente.
Del Teorema 4.2.3 se puede concluir que, a diferencia del entorno cla´sico,
no todos los retı´culos de conceptos pueden ser asociados con un contexto
formal. Ası´, los retı´culos 3 y 5 de la Tabla 4.3 no pueden ser asociados con
un contexto formal mixto. Ambos tienen un elemento que no es un a´tomo
pero, al mismo tiempo es un elemento ∨-irreducible en el retı´culo. Ma´s
especı´ficamente, no existe un retı´culo de conceptos mixtos con 3 elementos.
Tambie´n se puede deducir del Teorema 4.2.3 que ser un retı´culo atomı´sti-
co es una condicio´n necesaria para ser isomorfo a un retı´culo de conceptos
mixtos. Sin embargo, el siguiente ejemplo muestra que no es una condicio´n
suficiente.
Ejemplo 4.2.4 El retı´culo L descrito en la Figura 4.5 es atomı´stico, pero no es iso-
morfo a ningu´n retı´culo mixto. Lo probamos por reduccio´n al absurdo: supongamos
que existe un contexto K = 〈G,M, I〉 y un isomorfismo f : L → B](K). Por la
Observacio´n 4.1.9 y el Teorema 4.2.3, podemos asumir que G = {g1, g2, g3} con
f(`1) = 〈{g1}, {g1}⇑〉, f(`2) = 〈{g2}, {g2}⇑〉 y f(`3) = 〈{g3}, {g3}⇑〉. Como
`1 6= `2 y {g1}⇑ y {g2}⇑ son conjuntos consistentes completos (ver Lema 4.1.11),
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uno tiene que existe a ∈ M ∪M tal que a ∈ {g1}⇑ y a ∈ {g2}⇑. Adema´s, como
{g3}⇑ es tambie´n un conjunto consistente completo, se tiene que a ∈ {g3}⇑ o´
a ∈ {g3}⇑ y la disyuncio´n es exclusiva. Ası´ {g1}⇑ ∩ {g3}⇑ 6= {g2}⇑ ∩ {g3}⇑. Esto





Figura 4.5: Retı´culo atomı´stico que no es isomorfo a ningu´n retı´culo de conceptos mixtos.
En la bu´squeda de una caracterizacio´n de aquellos retı´culos que sı´ son
isomorfos a los retı´culos de conceptos mixtos, es decir, de condiciones ne-
cesarias y suficientes, presentamos a continuacio´n una nueva propiedad y
probamos, en el Teorema 4.2.6, que tales retı´culos la satisfacen.
Definicio´n 4.2.5 (Ley de ∨-simplificacio´n atomı´stica) Decimos que un retı´-
culo acotado L satisface la ley de ∨-simplificacio´n atomı´stica si se tiene que, para
todo a1, a2, a3 ∈ At(L), a1 ∨ a2 = a1 ∨ a3 implica a2 = a3.
La ley anterior se asemeja a la bien conocida ley de simplificacio´n de la
Teorı´a de Grupos, en este caso limitada a los elementos ato´micos. No´tese
que no tendrı´a sentido pedir esta propiedad para todos los elementos del
conjunto ya que, si un retı´culo satisface la ley de ∨-simplificacio´n, es decir,
para todo `1, `2, `3 ∈ L, `1 ∨ `2 = `1 ∨ `3 implica `2 = `3, entonces el retı´culo
tendrı´a, como mucho, un elemento. El razonamiento es simple ya que, para
todo ` ∈ L,> ∨> = ` ∨ > y por tanto ` = >.
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Teorema 4.2.6 Para todo contexto K, el retı´culo B](K) satisface la ley de ∨-
simplificacio´n atomı´stica.
DEMOSTRACIO´N: Consideremos tres a´tomos a1 = 〈{g1}⇑⇓, {g1}⇑〉, a2 =
〈{g2}⇑⇓, {g2}⇑〉, a3 = 〈{g3}⇑⇓, {g3}⇑〉 ∈ At(B](K)). Por el ı´tem 1 en el Le-
ma 4.1.11, {g1}⇑, {g2}⇑ y {g3}⇑ son conjuntos consistentes completos. Va-
mos a probar que si se tiene 〈{g2}⇑⇓, {g2}⇑〉 6= 〈{g3}⇑⇓, {g3}⇑〉, entonces
〈{g1}⇑⇓, {g1}⇑〉 ∨ 〈{g2}⇑⇓, {g2}⇑〉 6= 〈{g1}⇑⇓, {g1}⇑〉 ∨ 〈{g3}⇑⇓, {g3}⇑〉.
En efecto, si {g2}⇑ 6= {g3}⇑ entonces existe m ∈ {g2}⇑ tal que m ∈ {g3}⇑.
Si m ∈ {g1}⇑ entonces m ∈ {g1}⇑ ∩ {g2}⇑, m /∈ {g1}⇑ ∩ {g3}⇑, y
a1 ∨ a2 6= a1 ∨ a3
Si m ∈ {g1}⇑ entonces m /∈ {g1}⇑ ∩ {g2}⇑, m ∈ {g1}⇑ ∩ {g3}⇑, y
a1 ∨ a2 6= a1 ∨ a3

El siguiente ejemplo muestra co´mo las propiedades introducidas hasta
ahora son condiciones necesarias pero no suficientes para caracterizar los
retı´culos de conceptos mixtos.
Ejemplo 4.2.7 El retı´culo descrito en la Figura 4.6 es atomı´stico y cumple la ley de
∨-simplificacio´n atomı´stica presentada anteriormente, pero no es isomorfo a ningu´n
retı´culo de conceptos mixto. Esta u´ltima afirmacio´n se puede probar por reduccio´n
al absurdo:
Supongamos que existe un isomorfismo f : L→ B](K) para un determinado
contexto K = 〈G,M, I〉. Por el Lema 4.1.7, tenemos que f(⊥) = 〈∅,M ∪M〉 y
podemos asumir que f(>) = 〈G,∅〉 (ve´ase la Observacio´n 4.1.10). Sea, por otro
lado, f(`i) = 〈Xi, Yi〉 para cada 1 ≤ i ≤ 10.
Como > 6= `3 = `7 ∨ `9, por (4.5), se debe cumplir que ∅ 6= Y3 = Y7 ∩ Y9.
Consideremos un elemento arbitrario a ∈ Y3 ⊆ Y9. Como `3 ∨ `8 = `3 ∨ `10 = >,
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tenemos que Y3 ∩ Y8 = Y3 ∩ Y10 = ∅ y, en consecuencia, a 6∈ Y8 y a 6∈ Y10. Por
otro lado, por el Lema 4.1.11 y el Teorema 4.2.3, tenemos que Y8, Y10 ∈ FC(M)
y, por tanto, a ∈ Y8 ∩ Y10. Como `8 ∨ `10 = `1 ≥ `9, por (4.3) y (4.5), tenemos
tambie´n que a ∈ Y9, lo que contradice que Y9 ∈ FC(M).
>
`1
`2 `3 `4 `5 `6
`7 `8 `9 `10
⊥
Figura 4.6: Ejemplo de retı´culo sin contexto mixto asociado.
El ejemplo anterior muestra que se ha de continuar la bu´squeda de las
condiciones suficientes para caracterizar los retı´culos de conceptos mixtos.




{x ∈ L | ` ∧ x = ⊥}
Ejemplo 4.2.9 En la Figura 4.7 tenemos que el opuesto de `1 es `2 (y viceversa),
que es a la vez ∨-irreducible y ∧-irreducible.
Ejemplo 4.2.10 En el a´lgebra de Boole de 8 elementos (Figura 4.8) se observa que
el opuesto de un elemento ∧-irreducible no es necesariamente ∧-irreducible. `1 es ∧-
irreducible y su opuesto, `6, no lo es. Igualmente se observa que `6 es ∨-irreducible
y `1, que es su opuesto, no lo es.









Figura 4.8: A´lgebra de Boole de 8 elementos
Ejemplo 4.2.11 En la Figura 4.9 se tiene que `2 es el opuesto a la vez de `1 y `3 y
que `1 no es el opuesto de ningu´n elemento.
Ganter y Kwuida en [41] consideran pseudocomplementos para el estu-
dio de la negacio´n. El pseudocomplemento de un elemento `, si existe, es
`∗ = ma´x{x | ` ∧ x = ⊥}. Es obvio que el opuesto de un elemento es pseu-
docomplemento si cumple que ` ∧ `op = ⊥. Sin embargo, esto no siempre se
va a cumplir como podemos ver en el siguiente ejemplo.
Ejemplo 4.2.12 En el Diamante (Figura 4.10) el opuesto de `1 es> y, sin embargo,
no tiene pseudocomplemento porque `1 ∧ > 6= ⊥.










Lema 4.2.13 Sea L un retı´culo finito arbitrario. Para todo ` ∈ L,
`op ≥
∨
{x ∈ At(L) | x /∈ `A}
Adema´s, si L es atomı´stico, `op =
∨{x ∈ At(L) | x /∈ `A}.
DEMOSTRACIO´N: La desigualdad `op ≥ ∨{x ∈ At(L) | x /∈ `A} es inmediata
porque x /∈ `A implica ` ∧ x = ⊥, para todo x ∈ At(L). Es decir,
{x ∈ At(L) | x /∈ `A} ⊆ {x ∈ L | x ∧ ` = ⊥}.
Se asume ahora que L es atomı´stico y se debe probar la desigualdad con-
traria. Para asegurar que `op ≤ ∨{x ∈ At(L) | x /∈ `A}, por la Defi-
nicio´n 4.2.8, es suficiente probar que, para todo x ∈ L, ` ∧ x = ⊥ im-
plica x ≤ ∨{x ∈ At(L) | x /∈ `A}. En efecto, si ` ∧ x = ⊥ entonces
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∨{x ∈ At(L) | x /∈ `A}. 
Ejemplo 4.2.14 En la Figura 4.9, que corresponde a un retı´culo no atomı´stico, se
tiene que `op2 = `3 >
∨{x ∈ At(L) | x /∈ ``2} = `1 por lo que no se cumple la
igualdad. Esta igualdad sı´ se da en el A´lgebra de Boole de 8 elementos (Figura 4.8)
que sı´ es un retı´culo atomı´stico.
Definicio´n 4.2.15 Un retı´culo L se dice que es ∧-complementado si para todo
` ∈ M(L) se tiene que `op es un complemento de `, es decir, `op∧` = ⊥ y `op∨` = >.
Ejemplo 4.2.16 En el retı´culo de la Figura 4.6 se puede comprobar que dicho
retı´culo no es ∧-complementado debido a que `op1 = ⊥ pero no es complemento.
El siguiente lema, que es directo, refuerza la conexio´n entre elementos
opuestos y complementos.
Lema 4.2.17 Sea L un retı´culo ∧-complementado y ` ∈ M(L). Entonces, cualquier
complemento de ` pertenece a (`op].
Ejemplo 4.2.18 En la Figura 4.9, los complementos de `2 ∈ M(L) son `1 y `3, que
pertenecen a (`op2 ] = (`3].
Teorema 4.2.19 Cualquier retı´culo de conceptos mixtos es ∧-complementado.
DEMOSTRACIO´N: Sea K = 〈G,M, I〉 un contexto formal. Por el Teore-
ma 4.2.3, el retı´culo de conceptos mixtos B](K) es atomı´stico. Sea 〈A1, B1〉
un elemento ∧-irreducible de B](K) y 〈A2, B2〉 = 〈A1, B1〉op. Por el Lema
4.2.13, se tiene que 〈A2, B2〉 =
∨{〈g⇑⇓, g⇑〉|g ∈ G,B1 * g⇑} y, por tanto
〈A1, B1〉 ∨ 〈A2, B2〉 = 〈G,G⇑〉.
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Para concluir esta demostracio´n se probara´ que 〈A1, B1〉 ∧ 〈A2, B2〉 =
〈∅,M ∪M〉. Para ello demostraremos que existe a ∈ B1 tal que a ∈ B2, lo
que implica que a, a ∈ B1 ∪B2 y, por tanto, (B1 ∪B2)⇓ = ∅.
Como 〈A1, B1〉 es ∧-irreducible, si
〈A3, B3〉 = 〈A1, B1〉∗ =
∧{
〈X,Y 〉 ∈ B](K) | 〈A1, B1〉 < 〈X,Y 〉
}
(4.7)
(ve´ase Definicio´n 2.1.10) entonces 〈A1, B1〉 < 〈A3, B3〉, lo que implica que
existe a ∈ B1 rB3.
Para todo g ∈ G, probamos que a ∈ g⇑ implica 〈g⇑⇓, g⇑〉 ≤ 〈A1, B1〉.
Por reduccio´n al absurdo, si suponemos que existe g ∈ G tal que a ∈ g⇑ y
〈g⇑⇓, g⇑〉 6≤ 〈A1, B1〉, se tiene que 〈g⇑⇓, g⇑〉 ∨ 〈A1, B1〉 > 〈A1, B1〉 y, por (4.7),
〈g⇑⇓, g⇑〉 ∨ 〈A1, B1〉 ≥ 〈A3, B3〉, lo que implica a ∈ B3 que es contradictorio.
Como 〈A2, B2〉 =
∨{〈g⇑⇓, g⇑〉|g ∈ G,B1 * g⇑} se tiene que a ∈ B2
porque a 6∈ g⇑ para todo g tal que B1 * g⇑ y g⇑ es consistente completo. 
4.3. Caracterizando los retı´culos de conceptos mixtos
En la seccio´n anterior se probo´ que, para cada contexto K, el retı´culo de
conceptos mixtos B](K) satisface:
1. Es atomı´stico.
2. La ley de ∨-simplificacio´n atomı´stica se cumple.
3. Es ∧-complementado.
Ası´, estas propiedades dan condiciones necesarias para que un retı´culo
arbitrario sea isomorfo a un retı´culo de conceptos mixtos.
Queremos probar que estas propiedades son adema´s condiciones su-
ficientes, proporcionando un teorema de caracterizacio´n. Como un paso
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previo, estudiaremos si algunas de las propiedades pueden ser derivadas
de otras. De hecho, existe una fuerte conexio´n entre las condiciones 2 y 3:
Teorema 4.3.1 Cualquier retı´culo atomı´stico ∧-complementado satisface la ley de
∨-simplificacio´n atomı´stica.
DEMOSTRACIO´N: Sean a1, a2, a3 ∈ At(L) donde a1 ∨ a2 = a1 ∨ a3. Trivial-
mente, si a1 = a2 o a1 = a3 entonces a1 = a2 = a3. Suponiendo que a1 6= a2
y a1 6= a3, es directo que (a1 ∨ a2)M = aM1 ∩ aM2 = (a1 ∨ a3)M = aM1 ∩ aM3.
Para probar que aM2 = a
M
3 (es decir, a2 = a3) es suficiente probar que para
todo m ∈ aM2 r aM1, se tiene que m ∈ aM3 r aM1 y viceversa.
Sea m ∈ aM2 r aM1, y supongamos que m /∈ aM3. Como a3  m por el
Lema 4.2.13, a3 ≤ mop y, de forma similar, a1 ≤ mop. Esto es, se deduce
que a1 ∨ a3 ≤ mop. Se tiene que a2 ≤ a1 ∨ a2 = a1 ∨ a3 ≤ mop y, por tanto,
a2 ≤ m ∧mop = ⊥ lo que es una contradiccio´n ya que a2 ∈ At(L).
La otra inclusio´n se prueba ana´logamente. 
La implicacio´n recı´proca del teorema anterior no se cumple siempre
como muestra el siguiente ejemplo.
Ejemplo 4.3.2 El retı´culo de la Figura 4.6 es atomı´stico y cumple la ley de ∨-
simplificacio´n atomı´stica, sin embargo no es ∧-complementado debido a que `3 ∈
M(L), pero `op3 = `8 ∨ `10 = `1 y `3 ∧ `op3 = `3 ∧ `1 = `9 6= ⊥.
Adema´s, las condiciones 1 y 3 son independientes. El ejemplo previo
(Figura 4.6) es un retı´culo atomı´stico que no es ∧-complementado. Por otro
lado, el penta´gono (Figura 4.9) es ∧-complementado pero no atomı´stico.
Ya estamos en condiciones de probar el siguiente teorema que propor-
ciona una caracterizacio´n de los retı´culos que se corresponden con retı´culos
mixtos.
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Teorema 4.3.3 Un retı´culo finito L es ∧-complementado y atomı´stico si y solo si
existe un contexto K tal que L es isomorfo a B](K).
DEMOSTRACIO´N: Dado un retı´culo atomı´stico ∧-complementado L, se con-
sidera el contexto K(L) = 〈At(L), M(L),≤〉 y la siguiente funcio´n:
h : L→ B](K(L)) con h(`) = 〈`A, `M ∪ `Mop〉
donde `Mop = {m | m ∈ M(L), ` ≤ mop}.
Primero, se va a probar que la funcio´n h esta´ bien definida, es decir, h(`)
es un concepto en el retı´culo B](K(L)):
Para probar `A⇑ = `M ∪ `Mop, es suficiente comprobar las siguientes
igualdades:
• `M = {m ∈ M(L) | a ≤ m, para todo a ∈ `A}. Debido a la definicio´n
de `M y `A, y la transividad de ≤, la inclusio´n `M ⊆ {m ∈ M(L) |
a ≤ m, para todo a ∈ `A} es directa. Recı´procamente, si m es un
elemento ∧-irreducible con a ≤ m para todo a ∈ `A, como L es
atomı´stico, ` =
∨
a∈`A a ≤ m y m ∈ `M.
• `Mop = {m | m ∈ M(L), a  m, para todo a ∈ `A}. Para m ∈ M(L),
se va a probar que ` ≤ mop si y solo si a  m, para todo a ∈ `A. Si
` ≤ mop y a ∈ `A, entonces a es un a´tomo de L con a ≤ ` ≤ mop.
Como L es ∧-complementado, m ∧mop = ⊥ y, adema´s a  m.
Por otro lado, si m ∈ M(L) con a  m para todo a ∈ `A entonces





a∈At(L)rmA a = m
op




. Esto es, cualquier a´tomo
a satisface a ≤ ` si y solo si a ≤ m para todo m ∈ `M y a  m para todo
m ∈ M(L) con ` ≤ mop.
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Si a ≤ `, por transitividad, a ≤ m para todo m ∈ `M y, para todo
m ∈ M(L) con ` ≤ mop, como L es ∧-complementado, a  m. Por otro
lado, si a ≤ m para todo m ∈ `M entonces a ≤ ∧ `M = `.
Una vez probado que h esta´ bien definida, se va a probar que h es un
isomorfismo entre retı´culos:
Es directo que h(`1) ∧ h(`2) = h(`1 ∧ `2), para todo `1, `2 ∈ L, porque
`1A ∩ `2A = (`1 ∧ `2)A.
h(`1) ∨ h(`2) = h(`1 ∨ `2), para todo `1, `2 ∈ L, porque:
(`M1∪`1Mop)∩(`M2∪`2Mop) = (`M1∩`M2)∪(`M1∩`2Mop)∪(`1Mop∩`2M)∪(`1Mop∩`2Mop) =
(`M1 ∩ `M2) ∪ (`1Mop ∩ `2Mop) = (`1 ∨ `2)M ∪ (`1 ∨ `2)Mop
Finalmente, se prueba que h es una biyeccio´n. Como el retı´culo es atomı´stico,




`2A = `2. Ası´, h es inyectiva. Para
probar que h es sobreyectiva, se considera un concepto 〈X,Y 〉 ∈ B](K(L))
y el elemento ` =
∨
X ∈ L. Como X ⊆ `A, se tiene que 〈X,Y 〉 ≤ h(`). Por
el contrario, h(`) ≤ 〈X,Y 〉 porque Y ⊆ `M ∪ `Mop: Considerando m ∈ M(L), se
distinguen dos casos:
Si m ∈ Y = X⇑ entonces x ≤ m para todo x ∈ X y, ası´, ` ≤ m, es decir,
m ∈ `M.
Si m ∈ Y , entonces x  m para todo x ∈ X . Ası´ X ⊆ At(L) rmA y,
por el Lema 4.2.13, ` =
∨
X ≤ ∨{x ∈ At(L) | x /∈ mA} = mop. Esto es,
m ∈ `Mop.

Como ni el diamante ni el penta´gono cumplen la ley de ∨-simplificacio´n
atomı´stica y los retı´culos mixtos son atomı´sticos, es natural preguntarse
co´mo se relacionan estas propiedades con la distributividad. En esta lı´nea,
es fa´cil probar la siguiente proposicio´n.
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Proposicio´n 4.3.4 Cualquier retı´culo booleano finito es un retı´culo de conceptos
mixtos.
Sin embargo, el resultado contrario no se cumple: existen retı´culos de con-
ceptos mixtos que incluyen un penta´gono o diamante como un subretı´culo.
Ve´ase, por ejemplo, el retı´culo descrito en la Figura 4.11.
>
`5 `6 `7 `8
`1 `2 `3 `4
⊥
Figura 4.11: Retı´culo de conceptos mixtos que no es distributivo ni p-a´lgebra.
La fuerte conexio´n entre retı´culos de conceptos y contextos formales en el
caso cla´sico tiene su contrapartida en el caso mixto. En particular, se muestra
la forma en la cual, a partir de un retı´culo atomı´stico ∧-complementado,
puede construirse un contexto formal tal que su retı´culo de conceptos mixtos
es isomorfo al retı´culo inicial.
Ejemplo 4.3.5 Consideremos el retı´culo L descrito en la Figura 4.12. Este retı´culo
es atomı´stico (es decir, J(L) = At(L) = {`1, `2, `3, `4}) y ∧-complementado porque
sus elementos ∧-irreducibles son `1, `8, `9, `10 y `11, y sus elementos opuestos, los
cuales son tambie´n complementos, son `11, `5, `4, `3 y `1, respectivamente.
En la Tabla 4.5 se muestra el contextoK(L) = 〈At(L), M(L),≤〉 y se comprueba
fa´cilmente que B](K(L)) es isomorfo a L.
Ejemplo 4.3.6 En la Figura 4.13, el retı´culo de la izquierda es ∧-complementado
y atomı´stico y el de la derecha es el retı´culo mixto B](K(L)), isomorfo al de la
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>
`9 `10 `11
`5 `6 `7 `8
`1 `2 `3 `4
⊥
Figura 4.12: Ejemplo de retı´culo atomı´stico ∧-complementado.
izquierda, donde el contexto K(L) = 〈At(L), M(L),≤〉 es el representado en la
Tabla 4.6.
> >
`1 `2 `3 〈`1`4`5, `1〉 〈`2`4`6, `2〉 〈`3`5`6, `3〉
`4 `5 `6 〈`4, `1`2`4〉 〈`5, `1`3`5〉 〈`6, `2`2`6〉
⊥ ⊥
Figura 4.13: Ejemplo de retı´culo con contexto mixto asociado
Obse´rvese que el retı´culo de conceptos (cla´sico) B(K) es un subretı´culo
del retı´culo de conceptos mixtos B](K). Adema´s, la aplicacio´n sobre retı´cu-
los t : B](K) → B(K) con t(〈X,Y 〉) = 〈Pos(Y )⇓,Pos(Y )〉 es siempre una
aplicacio´n sobreyectiva que conserva el supremo. Sin embargo, esto no es
cierto para el ı´nfimo como muestra el siguiente ejemplo.
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K(L) `1 `8 `9 `10 `11
`1 × × ×
`2 × × ×
`3 × × ×
`4 × × ×
Tabla 4.5: El contexto formal K(L) = 〈At(L), M(L),≤〉




Tabla 4.6: El contexto formal K(L) = 〈At(L), M(L),≤〉 asociado a la Figura 4.13
Ejemplo 4.3.7 Para el contexto formal K1 = 〈{o1, o2, o3, o4}, {m1,m2,m3}, I〉
donde la relacio´n binaria I se describe en la Tabla 4.7, el retı´culo de m-conceptos
B](K1), el retı´culo de conceptos B(K1) y la aplicacio´n t se describen en la Figu-
ra 4.14. Se observa en dicha figura que 〈{o3},m1m2m3〉 ∧ 〈{o4},m1m2m3〉 =
〈∅,M∪M〉 enB](K), pero se tiene t(〈{o3},m1m2m3〉)∧t(〈{o4},m1m2m3〉) =
〈{o3},m1m3〉 ∧ 〈{o3, o4},m3〉 = 〈{o3},m1m3〉 6= t(〈∅,M ∪M〉) = 〈∅,M〉 en
B(K1)












--m1m2m3 m1m2m3 --m1m2m3 m1m2 m1m3
M ∪M -- M
Figura 4.14: Proyeccio´n del retı´culo de conceptos mixtos sobre el retı´culo de conceptos cla´sico
4.4. La negacio´n: una comparacio´n con enfoques
relacionados
Los antecedentes relacionados con la negacio´n de atributos y la negacio´n
de conceptos fue vista previamente en la seccio´n 3.2.1, por lo cual no se
van a repetir las descripciones y nos limitaremos a comparar los resultados.
Como se ha visto, nosotros nos centramos en la negacio´n de los atributos.
Para todo contexto dicoto´mico K se cumple que B](K) ∼= B(K) y, por
ello, la caracterizacio´n proporcionada anteriormente (Teorema 4.3.3) se pue-
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de aplicar. En [77], el procedimiento utilizado para trabajar con atributos
negativos consiste en transformar cualquier contexto en uno dicoto´mico
mediante la aposicio´n de e´ste y su negado, K|K. Es obvio que, en este caso,
B](K) = B(K|K) y, por tanto, los resultados obtenidos son aplicables.
El siguiente teorema ya establecido (ver [43, Teorema 7, Pa´gina 77] para
ma´s detalles) relaciona B](K) con B(K)×B(K).
Teorema 4.4.1 Sea K un contexto formal. Podemos definir una aplicacio´n de
inclusio´n 〈X,Y 〉 → (〈(Pos(Y ))⇓,Pos(Y )〉, 〈Neg(Y )⇓,Neg(Y )〉) que conserva
supremos de B](K) en el producto directo B(K)×B(K). Las aplicaciones de los
componentes 〈X,Y 〉 → 〈(Pos(Y ))⇓,Pos(Y )〉 y 〈X,Y 〉 → 〈Neg(Y )⇓,Neg(Y )〉
son sobreyectivas sobre B(K) y B(K).
A partir de este resultado se plantea un primer enfoque para abordar los
problemas relacionados con los atributos negativos: el retı´culo de conceptos
del contexto de la aposicio´nB(K|K) puede construirse y las te´cnicas cla´sicas
pueden usarse. Sin embargo, este enfoque lleva a un crecimiento exponen-
cial de los costes y no tiene en cuenta las ventajas de la relacio´n entre la
informacio´n positiva y negativa. En capı´tulos posteriores mostraremos que
nuestro enfoque conlleva una reduccio´n significativa de costes.
Es directo que, en un retı´culo de conceptos mixtos B](K), la negacio´n
de´bil (de un concepto, no de atributos) definida por Wille [104] coincide
con nuestra nocio´n de elemento opuesto, es decir 〈A,B〉4 = 〈A,B〉op (ve´ase
el Lema 4.2.13 y la Seccio´n 3.2.1). Por otro lado, la oposicio´n de´bil esta´
naturalmente definida en nuestro enfoque como 〈A,B〉5 = 〈((M ∪M) r
B)⇓, ((M ∪M)rB)⇓⇑〉. Ası´, el papel de oposicio´n de´bil en nuestro enfoque
es trivial ya que se puede describir como sigue:
Si 〈A1, B1〉 es un a´tomo en B](K) y hay otro a´tomo 〈A2, B2〉 tal que
B1 = B2 (recordar que B1 y B2 son conjuntos consistentes completos
en este caso), entonces 〈A1, B1〉5 = 〈A2, B2〉.
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〈∅,M ∪M〉5 = 〈G,G⇑〉 y 〈A,B〉5 = 〈∅,M ∪M〉 en otro caso.
En resumen, la oposicio´n de´bil en los retı´culos mixtos es casi trivial, en el
sentido de que se va a los extremos, con la u´nica excepcio´n de los a´tomos
cuya oposicio´n sea tambie´n un a´tomo. El siguiente ejemplo ilustra esto.
Ejemplo 4.4.2 Para el retı´culo mixto de la Figura 4.15, la oposicio´n de´bil de cada
elemento es:
〈g1, abc〉5 = 〈g2, abc〉,
〈g2, abc〉5 = 〈g1, abc〉,
〈∅,M ∪M〉5 = 〈G,∅〉 y






〈g1g3, c〉 〈g2g3, ab〉
〈g1, abc〉 〈g2, abc〉 〈g3, abc〉
⊥
Figura 4.15: Contexto donde la oposicio´n de´bil 5 de uno de los a´tomos es otro a´tomo.
En relacio´n a los tres principios cla´sicos de la negacio´n detallados en la
seccio´n 3.2.1, podemos afirmar que, como en el caso general, en los retı´culos
de conceptos mixtos, la negacio´n de´bil satisface el “principio de tercero ex-
cluido”. El principio de contradiccio´n esta´ asegurado por la negacio´n de´bil
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de elementos ∧-irreducibles (considerando los retı´culos de conceptos mix-
tos como ∧-complementados) pero no necesariamente en otros elementos.
Ve´ase, por ejemplo, el retı´culo de conceptos mixtos descrito en la Figura 4.12,
donde la negacio´n de´bil de `7 es `9 y `7 ∧ `9 = `2 6= ⊥. Ana´logamente, la ley
de doble negacio´n puede asegurarse por elementos ∧-irreducibles pero no
en general, por ejemplo `442 = >4 = ⊥ en el mismo ejemplo.
Para el caso de la oposicio´n de´bil se sigue satisfaciendo el principio de
tercero excluido. Sin embargo no cumple el de contradiccio´n ni el de la doble
negacio´n ya que en el retı´culo del ejemplo 4.15:
〈g3, abc〉5 = 〈∅,M ∪M〉, entonces 〈g3, abc〉 ∧ 〈g3, abc〉5 = 〈g3, abc〉 6=
〈G,G⇑〉.
〈g3, abc〉55 = 〈∅,M ∪M〉5 = 〈G,G⇑〉
Relacionada con la definicio´n de Ganter y Kwuida en [41], la siguiente
proposicio´n puede ser probada identificando el pseudocomplemento de un
elemento con su opuesto.
Proposicio´n 4.4.3 Cualquier p-a´lgebra atomı´stica finita es un retı´culo de concep-
tos mixtos.
Adema´s, en un retı´culo de conceptos mixtos, para cualquier elemento ∧-
irreducible, su elemento opuesto es adema´s su pseudocomplemento. Sin
embargo, no todos los retı´culos de conceptos mixtos son una p-a´lgebra. Por
ejemplo, el retı´culo descrito en la Figura 4.11 es un retı´culo de conceptos





La nocio´n de implicacio´n entre conjuntos de atributos puede ser extendi-
da para considerar la informacio´n positiva y negativa. Como en ACF cla´sico,
las implicaciones mixtas y los retı´culos de conceptos mixtos componen las
dos caras de la misma moneda, es decir, la informacio´n extraı´da a partir de
un contexto formal mixto puede ser representada dualmente mediante un
conjunto de implicaciones entre atributos mixtos o un retı´culo de conceptos
mixtos.
La principal ventaja de trabajar con implicaciones, en lugar de con su
correspondiente retı´culo, es que sobre ellas se pueden desarrollar me´todos
de razonamiento automa´tico. Por otro lado, nos permiten dar diferentes
representaciones de un mismo conocimiento, es decir, podemos encontrar
diferentes conjuntos de implicaciones (sistemas implicacionales) de los que
se pueden derivar (de forma automa´tica y eficiente) todas las implicaciones
que se satisfacen en el contexto formal de partida. Se dice que tales sistemas
implicacionales son equivalentes. La definicio´n de representaciones cano´ni-
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cas de sistemas implicacionales, con ciertas propiedades (como, por ejemplo,
tener el menor nu´mero de implicaciones), es un problema bien conocido en
el caso cla´sico.
Como ya comentamos en la Seccio´n 3.2.1, este tema ha sido abordado
por otros autores a trave´s de la dicotomizacio´n del contexto formal, es decir,
con la aposicio´n al contexto de su negado. Allı´ incidimos en que el principal
problema abordado por estos autores es el de la extraccio´n de conocimiento
a partir del contexto en te´rminos de implicaciones. Es obvio que, de un
contexto K, se pueden obtener las implicaciones puramente positivas y, de
su negado K, las puramente negativas. Estos trabajos se centran en obtener
implicaciones mixtas a partir de las puramente positivas o negativas. Au´n
ası´, en [75], se demuestra que hay implicaciones mixtas que no se pueden
obtener de esta manera (ve´ase el Ejemplo 3.2.6) y, por tanto, es necesario
dicotomizar el contexto.
Una solucio´n tosca es calcular todas las posibles implicaciones entre
atributos desde (K|K) usando las herramientas cla´sicas. Sin embargo, esta
solucio´n no aprovecha la relacio´n existente entre los atributos y sus ne-
gaciones. Adema´s, el nu´mero de subconjuntos de atributos para explorar
aumenta desde 2|M | a 4|M |.
La solucio´n propuesta allı´ consiste en calcular las claves del contexto
(K|K) = 〈G,M ∪M, I ∪ I〉 y, a partir de ellas, un conjunto de implicaciones
mixtas que sı´ representan todo el conocimiento que se puede obtener del
contexto en te´rminos de implicaciones. La propiedad en la que se basan
asegura que una implicacio´n mixta A → b, con A ⊆ M ∪M y b ∈ M ∪M ,
se satisface en (K|K) si y solo si Ab → MM se cumple en (K|K), es decir,
A ∪ {b} es una clave de (K|K). Encontrar las claves, equivale a buscar los
conjuntos de atributos con soporte cero, lo que es lo mismo, conjuntos de
atributos que no esta´n presentes simulta´neamente en ningu´n objeto.
Ejemplo 5.0.1 ( [75]) Consideremos el contexto K = 〈G,M, I〉, en el cual el
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conjunto de objetos es G = {x1, x2, x3, x4}, el conjunto de atributos es M =
{m1,m2,m3,m4} y cuya relacio´n binaria I se define en la Tabla 5.1. El contexto
formal K = 〈G,M, I〉 se define en la Tabla 5.2. Finalmente, el contexto formal
dicotomizado (K|K) = 〈G,M ∪M, I ∪ I〉 se define en la Tabla 5.3.




x4 × × ×
Tabla 5.1: Contexto Formal K = 〈G,M, I〉.





Tabla 5.2: Contexto Formal K = 〈G,M, I〉.
I ∪ I m1 m2 m3 m4 m1 m2 m3 m4
x1 × × × ×
x2 × × × ×
x3 × × × ×
x4 × × × ×
Tabla 5.3: Contexto Formal (K|K) = 〈G,M ∪M, I ∪ I〉.
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Obviamente, cualquier implicacio´n entre atributos que es va´lida en K, tambie´n
es va´lida en (K|K). Por ejemplo, la implicacio´n m2m3 → m4 se cumple en el
contexto K y, adema´s, en (K|K). Por el otro lado, cualquier implicacio´n va´lida
en K tambie´n es va´lida en (K|K), como es el caso de m2 → m3. Sin embargo,
existen implicaciones que se cumplen en (K|K) y no se pueden obtener a partir
de K o a partir de K. Esto ocurre, por ejemplo, para m2m4 → m1. Obse´rvese que
{m1,m2,m4} es una clave de (K|K).
Estos autores, de forma implı´cita, siguen basando todos sus resultados
en los axiomas de Armstrong. Es decir, dado un contexto formal, buscan un
conjunto de implicaciones Σ del que se puedan derivar todas las implica-
ciones mixtas que se cumplen en (K|K) con los axiomas de Armstrong, es
decir, tal que
(K|K) |= A→ B si y solo si Σ ` A→ B
Cuando esta doble implicacio´n se cumple, se dice que Σ es completo para
(K|K) respecto de los axiomas de Armstrong.
La solucio´n que aquı´ se propone va ma´s alla´. El sistema axioma´tico
de Armstrong es correcto (es decir, Σ ` A → B implica Σ |= A → B) y
completo (Σ |= A→ B implica Σ ` A→ B) en el caso cla´sico. Sin embargo,
cuando consideramos implicaciones mixtas, como veremos a continuacio´n,
este sistema deja de ser completo porque no captura las propiedades de la
negacio´n. Para compensarlo, los mencionados autores, necesitan aumentar
el taman˜o del conjunto Σ.
Ejemplo 5.0.2 A partir de las claves minimales de la dicotomizacio´n del contexto
de la Tabla 5.4 se obtiene el siguiente sistema de implicaciones mixtas: {m1 →
m2m3, m3 → m1m2,m1m2 → m3,m2 → m1m3,m1m3 → m2,m3m2 → m1}
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Tabla 5.4: Contexto formal
Vemos que hay implicaciones que son redundantes y que no se pueden deducir
de los axiomas de Armstrong. Por ejemplo, es fa´cil razonar que en todo contexto
en el que las implicaciones mixtas m1 → m2m3 y m3 → m1m2 se cumplen, se
debe cumplir tambie´n la implicacio´n m2 → m1m3. Sin embargo, los axiomas de
Armstrong no permiten inferirla.
La propuesta que abordamos en este capı´tulo es ampliar el sistema
axioma´tico hasta tener uno completo, que capture la sema´ntica de la nega-
cio´n.
5.1. MixAtL : una lo´gica para implicaciones entre
atributos mixtos
Aquı´ se presenta formalmente una lo´gica para manejar las implicaciones
mixtas considerando tres pilares: el lenguaje, la sema´ntica y un sistema
axioma´tico correcto y completo.
Definicio´n 5.1.1 Dado un conjunto de atributos M, el lenguaje de MixAtL es
LM = {X → Y | X,Y ⊆M ∪M}
Las fo´rmulas en LM se denominan implicaciones entre atributos mixtos.
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Como es costumbre, y venimos haciendo en capı´tulos anteriores, man-
tenemos el convenio de omitir las llaves y las comas en las premisas y las
conclusiones de las implicaciones. Del mismo modo, la unio´n de conjuntos
dentro de una implicacio´n se denotara´ por yuxtaposicio´n de los dos conjun-
tos. Por ejemplo, escribiremos m1m2 → m3 en lugar de {m1,m2} → {m3} y
AB → CD en lugar de A ∪B → C ∪D. El objetivo es reducir el taman˜o de
las fo´rmulas y simplificar su lectura.
Antes de comenzar a describir la sema´ntica y el sistema axioma´tico,
recordamos a continuacio´n una notacio´n introducida en capı´tulos anteriores
y que vamos a usar profusamente a partir de ahora. Dado un conjunto de
atributos M , para todo A ⊆M ∪M :
Pos(A) = A ∩M , Neg(A) = A ∩M y Tot(A) = Pos(A) ∪Neg(A).
Ctts(M) = {A ⊆M ∪M | Pos(A) ∩Neg(A) = ∅}.
FC(M) = {A ∈ Ctts(M) | Tot(A) = M}.
5.1.1. La sema´ntica de MixAtL
Una vez definido el lenguaje en la seccio´n anterior se va a introducir
la sema´ntica de MixAtL . Para diferenciarlo del caso cla´sico, usaremos el
sı´mbolo |=] en lugar de |=.
Definicio´n 5.1.2 Sea K = 〈G,M, I〉 un contexto formal y A → B ∈ LM .
Decimos que el contextoK es un modelo paraA→ B, denotado porK |=] A→ B,
si A⇓ ⊆ B⇓, o equivalentemente, B ⊆ A⇓⇑.
Es inmediato que, dado un contexto K = 〈G,M, I〉 y una implicacio´n
A→ B ∈ LM , se cumple la siguiente equivalencia
K |=] A→ B si y solo si K|K |= A→ B.
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Ejemplo 5.1.3 Considerando el contexto formal K = 〈G,M, I〉 donde G =
{g1, g2, g3, g4}, M = {m1,m2,m3,m4,m5} e I la relacio´n binaria descrita en
la Tabla 5.5, se tiene que K 6|=] m2 → m4 y K |=] m2 → m4, mientras que ni
K 6|=] m2 → m3 ni K 6|=] m2 → m3.
I m1 m2 m3 m4 m5
g1 × × ×
g2 × ×
g3 × × ×
g4 × ×
Tabla 5.5: Contexto Formal K = 〈G,M, I〉.
Como es usual, dado un conjunto de implicaciones entre atributos mixtos
Σ ⊆ LM y un contexto formal K, usaremos la siguiente notacio´n:
La expresio´n K |=] Σ denota que K |=] A→ B para todo A→ B ∈ Σ.
Σ |=] A→ B denota que cualquier modelo para Σ es tambie´n modelo
paraA→ B, es decir,K |=] Σ implicaK |=] A→ B para todo contexto
formal K. En este caso se dice que A→ B se deriva sema´nticamente
desde Σ.
Diremos tambie´n que dos conjuntos de implicaciones de atributos mixtos
Σ1,Σ2 ⊆ LM son sema´nticamente equivalentes, y lo denotaremos por Σ1 ≡] Σ2,
si, para todo contexto formal K, se cumple que K |=] Σ1 si y solo si K |=] Σ2.
Es decir, ambos conjuntos, Σ1 y Σ2, representan el mismo conocimiento.
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5.1.2. Un sistema axioma´tico para MixAtL
En esta seccio´n, se va a proporcionar un sistema axioma´tico y algunas
definiciones y propiedades relacionadas. Posteriormente, en la siguiente
seccio´n, se probara´ que ambas partes, la sema´ntica y la sinta´ctica coin-
ciden, es decir, que si una implicacio´n entre atributos mixtos se deriva
sema´nticamente desde un conjunto de implicaciones, entonces puede ser
inferida usando el sistema axioma´tico, y viceversa.
El sistema axioma´tico para MixAtL considera dos axiomas y cuatro
reglas de inferencia. Son las siguientes: dados a, b ∈ M ∪M y A,B,C ⊆
M ∪M ,
[Inc] Inclusio´n: `] AB → A
[Cont] Contradiccio´n: `] aa→MM
[Augm] Aumentacio´n: A→ B `] AC → BC
[Trans] Transitividad: A→ B,B → C `] A→ C
[Rft] Reflexio´n: Aa→ b `] Ab→ a
[Tru] Confianza: a→ a `] ∅→ a
La nocio´n de derivacio´n sinta´ctica se introduce como es habitual:
Definicio´n 5.1.4 Una implicacio´n ϕ ∈ LM se dice que es sinta´cticamente deri-
vable, o inferida, desde un conjunto de implicaciones Σ ⊆ LM en MixAtL ,
denotada por Σ `] ϕ, si existe una secuencia de implicaciones ϕ1, . . . , ϕn ∈ LM
tal que ϕn = ϕ y, para todo 1 ≤ i ≤ n, se tiene que:
ϕi pertenece a Σ,
ϕi es un axioma, o
ϕi se obtiene aplicando las reglas de inferencia descritas anteriormente a las
implicaciones {ϕj | 1 ≤ j < i}.
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En este caso, se dice que la secuencia {ϕi | 1 ≤ i ≤ n} es una prueba o demostracio´n
para Σ `] ϕ.
Obse´rvese que el sistema axioma´tico formado por la terna [Inc], [Augm]
y [Trans] es el popularmente conocido como “axiomas de Armstrong”. Reser-
vamos el sı´mbolo ` para la derivacio´n mediante el sistema axioma´tico de
Armstrong y usamos `] para el nuevo sistema aquı´ presentado.
El sistema de Armstrong, como ya hemos adelantado, no es completo. De
hecho, de e´l no se pueden derivar las nuevas reglas, que, como probaremos,
son correctas. En resumen, que Σ ` A → B implica Σ `] A → B pero el
recı´proco no es cierto porque, por ejemplo, m1 → m2 `] m2 → m1 pero
m1 → m2 6` m2 → m1.
Tanto el esquema de axioma [Cont] como la regla de inferencia [Rft]
esta´n inspiradas en propiedades presentadas [76]. Sin embargo, hasta donde
sabemos, la regla de inferencia [Tru] es novedosa.
Para simplificar las demostraciones, habitualmente se definen reglas de
inferencia derivadas. Las siguientes reglas de inferencia son ampliamente
conocidas y derivan de los axiomas de Armstrong y, por ello, se cumplen en
MixAtL .
Lema 5.1.5 Sea M un conjunto finito de atributos. Las siguientes reglas de infe-
rencia se cumplen en MixAtL : para todo A,B,C ⊆M ∪M ,
[Frag] Fragmentacio´n: A→ BC `] A→ B
[Un] Unio´n: A→ B,A→ C `] A→ BC
[gTr] Transitividad Generalizada: A→ BC,B → D `] A→ D
DEMOSTRACIO´N: A pesar de que estas reglas de inferencia son bien conoci-
das y es un ejercicio fa´cil su demostracio´n, mostraremos una secuencia que
es una demostracio´n para [Frag] como ejemplo:
ϕ1 = (A→ BC), ϕ2 = (BC → B), ϕ3 = (A→ B)
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donde ϕ1 es la hipo´tesis, ϕ2 es un axioma (ver [Inc]) y ϕ3 se obtiene desde
ϕ1 y ϕ2 por [Trans]. 
Como en el caso cla´sico, el sistema axioma´tico de MixAtL define un
cierre sinta´ctico en 2M∪M . Las siguientes definiciones y resultados pretenden
introducirlo.
Definicio´n 5.1.6 Sea M un conjunto finito de atributos y Σ ⊆ LM un conjunto
de implicaciones entre atributos mixtos. Decimos que un conjunto C ⊆M ∪M es
m-cerrado con respecto a Σ si A ⊆ C implica B ⊆ C para todo A→ B ∈ LM tal
que Σ `] A→ B.
El conjunto de conjuntos m-cerrados con respecto a Σ se denota por mcl(Σ).
Ahora probamos que la definicio´n anterior se corresponde con un sis-
tema de clausura o familia de Moore (ve´ase la Definicio´n 2.2.4) y algunas
propiedades relacionadas con e´l.
Proposicio´n 5.1.7 Sea M un conjunto finito de atributos, Σ ⊆ LM y C1, C2 ⊆
M ∪M . Entonces,
1. M ∪M ∈ mcl(Σ).
2. Si C1, C2 ∈ mcl(Σ) entonces C1 ∩ C2 ∈ mcl(Σ).
3. mcl(Σ) ⊆ Ctts(M) ∪ {M ∪M}.
DEMOSTRACIO´N: Los puntos (1) y (2) son consecuencia directa de la defini-
cio´n. Para el punto (3), probamos que, siC 6∈ Ctts(M) yC 6= M∪M entonces
C no es m-cerrado. En este caso, dado que C no es consistente, debe existir
m ∈ M tal que m,m ∈ C. Por otro lado, por [Cont], Σ `] mm → MM y,
por tanto, C no es m-cerrado ya que {m,m} ⊆ C pero M ∪M 6⊆ C. 
Dado que, como consecuencia de los puntos (1) y (2) de la Proposi-
cion 5.1.7, la familia de conjuntos m-cerrados mcl(Σ) constituye un sistema
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de clausura, e´sta define un operador de cierre de la forma usual (ve´ase la
Definicio´n 2.2.1). Denominaremos a tal operador cierre sinta´ctico mixto.
Definicio´n 5.1.8 Sea M un conjunto finito de atributos, Σ ⊆ LM y A ⊆M ∪M .
El conjunto A]Σ =
⋂{F ∈ mcl(Σ) | A ⊆ F} se dice que es el cierre sinta´ctico
mixto de A con respecto a Σ.
Como hemos dicho, (−)]Σ : 2M∪M → 2M∪M es un operador de cierre, es
decir:
A ⊆ A]Σ = (A]Σ)]Σ para todo A ⊆M ∪M y
A]Σ ⊆ B]Σ para todo A ⊆ B ⊆M ∪M .
Ejemplo 5.1.9 Sea M = {m1,m2,m3,m4}. Dado el conjunto de implicaciones
Σ = {m4 → m1m2m3, m3m4 → m1m2, m2 → m3,
m2m4 → m1, m2m3m4 → m1, m1m4 → m2} ,
el conjunto de m-cerrados respecto de Σ es
mcl(Σ) = {∅, m1, m3, m4, m1m3, m2m3, m3m4, m1m2m4,
m1m2m3m4, m1m2m3m4,m1m2m3m4, m1m2m3m4, M ∪M}
cuyo retı´culo esta´ representado en la Fig. 5.1.
Lema 5.1.10 Sea M un conjunto finito de atributos, Σ ⊆ LM y A ⊆ M ∪M .
Entonces Σ `] A→ A]Σ.
DEMOSTRACIO´N: Como M es finito, existe una familia finita {Xi ⊆M ∪M |
1 ≤ i ≤ n} formada por aquellos conjuntos que satisfacen Σ `] A → Xi.
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M ∪M
m1m2m3m4 m1m2m3m4 m1m2m3m4 m1m2m3m4
m1m3 m2m3 m3m4 m1m2m4
m3 m1 m4
∅
Figura 5.1: Retı´culo formado por los elementos de mcl(Σ).
No´tese que, por [Inc], esta familia es no vacı´a. Entonces, para cada Xi
existe una prueba ϕi1, . . . , ϕimi para Σ `] A→ Xi.
Consideremos ahora B :=
⋃n
i=1Xi y probaremos que Σ `] A→ B. Sea
ψi la implicacio´n de atributos mixtos A→ X1 . . . Xi para cada 1 < i ≤ n. La
secuencia finita ϕ11, . . . , ϕ1m1 , ϕ21, . . . , ϕ2m2 , . . . , ϕn1, . . . , ϕnmn , ψ2, . . . , ψn
es una prueba para Σ `] A→ B donde ψ2 se obtiene aplicando [Un] a ϕ1m1
y ϕ2m2 , y ψj se obtiene aplicando [Un] a ϕjmj y ψj−1, para cada 2 < j ≤ n.
Por definicio´n, como A]Σ es m-cerrado con respecto a Σ y Σ `] A→ B, se
tiene queB ⊆ A]Σ. ComoA ⊆ B ⊆ A]Σ (no´tese que, por [Inc], Σ `] A→ A),
tenemos que A]Σ ⊆ B]Σ ⊆ (A]Σ)]Σ = A]Σ y, por tanto, B]Σ = A]Σ. Ahora
probemos que B = A]Σ por reduccio´n al absurdo. Supongamos que B  B
]
Σ,
es decir, existe U, V ⊆ M ∪M tal que Σ `] U → V y U ⊆ B, pero V 6⊆ B.
Entonces, aplicando [gTr] sobreA→ B y U → V , se tiene que Σ `] A→ V
que contradice V 6⊆ B. Finalmente, concluimos que B = B]Σ = A]Σ y
Σ `] A→ A]Σ. 
Este resultado lleva al siguiente teorema que asegura que, dado un
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conjunto de implicaciones de atributos mixtos Σ, la derivacio´n sinta´ctica `]
y el operador de cierre sinta´ctico (−)]Σ contienen la misma informacio´n.
Teorema 5.1.11 Sea M un conjunto finito de atributos, Σ ⊆ LM y A,B ⊆
M ∪M . Entonces Σ `] A→ B si y solo si B ⊆ A]Σ.
DEMOSTRACIO´N: Para la implicacio´n directa, supongamos que Σ `] A→ B
y, por definicio´n, como A]Σ es m-cerrado con respecto a Σ, tenemos que
B ⊆ A]Σ.
Recı´procamente, supongamos ahora que , B ⊆ A]Σ. Por [Inc], A]Σ → B
es un axioma y, por el Lema 5.1.10, Σ `] A → A]Σ. Aplicando la regla
[Trans] a estas dos implicaciones tenemos, como consecuencia, que Σ `]
A→ B. 
Corolario 5.1.12 Sea M un conjunto finito de atributos, Σ ⊆ LM y A ⊆M ∪M .
Entonces A]Σ = ma´x{B ⊆M ∪M | Σ `] A→ B}.
Ejemplo 5.1.13 Sea M = {m1,m2,m3} y Σ = {m1m2 → m3,m1m3 → m2}.
Para el conjunto A = {m3} tenemos que A]Σ = {m1,m3} y la siguiente secuencia
demuestra que Σ `] m3 → m1m3:
ϕ1 = m1m2 → m3 Hipo´tesis.
ϕ2 = m1m3 → m2 Hipo´tesis.
ϕ3 = m1m3 → m2 Aplicando [Rft] a ϕ1.
ϕ4 = m1m3 → m2m2 Aplicando [Un] a ϕ2 y ϕ3.
ϕ5 = m2m2 →MM Por [Cont].
ϕ6 = m1m3 →MM Aplicando [Trans] a ϕ4 y ϕ5.
ϕ7 = m1m3 → m3 Aplicando [Frag] a ϕ6.
ϕ8 = m3 → m1 Aplicando [Rft] a ϕ7.
ϕ9 = m3 → m1m3 Aplicando [Augm] a ϕ8.
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5.1.3. Correccio´n y completitud de MixAtL
En esta seccio´n se va a probar que la lo´gica de implicaciones para im-
plicaciones mixtas es completa y correcta. Primero, el siguiente teorema
asegura la correccio´n del sistema axioma´tico.
Teorema 5.1.14 Sea M un conjunto finito de atributos,A→ B ∈ LM y Σ ⊆ LM .
Entonces, Σ `] A→ B implica que Σ |=] A→ B.
DEMOSTRACIO´N: Es suficiente probar que los axiomas se cumplen en cual-
quier contexto formal y, para cada regla de inferencia, los modelos de la
primera parte son tambie´n modelos en la segunda parte. Para ello, haremos
uso de que ⇓ ◦ ⇑ es un operador de cierre y, por tanto, A ⊆ A⇓⇑ = A⇓⇑⇓⇑
para todo A ⊆M ∪M y A⇓⇑ ⊆ B⇓⇑ para todo A ⊆ B ⊆M ∪M .
Considerando un contexto formal arbitrarioK = 〈G,M, I〉, a, b ∈M ∪M
y A,B,C ⊆M ∪M , se tiene que:
[Inc] K |=] AB → A porque A ⊆ A⇓⇑ ⊆ (A ∪B)⇓⇑ .
[Cont] K |=] aa→MM porque {a, a}⇓⇑ = ∅⇑ = M ∪M .
[Augm] Si K |=] A→ B, es decir, B ⊆ A⇓⇑ , entonces B ∪ C ⊆ A⇓⇑ ∪
C
⇓⇑ ⊆ (A ∪ C)⇓⇑ y, por tanto, K |=] AC → BC.
[Trans] Si K |=] A → B y K |=] B → C, se tiene que B ⊆ A⇓⇑ y
C ⊆ B⇓⇑ . Por tanto, C ⊆ B⇓⇑ ⊆ A⇓⇑⇓⇑ = A⇓⇑ y K |=] A→ C.
[Rft] Si K |=] Aa→ b entonces (A∪ {a})⇓ = A⇓ ∩ {a}⇓ ⊆ {b}⇓ . Va-
mos a probar que (A∪{b})⇓ ⊆ {a}⇓ . Considerando cualquier
objeto o ∈ (A∪{b})⇓ = A⇓∩{b}⇓ . Como o ∈ A⇓ pero o /∈ {b}⇓ ,
se tiene que o /∈ {a}⇓ y o ∈ {a}⇓ . Esto es, K |=] Ab→ a.
[Tru] Si K |=] a→ a, es decir, {a}⇓ ⊆ {a}⇓ , entonces, como {a}⇓ ∪
{a}⇓ = G, se tiene que {a}⇓ = G = ∅⇓ y, ası´, K |=] ∅→ a.

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El siguiente teorema, con su lema previo, caracterizan el cierre sinta´ctico
en te´rminos de conjuntos consistentes completos, y esto sera´ clave para la
demostracio´n de la completitud del sistema axioma´tico.
Lema 5.1.15 SeaM un conjunto finito de atributos y Σ ⊆ LM . Para todo conjunto
C ∈ mcl(Σ) ∩ Ctts(M) existe F ∈ mcl(Σ) ∩ FC(M) tal que C ⊆ F .
DEMOSTRACIO´N: Consideremos C ∈ mcl(Σ) ∩ Ctts(M). Como M es finito,
existe un conjunto maximal C1 ∈ mcl(Σ) ∩ Ctts(M) tal que C ⊆ C1 y
probamos que C1 ∈ FC(M) por reduccio´n al absurdo. Supongamos C1 6∈
FC(M). Entonces existem ∈M tal quem,m 6∈ C1 y, por la Proposicion 5.1.7,
(C1 ∪ {m})]Σ = M ∪M porque C1 es maximal en mcl(Σ) ∩ Ctts(M). Por
tanto, el Lema 5.1.10 asegura que Σ `] C1m→MM . Ahora, distinguimos
dos casos:
Si C1 = ∅ entonces Σ `] m → MM y, por [Frag], Σ `] m → m.
Ahora, por [Tru], Σ `] ∅→ m que contradice C1 ∈ mcl(Σ) ya que,
como dijimos antes, m 6∈ C1.
En el caso en queC1 no es vacı´o, consideremos un c ∈ C1 arbitrario. Co-
mo Σ `] C1m→MM , aplicando [Frag], se tiene que Σ `] C1m→ c
y, por [Rft], Σ `] C1 → m porqueC1∪{c} = C1. Como consecuencia,
m ∈ C1]Σ que vuelve a contradecir que C1 ∈ mcl(Σ).
Concluimos, por tanto, que C ⊆ C1 ∈ mcl(Σ) ∩ FC(M). 
El siguiente teorema asegura que el operador de cierre sinta´ctico puede
ser descrito en te´rminos de conjuntos m-cerrados que son consistentes
completos.
Teorema 5.1.16 Sea M un conjunto finito de atributos, Σ ⊆ LM y A ⊆M ∪M .
Entonces A]Σ =
⋂{F ∈ mcl(Σ) ∩ FC(M) | A ⊆ F}.
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DEMOSTRACIO´N: Es suficiente probar que C =
⋂{F ∈ mcl(Σ) ∩ FC(M) |
C ⊆ F} para cualquier conjunto m-cerrado C ∈ mcl(Σ).
Si C = M ∪M , es trivial porque la interseccio´n vacı´a es M ∪M .
Si C = ∅ debemos probar que
⋂{F ∈ FC(M) | F ∈ mcl(Σ)} = ∅ y lo
hacemos por reduccio´n al absurdo. Supongamos que existe b ∈ F para todo
F ∈ mcl(Σ) ∩ FC(M). Luego no existe F ∈ mcl(Σ) ∩ FC(M) tal que b ∈ F .
Por el Lema 5.1.15 y la Proposicio´n 5.1.7, {b}]Σ = M∪M y, por el Lema 5.1.10,
Σ `] b → MM . Por [Frag], Σ `] b → b y, por [Tru], Σ `] ∅ → b que
contradice C ∈ mcl(Σ).
Nos queda por probar el caso en que ∅ 6= C 6= M ∪M . Es trivial que
C ⊆ ⋂{F ∈ mcl(Σ) ∩ FC(M) | C ⊆ F} y probamos la otra inclusio´n, es
decir, que b ∈ ⋂{F ∈ mcl(Σ) ∩ FC(M) | C ⊆ F} implica b ∈ C.
Si b ∈ ⋂{F ∈ mcl(Σ)∩FC(M) | C ⊆ F}, no existe F ∈ mcl(Σ)∩FC(M)
tal que C ∪ {b} ⊆ F . Por el Lema 5.1.15 y la Proposicion 5.1.7 tenemos que
(C ∪ {b})]Σ = M ∪M y, por el Lema 5.1.10, Σ `] Cb→MM . Considerando
ahora un c ∈ C arbitrario y aplicando [Frag], se tiene que Σ `] Cb→ c y,
por [Rft], Σ `] C → b. Finalmente, como C es m-cerrado, b ∈ C. 
An˜adiendo a este teorema los resultados de la seccio´n anterior, tenemos
tres caracterizaciones equivalentes para el cierre sinta´ctico:
A]Σ =
⋂
{C ∈ mcl(Σ) | A ⊆ C}
=
⋂
{F ∈ mcl(Σ) ∩ FC(M) | A ⊆ F}
= ma´x{B ⊆M ∪M | Σ `] A→ B}
Ahora, vamos a probar la completitud del sistema axioma´tico MixAtL .
Teorema 5.1.17 SeaM un conjunto finito de atributos,A→ B ∈ LM y Σ ⊆ LM .
Entonces, Σ |=] A→ B implica Σ `] A→ B.
DEMOSTRACIO´N: Probamos que Γ 6`] A → B implica Γ 6|=] A → B. Por el
Teorema 5.1.11 se tiene que Γ 6`] A→ B implica B 6⊆ A]Σ. Considerando el
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contexto formal K = 〈G,M, I〉 donde G = mcl(Σ) ∩ FC(M) y I ⊆ G ×M
donde 〈F,m〉 ∈ I si y solo si m ∈ F . Para asegurar que K |=] Σ pero
K 6|=] A → B, probamos que X⇓⇑ = X]Σ para todo X ⊆ M ∪M haciendo
uso del Teorema 5.1.16:
X
⇓
= {F ∈ G | m ∈ F para todo m ∈ X}
∩ {F ∈ G | m 6∈ F para todo m ∈ X, }
= {F ∈ G | X ⊆ F}
X
⇓⇑
= {m ∈M | m ∈ F para todo F ∈ X⇓}
∪ {m ∈M | m 6∈ F para todo F ∈ X⇓}
={a ∈M ∪M | a ∈ F para todo F ∈ X⇓}
=
⋂
{F ∈ G | X ⊆ F} = X]Σ
Por tanto, K |=] Σ y K 6|=] A→ B, y, en consecuencia, Σ 6|=] A→ B. 
Un problema interesante cuando se quiere trabajar con implicaciones de
atributos es determinar si un conjunto de implicaciones representa todo el
conocimiento que de un contexto formal se puede obtener. De este modo
surge la nocio´n de sistema implicacional completo para un contexto dado.
En la siguiente definicio´n se extiende al tratamiento de implicaciones mixtas.
Definicio´n 5.1.18 Sea K un contexto formal. Un conjunto de implicaciones entre
atributos mixtos Σ ⊆ LM se dice que es m-completo para K si se cumple la
siguiente condicio´n: para todo A→ B ∈ LM ,
K |=] A→ B si y solo si Σ `] A→ B.
Como consecuencia de la correccio´n y completitud del sistema axioma´ti-
co de MixAtL se tiene el siguiente resultado que asegura que el cierre
sema´ntico y el sinta´ctico coinciden.
116 CAPI´TULO 5. SISTEMAS IMPLICACIONALES MIXTOS
Teorema 5.1.19 Sea K = 〈G,M, I〉 un contexto formal finito y Σ ⊆ LM un
conjunto de implicaciones entre atributos mixtos. Si Σ es m-completo para K,
entonces A⇓⇑ = A]Σ para todo A ⊆M ∪M .
DEMOSTRACIO´N: La demostracio´n es directa ya que, para todo A,B ⊆
M ∪M , se tiene que:
B ⊆ A⇓⇑ si y solo si K |=] A→ B
si y solo si Σ `] A→ B si y solo si B ⊆ A]Σ.

5.2. SimMixAtL: Lo´gica de simplificacio´n para
atributos mixtos
Introducimos en esta seccio´n un sistema axioma´tico alternativo al de
MixAtL inspirado en el paradigma de simplificacio´n y demostraremos
que es equivalente al de MixAtL .
El sistema axioma´tico de SimMixAtL considera un axioma y cuatro
reglas de inferencia. Son las siguientes:
[Ref] Reflexividad: `]s A→ A
[Simp] Simplificacio´n: A→ B,C → D `]s A(C-B)→ D
[Ky] Clave: A→ b `]s Ab→MM
[InKy] Clave Inversa: Ab→MM `]s A→ b
[Rd] Reduccio´n: Ab→ C,Ab→ C `]s A→ C
para todo a, b ∈M ∪M y todo A,B,C ⊆M ∪M .
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El siguiente teorema establece la equivalencia entre los sistemas axio-
ma´ticos de MixAtL y SimMixAtL.
Teorema 5.2.1 Sea M un conjunto finito de atributos, Σ ⊆ LM y A→ B ∈ LM .
Se tiene que:
Σ `] A→ B si y solo si Σ `]s A→ B
DEMOSTRACIO´N: En primer lugar demostramos que los axiomas y las reglas
de inferencia de SimMixAtL son derivadas de las de MixAtL :
[Ref] Es un caso particular de [Inc].
[Simp] La siguiente secuencia lo demuestra:
ϕ1 = A→ B Hipo´tesis.
ϕ2 = C → D Hipo´tesis.
ϕ3 = A(C-B)→ BC Aplicando [Augm] a ϕ1 y teniendo
en cuenta que B ∪ (C rB) = B ∪ C.
ϕ4 = BC → BD Aplicando [Augm] a ϕ2.
ϕ5 = A(C-B)→ BD Aplicando [Trans] a ϕ3 y ϕ4.
ϕ6 = BD → D Por [Inc].
ϕ7 = A(C-B)→ D Aplicando [Trans] a ϕ5 y ϕ6.
[Ky] La siguiente secuencia prueba que A→ b `] Ab→MM :
ϕ1 = A→ b Hipo´tesis.
ϕ2 = Ab→ bb Aplicando [Augm] a ϕ1.
ϕ3 = bb→MM Por [Cont].
ϕ4 = Ab→MM Aplicando [Trans] a ϕ2 y ϕ3.
[InKy] Para demostrar que Ab→MM `] A→ b distinguimos dos casos:
Si A = ∅, la siguiente secuencia demuestra que b → MM `]
∅→ b.
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ϕ1 = b→MM Hipo´tesis.
ϕ2 = MM → b Por [Ref].
ϕ3 = b→ b Aplicando [Trans] a ϕ1 y ϕ2.
ϕ4 = ∅→ b Aplicando [Tru] a ϕ3.
Si A 6= ∅, considerando un a ∈ A arbitrario, podemos dar la
siguiente demostracio´n para Ab→MM `] A→ b:
ϕ1 = Ab→MM Hipo´tesis.
ϕ2 = MM → a Por [Ref].
ϕ3 = Ab→ a Aplicando [Trans] a ϕ1 y ϕ2.
ϕ4 = A→ b Aplicando [Rft] a ϕ3 ya que a ∈ A.
[Rd] La siguiente secuencia prueba que es una regla de inferencia derivada
en MixAtL :
ϕ1 = Ab→ c Hipo´tesis.
ϕ2 = Ab→ c Hipo´tesis.
ϕ3 = Ac→ b Aplicando [Rft] a ϕ1.
ϕ4 = Ac→ b Aplicando [Rft] a ϕ2.
ϕ5 = Ac→ bb Aplicando [Un] a ϕ3 y ϕ4.
ϕ6 = bb→MM Por [Cont].
ϕ7 = Ac→MM Aplicando [Trans] a ϕ5 y ϕ6.
ϕ8 = A→ c Aplicando [InKy] a ϕ6.
Obse´rvese que, en el u´ltimo paso de esta demostracio´n, hemos uti-
lizado [InKy] que ya habı´amos demostrado que era una regla de
inferencia derivada en MixAtL .
Con todo esto hemos demostrado que Σ `]s A → B implica Σ `] A → B.
Demostramos ahora que Σ `] A → B implica Σ `]s A → B probando que
todos los axiomas y reglas de inferencia de MixAtL son derivados de los
de SimMixAtL.
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[Inc] La siguiente secuencia lo prueba:
ϕ1 = A→ A Por [Ref].
ϕ2 = B → B Por [Ref].
ϕ3 = AB → A Aplicando [Simp] a ϕ2 y ϕ1 y teniendo
en cuenta que B ∪ (ArB) = A ∪B.
[Cont] Lo probamos con la siguiente secuencia:
ϕ1 = a→ a Por [Ref].
ϕ2 = aa→MM Aplicando [Ky] a ϕ1.
[Trans] Es un caso particular de [Simp]:
ϕ1 = A→ B Hipo´tesis.
ϕ2 = B → C Hipo´tesis.
ϕ3 = A→ C Aplicando [Simp] a ϕ1 y ϕ2 y teniendo
en cuenta que A ∪ (B rB) = A.
[Augm] La demostracio´n es la siguiente:
ϕ1 = A→ B Hipo´tesis.
ϕ2 = B → B Por [Ref].
ϕ3 = B-C → B-C Por [Ref].
ϕ4 = B → B-C Aplicando [Simp] a ϕ2 y ϕ3 y teniendo
en cuenta que (B r C)rB = ∅.
ϕ5 = A→ B-C Aplicando [Simp] a ϕ1 y ϕ4 y teniendo
en cuenta que A ∪ (B rB) = A.
ϕ6 = BC → BC Por [Ref].
ϕ7 = AC → BC Aplicando [Simp] a ϕ5 y ϕ6 y teniendo
en cuenta que A ∪ ((B ∪C)r (B rC)) =
A ∪ C.
[Rft] Se prueba como sigue:
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ϕ1 = Aa→ b Hipotesis.
ϕ2 = Aab→MM Aplicando [Ky] a ϕ1.
ϕ3 = Ab→ a Aplicando [InKy] a ϕ2.
[Tru] La siguiente secuencia lo demuestra:
ϕ1 = a→ a Hipotesis.
ϕ2 = a→ a Por [Ref].
ϕ3 = aa→MM Aplicando [Ky] a ϕ2.
ϕ4 = a→MM Aplicando [Simp] a ϕ1 y ϕ3.
ϕ5 = ∅→ a Aplicando [InKy] a ϕ4.

Corolario 5.2.2 El sistema axioma´tico de SimMixAtL es correcto y completo.
Ejemplo 5.2.3 Sea M = {m1,m2,m3} y Σ = {m1m2 → m3,m1m3 → m2}.
En el ejemplo 5.1.13 dimos un demostracio´n de Σ `] m3 → m1m3 usando
MixAtL . A continuacio´n presentamos una demostracio´n basada en el sistema
axioma´tico SimMixAtL:
ϕ1 = m1m2 → m3 Hipo´tesis.
ϕ2 = m1m3 → m2 Hipo´tesis.
ϕ3 = m1m2m3 →MM Aplicando [Ky] a ϕ1.
ϕ4 = m1m2m3 →MM Aplicando [Ky] a ϕ2.
ϕ5 = m1m3 →MM Aplicando [Rd] a ϕ3 y ϕ4.
ϕ6 = m3 → m1 Aplicando [InKy] a ϕ5.
ϕ7 = m1m3 → m1m3 Por [Ref].
ϕ8 = m3 → m1m3 Aplicando [Simp] a ϕ6 y ϕ7.
Del mismo modo que en la Lo´gica de Simplificacio´n cla´sica, las reglas
de inferencia de este nuevo sistema axioma´tico se pueden ver, en realidad,
como equivalencias.
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Como dijimos en la seccio´n 5.1.1, dos conjuntos Σ1,Σ2 ⊆ LM son
sema´nticamente equivalentes, denotado por Σ1 ≡ Σ2, si para todo con-
texto formal K se tiene que
K |=] Σ1 si y solo si K |=] Σ2
Dado que el sistema axioma´tico de MixAtL es correcto y completo se tiene
que Σ1 ≡ Σ2 si y solo si las dos siguientes implicaciones se cumplen:
1. Σ1 `] A→ B para todo A→ B ∈ Σ2.
2. Σ2 `] A→ B para todo A→ B ∈ Σ1.
A las equivalencias conocidas de la Lo´gica de Simplificacio´n (ve´ase Teorema
2.3.25) se an˜aden en SimMixAtL las enunciadas en el siguiente teorema.
Teorema 5.2.4 Sea M un conjunto finito de atributos. Las siguientes equivalen-
cias se cumplen en SimMixAtL: para todo A,C ⊆ M ∪ M y b ∈ M ∪ M ,
(Rd.Eq) Equivalencia de reduccio´n: {Ab→ C,Ab→ C} ≡ {A→ C}.
(Ky.Eq) Equivalencia clave: {A→ b} ≡ {Ab→MM}.
DEMOSTRACIO´N: Por [Rd] tenemos que Ab → C,Ab → C `]s A → C y la
siguiente secuencia demuestra que A→ C `]s Ab→ C:
ϕ1 = A→ C Hipo´tesis.
ϕ2 = Ab→ Ab Por [Ref].
ϕ3 = Ab→ C Aplicando [Simp] a ϕ2 y ϕ1.
La demostracio´n para A→ C `]s Ab→ C es ana´loga.





En los capı´tulos anteriores se han estudiado a fondo las propiedades
de los retı´culos de conceptos mixtos y de los sistemas implicacionales mix-
tos. Tambie´n hemos presentado dos sistemas axioma´ticos equivalentes que
permiten inferir nuevas implicaciones mixtas a partir de un sistema im-
plicacional. Teniendo en cuenta todos estos resultados, en este capı´tulo
abordamos el problema de la extraccio´n de conocimiento a partir de la infor-
macio´n contenida en un contexto formal. En particular, presentamos varios
algoritmos, inspirados en los cla´sicos, que nos permiten extraer conocimien-
to a partir del contexto formal en te´rminos de, o bien el retı´culo de conceptos
mixtos, o bien un sistema implicacional mixto completo.
6.1. Calculando sistemas implicacionales mixtos
completos
Uno de los algoritmos de referencia para calcular un sistema implicacio-
nal completo a partir de un contexto formal es el algoritmo conocido como
Next-Closure [40]. Este algoritmo devuelve la base Duquenne-Guigues,
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tambie´n llamada “stem base”, que es el sistema implicacional completo con
menor cardinal. La esencia del algoritmo es recorrer la familia de subconjun-
tos de atributos en orden le´ctico (orden lineal que subsume a la inclusio´n de
conjuntos) aplicando una estrategia que evita repeticiones y el ca´lculo de
cierres innecesarios.
El algoritmo presentado en esta seccio´n, esta´ inspirado en el algoritmo
Next-Closure. Ba´sicamente recorre los subconjuntos A de M ∪M que
pueden ser la premisa de una implicacio´n A→ A⇓⇑ que no sea trivial (que
no es un axioma) o que no se pueda inferir de una previamente calcula-
da. Ası´, el algoritmo considera solamente subconjuntos consistentes (ver
Definiciones 4.1.2 y 4.1.3).
Lema 6.1.1 Sea K = 〈G,M, I〉 un contexto formal y A ⊆M ∪M .
1. Si A /∈ Ctts(M) entonces A→ A⇓⇑ es un axioma.
2. Si A ∈ FC(M) entonces A → A⇓⇑ es un axioma o existe B  A tal que
B → B⇓⇑ `] A→ A⇓⇑.
DEMOSTRACIO´N: Para el ı´tem 1, debemos probar que ∅ `] A→ A⇓⇑ para
todo A /∈ Ctts(M). Como A no es consistente, debe existir m ∈ M tal que
m,m ∈ A y A⇓⇑ = M ∪M . La siguiente secuencia lo demuestra:
ϕ1 = A→ mm por [Inc].
ϕ2 = mm→MM por [Cont].
ϕ3 = A→MM aplicando [Trans] a ϕ1 y ϕ2.
En el caso del ı´tem 2, si A ∈ FC(M), debemos distinguir dos casos:
1. Si existe g ∈ G tal que g⇑ = A, por el Teorema 4.2.3, A⇓⇑ = A y, por
[Inc], tenemos que A→ A⇓⇑ es un axioma.
2. Si no existe g ∈ G tal que g⇑ = A, por el Teorema 5.1.19 y la Proposi-
cio´n 5.1.7, tenemos queA⇓⇑ = M∪M . Consideremos cualquier b ∈ A y
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B = Ar{b}. Por el Teorema 5.2.4, se tiene que {A→ A⇓⇑} ≡ {B → b}
y, por tanto, B → B⇓⇑ `] A→ A⇓⇑.

Como consecuencia del lema anterior, tenemos que, para encontrar un
sistema implicacional completo, podemos limitar la bu´squeda a aquellas
implicaciones cuya premisa pertenece a Ctts(M)r FC(M). Por tal motivo
el algoritmo va a extender el orden le´ctico para recorrer todo este conjunto.
Para ello, vamos a dar una caracterizacio´n de conjuntos en Ctts(M) en
te´rminos de pares de subconjuntos de M .
Existe una relacio´n uno-a-uno entre conjuntos en Ctts(M) y pares de
conjuntos 〈X,Y 〉 tal que X ⊆ Y ⊆ M . Si A ∈ Ctts(M) entonces Neg(A) ⊆







Esta relacio´n uno-a-uno permite extender el orden le´ctico a Ctts(M) como
sigue: para todo A,B ∈ Ctts(M), el conjunto A es previo a B, denotado
como A B, si se da una de las siguientes condiciones:
1. Tot(A) < Tot(B)
2. Tot(A) = Tot(B) y Neg(A) < Neg(B)
Obse´rvese que, si A ∈ Ctts(M)r FC(M) y B ∈ FC(M), entonces A B.
Este nuevo orden conserva el orden de la inclusio´n para subconjuntos
(es decir, A ⊆ B implica A  B) y permite podar la bu´squeda de nuevas
implicaciones como mı´nimo hasta la mitad de los candidatos. En lugar de
recorrer 2M∪M recorremos Ctts(M) en el orden  hasta que aparezca el
primer elemento de FC(M).
Por otro lado, el algoritmo para calcular el sistema implicacional no ne-
cesita recorrer exhaustivamente todos los subconjuntos de atributos mixtos,
126 CAPI´TULO 6. EXTRACCIO´N DE CONOCIMIENTO
sino solamente aquellos que son cerrados con respecto al sistema implica-
cional previamente calculado. La funcio´n Closed, con coste lineal, devuelve
“verdadero” siempre que el conjunto A es cerrado respecto del conjunto de
implicaciones Σ.
Funcio´n Closed(A,Σ): booleano
Entrada: A ∈ Ctts(M), y Σ un conjunto de implicaciones mixtas.
Salida: “verdadero” si A es cerrado con respecto a Σ.
1 inicio
2 para cada B → C ∈ Σ hacer
3 si B ⊆ A y C * A entonces devolver falso;
4 si B rA = {a}, A ∩ C 6= ∅, y a 6∈ A entonces devolver falso;
5 devolver verdadero
Algoritmo 3: Extraccio´n de implicaciones mixtas
Entrada: K = 〈G,M, I〉
Salida: Un sistema implicacional Σ que es completo para K.
1 inicio
2 Σ := ∅;
3 Y := ∅;
4 mientras Y < M hacer
5 para cada X ⊆ Y hacer
6 A := (Y rX) ∪X ;
7 si Closed(A, Σ) entonces
8 C := A⇓⇑;
9 si A 6= C entonces an˜adir A→ C\A a Σ;
10 Y := Siguiente(Y)// Esta llamada al me´todo Siguiente(Y)
devuelve al sucesor de Y en el orden le´ctico cla´sico.
11 devolver Σ
Obse´rvese que al aplicar los algoritmos cla´sicos al contexto dicotomizado
K|K tendrı´amos 4|M | candidatos a ser premisa de las implicaciones. Adema´s,
serı´a necesario aplicar te´cnicas de eliminacio´n de redundancias para reducir
el taman˜o del sistema implicacional conforme a los sistemas de inferencia
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descritos en el capı´tulo anterior. Con el me´todo que acabamos de introducir,
el nu´mero de candidatos se reduce a 3|M | − 2|M | y, de ellos, solo conllevan
consulta al contexto aquellos que son cerrados respecto de las implicaciones
calculadas con anterioridad.
Ejemplo 6.1.2 Consideremos el contexto de los “paı´ses en vı´as de desarrollo” pre-
sentado en [40] y ya mencionado en el Ejemplo 2.3.34. Forman el contexto 130 paı´ses
y 6 atributos: Group of 77, Non-alligned, LDC (Least Developed Countries), MASC
(Most Seriously Affected Countries), OPEC (Organization of Petrol Exporting
Countries) and ACP (African, Caribean and Pacific Countries). Las implicaciones
(positivas) que conforman la base Duquenne-Guigues son las siguientes:
OPEC→ Group of 77, Non-alligned
MASC→ Group of 77
Non-alligned→ Group of 77
Group of 77, Non-alligned, MASC, OPEC→ LLDC, ACP
Group of 77, Non-alligned, LLDC, OPEC→MASC, ACP
El Algoritmo 3 calcula el siguiente sistema implicacional mixto:
OPEC→ Group of 77, Non-alligned, LLDC, MASC
MASC, OPEC→ Group of 77
LLDC, ACP→ Group of 77
Non-alligned, LLDC, MASC, OPEC→ Group of 77
Non-alligned→ Group of 77
Group of 77, LLDC, MASC, OPEC, ACP→ Non-alligned
Como conclusio´n, en la ejecucio´n del me´todo, el contexto formal se comprueba
solamente 124 veces, mientras que el nu´mero de conjuntos consistentes es 729. El
nu´mero de implicaciones en el sistema implicacional mixto es 6, justamente solo
una implicacio´n ma´s que la base cla´sica Duquenne-Guigues.
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Obse´rvese que el nu´mero de implicaciones mixtas generadas es ligera-
mente superior al nu´mero de las implicaciones cla´sicas.
Ejemplo 6.1.3 En este segundo ejemplo, se compara el sistema implicacional ob-
tenido mediante el me´todo presentado con el obtenido con el algoritmo propuesto
en [75]. Para el contexto formal proporcionado en la Tabla 5.1, el algoritmo de
Missaoui et al. proporciona el siguiente sistema implicacional mixto:
Σ1 = {m4 → m1m2m3, m3 → m1m2m4, m2 → m1m3m4,
m2m4 → m1, m1 → m2m4, m1 → m3, m1m4 → m2m3,
m1m2 → m3m4, m1m3 → m2m4, m2m3m4 → m1 }
El algoritmo propuesto proporciona el siguiente sistema implicacional:
Σ2 = {m4 → m1m2m3, m3m4 → m1m2, m2m4 → m1,
m2m3m4 → m1, m1 → m3, m1m4 → m3 }
El me´todo propuesto consulta el contexto formal 14 veces mientras que los posibles
subconjuntos de atributos asciende a 81. El sistema implicacional mixto generado
es menor que el obtenido con el algoritmo anterior: tiene 6 implicaciones en contra
de las 10 obtenidas con el algoritmo de Missaoui et al.
Este me´todo permite generar un sistema implicacional que caracteriza,
en forma de implicaciones, las relaciones entre los atributos positivos y nega-
tivos. La principal novedad de este enfoque es que se trabaja directamente
con el contexto formal original K y no con el modificado (K|K).
6.2. Calculando el retı´culo de conceptos mixtos
El desarrollo de me´todos para calcular eficientemente el retı´culo de con-
ceptos a partir de un contexto, en el caso cla´sico, sigue siendo un a´rea muy
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activa de investigacio´n. En [63], los autores aseguran que “la eleccio´n de un
algoritmo para la construccio´n del retı´culo de conceptos puede depender de
las propiedades de los datos introducidos”, es decir, que aunque hay me´to-
dos que, en la mayor parte de los casos, son ma´s eficientes, dependiendo
de la naturaleza de los datos a explorar, puede que resulte ma´s interesante
utilizar otros.
En este apartado se van a proponer nuevos me´todos para extraer los
retı´culos de conceptos mixtos asociados a un contexto formal. Hemos se-
leccionado los algoritmos mas relevantes desarrollados en el caso cla´sico
(Next-Closure, Norris, FCbO e In-Close) para adaptarlos al ca´lculo del retı´cu-
lo de conceptos mixtos. Para ello, hemos tenido en cuenta las propiedades
estudiadas en capı´tulos anteriores. No nos hemos limitado a los ma´s efi-
cientes del caso cla´sico para comprobar si siguen sie´ndolo o no, en esta
generalizacio´n.
Todos estos me´todos trabajan recorriendo los conjuntos de atributos en
una bu´squeda de arriba hacia abajo o en el sentido inverso. Recue´rdese que
el Lema 4.1.7 asegura que, para un contexto formal K = 〈G,M, I〉, el mayor
elemento del retı´culo de conceptos mixto es 〈G,G⇑〉 y el menor elemento es
〈∅,M ∪M〉. En la Observacio´n 4.1.10 asegura´bamos que podı´amos suponer,
sin pe´rdida de generalidad, que el mayor elemento es 〈G,∅〉 porque, de lo
contrario, indicarı´a la presencia en el contexto de un atributo comu´n a todos
los objetos o ausente en todos ellos.
Esta situacio´n es bien conocida en el caso cla´sico [40], donde se llama
“clarificacio´n” o “reduccio´n” al proceso de eliminacio´n de aquellos objetos o
atributos que no modifican la estructura del retı´culo de conceptos, es decir,
que cumplen que, si se eliminan, el retı´culo de conceptos es isomorfo al
incial y adema´s e´ste puede ser reconstruido. Como recogimos en las Ob-
servaciones 4.1.9 y 4.1.10 no todas estas simplificaciones cla´sicas conservan
la estructura del retı´culo de conceptos mixto, es decir, se puede producir
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un nuevo contexto formal con un retı´culo de conceptos mixto asociado no
isomorfo. Ası´, por ejemplo, si en un contexto formal hay un objeto que tiene
todos los atributos y se elimina, debido a la reduccio´n en el nu´mero de
a´tomos en el retı´culo de conceptos mixto, no se puede construir un isomor-
fismo. Por otro lado, hay nuevas reducciones especı´ficas para el retı´culo de
conceptos mixto.
La siguiente definicio´n extiende la nocio´n de clarificacio´n presentada
en [40].
Definicio´n 6.2.1 Un contexto K = 〈G,M, I〉 se denomina clarificado mixto
(acortando, m-clarificado) si las siguientes condiciones se cumplen:
1. g⇑1 = g
⇑
2 implica g1 = g2 para todo g1, g2 ∈ G.
2. m⇓1 = m
⇓
2 implica m1 = m2 para todo m1,m2 ∈M .
3. m⇓1 6= m⇓2 para todo m1,m2 ∈M .
4. m⇓ 6= ∅ 6= m⇓ para todo m ∈M .
Ejemplo 6.2.2 Los contextos presentados en la Tabla 6.1 tienen retı´culos de con-
ceptos mixtos isomorfos entre sı´, e isomorfos al retı´culo de la Figura 6.1. El contexto
K1 no es m-clarificado:
No se cumple la condicio´n 1 porque g⇑1 = g
⇑
3 y g1 6= g3.
La condicio´n 2 tambie´n falla ya que m⇓3 = m
⇓
7 .







Tampoco se cumple la condicio´n 4 porque se tiene que m⇓1 = m
⇓
8 = ∅.
Sin embargo, el contexto K2 sı´ es m-clarificado.
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K1 m1 m2 m3 m4 m5 m6 m7 m8
g1 × × × × ×
g2 × × × × ×
g3 × × × × ×
g4 × × ×
K2 m2 m3 m5
g1 ×
g2 × × ×
g4 ×





Figura 6.1: Retı´culo isomorfo a B](K1) y B](K2) donde K1 y K2 son los contextos presenta-
dos en la Tabla 6.1.
Es fa´cil probar que, para cada contexto formal, existe un contexto m-
clarificado cuyo retı´culo de conceptos mixto es isomorfo al de partida. El
nuevo se obtiene eliminando columnas completas, columnas vacı´as, colum-
nas duales y filas/columnas repetidas. No´tese que este proceso se puede
llevar a cabo con coste cuadra´tico y que, una vez m-clarificado, se debe
cumplir que |G| ≤ 2|M | y que |M | < 2|G|−1.
De aquı´ en adelante, se supondra´ que todos los contextos formales son
m-clarificados.
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6.2.1. Propuesta basada en el algoritmo Next-Closure
Anteriormente, en la Seccio´n 6.1, se ha propuesto el Algoritmo 3 para
calcular un sistema implicacional completo desde un contexto que esta´ ins-
pirado en el algoritmo Next-Closure [40]. En esta seccio´n se va a extender
este algoritmo de forma que calcule el conjunto de conceptos mixtos y para
ello se va a usar nuevamente el orden le´ctico extendido.
El nu´cleo de funcionamiento del algoritmo consiste en recorrer el con-
junto de candidatos (que ya hemos reducido) siguiendo el orden le´ctico y
simulta´neamente calcular los conjuntos cerrados de atributos y un sistema
implicacional. Este conjunto de implicaciones se usa en el algoritmo para
evitar tener que comprobar el contexto formal en los casos en los que, del
conocimiento previamente descubierto, podamos deducir que un candidato
no es cerrado. De esta forma evitamos tener que comprobarlo usando el
contexto formal. Obviamente, es interesante solo en el caso en el cual el coste
de comprobar el cierre desde las implicaciones sea menor que comprobarlo
a partir del contexto.
El nuevo algoritmo (Algoritmo 4) tiene un primer ciclo que recorre la
familia de conjuntos consistentes no completos en el orden le´ctico extendido,
buscando conjuntos cerrados y conceptos mixtos. En este punto, se obtiene
un sistema implicacional mixto pero no todos los conceptos mixtos son
calculados. Es necesario an˜adir aquellos conceptos mixtos cuyos conjuntos
de atributos sean conjuntos consistentes completos (los a´tomos del retı´culo
de conceptos mixtos) y el concepto mixto mı´nimo del retı´culo. El siguiente
teorema proporciona una forma directa para calcular esos conceptos mixtos.
Teorema 6.2.3 Sea K = 〈G,M, I〉 un contexto formal m-clarificado y A un
conjunto consistente completo. El par 〈A⇓, A〉 es un concepto mixto si y solo si
existe g ∈ G tal que {g}⇑ = A (en este caso, A⇓ = {g}).
DEMOSTRACIO´N: Si 〈A⇓, A〉 es un concepto mixto siendo A un conjunto
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consistente completo, A⇓⇑ = A 6= M ∪M y adema´s A⇓ 6= ∅. Entonces, para
cada g ∈ A⇓, {g}⇑ es un conjunto consistente completo contenido en A, es
decir, {g}⇑ = A. Finalmente, como K es m-clarificado, A⇓ = {g}⇑⇓ = {g}.
A la inversa, para cada g ∈ G, como K es m-clarificado, se tiene que el
par 〈{g}, {g}⇑〉 es un concepto mixto tal que {g}⇑ es un conjunto consistente
completo. 
Algoritmo 4: Next-Closure Mixto
Entrada: Un contexto formal m-clarificado K = 〈G,M, I〉.
Salida: El conjunto B de conceptos mixtos de K.
1 inicio
2 B := ∅; Y := ∅; Σ := ∅;
3 mientras Y < M hacer
4 para cada X ⊆ Y hacer
5 A := (Y rX) ∪X ;
6 si Closed(A, Σ) entonces
7 C := A⇓;
8 D := C⇑;
9 si A = D entonces an˜adir 〈C,D〉 a B en otro caso an˜adir A→ D\A a Σ;
10 Y := Siguiente(Y) // Esta llamada al me´todo Siguiente(Y)
devuelve al sucesor de Y en el orden le´ctico cla´sico.
11 para cada g ∈ G hacer an˜adir 〈{g}, {g}⇑〉 a B ;
12 an˜adir 〈∅,M ∪M〉 a B;
13 devolver B
No´tese que, gracias al Teorema 6.2.3, los a´tomos en el retı´culo de con-
ceptos mixtos son los que se obtienen como 〈{g}, {g}⇑〉 para cada g ∈ G.
Evitamos, por tanto, tener que buscar, de entre todos los conjuntos consis-
tentes completos, los que cumplen que el par 〈A⇓, A〉 es un concepto mixto
(hay 2|M | candidatos para comprobar). Cuando el contexto es m-clarificado,
existe una aplicacio´n biyectiva entre los elementos de G y los a´tomos en
el retı´culo de conceptos mixtos. La lı´nea 11 en el Algoritmo 4 realiza estos
ca´lculos.
Finalmente, en la lı´nea 12, el algoritmo an˜ade el elemento inferior del
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retı´culo de conceptos mixtos, el cual es 〈∅,M ∪M〉.
6.2.2. Propuesta basada en el algoritmo de Norris
El algoritmo de Norris es un algoritmo incremental que solo usa el
contexto para calcular los atributos que tiene cada objeto. Esto es, nunca
calcula explı´citamente los cierres usando el contexto. Para los conceptos
mixtos es ma´s fa´cil que en el caso cla´sico porque el conjunto de los a´tomos
del retı´culo de conceptos mixtos (cuando el contexto formal es m-clarificado)
es precisamente el siguiente conjunto:
Atomos = {〈{g}, {g}⇑〉 | g ∈ G} (6.2)
Adema´s, estos conceptos mixtos son exactamente los elementos ∨-irre-
ducibles en el retı´culo de conceptos mixtos (Teorema 4.2.3).
Obse´rvese que, en el caso cla´sico, incluso cuando el contexto formal
es clarificado, {g}↑↓ no es necesariamente igual a {g} y, adema´s, el con-
cepto 〈{g}↑↓, {g}↑〉 no es necesariamente un a´tomo del retı´culo de con-
ceptos. Ası´, por ejemplo, para el contexto formal descrito en la Tabla 5.1,
〈{x2}↑↓, {x2}↑〉 = 〈{x2, x4}, {m2,m4}〉, que no es un a´tomo.
El Algoritmo 5 es una versio´n del algoritmo de Norris que tiene en cuenta
estas propiedades para calcular el retı´culo de conceptos mixto evitando
ca´lculos extra. La funcio´n Novel se usa con este fin.
La principal ventaja de este me´todo es que es incremental y, cuando se
an˜ade una nueva entrada al contexto, los conceptos mixtos previamente
calculados no requieren ser recalculados de nuevo. Otro hecho interesante
es que el ciclo de este algoritmo calcula subretı´culos que crecen hasta que se
obtiene el retı´culo de conceptos mixto.
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Funcio´n Novel(A,D,Atomos): booleano
Entrada: A un conjunto de objetos, D un conjunto de atributos positivos/negativos, Atomos
un conjunto de a´tomos para el retı´culo de conceptos mixtos.
Salida: ‘’verdadero” cuando A lleva a introducir un nuevo concepto mixto y ‘’falso” en
otro caso.
1 inicio
2 para cada 〈{g}, Y 〉 ∈ Atomos hacer
3 si g 6∈ A y D ⊆ Y entonces devolver falso;
4 devolver verdadero
Algoritmo 5: Norris Mixto
Entrada: K = 〈G,M, I〉 un contexto formal m-clarificado
Salida: El conjunto de conceptos mixtos B.
1 inicio
2 B := ∅; Atomos := ∅;
3 para cada g ∈ G hacer
4 Y := {g}⇑; Bnuevo := ∅;
5 para cada 〈A,B〉 ∈ B hacer
6 si B ⊆ Y entonces Reemplazar 〈A,B〉 por 〈A ∪ {g}, B〉 en B ;
7 si no, si Novel(A,B ∩Y,Atomos) entonces An˜adir 〈A∪{g}, B ∩Y 〉 a Bnuevo ;
8 B := B ∪ Bnuevo;
9 An˜adir 〈{g}, Y 〉 a B y a Atomos;
10 An˜adir 〈∅,M ∪M〉 a B;
11 devolver B
6.2.3. Propuesta basada en el algoritmo FCbO.
En este caso, se va a extender el algoritmo Fast Close-by-One (FCbO)
propuesto en [58] que es una mejora de la versio´n proporcionada en [57]
y que, a su vez, es una extensio´n de algoritmo CbO [60]. Ba´sicamente, el
algoritmo CbO realiza un recorrido en profundidad del retı´culo de conceptos
comenzando por el concepto superior y usa un test de canonicidad para
evitar el reca´lculo innecesario de conceptos. En cada paso, a partir de un
concepto calcula conceptos ‘hijos’, es decir, conceptos que esta´n justo debajo
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de e´l. Para evitar repeticiones, considera un orden total < en M y, dado un
concepto 〈A,B〉 y un nuevo atributo m /∈ B, se calcula D = (B ∪ {m})↓↑
y solamente an˜ade el concepto 〈D↓, D〉 cuando la siguiente condicio´n se
cumple: m′ ∈ B si y solo si m′ ∈ D para todo m′ < m.
Para extender este criterio al marco generalizado se va a introducir la
siguiente notacio´n:
Notacio´n 6.2.4 Sea K = 〈G,M, I〉 un contexto formal finito y < una ordenacio´n
total de M .
Para cada a ∈M ∪M , se define←−a , −→a y a+ como sigue:
←−a = {b ∈M ∪M | Pos(b) < Pos(a)}.
−→a = {b ∈M ∪M | Pos(a) < Pos(b) o Pos(a) = Pos(b)}.
a+ =
 a si a ∈M,mı´n{b ∈M | a < b} en otro caso.
Para un concepto mixto 〈A,B〉 y a ∈M ∪M tal que a /∈ B, se define
B  a =
(
(B ∪ {a})⇓⇑ rB
)
∩←−a .
Con esta notacio´n, el test de canonicidad puede ser extendido al caso
mixto de la siguiente forma: Dado un concepto mixto 〈A,B〉 y un atributo
a ∈ M ∪M tal que a /∈ B, el concepto mixto 〈(B ∪ {a})⇓, (B ∪ {a})⇓⇑〉 se
an˜ade a la lista de conceptos mixtos solo en el caso de que B  a = ∅.
Obse´rvese que este test evita incluir bastantes veces el mismo concepto
mixto pero no evita calcular (B ∪ {a})⇓⇑ en cada caso. La ventaja del algo-
ritmo FCbO con respecto a CbO es que introduce un pre-test para reducir
el nu´mero de esos ca´lculos basado en [58, Lema 1]. El siguiente teorema
extiende dicho lema.
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Teorema 6.2.5 Sea K = 〈G,M, I〉 un contexto formal, B ⊆ M ∪ M y a ∈
(M ∪M)rB. Si existe B′ ⊆ B tal que ∅ 6= B′  a * B entonces B  a 6= ∅.
DEMOSTRACIO´N: Conside´rese B′ ⊆ B tal que ∅ 6= B′  a * B. Entonces
debe existir b ∈ B′  a ⊆
(
B′ ∪ {a}
)⇓⇑ ∩ ←−a con b /∈ B. Por tanto, como
B′ ⊆ B, se tiene que
b ∈
(




(B ∪ {a})⇓⇑ rB
)
∩←−a = B  a.

Algoritmo 6: FCbO Mixto
Entrada: K = 〈G,M, I〉 un contexto formal m-clarificado con M totalmente ordenado por <.
Salida: El conjunto de conceptos mixtos B.
1 inicio
2 Sea m el primer elemento en M ;
3 para cada x ∈M ∪M hacer Nx := ∅;
4 B := {〈∅,M ∪M〉} ∪ FastGeneratedMixedFrom(〈G,G⇑〉,m, {Nx | x ∈M ∪M});
5 devolver B
Este me´todo toma ventaja de este teorema, donde quiera que sea po-
sible, tal como hace FCbO. Para ello sustituye el recorrido del retı´culo en
profundidad por una combinacio´n de un proceso recursivo (bu´squeda en
profundidad) con un ciclo controlado por una cola que recorre el retı´culo de
forma horizontal.
El Algoritmo 6 utiliza los conjuntos Na, inicializados como conjunto
vacı´o en (lı´nea 3), para almacenar los conjuntos Ba (cuando no son vacı´os)
y posibilitar ası´ el uso del Teorema 6.2.5.
En la lı´nea 7 de la funcio´n ‘FastMixedGeneratedFrom’, la condicio´n
considera la mejora proporcionada por el Teorema 6.2.5 y adema´s evita
calcular los conceptos mixtos desde un conjunto de atributos no consistentes
porque ello necesariamente conduce a otro concepto mixto 〈∅,M ∪M〉 que
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Funcio´n FastMixedGeneratedFrom(〈A,B〉, a, {Nx | x ∈M ∪M})
Entrada: Un concepto mixto 〈A,B〉, a ∈M ∪M ,{Nx | x ∈M ∪M} una familia de conjuntos
con atributos positivos/negativos
Salida: Un conjunto de conceptos mixtos.
1 inicio
2 B := {〈A,B〉};
3 Cola := ∅;
4 Ultimo := a;
5 para cada b ∈ −→a en orden creciente hacer
6 Nnb := Nb;
7 si b /∈ B ∪B y Nb ∩
←−
b ⊆ B entonces
8 si b = Ultimo entonces Abajob := G rAbajob ;
9 en otro caso
10 Abajob := {b}⇓;
11 Ultimo := b;
12 C := A ∩Abajob;
13 D := C⇑;
14 si (D rB) ∩←−b = ∅ entonces an˜adir (〈C,D〉, b) a Cola ;
15 en otro caso Nnb := D;
16 para cada (〈C,D〉, b) in Cola hacer
17 si b es el u´ltimo elemento de M ∪M entonces an˜adir 〈C,D〉 a B;
18 en otro caso B := B∪FastMixedGeneratedFrom(〈C,D〉, b+, {Nnx | x ∈M ∪M}) ;
19 devolver B
ha sido incluido al principio del algoritmo. Por otro lado, en la lı´nea 14 se
usa el test de canonicidad.
6.2.4. Propuesta basada en el algoritmo InClose
Como u´ltimo algoritmo de esta seccio´n, se presenta la extensio´n del
algoritmo InClose [5]. Al igual que el algoritmo anterior, InClose se basa en
CbO. InClose recorre los atributos usando el orden lexicogra´fico. Calcula los
cierres incrementalmente solo una vez por concepto. Ambos me´todos usan
funciones recursivas para generar todos los conceptos de forma ordenada.
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El algoritmo empieza por el concepto inicial 〈G,∅〉 y llama al proceso
MixedInClose por primera vez. Entonces, esto hace un recorrido del retı´cu-
lo desde el extremo superior al inferior en el cual cada concepto mixto se
calcula solo una vez. Finalmente, el elemento inferior 〈∅,M ∪M〉 ha de ser
an˜adido.
Algoritmo 7: InClose Mixto
Entrada: K = 〈G,M, I〉 un contexto formal m-clarificado con M totalmente ordenado por <.
Salida: El conjunto de conceptos mixtos B.
1 inicio
2 Sea a el primer atributo en M ;
3 B :=MixedInClose(G,∅, a);
4 devolver B ∪ {〈∅,M ∪M〉}
InClose, al igual que CbO, usa el siguiente test de canonicidad: Dado
el concepto 〈A,B〉 el siguiente concepto es cano´nico (nuevo) si entre sus
objetos no hay ninguno que preceda al objeto actual.
Funcio´n MixedInClose(A, B, a)
Entrada: A ⊆ G, B ⊆M ∪M y a ∈M ∪M .
Salida: Esta funcio´n an˜ade nuevos conceptos mixtos.
1 inicio
2 B := ∅;
3 para cada b ∈ −→a r {a} en orden creciente hacer
4 A′ := ∅;
5 para cada o ∈ A hacer
6 si o tiene el atributo b entonces A′ := A′ ∪ {o} ;
7 si |A′| > 0 entonces
8 si |A′| = |A| entonces B := B ∪ {b} ;
9 si no, si IsCanonical(B,A′, b−) entonces
10 B′ := B ∪ {b};
11 B := B ∪MixedInClose(A′, B′, b+);
12 devolver B ∪ {〈A,B〉}
La principal ventaja de InClose es que, en el mismo recorrido, calcula
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simulta´neamente los objetos del concepto actual y los siguientes candidatos
cano´nicos. En cada paso, an˜ade ordenadamente un atributo b al concepto
actual y calcula el correspondiente conjunto de atributos A′ = A ∩ {b}⇓ que
puede satisfacer una de las siguientes condiciones:
(C1) A′ es un conjunto vacı´o.
(C2) A′ es un conjunto no vacı´o menor que A.
(C3) A′ = A.
Para calcular el cierre incrementalmente, la condicio´n (C3) se usa co-
mo test cuando se an˜ade un nuevo atributo al concepto actual para podar
la recursio´n hasta que el concepto sea cerrado (lı´nea 8 en la funcio´n Mi-
xedInClose). Si la condicio´n (C1) se satisface, entonces el nuevo conjunto
de atributos es vacı´o y no realiza llamadas recursivas con e´l (lı´nea 7 en la
funcio´n MixedInClose). Solo cuando se cumple la condicio´n (C2) se usa el
test de canonicidad para decidir si es necesario realizar un nueva llamada
recursiva (lı´neas 7 y 9 en la funcio´n MixedInClose): A′ es cano´nico si, para
todo m ∈ ←−b \B, existen i, j ∈ A′ tales que 〈i,m〉 ∈ I y 〈j,m〉 /∈ I .
Cuando la bu´squeda en anchura finaliza, todos los conceptos que tienen
a b como primer atributo son cerrados.
6.2.5. Comparacio´n de los algoritmos para generar retı´culos de
conceptos mixtos.
En esta seccio´n se va a estudiar co´mo se comportan los diferentes al-
goritmos presentados en la seccio´n anterior. Para ello, hemos utilizado un
conjunto de datos obtenido del repositorio de la University of California
(UCI) [69]. Este repositorio es considerado un referente para comparar al-
goritmos de tratamiento de la informacio´n, especialmente en el a´rea de
‘’Machine Learning”. En concreto, hemos utilizado para la comparativa el
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Funcio´n IsCanonical(B,A′, b)
Entrada: B ⊆M ∪M , A′ ⊆ G y b ∈M ∪M .
Resultado: ‘’verdadero” si cumple el test; ‘’falso” en otro caso.
1 inicio
2 para cada m ∈ ←−b rB hacer
3 Pos:=falso; Neg:=falso ;
4 para cada o ∈ A′ hacer
5 si o satisface m entonces Pos:=verdadero en otro caso Neg:=verdadero;
6 si Pos y Neg entonces interrumpe el bucle;
7 si No(Pos y Neg) entonces devolver falso;
8 devolver verdadero;
conjunto de datos “Congressional Voting Records Data Set” que almacena los
votos de cada miembro del congreso de los Estados Unidos. Contiene datos
sobre el voto de cada uno de los 435 votantes (objetos) en 17 votaciones
(atributos) binarias (a favor o en contra de la propuesta). El conjunto de
datos ha sido m-clarificado para evitar los objetos y atributos repetidos.
Los algoritmos presentados en la seccio´n anterior se han implementado
en Java y se han ejecutado sobre el conjunto de datos en un Mac OS X
Yosemite 64 bits - Intel Core i7 (2,93 GHz) con 8 GB de RAM.
Con el fin de, no solo comparar los tiempos de ejecucio´n de los diferentes
algoritmos, sino tambie´n analizar su evolucio´n en funcio´n del taman˜o de la
entrada, se han seleccionado subconjuntos de datos de forma incremental,
considerando inicialmente 5 atributos e incrementando el nu´mero de atribu-
tos hasta los 17 (el conjunto de datos completo). Esto ha afectado, adema´s
de al nu´mero de atributos, al nu´mero de objetos debido a la m-clarificacio´n.
Adema´s del nu´mero de objetos y del nu´mero de atributos, se ha medido
tambie´n la densidad de los contextos (proporcio´n del nu´mero de votos
positivos respecto del total) y el nu´mero de conceptos resultantes.
Primero, se han comparado los 4 algoritmos (Next-Closure, Norris, FCbO
e InClose) variando los atributos entre 5 y 12. El lı´mite superior lo imponen
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los dos primeros algoritmos debido a que sus ejecuciones con ma´s atributos
sobrepasaban los recursos del ordenador. Los tiempos de ejecucio´n pueden
ser comprobados en la Tabla 6.2 .






24 40 59 80 97 124 160 193
Densidad ( %) 48,33 49,58 51,08 52,03 54,52 55,16 55 54,74







5 9 20 38 147 663 3132 11861
Norris Mixto 7 28 71 129 219 766 2434 6733
FCbO Mixto 2 4 5 12 11 20 54 121
InClose
Mixto
1 4 2 3 3 6 13 30
Tabla 6.2: Comparacio´n cambiando atributos en el conjunto de datos ‘’Congressional Voting
Records” (tiempo en milisegundos)
En un segundo experimento, FCbO e InClose se han enfrentado con un
mayor nu´mero de atributos para superar los lı´mites de los otros dos algo-
ritmos. Los resultados del nuevo experimento se muestran en la Tabla 6.3.
Como conclusio´n general, la versio´n para atributos mixtos del algoritmo
InClose consigue el mejor resultado en el experimento mostrado. FCbO Mix-
to tambie´n consigue un gran resultado, particularmente cuando el conjunto
de datos tiene un nu´mero pequen˜o de atributos.
El algoritmo NextClosure mixto, con la funcio´n Closed, tiene un mejor
resultado que el algoritmo de Norris mixto, pero ambos tienen peores resul-
tados comparados con FCbO e InClose mixtos que son considerablemente
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Atributos 13 14 15 16 17
Datos
Objetos clarificados 219 240 259 279 289
Densidad ( %) 54,02 53,8 54,38 53,89 56,01
Conceptos 42799 70618 110733 189343 241924
Tiempo (ms)
FCbO Mixto 451 490 868 1758 2219
InClose Mixto 111 117 196 305 495
Tabla 6.3: Comparacio´n cambiando atributos en el conjunto de datos ‘’Congressional Voting
Records” (tiempo en milisegundos)
ma´s ra´pidos.
6.3. La herramienta FuzAtAnalyzer
Con el propo´sito de servir de apoyo a la investigacio´n de nuestro grupo,
se disen˜o´ una herramienta en lenguaje JAVA que denominamos FuzAtAnaly-
zer porque fue inicialmente concebida para trabajar con Tablas de Atributos
Difusos [22]. En la versio´n original, centramos nuestra investigacio´n en
obtener y trabajar con sistemas implicacionales con algoritmos que aparecen
en los artı´culos [21–23, 25, 26, 78]. Esta herramienta fue completada con la
implementacio´n de algoritmos cla´sicos de ACF.
Finalmente, se han incorporado a esta herramienta los algoritmos que
hemos descrito, lo que nos permite trabajar de forma ma´s sencilla y eficien-
te que la alternativa consistente en dicotomizar el contexto para usar las
herramientas habituales.
Se han implementado tambie´n algunos me´todos que no se incluyen en
esta tesis pero que nos han servido de apoyo para obtener sus resultados.
Presentamos, a continuacio´n, una breve descripcio´n de la herramienta:
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Figura 6.2: Captura de pantalla del FuzAtAnalyzer
Pestan˜a ‘Introduccio´n de datos’: Permite importar datos en el forma-
to especı´fico de la herramienta (boto´n ‘Importar’) o desde archivos
Microsoft Excel usando Java Excel API [99] (boto´n ‘Importar Excel’)
y guardar los datos (boto´n ‘Grabar’). Permite tambie´n incluir (boto´n
‘Nueva Tupla’) o eliminar (boto´n ‘Borrar Tupla’) un nuevo objeto, in-
tercambiar ceros y unos a una parte del contexto (‘Invertir Valor’),
etc.
Pestan˜a ‘Transformar a FAT (Fuzzy Atributes Table)’ muestra los va-
lores en la ‘Pantalla de Datos’ e incorpora un boto´n ‘Transformar’
para realizar ciertas modificaciones de datos difusos usando simila-
ridades, un botor ‘Enviar FAT’ para trasladar los datos al motor que
los gestiona, y permite seleccionar la t-norma deseada con ‘Opciones
Łukasiewicz-Go¨del-Producto’.
En la pantalla ‘Conceptos Formales’ tenemos los siguientes botones:
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‘Generar Conceptos (Fuzzy)’, para calcular los conceptos difusos usan-
do el me´todo de [11], ‘Implicaciones Positivas’, para obtener la base
Duquenne-Guigues cla´sica, ‘Conceptos Positivos’, para calcular los
conceptos (positivos) usando el algoritmo InClose, ‘Implicaciones y
Conceptos Mixtos’, que genera un sistema implicacional mixto comple-
to y el conjunto de conceptos mixtos usando la extensio´n del algoritmo
Next-Closure.
Permite seleccionar los me´todos para la compararacio´n de rendimien-
to en la generacio´n de conceptos mixtos entre Next-Closure, Upper-
Neighbor, FCbO, InClose, Norris, InClose1 y FastInClose.
Adema´s de todo ello, incorpora las siguiente opciones: ‘Retı´culo a
LATEX’, para que la salida del boto´n ‘Implicaciones y Conceptos Mix-
tos’ sea un archivo en formato LATEX donde se dibuja el retı´culo de
conceptos (Ver Figura 6.4) usando el paquete XYPic [94] de LATEX (los
retı´culos que aparecen en esta tesis han sido generados con esa opcio´n
de esta herramienta), ‘Implicaciones a LATEX’, para que, al pulsar el
boto´n ‘Implicaciones y Conceptos Mixtos’, se genere un archivo en
formato LATEX donde se enumeran las diferentes implicaciones mixtas.
Otros botones y opciones que incorpora son: ‘Particiones de L’, ‘Identi-
dad-Globalizacio´n, ‘Traza, ‘Simulador Conceptos Mixtos’ y ‘Simplifi-
cacio´n Mixta’.
Incorpora tambie´n una pestan˜a ‘Ana´lisis Error’ con los siguientes
botones y opciones: boto´n ‘Error’ (usa un me´todo de deteccio´n de
errores en contextos formales difusos), opciones ‘Łukasiewicz-Go¨del-
Producto’ (permite seleccionar una de las 3 t-normas para usar en la
comprobacio´n de errores), barra ‘Particiones de L’ (permite estable-
cer particiones en la generacio´n de implicaciones que permitira´n la
deteccio´n de errores), opcio´n ‘Identidad-Globalizacio´n’ (permite gene-
rar implicaciones usando la globalizacio´n definida por Belohlavek y
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Figura 6.3: Detalle de los diferentes me´todos para generar conceptos mixtos en FuzAtAnaly-
zer
Vichodyl en sus trabajos para usarla en la comprobacio´n de errores),
boto´n ‘AR (Association Rules)’ (permite extraer reglas de asociacio´n
desde el contexto con un soporte definido), boto´n ‘Neg. AR’ (permite
extraer reglas de asociacio´n mixtas desde el contexto con un soporte
definido), ‘Grado de soporte’ (para indicar el soporte mı´nimo para
el ca´lculo de las reglas de asociacio´n), boto´n ‘Base’ (genera la base
Duquenne-Guigues) y boto´n ‘Base Neg.’ (genera un sistema implica-
cional mixto). La ‘Pantalla de datos’ muestra los diferentes mensajes
y resultados que se producen durante el desarrollo de los diferentes
me´todos - Figura 6.5.
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Figura 6.4: Retı´culo de conceptos mixto.
Figura 6.5: Pestan˜a de los me´todos de deteccio´n de errores en el FuzAtAnalyzer.

Capı´tulo 7
Aplicabilidad de los resultados
obtenidos
A lo largo de los capı´tulos anteriores hemos cubierto una deficiencia de-
tectada en la bibliografı´a relacionada con el manejo de informacio´n negativa
en ACF.
Aunque, como explicamos en el Capı´tulo 3, se pueden encontrar trabajos
que tratan la informacio´n negativa para obtener conocimiento en te´rminos
de conceptos formales, e´stos se basan en adaptar el contexto, por ejemplo,
dicotomiza´ndolo, para poder hacer uso de los algoritmos cla´sicos. Por tanto,
aumentan muy significativamente los costes de ejecucio´n sin aprovechar las
propiedades intrı´nsecas a la relacio´n entre atributos positivos y negativos.
Lo mismo sucede en los trabajos de la bibliografı´a que abordan el descu-
brimiento y tratamiento de conocimiento en te´rminos de implicaciones de
atributos. Aunque habı´an estudiado la relacio´n existente entre implicaciones
positivas, implicaciones negativas e implicaciones mixtas, siguen haciendo
uso de los axiomas de Armstrong que, al no ser un sistema axioma´tico
completo, obliga a considerar implicaciones redundantes en los sistemas
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implicacionales para poder caracterizar todas las implicaciones va´lidas en
el contexto.
En el Capı´tulo 4, modificamos la conexio´n de Galois formada por el
par de operadores de derivacio´n para incluir la informacio´n negativa. Tras
estudiar las propiedades de esta conexio´n de Galois, nos centramos en es-
tudiar las propiedades de los retı´culos de conceptos mixtos. Encontramos
una diferencia significativa con respecto a los retı´culos de conceptos cla´sicos.
Mientras, en ellos, todo retı´culo finito es isomorfo a un retı´culo de conceptos,
existen retı´culos finitos que no son isomorfos a ningu´n retı´culo de conceptos
mixtos. El principal resultado de este capı´tulo es, precisamente, el Teore-
ma 4.3.3 que caracteriza a los retı´culos que sı´ son isomorfos a un retı´culo
mixto.
La extensio´n de los axiomas de Armstrong, para obtener un sistema
axioma´tico completo, se ha abordado en el Capı´tulo 5. Hemos propuesto
dos sistemas correctos y completos. Uno de ellos incluye los axiomas de
Armstrong y, el otro, esta´ basado en la Lo´gica de Simplificacio´n. Obviamen-
te, ambos sistemas axioma´ticos son equivalentes. Dejamos, como trabajo
futuro, la adaptacio´n de los me´todos de razonamiento automa´tico a estas
nuevas lo´gicas y el estudio de que´ propiedades deben tener los sistemas
implicacionales mixtos para que se pueda razonar sobre ellos de la forma
ma´s eficiente.
En el Capı´tulo 6 hemos presentado algoritmos, tanto para calcular siste-
mas implicacionales completos como retı´culos de conceptos mixtos, basados
en los algoritmos ma´s populares del caso cla´sico. Hemos intentado que
los costes aumenten lo mı´nimo posible aprovechando la relacio´n existente
entre los atributos positivos y negativos. De todos los presentados, como




Concluimos la tesis con esta seccio´n en la que mostramos algunas ideas
de los distintos campos en los que hemos empezado a trabajar de cara a
disen˜ar herramientas para aplicar los resultados de los capı´tulos anteriores.
7.1.1. Ana´lisis de datos sobre ca´ncer de mama.
En [93] presentamos una aplicacio´n de estos resultados al diagno´stico
del ca´ncer de mama y, de forma general, el diagno´stico de enfermedades.
Fiebre alta, na´useas, vo´mitos, dolor de cabeza, dolor de esto´mago, dolor
sin localizar, etc. son sı´ntomas que algunas enfermedades pueden tener
en comu´n o no, y que pueden ser representados como atributos. Estos
sı´ntomas permiten al personal me´dico distinguir y diagnosticar las posibles
enfermedades. Las enfermedades comunes son fa´ciles de diagnosticar pero,
por ejemplo, las enfermedades tropicales, son raras y difı´ciles de diagnosticar
porque los sı´ntomas son diferentes. Crear un a´rbol de decisio´n completo o
un modelo matema´tico para diagnosticar es, a la vez, una tarea compleja y
una herramienta u´til para el personal me´dico.
Proponemos el uso de los retı´culos de conceptos, en este caso los mixtos,
como una valiosa ayuda en dicha tarea. Sabiendo que un paciente tiene
fiebre alta y na´useas, se apunta a un subretı´culo que contiene todas las en-
fermedades relacionadas con estos sı´ntomas. Un subretı´culo compartiendo
el atributo fiebre alta y ausencia de na´useas (negacio´n del atributo na´useas)
apunta a enfermedades diferentes. La presencia o ausencia de cada sı´ntoma
reduce el proceso de diagno´stico y la posibilidad de un error en el mismo.
Por otro lado, uno de los objetivos es reducir el nu´mero de sı´ntomas a
explorar en los ana´lisis preliminares para el diagno´stico, priorizando los
esfuerzos en aquellos sı´ntomas que ayuden al personal me´dico a realizar un
diagno´stico ma´s ra´pido y certero. Hay que tener en cuenta que, para detectar
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algunos sı´ntomas, a veces, es necesario realizar pruebas muy costosas o
pruebas que son invasivas o dolorosas para el paciente. Realizar ma´s tests
de los necesarios puede conllevar un retraso en el diagno´stico que puede
tener consecuencias en la eficacia del tratamiento.
La modelizacio´n de problemas me´dicos requiere la seleccio´n de un con-
junto de para´metros que han de ser considerados en el modelo matema´tico.
La eleccio´n de estos para´metros tiene un impacto directo en la validez del
modelo y sus resultados finales. En los estudios relacionados con la salud,
estos para´metros se corresponden con una serie de indicadores reales se-
leccionados previamente por los investigadores. Por ejemplo, en muchas
enfermedades, la fiebre es considerada un sı´ntoma y, en estos casos, sabemos
que la variable fiebre ha de ser introducida en nuestro modelo. Una vez que
se ha tenido en cuenta como para´metro, cada valor particular influye en la
solucio´n que proporciona el modelo. Dos pasos han de ser considerados en
este proceso: la seleccio´n de un para´metro (decisio´n binaria) y su medicio´n
(con la precisio´n necesaria).
Por tanto, una tarea previa al desarrollo de nuevos modelos es identificar
aquellos datos que esta´n fuertemente relacionados y que tienen una gran
influencia sobre el resultado final. Es ma´s, debido a los recursos extra en
tiempo y econo´micos que producirı´an una gran cantidad de tests, podrı´a ser
u´til identificar un nu´mero limitado de para´metros para introducirlos en el
modelo, conservando su exactitud. Por otro lado, descubrir conexiones entre
los sı´ntomas (algunos sı´ntomas pueden ser consecuencia de otros) consti-
tuye un gran desafı´o porque permitirı´a reducir el nu´mero de para´metros a
considerar en el modelo matema´tico.
Como caso real en la ciencia de la medicina, hemos usado un conjunto de
datos proporcionado por el University Medical Centre, Institute of Oncology,
Ljubljana, Slovenia. Estos datos esta´n accesibles en [69] y constituyen un
completo conjunto de datos actual sobre informacio´n me´dica de pacientes
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con ca´ncer de mama formado por 281 referencias y 41 atributos que han de
ser reducidos a 277 referencias descartando aquellas instancias que tienen
algu´n dato no registrado. Este conjunto de datos ha sido estudiado en varias







lt40- <40 an˜os, ge40- >40
an˜os, premenopausia
Taman˜o del tumor
0-4, 5-9, 10-14, 15-19,
20-24, 25-29, 30-34, 35-39,
40-44, 45-49, 50-54, 55-59
No´dulos linfa´ticos invadidos
0-2, 3-5, 6-8, 9-11, 12-14,
15-17, 18-20, 21-23, 24-26,
27-29, 30-32, 33-35, 36-39
Invasio´n de la ca´psula de los nodos si,no
Grado de malignidad 1, 2, 3
Mama izquierda, derecha





Tabla 7.1: Atributos del ejemplo de ca´ncer de mama.
En la Tabla 7.1 vienen referenciados los diferentes atributos estudiados
en esta aplicacio´n que pasamos a describir para mayor entendimiento de
los mismos:
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Recurrencia: Reaparicio´n del ca´ncer despue´s de 5 an˜os.
Edad: El factor de mayor riesgo para el ca´ncer de mama es la edad.
Cuanto mayor sea la mujer, mayor riesgo de contraer ca´ncer (y presu-
miblemente recurrencia).
Menopausia: El estado de premenopausia es una razo´n para creer que
no habra´ recurrencia.
Taman˜o del tumor: Cuanto mayor sea el dia´metro del tumor, mayor
posibilidad de recurrencia.
No´dulos linfa´ticos invadidos: Debido a que los no´dulos linfa´ticos
axilares actu´an como uno de los primeros sitios dan˜ados para el ca´ncer
de mama, ellos representan el sitio ma´s comu´n para una meta´stasis
inicial. A mayor nu´mero de no´dulos linfa´ticos invadidos, mayor proba-
bilidad de recurrencia. Posiblemente sea el factor ma´s influyente para
la recurrencia.
Invasio´n de la ca´psula de los nodos: Si el ca´ncer hace meta´stasis en un
nodo linfa´tico, incluso fuera de la zona del tumor original, puede ser
contenido por la ca´psula del no´dulo linfa´tico. Sin embargo, el tumor
puede reemplazar el no´dulo linfa´tico penetrando la ca´psula, invadien-
do los tejidos circundantes. Si hay invasio´n capsular, la recurrencia es
ma´s frecuente.
Grado de malignidad: El grado histolo´gico del tumor afecta a la recu-
rrencia. Varı´a desde el tumor cuyas ce´lulas mantienen muchas de
sus caracterı´sticas usuales hasta aquellos casos con alto ı´ndice de
actividad mito´sica en las ce´lulas. Para grados 2 y 3, la recurrencia es
ma´s probable.
Mama: Aunque el ca´ncer puede ocurrir en cualquier mama, no hay di-
ferencia en las incidencias entre ellas. Existe una ligera (e inexplicada)
7.1. APLICACIONES 155
probabilidad de recurrencia superior en la izquierda.
Cuadrante de la mama: La mama se divide en cuatro cuadrantes usan-
do el pezo´n como punto central. A menudo ocurre en los cuadrantes
superiores incrementando la posibilidad de recurrencia.
Irradiado: La radioterapia reduce la recurrencia para este tipo de
tumor.
‘Recurrencia’, ‘mama’ e ‘irradiado’ son almacenados en tres atributos
ato´micos, indicando su valor positivo o negativo. Las variables nume´ricas,
como edad, taman˜o del tumor o no´dulos invadidos, se escalan por intervalos
como es habitual en este tipo de problemas. Usando el algoritmo InClose
mixto, descrito en el capı´tulo anterior, hemos calculado el retı´culo mixto del
contexto y de varios subcontextos y, de su ana´lisis, hemos sacado algunas
conclusiones que resumimos a continuacio´n.
En una primera etapa, se ha usado un conjunto de datos parcial eliminan-
do taman˜o del tumor y no´dulo invadidos para centrar nuestra investigacio´n
sobre informacio´n fuertemente conectada con atributos etiquetados con
valores positivos o negativos. Para medir la magnitud del estudio cabe con-
siderar que este conjunto de datos tiene 193 objetos y 21 atributos, halla´ndose
229100 conceptos diferentes.
En una segunda etapa, se considera el taman˜o del tumor, prescindiendo
de los atributos de edad y no´dulos invadidos. Usando el mismo me´todo de
exploracio´n de subretı´culos se extrae el conocimiento de este subcontexto.
En una tercera etapa, se estudio´ el atributo de nu´mero de no´dulos inva-
didos eliminando del conjunto de datos las referencias a los atributos de
edad y taman˜o del tumor. El retı´culo correspondiente se compone de 166299
conceptos mixtos.
Todo este conocimiento extraı´do viene detallado ampliamente en [93]
por lo que no se va a reproducir aquı´ dicho contenido. El estudio permite
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deducir, entre otras cosas, que algunos atributos no son relevantes para el
diagno´stico del ca´ncer de mama: la localizacio´n de la mama (izquierda o
derecha) o el cuadrante donde aparece el tumor.
Finalmente, hemos contrastado las conclusiones obtenidas con biblio-
grafı´a especializada [30, 54]. Dentro de las conclusiones ma´s importantes
de nuestro estudio, parece existir una conclusio´n diferente en el hecho de
que una paciente con edad por debajo de 30 an˜os o por encima de 69 y
menopausia lt40 podrı´a no tener recurrencia, pero sı´ es cierto que este grupo
tiene un alto riesgo (o probabilidad) para este caso. En Espan˜a, la edad
media para la menopausia es 50-52 an˜os y pacientes sanas con lt50 tienen
una alta probabilidad de tener un tumor a lo largo de su vida. En pacientes
con edad en el rango 40-49, la menopausia determina el tratamiento, que es
ma´s agresivo en pacientes sin menopausia au´n por su expectativa de vida.
La radioterapia siempre reduce la recurrencia y se usa en la mayorı´a de
pacientes jo´venes. Es un buen resultado que la recurrencia y la irradiacio´n
no este´n relacionadas, sen˜alando que la recurrencia se ha debido a otros
factores y no a la ineficiencia del tratamiento con radioterapia. La presencia
de no´dulos con la ca´psula invadida es frecuente en pacientes jo´venes y
sus tumores tienen un alto nivel de malignidad. Los tumores de pequen˜o
taman˜o no han pasado mucho tiempo en la mama, por eso la presencia de
no´dulos con la ca´psula invadida y la probabilidad de recurrencia es bastante
baja.
En este caso de ejemplo real sobre ca´ncer de mama, los resultados obteni-
dos difieren parcialmente de aquellos obtenidos por otros me´todos usados
en la literatura: en ellos se usan te´cnicas ma´s complejas y los resultados se
expresan en te´rminos de probabilidades. El retı´culo de conceptos que se
propone proporciona relaciones especı´ficas entre atributos que pueden ser
tenidas en cuenta por investigadores en Oncologı´a.
7.1. APLICACIONES 157
7.1.2. Optimizacio´n automatizada en el disen˜o de motores
Un motor es una ma´quina disen˜ada para convertir una forma determi-
nada de energı´a en energı´a meca´nica. En el disen˜o de un motor se evalu´an
diferentes tipos de propiedades/magnitudes como, por ejemplo, la veloci-
dad, la potencia, la eficiencia o el nivel de sonido. Centra´ndonos en obtener
el mejor resultado en una de estas propiedades podemos hacer que se obten-
ga un resultado pobre en otras propiedades, por ello los ingenieros han de
tener en cuenta todas estas propiedades para alcanzar un equilibrio o´ptimo.
Por otro lado, el coste de fabricacio´n de prototipos de un motor donde
evaluar los resultados es muy alto, motivo por el cual los ingenieros han
de usar simuladores para configurar los modelos. En el disen˜o de motores,
estos simuladores son herramientas excelentes para ahorrar costes de pro-
duccio´n porque en ellos los ingenieros pueden ajustar diferentes para´metros
y observar el resultado global. Los motores ma´s complejos tienen miles de
para´metros que tienen que ser ajustados para obtener resultados o´ptimos en
diferentes vı´as. El taman˜o o la forma de la seccio´n de un simple tubo puede
incrementar o disminuir la cantidad de combustible que recibe el motor, por
eso todas estas medidas son importantes en el desarrollo de cada motor. Los
problemas a los que el disen˜ador se enfrenta son: ¿que´ para´metros hay que
ajustar? ¿co´mo han de ser modificados esos para´metros?
Cada medida puede ser considerada como un atributo del motor y,
adema´s, la relacio´n entre ellas puede determinar la eficiencia global. Todas
estas medidas se recogen en un conjunto de datos que muestra co´mo trabaja
el motor, pero es difı´cil decidir especı´ficamente cua´l de ellas podemos cam-
biar y co´mo tenemos que hacerlo porque no sabemos co´mo afectan estos
posibles cambios al rendimiento del motor.
Taguchi [98] argumenta que los ingenieros de desarrollo han de aplicar
me´todos de disen˜o para los para´metros y hacer que funciones ba´sicas se
aproximen a las funciones “ideales” bajo condiciones reales. Estas activida-
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des de disen˜o pueden ser dirigidas por los departamentos de investigacio´n
y desarrollo antes de que el producto se cree finalmente. El trabajo de Ta-
guchi se basa en me´todos estadı´sticos que actualmente se han sustituido
por procesos de redes neuronales o me´todos multi-objetivo con matrices de
covarianza usando estrategias de adaptacio´n evolutiva [53, 67].
En [92] presentamos un me´todo, basado en la construccio´n del retı´culo
de conceptos mixtos y en la navegacio´n a trave´s de e´l, como herramienta
u´til para decidir que´ conjuntos de para´metros deben ser revisados de cara a
mejorar el rendimiento. Aunque hay diferentes tipos de datos en el disen˜o
de motores, e´stos suelen ser valores nume´ricos. El me´todo que se propone
en [92] transforma estos datos en un contexto formal considerando intervalos
de valores admisibles para cada magnitud.
Estos datos pueden reducirse, sin perdida de informacio´n, a datos com-
patibles con el ACF donde una relacio´n binaria determina si un objeto tiene
una propiedad o atributo. En esta a´rea se pueden usar diferentes me´todos y
propiedades que ya han sido desarrolladas y que no pueden usarse con los
datos originales.
El me´todo que se propone en [92] intenta centrarse en esas partes es-
pecı´ficas del motor que pueden aumentar el rendimiento, cambiando estos
valores para obtener el mejor resultado. Los investigadores pueden observar
que es similar a un mapa autoorganizado de Kohonen [56], con la diferencia
de que usa propiedades de los retı´culos de conceptos mixtos y podemos
cambiar solamente un nu´mero reducido de atributos, disminuyendo el coste
del procedimiento.
Partimos de un conjunto G de diferentes configuraciones experimentales
del motor que los expertos consideran como datos iniciales. Los datos vienen
dispuestos en una tabla T en la que las filas se corresponden con las diferen-
tes configuraciones (objetos) y las columnas se corresponden con el conjunto
M de los atributos que pueden ser medidos y que pueden tener repercusio´n
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en la eficiencia del motor. Algunos de ellos pueden ser dependientes de
otros como, por ejemplo, el nu´mero de revoluciones en el que se alcanza
el par o´ptimo. Esta tabla T no es un contexto sino una tabla de valores
nume´ricos. A la tabla se le an˜ade un atributo nuevo, denominado funcio´n
objetivo, que recoge el para´metro a optimizar. Este para´metro corresponde
con una funcio´n que recibe como entrada otros para´metros del contexto,
pero que habitualmente es desconocida.
Optimizar la funcio´n objetivo no siempre consiste en alcanzar el ma´ximo
o el mı´nimo, sino que puede ser acercarse todo lo posible a un valor o´ptimo
fijado por los expertos o incluso estar dentro de un intervalo.
El me´todo descrito en [92], en lı´neas generales, consiste en dividir la
tabla de datos T en dos partes: una tabla T1 con las configuraciones en las
que la funcio´n objetivo alcanza los k valores (1 < k < |G|) ma´s cercanos al
valor o´ptimo y otra tabla T2 con el resto de las configuraciones.
Construimos un contexto formal K a partir de la tabla T2 de la siguiente
forma: para cada atributo, calculamos el valor ma´ximo y el mı´nimo en la
tabla T1 y marcamos en el contexto K aquellos valores, en la tabla T2, este´n
comprendidos entre el ma´ximo y el mı´nimo mencionado. En resumen, en
el contexto tenemos las mismas filas y columnas que en T2 y un par 〈c,m〉
estara´ en I si y solo si el valor del atributo m en la configuracio´n c (en la
tabla T2) es mayor que el mı´nimo y menor que el ma´ximo dem en la tabla T1.
En este contexto, los atributos negados indican que estos valores esta´n fuera
de los intervalos fijados (por T1) y apuntan a posibles candidatos para que
sus valores sean reemplazados.
Una vez calculado el retı´culo de conceptos mixto con alguno de los
algoritmos descritos en el capı´tulo anterior, consideramos el mayor concepto
mixto y modificamos los valores de los atributos que aparecen negados
an˜adiendo nuevas configuraciones. Si, con esto, no obtenemos mejores
valores para la funcio´n objetivo, hemos de seguir el retı´culo de conceptos
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mixto en orden descendente y escoger el siguiente concepto mixto para
obtener nuevas configuraciones. Este proceso continu´a hasta encontrar el
valor ma´s pro´ximo al o´ptimo.
Este me´todo puede ser incluido en simuladores como una herramienta
de inteligencia artificial para ajustar para´metros automa´ticamente. Siendo
una herramienta automa´tica, los ingenieros no necesitan examinar ni calibrar
el simulador tratando de detectar que´ para´metro tienen que cambiar y
que´ valor se necesita. La configuracio´n para el valor o´ptimo no se alcanza
siempre debido a restricciones en los para´metros y a las configuraciones
originales propuestas, pero se puede obtener un valor cercano.
Como otros me´todos, detectar los puntos fijos locales es un problema
que se puede resolver tomando un conjunto diferente de configuraciones
iniciales como punto de partida.
7.1.3. Ana´lisis de redes criminales
Las te´cnicas cla´sicas de ACF han sido aplicadas al ana´lisis de las acti-
vidades criminales en diferentes a´reas. La mayor parte de los trabajos han
sido publicados por Elzinga y Poelmans, de los cuales se puede encontrar
un resumen en [85].
La radicalizacio´n y el terrorismo han sido investigados por el servicio
de la Agencia de la Policı´a Nacional de Holanda [35] que desarrollo´
un modelo para clasificar yihadistas (potenciales). El objetivo de este
modelo es detectar potenciales yihadistas para prevenir que e´l o ella
entren en la fase peligrosa de la radicalizacio´n. Se usa Ana´lisis de
Conceptos Temporal para visualizar co´mo un posible yihadista se
radicaliza a trave´s del tiempo.
La violencia dome´stica es uno de los problemas que es difı´cil de resol-
ver debido a la falta de informacio´n sobre vı´ctimas potenciales que no
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denuncian su situacio´n. En [87,88] los autores usan mapas emergentes
autoorganizados con ACF que analizan los diferentes informes poli-
ciales para localizar vı´ctimas potenciales. La minerı´a de datos sobre
el texto de estos informes policiales se usa para mostrar que existe
un problema real en la forma de poner “etiquetas” a las situaciones,
existiendo situaciones confusas, falta de datos, etc.
El tra´fico de personas y prostitucio´n relacionada fueron estudiados
en [86] tratando de descubrir en los informes policiales, usando mi-
nerı´a de datos sobre el texto, estas situaciones para filtrar personas
relevantes para posibles investigaciones ma´s completas y usando ACF
Temporal para crear un perfil visual de estas personas, su evolucio´n
a lo largo del tiempo y su entorno social. Para estos propo´sitos, el
hecho de encontrar en los informes indicadores especı´ficos diferentes
(proxeneta, gran cantidad de dinero, coches caros, etc.) permite a
los investigadores obtener un retı´culo donde los sospechosos y las
vı´ctimas pueden ser relacionados.
Las a´reas de gran intensidad de criminalidad, llamadas “puntos calien-
tes”, indican do´nde se han confeccionado un mayor nu´mero de infor-
mes policiales. Con la ayuda de herramientas para la geolocalizacio´n,
esta investigacio´n [39, 55] permite la mejor distribucio´n de recursos,
como el reparto de patrullas, agentes y ca´maras de seguridad ası´ como
la mejor definicio´n de una estrategia para combatir el crimen y su
prevencio´n.
Otra aplicacio´n del ACF es el ana´lisis de conversaciones de chats
de pedo´filos [36] para prevenir el abuso a menores y el empleo de
violencia contra estos.
Las redes criminales son grupos organizados que trabajan en actividades
ilegales y tienen una estructura extendida que es difı´cil de descubrir, por
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ejemplo, como se ha mencionado anteriormente, los grupos relacionados
con el tra´fico de personas. Las relaciones entre sus diferentes miembros son
difı´ciles de descubrir y, cuando aparecen individuos que no son miembros
del grupo, las investigaciones crecen y, a veces, la policı´a pierde una gran
cantidad de tiempo siguiendo una pista falsa.
Los informes policiales toman constancia de los diferentes hechos que
ocurren durante su servicio. Estos informes contienen informacio´n impor-
tante y especı´fica que consideramos como atributos. Los trabajos de Elzinga
y Poelmans usan minerı´a de datos sobre el texto con el fin de extraer infor-
macio´n pero, en nuestra investigacio´n, se han usado solo datos especı´ficos
fa´ciles de extraer de los informes. Estos atributos se corresponden con per-
sonas y vehı´culos. Cada persona se puede asociar con una u´nica referencia a
su documento de identificacio´n y, cada vehı´culo, con su nu´mero de matrı´cu-
la. Las localizaciones son informacio´n auxiliar que ha de ser tratada con
precaucio´n porque sus valores han de ser agrupados por zonas predetermi-
nadas, es decir, debemos considerar que a veces en los informes aparece el
nombre de un establecimiento y otras veces la calle donde se ubica, siendo
e´ste un motivo por el cual en nuestro ana´lisis inicial se va a descartar esta
informacio´n.
Debido a diferentes razones, los agentes de la policı´a a menudo descono-
cen toda la informacio´n recogida en informes previos de otros agentes, por lo
que la informacio´n ha de ser tratada por personal dedicado exclusivamente
a monitorizar y analizar estos informes.
Si usamos un conjunto de datos donde aparecen, en una serie temporal,
los conjuntos de atributos que suceden o se encuentran juntos, se puede
generar un retı´culo de conceptos que representa la posible red criminal.
Usando los retı´culos con conceptos de atributos positivos, se puede
detectar y comprobar una posible jerarquı´a entre los miembros, pero usando
un retı´culo donde aparecen los conceptos con atributos mixtos, podemos
7.1. APLICACIONES 163
detectar posibles sospechosos que se pueden descartar hasta que se posea
ma´s informacio´n sobre los mismos, o que no esta´n relacionados entre ellos.
Un sistema implicacional mixto completo aporta informacio´n que la base
Duquenne-Guigues no proporciona. Esta informacio´n permite, de alguna
forma, detectar clusters de grupos de delincuentes. Veamos un ejemplo para
comprender esta idea intuitiva.
Ejemplo 7.1.1 La tabla 7.2 recoge informacio´n de 9 informes de patrullas policiales
que identifican a diferentes grupos de sospechosos que se han localizado juntos cerca
de zonas especı´ficas asociadas con actividades criminales. La Figura 7.1 muestra el
retı´culo de conceptos correspondiente.
Informe a b c d e f g h i j k
1 × × ×
2 × × × ×
3 × × ×
4 × × ×
5 × × × ×
6 × × × ×
7 × ×
8 × × ×
9 × ×
Tabla 7.2: Ejemplo de informes sobre datos criminales
Los conceptos con atributos (sospechosos) a, g y k se localizan en la parte supe-
rior del retı´culo, lo que significa que estos atributos aparecen en comu´n en diversos
objetos (informes) pero no siempre han de aparecer juntos. La base Duquenne-
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g a k
ah fg gk ad ai
adh ahi fgk adi
adhi adik bcej
Figura 7.1: Retı´culo de conceptos asociado con la Tabla 7.2.
Guigues para este contexto es:
ΣDG = {j → bce, i→ a, h→ a, f → g, e→ bcj, d→ a, c→ bej, b→ cej,
bcejk → adfghi, bcegj → adfhik, ak → di, ag → bcdefhijk,
adhik → bcefgj, abcej → dfghik}
En esta base no encontramos informacio´n que relacione los atributos a, g y k por
separado. Aplicando las te´cnicas descritas en el capı´tulo anterior obtenemos el
siguiente sistema implicaional mixto (que es completo para este contexto):
Σ = {k → bcehj, j → bce, jk → abcdefghi, i→ abcefgj, hi→ ad,
g → f, g → abcdehij, fk → g, fgi→ k, e→ bcj, d→ abcefgj,
di→ ah, dh→ ai, dfg → k, c→ bej, b→ cej, bcehjk → afg,
bcefgj → a, a→ bcefgj, adfghik → bcej, abcdehij → g}
Ponemos especial atencio´n a las implicaiones a → bcefgj, g → abcdehij y
k → bcehj que nos muestran que´ atributos no esta´n relacionados con ellos. El
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conjunto de atributos bcej no esta´ relacionado con los atributos a, g y k; f y g
no esta´n relacionados con a, d, h e i. Se puede observar que hay tres conjuntos
no relacionados adhi, fg y bcej y el atributo k que conecta los dos primeros
conjuntos. Podemos adaptar el contexto para mostrar esta situacio´n (ver Tabla 7.3).
Si descartamos el objeto 2, podemos simplificar el retı´culo y tener una estructura
ma´s clara sobre la red criminal y la relacio´n entre atributos (Figura 7.2).
Informe a d h i k f g b c e j
1 × × ×
3 × × ×
5 × × × ×
6 × × × ×
8 × × ×
4 × × ×
7 × ×
9 × ×
2 × × × ×
Tabla 7.3: Ejemplo de informes sobre datos criminales con atributos reubicados
Co´mo interpretar el retı´culo es muy importante para tener en cuenta
los roles de los componentes de la red criminal. En el retı´culo no se puede
deducir una estructura jera´rquica para la red, pero los subconjuntos de atri-
butos de los conceptos localizados en el nivel superior del retı´culo apuntan
a miembros que son interesantes para ser investigados de forma especı´fica.
166 CAPI´TULO 7. APLICABILIDAD DE LOS RESULTADOS OBTENIDOS
g k a
fg gk ad ai ah
fgk adi adh ahi
adik adhi
Figura 7.2: Retı´culo de conceptos con relaciones aclaradas.
7.1.4. Sistemas de recomendacio´n
Los sistemas de recomendacio´n [91], tambie´n llamados sistemas de
apoyo para la toma de decisiones, constituyen un me´todo eficiente y con
un uso creciente en la tecnologı´a de la informacio´n. Permite establecer
relaciones entre el usuario o demandante y el producto demandado para
hacer que e´ste se adapte de una manera ma´s eficiente a sus preferencias.
Estos sistemas se basan en te´cnicas de minerı´a de datos para obtener
informacio´n, analizarla y proporcionar el conocimiento deseado o, al menos,
el que el sistema considera ma´s adecuado para que el gestor pueda usarlo
para tomar una decisio´n. Cuanta ma´s informacio´n se proporcione al sistema,
ma´s datos podra´ analizar y generara´ una respuesta mejor. Esto conlleva
que el punto de partida sea una informacio´n conocida ya que el sistema no
puede proporcionar conocimiento desde la nada y ha de ser iniciado por el
gestor.
El software desarrollado en torno a los sistemas de recomendacio´n es
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diverso, abarcando un amplio rango de te´cnicas y aplicaciones para pro-
porcionar la mejor opcio´n para la decisio´n del usuario. Su evolucio´n esta´
siendo considerable en estos u´ltimos an˜os [1] aunque la adaptacio´n de los
diferentes sistemas a los mu´ltiples casos de estudio y necesidades hace que
au´n quede mucha investigacio´n pendiente para resolver cada uno de los
problemas planteados.
Las diferentes aplicaciones basadas en la informacio´n que aporta el
usuario se extienden por la red para servir de consejeros en la eleccio´n de
mu´sica, viajes, libros, etc. Sin embargo, pueden englobar otras facetas menos
pu´blicas y accesibles como comercio electro´nico o diagnosis me´dica entre
otras a´reas. Todas ellas hacen que las empresas se hayan volcado en dedicar
parte de sus esfuerzos en investigar sus sistemas de recomendacio´n internos
para optimizar los beneficios o conllevar mejores decisiones para el buen
desarrollo de la misma ofreciendo un mejor producto al cliente.
Las redes sociales son un ejemplo de sistemas de recomendacio´n sencillos
en los cuales se analizan las diferentes relaciones que tiene un usuario para
mostrarle que quiza´s deberı´an conectar con un nuevo usuario. Lo´gicamente,
este tipo de recomendaciones aumenta a medida que el usuario va formando
su red ya que, ante la falta de informacio´n inicial, el sistema es incapaz de
“adivinar” en que´ o quie´n puede estar interesado el usuario [47, 109].
El uso de la informacio´n negativa abre un punto de vista diferente en
los sistemas de recomendacio´n pues hay casos en los que la informacio´n
negativa no es tenida en cuenta en la toma de decisiones y e´sta puede ser
relevante en dichos casos.
El caso de las empresas dedicadas a buscar empleo a sus clientes cotejan
el perfil de cada uno de los usuarios con los trabajos ofertados y las carac-
terı´sticas que buscan las empresas. Dentro de la gran cantidad de atributos
posibles, la consulta se basa en un grupo reducido de ellos, pudiendo optar
u´nicamente a exigir que dentro del perfil se tenga un atributo, pero no que
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se carezca de ellos. Por ejemplo, hay empresas informa´ticas que buscan en
su perfil de programador a personas que sean matema´ticos pero que no
tengan conocimientos de programacio´n previos para ensen˜arles su estilo
propio y adaptarlos a su forma de desarrollar software evitando los posi-
bles “vicios de programacio´n”. Otro ejemplo es el caso de las bu´squedas
discriminatorias, como que el candidato al puesto de trabajo no este´ casado
o no fume. O que, por ejemplo, no tenga una titulacio´n superior al perfil
del puesto a desempen˜ar para evitar que el contrato sea de poca duracio´n y
no compense formar al trabajador en las labores especı´ficas del puesto de
trabajo.
Dentro de este ejemplo de las empresas dedicadas a la bu´squeda de
empleo, podrı´amos usar la informacio´n que ya tienen para obtener nuevos
resultados y recomendaciones en un a´rea de negocio diferente: la formacio´n.
Si un usuario es rechazado, o no elegido al no ser la primera opcio´n para el
sistema, repetidamente ante tipos parecidos de empleo, podrı´amos comparar
el perfil de los usuarios aceptados con el del rechazado para ver que´ atributos
tienen en comu´n y cua´les no. Posiblemente, el valor de los atributos del
usuario tenga diferencias con el conjunto de atributos del concepto formal
cuyos objetos sean los usuarios aceptados, aunque este conjunto de atributos
no tiene por que´ ser un conjunto consistente completo ya que puede haber
ciertas diferencias entre los usuarios aceptados, pero marcara´ las diferencias
entre el usuario rechazado y el grupo y podra´ orientar al usuario rechazado
para mejorar sus opciones de manera eficiente.
Una herramienta u´til es plantear una distancia entre usuarios para saber
la similitud entre los diferentes perfiles basada en la distancia de Levensh-
tein [68] tomando cada uno de los valores de los atributos de forma binaria.
Como en el caso definido el nu´mero de atributos podrı´amos prefijarlo, usa-
rı´amos la distancia de Hamming [48]. La aplicacio´n de estas distancias sobre
objetos que tengan atributos positivos y negativos conllevarı´a aumentar las
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mismas con respecto al caso de solo considerar la coincidencia de atributos
positivos, pero medirı´a una distancia ma´s “real”.
El uso del retı´culo de conceptos mixtos puede orientar de una manera
diferente comparando el retı´culo del contexto completo con el del contexto
formado solo por los aceptados, y estudiando que´ atributos del usuario
rechazado hay que cambiar para que ambos retı´culos se asemejen. Para ello
habrı´a que eliminar conceptos del primero progresivamente y el orden de
eliminacio´n es el que nos interesa.
La relacio´n de orden entre los elementos del retı´culo permite saber
cua´les son los conceptos minimales dentro de la clausura del concepto cuyo
objeto es el usuario rechazado. Dentro de estos conceptos minimales habrı´a
que estudiar co´mo influye en la estructura del retı´culo la eliminacio´n de
alguno de sus atributos negativos, queda´ndonos con aquel que redujera la
estructura del retı´culo formado por los usuarios aceptados y el rechazado.
Ejemplo 7.1.2 Consideremos los datos de 4 usuarios que han sido elegidos por una
empresa para el puesto de programador. El usuario rechazado (UR) es comparado
con el resto de usuarios aceptados (UA) para analizar el motivo de su no eleccio´n
y ofrecerle una orientacio´n adecuada. Para ello se divide sus atributos en si sabe
Ingle´s o no, que´ lenguajes de programacio´n domina y que´ cursos, entre los valorados
por la empresa contratante, ha realizado.
Para el caso indicado en la Tabla 7.4, vemos que el conjunto de atributos
del concepto que contiene a todos los usuarios aceptados es el vacı´o al no haber
atributos comunes ni positivos ni negativos, por lo cual vamos a dibujar el retı´culo
de conceptos (Figura 7.3) para ver las relaciones entre los diferentes grupos de
atributos. Con una lı´nea continua se indican aquellas relaciones de orden que
se encuentran en el retı´culo formado solo por los usuarios aceptados y con lı´nea
punteada aquellas que surgen al an˜adir el usuario rechazado.
Analizando las distancias de Hamming entre los usuarios aceptados y el recha-
zado, resultan las siguientes:
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Ref. Ingle´s (In)
Programacio´n Cursos
C (C) Java (Ja) SQL (SQ) A (CA) B (CB) C(CC)
UA1 × × × × ×
UA2 × × × ×
UA3 × × × × ×
UA4 × × ×
UR × ×
Tabla 7.4: Contexto formal de los perfiles de los usuarios aceptados y rechazado.
∅
SQ Ja C
Ja, SQ CA,CB In,C
C, SQ,CC In,CA,CB CA,CB,CC
In, SQ,CA,CB C, Ja,CA,CB SQ,CA,CB,CC
In,C, Ja, CA,CB,CC
In,C, Ja, SQ,CA,CB,CC In,C, Ja, SQ,CA,CB,CC In,C, Ja, SQ,CA,CB,CC In,C, Ja, SQ,CA,CB,CC In,C, Ja, SQ,CA,CB,CC
Figura 7.3: Retı´culo de conceptos mixto de los diferentes atributos de la Tabla 7.4.
Distancia con UA1 es 3: In, SQ,CC.
Distancia con UA2 es 4: In,C, Ja, SQ.
Distancia con UA3 es 5: Ja, SQ,CA,CB,CC.
Distancia con UA4 es 3: In,C, Ja.
Reducir las distancias solo es posible aumentando el conocimiento del usuario
rechazado. Es obvio que no es posible reducir la distancia aumentando o reduciendo
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la formacio´n de los usuarios aceptados con lo cual este punto de vista de la distancia
no es controlable.
Los conceptos minimales dentro de la clausura del concepto cuyo objeto es el
usuario rechazado son tres y por simplificacio´n sera´n referenciados por sus atributos.
Se quiere comprobar co´mo varı´a la estructura del retı´culo an˜adiendo atributos al
usuario rechazado para asimilarse al retı´culo de usuarios aceptados:
Concepto In,C: An˜adir el atributo positivo In al usuario rechazado harı´a
que desapareciera este concepto del retı´culo adema´s del concepto CA,CB.
Otros conceptos an˜adirı´an ese atributo.
Concepto C, Ja,CA,CC: An˜adir el atributo positivo Java al usuario recha-
zado solo harı´a que se modificaran los atributos de varios conceptos mante-
nie´ndose el mismo nu´mero de ellos. Lo mismo ocurrirı´a al an˜adir el atributo
positivo curso A.
Concepto SQ,CA,CB,CC: An˜adir el atributo SQL harı´a que aumentara el
nu´mero de conceptos del retı´culo al an˜adirse uno, modifica´ndose los atributos
de varios de ellos. An˜adir el atributo CC harı´a que se redujera el nu´mero de
conceptos del retı´culo en uno al desaparecer el concepto CA,CB,CC.
Basa´ndonos en la idea de que el atributo que habrı´a que an˜adir al objeto UR es
aquel que redujera la diferencia en nu´mero de conceptos del retı´culo formado por los
cinco usuarios y el formado solo por los usuarios aceptados, la recomendacio´n serı´a
an˜adir el atributo In, que serı´a el que redujera el nu´mero de conceptos en dos.
La aplicacio´n de este sistema de recomendacio´n a la formacio´n no serı´a
el u´nico caso ya que, aplicando el mismo sistema con respecto a otros
usuarios que hayan conseguido otro tipo de trabajo, se le puede orientar
laboralmente y formativamente hacı´a otro destino laboral apoyado en una
formacio´n orientada hacia dicho trabajo.

Conclusiones y trabajo futuro
Presentamos, para finalizar, un resumen de los resultados obtenidos, de
la discusio´n sobre co´mo los objetivos marcados se han conseguido y co´mo
cubren un hueco existente en la bibliografı´a actual del a´rea y de las lı´neas
de trabajo futuro, a corto y medio plazo, que hemos ido desarrollando a lo
largo de la tesis.
En la introduccio´n y en el capı´tulo 3, tras una presentacio´n exhaustiva de
los antecedentes, tanto en minerı´a de datos como en Ana´lisis de Conceptos
Formales, se han planteado los objetivos de la tesis y se han enmarcado
dentro de la bibliografı´a existente y el estado actual del a´rea de investigacio´n.
Ba´sicamente, el objetivo era desarrollar un marco general que permita,
de una forma uniforme y eficiente, extraer, tratar (razonar) y representar
conocimiento a partir de informacio´n positiva y negativa. Consideramos
que el objetivo se ha alcanzado plenamente.
A lo largo de la tesis, el adjetivo mixto se ha usado para distinguir las
nuevas nociones de las cla´sicas.
En el capı´tulo 4, los fundamentos del Ana´lisis de Conceptos Formales se
han extendido para incluir la informacio´n negativa. Partiendo de la nocio´n
de conexio´n de Galois, se ha estudiado co´mo la incorporacio´n de atributos
negativos repercute en la conexio´n de Galois generalizada, lo que nos ha
llevado a un nuevo tipo de retı´culo que recoge toda la informacio´n, tanto
positiva como negativa, denominado retı´culo de conceptos mixtos.
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Como cabe esperar, al considerar tambie´n la informacio´n negativa, la
cantidad de conocimiento que podemos extraer, y sobre la que podemos
razonar, aumenta. La consideracio´n de los atributos negativos en los con-
ceptos formales hace que, generalmente, aumente el nu´mero de conceptos y,
por tanto, el taman˜o del retı´culo de conceptos. De hecho, el retı´culo con los
conceptos cla´sicos se encuentra inserto en el retı´culo de conceptos mixto, es
decir, se puede definir un funcio´n inyectiva entre el cla´sico y el mixto.
Las propiedades de este nuevo retı´culo, a diferencia de lo que ocurre en
el caso cla´sico, nos han conducido a comprobar que no todos los retı´culos se
corresponden con un contexto, es decir, hay retı´culos que no son isomorfos a
ningu´n retı´culo de conceptos mixto. Hemos realizado un estudio detallado
de las propiedades de los retı´culos de conceptos mixtos que nos ha permitido
proporcionar un teorema de caracterizacio´n de tales retı´culos.
El capı´tulo 4 concluye, retomando el ana´lisis de otros enfoques existentes
en la bibliografı´a, con una comparacio´n de los resultados obtenidos aquı´
y las otras propuestas. En particular, se muestra co´mo los enfoques que
consideran la negacio´n de los conceptos, aunque aportan una riqueza extra
al conocimiento extraı´do del contexto, sigue sin incorporar la informacio´n
negativa del contexto. Por otro lado, se ha mostrado co´mo estas negaciones
de conceptos, negacio´n de´bil y oposicio´n de´bil, se trivializan en los retı´culos
de conceptos mixtos. Finalmente, en el caso de los trabajos que consideran
negacio´n en los atributos, que sı´ consideran informacio´n negativa, quedan
todos subsumidos en e´ste. La diferencia fundamental es que los dema´s
trabajos intentan de alguna forma redefinir el problema para convertirlo
en uno cla´sico, mientras que nosotros proponemos un marco global que
considera la informacio´n negativa desde los fundamentos.
En el capı´tulo 5, se han estudiado las implicaciones mixtas entre atribu-
tos con un enfoque al estilo de la lo´gica. Se ha aumentado la expresividad
del lenguaje formal utilizado lo que, como es bien conocido, aumenta la
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complejidad del sistema y, al mismo tiempo, permite enriquecer la sema´nti-
ca. E´sta se ha definido en base a los resultados introducidos en el capı´tulo
anterior. Sobre dicha sema´ntica se han construido dos sistemas axioma´ticos
equivalentes y se ha demostrado su correccio´n y completitud. Estos sistemas
axioma´ticos explotan las ventajas inherentes a la sema´ntica de la negacio´n y
abren las puertas al disen˜o de mecanismos de razonamiento automa´tico, en
especial el segundo presentado que se basa en el paradigma de simplifica-
cio´n. Esta tarea la hemos dejado propuesta como trabajo futuro a desarrollar
a medio plazo.
La principal diferencia con los enfoques que encontramos en la biblio-
grafı´a es que ellos se centran en un problema concreto: dado un contexto
formal, encontrar, con el menor coste posible, un conjunto de implicaciones
mixtas que permitan derivar todas las dema´s haciendo uso de los axiomas de
Armstrong. Para ello, en algunos casos, proponen considerar por separado
la informacio´n positiva y la negativa, para despue´s completarlo con alguna
te´cnica especı´fica. En otros casos, la propuesta consiste en calcular las claves
del contexto dicotomizado y, a partir de ella, obtener el conjunto de implica-
ciones mixtas. Es importante destacar que, si bien el sistema axioma´tico de
Armstrong es correcto para la nueva sema´ntica, no es completo.
La principal ventaja de nuestro enfoque es que, al proponer un sistema
axioma´tico correcto y completo, podemos sacar el ma´ximo partido sinta´cti-
camente a la sema´ntica. Esto nos permite abordar una variedad mayor de
problemas: podemos razonar sobre implicaciones en sı´, independientemen-
te de que representen la informacio´n contenida en un contexto particular;
desarrollar una teorı´a de modelos; estudiar el problema de la implicacio´n;
el ca´lculo sinta´ctico de claves; abordar el estudio de la nocio´n de base de
implicaciones; etc. Estos trabajos tambie´n se proponen para su desarrollo a
corto y medio plazo.
Por otro lado, en el problema especı´fico que tratan otros autores (en-
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contrar un conjunto de implicaciones completo para un contexto) el seguir
considerando los axiomas de Armstrong obliga a compensar la no comple-
titud con un aumento muy considerable en el taman˜o de los conjuntos de
implicaciones. Adema´s, estos conjuntos contienen una inmensa cantidad
de informacio´n que, sema´nticamente, es redundante. Con nuestro enfoque,
toda esta informacio´n se puede eliminar y, por tanto, podemos trabajar con
conjuntos ma´s pequen˜os de implicaciones. Esto tiene una gran repercusio´n
en los costes de los algoritmos, que ya de por sı´ han crecido considerable-
mente.
Aprovechando las propiedades de los nuevos sistemas axioma´ticos,
en el capı´tulo 6, hemos reconvertido los algoritmos ma´s significativos de
extraccio´n de conocimiento existentes en la bibliografı´a con el fin de que
consideren tambie´n la informacio´n negativa. En este apartado no hemos
podido hacer ninguna comparativa con los enfoques de otros autores porque
no hemos encontrado ningu´n trabajo en esta lı´nea. Lo que sı´ hemos hecho es
comparar, entre sı´, los algoritmos nuevos y hemos llegado a la conclusio´n de
que, como en el caso cla´sico, el que produce menores tiempos de ejecucio´n
es la versio´n mixta del conocido como InClose y que existe una diferencia
significativa entre InClose y FCbO y el resto de los algoritmos.
Finalmente, en el capı´tulo 7, se han estudiado algunos problemas en
los que consideramos que los resultados obtenidos en capı´tulos anteriores
tienen mucho que aportar. En ellos hemos incluido herramientas para el
diagno´stico del ca´ncer y, en general, de apoyo al diagno´stico de enfermeda-
des; herramientas para reduccio´n de costes en las fases iniciales del disen˜o
de motores; herramientas de ayuda a la deteccio´n de redes criminales a
partir de la base de datos de intervenciones policiales; y herramientas para
mejorar los sistemas de recomendacio´n. E´stas son tareas en las que hemos
empezado a trabajar y que proponemos como trabajo a corto plazo.
Como trabajo futuro a medio plazo, a los casos ya mencionados en el
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Capı´tulo 7, podemos an˜adir la extensio´n del trabajo desarrollado por Reven-
ko y Kuznetsov en [90] para la deteccio´n de errores. Como nota anecdo´tica,
pero que ayuda a entender que el disponer de ma´s conocimiento puede
permitir una representacio´n ma´s concisa de e´ste, destacamos que, para el
contexto de los cuadrila´teros usado como ejemplo en [90], la base impli-
cacional mixta obtenida con Mixed-NextClosure tiene un menor nu´mero
de implicaciones que la base Duquenne-Guigues (recue´rdese que la base
Duquenne-Guigues es la de menor taman˜o de entre las cla´sicas)
Como trabajo futuro a largo plazo proponemos, como primer paso, la
extensio´n de estos resultados a lo´gicas trivaluadas que permitan tratar
atributos desconocidos. A partir de ahı´, abordaremos la extensio´n a lo´gicas
difusas, donde el problema de la negacio´n resulta mucho ma´s complejo,
pero, al mismo tiempo, permite una mayor riqueza sema´ntica. En especial,
pretendemos centrarnos en la lo´gica de Atanasov que consideramos la ma´s
cercana a este problema.
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