Abstract. Let S be a polynomial ring in n variables over a field, and let M be a monomial ideal of S. We introduce the notion of order of dominance of S/M , denoted odom(S/M ), which has many similarities with the codimension of S/M . In particular, we show that odom(S/M ) has the following properties:
Introduction
One of the fundamental concepts of dimension theory is that of codimension or height. In the context of monomial ideals this definition is simple and intuitive: if M is a monomial ideal in S = k[x 1 , . . . , x n ], where k is a field, the codimension of the S-module S/M is the cardinality of the smallest subset A of {x 1 , . . . , x n } such that every minimal generator of M is divisible by some variable of A. The importance of codimension in the study of monomial resolutions is obvious as it tells us how short a resolution can be. That is, codim(S/M ) ≤ pd(S/M ).
In this article we introduce a new and sharper lower bound for the projective dimension; a notion that we call order of dominance. Although unorthodox, we define the order of dominance in this introduction after analyzing three motivational examples.
Here is the first example. Let M 1 = (a, b, c) be an ideal of S = k [a, b, c] . Then, pd(S/M 1 ) ≥ codim(S/M 1 ) = #{a, b, c} = 3. In this case, codim(S/M 1 ) is a good lower bound of pd(S/M 1 ) because, as we know, pd(S/M 1 ) = 3.
However, we can define a slightly different ideal for which codimension is a bad lower bound. Consider, for instance, the ideal M 2 = (ad, bd, cd) of the ring S = k [a, b, c, d] . In this example we have that codim(S/M 2 ) = #{d} = 1, while pd(S/M 2 ) = 3. This apparently discouraging fact inspired the present work.
Let us revisit the definition of codimension given in the first paragraph. It is easy to see that the subset A of {x 1 , . . . , x n }, whose cardinality is precisely codim(S/M ), has the following properties:
(i) Every minimal generator of M is divisible by some variable of A.
(ii) If A ′ A, there is a minimal generator of M that is not divisible by any variable of A ′ .
Indeed, the subset A of {x 1 , . . . , x n } with #A = codim(S/M ) is the smallest subset of {x 1 , . . . , x n } satisfying (i) and (ii) but, usually, not the only one. It follows from one of our main results (Theorem 3.5) that the cardinality of any subset of {x 1 . . . , x n } satisfying (i) and (ii) is a lower bound for pd(S/M ). Thus, when we want to find a lower bound for pd(S/M ) we can look for the largest cardinality of a subset of {x 1 , . . . , x n } satisfying (i) and (ii).
In the particular case of M 2 , codim(S/M 2 ) is given by the cardinality of {d}, and {d} certainly satisfies (i) and (ii). However, the set {a, b, c} also satisfies (i) and (ii) and thus, according to Theorem 3.5, pd(S/M 2 ) ≥ #{a, b, c} = 3. This is good news because, in fact, pd(S/M 2 ) = 3. Now the scenario looks better but, as the next example shows, it is not good enough. Let M 3 = (ad, bd, cd, d
2 ) be an ideal of S = k [a, b, c, d ] (note that M 3 is obtained from M 2 by adding a minimal generator). In this case, codim(S/M 3 ) = #{d} = 1, and pd(S/M 3 ) = 4. By simple inspection, we can verify that {d} is the only subset of {a, b, c, d} satisfying (i) and (ii). Thus, we are unable to improve the lower bound given by codim(S/M 3 ). Yet, we can do one last trick.
By polarizing, we can interpret M 3 as the monomial ideal M
. This lower bound is optimal, for pd(S/M 3 ) = 4.
We have just introduced the main concept of this paper; the order of dominance. More precisely, if M is a monomial ideal of S, M pol is the polarization of M , and we view M pol as an ideal of the ring S pol , then the order of dominance of S/M , denoted odom(S/M ), is the largest cardinality of a set A of variables of S pol , having the following properties: We should not assume that odom(S/M ) will always equal pd(S/M ), but we may regard odom(S/M ) as a refined version of codim(S/M ). Below is a summary of the main properties of odom(S/M ). Let M be an arbitrary monomial ideal in S. Then: 
Background and Notation
Throughout this paper S represents a polynomial ring in n variables over a field. In some examples, n takes a specific value, and the variables are denoted with the letters a, b, c, etc. Everywhere else, n is arbitrary, and S is denoted S = k[x 1 , . . . , x n ]. The letter M always represents a monomial ideal in S.
We open this section by defining the Taylor resolution as a multigraded free resolution, something that will turn out to be fundamental in the present work. The construction that we give below can be found in [Me] .
Construction 2.1. Let M = (m 1 , . . . , m q ). For every subset {m i1 , . . . , m is } of {m 1 , . . . , m q }, with 1 ≤ i 1 < . . . < i s ≤ q, we create a formal symbol [m i1 , . . . , m is ], called a Taylor symbol. The Taylor symbol associated to {} will be denoted by [∅] . For each s = 0, . . . , q, set F s equal to the free S-module with basis {[m i1 , . . . , m is ] : 1 ≤ i 1 < . . . < i s ≤ q} given by the q s Taylor symbols corresponding to subsets of size s. That is,
and extended by linearity. The Taylor resolution T M of S/M is the exact sequence
Following [Me] 
F is said to be a minimal resolution if for every i, the differential matrix (f i ) of F has no invertible entries.
Note: From now on, every time that we make reference to a free resolution F of S/M we will assume that F is obtained from T M by means of consecutive cancellations. To help us remember this convention, the basis elements of a free resolution will always be called Taylor symbols.
Definition 2.3. Let M be a monomial ideal, and let
• For every i, the i th Betti number
• For every i ≥ 0, and every monomial l, the multigraded Betti number b i,l (S/M ) of S/M , in homological degree i and multidegree l, is
Since the idea of polarization will play an important role in section 4, it is convenient to introduce some common notation. If m = x α1 1 . . . x αn n is a monomial in S, its polarization will be denoted m ′ = x 1,1 . . . x 1,α1 . . . x n,1 . . . x n,αn . If G is a set of monomials, then the set of all polarizations m ′ of monomials m of G will be denoted G pol . The polarization of a monomial ideal M of S will be denoted M pol . Finally, M pol will be regarded as an ideal in S pol , the polynomial ring over k whose variables are the ones that appear in the factorizations of the minimal generators of M pol .
We close this section with the concept of dominance [Al1, Al2] which is at the heart of this work.
Definition 2.4. Let L be a set of monomials, and let M be a monomial ideal with minimal generating G.
• An element m ∈ L is a dominant monomial (in L) if there is a variable x, such that for all m ′ ∈ L \ {m}, the exponent with which x appears in the factorization of m is larger than the exponent with which x appears in the factorization of m ′ . In this case, we say that m is dominant in x, and x is a dominant variable for m.
• L is called a dominant set if each of its monomials is dominant.
• M is called a dominant ideal if G is a dominant set.
• If G ′ is a dominant set contained in G, we will say that G ′ is a dominant subset of G. (This does not mean that the elements of G ′ are dominant in G, as the concept of dominant monomial always depends on a reference set.)
Example 2.5. Let M be minimally generated by G = {a 2 b, ab 3 c, bc 2 , a 2 c 2 }, and let G ′ = {a 2 b, ab 3 c, bc 2 }. Note that ab 3 c is the only dominant monomial in G, being b a dominant variable for ab 3 c. It is easy to check that G ′ is a dominant set and, given that
3. Order of Dominance
Let a, b be elements of S, of the form a = αx
n , where α, β ∈ k, and α 1 , . . . , α n , β 1 , . . . , β n ≥ 0. We will say that a and b have the same scalars if α = β. 
, . . . , x αn+1 n }, and let M ′ be the ideal (minimally) generated
, . . . , x αn+1 n } is dominant, of cardinality n, and such that each d i is dominant in x i , and each
By hypothesis, each element of G is divisible by at least one of
Notice that f is bijective. Moreover, if we define
We will show that it is possible to obtain a free resolution
with the property that if a The proof is by induction on r.
, and these Taylor symbols are of the form
, and a (0)
τ σ have the same scalar (either (−1) i+1 or 0). Let us assume that our claim holds for r − 1. Now, let us prove it for r. Let G M (respectively, G M ′ ) be the resolution obtained from T M (respectively, T M ′ ) by doing the cancellations
are in the basis of G M ′ , and the entry b (r−1) τ σ determined by them, has the same scalar as a
Since a 
Moreover, if a Proof. Let f be a permutation of {1, . . . , n}, such that f (j) = i j , for all j = 1, . . . , q. For all j = 1, . . . , n, we define y j = x f (j) ; and δ j = α f (j) . Then lcm(G) = y δ1 1 . . . y δn n ; each d j is dominant in y j , and y j appears with exponent δ j in the factorization of d j . Moreover, each monomial in G is divisible by at least one of y n , where λ j = α j if j ∈ {i 1 , . . . , i q }, and λ j ≤ α j if j / ∈ {i 1 , . . . , i q }.
Definition 3.4. Let M be minimally generated by G. Let I be the class of all sequences 1 ≤ i 1 < . . . < i q ≤ n, with q ≥ 1, such that the following conditions hold:
( be the function that determines this correspondence. If {i j1 , . . . , i jr } and {i t1 , . . . , i tr } are different sequences of A r , then there must be an index that belongs to one sequence but not to the other; say λ s k ∈ {i s1 , . . . , i sr } \ {i t1 , . . . , i tr }. Hence, 
and given that r is arbitrary, the theorem holds.
In the 1970s, Buchsbaum, Eisenbud and Horrocks posed a conjecture that in the context of monomial ideals reads: If M is artinian, b i (S/M ) n i , for all i. Although the conjecture was proven for artinian monomial ideals [Ch, CE] , the inequalities above hold for a larger class of monomial ideals. In Theorem 4.8, we will show that pd(S/M ) = n if and only if b i (S/M ) ≤ n i , for all i. Our next theorem is the key to such characterization. Theorem 3.6. Let M be minimally generated by G. Suppose that G contains a dominant set L, of cardinality n, such that no monomial of G strongly divides lcm(L).
Then, each x i appears with exponent α i in the factorization of d i . Since no minimal generator strongly divides lcm(L), every m ∈ G must be divisible by at least one of x α1 1 , . . . , x αn n . Thus, odom(S/M ) = n, and the result follows from Theorem 3.5.
Nets
Definition 4.1. Let M be minimally generated by G. Let X = {x i1 , . . . , x iq } be a set of variables of S. We will say that X is a net of M if every monomial of G is divisible by at least one element of X. We will say that X is a minimal net of M , if X itself is a net of M , but no proper subset of X is a net of M .
Note that X 1 , X 2 , X 3 , and X 4 are minimal nets of M (and there are no other minimal nets of M ), while X 5 and X 6 are nets (but not minimal nets) of M . Proof. By definition, every monomial of G is divisible by some variable of X. In addition, if 1 ≤ j ≤ q, since X is a minimal net, not every monomial of G is divisible by a variable of X \ {x ij }. Therefore, there exists m j ∈ G such that m j is divisible by x ij , but m j is not divisible by any monomial of X \ {x ij }. Thus, there is a dominant set {m 1 , . . . , m q } ⊆ G such that, for all j = 1, . . . , q, m j is divisible by x ij , but is not divisible by any variable of X \ {x ij }. Let G 1 = {m ∈ G : x i1 | m but m is not divisible by any of x i2 , . . . , x iq }. (Notice that G 1 = ∅, for m 1 ∈ G 1 .) Let ǫ 1 ≥ 1 be the smallest exponent with which x i1 appears in the factorization of an element of G 1 , and let d 1 ∈ G 1 be such that x i1 appears with exponent ǫ 1 in the factorization of d 1 . Let G 2 = {m ∈ G : x i2 | m but m is not divisible by any of x ǫ1 i1 , x i3 , . . . , x iq } (G 2 = ∅, for m 2 ∈ G 2 .) Let ǫ 2 ≥ 1 be the smallest exponent with which x i2 appears in the factorization of an element of G 2 , and let d 2 ∈ G 2 be such that the exponent with which x i2 appears in the factorization of d 2 is ǫ 2 . Suppose that
Let ǫ k be the smallest exponent with which x i k appears in the factorization of an element of G k . Let d k ∈ G k be such that x i k appears with exponent ǫ k in the factorization of d k . By recurrence, we have constructed a set D = {d 1 , . . . , d q }, with the following properties: Proof. Let S pol = k[x 1,1 , . . . , x 1,β1 , . . . , x n,1 , . . . , x n,βn ]. Suppose that X contains two variables of the form x i,r , x i,s , where r > s. Then every monomial of G pol that is divisible by x i,r is also divisible by x i,s and thus, X \ {x i,r } is also a net of M pol , which contradicts the minimality of X. Hence, X must be of the form X = {x i1,r1 , . . . , x iq ,rq }, where 1 ≤ i 1 < . . . < i q ≤ n, and r 1 , . . . , r q ≥ 1. By Theorem 4.3, there is a dominant subset
. . x n,1 . . . x n,αn , the following properties hold:
(i) Each l ′ j is dominant in x ij ,rj , and x ij ,rj appears with exponent 1 in the factorization of l (G 2 = ∅, for l 2 ∈ G 2 .) Let t 2 be the largest integer such that every m ∈ G 2 is divisible by x t2 i1 . Let d 2 ∈ G 2 be such that x i2 appears with exponent t 2 in the factorization of d 2 . Suppose that G k−1 , t k−1 , and 
