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9. Equazioni di Hamilton
Le equazioni di Hamilton hanno un ruolo basilare nella fisica perche´ descrivono sistemi
di particelle soggette ad interazioni elettromagnetiche o gravitazionali. I vincoli geometrici
cui l’evoluzione e` soggetta vanno rispettati anche nello sviluppo di metodi di integrazione
numerica. Inoltre gli integrali primi, che vincolano la traiettoria su varieta` di dimensione
piu` bassa rispetto alla varieta` di energia costante, sono conservati in media dagli integratori
che rispettano i vincoli geometrici, che quindi possono essere usati anche su tempi lunghi
evitando lo sviluppo di intabilita` numeriche.
Per un sistema a d gradi di liberta`, la cui configurazione spaziale e` specificata da un vettore
q in uno spazio delle configurazioni, lavente coordinate q1, . . . , qd indipendenti, si introduce
un vettore p dei momenti. Nel caso in cui il sistema sia originato da una Lagrangiana
L(q, q˙) le componenti di p sono definite da pi = ∂L/∂q˙i mentre l’hamiltoniana e` definita
dalla trasformazione di Legendre H = p · q˙− L. L’hamiltoniana e` espressa in funzione di
coordinate e momenti H(q,p) e le equazioni del moto si scrivono
q˙ =
∂H
∂p
p˙ = −∂H
∂q
se introduciamo il vettore x nello spazio delle fasi, le cui componenti sono le coordinate
spaziali ed i momenti, le equazioni del moto si scrivono in forma compatta
x˙ = J
∂H
∂x
x =

q
p

 J =

 0 I
−I 0


Se l’hamiltoniano non dipende dal tempo esplicitamente dalle equazioni di Hamilton segue
che dH/dt = 0 ossia H e` un integrale primo del moto e quindi ogni traiettoria si svolge su
una superficie di energia costante H(q,p) = E.
Se facciamo una trasformazione di coordinate invertibile
Q = Q(q,p) P = P(q,p)
che possiamo anche scrivere nella forma
X = X(x) X =

Q
P


le equazioni nel nuovo sistema di coordinate si scrivono
X˙ = MJMT
∂Hˆ
∂X
Mij =
∂Xi
∂xj
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dove M e` la matrice Jacobiana della trasformazione, l’apice T indica il trasposto delle
matrice, e Hˆ(X) = H(x) e` l’hamiltoniano espresso nelle nuove coordinate. Se vale la
condizione
MJM
T = J
allora la forma delle equazioni di Hamiton resta inalterata, la trasformazione si dice canon-
ica, la matrice M si dice simplettica. Ad esempio una trasformazione lineare nelle coor-
dinate Q = Aq e nei momenti P = Pp e` canonica se B = A˜−1. Infatti in questo caso la
matrice M =
(
A 0
0 B
)
e` simplettica. Tale condizione e` verificata se A = B = R e` una
matrice di rotazione.
Definiamo ora la parentesi di Poisson rispetto al sistema iniziale di coordinate x canoniche
[A,B]x =
∂A
∂x
· J ∂B
∂x
A e B sono due variabili dinamiche ossia ossia due funzioni scalari definite nello spazio
delle fasi, Se valutiamo la parentesi di Poisson rispetto ad un nuovo sistema di coordinate
X si ha
[A,B]x =
∂A
∂X
·MJMT ∂B
∂X
Pertanto l’invarianza delle parentesi di Poisson rispetto ad un nuovo sistema di coordinate
[A,B]x = [A,B]X si verifica se e soltanto se il nuovo sistema di coordinate e` canonico ossia
se la matrice jacobiana M e` simplettica. Se la parentesi di Poisson e` calcolata rispetto ad
un sistema di coordinate canonico il suo valore non cambia e possiamo omettere di indicare
le coordinate cui si riferisce. La derivata temporale di una variabile dinamica e` data da
dA
dt
= [A,H]
e quindi la condizione perche´ sia integrale primo e` che la sua parentesi di Poisson con H
sia nulla.
Serie di Lie
Per sistemi generici di equazioni differenziali abbiamo visto che la soluzione si puo` esprimere
tramite le serie di Lie. Nel caso delle equazioni di Hamilton queste serie hanno proprita`
particolari. Se scriviamo
dA
dt
= DHA DH A = [A,H]
Le equazioni di Hamilton assumono la forma
dx
dt
= DH x
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e la soluzione formale e` espressa dalla serie di Lie
x(t) = Stx0 St =
∞∑
n=0
tn DnH
n!
Analogamente una variabile dinamica che al tempo t = 0 e` data da A(x0) all’istante t
diventa StA(x0) = A(St x0) = A(x(t)). Una serie di Lie genera un gruppo di trasformazioni
canoniche ad un parametro. Consideriamo ad esempio la serie Sα = e
αDG con generatore
G, dove la derivate di Lie DG di una variabile dinamica A e` data da DGA = [A,G].
Consideriamo la trasformazione X = eαDGx tenendo conto che dalla identita` di Jacobi per
le parentesi di Poisson
[A, [B,C]] + [C, [B,A]] + [A, [C,B]] = 0
segue che
DH [A,B] = [DH A,B] + [A,DH B]
e per la serie di Lie si dimostra la seguente proprieta`
eαDG [A,B] = [eαDGA, eαDGB]
Ne risulta che le parentesi di Poisson sono invarianti per la trasformazione
[A(X), B(X)]x = [A(e
αDGx), B(eαDGx)]x = e
αDG [A(x), B(x)]x = [A(X), B(X)]X
e quindi la trasformazione e` canonica. Come caso particolare abbiamo l’invarianza delle
parentesi di Poisson fondamentali
[Xi, Xk]x = e
αDG [xi, xk] = e
αDG Jik = Jik = [Xi, Xk]X
Dalla identita` di Jacobi segue anche la proprieta` seguente
DADB −DB DA = D[B,A]
Quindi se [A,B] = 0 le trasformazioni generate da A e B commutano perche´ risulta che
eαDA eβ DB = eβ DB eαDA
Si noti che in letteratura la derivata di Lie viene definita con il segno opposto ponendo
L(H) = −DH = [H, .] In questo caso si trova che dA/dt = −L(H)A ma la precente
relazione diventa L(A)L(B) − L(B)L(A) = L([A,B] ossia il commutatore delle derivate
di Lie rispetto a A e B e` la derivata di Lie rispetto alla parentesi di Poisson [A,B] e non
rispetto a [B,A] come risulta con la nostra definizione.
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Funzioni generatrici
Le trasformazioni canoniche possono essere ottenute in forma implicita tramite le funzioni
generatrici. Usando i principi variazionoali si trova che condizione necessarie e sufficiente
perche´ una trasformazione canonica, indipendente dal tempo sia canonica e` che la forma
differenziale
dF1 = p · dq−P · dQ+ (Hˆ −H)dt
sia esatta. Tramite una trasformazione di Legendre la stessa condizione vale per la forma
differenziale
dF2 = p · dq+Q · dP+ (Hˆ −H)dt
Ne segue che data una generatrice F2(q,P, t) la trasformazione risulta implicitamente
definita da
p =
∂F2
∂q
Q =
∂F2
∂P
Hˆ = H +
∂F2
∂t
Come esempi di trasformazioni canoniche consideriamo la trasformazione a variabili azione
angolo (θ, ) per l’oscillatore armonico la cui hamiltoniana si scrive
H =
p2
2m
+mω2
q2
2
Ponendo per uniformita` di notazione Q = θ, P =  la trasformazione e` data da
q =
√
2P
ωm
cosQ p = −
√
2Pωm sinQ
che ha come generatrice F1
F1(q, Q) = −mωq
2
2
tanQ
Altro esempio di funzione generatricee` data da
F1(q,Q, t) =
∫ t
0
L(q(t′), q˙(t′)) dt′
dove q(t′) e` la soluzione delle equazioni del moto di Lagrange con condizioni q(0) = Q e
q(t) = q assegnate agli istanti 0 e t. Ad esempio per la particella libera la lagrangiana e`
costante e la generatrice F1 = L t e` quindi espressa da
F1 = m
(q−Q)2
2t
La funzione generatrice di tipo due S(q,P, t) che fa passere dalle coordinate (q,p) a quelle
iniziali Q = q0,P = p0 soddisfa la equazione di Hamilton Jacobi che si scrive imponendo
che la nuova hamiltoniana Hˆ = H + ∂S/∂t sia nulla e quindi ha la forma
H
(
q,
∂S
∂q
, t
)
+
∂S
∂t
= 0
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Anche la generatrice F1(q,Q, t) definita come l’azione calcolata lungo la traiettoria fisica
soddisfa la equazione di Hamilton-Jacobi.
Nel caso di una trasformazione canonica generata dalla serie di Lie eαDG la generatrice F2
e` data da
F2(q,P;α) = q ·P+ αG(q,P) +O(α2)
Sistemi integrabili
Se l’hamiltoniano non dipende da un coordinata, allora il momento corrispondente si con-
serva. Se non dipende da alcuna coordinata tutti i momenti sono conservati ed il sistema
di dice integrabile. C’e` una ulteriore condizione che la superficie di energia costante sia
compatta sicche´ le orbite sono confinate ed il moto e` quasi periodico. Si tratta di una
estensione del problema unidimensionale in cui il potenziale e` confinante. Supponiamo che
V (x) abbia un solo punto critico xc dove V
′(xc) = 0 e V
′′(xc) > 0. Supponiamo inoltre
che, oltre ad avere un minimo in xc, il potenziale sia confinante ossia V (x) → +∞ per
x→ ±∞. Consideriamo l’hamiltoniano
H =
p2
2m
+ V (x)
In questo caso per ogni E > V (xc) c’e` una sola orbita chiusa definita da H(x, p) = E che
interseca l’asse x in due punti xa e xb detti di inversione definiti da V (x) = E. In generale
qualsiasi altro valore di x compreso tra xa e xb il momento ha due valori possibili
p = ±
√
2m(E − V (x)
Scelto per comodita` come punto inizale sull’orbita x0 = (xa, 0) introduciamo le funzioni
t(xa, x) eW (xa, x) che rappresentano il tempo trascorso e l’area sottesa quando ci si sposta
lungo l’orbita dal punto iniziale x0 al punto x = (x, p). Queste sono funzioni sono a piu`
valori perche` dal punto iniziale al punto finale possiamo giungere percorrendo l’arco che
ha come estremi questi due punto oppure l’arco piu` n giri ossia n volte l’orbita chiusa.
Queste funzioni possono essere scritte nella forma
t(xa, x) =
∫ x
xa
m
p(x′, E)
dx′ W (xa, x) =
∫ x
xa
p(x′, E)dx′
dove p cambia segno ogni volta che si passa per un punto di inversione. L’orbita viene
percorsa nel verso orario come mostra il campo vettoriale associato ad H. Possiamo avere
p inizialmente positivo scegliendo la condizione iniziale sull’arco superiore della traiettoria,
che e` una curva chiusa nel piano delle fasi simmetrica rispetto all’asse x. Inoltre da
∂p/∂E = m/p = 1/v segue che
∂W
∂E
= t
Indicando con
∮
l’integrale lungo tutta l’orbita chiusa possiamo scrivere, tenendo conto
che l’orbita e` data da due archi simmetrici rispetto all’asse x, che il periodo T e l’area
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dell’orbita chiusa A = 2π dove  e` nota come variabile di azione sono espressi da
T =
∮
m
p(x′, E)
dx′ ≡ 2
∫ xb
xa
m√
2m(E − V (x′) dx
′
A = 2π  =
∮
p(x′, E)dx′ ≡ 2
∫ xb
xa
√
2m(E − V (x′) dx′
Vale quindi la relazione
∂
∂E
=
T
2π
∂E
∂
= ω ≡ 2π
T
Infatti gli estremi dipendono da E ma risulta che p(xb) dxb/dE = p(xb)(V
′(xb) = 0 poiche´
xb e` un punto di inversione non critico, e lo stesso vale per xa. Introduciamo la variabile
angolare o variabile di fase θ
θ = ωt =
∂W
∂E
∂E
∂
=
∂W
∂
e osserviamo che W (x, ) e` la funzione generatrice di una trasformazione da (x, p) a (θ, ).
Tenendo conto che p = ∂W/∂x ne segue che la trasformazione alle nuove coordinate angolo-
zione e` canonica. Se ci muoviamo con continuita` lungo l’orbita le funzioni t e W hanno
una crescita monotona mentre come funzioni di x sono funzioni a piu` valori.
Pr valutare t e W occorre parametrizzare l’orbita chiusa esattamente come abbiamo fatto
per calcolare la legge oraria ed il periodo approssimando l’integrale con un metodo di
quadratura. A tal fine poniamo
v2 =
p
m
2
=
2
m
(E − V (x)) = (x− xa)(xb − x)f(x) f(x) > 0
fattorizzando i due zeri che E−V ha nei due punti di inversione. La funzione f(x) risulta
essere positiva in tutto l’intervallo [xa, xb]. L’orbita chiusa e` parametrizzata da
x = xa + (xb − xa) sin2 φ
2
p
m
= (xb − xa) sin φ
2
cos
φ
2
√
f(x)
Si vede che al crescere di φ da 0 all’infinito, si percorre l’orbita infinite volte. Se si introduce
la coordinata φ′ = φ mod 2π sul toro T1 allora tra i punti (x, p) sull’orbita chiusa e φ′ c’e
una corrispondenza biunivoca. In generale se φ = φ′+2πn allora dal punto iniziale (xa, 0)
si giunge al punto x = x(φ), p = p(φ) dopo aver percorso l’arco che va dal punto iniziale a
(x, p) ed avendo fatto anche n giri completi. Le funzioni t e W espresse come funzioni di
φ sono a un solo valore
t(φ) =
∫ φ
0
dϕ√
f(x(ϕ))
W (φ) =
(
xb − xa
2
)2
m
∫ φ
0
√
f(x(ϕ) sin2 φ dϕ
187
Valgono inoltre le relazioni
t(φ) = t(φ′) + nT W (φ) =W (φ′) + n 2π  θ(φ) = θ(φ′) + n 2π
dove T = t(2π) e j =W (2π)/2π.
Teorema di Arnold Liouville
In generale un sistema a d gradi di liberta` si dice integrabile se esistono d integrali primi
H1, . . . , Hd in involuzione ossia tali che
[Hi, H] = 0 [Hi, Hk] = 0
condizione che implica che i flussi generati dagli Hi commutano tra. Se inoltre la varieta`
M definita Hi(q,p) = Ei ha dimensione d, condizione assicurata se i vettori gradHi
sono linearmente indipendenti e in piu` e` compatta e connessa, allora la varieta` e` un toro
di dimensione d che risulta parametrizzato da d angoli θ i cui momenti coniugati sono
variabili di azione
i =
1
2π
∮
Γ1
p · dq
dove Γi sono i cicli base. Essendo j = j(E1, . . . , Ed) si puo` invertite la relazione Ei = Ei(j)
e notando che H e` una funzione degli Hi ossia H = K(H1, . . . , Hd) si trova che H =
K(E1(j), . . . , Ed(j)) = Hˆ(j). Quindi un sistema integrabile e` esprimibile come funzione
delle sole azioni che sono integrali primi e l’evoluzione e` una traslazione sul toro Td. Infatti
falle equazioni di Hamilton segue che
θ(t) = ω(j)t+ θ(0) ω =
∂Hˆ
∂j
Un esempio molto semplice di sistema integrabile e` quello in cui Hi = Hi(qi, pi) perche´ i
piani di fase sono indipendenti e su ciascuno di questi si costruisce la variabile angolare
e l’azione. Il toro e` il prodotto diretto di d curve chiuse. che diventano cerchi quando si
passa alle coordinate normali X =
√
2i cos θi e Pi = −
√
2i sin θi.
Condizioni di risonanza
Per un sistema integrabile la natura dell’orbita dipende dal vettore delle frequenze ω. Se
non esite alcun vettore k con componenti intere tale che ω · k = 0 si dice che ω e` non
risonante e l’orbita risulta essere densa sul toro Td.
Nel caso d = 2 la condizione di non risonanza per ω = (ω1, ω2) e` soddisfatta se il rapporto
ω1/ω2 e` irrazionale. Nello spazio delle frequenze dato un vettore a componenti intere k la
condizione di risonanza semplice k · ω = 0 e` soddisfatta per tutti i punti che stanno sulla
retta ortogonale a k, detta linea di risonanza. Dati due vettori linearmente indipendenti
a componenti intere e1, e2 le corrispondenti linee di risonanza che soddisfano e1 ·ω = 0 e
e2 ·ω = 0 e si intersecano nell’origine ω = 0 che corrisponde ad una risonanza di ordine 2.
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Nel caso generale ω ∈ Rd e` non risonante se non esiste alcun k ∈ Zd ad esso ortogonale,
soddisfa la condizione di singola risonanza se esso e` ortogonale al vettore e ∈ Zd e quindi a
ogni k = ℓe con ℓ intero. La condizione di risonanza di ordine r e` verificata da ω se risulta
ortogonale ad una qualsiasi combinazione lineare di r vettori linearmente indipendenti
e1, . . . , er appartenenti a Z
d ossia
ω · k = 0 ∀ k = ℓ1e1 + . . .+ ℓrer
dove i coefficienti ℓ1, . . . , ℓr sono interi. Nello spazio delle frequenze la condizione di riso-
nanza semplice rispetto a e1 e` verificata per tutti vettori ω ∈ Rd appartenenti all’ iperpiano
di dimensione d − 1 ortogonale a e1, la risonanza di ordine r per i vettori dell’iperpiano
di dimensione d − r ortogonale a e1, . . . , er. Data una frequenza risonante di ordine r la
corrisponente orbita nello spazio delle fasi e` densa sul toro Td−r. Infine la condizione di
risonanza di ordine r = d − 1 e` soddisfatta nello spazio delle frequenze da tutti i punti
appartenenti alla retta ω = ωτ dove τ ∈ Zd e` ortogonale a e1, . . . , ed−1. In questo caso
l’orbita nello spazio delle fasi appartiene a T1 e quindi e` periodica con periodo T = 2π/ω.
Infatti da
θ(t+ T ) = θ(t) + τ ωT = θ(t) + 2π τ
segue che θ(t+ T ) = θ(t) mod2π.
Quando le frequenze sono risonanti distinguiamo due casi: ai vettori linearmente indipen-
denti e1, . . . , er pssiamo aggiungere altri d− r vettori linearmente indipendenti in mdo che
e1, . . . , ed formino una base e che la matrice E = (e1, . . . , ed) risulti avere determinante
1. In questo primo caso E definisce un isomorfismo in Zd ossia le combinazioni lineari
k = ℓ1e1 + . . . + ℓded forniscono tutti i punti del reticolo Z
d. Nel secondo caso in cui
det (E) 6= 1 (oppure -1) i vettori k al variare di ℓ1, . . . , ℓd in Zd forniscono soltanto un
sottoinsieme del reticolo di interi Zd. Nel primo caso si puo` costruire una trasformazione
canonica a nuove coordinate azione e angolo ψ, I definita da
ψ = ET θ I = E−1 j
Tale trasformazione e` non soltanto canonica ma le nuove coordinate angolari ψ sono ancora
coordinate sul toro Td poiche´ E e` un isomorfismo in Zd. La hamiltoniana diventa H(j) ==
H(EI) e le equazioni per i nuovi angoli sono
ψ˙i = Ekiωk = E
T
ik ωk
Possiamo quindi scrivere in forma vettoriale
ψ˙ = Ω = ETω Ωk = ek · ω
Nelle nuove coordinate le prime r frequenze sono nulle Ω1 = . . . = Ωr = 0 ed i cor-
rispondenti angoli sono congelati. I rimanenti angoli ψr+1, . . . , ψd evolvono con frequenze
Ωr+1, . . . ,Ωd non risonanti e quindi l’orbita e` densa sul toro T
d−r .
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Nel caso particolare di un sistema a 2 gradi di liberta` consideriamo la frequenza ω = τω
dove τ = (m,n) ∈ Z2 quindi e` ortogonale a ogni k = ℓe1 dove e = (n,−m). In tal caso
detto e2 = (r, s) un secondo vettore di interi tale che ns+mr = 1 abbiamo che
E =

 n r
−m s

 ET =

n −m
r s

 E−1 =

 s −r
m n


In questo caso si ha
ψ1 = nθ1 −mθ2 ψ2 = rθ1 + sθ2 I1 = s1 − r2 I2 = m1 + n2
e le nuove frequenze sono Ω1 = 0, Ω2 = ω. Questo accade quando H = H(j · τ ) e quindi
si vede che nelle nuove coordinate H = H(I2) per cui Ω1 = 0 e Ω2 = ∂H/∂I2 = ω mentre
in quelle originali ω = τω. Se m = 1 possiamo scegliere r = 1, s = 0 opiu` e in generale
r = 1 + nt, s = −t con t intero qualsiasi. Dato un vettore e2 linearmente indipendente da
e1 tale per cui E = (e1, e2) abbia determinante 1, allora ne esistono infiniti, vedi appendice.
Per d ≥ 3 non e` sempre possibile completare la base in modo da avere una matrice E
unimodulare ossia detM = ±1. Per d = 3 consideriamo ad esempio la risonanza rispetto ai
due vettori linearmente indipendenti e1 = (n,−m, 0)T , e2 = (0, ℓ,−n)T dove (m,n, ℓ) sono
interi non nulli. Se e3 = (p, q, r)
T si ha detE = n(pm+ qn+ ℓr) che in modulo e` maggiore
1 se |n| > 1. In questo caso possiamo decomporre Z3 nel sottospazio bidimensionale Z2
con base e1, e2 ed il suo complementare. Anche quando non e` possibile trovare una vettore
e3 che rende la matrice E unimodulare, la lineare indipendenza di e1, e2 assicura che il
vettore τ = e1 × e2 ad esse ortogonale e` non nullo oltre ad avere componenti intere.
Quando esiste un vettore e3 che rende E unimodulare possiamo scrivere che
E = (e1, e2, e3) E
−1 = (vT1 ,v
T
2 ,v
T
3 ) (E
−1
E)ij = vi · ej = δij
per cui ei e vi costituiscono due basi mutumente ortonormali in Z
3 e si ha anche
ψk = (E
Tθ)k = ek · θ Ik = E−1 j = vk · j
Se esiste una seconda base ortonormale alla prima se ne possono trovare infinite altre. Ove
ci non accada possiamo tuttavia sempre costruire un vettore τ ortogonale ai primi due ed
infiniti vettori ℓτ as esso allineati.
Hamiltoniani risonanti
Se l’hamiltoniano non e piu integrabile come accade quando a H0(j) si aggiunge una
perturbazione che dipende dagli angoli, le condizioni di risonanza sono cruciali per stabilire
se l’Hamiltoniano sia riconducibile ad una forma integrabile ossia se possiede ancora d
integrali primi, oppure un numero compreso tra d− 1 ed 1.
Nel caso d = 1 scegliamo un hamiltoniano risonante dato da
H = H0(j · τ ) +H1(e · θ)
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dove e = (n,−m)T , τ = (m,n)T e dalle equazioni del moto segue che
θ(t) = θ0 + τ ωt j(t) = j0 − eα t
dove ω = H ′0(τ · j) e α = H ′1(e ·θ0). Quindi se E = (e, e2) e` la matrice con determinante 1
le nuove coordinate canoniche sono ψ1 = e · θ, ψ2 e I1, I2 = τ · j e l’hamiltoniano diventa
H = H0(I2)+λH1(ψ1) da cui risulta che I2 e ψ1 sono costanti mentre I1(t) = I10−H ′(ψ10)t
e ψ2(t) = ψ20 + ω(I2)t sono lineari in t.
Nel caso d = 3 un hamiltoniano con risonanza doppia e` dato da
H = H0(j · τ ) +H1(e1 · θ, e1 · θ)
dove e1, e2 sono linearmente indipendenti e τ e` ortogonale ad essi. Dalle equazioni del
moto risulta che
θ(t) = θ0 + τ ωt j(t) = j0 − e1 α1 t− e2 α2 t
dove ω = H ′0(τ · j) e αk = ∂H1/∂φk (ψ10, φ20) avendo posto ψi = ei · θ. Se esiste un
vettore e3 tale che la matrice E e` unimodulare allora nelle nuove coordinate definite da
ψ1 = θ · e1, θ · e2, ψ3 e I1, I2, I3 = τ · j l’hamiltoniano diventa H = H0(I3) +H1(ψ1, ψ2).
Nesegue che I3 e` unintegrale primo e che gli angoli ψ1, ψ2 sono costanti, mentre le azioni
I1, I2 e l’angolo ψ3 sono funzioni lineari del tempo.
Se l’hamiltoniano e` H = H(j, θ · e1, θ · e2) ed esite una matrice unimodulare E la trasfor-
mazione canonica associata porta a H = Hˆ(I, ψ1, ψ2) per cui I3 risulta essere un integrale
primo. Se non e` possibile trovare la trasformazione unimodulare, ma solo un vettore τ
ortogonale a e1, e2, la trasformazione canonica non puo` essere costruita ma un integrale
primo esiste ugualmente ed e` dato da I = τ · J come si verifica subito dalle equazioni del
moto. Anche in questo caso fissando il valore dell’invariante I e la sezione θ3 = 0mod2π
la dinamica viene ridotta a soli due gradi di liberta` nelle coordinate (θ1, θ1, j1, j2) come nel
caso in cui esiste la trasformazione unimodulare e le coordinate sono ψ1, ψ2, I1, I2.
Sistemi quasi integrabili
Dato un sistema integrabile con hamiltoniana H0(j) consideriamo una piccola pertur-
bazione che, usando coordinate angolo e azione, diventa
H = H0(j) + λH1(θ, j)
La perturbazione comporta una variazione delle azione che e` di ordine 1 su un tempo di
ordine 1/λ. E` tuttavia possibile effettuare una camio di coordinate da θ, j a Θ,J per cui
la parte non integrabile diventa di ordine λ2
H = H0(J) + λHˆ1(J) + λ
2H2(Θ,J)
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e quindi la nuova azione ha una variazione di ordine 1 su una scala di tempo di ordine
1/λ2. Questa trasformazione risulta definita solo per i valori dell’azione J cui corrisponde
una frequenza ω(J) non risonante. Al passo successivo con una ulteriore trasformazione
si puo` rendere il resto di ordine λ3 oppure (λ2)2 sicche´ al passo N il resto puo` essere reso
di ordine λN+1 oppure λ2
N
. Quello che cambia sono i domini nello spazio delle azioni in
cui le azioni sono non risonanti e nei quali la trasformazione risulta definita. Se ad ogni
passo consideriamo un singolo punto nello spazio delle azioni in cui la frequenza abbia un
valore assegnato, il secondo procedimento in cui il resto decresce quadraticamente come
nel metodo di Newton, risulta convergente ed assicura l’esistenza di un’orbita su un toro
T
d in cui il moto risulta quasiperiodico. Inoltre la misura relativa dei tori preservati tende
ad 1 quando λ tende a zero secondo il teorema KAM. Il primo procedimento e` conveniente
quando la frequenza di H0 e` costante, come accade per catene di oscillatori anarmonici,
perche´ in questo caso si puo´ stimare il resto dello sviluppo ad ordine N che si comporta
come λN+1(N + 1)! e determinare quindi per ogni fissato λ un valore ottimale di N per
il quale il resto diventa esponenzialmente piccolo ossia come e−1/λ e quindi la variazione
delle azioni e` di ordine 1 su tempi esponenzialmente lunghi ∼ e1/λ secondo il teorema di
Nekhoroshev. La teoria perturbativa permette anche di esaminare la struttura delle orbite
in prossimita` delle risonanze, anche se per d > 1 le forme normali, pur recuperando un
certo numero di invarianti, conducono ad hamiltoniani non integrabili (se si trascura il
resto) tranne per le risonanze di ordine r = 1. Di conseguenza la topologia delle orbite per
risonanze di ordine r > 1 e` resta un problema aperto anche nell’ambito della teoria per-
turbativa, mentre nel caso r = 1 permette di descrivere completamente la genesi delle isole
come si mostra nel seguito. In questo caso la presenza di un resto determina il fenomeno di
incrocio delle separatrici con la conseguente generazione dell’intreccio omoclino e creazione
di regioni di moto caotico.
Forma normale non risonante
Anche se per i sistemi quasi integrabili le orbite possono essere calcolate tramite gli inte-
gratori simplettici, la teoria perturbativa rappresenta uno strumento essenziale per il loro
studio non solo qualitativo ma anche quantitativo se pur con qualche limitazione. In parti-
colare per i sistemi a due gradi di liberta` o con un grado di liberta` e dipendenza periodica
dal tempo, la teoria perturbativa consente di ricondurre il problema allo studio di un sis-
tema integrabile sulla sezione di Poincare´. Tutti gli effetti della non integrabilita` vengono
confinati in un resto che puo` essere trascurato quando la perturbazione e` sufficientemente
piccola.
Consideriamo un hamiltoniana a d gradi di liberta`
H(θ, j) = H0(j) + λH1(θ, j)
e cerchiamo in prima istanza una trasformazione di coordinate
(θ, j) = eλDG(Θ,J)
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tale che la hamiltoniana H espressa nelle nuove coordinate abbia il termine di ordine λ
integrabile ed un resto non integrabile di ordine λ2.
H(θ, j) = eλDGH(Θ,J) = H0(J) + λHˆ1(J) + λ
2H2(Θ,J, λ)
Le equazioni di Hamilton per le azioni sono quindi
dj
dt
= −λ∂H1
∂θ
dJ
dt
= −λ2 ∂H2
∂Θ
Pertanto la variazione di j sara` di ordine 1 su un tempo di ordine 1/λ mentre la variazione
di J lo sara` su un tempo di ordine 1/λ2. Se trascuriamo il resto λ2H2 allora J diventa un
integrale primo del moto e se limitiamo l’analisi del nostro sistema a un tempo inferiore a
1/λ2 approssimare H con H0 + λHˆ1 risulta pienamente giustificato.
Dalla identita`
eλDGH = H0 + λ (H1 +DGH0) + (e
λDG − 1− λDG)H0 + λ(eλDG − 1)H1
segue che
Hˆ1 = H1 +DGH0 H2 =
eλDG − 1− λDG
λ2
H0 +
eλDG − 1
λ
H1
Notiamo che H2 e` una serie in λ che possiamo scrivere come segue
H2 = H2, 0 + λH2, 1 + λ
2H2, 2 + . . . H2, 0 =
1
2
D2GH0 +DGH1
La equazione base delle teoria perturbativa, nota come equazione omologica, e` data da
[H0, G] +H1 = Hˆ1
puo` essere risolta se sviluppiamo G e H1 in serie di Fourier
H1 =
∑
k
hke
ik·Θ G =
∑
k
Gke
ik·Θ
Se indichiamo con ω le frequenze imperturbate
ω(J) =
∂H0
∂J
la equazione diventa
ω · ∂G
∂Θ
+ Hˆ1(Θ,J) = H1(J)
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Confrontano le componenti di Fourier con k = 0si ha
Hˆ1(J) = h0 se k = 0 Gk = −i hk
k ·ω se k 6= 0
Nel caso piu` generale in cui tutte le componenti di Fourier hk sono diverse da zero, questa
ultima equazione puo` essere risolta soltanto se k · ω 6= 0 per ogni k. non nullo. Se ω e`
costante e non risonante tale condizione e` sempre soddisfatta. Nel caso in cui ω dipenda da
J e la applicazione sia invertibile l’insieme di punti nell spazio delle azioni cui corrispondono
frequenze risonanti e` di misura nulla ma denso. Se supponiamo che tutte le componenti
di Fourier elevate per H1 si annullino ossia che hk = 0 per |k| = |k1|+ . . .+ |kd| > K dove
K e` un intero assegnato, l’insieme delle azioni cui corrisponde una frequenza risonante e`
finito e si puo` costruire un dominio D in cui |k · ω| > η. In questo dominio
Hˆ1 = h0 = 〈H1〉 Gk = −i hk
ω · k
Quando la frequenza e` esattamente risonante o prossima ad una risonanza si considera
ancora una trasformazione di coordinante che elimina in H1 tutte le componenti di Fourier
tranne quelle che corrispondono alla risonanza. In questo caso se l’ordine della risonanza
e` r < d allora si recuperano comunque d− r integrali primi del moto se si trascura il resto
λ2H2. Questa forma normale detta risonante sara` esaminata nel paragrafo successivo.
Per costruire il secondo ordine consideriamo una nuova trasformazione generata dalla serie
di Lie eλ
2G2 ossia (j, θ) = eλ
2DG2 eλDG(Θ,J)
H(j, θ) = eλ
2DG2 eλDGH(Θ,J) =
= eλ
2DG2
(
H0(J) + λ Hˆ1(J) + λ
2H2, 0(Θ,J) + λ
2(H2 −H2, 0)
)
= H0(J) + λHˆ1(J) + λ
2Hˆ2(J) + λ
3H3(Θ,J, λ)
dove il termine λ2(H2 − H2, 0) e` di ordine λ3 mentre H3 e` espressa da una serie in λ.
Confrontando i termini di ordine λ2 si ottiene la equazione omologica che determina Hˆ2 e
G2
Hˆ2 = DG2H0 +H2, 0
mentre i termini di resto sono spressi da
H3 =
eλ
2DG2 − 1− λ2DG2
λ3
H0 +
eλ
2DG2 − 1
λ2
Hˆ1 +
eλ
2 DG2H2 −H2, 0
λ
Lo sviluppo di H3 in serie di λ si scrive H3 = H3, 0 + λH3, 1 + . . . ed il primo termine e`
dato da
H3, 0 = DG2Hˆ1 +H2, 1
La equazione che determina G2 e Hˆ2, dette h2 k e G2 k le componenti di Fourier di H2, 0 e
G2, e` data da
Hˆ2 = h2 0 = 〈H2〉 ik · ω G2 k = h2 k se k 6= 0
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L’altro schema che comporta un resto di ordine quattro λ4H4 anziche´ tre e quindi risulta
a convergenza quadratica ed e` dato da
eλ
2DG2 eλDGH(Θ,J) = eλ
2DG2
(
H0(J) + λ Hˆ1(J) + λ
2H2(Θ,J, λ)
)
=
= H0(J) + λHˆ1(J) + λ
2Hˆ2(J, λ) + λ
4H4(Θ,J, λ)
La equazione omologica e` sostituita da
Hˆ2 = DG2(H0 + λHˆ1) +H2
e con questa scelta il resto, che risulta essere di ordine λ4, e` espresso da
H4 =
eλ
2DG2 − 1− λ2DG2
λ4
(H0 + λHˆ1) +
eλ
2DG2 − 1
λ2
H2
In questo caso la funzione G2 e Hˆ2 sono determinate da
Hˆ2 = h2 0 = 〈H2〉 ik · (ω + λω1) G2 k = h2 k se k 6= 0
dove abbiamo definito ω1 = ∂Hˆ1/∂J
Forma normale risonante
Consideriamo una frequenza ω risonante di ordine r ossia tale che
ω · k = 0 k = ℓ1e1 + · · ·+ ℓrer
dove ei con 1 ≤ i ≤ d sono d vettori di interi linearmente indipendenti che costituiscono
una base e sono tali che la matrice E = (e1, . . . , ed) ha deteminante 1 in modo tale che
anche E−1 e` una matrice di interi. In questo caso la forma normale al primo ordine e` data
da
Hˆ1 =
∑
k=(ℓ1e1+···+ℓrer)
hke
ik·Θ
Per la funzione G, che genera la trasformazione canonica, sono determinati solo i coefficienti
Gk con k 6= ℓ1e1 + · · ·+ ℓrer, che hanno la stessa espressione scritta in precedenza. Ora
i coefficienti di Fourier presenti in H1 e che annullano k · ω non sono piu` determinati per
G e possono essere scelti in modo arbitrario, ad esempio nulli, vale a dire
G = −i
∑
k 6=(ℓ1e1,···,ℓrer)
hk
k · ω e
ik·Θ
Notiamo ora che Hˆ1 dipende solo da ei ·Θ con i = 1, ..., r. Possiamo quindi scrivere che
H = H0(J) + λHˆ1(J, e1 ·Θ, . . . , er ·Θ) + λ2H2(Θ,J)
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Se consideriamo allora la trasformazione canonica
Ψ = E˜Θ I = E−1J
da Ψi = ei ·Θ segue che la hamiltoniana Hˆ1 non dipende da Ψi con i > r e quindi le azioni
Ii con i > r sono integrali primi se trascuriamo il resto λ
2H2
Iℓ(t) = Iℓ(0) +O(λ
2) ℓ = r + 1, . . . , d
Le orbite della hamiltoniana H sulla sezione di Poincare´ definita da Θr+1 = . . . = Θd = 0
sono quelle di un sistema a r gradi di liberta` se trascuriamo il resto λ2H2.
Nel caso risonante si considera solo il primo tipo di sviluppo perturbativo, che all’ordine
N comporta un resto di ordine λN+1, perche´ nel secondo metodo in cui il resto diventa di
ordine λ2
N
non e` piu` possibile risolvere esplicitamente la equazione omologica
Coordinate non canoniche
Diamo un cenno alle equazioni di Hamilton in forma non canonica, tenendo presente che
questo argomento sara` poi ripreso nel capitolo 20. Per un problema bidimensionale il
cui campo ha componenti Φx(x, y), Φy(x, y), supponiamo di aver determinato il fattore
integrante c(x, y) che rende dH = −cΦy dx+ cΦx dy un differenziale esatto, le equazioni
del moto si scrivon nella forma

 x˙
y˙

 = 1
c
J


∂H
∂x
∂H
∂y

 J =
(
0 1
−1 0
)
Facciamo ora un cambio di coordinate a X, Y e sia M la matrice jacobiana e µ = det (M).
Le equazioni nelle nuove coordinate sono
 X˙
Y˙

 = 1
c
MJM
T


∂H
∂X
˙∂H
∂Y

 = µ
c
J


∂H
∂X
˙∂H
∂Y


Quindi se la trasformazione e` tale che µ = c le equazioni nelle coordinate X, Y sono
Hamiltoniane ma in forma canonica. Il flusso nelle coordinate X, Y conserva le aree ossia
dXdY = dX0dY0 ma poiche´ dXdY = c dxdy questo implica che nelle coordinate x, y
risulta conservata non l’area ma c dxdy Quindi dato un dominio iniziale D0 e detta D la
sua immagine data dal flusso al tempo t, l’area di D e` diversa dall’area di D0 ma la sua
misura dove la densita` e` c(x, y) risulta invece conservata ossia
∫
D0
c(x0, y0) dx0dy0 =
∫
D
c(x, y) dx, dy
Come primo esempio consideriamo le equazioni del moto per un punto soggetto a forza
dissipativa.
x˙ = p p˙ = −βp
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Abbiamo gia` visto che scegliendo 1/p come fattore integrante, nel semipiano superiore ed
in quello inferiore sono definiti due integrali primi dati da
H = βx+ p
Se operiamo la seguente trasformazione di coordinate
X = x P = log p
lo jacobiano e` µ = 1/p = c. Quindi le equazioni per l’hamiltoniano
Hˆ = eP + βX
La soluzione P = P0 − βt e X = X0 + eP0 (1− e−βt)/β conserva le aree. Nelle precedenti
coordinate lo jacobiano vale e−βt. Le aree si contraggono essendo dx dp = e−βt dx0 dp0.
Risulta invece conservata dx dp/p = dx0 dp0e
−βt/p = dx0 dp0/p0.
Il secondo esempio e` dato dalla equazione di Lotka-Volterra per il sistema preda-predatore
la cui equazione del moto si scrive
x˙ = αx− xy y˙ = −βy + xy
In questo caso usando il fattore integrante C = 1/(xy) si ha un integrale primo del moto
in ciascuno dei quattro quadranti. Infatti il fattore integrante diverge sugli assi coordinati.
L’integrale primo del moto e` dato da
dH =
(
α
y
− 1
)
dx+
(
β
y
− 1
)
H = β log x+ α log y − x− y
Per avere coordinate canoniche facciamo la trasformazione
X = log x Y = log y
che e` ben definita nel primo quadrante e che ha determinante jacobiano µ = 1/(xy) = c.
Il nuovo hamiltoniano e` quindi
Hˆ = βX + αY − eX − eY
Nelle nuove coordinate le equazioni assumono la forma canonica poiche´
X˙ =
µ
c
∂Hˆ
∂Y
=
∂Hˆ
∂Y
Y˙ = −µ
c
∂Hˆ
∂X
=
∂Hˆ
∂X
e sviluppiando Hˆ al secondo ordine attorno al punto critico troviamo
Hˆ(X, Y ) = Hˆ(Xc, Yc)− β
2
(X −Xc)2 − α
2
(Y − Yc)2
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e le orbite sono ellissi, il moto periodico con frequenza ω = (αβ)1/2. Nelle coordinate
iniziali la evoluzione non conserva le aree, ossia lo jacobiamo µ della trasformazione da x0
a x(t), poiche´ divΦ 6= 0. Tuttavia siccome div (cΦ) = 0 segue che si conserva µc
d
dt
(µ c) = µ
dc
dt
+ c divΦ = µ∇c ·Φ+ c µ divΦ = µ div (cΦ) = 0
Quindi la miusura convervata nelle coordinate x, y e` data da (xy)−1 dxd dy. Nelle nuove
coordinate XY la misura conservata e` l’area ossia dXdY .
La equazione di Lottka Volterra per due specie in competizione e` data da
x˙ = αx(1− x)− xy y˙ = βy(1− y)− xy
In questo caso non si ha la separabilita` che consente di trovare il fattore integrante. Oltre
all’origine un punto di equilibrio e dato da
xc = β
α− 1
αβ − 1 yc = α
β − 1
αβ − 1
La soluzione fisica si ha se per α, β > 1 perche´ il punto critico (xc, yc) risulta eesere nel
primo quadrante e in questo caso risulta essere sempre un nodo stabile.
198
Appendice sulle risonanze
Consideriamo prima il caso di un sistema con d = 2 gradi di liberta` la cui frequenza
ω = ωτ sia risonante rispetto a e1 ed indichiamo con e2 un secondo vettore linearmente
indipendente rispetto al primo. La scelta di e2 va fatta in modo tale M = (e1, e2) abbia
determinante 1 (or -1). Solo in questo caso k = ℓ1e1+ ℓ2e2 quando k1 e k2 assumono tutti
i valori interi fornisce tutti i punti del reticolo Z2. Ponendo
k =
(
k1
k2
)
ℓ =
(
ℓ1
ℓ2
)
k = E ℓ ℓ = E−1 k
solo se detE = 1 la trasformazione e` un isomorfismo in Z2. Infatti se if detE 6= ±1 allora
l’immagine di Z2 data da Ek e` un sottoinsieme di Z2. Per essere espliciti scegliamo
τ =
(
m
n
)
e1 =
(
n
−m
)
e2 =
(
r
s
)
e di conseguenza
E =
(
n r
−m s
)
detE = ns+ rm
Se m = 1 la scelta r = 1, s = 0 or piu` in generale r = 1 + nt, s = −t dove t e` un intero
soddisfa la condizione detE = 1. Quando t = 0 il vettore e2 ha la minima lunghezza.
E =
(
n 1 + n t
−1 −t
)
E
−1 =
(−t −1− nt
1 n
)
In generale osserviamo che m/n, 2m/n, . . . (n − 1)m/nmod1 corrispondono esattamente
ai punti 1/n, . . . , (n− 1)/n ordinati in un modo diverso. Date le equazioni
mod (1−mr, n) = 0 −→ 1−mr = ns
indichiamo con r0 il piu piccolo intero positivo che risolve la prima e con s0 = (1− r0m)/n
la corrispondente soluzione della seconda. Abbiamo poi una famiglia di soluzioni date da
r = r0 + nt e s = s0 −mt. In definitiva la famiglia di matrici E con determinante 1 e` data
da
E =
(
n r0 − nt
−m s0 +mt
)
min
r0>0
mod
{
1−mr0
n
, 1
}
= 0 s0 =
1−mr0
n
dove t e` un intero qualsiasi. Nel caso m = 1 si ritrova r0 = 1, s0 = 0.
Nella figura 1 presentiamo l’immagine del reticolo di interi ottenuta con una matrice E a
determinante 1 dove n = 3, m = 2, r = 2, s = −1 e con la matrice dove s = 1. Nel primo
caso l’immagine di Z2 e` ancora Z2, nel secondo caso un suo sottoinsieme. Nella figura 2 si
mostra l’immagine di un sottoinsieme di Z2 dato da un matrice E a determinante 1 e del
suo inverso per evidenziare la geometria della trasformazione.
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Figura 9.1 Punti del reticolo di interi in nero, Punti dell’immagine data da E del reticolo di interi, in
rosso. A sinistra gli elementi della matrice E sono n=3, m=2, r=2, s=−1 ed il determinante e` 1. Nel secondo
caso la matrice E hs s=1, determinante e` diverso da 1 ed i punti Ek dove k∈Z2 formano un sottoinsieme di
Z
2.
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Figura 9.2 Punti del reticolo di interi in nero, Punti dell’immagine data dall’immagine Ek del sottoinsieme
|kx|≤10,ky|≤10 di Z
2. Punti dell’immagine data dall’immagine E−1k dello stesso sottoinsieme del reticolo
di interi. A sinistra si visualizza la finestra del sottoinsieme del reticolo di cui si prende l’immagine, a
destra un suo ingrandimento, che mostra tutti i punti delle immagini ottenute con la trasformazione E e
la sua inversa.
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