Cell size varies during the cell cycle and in response to external stimuli. This requires the 20 tight coordination, or "scaling", of mRNA and protein quantities with the cell volume in order 21 to maintain biomolecules concentrations and cell density. Evidence in cell populations and 22 40
single cells indicates that scaling relies on the coordination of mRNA transcription rates with 23 cell size. Here we use a combination of single-molecule fluorescence in situ hybridisation 24 (smFISH), time-lapse microscopy and mathematical modelling in single fission yeast cells to 25 uncover the precise molecular mechanisms that control transcription rates scaling with cell 26 size. Linear scaling of mRNA quantities is apparent in single fission yeast cells during a 27 normal cell cycle. Transcription rates of both constitutive and regulated genes scale with cell 28 size without evidence for transcriptional bursting. Modelling and experimental data indicate 29 that scaling relies on the coordination of RNAPII transcription initiation rates with cell size 30 and that RNAPII is a limiting factor. We show using real-time quantitative imaging that size 31 increase is accompanied by a rapid concentration independent recruitment of RNAPII onto 32 chromatin. Finally, we find that in multinucleated cells, scaling is set at the level of single 33 nuclei and not the entire cell, making the nucleus the transcriptional scaling unit. Integrating 34 our observations in a mechanistic model of RNAPII mediated transcription, we propose that 35 scaling of gene expression with cell size is the consequence of competition between genes 36 for limiting RNAPII. 37 38 INTRODUCTION that mRNA degradation rates are not regulated as a function of cell size in fission yeast, 142 plant and mammalian cells [3, 4, 6] . To confirm these observations and extend them to single 143 fission yeast cells, we analysed expression of 3 genes by smFISH after transcription 144 inhibition with Thiolutin in wt, wee1-50, and cdc25-22 cells. Thiolutin has been shown to 145 inhibit transcription in S. pombe efficiently (Figure S2A) [11] . We observed mRNA half-lives 146 of around 30-40min for the rpb1 and rpb2 mRNAs consistent with previous observations 147 ( Figure S2B) [37] . In wee1-50 and cdc25-22 mutants both mRNAs showed half-lives similar 148 to wt, consistent with an absence of scaling of mRNA degradations rates. We also measured 149 mRNA half-lives as a function of the cell cycle using cells binned by size. This analysis did 150 not show consistent positive or negative coordination of degradation kinetics with cell size 151 (Figure S2B, left) . The absence of scaling of mRNA degradation rates was further 152 confirmed using an orthogonal promoter switch-off approach for the rbp1, rbp2 and rtp1 153 genes (Figure S2B, right) . Finally, as discussed in the next section mathematical modelling 154 and inference do not support scaling of degradation rate. Overall, in agreement with previous 155 studies, our analysis indicates that mRNA degradation is not a major mediator of scaling. 156 157 Coupling of transcription rates to cell size and not burst frequency mediates scaling. 158
We next explored the contribution of transcription rates to scaling using measurements of 159 mRNA quantities and mathematical modelling. Using this combined approach allowed us to 160 study dynamic transcription rates from static smFISH measurements of single cells. We 161 developed agent-based models that incorporate the two-state model of gene expression 162 inside growing and dividing cells, which are themselves described by phenomenological 163 models of cell growth and size control (Figure 2A, methods) . We used an Approximate 164 Bayesian Computation (ABC) approach on cell size and smFISH measurements to infer 165 mechanism of scaling. This inference approach determines the simplest model that captures 166 the statistics of the experimental measurements and returns posteriors of the parameters 167 and model probabilities for all models (methods). We used 2 classes of gene expression 168 models that are the limiting cases of the two-state model shown in Figure 2A . The first class 169 describes transcriptional bursts explicitly, while the second assumes only non-bursty 170 transcription kinetics with a simple birth-death process that produces Poisson distributions 171 (Figure 2A) . Each class is in turn composed of two models the first assuming constant 172 transcription rates during the cell cycle and the second assuming transcription rates that 173 increase linearly ("scale") with cell size (methods) . 174
We performed model selection between these four models on the smFISH data for 7 175 constitutively expressed genes in the wt. This analysis generated two clear conclusions.
First, models assuming bursty transcription were strongly penalised and supported by small length and non-bursty transcription is modelled using three rates: i) the transcription 247 initiation rate is the rate at which RNAPII molecules enter the first site of the lattice (gene); 248 ii) the elongation rate is the rate at which RNAPII molecules hop one site forward on the 249 lattice (gene); and iii) the termination rate is the rate at which the RNAPII molecule which 250 sits on the last site of the gene leaves the lattice and produces a full length mRNA ( Figure  251   3D) . We incorporated this model in the agent-based framework from Figure 2 assuming 252 each rate could be linearly coupled to cell size. 253
By sampling the rates and over physiological time scales estimated from previous 254 studies (Methods) we found that coupling of initiation rates with size produced the most 255 robust linear scaling (Figure 3E ) and the strongest positive correlation of nascent intensities 256 with size ( Figure S3D ). Although a model coupling transcription elongation rates with cell 257 size could also generate linear scaling in some parameter regions (Figure 3E, S3D) , these 258 required elongation rates to be much slower than experimental measurements either in 259 yeast or metazoans which report elongation rates of around 2kb/min ( Figure S3F) [38,43-260 47] . Importantly, linear scaling could only be observed in regimes with slow initiation rates 261 relative to elongation and termination indicating that initiation is rate limiting (Figure S3E) . 262
Interestingly, this also suggests that fast, non-limiting initiation rates could be a mechanism 263 by which some genes escape scaling (e.g. rpb3; Figure 2B ). Finally, these results were 264 confirmed by ABC inference analysis of nascent sites intensities data using the same 265 TASEP model for 3 genes in different strains which showed clear preference for the initiation 266 model (Figure S3G) . This in silico analysis indicates that scaling of initiation rates with cell 267 size is the likely mechanism of scaling. 268
The initiation model generated two important predictions. First, the model predicts that, even 269 for non-bursty genes, cells in a population are not all actively transcribing at all times and the 270 frequency of active transcription should increase with cell size. To test this prediction, we 271 compared the fraction of cells with a nascent transcription site ("active cell fraction") in wee1-272 50, wt, cdc15-22 and diploid cells. As predicted by the model, a clear increase in the fraction 273 of transcriptionally active cells with size could be observed ( Figure 3F) . Moreover, a strong 274 positive correlation of the active cells fraction with cell length was apparent when calculated 275 in sliding windows of increasing cell numbers during the normal cell cycle (Figure S3I) . The 276 second prediction of the initiation scaling model is a strong positive correlation between the 277 number of transcribing RNAPII and cell size (Figure S3D) . To test this, we analysed RNAPII 278 occupancy across the genomes of wt, wee1-50 and cdc25-22 cells by chromatin 279 immunoprecipitation followed by next generation sequencing (ChIP-seq). We used three 280 antibodies against total RNAPII and Serine 5 phosphorylation of its carboxy terminal domain 281 (CTD, methods). Using data normalised to occupancy at histone genes (methods) we 282 could observe a significant increase in overall RNAPII occupancy with size consistent with 283 previous observation and confirming model predictions ( Figure 3G ) [3] . Importantly, we did 284 not find evidence for a redistribution of RNAPII from the 5' to the 3' of genes in larger cells 285 which makes regulation of scaling at the level of RNAPII pause/release unlikely (Figure 3H , 286 S3J). This profile was also reproduced quantitatively in our minimal TASEP model ( Figure  287 3D, data not shown). In summary, our in silico and experimental data indicate that 288 transcriptional scaling is mediated by an increase in RNAPII initiation rates coordinated with 289 cell size. In addition, our modelling data together with the increase in RNAPII occupancy 290 observed in larger cells suggest that RNAPII could be a limiting factor for transcription as cell 291 size increases. 292
293

RNAPII amounts on chromatin increases with cell size. 294
If scaling of initiation rates is the mechanism behind scaling and RNAPII is limiting, the 295 amount of RNAPII complexes on the genome of single cells should increase during the cell 296 cycle. To test this hypothesis, we measured localisation of RNAPII in single cells by live-cell 297 imaging. To do this, we tagged components of the RNAPII complex with green fluorescent 298 protein (GFP) and imaged them during the cell cycle (Figure 4A, S4A) . First, we observed 299 that the cellular concentration of Rpb1 and Rpb9, two RNAPII subunits, remained constant 300 during the fission yeast G2 growth phase (Figure 4B, S4B ). This indicates that scaling of 301 transcription initiation is not controlled by regulation of the cellular concentration RNAPII. Our 302 image data show that a very large fraction of the tagged RNAPII subunits localises in the 303 nucleus in the DAPI-positive area (Figure 4A ). We therefore asked whether the amount of 304 RNAPII on chromatin changes with cell size during the cell cycle. To assess this, we 305 measured fluorescence intensities of the nuclear region occupied by RNAPII subunits 306 (Figure 4C, S4C) . Strikingly, the signal for both Rpb1 and Rpb9 increases steadily during 307 fission yeast G2 phase where most cell size increase occurs (Figure 4C, S4C) . Importantly 308 this was not the case for another DNA bound protein the histone Hta2 (H2A beta), ( Figure. 4D-E). This is consistent with the prediction of the initiation scaling model in the previous 310 section and indicates that RNAPII quantities are likely to be limiting for transcription. In 311 summary, these experiments indicate that increased initiation rates that mediate scaling are 312 sustained by efficient import of RNAPII in the nucleus together with rapid recruitment onto 313 chromatin. 314
315
The nucleus is the scaling unit 316
In fission yeast and other organisms, nuclear and cytoplasmic volume are intimately 317 connected [48] . As scaling of initiation rates depends on RNAPII levels in the nucleus we 318 wondered whether nuclear size rather than cell size itself could be the quantitative 319 determinant of scaling. 320
To test this idea, we analysed nascent site intensities of cdc11-119 mutant cells cultivated at 321 non-permissive temperature. Under these conditions, cells elongate, undergo mitosis and 322 nuclear division but do not divide ( Figure 5A ) [49] . Strikingly, scaling of nascent site 323 intensities of individual nuclei with cell size was not apparent in this system (RPearson = 0.06, 324 showing that while the overall nuclear volume scales with cell volume, the volume of 327 individual nuclei is proportional to their surrounding cytoplasmic volume [48] . Consistent 328 with this, the ratios of nascent site intensities between nuclei of cdc11-119 cells were weakly 329 correlated with their immediate cytoplasmic volumes ( Figure S5A ). This indicates that the 330 cell "scaling unit" could be the nucleus and not the whole cell. 331
We next analysed scaling in conditions where the correlation between cell and nuclear size 332 is compromised. Pom1 is a regulator of cell polarity and division which when deleted leads to 333 increased size variability at cell birth due to cell partitioning errors [50] . We analysed 334 expression of three mRNA by smFISH in pom1Δ mutant cells expressing a marker of the 335 nuclear envelope to allow measurement of nuclear size ( Figure 5C ). As expected cell and 336 nuclear size show smaller correlation in the pom1Δ mutants compared to wt cells (Figure 337 S5B). Scaling in this system was comparable to wt cells with the exception that pom1Δ 338 mutants showed a higher y-axis intercept when mRNA numbers are plotted as a function of 339 cell size ( Figure S5C ). This indicates that mRNA concentrations in pom1Δ cells are higher in 340 smaller cells after birth and negatively correlated with cell size (Figure 5D ). This deviation 341 from perfect concentration homeostasis is also observed but to a lower degree in wt cells 342 ( Figure 5D ) as reported for mammalian cells [4] . Moreover, mRNA numbers divided by 343 nuclear volume show a negative correlation with nuclear volume (Figure S5D) . The 344 modelling approach described in Figure 2 which is based on transcription scaling with cell 345 size and binomial partitioning of mRNAs based on daughter cell sizes failed to capture this 346 behaviour (Figure 5E , magenta line). However, a modified model coupling transcription 347 rates to nuclear size instead produced a good fit to the data (Figure 5E , S5F green line). 348
Together, this analysis suggests that beside the nucleus being the scaling unit, nuclear size 349 could be an important determinant of scaling. 350
A mechanistic model of scaling 352
We used the results from this study to develop a mechanistic model of scaling centred 353 around RNAPII mediated transcription (see also [19, 20] ). (Figure 5F, methods) . In this 354 model the rates of RNAPII complex synthesis and maturation scale with cell size. This is 355 consistent with our smFISH and live-cell imaging data showing that RNAPII subunits have a 356 constant cellular concentration during the cell cycle (Figure 1 and 4) . RNAPII is then 357 transported to the nucleus with a rapid rate that is depleting cytosolic RNAPII (as observed 358 in live-cell imaging data; Figure 4) . Once in the nucleus, RNAPII binds to DNA with a 359 constant high affinity and transcription rates are proportional to the numbers of DNA-RNAPII 360 complexes present on each gene at any given time consistent with scaling of initiation rates 361 (Figure 3) . Finally, RNAPII levels is set to be limiting in line with the initiation scaling model 362 (Figure 3) , the behaviour of diploid and heterozygous mutants (Figure 3) [10] and with the 363 fact that the cell synthetic capacity is titrated against the number of genes in heterokaryons 364
[4]. Moreover, this assumption fits the observation that many RNAPII subunits are limiting for 365 growth in fission yeast [51] [52] [53] . The high affinity and the limiting amount of RNAPII ensures 366 that the majority of RNAPII molecules are bound to DNA and increase with cell size 367 consistent with our imaging data (Figure 4) We performed an extensive experimental and modelling study of gene expression scaling 385 with cell size in single fission yeast cells. We found that scaling is a pervasive feature of 386 gene expression that impinges on constitutive and regulated expression. We then showed 387 that scaling relies on an increase in RNAPII initiation rates with cell size and a concentration 388 independent recruitment of a limiting RNAPII on the genome. Finally, we propose that the 389 nucleus is the scaling unit and that nuclear size may participate in setting scaling levels. 390
Our work supports a simple and robust model for the scaling of gene expression with cell 391 size in which the competition between promoters for a limited pool of RNAPII determines 392 their relative strength. Because RNAPII maintains a constant concentration as cell size 393 increases (as proteins do in general), the number of RNAPII complexes increase linearly 394 with cell size. cell size increase will not affect the relative strength of promoters, but will 395 cause their absolute rate of transcriptional initiation to scale linearly with cell size, exactly as 396 required to produce the observed gene expression scaling. 397
Our model assumes that the general and specific transcription factors that regulate relative 398 promoter strength are in excess even in small cells, and thus are not affected by cell size. To 399 gain a deeper mechanistic understanding of scaling, it will be important to determine whether 400 this assumption is met for most regulators or if some escape the rule. It could also inform 401 about mechanisms through which some mRNA escape regulation by scaling as our 402 modelling results suggest that non-limiting initiation rates can produce this behaviour [10-403 12] . Another interesting question will be to determine the role of chromatin remodellers in 404 facilitating transcription initiation in larger cells. It is possible that a more permissive 405 chromatin environment in large cells synergises with increased RNAPII local concentrations 406 to support higher transcription rates of inducible genes. 407
Recent evidence suggests that, in mammals, burst size is regulated at the level of the 408 proximal promoter sequence, while distal enhancers are involved in setting burst frequency 409
[54]. Moreover, burst initiation and RNAPII pause/release but not RNAPII recruitment have 410 been shown to be regulated in response to biological perturbations [55] . Our model of 411 scaling through initiation of RNAPII transcription fits well with these data as this process is 412 independent of both gene activation and control of burst frequency. It is also consistent with 413 the observation that promoters maintain their relative expression levels in changing growth 414 conditions [56] . 415
Our observation that scaling is regulated at the level of single nuclei in multinucleated cells 416 and may be linked to nuclear size is interesting. RNA synthesis levels have been connected 417 to nuclear size in other systems such as multinucleated muscle cells [57], or for the HTLV-1 418 mRNA [58] . It could reflect a higher availability of RNA polymerases around larger nuclei as 419 these tend to be surrounded by larger cytoplasmic volume ( Figure S5A) [48, 57] . 420
Interestingly, the nucleus was also found to be an independent transcriptional unit in mature 421 osteoclasts [59] and in multinucleated fungi where nuclei retain local control of cell cycle 422 periodic transcription [60, 61] . This suggests that more complex feedback and molecular 423 mechanisms may also be at play. 424
An important result from our study, which is not directly related to scaling, is the absence of 425 bursty transcription for most fission yeast genes tested. This is in line with previous 426 observations in budding yeast and plants [29, 38, 62] . Transcriptional bursts result in high 427 gene expression noise and are associated with Fano factors ( of mRNA numbers) greater 428 than 1, whereas Poissonian birth-death processes have a Fano factor = 1. Our finding that 429 most transcription followed a non-bursty regime relied on our modelling taking cell size and 430 the cell cycle into account explicitly. Without doing so, all genes in this study have been 431 thought to have bursty expression as Fano factors calculated on the raw counts were well 432 above 1 (not shown). This reiterates the importance of studying gene expression considering 433 potential confounding effects of morphological features such as cell size and the cell cycle 434 [23, 24, 29, 63, 64] . 435
Finally, in addition to progressing our understanding of the mechanisms behind scaling, this 436 study provides a large quantitative dataset of gene expression and cell size measurement in 437 over 20000 cells in various conditions. This will support future modelling efforts aimed at 438 understanding regulation of gene expression. 439
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Strains and culture conditions 455
The strains and their genotypes that were used in this study are listed in Table S1 . Genetic 456 crossing confirmed by polymerase chain reaction was used for strains generated unless 457 otherwise specified. Strains were revived from glycerol frozen stocks on solid yeast extract 458 agar (YE agar), or YE agar supplemented with 25 mg l -1 adenine, L-histidine, L-leucine, 459 uracil, L-lysine, and L-arginine (Sigma), and with or without appropriate antibiotics for 460 selection. YE agar plates were incubated for approximately 48 h at 32°C in a static incubator 461 until visible large colonies could be observed. Single colonies were transferred into liquid 462 yeast extract medium (YE), in YE supplemented as above (YES), Edinburgh minimal 463 medium (EMM), or EMM supplemented as above (EMMS), unless otherwise indicated in 464 figure legends, and incubated at 170 rpm in a shaking incubator. Temperature sensitive 465 strains were grown at 32°C and shifted to 36.5°C for the time indicated in figure legends. For 466 the induction of sib1 expression, the strains were grown at 25°C to an optical density at 600 467 nm (OD600) of ≈0.4 and treated with 2,2-dipyridyl (DIP; ACROS) at a final concentration of 468 250 µM for the time indicated in figure legends, or left untreated. For measuring mRNA 469 decay rates, cells were grown in YE at 25°C to OD600 ≈0.4; cells were treated with thiolutin 470 (AXXORA) for the time indicated at a final concentration of 15 µg/ml, or left untreated. For 471 urg1 induction, cells were grown in EMM supplemented with or without 0.25 mg/ml uracil for 472 the time indicated. For transcription inhibition, log phase cultures (OD600~0.5) were treated 473 with thiolutin (15 ug/ml) and same volume of DMSO (used for dissolve thiolutin) was added 474 to thiolutin untreated culture. Samples were taken at 0, 25, 35, 45 mins and processed as for 475 smFISH. For live-cell experiments, cells were grown in EMMS in syphonstats -chemostat-476 like devices (http://klavinslab.org/hardware.html) which maintain the turbidity of liquid 477 cultures by diluting with fresh medium appropriately -and maintained at OD600 0.4 at 32°C 478 by frequent dilution [65] . 479
RNA single molecule fluorescence in situ hybridisation (smFISH) 480
All smFISH datasets are described in Table S2 . All the mRNA counts, nascent site 481 intensities and cell size measurements are available in Table S3 . smFISH samples were 482 prepared according to a method modified from published protocols [66, 67] . Briefly, cells 483 were fixed in 4% formaldehyde and the cell wall partially digested using zymolyase. Cells 484 were permeabilised in 70% ethanol, pre-blocked with bovine serum albumin and salmon 485 sperm DNA, and incubated overnight with custom Stellaris oligonucleotide sets (Biosearch 486 Technologies) labelled with CAL Fluor Red 610, Quasar 670, or Quasar 570 (probe 487 sequences are listed in Table S4 ). Cells were mounted in ProLong™ Gold antifade 488 mountant with DAPI (Molecular Probes), and imaged on a Leica TCS Sp8 confocal 489 microscope, using a 63x oil objective (NA 1.40). Optical z sections were acquired (0.3 µm 490 step size) for each scan to cover the entire depth of cells. Cell boundaries were outlined 491 manually and single mRNA molecules were identified and counted using the FISH-quant 492 MATLAB package [68] . Cell area, length, and width were quantified using custom ImageJ 493 macros. The technical error in FISH-quant detection was estimated at 6-7% by quantifying 494 rpb1 mRNA foci with two sets of probes labelled with different dyes. The nascent mRNA foci 495 were identified and quantified using intensity information from the above-mentioned FISH 496 quantification where an intensity 2.5 to 3-fold above the modal intensity within the same cell 497 was chosen as a threshold for nascent mRNA. The quality of the identification of nascent 498 sites was validated manually by visualising high intensity foci in the nucleus, with an 499 accuracy of over 90% in all three strains (wild-type, cdc25-22, and wee1-50) . 500
ChIP-seq 501
Chromatin immunoprecipitation (ChIP) assays was carried out essentially according to 502 published methods [69] . In brief, cells were grown in YES to an OD600 of ~ 0.8 and fixed 503 with formaldehyde solution (1% final) and then quenched with glycine. After washing twice 504 with cold PBS (phosphate-buffed saline), cells were re-suspended in lysis buffer containing 505 proteases inhibitors and disrupted vigorously with acid-washed glass beads 8-11 times for 506 20 sec in a FastPrep instrument. Samples were then sonicated in Bioruptor (at High setting 507 and 6 times 5 mins with 30 secs ON/30 secs OFF). Chromatin were immunoprecipitated with 508 antibody against Rpb1 (ab817) or Rpb1 CTD-ser 5 (ab5408 or sigma 04-1572), which were 509 coupled to Dynabead protein-G and protein-A and Dynabead sheep anti-mouse or rat IgG 510 (Invitrogene). DNA was purified from immunoprecipitated samples using MinElute Qiagen 511 kit. Quantification of the DNA was done using QuDye dsDNA HS assay kit and quality was 512 verified using Bioanalyzer. 513
For sequencing DNA from immunoprecipitated samples, the libraries were made using the 514 with their respective input and average gene analysis was performed using the deeptools 535 analysis suite [75] . 536
Live-cell microscopy and analysis 537
Strains of interest and wild-type ySBM2 were grown from single colonies in 5 ml YES before 538 they were transferred into syphonstats and maintained at OD 600 0.4 overnight in EMMS. 539
Prior to microscopy, ySBM2 cells were mixed at a 1:10 ratio with each strain of interest and 540 diluted to a final OD600 of 0.3 in fresh EMMS. Cells were loaded directly into a CellASIC ® 541 ONIX Y04C-02 microfluidic plate (EMD Millipore) according to the manufacturer instructions. 542
Fresh EMMS was continually perfused through the growth chamber with a constant pressure 543 of 6.9 kPa (approximately 3 µl/h). Cells were imaged on an Olympus IX70 inverted widefield 544 fluorescence microscope with an environmental chamber maintained at 32°C, with a high 545 precision motorised XYZ stage (ASI), controlled with µManager version 1.4.22 [76] . Cells 546 were continually imaged at a 10 minute interval with a 40× objective (NA 0.95, UPlanSApo; 547
Olympus) with brightfield (30 ms exposure), GFP (250 ms exposure, emission filter Semrock 548 514/30 nm), and dsRed (500 ms exposure, emission filter Semrock 617/73 nm) channels 549 captured by a Hamamatsu Orca Flash 4.0 V2 sCMOS camera, with illumination provided by 550 a Lumencor Spectra X LED light source set to 20% power. For each of the four growth 551 chambers within the microfluidic plate, three positions were defined, each of which was 552 focussed using the software autofocus using the brightfield channel; since this feature was 553 generally inaccurate, a 3 µm Z-stack was used around the autofocus position to ensure that 554 at least one Z-position was in focus for each position. 555
Initial analysis was performed with Fiji -a derivative of ImageJ -with time-lapses assembled 556
if necessary, and in-focus slices for each time-point selected using a custom macro (written 557 by Stephen Rothery, Facility for Imaging by Light Microscopy, Imperial College London), 558 resulting in a 4-dimensional OME-TIFF file for each field-of-view (XYCT). Each file was 559 subsequently analysed using a series of custom Python scripts utilising the scikit-image, 560
SciPy, NumPy, and pandas packages extensively among others. The scripts permit the 561 semi-automated definition of cell boundaries (segmentation) within the brightfield channel, 562 followed by the quantification of fluorescence within cell boundaries, identification of nuclei, 563 further quantification within nuclear boundaries, and assignment of cells into lineages. Cell 564 segmentation was effected using a custom 'balloon-filling' algorithm, in which a connected 565 series of nodes is 'inflated' from its centre inducing an outwards force on all nodes; this 566 outward force is counteracted by an 'image force', which applies an opposing force inversely 567
proportional to the intensity of pixels neighbouring the node, this has the effect of preventing 568 nodes from expanding through areas of low light intensity -which generally surrounds the 569 cell boundary; finally each node is also affected by its direct neighbouring nodes which pull Fluorescence intensity is adjusted for uneven illumination according to a series of empty 582 fields imaged using the same settings. Background and autofluorescence is determined from 583 wild-type cells cultured within the same field-of-view, with the mean level of fluorescence 584 within these cells subtracted from measurements. Fluorescence is normalised by cell or 585 nuclear area by dividing total fluorescence of all pixels within their respective boundary by 586 the area of that boundary. Scripts are available upon request. 587
For live cell imaging in Figure S4 , cells were imaged in ibidi microfluidic channel slides 588 (μslide VI 0.4, #80601) instead of a CellASIC ONIX microfluidic plate. 30 μL of cells sampled 589 from syphonstat cultures maintained at OD600=0.5 for at least 15 generations were loaded 590 into channels of a pre-warmed slide. 40 μL of pre-warmed EMMS was then added to each 591 reservoir of channels, followed by 10 μL of mineral oil (Sigma, M5904) to prevent 592 evaporation during imaging. Live-cell microscopy was performed as described above. 593
Image analysis was semi-automated and performed using custom interactive MATLAB 594 scripts available upon request. Tracks corresponding to individual cell cycles are recorded 595 by user clicking. Only cell cycles for which cells remained in in focus for at least the 2 hours 596 preceding mitosis were collected. Local background subtraction was automatically applied to 597 fluorescence images. Cell segmentation was performed automatically based on thresholding 598 of the brighfield images. Nuclear segmentation was performed automatically based on 599 thresholding of the uch2-mCherry fluorescence images. 600
Cell size measurements 601
We extracted both cell area and cell length measurements form the smFISH images as 602 proxies for cell volume. We observed that both measurements support robustly data 603 characteristics such as scaling of mRNA numbers and positive intercepts. We used cell 604 length as a proxy for cell volume throughout the manuscript as it proved to be a simpler and 605 more consistent measure. Importantly, as fission yeast has a cylindrical shape, its length is 606 directly proportional to its volume. For the nucleus, we acquired area measurements only. As 607 the nucleus is spherical, area and volume are not proportional. We have therefore derived 608 volume estimates from area measurements assuming a perfect sphere using: 609 volume = 4/3* π *(area/π) 3/2 610 611
Mathematical modelling 612
We use agent-based simulations of stochastic gene expression coupled to cell size in 613 growing and dividing cells (Figure 2A) [24] . We assume cells grow exponentially with a 614 constant growth rate from birth to division that is sampled from a truncated Gaussian 615 distribution with mean and standard deviation . A cell that is born with birth length 616 grows until it reaches the division length
We use a phenomenological model of cell size 617 control that relates the final size to initial size through a noisy linear map, which captures 618 experimentally observed variability and correlations in cell size [77] [78] [79] . 619
(1) 620
where and are size control parameters ( denotes a sizer mechanism and an 621 adder mechanism) and is a truncated Gaussian with mean zero and standard deviation 622
. The dividing cell of length produces two daughter cells with birth sizes and , 623
where and is another truncated Gaussian with mean 0.5 and standard 624 deviation . The biomolecules such as mRNA molecules (except for DNA) are binomially 625 partitioned in the daughter cells with a probability proportional to the daughter cell size 626
As shown in Figure 2A , we simulate a fixed number of cells, so upon cell division one of 627 the existing cells (including one of the newly born daughter cells) is chosen randomly and 628 taken out of the simulation. This ensures we are simulating a constant number of cells in 629 time and can produce snap-shot data with the correct cell age and size distribution as 630 observed in the experimental data. This has been used in the simulations used in the ABC 631 inference (Figure 2) . For the modelling results shown in Figure 3 and 5, where the results 632 are conditioned on cell size, we have used a simpler scheme [24] , where upon cell division 633 only one of the daughter cells is followed modelling a single lineage (similar to the data 634 generated in a mother machine) [80] . The simulations are performed using a simple 635 algorithm that uses discretised time steps to simulate exactly the Gillespie method [81] with 636 time-dependent parameters [82] . The simulation code for inference is written in the Julia 637 programming language and the rest of simulations are performed in R. The codes are 638 available upon request. 639
Our main gene expression model is the so-called telegraph model or the two-state model 640
[83] where the gene can be in an 'off' or an 'on' state and transcription can only occur when 641 the gene is on (Figure 2A) . If the gene is always on then this model reduces to a simple 642 non-bursty birth-death process with parameters transcription rate and mRNA decay rate . 643
Here the mRNA counts per cell have a Poisson distribution (in the absence of cell cycle 644 effects). In the limit where the duration of the promotor on-state is shorter than the mRNA life 645 time we have the bursty limit characterised by 3 parameters of average burst frequency , 646 average burst size and mRNA decay rate . In this model, birth events are 647 simulated as geometrically distributed increases in mRNA numbers [84] . For Figure 2B  648 model selection, we used four variants of this model including the Poisson and bursty limits 649 with or without transcriptional dependence to cell size. Transcriptional scaling is modelled as 650 linear dependence of transcription rate or burst size to cell size ( , where, is a 651 constant and ,is the cell length). The models for the cell cycle regulated genes, assume that 652 there is a point in the cell cycle, where gene expression increases from a basal level to an 653 active level. ABC model selection in Figure 2E is performed on the data from the 654 transcription shut-off experiments of the 3 strains of wt, wee1-50, and cdc25-22. The 3 655 models included are all the Poisson limit with different scaling assumptions for transcription 656 and decay rates. Model one assumes transcriptional scaling with a single constant decay 657 rate across the 3 strains, the second model assumes also transcriptional scaling but with 3 658 different constant decay rates within each strain. And the third model assumes constant 659 transcription and decay rate that is proportional to inverse cell size across the 3 strains. The 660
priors used in the model selection, are wide over a physiological range. The model selection 661 results were not too senstivie to the choice of the priors. 662
In Figure 3D a more detailed model of transcription is illustrated, which is based on the 663 totally asymmetric simple exclusion process (TASEP) [6, [39] [40] [41] . Here, the promoter is 664 assumed to be always active, i.e. we are modelling a non-bursty gene. The gene is modelled 665 as a lattice of size . Transcription starts by initiation through binding of a RNAPII molecule 666 to the first site on the gene with rate if the site is empty. Elongation is modelled as hopping 667 of RNAPII forward with rate if the next site is available. Termination is modelled with 668 RNAPII leaving the last site on the gene with rate which gives rise to a fully transcribed 669
mRNA. In our model, we have ignored pausing, backtracking and incomplete termination. In 670 Figure 3E , we compare 3 variants of this model, where size scaling is through linear 671 coupling of initiation, elongation or termination rate to cell size. We chose for 672 computational efficiency and as it is larger than the typically observed number of RNAPIIs on 673 the genes, which is related to nascent site intensity (Figure 3A) . In each model, we 674 randomly picked the initiation time scale , elongation time scale through the whole gene 675 , and termination time scale between 0.001-0.1 hours that produces average mRNA 676 numbers of between 20-30 for a moderately expressed gene. The lower limit on the time 677 scale is significantly shorter than the mRNA life time and the upper limit represents very slow 678 steps to achieve moderate transcription, given the mRNA life time, and is also slower than 679 the time-scales reported in the literature [cite] . The rates are inversely proportional to the 680 time-scales as , and . Note that as is the rate of hopping per 681 site, it is also proportional to the number of sites on the gene . We also performed an ABC 682 model selection using an implementation of our TASEP model in Julia on several datasets 683 ( Figure S3G) . We used the same prior as discussed above. 684
The nuclear scaling model and the RNAPII model in Figure 5E rely on both cell size and 685 nuclear size dynamics. It is known that nuclear size scales closely with cell size [48] . There 686 has not been much modelling of nuclear size control in the literature. We introduce a 687 phenomenological and passive model of cell and nuclear size control, extending the noisy 688 linear map of cell size control (Equation 1). We assume cellular exponential growth, cell size 689 control and division as before. We assume nuclear size also grows exponentially and follows 690 its own noisy linear map: 691 692 Cell division time is determined when cells reach their final size ( For simplicity, we 693 assume mitosis is taking place at cell division and the size of the newly divided daughter 694 cells and their nucleus is determined by and , where and are 695 truncated correlated Gaussian noise with mean equal 0.5, standard deviations and 696 and correlation coefficient of . We choose based on analysis of our time-lapse 697 imaging data (Figure 4 ) and the rest of the parameters of our dual noisy linear map model of 698 cell and nuclear control were fitted on the static pom1 mutant size data using the ABC 699 inference. 700
Given, our dual noisy linear map model discussed above, in the nuclear scaling model 701 (Figure 5E) , we assume transcription rate to be linearly dependent on the nuclear size 702 but mRNAs are partitioned upon division based on the size of the daughter cells (not nuclear 703 size of the daughter cells). In this model a small daughter cell is likely to inherit a nucleus of 704 average size, with transcription rates higher than expected from cell size, resulting in an 705 increase in mRNA concentration for small cells. 706
The RNAPII model (Figure 5F) provides a mechanistic RNAPII based model of 707 transcriptional scaling. In this hybrid deterministic and stochastic model, transcription, 708 translation, complex formation and maturation of RNAPII molecules are modelled as simple 709 cell size dependent production steps. The RNAPII is then transported to the nucleus by a 710 nuclear size dependent rate and it binds to DNA with high affinity with a rate that is 711 dependent on the concentration of DNA in the nucleus (inversely proportional to nuclear 712 size). In this model transcription rate of a gene is assumed to be proportional to the amount 713 of DNA-bound RNAPII. 714
In this hybrid deterministic and stochastic model, RNAPII dynamics are modelled 715 deterministically by a series of ODEs inside growing and dividing cells, while transcription of 716 mRNA is modelled stochastically. Upon cell division, we assume mRNA are partitioned 717 binomially according to the size of the daughter cells. The free cytosolic and nuclear RNAPII 718 are portioned binomially according to the size of the daughter cells and their nucleus. The 719 scaling in this model comes about from sequestration of RNAPII on the DNA. The model is 720 very robust to different model parameters and assumptions as long as the level of free 721 cytosolic and nuclear RNAPII is much smaller than the DNA bound RNAPII. The qualitative 722 model results for Rpb1 shown in Figure 5E , are obtained by using the parameters of the 723 dual noisy linear map model discussed above for the pom1 mutant, tuning RNAPII 724 parameters to obtain about 10% free RNAPII and linear scaling of DNA bound RNAPII, as 725 well as setting the transcription rate to match expression levels of Rpb1. The model without 726 any further tuning recovers deviation from concentration homeostasis observed at small cell 727 sizes, which is observed for the different genes in the WT and Pom1 mutant strains. 728
ABC inference and model selection
In this study we have used Approximate Bayesian Computation (ABC) for inference. When 730 the likelihood function is intractable, we require a tool for carrying out inference without it. 731
ABC is precisely such a tool. The algorithm originated in the 1980s and 90s (see e.g. [85] ). 732
For review of more recent developments, see [15] . ABC aims to carry out Bayesian 733 inference without having to evaluate the likelihood function. Given data and model with 734 parameter set this is done by approximating the posterior distribution: 735
736
Where is a set of data generated from the model with parameters , sampled from the 737 prior , is a distance measure that is defined on the set of such datasets (or their 738 summary statistics) and is a tolerance, representing the degree of approximation we are 739 willing to accept. The simplest ABC algorithm, that is based on sampling repeatedly and 740 rejecting the ones that produce data with larger distance than our tolerance (which is called 741 ABC rejection sampling [86]), is too inefficient. Much work has been carried out over the past 742 decade in this area, leading to a variety of different implementations with much more 743 favourable scaling of computation time with the dimensionality of the parameter space [86] . 744
For the purpose of this project we will use a Sequential Monte Carlo implementation, based 745 on the implementations of Toni et. al [87] (ABC-SMC) and Lenormand et.al [88] (APMC). In 746 the ABC-SMC, one fixes the size of the posterior sample, , and a finite sequence of 747 decreasing tolerances, , a priori. The primary differences between APMC and ABC-SMC 748 are firstly that the sequence of epsilons is not determined a priori; it is dynamically 749 determined from the previous iteration's distribution of errors until a stopping criterion 750 ( ) is fulfilled and secondly that simulations from earlier iterations are not discarded. 751 ABC lends itself very naturally to model selection [86, 87] . In essence, all we have to do is to 752
extend our priors to one extra dimension, representing different models. Formally, we require 753 a joint prior distribution over models and parameters, . We have combined the model 754 selection aspects of ABC-SMC implementation and adaptive aspect of APMC to obtain our 755 APMC with model selection algorithm. 756
In order to apply our APMC algorithm, we need to choose an appropriate distance . 757
As the problem at hand is stochastic in nature, we have chosen to use sum of square 758 differences of summary statistics of the data and simulated data in the distance measure: 759 760
where, we used central sample moments and cross moments of our data up to order 761 3. With our data sample sizes, moments beyond the first three are usually too noisy to be useful. Also, each term in the distance measure are weighted by the bootstrap estimates of 763 standard deviation of the central moments. This rescales the terms in the sum appropriately 764 and downweighs the noisier moments, helping to prevent overfitting of the data. Shaded area represents 95% confidence intervals (methods). E. myo1 mRNA copies/cell 903 plotted against cell length for diploid (orange), cdc25-22 (red) and myo1 heterozygote diploid 904 (purple). The solid line shows median counts in running windows sampled from a count 905 distribution identical to the experimental data. Shaded area represents 95% confidence 906 intervals (methods). F. pan1 mRNA copies/cell plotted against cell length for diploid 907 (orange), cdc25-22 (red) and pan1 heterozygote diploid (purple). The solid line shows 908 median counts in running windows sampled from a count distribution identical to the 909 experimental data. Shaded area represents 95% confidence intervals (methods). G.
Representative images of an smFISH experiment for cell cycle regulated genes. The mid2, 911 fkh2, and ace2 mRNA are labelled in wee1-50, cdc25-22 and wt cells. Overlay of the three 912 channels and DAPI staining of DNA is shown on the last column. The white scale bar 913 represents 5µm. H. Representative images of an smFISH experiment for a gene regulated 914 by external conditions (urg1). The urg1, ace2, and rpb1 mRNA are labelled in wt cells 915 before, 3 hours and 12 hours after addition of uracil to the culture. Overlay of the three 916 channels and DAPI staining of DNA is shown on the last column. The white scale bar 917 represents 5µm. I. mid2 mRNA copies/cell plotted against cell length for wee1-50 (green), wt 918 (blue), cdc25-22 (red) . The solid line shows median counts in running windows sampled 919 from a count distribution identical to the experimental data. Shaded area represents 95% 920 confidence intervals (methods). Only cells above the dotted lines were considered as 921 expressing the mRNA and were used for the running window analysis. J. fkh2 mRNA 922 copies/cell plotted against cell length for wee1-50 (green), wt (blue), cdc25-22 (red) . The 923 solid line shows median counts in running windows sampled from a count distribution 924 identical to the experimental data. Shaded area represents 95% confidence intervals 925 (methods). Only cells above the dotted lines were considered as expressing the mRNA and 926
were used for the running window analysis. K. sib1 mRNA copies/cell plotted against cell 927 length for wt cells before (light blue), 20min after (blue) or 45min (pink) after addition of 2,2-928 dipyridyl (DIP). The solid line shows median counts in running windows sampled from a 929 counts distribution identical to the experimental data. Shaded area represents 95% 930 confidence intervals (methods). 931 were measured after Thiolutin treatment in bins of increasing cell length for the rpb1 (2 936 repeats) and rpb2 mRNA in wee1-50, wt, and cdc25-22 cells (left) . Right: mRNA half-lives 937 were measured after nmt41 promoter switch-off in bins of increasing cell length for the rpb1, 938 rpb2 and rtp1 mRNA in wt cells. 939 
