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Abstract 
This thesis addresses the problem of classification with uncertain input data using 
fuzzy neural networks. Uncertainty in classification is produced, in most cases, by 
overlapping among classes due to noise in the input data. However, there are many 
examples of classification problems where the classes overlap naturally. Conventional 
classifier design requires the model to arrive to a crisp decision by minimising the 
probability of misclassification. A decision surface is fitted and a certain compromise 
is reached in order to artificially separate the overlapping classes. This study suggests 
that a better approach is to design a classifier capable of deciding which class is most 
representative of an unknown input pattern and also of signalling whether that pattern 
belongs to an area of overlap between two classes. In this way, uncertain patterns can 
be isolated and subject to further analysis. 
This approach is implemented here through a hierarchical fuzzy-neural system 
(HFNS) that combines backpropagation neural networks (BNNs) and fuzzy logic 
techniques. The main feature of the HFNS is its ability to identify patterns belonging 
to more than one class and send them to a second level of processing for a more 
exhaustive classification. The HFNS is developed after a detailed analysis and an 
experimental comparison of various proposed fuzzy-neural models. 
First, the interval backpropagation neural network is investigated. This model 
allows the use of both linguistic and numerical information to be used as input to the 
network. The interval BNN proves to be a good alternative to the design of fuzzy 
systems (FS) when there is a small amount of rules and when numerical data is 
available. The ability of the HFNS to detect ambiguous patterns is investigated by 
replacing with fuzzy partitions, the hard partitions used to label the training data. Two 
new algorithms for fuzzification of labelling data used for training BNNs are 
proposed. The algorithms precisely represent the degree of similarity of a training 
pattern to the different class templates involved in a classification problem. BNN 
trained using the proposed fuzzy labels improve their ability to detect areas of 
overlapping among the classes as compared with conventional BNN. In a case study, 
BNN s trained using the proposed algorithm are applied to the detection of atrial 
fibrillation episodes in records of the MIT -BIH Database with an average 
classification rate of 87%. 
The component blocks of the HFNS are trained using a fuzzy neural model 
which automatically adjusts the learning rate and the slope of the sigmoid function in 
the backpropagation algorithm. The model is based on fuzzy associative memories. 
The aim of this integration is to accelerate the training stage of BNN. It is shown that 
the fuzzy control of the BNN learning rate decreases the number of training 
interactions required for reaching convergence. In relation to the fuzzy control of the 
steepness factor of the sigmoid function, no significant effect is found other than the 
scaling of the learning rate parameter. 
The HFNS successfully integrates neural networks and fuzzy logic in a new 
classification system which outperforms conventional methods in the management of 
uncertainty at different levels. The HFNS is successfully applied to the classification 
of anomalous electrocardiogram patterns in a selected record of the MIT-BIT ECG 
Database with classification rates up to 98%. 
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Introduction 
This thesis is concetned with the development of a new fuzzy-neural model for a 
hierarchical treatment of classification problems. In this fuzzy-neural model, the 
information needed in the decision process is distributed in different layers of 
processing to handle uncertainty in the definition of the sample space. The research 
is related to an area of computer science known as computational intelligence. 
Computational intelligence refers to the study of computer models capable of 
exhibiting intelligent behaviour and learning frotn past experiences. The purpose of 
such study is the development of entities capable of performing human processes in a 
automated and sometimes more efficient way. 
This study is based on two areas of computational intelligence known as neural 
networks (NNs) and fuzzy logic (FL). NNs and FL differ from conventional methods 
in that they are tolerant to imprecision, uncertainty and partial truth. The guiding 
principle of these areas is to exploit this tolerance to achieve tractability, robustness 
and low solution cost. 
The development of detailed mathematical NN models began about 50 years ago with 
the works of McCulloch and Pitts; Hebb; Rosenblatt; Widrow and others. After some 
years of scepticism in the 70s, the work of Hopfield; Rumelhart and McClelland; 
Grossberg and others in the 80s produced a new awakening of the field [Zurada, 
1992]. The NN tnodels are composed of many non-linear computational elements 
working in parallel and arranged in connections reminiscent to the biological neural 
networks. Application areas of NNs include signal and image processing, robotics, 
medical diagnosis, decision theory, numerical analysis, optimisation, dynamic 
control, cognitive systems, econometrics, expert system design and many more. In 
the majority of these applications, the NN model is used to perform pattern 
recognition tasks. 
Fuzzy logic on the other hand, was formally defined by L. Zadeh in his seminal paper 
on fuzzy sets [Zadeh, 1965]. It is considered a generalisation of the conventional set 
1 
theory which allows the elements of a set to have intermediate grades of membership 
by using a characteristic function. Fuzzy logic theory has generated in the last years 
the second generation of knowledge representation models, better known as fuzzy 
expert systems. Many other areas of application include, but are not litnited to, man-
machine communication, medicine, natural resource study and estimation, industry, 
control systems, domestic appliances and computers. 
In many ways, areas such as NNs and FL represent a significant paradigm shift in the 
aims of computing; a shift which reflects the fact that the human mind, unlike present 
day computers, possesses the ability to store and process information which is 
pervasively imprecise, uncertain and lacking of defined categories. The 
complementary contributions of NNs and FL have a major consequence. In many 
cases a problem can be solved most effectively by using FL and NNs in combination 
rather than any one exclusively. An example of a particularly effective combination 
is what has come to be known as fuzzy-neural systems. These hybrid systems are not 
a heterogeneous mix of FL and NNs but rather, they are a partnership in which each 
of the partners contributes a distinct methodology for addressing problems in its 
domain. In this perspective, the principal contributions of FL and NNs are 
complementary rather than competitive. 
Fuzzy-neural Syste1ns: The Evolving Interface Between FL and NN 
Fuzzy-neural approaches aim to exploit the potential interaction between FL and 
NNs. The integration intended to be a symbiosis in which one technique can benefit 
from the other, evolving to a hybtid model with synergetic properties. The amount of 
research in the area of fuzzy-neural systems has increased tremendously in the last 
years with many journals, conferences and research groups dedicated exclusively to 
investigate the integration between fuzzy and neural models. Literature on fuzzy-
neural systems is growing in number every day. However, the books published so far 
are mainly collections of selected papers representing the state of the art rather than a 
general framework for designing fuzzy-neural systems [Yager, 1994]. Some other 
2 
conuibutions descdbe a specific fuzzy-neural model and present the results of 
applying it to a particulru.· problem [A deli and Hung, 1995]. 
Hybrid fuzzy-neural system in general can be classified according to their degree of 
integration into fully integrated, loosely-coupled and transformational systems 
[Medsker and Bailey, 1992]. Fully integrated systems are the highest level in the 
hierarchy. These systems are combined so tightly that it is almost impossible to 
separate them into their individual components. An example of such high level of 
integration is the fuzzy connectionist model proposed by [Machadoand da Rocha, 
1992]. In this computational model, fuzziness is introduced into the neural network 
architecture by using fuzzy activation functions such as fAND and fOR. This 
technique allows a direct and easy translation of expert knowledge into the neural 
network [Pedrycz and da Rocha, 1992]. Leru.ning algorithms for this type of systems 
involve the use of iterative methods such as gradient descent and "one-pass" 
techniques. The use of the latter method allows the system to be trained in just one 
pass through the training set. Furthermore, it also provides the facility of encoding 
new knowledge into the network once it is fully trained, better known as incremental 
learning [Romaniuk and Hall, 1992; Machado and da Rocha, 1992; Simpson and 
McBeth, 1993]. 
In some cases, fuzzy systems are mapped into feedforwru.·d neural network 
representations. In such networks, the neuron activation is usually set as a linear 
function and there are no training algorithms. Learning is achieved by directly 
encoding the knowledge into the network connections [Keller et al., 1992; Sanchez, 
1992]. In other cases, gradient descent algorithms are used to estimate the parameters 
of the membership functions embedded within the neural networks [Lin and 
Cunningham, 1995; Hiraga et al, 1995]. However, it is not clear in this type of 
approach whether the generalisation capabilities exhibited during testing are more 
associated with the flexibility provided by fuzzy set representation or are due to the 
hybrid nature of the system itself. Another approach followed is the ｭｯｾｩｦｩ｣｡ｴｩｯｮ＠ of 
the neural network ru.·chitecture to allow the use of fuzzy numbers. This involves the 
use of a-level set representation at the input of the network and the use of interval 
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arithmetic in both nodes and network connections [Hayashi, 1992; Ishibuchi et al., 
1993; Lin and Lu, 1995]. Fuzzy numbers are used in this context to represent the 
uncertainty associated to the input data. 
Hybrid fuzzy-neural systems in which individual components share the same data 
structures, communication channels and still can be distinctly separated, are known as 
tightly and loosely coupled hybrid systems, depending on the degree of integration. 
The individual components of the system are usually embedded or working as a pre-
processing module for the rest of the system. In this way one system takes the output 
from the other for further processing. The application of these types of system is 
very common in decision making environments. Here a neural network provides the 
required preprocessing on the raw data and then its output is given to a fuzzy expert 
system producing an action or diagnosis [Reina, 1992]. Another technique consists 
of embedding a fuzzy system within the layers of a feedforward neural network. This 
fuzzy system gives an initial knowledge base which provides common sense 
knowledge in the form of rules before training. This is done to accelerate the learning 
process [Yuan F. et al, 1992]. The parameters describing the rules are differentiable 
and therefore they are part of the training strategy. 
The last category is known as transformational models. In this type of integration a 
particular approach is used in the development of the final system. The architecture 
of such systems is not hybrid in the sense of individual components being combined, 
but in the approach followed for their design [Medsker and Bailey, 1992]. A typical 
example of a transformational model is the extraction of fuzzy rules from raw data. 
In these models, the neural network is used for estimating the membership functions 
of the fuzzy sets necessary to define the fuzzy system [Hayashi, 1990; Khan and 
Ventakapuram, 1993; Halgamuge and Glesner, 1994; Uebele et al., 1995]. On the 
other hand, a fuzzy system can be used for assisting the learning stage of a 
feedforward neural network. Training parameters such as the learning rate are 
automatically controlled by the fuzzy system based on some metaknowledge about 
the training algorithm in use [Xu et al., 1992; Haykin, 1994]. Finally, fuzzy 
partitions for replacing hard labelled training data can be used to avoid oscillations in 
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gradient descent algorithms due to almost identical patte1ns being assigned to 
different classes [Keller and Hunt, 1985; Pal and Mitra, 1992; Gader et al., 1995]. 
Fuzzy logic theory has been applied with success to many neural network models. 
Fuzzy cognitive maps [Taber, 1991]; fuzzy ART networks; fuzzy I(ohonen networks 
[Tsao et al., 1994]; fuzzy counterpropagation networks [Cellier and Pan, 1995] and 
fuzzy radial basis function networks [Benitez-Diaz and Garda-Quesada, 1995] are 
some examples of the many hybrid fuzzy-neural systems already developed. 
Some of this fuzzy-neural models have been already hnpletnented in software and 
hardware tools which allow through user-friendly interfaces the application of the 
models to different problems. Most of the software tools can be used to generate, 
analyse, modify and simulate a fuzzy system. For this purpose a neural network is 
usually employed for learning the input-output relations. The info1mation encoded in 
the weights of the neural network is extracted by an algorithm in order to generate the 
rules for the fuzzy system (e.g., NeuFuz4. National Semiconductor, Santa Clara, CA, 
USA). Other software packages allow the user to create the membership functions 
through a user-friendly graphical interface (e.g., Fuzzy Logic Toolbox-PWS 
Publishing Company and Fuzzy Logic Toolbox-The MathWorks, Inc., for use with 
MATLAB® ). In some products, the generated fuzzy system can be translated into 
code (most commonly in language C format), if required. Although neural networks 
are used in some programs to generate the fuzzy system, they are no longer used once 
the system is obtained (transformational models). In the area of hardware 
implementations, fuzzy and neural VLSI processors are the most common products 
available (e.g., XP50 Accelerator Card. NeuroDynamX, Boulder, Colorado, USA and 
FCllO Digital Fuzzy Processor DFP™. Togai InfraLogic, Inc., h"vine, CA, USA). 
They can be programmed for performing fast inference processes in application areas 
such as control, patte1n recognition, decision making and others. 
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Fuzzy Logic, Neural Network and Pattern Recognition 
One of the main areas of application of fuzzy-neural approaches is the field of pattern 
recognition. Pattern recognition is considered an inexact field of computational 
intelligence, and therefore allows different approaches, sometimes complementary, 
sometimes competing, to the approximate solution of a given problem [Bezdek and 
Pal, 1992]. It is a major area of cunent research and development driven by the need 
to process information gained from the interactions within the research community 
and society in general. Numerical pattern recognition is usually divided into four 
major areas, known as process description, feature analysis, cluster analysis and 
classifier design. Special attention is given in this study to classifier design which 
refers to the process of creating a mathematical model capable of finding a hard or 
fuzzy partition of the pattern space. Classifiers determine which class is most 
representative of an unknown input pattern. Application areas for classification 
models can be found in any problem involving decision theory [Bezdek and Pal, 
1992]. 
NN models in classifier design have been one of the main foci of attention of the 
neural network research community in the last decades. The development of new 
training algorithms has allowed for example, the application of feedforward 
multilayer perceptrons to the solution of problems characterised by non-linear 
separability of the classes [Lippman, 1987]. In the area of fuzzy logic, classifier 
design is seen as a process of abstraction and generalisation. Abstraction being 
associated to the estimation of a membership function of a fuzzy class from the 
training samples (in supervised training). Having obtained the estimate, 
generalisation is performed when this estimate is used for obtaining the values of 
unknown objects not contained in the training set. 
Although there are at present, virtually hundreds of papers being submitted and 
published on the use of NNs in fuzzy models and, conversely, on methods to fuzzify 
various NN architectures for clustering and classifier design, it is difficult to interpret 
and use many of these works. The fuzzy-neural field is so new that it is difficult to 
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foresee what current research tnay or may not be significant in the long term. Current 
enthusiasm for these approaches has lead to the use of fuzzy-neural models when the 
apparent rationale for their use has been justified by what is best described as a 
feeding frenzy [Bezdek and Pal, 1992]. The lack of studies using benchmark data 
sets for comparison with other approaches is the most common source of confusion. 
There is a clear understanding of the effects of fuzzy-neural models in the 
performance of the systems but is not clear yet how and why these effects are 
achieved. Furthermore, it is not clear for which problems the fuzzy-neural approach 
provides a better solution than traditional techniques. 
Motivation and Objectives of This Work 
A topic of great itnportance in the design of any classifier is uncertainty management 
[Bezdek and Pal, 1992]. Computational pattern recognition models of real systems 
should be able to recognise, represent, manipulate, interpret and use uncertainty. 
Ambiguity in a classification problem may arise from different sources. In some 
cases, it is more convenient to describe a certain process using linguistic ｴ･ｲｭＮｾ＠
(e.g., small, medium, high, more or less, etc) rather than using exact numerical 
representation. Also, uncertainty in classification of patterns can be produced by the 
overlapping nature of the various classes. Overlapping can be associated to noise 
corruption or instrumental error. However, there are many cases in the real world 
where the overlapping among the classes occurs naturally. In conventional 
classification techniques, it is usually assumed that the information is strictly 
nutnerical and that a pattern can belong to one and only class, which is not 
necessarily realistic [Bezdek and Pal, 1992]. 
These assumptions lead to classification systems which are neither capable to handle 
linguistic information nor to consider the overlapping nature of the data at hand. 
These problems can be addressed by integrating FL and NN models. The main 
objective of this research is the development of a new hybrid fuzzy-neural system 
which integrates uncertainty management at the different levels of processing. This 
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model, known as hierarchical fuzzy-neural system (HFNS) is based on three different 
fuzzy-neural approaches which are investigated individually through out the thesis. 
Specific objectives of the research is to investigate existing fuzzy-neural models and 
to improve them in order to provide a better and more general performance. During 
this process, new algorithms and fuzzy-neural models have emerged and proved to 
outperform their previous counterpru.ts in selected benchmark data sets. Application 
areas for the models and the actual HFNS consist of well known classification 
problems and automated ECG pattern recognition. 
The first model is related to the automatic adjustment of the learning rate and slope of 
the activation function in the backpropagation algorithm by means of fuzzy 
associative memories. The aim of this integration is to accelerate the training stage of 
a NN by reducing the number of iterations needed for reaching convergence (i.e., a 
very small squared error). This model is a transformational integration because FL 
techniques are employed in the development of the NN but are not longer used once 
the model is fully trained. The second model under study is a case of full integration. 
In this model the architecture of the NN is modified to allow linguistic information to 
be processed through the neural network. This model will be referred to as the 
interval backpropagation NN. In particular, the effects of fuzzy numbers in the 
ability of the interval backpropagation NN to learn the appropriate decision surfaces 
is investigated and compared with NN trained using crisp data. The third neuro-fuzzy 
model investigates the effects of replacing with fuzzy unconstrained partitions the 
hard partitions that label the training data in supervised leru.ning. This process is 
carried out using fuzzy labelling algorithms. This involves using data sets in which 
the sepru.·ation boundaries among the different classes are not well defined. The aim 
in this study is to enable NN models to handle and detect overlapping areas in the 
training and testing data. Thus, the final model is considered the product of a 
transformational integration. The fuzzy-neural models are evaluated using 
benchmru.·k data sets and ECG records of the MIT-BIH Arrhythmia Database. The 
results are compru.·ed with those obtained using conventional approaches. 
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During the study of FL and NN in the context of pattern classification, a research was 
carried out in parallel to investigate the role of these techniques as universal function 
estimators. This study lead to the application of feedforward multilayer perceptrons 
and fuzzy system to the problem of modelling the biological activity of bacteria in 
food systems. The results from this work is presented in the Appendices. 
The contents of this thesis are as follows: Chapter 1 introduces the theoretical aspects 
related to neural networks and fuzzy logic, and investigates the use of fuzzy systems 
to control the leruning parameters of the backpropagation algorithm. Chapter 2 is 
concerned with the interval backpropagation neural network model. In Chapter 3 the 
design of fuzzy labelling algorithms of the training data is discussed. In Chapter 4, 
the fuzzy labelling algorithms are tested on a selection of different applications. In 
Chapter 5 the implementation and testing of the HFNS are discussed. Chapter 6 
describes a software simulation environment for the models presented in the rest of 
the thesis. Finally, the conclusions of this research work ru·e presented. 
The contents of the Appendices ru·e as follows: Appendix A derives the generalised 
delta learning rule. A summary of benchmark Electrocardiogram databases is 
presented in Appendix B. The generalised delta learning rule for the interval 
backpropagation neural network model is discussed in Appendix C. Appendix D 
shows complementary experimental results to those reported in the case studies. 
Appendix E presents some examples of Record 208 of the MIT-BIH Database. 
Finally, an experimental study related to the application of backpropagation neural 
networks and fuzzy systems as universal estimators is presented in Appendix F. 
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Chapter 1 
Fuzzy Systems and the Backpropagation Algorithm 
This chapter investigates the effects of varying the learning rate and the slope of the 
activation function in the generalised delta learning rule (GDLR) using banks of 
fuzzy associative memories (FAMs). The main objective is to obtain a clear 
understanding of the role of the learning rate and the slope of the activation function 
in the convergence of the backpropagation algorithm. 
The research is also concerned with the iinplementation of two banks of F AMs to 
control these parameters during training using a set of heuristics. The effects of the 
fuzzy systems in the convergence of the backpropagation algorithm is analysed 
through software simulations for each system separately, and when both systems are 
applied simultaneously. Comparative studies are carried out with BNNs trained using 
constant and linearly decreased parameters. 
The chapter is divided as follows: An introduction to the theory of neural networks 
and fuzzy logic is presented in Section 1.1 and Section 1.2 respectively. Section 1.3 
introduces theory about the role of the learning and the effects of the slope of the 
activation function in the GDLR. In this Section, two banks of FAMs to control the 
learning rate and the steepness factor of the activation function are proposed. The 
fuzzy systems are analysed in a case study. Finally, Section 1.4 presents the 
conclusions to this study. 
1.1 Neural Networks 
An Artificial Neural Network (ANN) is an information processing paradigm that is 
inspired by the way biological nervous systems, such as the brain, process 
information. The key element of this paradigm is the novel structw·e of the 
information processing system. It consists of many very simple and highly 
interconnected processors called neurons. The neurons or units are connected by 
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unidirectional communication channels, over which signals can pass. Each neuron 
typically receives many signals over its incoming connections; some of these 
incoming signals may arise from other neurons, and others may come from the 
outside world; however, it never produces more than a single output. Most outgoing 
branches tenninate at the incoming connection of sotne other neuron in the network; 
others may terminate outside the network and generate control or response patterns. 
The output which is sent to one neuron from another depends on a weighting factor 
which determines how much of the available output affects the receiving neuron 
[Zurada, 1990]. The way in which these connections are arranged and the 
methodology used for learning the weighting parameters gives a wide variety of 
models and training algorithms. 
ANN s, like human beings, learn by example. An ANN is configured for a specific 
application such as pattern recognition, through a learning process. Learning in 
biological systems as well as in ANNs involves adjustments to the synaptic 
connections that exist between the neurons. ANNs have been applied to an 
increasing number of real-world problems of considerable complexity. In general, 
because of their abstraction from the biological brain, ANN s are well suited to 
problems that people are good at solving, but for which computers are not (e.g., 
pattern recognition and forecasting). 
1.1.1 The Neuron Model 
The first definition of a simple synthetic neuron model was formulated in 1943 by 
McCulloch-Pitts. This model, shown in Figure 1.1, was one of the first attempts to 
simulate the neuron found in the nervous system. 
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Tr 
• Processing : Output response 
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Figure 1.1. Model diagram of the McCulloch-Pitts neuron 
It consisted of an input vector X containing Os or 1s, depending on the absence or 
presence of the input impulse. The connection weights wi represented the strength of 
the link between the input xi and the processing node. The firing rule for the 
McCulloch-Pitts model is defined as: 
l 
II 
1 if ｾ＠ W;X; ;::: Tr 
0= 1=1 
II 
0 if Lw;X; <Tr 
i=l 
(1.1) 
where w is the weight vector defined as: 
(1.2) 
and X is the input vector 
(1.3) 
The value Tr is a threshold which needs to be exceeded by the weighted sum of 
signals for the neuron to fire. Although this tnodel is very simplistic, it was the 
starting point in the study of neural modelling. It can perform basic logic operations 
such as AND, OR and NOT, provided its weights and thresholds are appropriately 
selected. 
A more general model of a neuron is achieved by modifying the output signal using 
the following relationship: 
0 = f(WTX- Tr) = f(net) (1.4) 
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where the function f( wr X- Tr) is often referred to as an activation function. A 
neuron model using (1.4) as output signals is often referred as the continuous 
perceptron. The domain of (1.4) is considered as the set of activation values (net), 
of the neuron model. The continuous perceptron model diagram is shown in Figure 
1.2: 
wn+l 
Inputs: Weights and connections 
0 
• Processing : Output response 
node 
Figure 1.2. Model diagram of a continuous neuron 
In this graphical representation, the threshold value Tr is taken as another weight in 
vector W while the value of Xn+ 1 is set as -1. In this way, there are n input variables to 
the system. A typical activation function is the unipolar continuous, best known as 
the sigmoidal (see Figure 1.3): 
1 
f(net) = l+e-A/Iet 
where the value of A,> 0 controls the slope or steepness of f(net). 
0.5 ·····················-·---· 
0 
Tr 
Figure 1.3. Sigmoidal activation function 
(1.5) 
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A continuous perceptron as the one presented in Figure 1.2 can be trained to derive its 
weights by tneans of iterative learning algorithms using gradient-descent techniques. 
The main advantage of the continuous perceptron over the early discrete perceptron is 
the finer control gained in the training procedure due to the differentiable 
characteristics of the activation function [Zurada, 1990]. 
1.1.2 Feedforward Multilayer Neural Networks 
Assuming a linearly separable classification problem, perceptrons can be grouped 
extending the concept of dichotomy to multicategory classification. Furthermore, 
they can be arranged in more than one layer to provide a solution to linearly 
nonseparable classification. Multilayer networks containing continuous perceptrons 
provide a more diversified response than networks of discrete perceptrons due to 
continuous degree of associations that would have been of the binary form if the latter 
were used [Zurada, 1990]. 
Multilayer perceptrons have reawakened the interest in neural computing in the last 
few years. Their application in areas such as function approximation, control, pattern 
recognition, expert systems and many others have dominated neural network research 
for several years now. A graphical representation of a two-layer feedforward 
network is shown in Figure 1.4. 
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Although multilayer neural networks have been around for more than a quarter of a 
century now, the lack of appropriate training algorithms prevented their successful 
application for a long period of time. Questions such as: how can a multilayer 
network learn?, How can the correct set of weights be established for an arbitrary 
nonlinear function?, remained unanswered for some years. The following section 
briefly describe the most common leru.ning technique for multilayer feedforward 
architectures and neural networks in general. 
1.1.3 The Backpropagation Algorithm 
Neural networks learn to solve a probletn; they are not programmed to do so. 
Learning is achieved by modifying the weights on the interconnections in the network 
in order to improve the network's response and performance to acceptable levels. In 
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general, neural networks are grouped according to the training method used during 
leru.ning. 
Training is done by examples, and, in general it can take place in two distinct ways. 
The first training schetne is called unsupervised training or self-organisation. In this 
procedure the network is presented only with a series of input patterns and is given no 
information or feedback at all about its performance levels. In this scheme, the 
network must discover for itself any possibly existing patterns, regularities or 
discriminating properties by changing its parameters. Examples of networks trained 
using this approach are self-organising feature maps, ART networks, 
Counterpropagation networks and others [Caudill and Butler, 1992]. 
Second is the most common strategy known as supervised training. In this technique, 
the network is provided with an input stiinulus patte1n along with the corresponding 
desired output target class (i.e., labels). The learning algorithm typically computes an 
error which is then used to modify the weights on the interconnections. Gradient-
descent techniques are the most common for this purpose, although almost any 
stochastic optimisation algorithm can be adapted for the task. An example of a neural 
network trained in supervised mode is the multilayer feedforward perceptron. 
The generalised delta learning rule implemented through the backpropagation training 
algorithm, allows experimental acquisition of input/output mapping knowledge 
within multilayer feedforward perceptrons. This is the reason why neural networks 
trained using the backpropagation algorithm ru.·e often referred to as backpropagation 
neural networks (BNNs). The term backpropagation comes from the fact that the 
weight adjustments enforced by the generalised delta leru.ning rule propagate 
backwru.·d from the output layer through the "hidden layers" toward the input layer. 
During training, input training patterns ru.·e submitted to the network. If a patte1n is 
found to be wrongly classified or associated, the weight connections are adjusted so 
that the current least mean square classification error is reduced. This process is 
carried out until the training set is leru.ned within an acceptable overall error. After 
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training, the neural network operates in a feedforward manner [Caudill and Butler, 
1992]. 
Backpropagation can be interpreted as an optimisation problem in which synaptic 
weights are systematically modified so that the network response increasingly 
approximates the desired response. In order to reduce the least mean square error at 
the output layer level, the gradient descent search is performed over the output error 
function defined in the weight space [Chauvin and Rumelhart, 1995]. 
In more detail, let the input pattern, the training labels containing the target response 
and the weight mattices (see Figure 1.4) be defined respectively as 
(1.6) 
(1.7) 
Vn V12 Vln+l 
V21 V22 V2n+l 
V= (1.8) 
v/m+l 
W= (1.9) 
wcl wc2 wch+l 
where n is the dimensionality of the input vector X; h is the number of hidden 
processing units in a particular hidden layer and c represents the number of output 
neurons, the following relations can be established: 
(1.10) 
where 
y . = f(net.) } } j = 1,2, ... ,h (1.11) 
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and using (1.5) 
where 
and 
1 f (neti) = -1--_-'N-,e-t· 
+exp 1 
11+1 
neti = L, v jixi 
i=l 
xn+t = -1 
(1.12) 
(L13) 
(1.14) 
The vector Y contains the activation values for the neurons in the hidden layer. The 
activation values for the neurons in the output layer can be established as: 
where 
and using (1.7) 
and finally 
where, 
h+l 
netk = L, wkjyj 
j=l 
(1.16) 
k = 1,2, ... ,c (1.17) 
(1.18) 
(1.19) 
(1.20) 
Given the output activation values, the error function of the squared errors at output 
neurons k is defined as follows: 
1 c 
E P = -I. (t pk -o pk ) 2 
2 k=l 
(1.21) 
for a particular training pattemp, where p = 1,2, ... ,s. The backpropagation algorithm 
then consists of adjusting the weights for the synapses between the hidden and output 
layers such that the function Ep is minimised. In other words, a Av ji and a Aw kj is 
needed such that 
v;; =vji +Avji for j=l, ... ,h, and i=l, ... ,n+1 (1.22) 
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and, 
ｷｾ＠ = wki + dwki for k = 1, ... ,c, and j = 1, ... ,h+ 1 (1.23) 
produce a reduction in the value of Ep· For this purpose, the individual weight 
adjustment is computed for matrix W and Vas follows: 
Llw ki = a/t( t pk - o pk )o pk (1 - o pk ) y Pi (1.24) 
c 
dvji = aA.yj(l- yj)X; L8okwkj (1.25) 
k=l 
where the factor o; is referred as the lemning rate which modulates the size of the step 
taken in the direction of the negative gradient of EP . The term 8ok is known as the 
delta error for the output layer and is defined as: 
(1.26) 
A detailed derivation of equations (1.24) and (1.25) is presented in Appendix A. 
Using the generalised delta learning rule defined through equations (1.24) and (1.25), 
it is possible to briefly outline the backpropagation training algorithm. 
Backpropagation algorith1n 
• Initialisation of matrix weights Wand Vat small random values 
• While E < e start a new training cycle 
• While there is more pattetns p in the training set 
• Submit pattern X and calculate the network responses Y and 0 
• Compute the error value using (1.21) 
• Calculate the weight adjustments ilvi; and L\wki using equations (1.24) 
and (1.25) respectively 
• Adjust the weights wkj and Vji of the output and hidden layers using 
(1.22) and (1.23) 
• End While 
• End While 
where e (i.e., the epsilon error) is an upper bound value defined in order to stop the 
algorithm. Some heuristics can be incorporated into the backpropagation algorithm 
for improving the rate of convergence. One of the most common is the momentum 
method which involves adjusting the current weight with a fraction of the most recent 
weight update as follows: 
L\w(t) = -aVE(t) + <pL\w(t -1) (1.27) 
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where q> is a positive constant usually defined between 0.1 and 0.8. Equation (1.27) 
can also be applied to the weights in matrix V [Zurada, 1990]. 
Thus, the generalised delta lemning rule solves through the backpropagation 
algorithm the task of training a multilayer feedforward neural network. Once trained, 
this network can perform arbitrary input-output mapping defined by a training set. 
1.2 Fuzzy logic 
Many sciences such as medicine use both precise and vague concepts. Birth, 
pregnancy and death are precise, fever, anaemia and obesity are vague. Often vague 
concepts are treated as if they were precise, for example, it could be insisted that 
fever, anaemia and obesity are either present or absent. Such imposed classifications 
are often ｾ｡ｳ･､＠ on the threshold value of some important vmi.able. Although forced 
dichotomous classification may be convenient for designing a decision schema, it 
often produces a distorted model that can significantly impair decisions [DeLeo J. and 
Campbell G., 1990]. 
Fuzzy logic, introduced by Lotti Zadeh in 1965, provides a tool for preserving 
vagueness rather than eliminating it by arbitrarily imposing dichotomy as proposed 
by Boolean logic. Much of the logic behind human reasoning is not traditional 
single-valued or multivalued logic, but a logic with fuzzy truths, fuzzy connectives, 
and fuzzy rules of inference. This reflects the fact that human expertise, which expert 
systems attempt to transfer to machines, is very often domain dependent, incomplete, 
and episodic. Fuzziness, once incompatible with scientific work, is inherent in 
human reasoning, and the development of fuzzy sets theory offers an analytical 
vehicle for relations to traditional scientific fields [ Zadeh, 1965]. 
Fuzziness relaxes the constraints imposed on hard models and therefore preserves the 
natural conceptual and linguistic vagueness characteristic of the knowledge being 
modelled. It sometimes also relaxes the demand for high precision from the 
measuring instrument which is often not critical in decision making. In addition, 
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fuzzy logic offers several benefits to control. It does not rely on complex 
mathematical equations or extensive look-up tables, and has a greater tolerance of 
"noisy" signals than traditional control methods. The "fuzzy approach" uses intuitive 
human expertise to help solve the problem at hand. 
Today, manufactures of distributed control systems, programmable controllers, 
microcontrollers and microprocessors (Chips) are incorporating fuzzy logic into their 
products and market strategies. At the same time, growing numbers of software 
companies are adding tools to make fuzzy logic easier to use and apply [Bartos J., 
1992]. In what follows, attention is focused pritnarily on defining some of the basic 
notions within the conceptual framework of fuzzy set theory to be used in the next 
chapters. 
1.2.1 Fuzzy Sets Theory 
In our daily life, natural language expressions are used for easy and efficient 
communications. Although these terms are usually intuitive and include some kinds 
of uncertainties, they are very easy to select for practical use. For example, phrases 
such as "Be careful with this important box", "This is very hot", transmit by means of 
fuzzy linguistic terms enough information to perform a certain action. Fuzzy logic 
claims that all things in life are matters of degree. Of course, strictly speaking, these 
degrees are given by intuition or common sense, so that the assignment of such a 
degree to a certain set of characteristics, changes little from one person to another 
person. In this sense, the elements X of a set A, are considered to have a membership 
value proportional to the grade to which they belong to A. 
Traditionally, the grade of membership 1 is assigned to those elements that fully and 
completely belong to A, while 0 is assigned to elements that do not belong to A at all. 
The tnore an element x belongs to A, the closer to 1 is its grade of membership 
J.lA (x). Intuitively, a fuzzy set is then a class that admits the possibility of partial 
membership in it. A membership function can be represented by a non-linear or 
simply piecewise linear function, because the continuity between 0 and 1 is 
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important, rather than the curvature of the membership function. Parameters 
characterising the shape of the membership function can be obtained by learning, if 
more precision than a simple approximation is needed [Halgamuge and Glesner, 
1994]. 
More precisely, let X be a set, denumerable or not, and let x be an element of X. Then 
a fuzzy subset A of X is a set of ordered pairs 
A= {x,J.lA (x)}, XEX (1.28) 
where J.lA (x) is a membership characteristic function that takes its values in a totally 
ordered set M, and which indicates the degree or level of mernbership. M is called a 
membership set. It is assumed for simplicity that M can be any number in the interval 
[0,1]. If M = {0,1}, the fuzzy subset A is understood as a "non-fuzzy subset" or 
"crisp subset" in which case the function J.lA (x) is a binary Boolean characteristic 
function [Kaufmann, 197 5]. 
The support of A is the set of elements in X at which J.lA (x) is positive. The height 
of A is the supremum of J.lA (x) over A. A graphical representation of fuzzy subset A 
is shown in Figure 1.5. 
Support 
X 
Figure 1.5. Graphical representation of fuzzy subset A 
1.2.2 Operations on Fuzzy Subsets 
Let X be a set and M its associated membership set, and let A and B be two fuzzy 
subsets of X. 
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Inclusion 
It is said that A is included in B if 
ｊＮＮｬａＨｸＩｾｊＮＮｬｂＨｸＩ＠
This is denoted A c B . 
Cmnplementation 
It is said that A and B are complementary if 
J..l 8(x) = 1- J..lA (x) 
VxeX (1.29) 
VxEX (1.30) 
This is denoted B = A . It should be noted that complementation is defined for 
M=[O,l], but this concept may be extended to other membership sets M. 
Intersection 
The intersection A n B is defined as the largest fuzzy subset contained at the same 
time in A and B. That is, 
VxEX (1.31) 
Union 
The union A u B is defined as the smallest fuzzy subset that contains both A and B. 
That is, 
J..lAuB (x) = Max{J..lA (x),J..l8 (x)} 'Vxe X (1.32) 
Ordinary subset of level B 
The ordinary subset of level f3 of a fuzzy set A is the ordinary subset of elements of X 
that belongs to the fuzzy set A at least to the degree f3 : 
Ap = {x E XIJ..LA (x) ｾ＠ f3} f3 e [0,1] (1.33) 
1.2.3 Fuzzy Numbers 
A fuzzy number is used to represent the ambiguity associated to a particular 
measurement for which there is not an exact value but rather an approximation or 
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general idea. It can be thought of as a real nutnber with an interval of enor around it. 
The magnitude of this interval determines the uncertainty associated to the crisp 
value, i.e., the support of the membership function characterising the fuzzy number 
[Kaufmann, 1975]. Expression such as "around 2" or "almost 2" are examples of 
fuzzy numbers as shown in Figure 1.6. 
1 2 3 
Figure 1.6. The fuzzy number "around 2" 
The membership function provides a value in the interval [0,1] which is a 
measurement of how close in terms of distance are other numbers to the fuzzy 
number. This value increases towards the peak and decreases away from the centre 
of the fuzzy number. The shape and the meaning associated to the membership 
function changes accordingly to the linguistic concept represented by the fuzzy 
number [Kaufmann, 197 5]. Although continuity in the membership function is the 
key feature in representing the uncertainty associated to a particular number, 
sometimes a discrete version of such membership is needed. For instance, when 
using a fuzzy number for performing a mathematical transformation. The discrete 
version of a fuzzy number can be obtained by using ,8-level set representation. The 
accuracy of this representation depends on the number of ,8-level sets used. Each ,8-
level generates an interval which is a sub-set of the membership function's support. 
This interval corresponds to the values in the support for which the evaluated 
membership functions is greater than ,B. An example of fuzzy number "around 2" 
using three [3-levels is presented in Figure 1. 7. 
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f3t = 0.35 ｾ＠ [1,3] 
/32 = 0.78 ｾ＠ [1.25,2.75] 
/33 = 1 ｾ＠ [2,2] 
Figure 1.7. Fuzzy number "around 2" using a-level sets 
Mathematical operations involving fuzzy numbers in fi-level set representation 
requires the use of interval arithmetic. The following relations are the most 
cotnmonly used: 
X + y = [XL, xu]+ [y L, yu] 
=[xL+yL,XU +yu] (1.34) 
(1.35) 
where X= [ xL ,xu] and Y = [yL, yu] are intervals and a is a real number. The 
superscripts Land U represent the lower limit and the upper limit respectively. The 
symbol "+" in (1.34) represent arithmetic addition. 
1.2.4 Fuzzy Relations and Fuzzy Associative Memories 
Fuzzy associative memories are based on the concept of fuzzy relations. A fuzzy 
relation R maps elements from one universe, say X, to those of another universe, say 
Y. The result of a fuzzy relation is a fuzzy set in the direct product: 
X X Y = { (x, y )lx E X, y E Y} (1.36) 
which is characterised by a membership function J.lR 
(1.37) 
Fuzzy relations play an important role in fuzzy control and fuzzy diagnosis when 
their cmnposition is applied for fuzzy reasoning. Fuzzy relations can be viewed as 
generalisations of ordinary relations. If R is a fuzzy relation in X x Y and Sis a 
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fuzzy relation in Y x Z , the composition of R and S, R o S , is a fuzzy relation in 
X x Z as defined below [Jamshidi et al, 1993] 
(1.38) 
Fuzzy reasoning is an example of one application of the composition of fuzzy 
relations as shown below: 
premise 1 If x is A then y is B 
premise2 x is A' 
conclusion y is B' 
where x and y are objects and A,A' and B,B' are fuzzy sets in the universe sets X and 
Y, respectively. 
In this reasoning if A'=A and B'=B, the reasoning is reduced to what is called the 
modus ponens. Otherwise, if A and A' and B and B' are not necessarily equal then 
conclusion B' can be obtained by taking the composition of set A' and fuzzy condition 
"If x is A then y is B" given by A ｾ＠ B which in general is computed as 
B' = A' o Ｈａｾ＠ B) (1.39) 
or more precisely 
J.l B' (y) = V x {J.l A' (X) 1\ J.l ａｾｂ＠ (X, y)} (1.40) 
which is known as the compositional rule of inference. The compositional rule of 
inference is the most common method employed in fuzzy associative memories to 
perform the matching process during the inference stage [Kaufmann, 197 5]. 
FAMs are transformations that map fuzzy sets to fuzzy sets. The tenn fuzzy 
association is given to their ability to store and recall uncertain associations between 
patterns. In this cotnputational model, the associations can be uncertain, or the 
associated patterns can be uncertain, or both. These fuzzy systems are referred to as 
memories because they continuously map inputs to outputs as a simple neural 
network does. However, F AMs do not need to be adaptively trained because they 
directly encode structured knowledge as linguistic information [Kosko, 1992]. 
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A typical simple FAM encodes an association between fuzzy set A and fuzzy set B 
A ｾ＠ B which resembles the type of linguistic rule an expert provides when building 
an expert system. An example of this type of association could be a fuzzy rule for the 
control of a street light system, "If the cunent light is low, then keep the light system 
longer". In this fuzzy association (LOW,LONGER), the fuzzy input variable light 
intensity assumes the fuzzy-set value LOW and the output fuzzy variable light system 
duration takes the fuzzy-set value LONGER. The antecedent and consequent sets in 
a FAM are not limited in number and are usually combined with logical operator such 
as conjunction, disjunction, or negation. 
In general, a F AM system encodes and processes in parallel a F AM bank or set of 
FAM rules. Each input to the FAM system activates each stored FAM rule to a 
different degree generating an output that reflects the credibility, frequency, or 
strength of the fuzzy associations encoded in the PAM system [Kosko, 1992]. There 
are different methods for the composition of the fuzzy associations encoded in a F AM 
system. The most common is the compositional rule of inference (1.40). Given a set 
ofF AM rules: 
R1: IF x1 is A: andx2 is ａｾ＠ and ... Xn is ａＬｾ＠ THEN y is B1 
R2: IF x1 is A1
2 
and x2 is A: and ... Xn is A,7 THEN y is B2 
Rm IF . A 111 d . Lim d . A 111 THEN . Bm XJlS 1 an x2 1s .l ｾ＠ an ... X11 lS 11 y 1s 
where n is the number of antecedent terms and m is the number of F AM rules, the 
inference process to obtain the numerical value of fuzzy variable y involves the 
calculation of an output distribution Y whose membership function is defined as 
[Jamshidi, et al. 1993]: 
f.lr ( y) = Max, { Min[f.L Ai (:X1 ), f.l Ai ( :X2 ), ... , f.l A! (X,.), f.l n' (y)]} i = l, ... , m (1.41) 
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where J.l A corresponds to the membership function associated with fuzzy set A, x is 
the value taken by fuzzy input variable x and J.l 8 is the membership function 
associated with fuzzy set B (indexes removed for brevity). Finally, the numerical 
value of fuzzy output variable y is obtained by applying a defuzzication method to 
the output fuzzy set Y. The most common and widely used defuzzification technique 
is the centroid method, which is applied as follows [Kauffman, 1975]: 
- f y. J.ly(y)dy 
y-
- f J.ly (y )dy (1.42) 
Equations (1.41) and (1.42) have a very simple graphical interpretation which is 
illustrated in Figure 1. 8 for the case of two fuzzy input variables and two F AM rules. 
Rule 1: 
y 
Rule 2: 
Xi X2 y 
XI X2 
1 Max 
f.ly 
y 
y 
Figure 1.8. Min-max compositional rule of inference 
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Fuzzy associative memory systems provide a model-free estimator in which a 
mathetnatical description of how the output functionally depends on the input is not 
required. The successful application of fuzzy systems such as the FAM in fuzzy 
expert systems and fuzzy control systems constitutes one of the main foci of the 
current artificial intelligence research. 
1.3 Fuzzy Systems to Control the Parameters of the Generalised 
Delta Learning Rule 
One of the main critics against the BNN is the long time required to fully train the 
network. Severaltnethods have been applied in order to reduce training time. Quasi-
Newton methods approximate second-order information with first-order information. 
Conjugate gradient methods compute a linear combination of the current gradient 
vector and the previous search direction (momentum) for the current search direction. 
The network training time can also be improved by disturbing the weights or using 
noisy data [Fu, 1994]. 
The GDLR was originally derived assuming a constant lemning rate and a fixed value 
for the steepness of the activation function. The learning rate and the slope of the 
activation function are, among other pm·ameters, factors that influence the 
convergence of the backpropagation algorithm. An appropriate choice of the learning 
parameters guarantees that a good solution is found within a reasonable period of 
computing time. Fixed rates simplify computation and often allow convergence in 
finite iterations [Kosko, 1992]. In this context, an iteration is defined as an epoch of 
the backpropagation algorithm or the task of processing the entire training set. 
Recently, some studies have paid attention to the effects of heuristically modifying 
these parameters dm·ing the learning process [Xu et al., 1992; Haykin, 1994; van der 
Hagen, 1994]. It is known for example that in linear stochastic approximation the 
lem·ning rate should vary inversely with the system uncertainty. If the learning rate is 
too small, the least mean squares algorithm goes down each estimated squared-error 
surface too slow. If it is too lm·ge, the algoritlun makes large jumps down the 
estimated squared-error surface. Then lemning may be never achieved [Kosko, 
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1992]. In the case of the activation function it has been suggested that varying the 
shape of the function can lead to shorter training times [Xu et al., 1992]. 
All these heuristics constitute a sort of knowledge base which neural engineers 
usually apply when training a BNN. This knowledge can be translated into If-Then 
rules which can be encoded in FAM systems. In this study, FAMs are used to encode 
a set of heuristics in order to control the convergence parameters of GD LR during 
training. Early work in this area consisted in software simulations using commercial 
packages to implement both the FAM systems and the BNNs [Xu et al., 1992]. The 
learning rate was decreased as computing time increased while the slope of the 
sigmoid was increased from 0.7 to 1.5. More recently, information about the 
magnitude and the change of the gradient has been implemented in the form of F AM 
to control the learning rate and the momentum term of the GDLR [Haykin, 1994]. 
In the theoretical field, it was shown that decreasing the slope of the activation 
function has the effect of scaling the learning rate [van der Hagen, 1994]. In the same 
contribution, it was shown that decreasing the leru.ning rate at fixed intervals of time 
conesponded to jumps in the error space and thus, a new starting point for the 
gradient-descent search. Research in this area is then characterised by contributions 
which sometimes contradict one to each other. Also, there is a lack of comparative 
studies based on a detailed experimental analysis using conventional approaches. 
1.3.1 A Fuzzy System to Control the Learning Rate Parameter 
This section describes the implementation of a bank of F AMs to control the size of 
the learning rate during training. Theory and some heuristics about this parameter are 
first introduced. The fuzzy system is then defined in term of its membership 
functions and the fuzzy associations encoding the heuristics. 
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1.3.1.1 The Learning Rate Parameter 
The learning rate is employed in the GDLR for updating the weights associated to 
each connection of the BNN as defined in Section 1.1.3. The effectiveness of the 
backpropagation algorithm depends significantly on the value of the learning 
parameter a. A careful selection of the step size is often necessary for ensuring 
smooth convergence. In most cases, however, the optimum value of a depends on 
the problem at hand. There is not a single learning constant value suitable for 
different training cases. In flat error surfaces too many steps may be required to 
compensate for the stnall gradient value. For larger learning constants, the learning 
speed can be drastically increased; however, this opens the possibility of 
overshooting the solution and never stabilising at a minimum. Furthermore, the small 
gradient value could be indicating that a local minimutn has been already reached. 
On the other hand, only smallleruning constants guarantee a true gradient descent. 
The price of this is an increase in the number of iterations needed to reach a 
satisfactory solution [Zurada, 1992]. 
Recently, annealing techniques have been implemented in gradient-descent learning 
by using a linear function for reducing the leru·ning rate. In simulated annealing, local 
minima are avoided by adding some randomness to the process of energy 
minimisation, such that, if the network moves toward a local minimum, it has a 
chance to escape. This involves reducing the "temperature" of the system by a 
certain annealing schedule until thermal equilibrium is reached. This technique 
applied to BNN leru·ning has the effect of disturbing the weights at the beginning of 
learning. Its application has resulted in faster training periods [Pal and Mitra, 1992]. 
These ideas have been extended in [Xu et al., 1992] by applying non-linear functions 
estimators such as PAM systems for controlling the learning rate during training. The 
F AM system suggested at any point during training the leru·ning rate based on the 
cmrent lec:nning error and the time elapsed since training struted. The learning or 
global error was defined as the sum of the partial squared errors at each output unit of 
the neural network (see equation 1.21) over the entire training set. Fuzzy ru1es such 
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as "If learning error is high and training time is small then learning rate is high" were 
implemented using the traditional min-max compositional rule of inference. A 
similar approach was also proposed by [Haykin, 1994] for controlling the learning 
rate. The results from both experiments showed an improvement in the time needed 
for the network to converge. In what follows, a bank of FAMs is proposed and 
implemented in order to investigate the effects of modifying the learning rate using 
heuristics about the training process. 
1.3.1.2 Bank ofF AMs to Adjust the Learning Rate 
The fuzzy input variables for each FAM are the current global error (error) and the 
number of iterations (iterations) elapsed since training started. The output fuzzy 
variable is the learning rate. The bank ofF AMs is presented in Table 1.1. 
Table 1.1. Bank ofFAMs for the learning rate 
Number of Iterations Global Error 
Very Small Medium High Very 
Small High 
Small s s L L VL 
Medium vs vs s L VL 
High vs vs vs s L 
where the labels VS,S ,L and VL are abbreviations for the linguistic terms Very 
Small, Small, Large and Very Large respectively. The knowledge encoded in the 
bank of FAMs follows some of the heuristics mentioned about the learning rate. The 
learning rate should take a value near the defined maximu1n while the error reported 
by the system is considerably high and learning has just started. As training 
progresses and the error is reduced the learning rate is also reduced. Otherwise, if the 
number of iterations performed is high and the error remains high, the leru.ning rate is 
kept large. These rules provide guidelines a neural network engineer would follow 
for training a feedforwru.·d multilayer neural network [Xu et al., 1992]. 
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The use of a large learning rate in the initial iterations of the backpropagation ./ 
algorithtn has the effect of causing oscillations. An oscillation occurs every time the 
global error increases or decreases abruptly from one iteration to another. These 
oscillations are produced due to the drastic modifications in the weight space at each 
training iteration. In some cases such modification can take the actual gradient-
descent search to a point in the weight space where the error is minimised. There is 
no guarantee however, that such minimum is global. If the learning rate is kept large, 
the oscillations can lead to a condition known as paralysis. When network paralysis 
occurs, further training does little for convergence [Fu, 1994]. A possible solution is 
decreasing the learning rate linearly based on the number of iterations elapsed since 
training started [Pal and Mitra, 1992]. However, this approach does not consider the 
possibility of finding a minimum at a early stage of the training process, and thus 
there is the change of the network jumping to another point in the weight space 
because of the large learning rate. 
A more plausible solution is then to incorporate in the function decreasing the 
learning rate, information about the number of iterations and the current global error. 
In this way, if a minimum is found and satisfies the defined stopping criterion, the 
learning rate can be immediately decreased in order to allow the weights to converge 
smoothly towards the minimum. 
1.3.1.3 Membership Functions for the Learning Rate 
The membership functions for each fuzzy set associated with the fuzzy input 
variables in Table 1.1 are shown in Figure 1.9. 
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VS S M L VL S M L 
ＰｾＺｾＡ＠
a (b-a)/2 b 0 c/2 c 
Global error Iterations 
a ｾ＠ Epsilon error c ｾ＠ Total number of iterations 
b ｾＲｮ､Ｎ＠ global error 
Figure 1.9. Membership functions for the fuzzy sets in the input of the bank of 
FAMs 
The epsilon error (i.e., parameter a), is defined as the tlu·eshold error for which 
training will stop (e.g., c = 0.001). The parameter b is the global error obtained in the 
second iteration of training. This heuristic value usually corresponds to half the error 
obtained in the first iteration allowing a better definition of the membership functions 
for subsequent values. The lower and upper limits are requested by the system before 
training starts. In the case of fuzzy input variable iterations, the value of parameter c 
is also set at the beginning of the training stage. The number of fuzzy sets associated 
with the fuzzy variables is chosen heuristically by trial and error. The shape of the 
membership function is chosen as triangular to facilitate computations. 
The output fuzzy variable is the actual learning rate to be used in the next iteration of 
the backpropagation algorithm. The membership functions of the fuzzy sets 
associated with the learning rate are shown in Figure 1.10. The lower and upper 
limits of the universe of the fuzzy variable learning rate are given by the minimum 
and maximum value to be taken by the learning rate during training. Figure 1.11 
shows an example of the inference process of the fuzzy system when applying only 
two of the fifteen rules; given the current error (i.e., 8) and the iteration number (i.e., 
1500) for a network being trained for 10000 iterations and a learning rate decreasing 
from 0.6 to 0.2 [Ramirez-Rodriguez and Vladimirova, 1995a]. 
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e (d-e)/3 2(d-e)/3 
Learning rate 
e ｾ＠ Minimum learning rate 
d ｾ＠ Maximum learning rate 
d 
Figure 1.10. Membership functions for the learning rate in the FAM 
The approach proposed in here differs from the work by [Xu et al., 1992] in the 
parameters used to created the membership functions and the flexibility obtained / 
through this representation. 
0.001 
If Global Error is Very High and Iterations is Small 
Then Learning Rate is Very Large 
If Global Error is High and Iterations is Medium 
Then Learning Rate is Large 
H VH 
8 9 1600 
Global Error Iterations 
Following the Min-Max Compositional Rule oflnference: 
1.- Very High And Small - Min ( 0.3, 0.6) -o.3 
2.- High and Medium Min (0.8, 0.4) -o.4 
L VL L 
1 1 
0.4 0.4 
0.3 0.3 
0 0 
0.2 0.6 0.2 0.39 0.49 
Learning Rate Learning Rate t 
10000 
VL 
0.6 
Figure 1.11. Example of the inference process in the fuzzy system 
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1.3.2 A Fuzzy Systen1 to Control the Steepness Factor 
This section describes the implementation of a bank of F AMs to control the scaling 
parameter of the sigmoid function in the BNN. Theoretical information in relation to 
the scaling parameter is first introduced together with a description of recent work in 
the area. Based on this information, the fuzzy system is then fully defined and 
discussed. 
1.3.2.1 The Scaling Parameter of the Sigmoid Function in BNN 
As introduced in Section 1.1, the neuron's continuous activation function (i.e., the 
sigmoid function) is characterised by its steepness factor A. The effect of changing A 
during the training phase of a multilayer feedfo1ward neural network is reflected in 
the output of every node and in the training procedure itself. In the case of the 
neuron's output, the larger the values of A the steeper the sigmoid function becomes. 
In fact, as the limit of A ｾ＠ oo the continuous function becomes the sgn(net) function 
defined in ( 1.1). This is shown in Figure 1.12. 
f(net) A=-7 A-=5 A.=l A-=0.8 
1 
0.5 
0 
0 
Figure 1.12. The sigmoid function for different values of A 
Thus, the value L wr x is scaled in the same proportion as the value of A increases. 
The same scaling happens to the derivative of f(net) used by the generalised delta 
learning rule for updating the weights through the backpropagation algorithm. 
Figure 1.13 shows the change in the shape of f'(net) as the value of A changes. 
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f'(net) 
0 net= L wr x 
Figure 1.13. The first derivative of the sigmoid function for different values of A 
The derivative of the activation reaches a maximum value of IJ2 at net = 0. Since 
weights are adjusted in proportion to the value f '(net), the weights of uncommitted 
neurons responding in the mid range (i.e., net:::=: 0) of the sigmoid function are thus 
affected more strongly than those neurons that are already turned on or turned off 
[Zurada, 1992]. As shown in Appendix A, the local signal eiTors 8ok (A.12) and 8yi 
(A.23) are scaled using the learning rate a. and f '(net). Thus, as seen in Figure 
1.12, for a constant learning rate the backpropagated eiTors are large only for neurons 
with values of net around 0. 
1.3.2.2 Bank of FAMs to Adjust the Steepness Factor 
According to [Xu et al., 1992], in the initial iterations of the backpropagation 
algorithm the value of A should be kept small so f(net) becomes flat and soft in 
order to allow the initial weights of related connections to adjust quickly and easily. 
As the time elapsed since training started increases and the global error is reduced, 
the value of A should be increased such that the activation function approximates the 
sgn function allowing the weights to converge toward the desired goals precisely. 
These ideas were implemented using a bank of FAMs using as input parameters the 
current leru.11ing error and the time elapsed since training have started. This bank of 
FAMs combined with another bank of FAMs for controlling the learning rate reduced 
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the amount of time needed to train a BNN in comparison with a BNN trained using 
constant parameters [Xu et al., 1992]. 
Also, it has been suggested that using activation functions with large A may yield 
results similar to scaling the learning constant a [Zurada, 1992]. More recently, 
studies have demonstrated that any variation in the scaling parameter of the activation 
function during training is translated in the weights being scaled by a certain factor 
A'IA [van der Hagen, 1994]. This means that in fact, every time A changes, the 
learning process is continued from another point in the weight space. It is known 
fro1n function-fitting techniques that shaking the parameters in a random manner can 
overcome problems such as getting stuck in a local minima [van der Hagen, 1994]. 
In this study, a fuzzy system consisting of 15 FAMs is implemented for controlling A 
using as input parameters the current training error and the current number of 
iterations [Ramirez-Rodriguez and Vladimirova, 1995a]. The bank of FAM is 
presented in Table 1.2. 
Table 1.2. Bank ofFAMs for the slope of the activation function 
Number of Iterations Global Enor 
Very Small Medium High Very 
Small High 
Small H H s vs vs 
Medium VH VH H s vs 
High VH VH VH H s 
where the labels VS,S,H and VH are abbreviationsfor the linguistic terms Very Soft, 
Soft, Hard and Very Hard. The knowledge encoded in the bank of F AMs follows 
some of the heuristics proposed by [Xu et al., 1992]. According to Table 1.2, the 
slope of the activation function becotnes steeper as the number of iterations increases 
and the global error decreases. In this way, the bank of F AMs tries to affect more 
strongly the weights of uncommitted neurons responding in the mid range of the 
sigmoid function than those neurons that are already turned on or turned off. On the 
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other hand, the increase of the value of the slope implies the scaling of the learning 
parameter a by a factor A. This might produce undesirable jumps in the weight space 
at the end of the training stage because the learning rate is scaled in the same 
proportion as A increases. 
1.3.2.3 Membership Functions for the Steepness Factor 
The membership function for the fuzzy input variables are defined in the same way as 
in Figure 1.9. The output fuzzy variable was the value to be tal(en by A in the next 
iteration of the backpropagation algorithm. The membership functions of the fuzzy 
sets associated with the fuzzy output variable A are shown in Figure 1.14. 
0.5 1.0 
Slope 
Figure 1.14. Membership functions for A in the bank ofFAMs 
Once again, the approach proposed in here differs from the work by [Xu et al., 1992] 
in the parameters used to create the membership functions. Furthermore, the universe 
of discourse of fuzzy variable A was restricted to take a final value of 1 in the last few 
iterations. The reason for this is that if a value different of 1 is obtained for each 
trained network, this value tnust be stored in order to test each particular network 
afterwards. 
1.3.3 Case Study: Investigation of the BNN Learning Error 
In order to investigate the effects caused in the learning error by modifying the 
learning rate and the slope of the activation function during learning, a set of 
experiments were carried out. A classification problem was designed such that a 
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BNN with enough hidden units could converge to a solution in a finite number of 
iterations. It consisted of four well separated classes. Each class consisted of 30 
patterns uniformly distributed. The patterns are shown in Figure 1.15. 
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Figure 1.15. Classification problem consisting of four well separated classes 
The BNN used in the experiments had a 2 input units, 5 hidden units and 4 output 
units configuration. The weights of the network were randomly initialised. The same 
network (i.e., same initial weights) was used for all the experiments. Training was 
performed on the networks until it reached a mean square error of 0.001. An upper 
limit of 10000 iterations was given to the network to converge. The following 
experiments were carried out: 
• A BNN was trained using different constant values for the leat.ning rate and slope. 
The same initial BNN was then trained with the fuzzy system described in Section 
1.3.1.2 using different values of the learning rate. The slope of the sigmoid 
function was fixed to a value of 1. 
• A BNN was trained using a learning rate lineat.·ly decreased according to the 
number of iterations. The slope of the sigmoid function was fixed to a value of 1. 
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• A BNN was trained using a constant leat11ing rate while the slope of the activation 
function changed between 0.5 and 1.0 using the fuzzy system defined in Section 
1.3.2.2. 
• A BNN was trained with both fuzzy systems applied simultaneously to control the 
learning rate and the slope of the activation function. 
Attention was paid in these experiments to the number of iteration needed by a 
particular BNN to converge. The generalisation ability of the network for the 
different experiments was not tested because the focus of attention was on the 
learning stage rather than in the testing phase. 
BNN Trained Using Constant and Fuzzy Learning Rates 
Figure 1.16 shows the results of the first experiment. A BNN was first trained using 
constant leatning rates with values ranging from 1 to 10. The same BNN (i.e., the 
same initial weights) was trained using the fuzzy system. In this case, the learning 
rate was controlled for different intervals. First, the network was trained using a 
learning rate with an upper limit of 10 and a lower limit of 1. In subsequent 
experiments it was trained using the same upper limit of 10 but different values of the 
lower limit statting from 1.5 to 9.5 with an increment of 0.5 (graph Fuzzy 10-1 in 
Figure 1.16a). The same process was repeated for upper limits ranging from 9 until 
4. The results were separated into two charts for visual clarity. 
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Figure 1.16. Chart of results for constant and fuzzy leru·ning rates: (a) Fuzzy 10-1, 
Fuzzy 9-1 and Fuzzy 8-1 (Continue ... ) 
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Figure 1.16. Chart of results for constant and fuzzy learning rates: (b) Fuzzy 7-1, 
Fuzzy 6-1, Fuzzy 5-l and Fuzzy 4-1 
This experiment showed how the network converged to an error value of 0.001 in less 
iterations as the learning rate increased. However, there is a limit to the magnitude of 
the value the learning rate can take. A large learning rate implies large steps taken in 
the enor space along the direction of the gradient. This produces a sudden change in 
the configuration of the weights in the network. This change can have a positive 
effect by moving the weights of the BNN to a configuration that reduces the global 
error. However, this large jump can also cause the global error to augment. 
This sudden increase or decrease of the global error produces oscillations within the 
backpropagation algorithm. Thus, as the size of the learning rate increases, the 
possibilities of oscillatory behaviour in the backpropagation algorithm augments. In 
this experiment, the limit for the size of the learning rate is reached at a value around 
4 as shown in Figure 1.16a and 1.16b. After this value the learning rate becomes too 
large and the network can either converge in a very small number of iterations or do 
not converge at all due to oscillations. In some cases, the large learning rates had the 
consequence of getting the backpropagation algorithm trapped into a state known as 
paralysis, as it was suggested in Section 1.3.1.2. 
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Figures 1.16a and 1.16b show that the number of iterations required for convergence 
using fixed learning rates slowly decreased as the learning rate reached a value (i.e., 
around 4) for which the network can be trained in the shortest period of time (i.e., 
around 2000 iterations) without compromising convergence. As explained above, a 
large fixed learning rate can cause large jumps in the error space. These sudden 
changes in the weight values can produce a combination of weights that reduce the 
global enor. The ideal step after this reduction of the global error occurs is to 
decrease the learning rate value so that the algorithm converges slowly to the local or 
global minima already found. This is not possible if the learning rate is constant. 
The weights adopt a different configuration within the next iteration and the system 
response is moved to another point in the error space. The repetition of this process 
increases in most cases the number of iterations needed for the network to converge. 
That is, if the network does not become paralysed at all. 
In the case of the networks trained using the fuzzy system, convergence was achieved 
in around 3000 or less iterations for almost any choice of learning rate interval with 
upper limits below 9. This was expected due to the fact that a large learning rate is 
used at the beginning of training and it is further reduced to avoid oscillations in the 
algorithm. In this way large steps are taken along the gradient in the initial stages of 
learning as suggested in Section 1.3.1.1. This has the effect of speeding up 
convergence in comparison with the approach using the small fixed learning which 
on the other hand guarantees convergence to at least, a local minimum. 
Figure 1.17 shows two learning curves for the same BNN trained using a constant 
learning rate of 8 and using a fuzzy controlled learning rate taking values between 9 
and 7. 
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Figure 1.17. Oscillations in the backpropagation algorithm due to large learning 
rates 
It is clear in the fuzzy case, how the oscillations are eliminated due to a reduction of 
the learning rate just after the global error reaches a low value. In contrast, the 
constant learning rate causes the system to oscillate for a longer period before 
reaching the same final error than the network trained using the fuzzy system. 
Due to the possibility of the backpropagation algorithm becoming paralysed, the next 
set of experiments were carried out for lower limits ranging from 1 to 4. 
BNN Trained Using Linearly Decreased Learning Rates 
The equation used for reducing the learning rate at every step during training was 
defined as: 
i = j' j -1, ... ,1 (1.43) 
where the index i is the current iteration and j is the total nutnber of iterations. This 
means, that the only information used for changing the leruning rate was the time 
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elapsed since training started. The results of training the BNN using (1.43) are 
presented in Figure 1.18. 
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Figure 1.18. Number of iterations for neural network trained using linearly 
decreased learning rates 
The results of this experiment revealed that reducing the learning rate without 
information about the error size can lead to paralysis of the network even though the 
learning rate has been reduced through time. Although the network converges 
extremely fast in some cases, the results in Figure 1.18 showed also that the network 
did not converge for example using a learning rate varying between 9 and 2. The 
reason for this is that in some cases the large steps taken at the beginning of training 
moves the system state very close to a local minima. In the case of the fuzzy system, 
this situation triggers the FAM that decrease the learning rate. However, if the 
learning rate is being decreased solely on the basis of time information, the learning 
rate is maintained large and the syste1n starts oscillating. In other words, there is a 
lack of information in the updating process. In a traditional approach, this 
information could be incorporated into a more complex equation producing perhaps a 
non-linear function of the learning rate based on the current error and number of 
iterations. However, this can be time consuming and inflexible. 
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BNN Trained Using a Fuzzy Controlled Steepness Factor 
Figure 1.19 shows the results of this experiment which consisted in fixing the 
learning rate to a particular value and increasing the slope of the activation function 
from 0.5 to 1.0 using the fuzzy system defined in Section 1.3.2.2. The results are 
compared to those obtained using a fixed slope (i.e., 1) for different constant learning 
rates and for the worst performance obtained when using the fuzzy system to control 
the learning rate between 4 and 1 and intermediate values (i.e., learning rate varying 
between 4-1, 4-1.5, 4-2, ... , 4-3.5). 
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Figure 1.19. Effects of modifying the slope of the activation function in comparison 
to previous results 
It can be seen in Figure 1.19 that the modification of the slope did not produce any 
improve1nent in the time needed for the network to converge in comparison to 
previous results. The reason for this is that the slope works as a scaling parameter for 
the learning rate. For values lower than 1 it means the learning rate is reduced and 
therefore the training time increases. Also, the increase in the value of the slope did 
not seem to influence the weights of uncormnitted neurons as initially thought in 
Section 1.3 .2.1. 
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BNN Trained Using Fuzzy Controlled Learning Rate and Steepness Factor 
In this experiment, both the leruning rate and the slope of the activation function were 
simultaneously changed during training. In the case of the leruning rate, the intervals 
investigated were the same as for previous experiments. The slope of the activation 
function changed between 0.5 and 1.0. The results ru·e presented in Figure 1.20 
where they ru·e compared with the results of the experiment in which only the 
learning rate was controlled. 
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Figure 1.20. Compruison of convergence times for different learning rates: (a) 10, 
(b) 9, (c) 8, (d) 7, (e) 6, (f) 5, (g) 2. BNNs trained using the bank ofFAM to control 
both the learning rate and the slope ru·e shown in •· BNNs trained using the bank of 
F AM to control only the learning rate ru·e shown in + 
(Continue ... ) 
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The set of charts in Figure 1.20 corroborated the results of the previous experiment. 
None of the cases outperformed the results obtained when only the learning rate was 
changed. In addition to this, it was found very inconvenient the fact that the value of 
the slope was different to 1 when the BNN converged in less than 10000. In contrast 
to the learning rate, the last value taken by the slope is then needed for testing the 
network. This means that in some cases it would be necessary to store the value of 
the slope for further processing. 
1.4 Conclusions 
In conclusion, the proposed FAMs for controlling the size of the learning rate during 
the training stage provide a more general approach for selecting the value of the 
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learning parameter. FAM systems provide the means for building a non-linear 
function based on rules of thumb rather than complicated mathematical equations. 
The possibility of setting an interval rather than a precise value for the learning rate 
facilitates the design problem faced by the neural engineer when selecting the initial 
parameters for training. A case study involving a set of experiments has been 
designed to investigate through software simulations the performance of the proposed 
FAMs. In these simulations, the method selected for varying the learning rate (i.e., 
the bank of F AMs) within a chosen interval has proved to outperform a linear 
approach [Pal and Mitra, 1992]. In the case of the steepness of the activation 
function, it is concluded that increasing the value of the slope does not produce any 
significant effects other than scaling the learning rate. These results agree with the 
work by [Zurada, 1992] and [van der Hagen, 1994] where it is suggested that the 
slope should be kept constant and only the learning rate modified during learning. 
The bank of FAMs for controlling the learning rate has been used throughout this 
research work for the training portion of the BNN used in the case studies. 
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Chapter 2 
A Fuzzy Feedforward Multilayer Perceptron 
This chapter is concerned with the development of a hybrid fuzzy neural network 
classifier capable of better handling imprecise input data as cotnpared with traditional 
NN methods. In NN classifiers, the features characterising the input vectors are 
quantitative in nature and thus it is difficult to represent uncertainty. Vectors having 
imprecise or incomplete specification are usually ignored or discarded from the 
training and testing sets [Ruspini, 1969]. In some cases, the expense incurred in 
extracting a precise value of a feature is too high and sometimes um1ecessary. 
Uncertainty in such data may arise from instrumental error or noise corruption on a 
feature measurement. Noise in the input data is responsible in most cases for 
overlapping among classes. Overlapping in training data causes oscillations during 
the learning process of a computational classifier. 
The main objective of this Chapter is to investigate a fuzzy-neural network model 
which can be further used as part of a larger hybrid fuzzy-neural system. This model 
known as the interval BNN handles uncertainty at the input data level. The term 
interval cotnes from the way in which fuzzy numbers are propagated through the 
neural network. Specific objectives in this investigation is to obtain a clear 
understanding of the effects produced in the classification ability of the BNN by 
replacing numerical input data with linguistic data. Also, the research is concerned 
with the comparison of such model with conventional neural networks and fuzzy 
systems (FSs) under identical conditions through software simulation. In this way, a 
ratio between the computational complexity of the model and the effects of linguistic 
data can be measured and compared with other approaches. The design of the 
interval BNN is intended to provide a classification system capable of: handling both 
numerical and linguistic data, improve the classification ability of the conventional 
BNN under conditions of uncertainty and maintain a low computational complexity. 
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The Chapter is divided as follows. Section 2.1 introduces the different types of fuzzy 
neural networks. Section 2.2 disc.u.sses the architecture of the interval BNN. A case 
study in which the interval BNN is applied to classification problems and compared 
with a conventional BNN and a FS is presented in Section 2.3. Finally, the 
conclusions of this study are presented in Section 2.4. 
2.1 Fuzzy Backpropagation Neural Networks 
Fuzzy logic theory is mainly concerned with the representation of uncertainty by 
means of fuzzy sets. Fuzzy sets contain objects that satisfy imprecise properties to 
varying degrees. The definition of uncertain feature information by means of 
linguistic terms and hedges (e.g., small, mediutn, high, very, more or less, etc.) 
resembles the way in which human beings interpret and implement vague 
instructions. Many successful applications of fuzzy logic show that linguistic 
representation of the input data can alleviate in some cases the effects of uncertainty 
in the performance of patte1n recognition systems [Bezdek and Pal, 1992]. 
A successful tool for uncertainty management derives from the concept of banks of 
fuzzy associative memories (FAMs), better known as fuzzy systems (see Section 
1.2.4). FAMs are capable of handling linguistic information. They have been used in 
recent years for addressing problems involving uncertainty in decision making and 
control mechanisms. However, the design of such systems requires the existence of a 
human expert which provides knowledge in the fonn of rules. Also, the tuning 
process of the membership functions in the fuzzy system is usually time consuming. 
On the other hand, there are techniques such as feedforward multilayer perceptrons, 
better known as backpropagation neural networks (BNN), which have the ability of 
learning frotn examples. There is no need for expert knowledge provided there is 
enough training patterns. The internal connections of the BNN are tuned during 
learning which means the system is ready for use after the training stage has finished. 
However, the BNN only deals with numerical data and thus it is not possible to use 
linguistic information as in the case of FS. 
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The combination of BNN and fuzzy logic is expected to produce a synergetic effect 
by exploiting the strengths of each technique. This type of integration could lead to a 
system capable of handling linguistic and numerical information while leru.ning from 
examples. For this purpose, BNN and fuzzy logic can be integrated in two ways. 
The first possibility is the use of BNN to estimate from training data the exact shape 
of the membership functions of the FS. This has been done with remarkable success 
in recent work [Hayashi, 1990; Khan and Ventak:apuram, 1993; Halgamuge and 
Glesner, 1994; Uebele et al., 1995]. The second possibility is to modify the structure 
of the BNN so that fuzzy numbers can be processed through the network connections 
[Hayashi 1992; Ishibuchi et al., 1993; Lin and Lu, 1995]. Research in this second 
category has produced a considerable amount of fuzzy-neural models. However, 
only a few of these models have been compared with conventional approaches. 
Furthermore, it is not clear whether the flexibility in the representation of the input 
data justifies the increase in the computational cotnplexity of the model. 
The following section introduces the interval BNN. This fuzzy-neural model has the 
ability of handling both linguistic and numerical input data. It falls in the category of 
BNNs modified to allow the use of fuzzy numbers as input to the network. 
2.2 Theoretical Aspects and Architecture of the Interval BNN 
Model 
This Section is concerned with the development of a hybrid fuzzy-neural network 
capable of handling imprecise input data in a similru.· way as human beings. Every 
day language is one example of the success with which vagueness is used and 
propagated. Interpretation and implementation of both numerical and linguistic 
values is learnt by trial and error. Accordingly, computational models of real systems 
should also be able to recognise, represent, manipulate, interpret and use both 
numerical quantitative and linguistic uncertain information. In this way, statetnents 
such as "If x = 0.034 then y = 1000" and "If xis very small then y is lru.·ge" could both 
be used. 
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Fuzzy logic theory has been applied in different ways for designing and training 
BNNs. In 1nost cases, the idea is to adapt the BNN to be able of processing linguistic 
information. In particular, the architecture and inference process of a BNN can be 
"fuzzified" by modifying the inte1nal structure of the network and the data used for 
processing. This extension of the traditional BNN allows fuzzy numbers to be 
processed through the neural network connections. Fuzzy numbers are used to 
represent the uncertainty associated with an input variable. 
Fuzzy numbers are input to the neural network by using ,B-level sets. The BNN 
structure is modified by adding an extra connection to the processing units to allow 
the lower and upper limit of the intervals associated with each ,B-level sets to be 
propagated through the network. Each pair of connections has a weight value 
associated which represents the strength of the link [Ishibuchi et al., 1993]. 
The idea of BNNs handling linguistic information in the form of fuzzy numbers has 
been investigated in recent years [lshibuchi et al., 1993; Lin and Lu, 1995]. An 
architecture in which fuzzy numbers were passed through every layer of the BNN 
using ,8-level set representation was developed in [Ishibuchi et al., 1993]. This 
involved the modification of the BNN connections to allow intervals rather than 
single numbers to be propagated through the network. In [Lin and Lu 1995] a neural 
network architecture in which fuzzy numbers were fed to the input layer was 
proposed. In this model, a matching operation is performed to the input fuzzy 
numbers in order to obtain a value which is further propagated trough the network 
connections. This value reflects the similarity of the pattern to a pre-defined criterion 
(e.g., the centroid of the classes). 
The interval BNN proposed in here is similar to the approach followed by [Ishibuchi 
et al., 1993]. The models differ in the way the final crisp output is obtained from the 
interval BNN, that is, the defuzzification process. Also, the learning algorith!n is 
modified to allow the use of target labels that satisfy membership to the different 
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classes to varying degrees. A graphical representation of the interval BNN is shown 
in Figure 2.1. 
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Figure 2.1. Architecture of the interval BNN 
where X = [ x1 , x2 , ••• , x,1 ] is the input vector consisting of n fuzzy numbers, the 
vector 0 = [ o1 , o2 , ••• , o c] is the output of the interval neural network and W, V are the 
weight matrices for the hidden layers. During processing, a pattern is subtnitted to 
the input layer using ,8-level sets. This produces an interval value in each of the 
output neurons. This interval represents the degree of membership of the presented 
pattern to the class associated with each output neuron. The network generates a 
number of intervals in each output neuron depending on the number of ,8-level sets 
defined to represent the input fuzzy number. The fuzzy input-output relation of each 
unit of the neural network is defined using interval arithmetic following a sitnilar 
procedure as in (1.10)-(1.20). Given an input fuzzy number X; and a particular f3-
level, such that, X; = [ X;L, X;u], the following input-output relations are obtained: 
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Y= [yl'y2, ... ,y"] (2.1) 
where, 
Yi = [f(net)L,f(neti)u] l<.f.j<.f.h (2.2) 
L 1 (2.3) f(neti) = AI L 1 + exp- let, 
u 1 (2.4) f(net .) = u J 1 -A11et -+exp ' 
and, 
11+1 n+l 
L L L L u netj = Vj;X; + Vj;X; (2.5) 
i=l i=l 
Vfi'CO Vji<O 
11+1 11+l 
u L u L L netj = Vj;X; + Vj;X; (2.6) 
i=l i=l 
Vj; 'CO ·...;1; <0 
X 11 +1 = [-1,-1] (2.7) 
For the c output units: 
0 = [o.,o2 , ... ,oc] (2.8) 
where, 
ok = [f(netk)L,f(netk)u] l<.f.k<.f.c (2.9) 
L 1 (2.10) f(netk) = L 1 + exp -A11etk 
u 1 (2.11) f(net .) = u 
J 1 + exp -..lnetk 
and, 
11+1 11+1 
L L L L u netk = wkiyi + wkiyi (2.12) 
j=l j=l 
...vki'CO vVkJi<O 
h+l 11+1 
u L u L L netk = wkiyi + wkiyi (2.13) 
j=l j=l 
Wkj'CO Wkji<O 
y11 = [ -1,-1] (2.14) 
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After producing a number s of intervals in the output layer, a defuzzification 
algorithm known as the centroid method is applied to each output neuron for 
obtaining a crisp output. The centroid method computes the crisp output value by 
finding the centre of gravity of the membership function for the set of intervals. 
These final output values are then used to calculate the winning class. Thus, given a 
fuzzy output response ok whose membership function is defined by s f3-level sets, the 
centroid method produces: 
k = 1, ... ,c (2.15) 
Learning is accomplished in the interval BNN by using an extension of the 
backpropagation algorithm defined in Section 1.1.3. The error function is calculated 
as the mean square enor between the output interval ok = [of, of] and the target label 
J.lk (X) associated to output neuron k and input patte1n X. 
The target label function is defined as: 
{
1 if X E class Qk 
J.l k (X) = 0 otherwise 
(2.16) 
k = 1, ... ,c (2.17) 
In [Ishibuchi et al., 1993] the delta leruning rule for the interval BNN was derived for 
the case of hard target labels. An extension of the original algorithm for hru·d and 
fuzzy target labels is presented in Appendix C. The case of fuzzy tru·get labels is 
further discussed in Section 3.3 and 3.4 where algorithms for the generation of fuzzy 
labels is proposed. 
The interval BNN was originally designed for the incorporation of fuzzy If-Then 
rules into the training data of a BNN [Ishibuchi et al., 1993]. Fuzzy input vru·iables 
and their corresponding fuzzy sets (e.g., small, lru·ge, very large, etc.) were 
chru·acterised mainly by triangulru· membership functions (i.e., fuzzy numbers). 
During training and testing, these membership functions were translated into /3-level 
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set representation and fed into the network together with the numerical data available. 
However, the network could also employ fuzzy numbers as its only input. According 
to [Ishibuchi et al., 1993], the interval BNN should provide the same classification 
ability as the BNN but using less amount of data and the advantage of handling 
imprecise data at input level. 
In general, the application of the interval BNN is limited to two possibilities. First, 
the inputs units of the interval BNN are seen as the antecedents of a fuzzy rule. Each 
input unit receives a linguistic term which is fully defined by a membership function. 
Usually, these membership functions follow a triangular shape to reduce 
computational cotnplexity. The linguistic values or fuzzy numbers are mapped into 
intervals using {3-level sets and fed into the network. The number of intervals (i.e., 
the size of the training set) depends on the nutnber h of {3-level sets selected. The 
shape of the membership functions associated to each linguistic variable determines 
the distribution of the intervals (i.e., the training patterns) in the sample space. This 
is of great importance, because fuzzy numbers with a broad support have the 
possibility of generating overlapping between the classes if they are near the 
boundary of a class. In term of computational complexity, in a problem involving p 
rules, a total of hxp intervals are created. The total number of computations required 
by the interval BNN to process each rule is equal to: 
Computational Steps = 2xsxN (2.18) 
where N is the number of computations required to process a single training pattern 
by a conventional BNN. In terms of performance, the ability of an interval BNN to 
implement a set of rules depends heavily on the choice of the membership function 
used to represent the linguistic variables. Similar as in the case of FS, the ability of 
the interval BNN to fit the data contained in the rules also depends on the number of 
linguistic terms associated to each input variable and the number of rules. The larger 
the number of linguistic terms and rules the better the fit of the decision surfaces 
separating the classes. 
The second possibility is the use of the interval BNN to reduce the effects o_f 
ambiguity inherent in the input data by means of fuzzy numbers. Uncertainty in a 
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data set is usually caused by noise or error in a feature measurement. Noise can 
generate overlapping among the classes involved in a classification problem and thus 
is necessary to seek for methods capable of handling imprecision. As opposite to the 
previous case, this involves a set of training samples rather than a collection of rules. 
In order to represent the imprecision associated to a particular input variable, any 
component of a training sample can be seen as a fuzzy number. That is, the value 
taken by a cotnponent can be considered as not being precise or having some 
uncertainty resulting from noise corruption [Ramirez-Rodriguez and Vladimirova, 
1995a]. 
In [Ishibuchi et al., 1993] it was suggested that the interval BNN and fuzzy numbers 
as input data could alleviate the problem of overlapping due to noise conuption. 
However, this is unlikely. The reason is the fact that the centre of the fuzzy number 
representing the noisy component remains in the training data set with a target label 
of 1 to a particular class. Even though the quantitative value of the component is 
replaced by a fuzzy number, the intervals generated upon that fuzzy number are fed to 
the interval BNN and the classification enor is computed, based on a full membership 
to a particular class. The actual membership of the intervals within the fuzzy number 
does not play any role in the training stage. 
The following case study investigates through software simulations, the application of 
the interval BNN to the problem of uncertainty in the input data, described above. 
2.3 Case Study: Comparison of the Interval BNN with a 
Traditional BNN and a FS 
This section is concerned with the software simulation of the interval BNN in two 
classification problems. The first classification problem is designed to evaluate the 
interval BNN in the absence of numerical training data. General knowledge about the 
classification problem is given in the form of rules. A FS is designed to compare the 
classification rates with those of the interval BNN. The second problem investigates 
the ability of the interval BNN to handle corrupted data in the form of noise in one 
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feature of the training patterns. The results in terms of classification rates are 
compared with a conventional BNN. 
In the first classification problem, suppose a human expert was asked to decide 
whether a particular pattern belongs to one of three classes using statements in the 
form of If-Then rules. The premises of the rules are composed of two antecedents 
corresponding to vru.iables X and Y, respectively. The expert provided rules of the 
form "If X is Small and Y is Medium Then Class is 3". The rules are summarised in 
Table 2.1. 
Table 2.1. 
XL 
VL 
L 
y M 
s 
vs 
xs 
Mattix of If-Then rules provided by the hutnan expert for the 
classification problem 
X 
xs vs s M L VL XL 
3 3 3 - - - -
3 3 3 - 2 2 2 
- 3 3 3 - 2 2 
1 - 3 3 3 - 2 
1 1 - 3 - 2 2 
1 1 1 - 2 2 2 
1 1 1 - 2 2 2 
The labels XS, VS, S, M, L, VL and XL are abbreviations for the linguistic terms 
Extra Small, Very Small, Small, Medium, Large, Very Large and Extra Large, 
respectively. The symbol"-" is used to represent situations for which the expert did 
not have an answer. The actual classification problem is shown in Figure 2.2 together 
with the membership functions associated to each linguistic term. 
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xs vs s M L VL XL 
4 
XL 
3 VL 
L 
y 2 M 
s 
1 VS 
xs 
0 1 2 3 4 
X 
Figure 2.2. Classification problem for the interval BNN and the FS 
Suppose that, numerical training data was not available. The classification problem 
was solved by training an interval BNN and designing a FS based on the rules 
provided by the human expert. A total of 36 F AMs were used to create the FS which 
used the min-max compositional rule of inference described in Section 1.2.4. The 
interval BNN was trained during 10000 iterations using the modified 
backpropagation algorithm defined in Section 2.2. The learning rate was varied from 
0.9 to 0.1 using the fuzzy system proposed in Section 1.3.1. The momentum term 
was fixed to 0.3. The topology of the network consisted of 2 input units, 5 hidden 
units and 3 output units. These values were heuristically chosen after a number of 
simulations revealed the best combination. The value of h was set to 5, with j3-level 
sets at 0.2,0.4,0.6,0.8 and 1.0. This settings allowed a full representation of the 
support of the fuzzy numbers. For the purposes of comparison, an artificial testing 
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set was generated with 450 patte1n uniformly distributed within the classes. The 
testing set is shown in Figure 2.3. 
Class 1 
Class 2 
Class3 
Figure 2.3. Testing data set for the example problem 
For this testing data set, the FS reached a 100 % classification rate while the interval 
BNN achieved a 92 % classification rate. The performance obtained from the FS can 
be explained in the way it handles the input patterns. The nearer is the input pattern 
to the centre of the membership functions, the stronger a particular rule fires. In the 
case of the interval BNN, the membership function is only used to generate intervals 
around the centre of the membership function. During training, each interval is fed 
into the network without any reference to their distance to the centre of the 
metnbership function. This is done because the values of the /3-level sets do not play 
any role in the modified backpropagation algorithm. Even though, this is not a 
problem for patterns far from the boundaries of the class, fuzzy numbers close to the 
boundaries generate intervals that go beyond the frontier creating overlapping 
between the classes. This overlapping produces ill-defined decision surfaces. 
This imprecision in the definition of the decision surfaces causes the interval BNN to 
be outperformed by the FS when the only source of information is linguistic rules. 
However, in many cases the number of rules available to build a FS do not cover all 
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the sample space. This problem is aggravated as the dimensionality of the 
classification increases. In these cases, the possibility of incorporating quantitative 
training patte1ns comes as a solution to the problem and the interval BNN provides 
the means to incorporate such data with any linguistic information available into one 
system. The problem of ill-defined decision surfaces due to intervals creating 
overlapping between classes can be solved by defining very carefully the support of 
the fuzzy numbers. 
The second classification problem investigated the ability of the interval BNN to 
manage uncertainty in the input data due to noise or iinprecision in a feature 
measurement. The problem is the same as the one shown in Figure 2.3. However, it 
is assumed that the instrument measuring variable Y was faulty when the data was 
gathered producing a certain level of imprecision in the training data. There are no 
expert rules to classify the data, only a set of training patterns. The uncertainty in the 
input data creates areas of overlap in the sample space. The solution consists in 
designing a classifier capable of distinguishing among the three classes and capable 
of handling the uncertainty present in the input data. For this purpose, the ｩｮｴｾｲｶ｡ｬ＠
BNN and a conventional BNN have been trained. The training patterns are shown in 
Figure 2.4. 
4 
3 
y 2 
0 
0 
+ 
0 
0 
+ 
+ + 
+ 
+ 
0 
8 
+ 
2 
X 
+ Class 1 
f1 Class 2 
0 Class3 
6. 
- Ideal 
6. Boundaries 
6. 
6. 
6.6. 
6. 
6. 
6. 
8 8 
3 4 
Figure 2.4. Training patterns for the interval and the conventional BNN 
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In order to represent the uncertainty inherent in the input variable Y, the numerical 
values of this variable were replaced by fuzzy numbers using a support of 0.3 which 
was heuristically chosen. A conventional BNN was trained using the numerical 
training data set. Both the interval BNN and the conventional BNN were trained 
using a total of 10000 iterations. The learning rate was varied from 0.9 to 0.1 using 
the fuzzy system proposed in Section 1.3.1. The momentum term was fixed to 0.3. 
The networks had a topology consisting of 2 input, 5 hidden and 3 output units. The 
value of h was set to 5, with /3-level sets at 0.2, 0.4, 0.6, 0.8 and 1.0. All these 
parameters were selected after a number of simulations revealed that this was the best 
combination. The testing data set used is shown in Figure 2.3. 
Training times for the interval BNN and the conventional BNN were 1378 seconds 
and 124 seconds respectively, using a SUN SPARC 20 workstation with an average 
load. These results approximate the relation given by equation (2.18) which 
measures the computational cotnplexity of the interval BNN in comparison with a 
conventional BNN. 
During testing, the interval BNN achieved a classification rate of 86 % while the 
conventional BNN reached a 86.44 %. These results corroborated the initial 
conjectures presented in Section 2.2 about the ability of the interval BNN to handle 
uncertainty caused by overlapping classes. In the interval BNN, fuzzy numbers allow 
the generation of intervals using f3-level sets around the original training patterns. 
The degree to which those intervals belong to a particular fuzzy number (as defined 
by the values of the /3-level sets) does not affect the target labels defined in (2.17). 
Therefore, all the intervals are processed in the same way and the problem of overlap 
remains. A solution to this problem is presented in Section 3.3 and 3.4, where 
algorithms capable of modifying the information contained in the target labels are 
proposed. These algorithms allow target label to represent more realistically the way 
in which the training data is partitioned in the sample space. 
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2.4 Conclusions 
In this Chapter, a modification of the traditional BNN architecture known as the 
interval BNN was implemented and tested. It was shown that the fuzzy 
representation of the input data corresponded in reality to enlarging the original 
training set. The ability of the interval BNN to handle both numerical and linguistic 
information proved to be a good alternative to the design of FSs when there is a small 
amount of rules and numerical data is available. It was also found that the interval 
BNN did not produce any improvement in the classification of data in overlapping 
areas caused by noise or error in a feature measurement. The computational 
cotnplexity of the interval BNN was found to be considerably large in comparison 
with the conventional BNN. 
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Chapter 3 
Fuzzification of Labelling Data for Neural Network 
Classifier Training 
The problem of training data containing areas of overlapping class data was 
introduced in Chapter 2. Overlapping among classes is caused in most cases because 
of noise in the input data. However, there are many examples of classification 
problems where the classes overlap naturally [Fisher, 1936]. This chapter is 
concerned with the detection of areas of class overlapping in the training data of 
BNNs. For this purpose, fuzzy logic theory is applied to measure the degree of 
membership of the training patterns to the other classes involved. This information is 
then used to modify the target output labels etnployed in supervised learning such that 
the labels resemble a fuzzy unconstrained partition of the sample space. This 
generalisation of the know ledge encoded in the target labels of the training data is 
defined as fuzzy labels. Fuzzy labels is a topic of great current interest in research at 
the interface between fuzzy models and computational neural networks (NN) [Bezdek 
and Pal, 1992]. 
In this chapter, new algorithms for generation of fuzzy labels are proposed. The 
labels obtained from these algorithms are used for replacing the hard or crisp labels 
used in traditional supervised BNN training. The fuzzy unconstrained partition of the 
training data improves the ability of BNN s to identify fuzzy patterns in overlapping 
areas and avoid oscillation during leru.ning due to almost identical patterns being 
assigned to different classes. This is of particulru.· interest in areas such as decision 
making in medicine, where a particulru.· pattern can be associated to more than one 
class at the srune time. 
The chapter is divided as follows: Section 3.1 introduces the notion of fuzzy 
pru.titions in the pattern recognition field. Section 3.2 discusses the need for fuzzy 
labelled training data. The role of tru·get labels in supervised neural network training 
is described in Section 3.3. The theoretical derivation of two new algorithms capable 
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of generating fuzzy target labels for static and temporal pattetns is presented in 
Section 3.4 and Section 3.5, respectively. Section 3.6 and 3.7 confirm the correctness 
of the proposed algorithms and compare them with existing approaches. 
Classification problems in which the scope of the algorithtn is limited are discussed in 
Section 3. 7. Conclusions concerned with the design of the algorithms are presented 
in Section 3.8. 
3.1 Fuzzy Partitions 
In the field of pattern recognition, the search for a partition in the data space Rn is a 
common task. The problem is found in cluster analysis when a collection X c R'1 of 
objects have to be partitioned into a certain number of natural and homogeneous 
groups. A more ambitious and complex problem than clustering, classifier design 
refers to finding a hard or fuzzy partition of Rn itself [Bezdek, 1992]. The way in 
which such partitions are obtained constitutes a major area of research in patte1n 
recognition involving techniques such as neural networks, fuzzy c-means, etc. In this 
section, fuzzy partitions are defmed. 
Traditional pattern recognition techniques assume that an object belongs to one and 
only one class. In real life, the separation of classes is not sharp and hence the 
concepts of fuzzy logic theory can provide a more general framework. In fuzzy set 
theory, objects can have partial membership to each class under consideration. Partial 
membership to different classes in a fuzzy partition serve a useful purpose, they draw 
attention for a second look. Hard partitions of data cannot suggest this. 
Let X be a finite set, say X = { x1, x2 , ••• , xs} in data space R'\ a c-partition of X is 
defined as the matrix U = [u;k], whose k11! column exhibits via the value u;k, the 
membership of patte1n xi to class k, with i = l, ... ,s and k = l, ... ,c. Matrix U must 
satisfy some or all of the following conditions [Hathaway and Bezdek, 1993]: 
U;k E [0,1] i = l, ... ,s k = 1, ... ,c (3.1) 
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e 
,Lu;k = 1 i = 1, ... ,s (3.2) 
k=l 
s 
0 < L U;k < s k = 1, ... ' c (3.3) 
i= l 
Let set Vnc be defined as the vector space of real matrices over Rnc (the reals). The 
subsets of all possible V in Vnc can be defined as: 
M fenu = { V E Rnc IV satisfies (3.1) and (3.3)} (3.4) 
M fen = { V E M fenu IV satisfies (3.1) and (3 .2) and (3.3)} 
M en = {v E M fenluik = 0 or 1 'v'i ,k} 
(3.5) 
(3.6) 
Equations (3.4),(3.5), and (3.6) define, respectively, the sets of unconstrained fuzzy, 
constrained fuzzy, and crisp (nonfuzzy, or hard) c-partitions of X. Figure 3.1 depicts 
these sets for three classes (i.e., c = 3). 
v 4 = ( 0.3,0.2,05f 
M3 = {VpV2 ,V3 } 
v4 c M f3 
Vs c M f3u 
V 5 = ( 0.4,0.6,0.5)T 
Figure 3.1. The set of unconstrained, constrained and crisp c-partitions 
The set M3 is the canonical (unit vector) basis of Euclidean c space. Mf3, a subset of a 
hyperplane, is the convex hull of M3. The set Mf3u is the unit hypercube in Rc 
[Hathaway and Bezdek, 1993]. The subset of 3-partitions in M3 is limited to the 
vertices of the hypercube. In the case of Mf3, any label vector lying in the hyperplane 
defined by L:=l U;k = 1 and within the hypercube Mf3u is a valid fuzzy constrained 3-
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partition. The partition U4 is an example of a fuzzy constrained partition. Its entries 
lie between 0 and 1, and are constrained to sutn to 1. The cube M 1311 = [o,1r is 
called the unconstrained fuzzy 3-partition space because vectors such as U5 have 
each entry between 0 and 1, but are otherwise unrestricted. To illustrate, suppose X 
has two elements, each being a vector of features about a particular fruit as follows: 
X= {x1 =peach, x2 =plum} (3.7) 
the set M2 of possible hard 2-pattition for X is 
u ］｛ｾ＠ ｾ｝＠ (3.8) 
In this case, U represents the only possible partition of X into two classes. Now, 
suppose that a new fruit is introduced in X and it is now defined as 
X= {x1 =peach, x2 =plum, x3 = nectadne} 
the set M2 of possible hm·d 2-partition for X are now 
(3.9) 
(3.10) 
None of the these hard partitions reflect the hybrid nature of element x3. In partition 
Ub x1 is considered to be class 1 while x2 and x3 are put together in class 3. Matrix 
U2 presents a similar interpretation as U1 while U3 produces the worst case in which 
peach and plum are putted together in the same class. Although one could argue that 
x3 should form a class by itself, what is important is the constraint imposed by the 
mathematical model on the physical process it is attempting to represent [Bezdek, 
1981]. An indication of element x3 belonging (partially or not) to both classes is not 
possible due to constraints (3.1)-(3.3). Thus, the hm·d model has an intrinsic sort of 
constraint which limits its ability to represent ambiguous processes which are typical 
in the real world. Usually, all the constraints in the hard model are not satisfied and 
eventually some kind of compromise has to be reached [Ruspini, 1969]. 
The lack of flexibility manifested by Me in certain situations m·e circumvented by 
allowing fuzzy subsets to partition X. Fuzzy pattitions enjoy the advantage of 
allowing each element in X the choice of belonging unequivocally to one and only 
one partitioning subset (e.g., a progenitor), or of sharing membership in several 
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partitioning subsets (e.g., a hybrid) [Kandel, 1982]. M1c is a more realistic physical 
model than Me because it provides a much richer means for representing and 
manipulating ambiguous data. The hard partition space Me can now be defined as a 
finite subset of M1c [Bezdek, 1981]. In the previous example, a possible fuzzy 
constrained partition for the set X defined in (3.9) could be then as follows 
[
0.98 0.02] 
u = 0.01 0.99 
0.62 0.38 
(3.11) 
The membership values in (3.11) indicate that both x1 and x2 have high affinities for 
different classes, while x3 (nectarine) has partial metnbership to both classes. The 
membership values in (3.11) are relative values. This means that the membership of 
a point to a class depends on the membership of the point to other classes. The fuzzy 
c-means clustering algorithm uses the probabilistic constraint that the membership of 
data points across the classes must sum to 1. This constraint was meant to avoid the 
trivial solution of all membership being equal to 0 in the fuzzy c-means. It does give 
meaningful results in applications where it is appropriate to interpret memberships as 
probabilities or degrees of sharing. However, since the memberships generated by 
this constraint are relative numbers, they are not suitable for applications in which the 
memberships are supposed to represent "typicality". If the membership values are to 
be interpreted as degrees of compatibility or possibility then the condition in (3.5) is 
too restrictive, since it gives rise to relative numbers dependent on c [Krishnapuram 
and Keller, 1993]. 
In unconstrained fuzzy c-partitions, each class prototype can be considered as 
defining an elastic constraint, with a point's membership denoting the degree to 
which this constraint must be "stretched" to match the point. In this interpretation, uik 
is the degree of compatibility of the feature point xi with the prototypical member of 
class Qk, or the possibility of point Xj belonging to class nk. If the classes represented 
by the clusters of points are thought of as a set of fuzzy subsets defined over the 
domain of discourse X, then there should be no constraint on the sum of membership 
values. The only real constraint is that the assignments do really represent degrees of 
compatibility or possibility values (i.e., they must lie in the interval [0, 1]) 
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[Krishnapuram and Keller, 1993]. In the previous example, a possible fuzzy 
unconstrained fuzzy partition for the set X defined in (3.9) could be: 
[
0.98 0.02] 
u = 0.20 0.90 
0.50 0.70 
(3.12) 
The membership values in this partition are determined solely by how far each point 
is from the prototype of the class. They are not coupled with its location with respect 
to other classes. This formulation allows membership values to lie in the entire unit 
hypercube rather than restricting them to the hyperplane L:=l u;k = 1. 
3.2 The Need for Fuzzy Labelled Training Data 
In automated classification, patterns are impossible to discriminate within an 
overlapping area unless the data contained in each class is previously labelled or 
additional information is added to the classification problem. For example, two 
varieties of apple with the same shape, similar weight and very close odour are 
impossible to distinguish unless the actual colour or taste of the fruit is measured. In 
conventional supervised classifier training, the data is supplied with target labels 
which unequivocally assign a particular pattern to one of the many classes. However, 
in some cases, the boundaries among the classes are ill-defined and areas of class 
overlap emerge. In the previous example of the classification of apples, this could 
correspond for example to a certain variety of apples having a mixture of two or more 
colours and tastes or to an attempt to classify the apples based only on information 
about their shape and weight. In BNN training, similar patterns are assigned to 
different classes creating ambiguity in the information given to the neural network 
and thus producing oscillations in the backpropagation algorithm. Nevertheless, after 
training, the BNN comes out with a decision surface which attempts to separate in the 
most optimal way the classes (although in reality they overlap). 
There are two main drawbacks in the backpropagation algorithm when overlapping 
among classes is present in the training data. First, oscillations are created in the 
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generalised delta learning rule which can lead to ill-defined decision surfaces. 
Second, the actual decision surfaces obtained from the classifier elitninates the 
intrinsic imprecision of the training data. Instead of limiting the problem to separate 
the classes, a more plausible approach is to identify the area of overlapping and train 
the BNN with this information. In this way, the BNN can identify previously unseen 
patterns as belonging to a "crisp" area or to an overlapping area (as defined by the 
training set). 
Fuzzy c-partitions address cases where a patte1n may belong to more than one class 
with a finite degree of membership. In a classification problem, the result of a fuzzy 
partitions is a set of fuzzy labels which assigns to every patte1n a value in the interval 
[0,1]. This value represents the degree of membership or typicality of the pattern to 
every class. Training patterns lying in overlapping areas are assigned labels 
reflecting their membership to more than one class. Fuzzy labels for BNN classifier 
training have been successfully applied in classification problems involving 
taxonomy of plants [Keller and Hunt, 1985], speech recognition [Pal and Mitra, 
1992] and handwriting character recognition [Gader et al., 1995]. 
Fuzzy labels can be obtained by evaluating each training patte1n into unimodal 
Gaussian shaped membership functions that cover the hull of each class [Keller and 
Hunt, 1985; Pal and Mitra, 1992; Krishnapuram and Keller, 1993]. . These 
membership functioruare used to model the classes. The domain or support of each 
class membership function can be obtained as the average weighted Euclidean 
distance of the patterns belonging to each class or some other distance measure [Pal 
and Mitra, 1992]. Previous work in this area has two main disadvantages. The first 
one is the use of constrained fuzzy c-partitions [Keller and Hunt, 1985]. This type of 
fuzzy partitions restricts the total sum of the membership values of a patterns to the 
different classes to be 1. In this case, the membership value of a pattern to the 
different classes is a relative number. It is calculated taken into account all the 
classes (e.g., the fuzzy c-means clustering algorithm). In this way, the pattern has to 
share the membership to its own class with other classes in order to represent the fact 
that it belongs to more than one class. This type of fuzzy partitions would produce 
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"asymmetric" metnbership values which are not suitable for application where they 
are required to be interpreted as degrees of typicality [Krishnapuram and Keller, 
1993]. 
Similar work in this area [Pal and Mitra, 1992] uses fuzzy unconstrained c-partitions. 
In this type of fuzzy c-partitions, the membership values are absolute. That is, they do 
not depend on the membership of the pattern in other fuzzy sets defined over the 
same domain of discourse. This is a tnore realistic approach [Krishnapuram and 
Keller, 1993]. However, the algorithm proposed in [Pal and Mitra, 1992] uses the 
target labels obtained from the fuzzy unconstrained c-partitions without considering 
the initial hard partition. In both [Keller and Hunt, 1985] and [Pal and Mitra, 1992] a 
training pattern initially labelled by the hard c-pa.rtition as belonging to a particular 
class receives a membership value below 1 if it is far frotn the centroid of its own 
class. Therefore, the fuzzy labelling process might end up with target labels all 
looking very similar for training patterns in areas of overlapping or far from the 
centroid of their class. 
In the approach proposed in here, the membership of a training patterns to other 
classes is obtained without decreasing the membership of the pattern to its own class. 
This results in an unconstrained fuzzy partition of the original training data set which 
takes into account the initial hard partition. 
The second disadvantage is the assumption that the data do not coiTelate in the space. 
Fuzzy labels are obtained using membership functions that account for the variance in 
the classes but not for any possible correlation between the input variables [Pal and 
Mitra, 1992]. This resultsin a poor approximation of the shape and orientation of the 
class in the space. A more general approach is to fit each class with an hyperplane to 
detect the orientation of the data in the space. This hyperplane can be obtained using 
a total least squares method or principal component analysis [Nievergelt, 1994]. The 
membership function is then designed using this hyperplane as a basis to create a 
family of n-dimensional ellipsoids that encompass the class. These n-dimensional 
ellipsoids correspond to the contour lines of the membership function at different cut 
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values in the interval [0,1]. In this way, the geometrical shape of the classes in the 
space is taken into account for the design of the metnbership function. The result are 
fuzzy labels that accurately represent the degree of typicality of a pattern to the 
classes defined by the hard partition. 
3.3 Target Labels in the Generalised Delta Learning Rule 
The generalised delta learning rule implemented through the backpropagation 
algorithm is one of the many supervised strategies available for training a 
feedforward multilayer perceptron. It requires input training patterns and a set of 
output target labels which provide the desired response for each particular input 
pattern. These labels are then used in the generalised delta leatning rule for 
comparing the response of the system at any time during training. The difference 
between the systetn response and the target labels is used for updating the weights in 
order to reduce the en-or. 
In conventional backpropagation neural network training there may be more than one 
output node indicating appreciable membership to more than one class; however only 
the node with highest activation value is set to 1, the others being set to 0. This may 
result in oscillations in the backpropagation algorithm which deteriorate the decision 
surfaces separating the classes, because nearly identical patterns ru·e assigned to 
different classes [Pal and Mitra, 1992]. 
3.3.1 Class Membership Functions and Fuzzy Labels 
In a classification problem with c classes, a data set X consisting of s training patterns 
is said to be labelled when, and only when, X is supplied with a hard c-partition 
matrix T = [t pk], whose kth column exhibits via the value t pk = 1, the membership of 
training patte1nXP to class nh withp = 1, ... ,s and k = l, ... ,c [Bezdek and Pal, 1992]. 
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Fuzzification of labelling data is used when the feature space of the BNN training 
data involves overlapping classes and a training pattern may belong to more than one 
class with nonzero membership [Bezdek and Pal, 1992]. During training, the 
backpropagated error has stronger influence on nodes with higher membership values 
inducing greater weight corrections for those classes. Thus, patterns that have high 
degree of membership to a particular class and low degree of membership to the other 
classes strongly influence the decision surface separating the classes. Moreover, the 
contribution of ambiguous or uncertain training patterns to the weight correction is 
automatically reduced. 
Consider a set of s training patterns X P = ( x pl , ... , x P") in R'\ and their corresponding 
hard labels TP = (t pP ... , t pc) with p = 1 , .. . ,s. The labels Tp are a hard partition 
dividing Xp into c subsets of rk training patterns denoted by X; with k = l, ... ,c and z = 
l, ... ,rk. Fuzzy labels are obtained by calculating for each training pattern XP a value 
J.l k (X P) which indicates the degree of membership of Xp to class Qk. The 
membership function J.l k can be represented by a quadratic function defined by the 
parameter dk [Ramirez-Rodriguez and Vladimirova, 1995a] as shown in Figure 3.2. 
0.5 
0 
Figure 3.2. Membership function J.lk using a constant dk 
The parameter dk controls the amount of fuzziness in the class-membership. In the 
simplest case, it is obtained as an average distance (usually the STD) to the mean 
vector Mk = (m,kl''"'mkn) of class Qk· As the number of STD is increased, the 
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support of the metnbership function also augments. The mean vector is calculated for 
each class as follows: 
r k 
i = 1, ... ,n (3.14) 
In the case of static patterns, membership functions which are designed with a fixed 
dk assume that the hull of the class is of hyperspherical shape. 
3.3.2 Previous Work on Fuzzy Labelling Algorithms 
In [Pal and Mitra, 1992] a class membership function is proposed for static patten1s 
based on a weighted Euclidean distance of the training pattern Xp to the mean Mk of 
each class. This weighted distance is defined as: 
( ) = ｾＨｸｰ［＠ -mk;J
2 
d xp, Mk £..J 
i=l ski 
fork= l, ... ,c (3.15) 
where ski is the standard deviation of the ith component of the pth training pattern. 
The weight 11 Ski is used to account for the variance of the classes so that a feature with 
a large variance has less influence in characterising a class. In [Pal and Mitra, 1992], 
the value of Ski is set to 1 in the case of the standard deviation being equal to zero. 
However it is suggested here that a better approach would involve adding a stnall error 
tenn (i.e., 0.0001) in the denominator of (3.15) to avoid the case of Ski being exactly 0. 
Nevertheless this case never arose in practice and the experimental results were not 
affected. The membership function of the pth training pattetn to class k is defined as: 
ｾＨｸｰＩ］＠ [ 1 )/ r 
1+ d(xp,Mk fd 
(3.16) 
where the positive constants /d and fe are the denominational and exponential fuzzy 
generators controlling the spread in the class membership function [Pal and Mitra, 
1992]. This function (3 .16) follows a similar shape to the quadratic function shown 
in Figure 3.1. 
Although the membership function proposed in [Pal and Mitra, 1992] introduces a 
measure of dispersion in the data (i.e., the standard deviation), such membership 
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function does not account for the orientation of the class in the feature space. Figure 
3.3 shows examples of points in R2 grouped to create a class. The membership 
function proposed in [Pal and Mitra, 1992] models clusters of data assuming that the 
features of the input training patterns are statistically independent. This membership 
function based on a weighted distance produces hyperspherical contour lines for 
hyperspherical classes as the one shown in Figure 3.3a for R2• In cases where the 
variance differs along the dimensions, the weighted distance function to the mean in 
(3.15) generates a membership function with hyperellipsoid contour lines as shown in 
Figure 3.3b. The contour lines of function (3.16) fail to approximate the convex hull 
of the class in cases where the data is correlated as shown in Figure 3.3c [Neter et al., 
1993]. The reason is that there is no information in the equation (3.16) about the 
orientation of the class in the space. The convex hull of a class is defined as the space 
in Rn such that if two points of the class are within the space then so are all the points 
on the line segment joining them [Borowski and Borwein, 1989]. In further 
discussion, the algorithm for the calculation of fuzzy labels defined by equations 
(3.15)-(3.16) will be referred to as the spherical fuzzy labelling algorithm (SFLD) for 
brevity. 
(a) 
X 
Convex 
hull 
Contour 
line 
Xt 
(c) 
Convex 
hull 
Contour 
line 
(b) 
Convex 
hull 
Contour 
line 
Figure 3.3. Membership function by [Pal and Mitra, 1992]: (a) Applied to 
variables with similar variances (b) Applied to variables with different variances (c) 
Applied to a class with correlated variables. 
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In [Keller and Hunt, 1985], a method for assigning fuzzy metnbership values given a 
set of labelled sample vectors is proposed. The approach consists in transforming the 
original hard partition of the training patte1ns into a fuzzy constrained partition. The 
membership values should follow several properties: 
• It should be 1.0 if the training pattern is equal to the mean of its class. 
• It should be 0.5 if the training is equal to the mean of the other class. 
• It should be near 0.5 if the training pattern is equidistant from the two means. 
• · It should never be less than 0.5. 
• As a training pattern gets closer to its mean and farther from the other mean, the 
membership value should approach 1.0 exponentially. 
• It should depend on relative distances from the means of the classes rather than 
absolute distances. 
The following membership functions were designed to satisfy the above conditions 
[Keller and Hunt, 1985]: 
For Xp in class 1: 
( d -d J exp f 2 d 1 -exp(-f) 
J..l.l = 0.5+ ) 
P 2(exp(f) -exp(-f) (3.17) 
and 
(3.18) 
For Xp in class 2: 
(3.19) 
exp(J d1 / 2 J-exp(-J) 
f.l2 = 0.5 + _ _..;_ _ _____::...._ _ _ 
P 2( exp(f)- exp(- f)) (3.20) 
Here d1 is the distance from the training pattern to the mean of class 1, d2 is the 
distance from the training pattern to the mean of class 2, and d is the distance between 
the two means. The constant f is a positive value that controls the rate at which 
memberships decrease toward 0.5 [Keller and Hunt, 1985]. The membership 
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functions defined by (3.17)-(3.20) work well for hyperspherical classes. However, as 
shown in Figure 3.4 for R2, the approach fails for classes with ellipsoidal shapes. 
Class 1 
ｾｴｰ］ｏＮｓ＠
Figure 3.4. Contour line of the fuzzy membership function by [Keller and Hunt, 
1985] for a cut value of 0.5 
It is clear from Figure 3.4 that, for example, pattern X1 of class 1 will get a wrong 
membership value of 0.5 to both classes. The method also is only valid for two 
classes. An extension of the original formulation by [Keller and Hunt, 1985] will be 
necessary for classification problems with more than two classes. 
In the case of temporal pattetns, no previous work in this area has been done before. 
However, it can be easily shown (as it will be seen in Section 3.7) that the 
membership function generated by the SFLD algorithm is not always the most 
accurate representation of the degree of similadty between two temporal patterns. 
In the following sections, two algorithms for derivation of fuzzy labels given a hard 
c-partition of Xn are presented. The application of such algorithms results in fuzzy c-
partitions relaxing constraint (3 .2) so that the sum of membership values of a 
particular patte1n to the set of classes is not required to be equal to 1 [Bezdek and Pal, 
1992]. In the case of static patterns, the algorithm accounts for the geometrical shape 
of the classes by fitting the patterns within each class with n-dimensional ellipsoids 
using the matrix of eigenvectors associated to the points in each class. The algorithm 
for temporal patten1s replaces the weighted distance membership function with a 
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multi-membership representation which allows a finer control in detection of peaks in 
the patterns. 
3.4 Fuzzification of Labelling Data in NN Training: Static patterns 
This section introduces a new fuzzy labelling algorithm for the case of static training 
patterns. Supervised neural networks are widely used for classification tasks 
involving static patterns. These patterns are represented by vectors inn-dimensional 
Euclidean space where the components of each vector are measurements of one of n 
features of a particular object. In this section, the design of the fuzzy labelling 
algorithm based on the characteristic membership function of a class is first 
discussed. The process of updating the target labels using the unconstrained fuzzy 
partition obtained from the fuzzy labelling algorithm is then presented. Finally, a 
small example is used to illustrate the algorithm. 
3.4.1 Fuzzy Labelling Algorithm for Static Patterns 
Suppose that training pattern Xp has to be assigned a target label which represents the 
degree of membership of Xp to class Qk· As mentioned in Section 3.3, the target label 
is obtained by evaluating Xp in the membership function charactetising class Qk· The 
approach suggested here for the generation of these membership functions employs a 
variable distance dpk· The value of dpk is calculated as the Euclidean distance from 
the centroid Mk of class Qk to a point P = (p1, ••• ,p11 ) which belongs to an ellipsoidal 
hypersurface encompassing class Qk· The point P is taken as the intersection between 
the ellipsoidal hypersurface and the segment linking Mk and the training pattern Xp, as 
shown in Figure 3.5 for R2·• 
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y 
X 
Figure 3.5. Ellipsoidal bounding of a class 
In Rn the axes of the kth n-dimensional ellipsoid encompassing class Qk are given by 
the nxn eigenvector matrix V obtained as a result of applying the total least square 
method to the training patterns in class Qk· The total least squares method fits a 
hyperplane passing through Mk with a normal vector given by the ith column of V, 
that is ｾｫ＠ = Ｈｶｾ＠ , ... , ｶＬｾ［Ｉ＠ [Nievergelt, 1994]. Vector ｾｫ＠ is the eigenvector 
corresponding to the smallest eigenvalue of the matrix E [ E k , that is, the smallest 
singular value of Ek: 
xlk- Mk k Xn -1nkl 
k 
xli- mki 
k 
x111 -mkn 
ｅｾ｣＠ = x: -Mk = k xd -mkl k xzi- mki k xz, -mkn (3.21) 
ｘｾ＠ -Mk k xrkl- mkl k xrki -m'ki k xrk11 -mkll 
The columns of V are a set of orthogonal vectors which define the principal axes of 
the kth n-dimensional ellipsoid. The eigenvector matrix V is obtained by applying an 
iterative method (QL) to E[ Ek [Mathews, 1987]. A direct result from this method is 
the eigenvalues associated with V which can be found in the diagonal of matrix 
(vk )r (E[ Ek )vk [Nievergelt, 1994]. 
The longitude of the axes of the hyperellipsoid are obtained by calculating the 
average residual error (ARE) along each eigenvector in V. For this purpose an 
orthogonal hyperplane Ht to each eigenvector passing through Mk is derived and the 
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vector a k = (a kl, ••• , cr tm) containing the ARE of each dimension is calculated as the 
average of the total sum of the distances from the training patterns in class Qk to 
hyperplane H;k as follows: 
(J' _ ｾｺ］］ｬ＠ ___ _ ki --
r k 
i = l, ... ,n (3.22) 
The distance between training pattern X; and the hyperplane H;k is calculated as 
[McCrea, 1942]: 
(3.23) 
The n-dimensional ellipsoids with centre at the origin of the coordinate system are 
defined for any point y = (YP ... , y
11
) in R" which verifies the following equation 
[McCrea, 1942]: 
(3.24) 
where '! is a scaling parameter which defines the spread of the n-dimensional 
ellipsoid. The kth n-dimensional ellipsoid defined by (3.24) is assumed to be in the 
centre of the coordinate system with its axes aligned to the Cartesian planes in order 
to simplify calculations. The next step is to determine the intersection point P 
between the hyperellipsoid defined by (3.24) and the segment linking training pattern 
X P ｾ＠ Q k to the centre of the coordinate system. 
The training pattern Xp is translated and rotated to a point AP = (a pl, ••• , a P'l ) using the 
eigenvector directions as follows: 
II 
a pi = L, vJ; (xpi - mk) 
j=l 
i = l, ... ,n (3.25) 
The translation is carried out to compensate the assumption of the kth hyperellipsoid 
being positioned in the centre of the coordinate system. The rotation of the pattern 
compensates the assumption of the kth hyperellipsoid being aligned with the 
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Cartesian planes. The line passing through the centre of the coordinate system and Ap 
is arranged in parametric notation as given below: 
(3.26) 
The intersection point Pis obtained by finding a value t which satisfies (3.24) and 
(3.26). This produces two intersection points. The point Pis selected as the one that 
minimises the distance to the point Ap· The value of dpk is finally calculated as the 
Euclidean distance from P to the centre of the coordinate system. 
(3.27) 
The degree of membership of the training pattetn Xp to class Qk employs the distance 
dph determined as proposed above, and is given by the S-function defined as 
[Driankov et al., 1993]: 
1- 2(11x p- Mk11J2, 
2dpk o ｾ＠ llx p - M k II < d pk 
2(1-llxp- Mk11J2, 
2dpk 
(3.28) 
0 , otherwise 
The S-function is used because it provides a monotically decreasing function of the 
distance to the centroid of class Qk . An example of such a membership function for 
the cluster shown in Figure 3.5 is presented in Figure 3.6a. The elliptical shape of the 
membership function around the cluster is shown through the contour lines in Figure 
3.6b. 
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Figure 3.6. (a) Membership functionJlt· (b) Contour lines for Jlt· 
The membership functions derived through (3.21)-(3.28) reflect the fact that the class 
structure is not necessarily a hypersphere in the space. The hyperellipsoid hull reduces 
to a hypersphere as a particular case of the algorithm when the variance in all the 
dimensions is the same [Windham, 1983]. 
The membership function given by (3.28) is used to modify the labels of the training 
data associated with the pattern Xp which are defmed now as: 
{
1 if xp e nk 
Tq, = Jl 1 (XP) Otherwise 
k -l, ... ,c (3.29) 
The label value of 1 is assigned to all patterns which were initially labelled as belonging 
to a specific class by the hard partition. Thus the neural network is provided with 
labels representing the membership of a training pattern to all classes while preserving 
the maximum degree of membership to the class it was originally assigned to. 
3.4.2 Fuzzy Unconstrained Labelling Data 
The approach in (3.29) relaxes one of the constraints imposed for fuzzy c-partitions 
[Bezdek and Pal, 1992] by allowing: 
(3.30) 
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In this way, training patterns in overlapping class areas will have less influence in 
detennining the BNN weight vector, but the information contained in the hard 
partition is preserved [Ramirez-Rodriguez and Vladimirova, 1996]. 
The relaxation of (3 .2) by means of (3 .30) is possible and there are a few statistical 
approaches to clustering that follow this approach, so that the sutn of membership (or 
probabilities as the case might be) is not required to be one [Krishnapuram and 
Keller, 1993]. This is natural and physically appealing extension of Mrcn to an even 
larger solution space for clustering as introduced in Section 3.1 [Bezdek and Pal, 
1992]. In the case of the fuzzy labelling algorithm, it allows to preserve the 
generalisation abilities of the BNN by modifying the target labels only in areas where 
the data overlap<a) . In this way the contribution of ambiguous patterns to the 
construction of the decision surface is reduced. 
If constraint (3.2) is held, then the info1mation stored in the original hard partition 
will be lost and the BNN will be learning to map the fuzzy c-partition defined by the 
membership values obtained from (3.29). This has no logical meaning, because if 
there is already a method to assign a membership class to a pattern in the sample 
space (i.e., the fuzzy labelling algo1ithm) then there is no need to train a BNN to do 
so. The following example illustrates this point. 
Lets suppose that the membership functions in Figure 3.7 can be used to obtain a 
fuzzy unconstrained 2-partition of the !-dimensional space X. The membership 
functions can be obtained using the fuzzy labelling algorithm proposed in Section 
3.4.1 or the one proposed by [Pal and Mitra, 1992]. 
(a) Kuncheva L., (1996). Personal communication to the author. 
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.__ ____ Class 1 
1------ Class 2 
l-- Overlap -1 
X 
Figure 3.7. Example of membership functions that produce a fuzzy unconstrained 
partition 
Suppose also that three training patterns X 17X 2 and X 3 and a testing patte1n X 4 are 
defined and have the following hard partition: 
ｾ＠ = {1,0} 
T2 = {0,1} 
T3 = {0,1} 
(3.31) 
That is, X 1 belongs to class 1, X2 belongs to class 2 and X 3 belongs to class 2. 
Pattern X 4 is not labelled but it can be easily seen that it belongs to class 2. The 
relaxation of (3.2) using (3.29) allows fuzzy target labels to be defined for each 
patterns as follows: 
ｾ＠ = {1,0} 
T2 = {0.3,1} 
T3 = {0,1} 
(3.32) 
which is a more realistic model of the distribution of the classes in the space as 
compared with the fuzzy unconstrained 2-partition proposed by [Pal and Mitra, 
1992]: 
ｾ＠ = {1,0} 
I; = {0.3,0.7} 
T3 = {0,0.3} 
(3.33) 
The approach proposed by [Keller and Hunt, 1985] generates a fuzzy constrained 2-
partition using the memberships functions shown in Figure 3.8 below: 
85 
-- ! 
.._ ____ Class 1 
1------ Class 2 
flt (X) I-- Overlap ----1 
0.: ······------M.--.::-; ___ ____ __ ___ ｾＭＭＭ ____ i _ 
0 
f f T f 
X 
Figure 3.8. Example of membership function that produce a fuzzy constrained 
partition 
The fuzzy labels for patterns XI' x2 and x3 are respectively: 
ｾ＠ = {1,0} 
I;= {0.45,055} 
7; = {0,1} 
(3.34) 
If a BNN is trained to distinguish between class 1 and 2 with the labels defined in 
(3.31), there will be oscillation in the backpropagation algorithm due to pattern x2. 
The labels in (3.33) alleviate the problem of oscillation by acknowledging the 
membership of pattern X2 to more than one class. However, these labels reduce the 
membership value of the patterns to its own classes. The membership value of 
pattern X3 to its class is reduced because is far from the centroid of class 2. Even if a 
BNN is trained with the labels in (3.33), the generalisation ability of the network is 
seriously compromised because of the reduction in the output target label of pattern 
X3. Thus, testing pattern X4 when submitted to the BNN after training could generate 
an output of zero membership to both classes. 
The fuzzy labels in (3.34) accurately represent the fuzzy partition of the classes in 
Figure 3.8. However, as explained in Section 3.3.2 this method will fail in situations 
where the convex hull of the classes are not hyperspherical (i.e., for n > 1). Finally, 
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there is no reason to train a BNN with the labels in (3.33) or (3.34) if there is ah·eady 
a set of membership functions that can provide a degree of similarity of any patte1n in 
the space X to any of the two classes. 
On the other hand, the labels defined in (3.32) allow the reduction of the oscillation in 
the backpropagation algorithm by modifying only the labels of the training patte1ns 
which are contained within an overlapping area. In this way, the contribution of 
pattern X2 to update the weights arriving to output node 1 (i.e., class 1) is reduced in 
the generalised delta learning rule while maintaining a high degree to its class as 
defined in the original hard partition in (3.31). Furthermore, the generalisation 
capabilities of the BNN is preserved by allowing pattern X3 to define a larger 
decision surface such that testing pattern X4 can be classified as class 2. In further 
discussions, the fuzzy labelling algorithm introduced in here for the case of static 
patte1ns will be referred to as the EFLD algorithm. 
The EFLD algorithm can be summarised as follows: 
• For every class ,Qk 
• Calculate the centroid for each class ,Qk using (3 .14) 
• Form the matrices Ek using (3.21) 
• Obtain the matrices of eigenvector and eigenvalues of E[ Ek by using the QL iterative 
algorithm 
• For every training pattern Xp e class ,Qk 
• Calculate vector O'k using (3.22) 
• Rotate and translate X P -7 AP using (3.25) 
• Calculate dpk by finding a common solution to the parameter t such that (3.26) 
and (3.27) are satisfied 
• Evaluate Xp in (3 .28) 
• Modify the target labels associated to Xp using (3.29) 
3.4.3 The EFLD Algorithm Applied to a Problem Example 
The following is a simple example to show how the EFLD algorithm works. Lets 
suppose that the points with coordinates X1 = (1,2), X2 = (2,6), and X3 = (6,1) in R2 
define class 1. The data in class 2 is composed of only one point, with coordinates X4 
= ( 4,6). The problem consists in finding the degree of membership of the pattern in 
class 2 to class 1. Figure 3.9 shows the classes involved in this small case study. 
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Figure 3.9. Graphical representation of two classes in R2 
The first step according to the algorithm described above is to calculate the mean 
vector for class 1 using (3.14): 
x:1 = 1 
1 -2 Xzl-
ｸｾ Ｑ＠ = 6 
3 3 Lxt Lxt . 
- z=l zl - (1 + 2 + 6) -3 m_2 = z=l z2 = (2 + 6 + 1) = 3 
mu--3-- 3 - ... 1 3 3 
The second step consists in calculating the matrices E1 and E{ E1 using (3.21): 
ｅＮ］｛ｾ］ｾ＠ ｾ］ｾ｝］｛］ｾ＠ ｾＱ｝＠
6-3 1-3 3 -2 
E:E1 = (
14 -7J 
-7 14 
The third step involves the calculation of the matrices of eigenvector and eigenvalues 
using the iterative algorithm QL. This results in [Mathews, 1987]: 
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Using the information provided by the matdces of eigenvector and eigenvalues, the 
vector O"k is calculated as follows: 
1
-
1 (1-3)+-1 (2-3)1 
d(Xi ,Hi)= ,fi ,fi = 2.12 
Ｈｾｊ＠ ＫＨｾＩＧ＠
1 1 I 
--(1-3)+-(2-3) 
d(Xi ,Hn = ,fi ,fi = 0.71 (- ｾｊ＠ ＫＨｾｊ＠
1
-
1 (2-3)+-1 (6-3)1 
d( ｘｾ＠ ,Hi)= ,fi ,fi = 1.41 
Ｈｾｊ＠ ＫＨｾＩＧ＠
1
--
1 (2-3)+-1 (6-3)1 
d( ｘｾ＠ ,Hn = ,fi ,fi = 2.83 (- ｾＩ｜ＨｾＩＧ＠
1
-
1 (6-3)+-1 (1-3)1 
d( ｘｾＬ＠ Hi)= ,fi ,fi = 0.71 
ＨｾＩＧ＠ ＫＨｾＩＧ＠
1
--
1 (6-3)+-1 (1-3)1 
d(XLHn = ,fi ,fi = 3.54 (- ｾｲ＠ ＫＨｾｊ＠
3 
ｌ､ＨｸＺＬｈｾＩ＠
0" 12 = z=l = 2.36 
3 
The parameters calculated up to this point can be seen in Figure 3.10 below: 
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Figure 3.10. Graphical representation of the internal parameters used by the EFLD 
algorithm 
The value of r is heuristically set as two. The next step consists in translating and 
rotating the training patte1n under study using (3.25) as follows: 
X = X 2 = (4 6) A = ( ( 4 - 3) ( 6- 3) ( 4- 3) ( 6- 3)) = (--±- _2_) 
4 1 ' ｾ＠ 4 J2 + .fi ' .fi + J2 .fi'.fi 
Assuming that the ellipse is in the centre of the coordinate system, the parameter d41 
is calculated using the distance between the point (0,0) and the intersection point P. 
The coordinates of Pare obtained by intersecting the segment linking the point (0,0) 
and A1 with the ellipse defined by (3.27). The parametric equation of the segment is 
defined as: 
4 
y =-t l.fi 
2 y =-t 2.fi 
(3.35) 
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According to (3.27), the equation of the ellipse with centre in the origin corresponds 
to: 
2 2 2 2 
yl + y2 =l.!._+_ll_=l 
(2*1.41) 2 (2*2.36) 2 8 22.22 
(3.36) 
Substituting (3.35) in (3.36) results in: 
t 2 = 0.92 
t = ±0.958 
Both values oft are substituted in (3.35) in order to find the coordinates of point Pas 
follows: 
ｾ＠ = (yl' y2 ) = (2.71,1.35) p2 = (yl' y2) = ( -2.71,-1.35) 
1=0.958 t=-0.958 
The point P is selected as the one that minimises the distance between A4 and P. In 
this case it is obvious that this corresponds to P = (2.71,1.25). Finally, the value of 
the parameter d41 is calculated as the Euclidean distance between the centre of the 
coordinate system and P as presented below: 
These final parameters can be graphically seen in Figure 3.11: 
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Figure 3.11. Graphical representation of parameter dpk 
The value of parameter d41 and point X4 are substituted in (3.28) to obtain the final 
degree of membership of pattern X 4 to class 1: 
,ul ( x4) = 2(1-llx4- M111)2 = 2(1- 3.16J2 == 0.46 
2C41 6.06 
Finally, the target labels of pattern X4 are modified using (3.29) as follows: 
T:t = ( 0,1) ｾ＠ (0.46,1) 
These labels represent the degree of similarity of pattern X4 to class 1 and class e. . 
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3.5 Fuzzification of Labelling Data in NN Training: Temporal 
Patterns 
Supervised neural networks have been also applied to the classification of temporal 
patterns. Temporal patterns are defined by n samples which are the result of 
measuring a particular feature during time. An example of temporal data is the 
electrocardiogram (ECG) signal which measures the amplitude of the heart electrical 
activity on the chest. Neural networks trained using static patterns relate their input 
and output by: 
(3.37) 
where 0 is the output, X = ( x1 , ••• , X 11 ) is the input pattern, and F is the overall 
function equivalent to the network operation. The input feature Xi, fori== l, ... ,n, is 
a data value collected at a certain time. On the other hand, neural networks trained 
using temporal patterns define their input/output behaviour by: 
O(t) = F(x(t),x(t-l), ... ,x(t-n)) (3.38) 
where O(t) and X(t) are the output and input respectively, at time t and x(t-i) 
conesponds to the signal delayed by i time units [Fu, 1994]. The amplitude of the 
signal X at time t is obtained by sampling the temporal pattern at a certain frequency. 
The frequency is usually expressed in Hz which conesponds to the number of 
samples per second. In order to pass this information to a BNN, the temporal input 
vector X can be seen as a set of amplitudes such that 
X=(x(t),x(t-l), ... ,x(t-n))=(xpx2 , ... ,x,J. Figure 3.12 shows a typical ECG 
pattern sampled to obtain a discrete representation of the original continuous 
function. 
X 
x(t-i) 
x(t) 
x(t-1) 
____. : 
x(t-n) 
Figure 3.12. Graphical representation of an ECG sampled signal 
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1.-----------------------------------·---------- -
Usually, a large number of samples is needed in order to get a good discrete 
representation of a temporal pattern. As the number of satnples augments, the 
dimensionality and the complexity of the problem also increases. Thus, it is desirable 
to have a fuzzy labelling algorithm capable of quickly processing data for problems 
involving a large number of inputs to the BNN. The fuzzy labelling algorithm 
proposed in here for temporal patte1ns is based on a multi-membership function 
concept. Instead of consttucting a single metnbership function as for the case of 
static patterns, membership functions are constructed for each dimension or sample 
feature. The final degree of membership of a pattern to the template of each class is 
found by applying a fuzzy operator over the evaluated membership functions. 
3.5.1 Fuzzy Labelling Algorithm for Temporal Patterns 
Consider a set of s training patterns X P = ( x pl , ••• , x P'l), and their corresponding hard 
labels TP = (tpp···,tpc) withp = l, ... ,s. The labels Tp are a hard partition dividing XP 
into c subsets of rk training patterns denoted by x; with k = l, ... ,c and z = l, ... ,rk. 
x;. The mean of each class Mk is defined in the satne way as (3.14). Fuzzy labels 
f..Lk (X P) for temporal patterns are defined as follows. For each mean component mki, 
a membership function f..l ki is constructed. The support or spread of each 
membership function f..l ki is controlled by a parameter dki as shown in Figure 3.13. 
94 
.. ·-- -- --- ·-- - ·--·- ··- ---·---------· - . ·-·-- -·- ·-- ------
Amplitude 
1 2 3 4 5 
.... 
"'' I 
I 
I 
I 
I 
I 
Figure 3.13. Membership functions f.l ki for tetnporal patterns 
The value dki is calculated using a measure of dispersion around the mean of each 
feature, as follows: 
(3.39) 
where i = l, ... ,n; k = l, ... c; rk is the number of training patterns x: in class k and'! 
is a scaling parameter for dki· Following a similar approach as in the case of static 
patte1ns, the membership function f.lki is given by the S-function [Driankov, 1993]: 
(3.40) 
0 , Otherwise 
The final degree of membership of training pattern Xp to class Qkis obtained as: 
f.lk(XP) = min[J.lk;(xP),f.lki(xPi)] for i = l, ... ,n j = l, ... ,n i ':/:. j (3.41) 
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L-------------------------------------------------------------. Ｍ ｾ ﾷ＠ . 
Finally, the labels of the training data set are modified as follows: 
{
I if xp E nk 
Tkp = Jl k(XP) Otherwise k=l, ... ,c (3.42) 
The use of the fuzzy min operator allows the detection of peaks in the signal which 
sometimes is not possible using a unique membership function based on a distance 
criterion. A high variation in the amplitude of one component is not confused with 
small changes in a relative high number of components due to noise or other artifacts. 
An example of a set of membership functions J1 ki over an ECG template represented 
by n = 41 samples is shown in Figure 3 .14a. The contour lines of the membership 
functions around the ECG template are shown in Figure 3.14b. 
1.4 
1.2 
0.8 
j 0 .6 
l 0.4 
-02 
-0.4 
Sample 40 .0.5 10 15 20 25 30 35 40 Samples 
(a) (b) 
Figure 3.14. ECG template: (a) Membership functions Jlld for an ECG template. 
(b) Contour lines for the membership functions 
The TFLD algorithm can be summarised as follows: 
• For every class ｮｯｾＺ＠
• For every dimension i 
• Calculate the centroid for each class nk using (3.14) 
• Obtain dki using (3.39) 
• For every training pattern Xp ｾ＠ class ｮ ｯｾＺ＠
• Evaluate Xp in (3.40) 
• Calculate ,Lllc(Xp) using (3.41) 
• Modify the target labels associated to Xp using (3 .42) 
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3.5.2 The TFLD Algorithm Applied to an Example Problem 
The following example shows how the TFLD works. Lets suppose that the patterns 
X= {X17 X2 ,X3 } shown in Figure 3.15 correspond to the class Normal. The TFLD 
algorithm is applied to find the degree of sitnila.rity between pattern x4 and the class 
Normal. 
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Figure 3.15. Temporal patterns for example problem 
In this particular problem the number of samples or dimensions is n = 5. The first 
step consists in calculating the mean vector for the class, that is: 
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... .. -----·---------------------; 
3 Lxz1 
- E_- (1+2+ 1) -133 
ml- - -. 3 3 
3 
Lxz3 
m ］ｾ］＠ (4 + 4 + 3) =3.66 
3 3 3 
3 
3 Lxz2 
m2 = £!.._ = (5+4+5) = 4.66 
3 3 
3 
Lxz4 
ln =EL_= (3+2+4) =3 
4 3 3 
Lxz5 
m =EL_= (l+0+ 1) =0.66 
s 3 3 
The mean vector constitutes the template for the class Normal and is shown in Figure 
3.16 below: 
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Figure 3.16. Template vector for the temporal patterns in the example problem 
The next step is to calculate the parameter dki for each dimension using (3.39) as 
follows: 
where the value of -r is set to two heuristically. The following step consists in 
evaluating X4 in the membership functions defined by (3.40) as follows: 
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II (x ) = 1- 2(1x41- ｭｾｉｊｺ＠ = 0.93 
r1 41 2C 1 
( ) -1 2(1x43 -1'11:31Jz- 093 J.l3 X43 - - - · 2C3 
Finally, the degree of membership of pattern X4 to class Normal is obtained using 
(3.41) as follows: 
J.l Normal ( X4) = min(0.93,0.72,0.93,0.72,0.93) = 0.72 
This value indicates that pattern X4 has a strong resemblance with the class Normal. 
3.6 Experimental Study of the Labelling Algorithm for Static 
patterns 
To illustrate the advantages of the proposed algorithm for "ellipsoidal" fuzzification 
of labelling data (EFLD) the well known in the pattern recognition field IRIS data set 
was used. It is composed of three classes known as Iris Setosa, his Versicolour and 
Iris Virginica, each with 50 sample vectors. Each sample vector has four features 
representing sepal length, sepal width, petal length and petal width. Since the last 
two classes overlap, they are nonseparable [Fisher, 1936]. 
The proposed EFLD algorithm was compared against an algorithm based on the 
assumption of spherical classes, known as the SFLD algorithm introduced in Section 
3 .4.2. This SFLD algorithm is a classical exatnple of a fuzzification algorithm based 
on the assumption of classes with features statistically independent. The algorithms 
were applied to two small subsets of patterns which were chosen from IRIS data set 
features 1 and 3 as shown in Figure 3.17. 
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Figure 3.17. Components 1 and 3 of the IRIS data set 
The first subset, denoted by A, consisted of five patterns located in an overlapping 
area. The second subset B contained patterns belonging to the class Iris Versicolour. 
The results of applying EFLD and SFLD to subsets A and B using 1: = 2 are 
presented in Table 3.1. 
Table 3.1. Experimental results of EFLD and SFLD algorithms for a subset of the 
his data set 
EFLD SFLD 
Subset Pattern Versicolor Virginica Versicolor Virginica 
1 1.00 0.62 0.84 0.68 
2 0.51 1.00 0.83 0.72 
A 3 0.04 1.00 0.60 0.80 
4 0.18 1.00 0.69 0.80 
5 1.00 0.83 0.60 0.83 
1 1.00 0.00 0.58 0.41 
B 2 1.00 0.00 0.53 0.42 
3 1.00 0.00 0.55 0.47 
4 1.00 0.00 0.52 0.51 
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As it is seen from Table 3.1, the proposed EFLD algorithm produces accurate 
1nembership function values (fuzzy labels) for the pattetns in the subsets A and B. 
Below is given geometrical interpretation of the results based on Figure 3.18. 
In the case of subset A, although pattern 1 (Iris Versicolor) was inside of the ellipse 
E2 bounding class Iris Virginica, it was very close to it. That is why its membership 
value to class Iris Virginica was just above 0.4. Pattern 2 (Iris Virginica) was 
assigned the membership value of 0.51 because it was virtually on the ellipse E1 
. 
bounding class Iris Versicolor. Pattetns 3 and 4 (his Virginica) were considerably 
further from E1 and therefore were assigned low membership values. Pattetn 5 had a 
high degree of membership to class h·is Virginica as fully contained in E3. 
'E 
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Figure 3.18. Bounding of the IRIS classes Versicolor and Virginica 
The patterns belonging to the subset B were out of the range of the membership 
function characterising class Iris Virginica, and thus were assigned a zero as 
membership value. It is important to notice here, that it was not only the distance to 
the centre of the classes (centroids) the criterion employed to obtain the membership 
functions, but also the shape of the class hull. As shown in Table 3.1, the SFLD 
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algorithm gives erroneous membership grades for both subsets. In subset A, the 
patterns are assigned very similar fuzzy labels due to the assumption of uncorrelated 
input variables. In subset B, the high degree of membership to class h·is Virginica in 
patterns clearly belonging to the class Iris Versicolour are due to their proximity to 
the mean of the class h·is Virginica. 
Thus, the comparison of the EFLD and SFLD algorithms using the IRIS data set 
reinforces the fact that the EFLD algorithm performs better than the SFLD algorithm 
because it employs "elliptical" hull criterion in addition to the weighted distance 
criterion, which is used by the SFLD algorithm. 
3. 7 Experimental Study of the Fuzzy Labelling Algorithm for 
Temporal Patterns 
This experimental study was carried out with the aim to investigate the advantages of 
the TFLD algorithm proposed in Section 3.5 over the SFLD algorithm outlined in 
Section 3.3. Although the SFLD algorithm was not designed specifically for 
temporal patterns, it is based on the weighted distance of a pattern to the mean of its 
class. The ECG patterns used in this study were taken from the MIT-BIH 
Anhythmia Database. The signal is composed of three different QRS complexes 
which are shown in Figure 3.19. For the purposes of the experiment the medical 
meaning of those patterns is not important. 
Class 1 Class2 Class 3 
Figure 3.19. QRS complexes identified in the ECG signal 
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The training set consisting of 33 patterns for each class was processed with the TFLD 
algorithm proposed in Section 3.5 and compared against the SFLD algorith1n [Pal and 
Miu·a, 1992]. Overlapping was visually observed between classes 1 and 2 as certain 
patterns seemed to belong to both classes. Three of these fuzzy patte1ns and two 
patterns very close to the templates of class 1 and class 2 (i.e., crisp patterns) were 
chosen to demonstrate the ability of the proposed algorithm to create fuzzy labels. 
The five patterns are shown in Figure 3.20. 
Amplitud 
1.0 
0.5 
l ｾ＠ \J ｾ＠
.r\ ｾ＠/ 1/ v 11 0.0 
2 3 4 5 
Patterns 
Figure 3.20. Selected QRS Complexes for illusu·ation 
The results after applying the TFLD and the SFLD algorithms for a value of 1: = 2 are 
shown in Table 3 .2. It is seen from the results how the TFLD algorithm is able to 
produce accurate fuzzy labels for both fuzzy patterns and crisp patterns. It is possible 
to label the training patterns in a simple but effective way using the fuzzy min 
operator. On the other hand, the results of applying the standard algorithm SFLD 
based on a weighted distance criterion are confusing. 
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Table 3.2. Target labels for QRS complexes using the TFLD and SFLD 
algorith1n 
TFLD SFLD 
Pattern Class 1 Class 2 Class 1 Class 2 
1 0.49 1.00 0.52 0.91 
2 1.00 0.36 0.58 0.83 
3 0.65 1.00 0.56 0.86 
4 1.00 0.07 0.68 0.77 
5 0.01 1.00 0.43 0.90 
Figure 3.21 shows pattern 4 and the template patterns for class 1 and 2. A visual 
comparison of pattern 4 against the two templates reveals that pattern 4 belongs to 
class 1. This comparison is based on the turning points of both patte1n 4 and the 
templates. Table 3.2 shows how for pattein 4, the TFLD algoritlun assigns a large 
membership value to class 1, whereas the SFLD algorithm fails to produce an accurate 
membership value. 
Amplitude 
1.0 ,-----,,_-----,------,-------....--,-----.-----, 
0.5 
10.0 20.0 30.0 
- Pattern4 
lr----6 Class 1 
ｾ｣ｬ｡ｳｳＲ＠
40.0 
Samples 
Figure 3.21. Pattern 4 and templates for classes 1 and 2 
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The 1nin operator then allows a finer control in the assignment of fuzzy labels than 
using only a distance criterion when evaluating the degree of similarity mnong the 
pattetns. 
3.8 Limitations of the Proposed Algorithms 
The litnitations of the fuzzy labelling algorithms are concerned with the 
approximation of the hull of the classes. The algorithms assume that the classes 
involved in the classification problem have a convex hull. In cases where this 
condition is not verified, the algorithm can produce erroneous membership values. A 
possible solution to this problem is to cluster the training data within each class and to 
apply the algorithms to each sub-cluster. The unsupervised fuzzy partition-optimum 
number of clusters (UFP-ONC) algorithm can be used to obtain such intetnal 
pmtition of the classes [Oath and Geva, 1989]. In cases where a class fully 
encompass another class, the algorithms will not produce a satisfactory partition. 
However, such cases are rm·ely encountered in real classification problems. 
3.9 Conclusions 
New algorithms for fuzzification of labelling data used for training supervised neural 
network classifiers have been defined. During training, the errors are back-
propagated for weight updating according to the membership values at the output 
nodes provided by the labelling algorithms. The algorithms generate fuzzy labels 
upon a hard c-partition. The labels take into account the fact that a training pattern 
may belong to more than one class. 
In the case of static patters, the algorithm is based on the assumption of ellipsoidal 
class hull and relaxes one of the constraints of fuzzy c-partitions allowing 
conservation of the information contained in the crisp labels. The suggested 
approximation of convex hull classes using n-dimensional ellipsoids is a more general 
solution than using n-dimensional spheres when the input data is correlated [Keller 
and Hunt, 1985; Pal and Mitra, 1992]. The algorithm for temporal patterns based on 
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the min operator provides a fast computational model for the calculation of the 
membership functions required to generate the fuzzy labels. The labels obtained from 
this algorithm are capable of precisely representing the degree of similarity of a 
training pattetn to the different class templates involved in the classification problem. 
Software simulations have shown the correctness of the fuzzy labels obtained through 
the proposed algorithms. 
A neural network capable of conectly assigning membership values has a major 
consequence. Patterns residing in areas of overlapping data classes can be better 
distinguished from patterns representing unequivocally their class. In areas such as 
medicine, this could be a set of symptoms associated to more than one disease at the 
same time. In a classification problem, this could draw attention to additional 
features allowing to separate the data in the overlapping area. 
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Chapter4 
Fuzzy-Neural Classification of Overlapping Data Sets 
The main objective of this chapter is to illustrate the use of the algo1ithms derived in 
Chapter 3 and to compare the results with conventional approaches. Chapter 3 
introduced two new algorithms for the classification of ill-structured data. These 
algorithms were designed to attack two major problems encountered in BNN 
classifiers trained with overlapping data sets. The first problem is the presence of 
oscillations in the backpropagation algorithm due to similar patterns being assigned to 
different classes. The second problem is the creation of decision surfaces that 
separate the overlapping classes in a way that minimises the probability of 
misclassification. This approach fits decision surfaces that separate the classes 
instead of detecting and isolating the areas of uncertainty in the sample space. 
Previous work in the area addressed these problems using constrained fuzzy partitions 
and hyperspherical approximation of the hull of the classes. Chapter 3 presented a 
theoretical explanation of the disadvantages of these approaches while introducing 
new algorithms that overcome the limitations imposed by these assumptions. 
The cases studies in this chapter are designed to enlighten the advantages of the 
proposed algorithms in classification involving ill-structured classes. The first case 
study is related to static patterns. The EFLD algorithm defined in Section 3.4 is 
tested in different classification problems of increasing complexity in terms of the 
number and size of the overlapping areas in 2-dimensional spaces. These 
experiments are particularly concerned with the ability of BNN to identify areas of 
overlapping through the use of thresholds at the output level of the networks. The 
second case study investigates the fuzzy labelling algorithm TFLD for the case of 
temporal patterns defined in Section 3.5. The algorithm is applied to BNN trained to 
recognise atrial fibrillation episodes in selected ECG records from the MIT -BIH 
Arrhythmia Database and the MIT-BIH Atrial/Flutter Fibrillation Database [Moody 
and Mark, 1990]. Atrial fibrillation episodes have similar patte1ns to those of many 
other arrhythmias. Therefore, uncertainty is present at the input training data. The 
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case study also investigates the effects of the TFLD algorithm on the performance of 
BNNs by measuring the change in predictivity and sensitivity curves for different 
threshold values in comparison with a conventional BNN. 
The chapter is divided as follows: General considerations about the setting of the 
parameters used in the case studies are presented in Section 4.1. Section 4.2 presents 
the case study involving static pattetns. Section 4.3 discuss the case study involving 
temporal pattetns. The conclusions of the experimental study are presented in 
Section 4.4. 
4.1 General Considerations 
The first parameter that affects the perfotmance of the fuzzy labelling algorithms 
proposed in Chapter 3, is the scaling factor -r which defines the support of the 
membership functions f..l.k· The larger the value of -r the broader the support of the 
membership functions. Software simulations have shown that a n-dimensional 
ellipsoid built at -r = 2 from the centroid of a class encompasses around 90 % of the 
patterns in the class. That is, assuming a nonnal distribution of the patterns around the 
tnean of each class. For values of 't smaller than 2, the crossover point (i.e., Jlk = 0.5) 
of the fuzzy metnbership functions is moved from the boundaries of the class towards 
the centroid. Thus, patterns close to the centroid are assigned membership values near 
to 1 while patterns in the boundaries of the class receive target labels below 0.5. For 
't > 2, patterns in the boundaries of the class receive target labels above 0.5. Thus, in 
most cases a value around two provides a good choice for 't in both the EFLD and 
TFLD algorithms. 
In the case studies reviewed in this chapter, different values of 'r in the fuzzy labelling 
algorithms were investigated. In the case of expe1iments involving static patterns 
(Section 4.2), 'r values ranging from 1 to 3 were implemented in the EFLD algorithm. 
The fuzzy labelling algorithtn for temporal pattetns TFLD was investigated for -r 
values between 0.75 and 1.5 (Section 4.3). The effects of varying this value was 
exactly the same for both algorithms. The smaller is -t; the more similar the fuzzy 
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labels were to the original crisp target labels. The same observation applied to the 
actual classification rates. As the value of 1: increased, all the target labels assumed 
values near 1, and thus a patte1n virtually belonged to all the classes. The 
experiments presented in this chapter cones pond to 1: values which produced the best 
equilibrium between these two extremes. In the case of static patterns, '! = 2 was 
found to provide the best performance. Experiments involving temporal patterns 
such as atrial fibrillation episodes were found to produce the best results for 1: = 1. 
The selection of the values depends on the problem at hand and the amount of overlap 
present in the training data. 
The second parameter that directly influences the classification results of the BNN is 
the threshold value at the output level of the network. This threshold value serves 
two different purposes in the case studies reviewed in here. In the case of static 
patterns, it is used to define the concept of fuzzy patterns, which is formally 
introduced later in Section 3.2. Testing patterns are considered to be fuzzy when 
they are lying in an overlapping area. The smaller the value of the threshold the 
bigger the area in the sample space to be considered as an overlapping zone and the 
larger the number of patte1ns that are classified as being fuzzy. Thus, in the case of 
static patterns (Section 4.2) the best fuzzy labelling algorithm was identified as the 
one producing the best classification rates for the same threshold value independently 
of the complexity of the problem. In the case study on temporal patterns (atrial 
fibrillation episodes) in Section 4.3, the threshold value played a different role. The 
threshold value was used to manipulate the predictivity and sensitivity rates of the 
BNN. The main objective in these experiments was to manipulate these parameters 
and still maintain the same overall classification rate. 
The topology and training parameters of the BNNs used in the case studies were 
selected empirically on the basis of exhaustive software simulations. In the case of 
the size of the network, the number of the input units was set according to the 
､ｩｭ･ｾｩｯｮ｡ｬｩｴｹ＠ of the classification problem (i.e., two dimensions). The number of 
output units corresponded to the number of classes involved in the problem. 
Different number of hidden units were investigated in the experiments starting from 5 
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units up to 15 units. In general, the best results were achieved at 10 hidden units. 
The initial weights of the BNNs were set with random numbers in the interval [-1,1]. 
During training, the learning rate parameter of the backpropagation algorithm was 
adjusted by the means of the fuzzy system presented in Section 1.3.1. The 
momentum term and the slope of the activation function were empirically fixed at 
constant values of 0.3 and 1.0, respectively. 
4.2 Case study: Classification of Static Patterns in Overlapping 
Data Sets 
In order to evaluate the effectiveness of the proposed EFLD algorithm, it was applied 
to different sets of data and the results were compared with conventional approaches. 
For this purpose a similar version of the fuzzification algorithm proposed in [Pal and 
Mitra, 1992] which has already been defined and referred to as SFL'D in Section 3.3, 
was implemented. The SFLD algorithm is based on a weighted Euclidean distance to 
the mean of each class. Also, the interval BNN defined in Section 2.2 was trained 
using the EFLD algorithm. The training data sets consisted of the IRIS data set and 
three artificially generated classification problems. The problems are presented in 
ascending order according to their degree of complexity with respect to the number of 
the overlapping areas and the amount of overlap. 
The main purpose of the experiments was to verify the ability of BNN to identify 
patterns residing in areas of overlap between two classes (i.e., fuzzy patte1ns). In this 
way, the concept of a crisp decision surface minimising the probability of 
misclassification is replaced by the idea of fitting the overlapping area with the 
decision surface. Therefore, if a classifier is capable of distinguishing between crisp 
and fuzzy areas, it can be guaranteed that once a crisp patte1n is identified by the 
classifier, there is no possibility of that pattern being mistakenly classified. Patterns 
identified in the overlapping areas can be subject of a more exhaustive classification 
process based on additional information. This of course, involves a perfect definition 
of the overlapping or crisp areas which is unrealistic in most cases but constitute the 
main aim in these experiments. 
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The following classification parameters were measured during the testing of the 
BNNs: 
Crisp Patterns %: Percentage value indicating the amount of patte1ns correctly 
classified by the system as belonging to one of the nonoverlapping areas (having no 
more than one output neuron firing above a certain threshold). This statistics 
measures the accuracy of the networks to co!Tectly classify patterns without any 
uncertainty. 
Fuzzy Patterns %: Value indicating the percentage of patterns correctly identified as 
belonging to the overlapping areas (all of the output neurons associated to the 
overlapping classes must fire above a certain threshold). The statistics show the 
ability of the network to identify uncertain patterns during the classification process. 
The architecture of the BNNs selected for the IRIS data set study had 2 input, 5 
hidden and 3 output units. For the other data sets, BNNs with 2 input, 10 hidden and 
a varying number of output units corresponding to the number of the classes were 
used. The same experhnents were carried out using BNNs with a 2-5-X and 2-15-X 
configuration. The results for these networks are not shown in here but produced 
similar results to those for the 2-10-X configuration. The following NNs were 
investigated: 
• Network17 a BNN trained using the EFLD algotithm. 
• Network2, a BNN trained using the SFLD algorithm. 
• Network3, a BNN trained using crisp labels. 
• Network4, an interval BNN trained using the EFLD. 
The initial weight matrices for all the networks were the srune. The objective of the 
tests on Network4 was to investigate the effects of integrating fuzzy numbers and 
fuzzy labels in the same architecture. For this purpose, the interval BNN for the case 
of fuzzy labels derived in Appendix C is used. Fuzzy numbers using two ,8-level sets 
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were constructed upon the real numbers contained in the original training set. The 
support for each fuzzy number was heuristically fixed to a constant value of 0.4. 
The membership used to represent the fuzzy numbers were triangular. The values for 
{31 and /32 were 0.9 and 1.0 respectively. 
4.2.1 The IRIS Data Set 
The 150 patterns which comprise the IRIS data set were used to train three 
backpropagation neural networks following a leave-one-out method due to the small 
size of the data set [Raudys and Jain, 1991]. The leave-one-out method was applied 
by taking one pattern as a test, and training the network with the remaining 149 
patterns, then repeating for the next pattern. This made a total of 450 trained 
networks which were tested individually. The area of overlapping was defined in this 
particular case as the zone for which the convex hull of classes Iris Virginica and Iris 
Versicolor overlapped. The number of patterns in the overlapping area (fuzzy 
patterns) corresponded to 6 %of the data while the rest (94 %) were crisp patterns. 
Different threshold values for the activation function of the BNN output nodes were 
tested. The best three results obtained and theu: corresponding threshold values are 
presented in Table 4.1. 
The overall classification rate is the parameter that measures the performance of the 
classifier. It is seen from Table 4.1 that Network1 learned to identify between crisp 
and fuzzy patterns obtaining high classification rates for both cases and thus a high 
overall classification rate. Network2 produced a high classification rate for fuzzy 
patterns but a low rate for crisp pattetns. Network3 performed very similar to 
Network1 in the identification of fuzzy patterns, however the overall classification rate 
for crisp pattetns was much lower. It is also seen that changes in the threshold of 
Network1 is translated in a perfect trade off between crisp and fuzzy pattetns (i.e., the 
overall classification rate remains the same for different thresholds). This is produced 
by a smooth decision surface. 
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Table 4.1. Experimental results for the IRIS data set 
Network Threshold Crisp Pattetns Fuzzy Patterns Classification Rate 
2-5-3 Value Outof94% Outof6% Out of 100% 
0.4 87.3 4.27 92.0 
Network1 0.5 90.0 2.0 92.0 
(Fuzzy EFLD) 0.6 90.7 1.3 92.0 
0.5 73.3 6.0 79.3 
Network2 0.6 79.3 4.7 84.0 
(Fuzzy SFLD) 0.7 84.0 2.0 86.0 
0.1 84.3 4.7 90.0 
Network3 0.2 88.0 3.3 91.3 
(Crisp) 0.3 88.7 0.6 89.3 
In the IRIS data set, the amount of overlap between classes Iris Virginica and his 
Versicolor is considerably small. However, the results obtained by the proposed 
EFLD in this experiment showed a considerable improvement in the classification 
rates and stability of the network, even at such low degree of overlap. 
4.2.2 The TWOCLASS Problem 
The TWOCLASS data set consisted of 166 patterns randomly generated to produce 2 
overlapping classes of data in a two dimensional space. A total of 2000 pattetns were 
used to test the networks. The problem was split into four subproblems by modifying 
the class shape and the degree of overlap between the classes. The classification 
problem is shown in Figure 4.1. The degree of overlap is represented by the number 
of patterns within the overlapping area in relation to the total number of patterns. 
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Figure 4.1. TWOCLASS problem: (a) 10.9% of overlap. (b) 24.1 % of overlap. 
(c) 34.5% of overlap. (d) 44% of overlap. 
The percentage of patterns in the overlapping area slightly changed in the testing set 
with respect to the training set due to the fact that the pattetns are generated 
randomly. The results are presented in Table 4.2. The threshold value corresponds to 
the best classification rate achieved by a particular network. In the optimal case, the 
percentage of crisp patterns and fuzzy patterns should match the value indicating the 
percentage of patterns in the overlapping and nonoverlapping (i.e., crisp or well-
defined) areas respectively. 
It is seen from the results in Table 4.2 that BNNs trained using EFLD (i.e., Network1 
and Network4) had a good performance for all of the subproblems. The amount of 
overlapping did not seem to affect the ability of the EFLD networks to disctiminate 
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the patterns. The stability in the value of the threshold for which Network1 produces 
the best results shows the robustness of the BNN as the complexity of the problem 
increases. Network2, trained with SFLD, was always performing well under the 
classification rates obtained by EFLD Network1 and EFLD Network4. An exception 
is at 42.55 % which is obviously due to the shape of the classes (i.e., square). In this 
case both algorithtns produce similar results. 
Table 4.2. Experimental results for the TWOCLASS problem 
Overlap in Network Tht·eshold Crisp Fuzzy Classification 
Test Data Value Patterns Pattetns Rate 
(X) Out of (1 00-X) % OutofX% Out of 100% 
Network1 0.5 84.9 11.5 96.4 
12.5% Network2 0.8 83.3 8.6 91.9 
Network3 0.06 84.5 10.9 94.4 
Network4 0.5 86.6 11.6 98.2 
Network1 0.6 78.8 17.5 96.3 
19.7% Network2 0.8 74.7 14.9 89.6 
Network3 0.08 74.3 13.1 88.4 
Network4 0.5 79.1 14.4 94.5 
Network1 0.5 67.3 28.8 96.1 
31.4% Network2 0.9 64.4 24.3 90.7 
Network3 0.04 66.4 28.8 92.2 
Network4 0.5 67.2 29.5 96.7 
Network1 0.5 55.1 39.0 94.1 
42.6% Network2 0.9 54.3 37.1 91.4 
Network3 0.09 53.2 40.3 93.5 
Network4 0.5 54.7 39.4 93.1 
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In the case of crisp labels (Network3), the results corroborated the conjectures about 
BNN producing ill-defined decision surfaces because of similar patterns being 
assigned to different classes. In this experiment, Network3 did not converge to a good 
decision surface in the second subproblem (i.e., 19.7 % of overlap). These results 
suggest that BNN trained using crisp labels in problems with overlapping data sets 
might not converge to a good solution. How to determine whether a BNN trained 
using uncertain data will converge to a good solution or not, is unknown. The 
performance of Network4 was in most cases better than Network1• A possible 
explanation to this, is the larger training data set obtained from the two {3-level set 
representation in the training of Network4• 
4.2.3 The THREECLASS Problem 
The THREECLASS data set consisted of 300 pattetns randomly generated to produce 
three classes overlapping in a two dimensional space. The problem was divided into 
four subproblems by increasing the area of overlapping among the classes. The 
THREECLASS probletn is shown in Figure 4.2. 
A total of 2100 patterns were used to test the networks. The best results are presented 
in Table 4.3. In this case, the behaviour of Network1 and Network4 was once again 
consistent. The classification rates were almost the same no matter the amount of 
overlapping and the optimal threshold values were around 0.5. Variability in the 
network response was observed for Network2 as the overlap between the classes 
increased. Network3 managed to converge into a good decision surface in the first 
three cases but failed in the last one. 
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THREECLASS problem. (a) 8% of overlap. (b) 17.3% of overlap. (c) 
22.6% of overlap. (d) 31.3% of overlap. 
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Table 4.3. Experimental results for the THREECLASS problem 
Overlap in Network Threshold Crisp Fuzzy Classification 
Test Data Value Patte1ns Patterns Rate 
(X) Out of (100-X)% OutofX% Out of 100% 
Network1 0.5 89.7 4.9 94.6 
8.5% Network2 0.7 78.3 12.5 90.8 
Network3 0.1 86.5 4.8 91.3 
Network4 0.5 89.7 4.8 94.5 
Network1 0.5 80.0 13.3 93.3 
17.8% Network2 0.8 785 14.1 92.6 
Network3 0.2 80.6 12.1 92.7 
Network4 0.5 80.1 12.3 92.4 
Network1 0.5 72.0 20.8 92.8 
24.7% Network2 0.8 67.2 14.4 82.6 
Network3 0.09 67.8 22.8 90.6 
Network4 0.5 72.6 20.1 92.7 
Network1 0.6 66.3 28.0 94.3 
31.6% Network2 0.8 54.2 28.4 83.6 
Network3 0.07 61.9 24.6 86.5 
Network4 0.5 64.7 29.4 94.1 
4.2.4 The FOURCLASS Problem 
The FOURCLASS data set consisted of 400 patterns randomly generate-d to produce 
four classes of data overlap in a two dimensional space. The problem was divided 
into four subproblems varying the overlap and the shape of the classes. The 
FOUR CLASS problem is shown in Figure 4.3 
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Figure 4.3. FOURCLASS problem. (a) 15% of overlapping. (b) 22.5% of 
overlapping. (c) 37% of overlapping. (d) 50.3% of overlapping 
A total of 2000 patterns were used to test the networks. The results are presented in 
Table 4.4. The results of this experiment corroborated the findings of the previous 
experiments. The networks trained using the proposed EFLD algorithm Network1 
and Network4 once again produced a stable response as the amount of overlapping 
was increased. Network2 showed the same unstable behaviour as in the previous 
experiments with classification rates under satisfactory levels. Network3 produced 
acceptable classification rates, but failed to converge when the atnount of overlapping 
reached 51.4 %. 
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Table 4.4. Experitnental results for the FOURCLASS problem 
Overlap in Network Threshold Crisp Fuzzy Classification 
Test Data Value Patterns Patterns Rate 
(X) Out of (100-X)% OutofX% Out of 100% 
Network1 0.5 84.7 12.4 97.1 
14.8% Network2 0.7 74.6 13.7 89.3 
Network3 0.04 81.3 10.9 92.2 
Network4 0.5 83.8 12.5 96.3 
Networkt 0.5 79.5 17.0 96.5 
19.7% Network2 0.8 76.9 12.4 89.3 
Network3 0.1 78.5 14.2 93.6 
Network4 0.5 77.2 16.2 93.4 
Network1 0.5 64.9 28.4 93.3 
32.9% Network2 0.8 59.8 27.9 87.7 
Network3 0.09 64.6 29.1 93.7 
Network4 0.5 64.4 28.2 93.6 
Networkt 0.5 46.8 44.7 92.5 
51.5% Network2 0.8 44.0 46.8 90.8 
Network3 0.2 44.4 38.6 84.0 
Network4 0.5 46.5 47.1 93.6 
4.2.5 Analysis 
The experiments in Sections 4.2.1-4.2.4 have shown that the BNNs trained using the 
proposed EFLD algorithm (i.e., Network1 and Network4) improve their ability to 
detect fuzzy patterns in comparison with previous work in this area. Further in this 
section an explanation is given to that with illustrations, based on the TWOCLASS 
subproblem with 19.7% presented in Section 4.2.2. 
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BNN Trained Using the EFLD Algorithm 
The BNN Networkt assisted by the EFLD algorithm produced well defmed decision 
sutfaces as shown in Figure 4.4a for class two in the TWOCLASS problem. Although 
fuzzy labels were used in this case during training, this sutface still shows the effects of 
contradictory data during training. Some uneven areas can be seen on the decision 
surface around the overlapping area which was defined for this particular problem as 
the rectangle with vertices (2,2),(2,4),( 4,4),( 4,2) in Figure 3.4b. However, the 
backpropagation algorithm did not oscillate during training because of avoiding 
assignment of similar patterns to different classes. Figure 3.4b shows the contour line 
for a cut of value 0.6. It can be seen that the overlapping area is very well enclosed by 
the contour lines, explaining the high classification rate obtained for this problem (i.e., 
96.3 % ). The label "Cl" and "C2" define the regions which are considered by the 
BNN as class 1 or class 2, respectively. The label ''F" corresponds to the area which 
the BNN classifies as fuzzy. 
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Figure 4.4. 1WOCLASS problem ( 19.7 % ). (a) Decision surface for class two for 
the BNN trained with EFLD. (b) Contour lines at 0.6level in the two output units 
In all the experiments (including the IRIS data set), the optimal classiftcation rate was 
obtained for threshold values around 0.5. Ahhough the data is not presented in here, 
the classification rates for Network1 did not change considerably for values around the 
optimal threshold. In a smooth and well defined decision surface, a change in the 
threshold should not affect the final classification rate because within each contour line 
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the percentage of crisp patterns increases approximately in the same proportion as the 
percentage of fuzzy patterns decreases and vice versa. Thus, in the best case, the 
choice of the threshold value becomes a trade off between the percentage of fuzzy and 
crisp pattern yielding the same overall classification rate. In the case of an ill-defined 
decision surface the choice of the threshold can strongly affect the classification rate of 
the networks because the area defined by the contour line changes shape with each 
threshold. 
BNN Trained Using tbe SFLD Algorithm 
The BNN trained using the SFLD algorithm (Network2) did not have enough crisp 
information in the labelling data to produce good decision surfaces as shown in Figure 
4.5a. In this case the percentage of fuzzy patterns was always high while the 
percentage of crisp patterns remained low. The "softness" of the contour lines in the 
decision surfaces made the cJassiftcation rate to be very low in most cases as is shown 
in Figure 4.5b. It is seen that the overlapping area defined by the BNN is too broad 
and thus crisp patterns are mistakenly classified as fuzzy. 
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Figure 4.5. TWOCLASS problem (19.7 %). (a) Decision surface for class two for 
the BNN trained with SFLD. (b) Contour lines at 0.8 level in the two output units 
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BNN Trained Using Crisp Labels 
The use of crisp Jabels as Jabelling data for patterns residing in a cJass overlapping area 
produced decision surfaces with hard edges as shown in Figure 4.6a. In this case, the 
BNN (Network3) tried to create a crisp separation of the patterns in the overlapping 
area which caused oscillations in the mean square error of the backpropagation 
algorithm diminishing the ability of the BNN to create well-defined decision surfaces. 
For this particular problem, a threshold value of 0.08 produced the best trade off 
between fuzzy and crisp patterns. The contour lines at threshold value 0.08 and 0.98 
in the decision surface of class two are shown in Figure 4.6b. The same contour lines 
apply for the decision surface of class one, which is the complement of class two. 
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Figure 4.6. TWOCLASS problem (19.7 %). (a) Decision surface for class two for 
the BNN trained with crisp labels. (b) Contour lines at threshold value 0.08 and 0.92 in 
the decision surface of class one 
The poor fitting of the decision surface to the problem at hand is easily observed in 
the contour line at 0.08 level. The area considered as class 2 is labelled in Figure 4.6b 
as "C2" and includes two small zones inside the area where the crisp network defmed 
the overlapping area ''F". Any testing pattern falling into any of these areas is 
considered as belonging to class 2. However, it belongs to either class 1 or the 
overlapping area. In the case of the area labelled as "Cl ", it is perfectly defined 
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except for a peak that enters the "F" area. Pattetns lying inside the rectangular area 
should be classified as fuzzy. 
The Interval BNN and the EFLD Algorithm 
In the case of Network4 attention was focused on the effects in the classification 
accuracy resulting from using both fuzzy numbers as input data and fuzzy labels as 
target output for training BNN s. The results have shown that although in some cases 
the classification ability of the BNN networks increased, the computational cost for 
such small improvement was too high as found in Section 2.3 as well. Training times 
for these networks were almost four titnes of the required to train a conventional 
BNN. The same restriction applied for testing times. 
Selection of the Threshold Value 
One of the topics investigated in this case study was the variability of the optimal 
threshold values throughout the experiments. The software simulations have shown 
that the decision surface created by training BNN with the EFLD algoritlun makes the 
selection of the threshold value an easier task. In the experiments reviewed in 
Section 4.2, a threshold value of 0.5 produced in most cases good results when using 
the EFLD algorithm. In the case of the crisp networks (Network3), the search for the 
optimum threshold required more precision (e.g. 0.08) and a thus a smaller margin of 
error in the time consuming task of selecting that value. The following example 
illustrates this point. 
Suppose that the contour lines at threshold value shown in Figure 4.7a conespond to 
a BNN trained using crisp labels. It can be seen that a change in the threshold T 1 to 
T 2 produces a considerable alteration in the shape of the area delimiting the overlap 
area. This is a signal of an ill-defined decision surface. As opposite, BNNs trained 
using the EFLD algorithm create a decision surface that change little in shape with 
variation of the threshold value T1 to T2 as seen in Figure 4.7b. Thus, the more stable 
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is the decision surface created by the BNN (i.e., independently of the complexity of 
the problem) the more robust is the response of the network and the easier it is to 
select the threshold value. 
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Figure 4. 7. Example of the effect of the threshold value in the definition of the 
overlapping area: (a) BNN trained using crisp labels. (b) BNN trained using fuzzy 
labels. 
T2 
4.3 Case Study: Classification of Temporal Patterns in 
Overlapping Data Sets 
This section investigates the effects of the fuzzy labelling algorithm (TFLD) on the 
performance of BNN for classification of temporal patterns. The BNNs are trained 
using both fuzzy and crisp labels and applied to the recognition of atrial fibrillation in 
the MIT-BIH database [Moody and Mark, 1990]. The investigation is focused on the 
ability of the networks to correctly detect episodes of the disease in records of ECG. 
Sensitivity and predictivity rates are measured and compared for different 
approaches. 
The detection of atrial fibrillation (AF) is characterised by beat intervals with no 
recognisable pattern, unlike other cardiac arrhythmias. AF can adopt during short 
periods of time, the same pattern of known arrythmias. In this way, AF can be seen 
as a superset of other anhythmias. Attempts have been made to detect AF based on 
R-R interval sequences using a variety of statistical methods [Moody and Mark, 
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1983b] and more recently by means of artificial neural networks [Artis et al., 1991a]. 
In [Artis et al., 1991a] a BNN was trained using a training set containing AF and 
other well known rhytluns encoded in a transition matrix. The transition matrix 
encoded the duration and transition of a set of beats. During testing, two thresholds 
were used to control the sensibility and predictivity of the classifier in the output of 
the BNN. The results presented in [Artis et al., 199la] were considerably good (AF 
sensitivity of 92.86% and an AF positive predictive accuracy of 92.34 %). However, 
the authors reported that: 
" In theory, the two post-processing thresholds could be used to generate 
receiver-operating curves, and to manipulate the sensitivity and predictivity 
of a neural network. In practice this was generally not the case because of 
the wide separation of network output values. The ANNs did not usually 
generate an even distribution of values between 0.0 and 1.0 which could be 
affected by thresholds, but instead generated two widely separated clusters 
around 0.0 and 1.0 ". 
Fuzzy labels have shown in previous experiments how the decision surface created by 
the BNN can be smoothed to produce a "softer" distribution of values between 0.0 
and 1.0. In some cases, the general classification accuracy of the classifier can be 
improved by avoiding oscillation during training due to almost identical patterns 
being assigned to different classes. Thus, the detection of AF episodes using BNN 
and the concept of fuzzy labelling of the training data could provide a better solution 
to the problem. The objectives of this case study were: to improve the results 
reported on previous work by [Artis et al., 1991a] and to find out about the role of 
fuzzy labels in generating a softer distribution of the BNN output values to 
manipulate the sensitivity and predictivity of the classifier. 
The experiments were ran using a SUN SPARC multi-user server under the UNIX 
operating system and a CD-ROM unit for loading the MIT-BIH Arrhythmia 
Database. The programs involved in the silnulations were written in the 
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programming language C using functions provided with the software library of the 
database for handling and annotating ECG records. 
4.3.1 Atrial Fibrillation 
The diagnosis of AF is made when the electrical activity of either the atria or the 
ventricles becomes completely disorganised and their component fibres are 
discharged irregularly and asynchronously, resulting in a general failure of the 
contraction mechanism of these cardiac chambers [Watanabe and Dreifus, 1977]. 
During this process, the atrial mass may react to more than 500 impulses per minute, 
completing each depolarisation-repolarisation. On direct visualisation, the atrial 
chambers are found to have a continuous shimmering action rather than intermittent 
forceful contractions. 
Atrial fibrillation in the electrocardiogram (ECG) is represented by continuous, 
irregular waves on the baseline. These small atrial complexes are termed "f' waves 
and often cannot be distinguished clearly because of the electrical complexity 
throughout. The mechanism for AF and its complex electrical events is not fully 
understood yet. This arrhythmia appears to be related to atrial tachycardia and flutter, 
but has such extreme rapidity of atrial impulses that their orderly propagation 
disintegrates [Phillips and Feeney, 1980]. 
In AF, the ventricles appear to respond randomly to the extremely rapid assault off 
waves. In fact, irregularity of the ventricular rate is a hallmark of AF. The QRS 
complexes retain their usual configuration. The most common ventricular rate 
response in AF is about 150 to 180 per minute, but this is quite variable. Thus, the 
ventricular rate is expressed as an estimated average because of the marked 
irregularity usually present [Phillips and Feeney, 1980]. 
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4.3.2 Detection of Atrial Fibrillation with BNNs Trained Using the TFLD 
Algorithm 
Training and Testing Data Sets 
The MIT -BIH Arrhythmia Database and the MIT -BIH Atrial Fibrillation/Flutter 
Database were used throughout this study (see Appendix B). The MIT-BIH Atrial 
Fibrillation/Flutter Database is used for the developtnent and evaluation of detectors 
that rely on timing infonnation only. It consists of 25 ten-hour records containing 
about 300 episodes of AF and 40 episodes of atrial flutter. Following a similar 
approach as in [Artis et al., 1991a], a subset of the MIT-BIH Arrhythmia Database 
was used for training the BNNs. The records are summarised in Table 4.5. 
Table 4.5. ECG records for the training data set of the BNN s 
Record Rhythm Type 
122 NSR<a) 
209 SVTA(b) 
106 & 200 B(c) 
220 AB<o> 
201 AF 
220 AF 
Table 4.6 shows the amount of input vectors associated to each class (AF and Normal) 
in the training file. 
For the purposes of comparison with previous work, the class Normal contained the 
- - . 
rhythms NSR,SVTA,B and AB. Each record in the MIT-BIH Database co!Tesponds 
to a different patient. However as. shown in Table 4.6, it is possible to fmd in the same 
patient different rhythms which can then be extracted and used separately for training. 
(n) Normal sinus rhythm (NSR). 
(b) Atrial tachycardia (SVTA). 
(c) Bigemy (B) 
(d) Atrial bigemy (AB) 
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Table 4.6. Number of patterns used for training and their corresponding record 
Class Number of Extracted Rhytlnn 
Training Patterns from Record 
150 202 AF 
AF 150 222 AF 
80 209 SVTA 
30 222 AB 
Normal 40 106 B 
50 200 B 
100 122 NSR 
This corresponded to a total of 600 training patterns. The classification accuracy of 
the BNNs was tested using a subset of the MIT-BIH Arrhythmia Database and the 
whole MIT-BIH Atrial Fibrillation/Atrial Flutter Database. A total of 12 records of 
the MIT-BIH Arrhythmia Database, corresponding to almost 6 hours of ECG data 
were selected. This subset of records, known as the development set contained 
records 201, 202, 203, 207, 209, 210, 213, 219, 220, 221, 222, and 223. In the case 
of the MIT -BIH Atrial Fibrillation/Atrial Flutter Database, 25 records of almost 10 
hours each were tested for a total of approximately 250 hours of ECG data. 
Structure of the BNNs and Definition of the Input Transition Matrix 
The BNNs had 9 input units, 15 hidden units and 2 output units configuration, with 
the latter corresponding to AF present or absent, respectively. Learning was carried 
out for 14.000 iterations, with a leru.ning rate of 0.8 and a momentum term of 0.2. A 
total of two BNN were trained. The first one was trained using crisp labels and will 
be referred to as Crisp BNN. The second BNN referred to as the Fuzzy BNN was 
trained with the fuzzy labelling algoritlun TFLD using 't' = 1 as explained in Section 
4.1. In order to increase the information encoded into the transition matrix proposed 
by [Artis et al., 1991a], the following approach was applied to represent the changes 
in the R-R interval. 
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The number of R-R interval encoded in the transition matrix was increased from two 
to three. For this purpose, a matrix consisting of three groups of cells with three cells 
within each group was designed. Each cell in each group represented the duration of 
the previous RR interval, while the actual value of the cell measured the length of the 
current interval. This method retained the same size in the input layer of the BNN (9 
input units). An example is presented in Figure 4.8. 
s N L s N L s N L 
Figure 4.8. Encoding of R-R interval arrival information 
In this example, a previous RR interval (Ro) had a duration which was annotated as 
shott (e). The first interval to enter the input vector is RR1• Due to the fact that RR0 
had a short duration, the RR1 interval was located in the cell corresponding to S with 
its corresponding normalised duration (i.e., 1.2). The duration of interval RR1 was 
classified as normal and thus the position taken by RR2 con-esponded to cell N in the 
next group. The value of RR2 (i.e., 1.7) was classified as long and thus RR3 was 
located in the cell corresponding to L with its duration (i.e., 0.3). The cells which are 
(e) The pseudo-normalised value representing the RR interval was calculated dividing the curr-ent RR 
interval by the curr-ent RR interval average. An interval was considered short if it was 80 % shorter 
than the current RR interval average. It was considered long if it was 120 % larger than the current 
RR interval average. And finally, it was considered normal if it was between these two ranges. 
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not used to encode the transition fro1n one interval to another are filled with a low 
value (i.e., 0.01). 
Definition of AF in Ternzs of the Output of the BNNs 
During testing, groups of four beats were coded into the input vector and fed into the 
BNNs. When this information was processed by the neural network, the label AF was 
assigned to the beat corresponding to RR4 according to the following conditions [Artis 
et al., 1991a; Phillips and Feeney, 1980]: 
• The activation value of the output neuron representing AF (Out 1) should be greater 
than a threshold value T 1• In addition, the activation value of the output neuron 
representing AF absence (Out 2) should be below a threshold value T2• 
If this condition was not verified then the beat was label as normal if: 
• The activation value of Out 2 is larger than Out 1 and at least greater than T 2• 
If none of these conditions was verified, the beat was classified as being equal to the 
previous beat. That is, the current classification remained unchanged. Several factors 
can influence the detection of AF episodes by the classifier, among which: 
A. The total number of beats labelled as AF needed to classify an interval of time as a 
AF episode. An AF episode was declared, when 30 consecutive input vectors were 
labelled as AF. That is, approximately, 30 x 4 = 120 heart beats. This interval, 
although very large, provided a reasonably good sensitivity while keeping the 
predictivity high, that is a low number of false positive detections. 
B. The total number of beats labelled as normal needed after a possible AF episode to 
check whether the interval of time corresponds to a b:ue AF episode. In this case, 
two consecutive input vectors labelled as normal was found to provide a good sign 
131 
that a possible AF episode has ended and it is possible to start with the verification 
of its length. 
C. The value of thresholds T 1 and T 2. The value of T 1 was set heuristically as 0.8 
after several experiments while different values of T2 varying from 0.05 to 0.5 
were investigated. 
D. The calculation of the heart rate. The heart rate was calculated as the average of 50 
beats taking into account the last 5 beats of a previous interval. 
Statistical parameters for the performance of the BNNs were measured using the epic 
evaluation program provided with the MIT -BIH software library. This program 
implements the AF episode-by-episode comparison algorithms specified by the 
current American National Standard for ambulatory ECG analysers (ANSIIAAMI 
EC38-1994)(f) . Input to this program consists of two annotation files associated with 
the same record. The first is designated as the reference annotation file (provided by 
the database), the other is the test annotation file which is obtained from the output of 
the classifier under evaluation. The episode and duration statistics gathered by epic 
are based on tallies of overlapping episodes in the reference and test annotation files. 
Duration statistics give weight to each episode or detection in proportion to its 
duration. Episode statistics give equal weight to each episode or detection, 
irrespective of length. Throughout the evaluation, each test-annotated episode that 
meets the criteria for overlap with a reference-annotated episode is counted as a true 
positive. In the case of episode detection, any amount of overlap is sufficient to 
qualify a test episode as a true positive [Moody, 1995]. Figure 4.9 illustrates the 
meaning of the terms positive and true positive for the purposes of evaluating an ECG 
classifier. 
<O American National Standard for Ambulatory Electrocardiographs (publication ANSIIAAMI EC38-
1994); available from AAMI, 3330 Washington Blvd., Suite 400, Arlington, VA 22201 USA. 
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AF episodes 
True positive 
Positive 
Overlapping 
Time --+ 
I AF episodes annotated in the database 
ffiJ AF episodes detected by the classifier during the tests 
Figure 4.9. Definition of positive and true positive AF episodes 
The following parameters were measured using the epic evaluation program of the 
MIT-BIH ECG Database: 
Episode detection sensitivity (EDS %): Percentage of episodes detected by the 
classifier in the ECG record matching those contained in the database. In Figure 4.9, 
the ECG record contained 5 annotated AF episodes. The classifier correctly 
identified AF episodes 1,4 and 4. Thus, the sensitivity of the detector is (3/5)x100 = 
60 %. EDS then is defmed as: 
EDS = 100 x ( BNN episodes detected J 
Database episodes 
(4.1) 
Episode detection predictivity (EDP % ): Percentage of true positive episodes detected 
in the universe of positive AF episodes identified by the classifier. In the previous 
example, suppose that the classifier detected 12 AF episodes. From those 12 small 
episodes, 8 were part of the 3 full episodes annotated in the database. The predictivity 
rate for this detector then is (8/12) x100 = 66.7 %. Thus, EDP is equal to: 
EDP = 100 x (BNN true positives] 
BNN positives 
(4.2) 
Episode duration sensitivity (EDUS %): Percentage of time in the ECG correctly 
identified as AF episodes by the classifier in comparison to the total time annotated by 
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the database as AF. In the example of Figure 4.9, it corresponds to the episodes 
detected by the classifier which are fully contained in the episodes annotated by the 
database. That is, the interval of time where both annotations overlap. 
Episode duration predictivity (ED UP % ): Percentage of time in the ECG correctly 
identified as AF episodes by the classifier in comparison to the total time allllotated by 
it as AF episodes. In the previous example, it corresponds to the ratio between the 
amount of time in the overlapping areas and the total time annotated by the classifier 
as AF episodes. 
4.3.3 Experimental Results: MIT -BIH Arrhythmia Database 
These tests were carried out on a sub-set of the MIT-BIH Arrhythmia Database 
records refened to as the development set and used in [Artis et al., 1991a]. This sub-
set included some of the records used for extracting training pattmns. Thus, high 
classification rates were expected from these experiments in terms of both sensitivity 
and predictivity. Figure 4.10 shows the results of the BNN trained using crisp (i.e., 
Crisp BNN) and fuzzy labels (i.e., Fuzzy BNN) for the detection of AF episodes. 
Sensitivity and predictivity rates are plotted together with their average. Different 
values of T 2 were used in order to investigate the changes in the sensitivity and 
predictivity of the BNNs. 
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Figure 4.10. Classification of AF episodes in the MIT-BIH Arrhythmia Database 
for: (a) Crisp BNN. (b) Fuzzy BNN 
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The best performance for the Crisp BNN was achieved for a tlu·eshold T 2 equal to 
0.1. For this threshold, EDS of 87.2 % and EDP of 92.9 % were reached. In the case 
of the BNN trained with the fuzzy labelling algoritlnn an EDS of 88.4% and EDP of 
97.2 % were obtained for a tlu·eshold of 0.2. These results outperformed not only 
those obtained in this study for the crisp network but also those obtained by [Artis et 
al., 1991a] on the same testing set where an EDS of 84.9% and EDP of74.4% were 
reached. This was an indication that the proposed transition matrix encoded more 
information than its counterpart and thus improved the ability of the BNN to detect 
AF episodes. 
The variation of threshold value T 2 produced a change in the sensitivity and 
predictivity curves of the crisp network as shown in Figure 4.1 Oa. An increase in one 
of the parameters meant a decrease in the other parameter. In the case of the BNN 
network trained using fuzzy labels, there was no indication of the network being more 
sensitive to the threshold T2• 
Accurate estimation of the AF episode duration is of great importance for AF 
classifiers. Good AF detectors should be able not only of signalling the presence of 
AF but also sustaining such diagnosis during the duration of the episode. Figure 4.11 
shows the duration rates in tetms of sensitivity and predictivity for the trained BNN. 
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Figure 4.11. Duration rates of AF episodes in the MIT-BIH An-hythmia Database 
for: (a) Ctisp BNN. (b) Fuzzy BNN 
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The best estimation of the duration of the episodes was achieved by the Crisp BNN 
with an EDUS of 94.7 % and EDUP of 74.3 % using a threshold T2 equal to 0.2. 
This results were closely followed by the Fuzzy BNN shown in Figure 4.11 b with 
EDUS of 90.4 % and EDUP of 72.9 % for a threshold of 0.4. These results were not 
available in [Artis et al., 1991a] for comparison purposes. 
The results obtained in the evaluation of the episode duration rates suggest that there 
is a link between the performance of the BNN in the detection of AF episodes and the 
ability of the networks to signal the duration of those episodes. It seems that 
parameters such as thresholds, calculation of heart rate, number of AF beats required 
for treating an interval of titne as an AF episode, and others defined in Section 4.3.2, 
conditions the ability of the network to reach high classification rates in both 
detection and duration. For example, the sensitivity could be increased by reducing 
the number of beats labelled as AF needed to classify an interval of time as an AF 
episode from 120 to 60 (i.e., detection). However this would result in a decrease in 
the predictivity of the duration of AF episodes because too many false positives are 
produced. 
The inability to use the threshold T 2 for manipulating the sensitivity and predictivity 
rates by using fuzzy labels is explained by the "super set" characteristics of AF 
patterns. As explained in Section 4.3.1, AF intervals are a mixture of many similar 
arrhythmias and thus the overlapping among normal pattetns (which includes many 
other arrhythmias) and abnormal patterns (i.e., AF episodes) is considerably high. 
This situation of one class fully embedding the other class is a problem for any 
labelling algorithm relying on the centroid of the classes as a distinctive feature. This 
also explains the small value of -r (i.e., 1) found to provide the best performance for 
the TFLD algorithm as explained in Section 4.1. 
Summarising, the results obtained from the test on the development set have shown 
that the proposed transition matrix improved the classification ability of BNN 
compared to previous work. Fuzzy labels did not enhance the ability of BNN to 
manipulate sensitivity and predictivity rates for the reasons explained before. 
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4.3.4 Experimental Results: MIT-BIH Atrial Fibrillation/Atrial Flutter 
Database 
The tests on the MIT -BIH Atrial Fibrillation/Atrial Flutter Database were much 
longer and more exhaustive than those on the development set of the MIT-BIH 
Arrhythmia Database. As mentioned in Section 4.3.2, this database contains 250 
hours of ECG recordings including 300 episodes of atrial fibrillation. The ECG data 
in these records were previously unseen by the BNNs. Thus, the generalisation 
capability of the networks was assessed in these experiments. Results from previous 
work [Artis et al., 1991a] using the same testing data was also available for 
comparison purposes. 
Following the same approach as with the MIT -BIH Arrhythmia Database, presented 
in Section 4.3.4, R-R intervals were encoded in the proposed transition matrix and fed 
to the BNNs. Classification rates for both episode detection and duration were 
calculated in terms of sensitivity and predictivity using the EPIC program provided 
with the MIT -Bill Arrhythmia Database. Figure 4.12 shows the detection rates of 
AF episodes in the MIT-Blli Atrial Fibrillation/Atrial Flutter Database. 
Figure 4.12a presents the classification rates for the BNN trained using crisp labels. 
The best performance for this BNN is achieved at a threshold value of 0.2 for which 
EDS of 87.6 % and EDP of 78.7 % were reached. A better response was obtained in 
the case of the BNN trained using the TFLD algorithm, with an EDS of 89.8% and 
EDP of 81.3 % at T 2 equal to 0.4. These values were below the rates reported in 
[Artis et al., 1991a] for the same database where an EDS of 93.5 % and EDP of 96.7 
% were reached. 
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Figure 4.12. Classification of AF episodes in the MIT-BIH Atrial Fibrillation/Atrial 
Flutter Database for: (a) Crisp BNN. (b) Fuzzy BNN 
Although attempts were made to contact Artis and co-workers at the MIT 
(Massachusetts Institute of Technology), it remains unexplained how they managed 
to jump from such a poor result in the development base to the excellent results 
obtained in the MIT -BIH Atrial Fibrillation/ Atrial Flutter Database. It is well known 
in the pattern recognition field that classifiers always perform better in the training 
data set (i.e., the development set) than in the test data set. They attributed this 
phenomenon to the fact that the network they used was trained using only a small 
sub-set of the test database. It would have been interesting to see their statistics for 
episode duration but as mentioned before they were not available. 
Nevertheless, the results revealed once again a small improvement in the detection 
rates due to the use of fuzzy labels in the training data. In contrast to the result in the 
MIT -BIH A.t1.·hythmia Database, it is possible in this testing set to manipulate the 
sensitivity and predictivity of the BNN by varying the value of threshold T 2• Artis 
and co-workers claimed that it was not possible to do so, but it was seen in these 
experiments that even for BNN trained using crisp labels, it is possible to manipulate 
the sensitivity and predictivity rates if a threshold small enough is used. 
The second set of statistics was associated with the accuracy of the networks for 
signalling the duration of AF episodes. Figure 4.13 shows the duration rates in terms 
of sensitivity and predictivity for the networks used in previous experiments. The 
results were very similar to those obtained for the MIT-BIH AlThytlunia Database. 
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The Crisp BNN in Figure 4.13a produced the best perfonnance with an EDUS of 
92.1 %and EDUP predictivity of 86.2% for a threshold T2 equal to 0.2. The fuzzy 
network reached an EDUS of 89.7 %and EDUP of 87.3 %for a threshold value of 
0.5 as shown in Figure 4.13b. These results were not available in [Artis et al., 1991a] 
for comparison purposes. 
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Figure 4.13. Duration rates of AF episodes in the MIT-BIH Atrial 
Fibrillation/ Atrial Flutter Database for: (a) Crisp BNN. (b) Fuzzy BNN 
These results corroborated the initial conjectures about a possible link between EDP 
and EDUP rates. In the MIT-BIH Anhythrnia Database, very high EDP rates were 
reached but then EDUP rates were considerably low. In contrast, a good balance for 
both EDP and EDUP rates was achieved in the MIT-BIH Atrial Fibrillation/Atrial 
Flutter Database with average rates for both statistics. 
These experiments have shown that the proposed transition matrix provides a viable 
alternative to encode the data needed by AF detectors based on timing information. 
The use of fuzzy labels improved the ability of BNN to detect AF episodes in both 
experiments. However, the crisp BNN was more accurate in signalling the duration 
of the episodes. In overall, the averages of the four rates EDS, EDP,EDUS and 
EDUP for both crisp and fuzzy BNN were not significantly different at 95 % 
confidence using a t-test. In the application side, the results have shown that BNN 
can provide good detection rates based on timing information alone. However, this 
system will fail in situations when AF occurs with regular ventricular rates. 
Furthermore, it is susceptible to generate high false positive rates due to quick 
changes in the heart rhythm which are not necessarily linked to AF. This aspects are 
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problematic for all detectors using interval analysis methods only. Thus, it is 
expected that the integration of this teclmique with other methods relying on 
information other than interval analysis could provide robust classification systems 
for the detection of arrhythtnias, in particular, attial fibrillation. 
4.4 Conclusions 
The main goal of the software simulations presented in this Chapter was to 
demonstrate the advantages of the proposed fuzzy labelling algorithm in different 
scenarios. The study was specifically conce1n with the ability of BNNs to identify 
patterns residing in a class overlap area. The results have suggested that BNNs 
trained using adequate fuzzy labels avoid oscillating behaviour during tt·aining and 
still retain enough "crisp" information in the training data set to constt·uct an effective 
decision surface. In the case study with static patterns, it was seen that the decision 
surfaces obtained after applying the EFLD algorithm accurately discriminate the 
overlapping areas from the rest of the sample space. 
The smooth decision surfaces facilitated the choice of the threshold value. This 
threshold value was used at the output level of the BNN to detect patterns in areas of 
overlap. This was conoborated by the small variation observed in the optimal 
threshold value in the different cases studies. It was shown that in a well defined 
decision surface a change in the threshold value does not affect the final classification 
rate because within each contour line the percentage of crisp patterns increases 
approximately in the same proportion as the percentage of fuzzy patterns decreases 
and vice versa. In the case of an ill-defined decision surface the choice of the 
threshold can strongly affect the classification rate of the networks because the area 
defined by the contour line changes of shape with each threshold. This variability in 
the optimal value of the threshold was found in BNN trained using crisp target labels 
and confirmed the possibility of a BNN getting trapped into local minima. 
In the case of temporal patte1ns, the application of the TFLD algorithm was found to 
improve the classification accuracy of BNN in the detection of AF episodes in the 
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MIT-BIH Arrhythmia Database and the MIT-BIH Atrial Fibrillation/Atrial Flutter 
Database. The detection of AF episodes was based on patte1ns that encoded the 
rhythm of the ventricular rate. For this purpose, a new transition matrix to encode 
timing information related to the heart rate was proposed and found to provide a 
better approach than previous work in the area. Overall classification rates of up to 
an average of 87 % were obtained. The use of fuzzy labels had the effect of 
increasing the threshold value at which the sensitivity and predictivity rates could be 
manipulated. 
The results of this research are to be used for medical applications or a related area 
where an input pattern (e.g., a set of sympto1ns) can be associated to more than one 
class (e.g., diseases). A neural network trained in this manner will be able to suggest 
for example, the presence of more than one disease when that is the case, rather than 
arriving to a premature decision which will be a matter of randomness. The detection 
of a fuzzy pattern can then draw the attention about the need for more information 
before arriving to a final crisp decision. 
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Chapter 5 
A Hierarchical Fuzzy-Neural System and Its Application to 
Automated ECG Recognition 
The main objective of this chapter is to introduce a new hybrid fuzzy-neural system 
for classification problems with uncertain data input. This system integrates the 
results presented in the preceding chapters of this thesis. In particular, fuzzy labels 
discussed in Chapter 3, are employed to improve the ability of the first level of the 
system to identify fuzzy patterns. The application domain of the system is the field of 
medical diagnosis where the data input is uncertain, for example classes of disease 
symptoms bear an overlapping nature. 
This chapter is divided as follows: Section 5 .1 introduces the concept of a 
hierarchical classification scheme. Section 5.2 describes the architecture and 
inference mechanism of the hierarchical fuzzy-neural system. A btief introduction to 
the state-of-the-art in the application of neural network and fuzzy logic to ECG 
classification is given in Section 5.3. Section 5.4 presents a case study in which the 
hierarchical fuzzy-neural system is applied to the classification of QRS complexes. 
The conclusions to the chapter are discussed in Section 5.5. 
5.1 The Concept of Hierarchical Classification 
The hybrid architecture proposed in this chapter implements hierarchical treatment of 
classification problems where the information needed in the decision process is 
distributed in different layers. Previous work related to multi-level classifiers based 
on fuzzy logic and neural networks techniques have mainly discussed systems where 
input patterns come across different levels of processing. In general, the 
classification models in these systems are required to arrive to a crisp and 
unequivocal final decision. In some situations where uncertainty in the input data is 
present, classifiers respond with a strong answer and do not offer a means of 
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suggesting that the pattern is ambiguous and more information is required to take a 
final decision [Dassen et al., 1990; Takagi and Hayashi, 1990]. 
Recently, multi-level classification systems have been designed using fuzzy logic 
techniques [Pedrycz et al., 91; Kuncheva, 1994]. In these models, fuzzy operations 
are used to calculate the degree of matching of the input pattern to a set of prototype 
features. Transformation functions are then used to translate the degree of matching 
at the level of the features into the degree of matching of the class membership of the 
pattern being classified. This approach enables the classifier to deal with aspects of 
partial class metnbership. The user has to be aware of a real need for further studies 
in cases of low and similar values of grades of metnbership of the pattern to more than 
one class simultaneously associated with a low level of confidence [Pedrycz et al., 
91]. 
Human beings learn following the latter approach. In common daily life, humans try 
to classify objects in their natural environment based on information gathered over 
the years. During the actual classification process, an initial attempt is made to 
identify the object. If the object match or there is a reminiscence of previous 
classified patterns then the initial classification is considered valid. However, if the 
object resembles two or more different patte1ns, the most common approach is to stop 
the classification process until additional information is available to make the final 
classification. 
In Chapter 3 algo1ithms were introduced which enabled BNNs to detect patterns 
belonging to more than one class at the same time. The complement process which is 
the identification of cdsp patterns was also introduced as a direct consequence of that. 
These two processes constitute the backbone of the proposed multi-level system of 
classification. In such a system, patterns which are considered as ambiguous can be 
identified and sent to an upper level of classification where more information can be 
obtained (e.g., by using feature extraction algo1ithms) and a final decision made, 
resembling the approach followed by humans beings to handle uncertainty in 
classification. 
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This approach differs from previous work [Pedrycz et al., 91; Kuncheva, 1994] in the 
use of computational neural networks to define sub-spaces where overlapping 
between two classes occurs in the universe of the input data. This approach 
introduces a concept of dual classification in the first level of the system. Neural 
networks are used to classify the input patte1n into the c possible classes and also to 
provide information about the location of the pattern in the class data structure (i.e., 
whether the pattern is located within an overlapping area or not). Patterns identified 
as not belonging to an overlapping area (i.e., a crisp area) are automatically classified 
using the activation values of the neurons in the output layer. Otherwise, they are 
sent to the second level for further processing. In this way, the system takes 
advantage of the fast inference mechanistn provided by the neural network while 
opening the possibility of applying a second level of classification if required. 
5.2 Hierarchical Fuzzy-Neural System for Classification of 
Uncertain Data Input 
The architecture of the hierarchical fuzzy-neural system (HFNS) consists of two 
levels of classification. The first level which shall be referred to as the fuzzy 
backpropagation neural network (FBNN), exploits the ability showed by BNN s and 
the interval BNNs models to detect patterns in overlapping areas of the input data 
when trained using fuzzy labels (Section 4.2.5). The conventional BNN is employed 
when only numerical training patterns are available. The interval BNN (Section 2.2) 
is used in the case when knowledge in the form of rules is provided besides the 
nutnerical training data. 
The second level of the HFNS contains a set of decision blocks which are designed to 
produce a final classification for a pattern (sent by the first level) into one of two 
classes. The decision blocks can be based on BNNs, FSs, feature extraction 
algorithms or even user interfaces to ask for more information which can be passed 
into any of these decision blocks to arrive to a solution. 
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The complexity of the second level is determined by the number c of classes involved 
in the classification problem. A decision block is assigned for each possible 
combination of pair of classes. Thus, for a classification problem with c classes, 
there is a total of ( ｾＩ＠ decision blocks in the second level. A graphical representation 
of the HFNS model is shown in Figure 5.1 
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Figure 5.1. Hierarchical fuzzy-neural system 
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The FBNN produces a response once a pattern is presented to the input layer. The 
output of the FBNN is taken as the right answer if there is only one output neuron 
filing in the output layer. In the case of having more than one output neuron firing at 
the same time, the pattern is sent to a specialised block in the second level associated 
with the two classes having the higher activation responses. This specialised block 
finally anives to a conclusion and the dispute is solved. The complexity of the 
second level (i.e., the number of decision blocks) can be reduced by having decision 
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blocks that deal with more than two classes. However, this will increase the 
complexity of each decision block because it has to discriminate among three classes 
rather than only two. 
A decision block can be represented by a BNN. In this case, the training data set 
consists only of pattetns related to the two classes to which it is associated. Another 
alternative when expert knowledge is available is to implement an expert system or a 
bank of FAMs to encode this information in the form of tules. A decision block can 
be also a feature extraction procedure which could provide the distinctive feature to 
discriminate the ambiguous pattern into one of the two classes. The HFNS can also 
arrive to the conclusion that it is not confident about the classification of the pattern, 
and thus the final decision is left to the user by means of interactive displays. 
The HFNS provides in this way a different approach to conventional methods of 
classification. The system resembles the way in which human beings classify 
patterns in their environment. The classification of an unseen pattern is carried out as 
a two-stage process using additional information for final decision in the case of 
uncertainty. The HFNS is a more general technique than conventional methods for 
classification because it arrives to a conclusive decision only when the possibility of 
the pattern belonging to other classes is eliminated. This approach takes into account 
the ambiguity present in most cases in the training and testing data of classifiers. 
The HFNS model has advantages and disadvantages. The main advantage is the 
possibility to re-classify input patterns considered as ambiguous. The main 
disadvantage is an increase in the computational time for the classification process. 
This computational time increases in the same proportion as the number of patterns 
sent to the second level augments. The balance between the portion of the first level 
output presented to the decision blocks and the one considered as the fmal 
classification must increase the classification ability of the system as a whole while 
maintaining computational time in acceptable levels. Furthermore, the first level has 
to be accurate in the sense of sending the ambiguous pattern to the right decision 
block in the second level. For example, if a pattetn belonging to class 1 is sent to a 
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decision block specialised in distinguishing between classes 2 and 3, there is no 
chance at all of the system getting the right classification. 
These problems are alleviated with the use of a NN in the first level trained using 
fuzzy labels (i.e., the FBNN). The experimental results obtained from the software 
simulations in Section 4.5 showed how the decision surfaces of these NNs accurately 
approximate the areas in the data that produce uncertainty in the classification. This 
guarantees that the exact number of patte1ns is sent to the second level and to the 
right decision block. 
5.3 Neural Networks and Fuzzy Logic Applied to ECG 
Classification 
Neural networks have been widely used for pattern recognition tasks [Masters, 1994]. 
In recent years they have been applied to the identification and analysis of ECG 
signals in an attempt to overcome problems encountered in traditional techniques 
based on statistical and deterministic analysis. More recently, fuzzy logic has been 
also applied with the same aim. 
In the area of heart disease diagnosis, the most widely applied neural network 
architecture is the feedforward multilayer perceptron with backpropagation algorithm 
as the learning strategy (BNN) [Chow et al., 1992; Edenbrandt et al., 1993]. Other 
approaches include Kohonen Feature Maps [Morabito et al., 1991], Recurrent 
Networks [Strand and Warren, 1991], Learning Vector Quantization (LVQ) [Zhu et 
al., 1991] and hybrid systems [Farrugia et al., 1993; Leao and Reategui, 1993]. 
BNNs for classification of ECG signals can broadly be divided into two categories. 
In one category BNNs classify the ECG patterns by using features extracted from the 
signal [Nadal and Bossan, 1993]. In the second category, BNNs classify the patte1ns 
by processing the raw signal with little or no pre-processing at all, that is, using pure 
morphological information [Morabito et al., 1991]. BNNs based on the first 
approach outperform traditional classifiers due to their ability to partition the space 
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using non-linear decision surfaces. In the case of the second approach, the results are 
not so obvious. In general, previous research on BNNs applied to ECG classification 
has yielded considerable high classification rates, however, at the same time, BNNs 
are often considered as "not suitable" for the processing of temporal patterns [Kung, 
1993]. 
The high classification rates in the literature sources on BNNs for ECG classification 
could be attributed to the fact that the networks are trained to identify normal 
patterns while everything else which does not look normal is classified as abnormal. 
In reality, ECG signals contain a considerable amount of different abnormal patte1ns 
with a high degree of ambiguity making the classification task far more complex. 
Fuzzy logic, on the other hand, has been successfully applied to handle the 
uncertainty that might arise in a decision making process involving ECG signals, the 
uncertainty being associated to noisy or ambiguous data [Degani, 1992; Presedo et 
al., 1996; Mehta, 1996]. In recent years, fuzzy-neural systems have started to be 
applied in this area with success. Different types of models for distinct purposes have 
been used for preprocessing and classification of the ECG [ Silipo et al., 1995; Ham 
and Han, 1996]. The main purpose of this combination is to gain advantage from the 
fast inference mechanism provided by neural networks models and the representation 
of uncertainty inherent in ECG patte1ns by means of fuzzy logic techniques. 
5.4 Case Study: Classification of QRS Complexes in Record 208 of 
the MIT-BIH Database 
This section analyses the perfonnance of the HFNS model when applied to the 
classification of Normal, PVC and Fusion QRS complexes in the record 208 of MIT-
BIH ECG Arrhythmia Database. The QRS is the portion of the signal in which the 
depolarisation of the ventricular musculature occurs. It is marked by a high peak in 
the signal known as the R wave. Special attention is paid to the role of fuzzy labels 
on improving and optimising the performance of the first level of the HFNS. The 
results in terms of classification rates are compared with previous work in the area 
using Principal Component Analysis techniques [Nadal and Bossan, 1993]. 
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The HFNS consists of three kinds of building blocks- FBNNs, BNNs and FSs. The 
first level of the HFNS accomplishes the task of classification of QRS complexes 
from leads MLII and VI into different classes. In case of the classification output 
being ambiguous, the QRS pattern is passed to the second HFNS level for final 
decision-making. A small inference system is developed to support the decision 
when the classification obtained from MLII and VI differs [Ramirez-Rodriguez and 
Vladimirova, 1996]. 
Different configurations of FBNNs, BNNs and FSs for both the first and the second 
level have been examined and tested. Techniques required to train and test BNN s in 
the case of temporal patterns like ECGs are presented. Classification results based on 
sensitivity and predictivity rates are analysed and compared to previous approaches. 
5.4.1 QRS Complexes of ECGs: Methods of Processing 
The QRS complexes from patient 208 of the MIT -BIH Arrhythmia Database were 
used to create the training and testing data sets for the HFNS. The ECG signal 
associated with this patient contains three different kinds of beats: Normal beats (N), 
Premature Ventricular Contractions (PVC) and Fusion beats (F). This particular 
record was selected because it contains more than two classes, it is considerable noisy 
at some intervals of time and due to the availability of results from other research for 
comparison purposes. The simulation environment was implemented using the 
programming language C and the software library provided with the MIT-BIH 
Database CD ROM. 
Preprocessing of the Signal 
Although the main purpose of using morphological information is to avoid a great 
amount of signal pre-processing on the signal before it is fed into the classifier, it is a 
good practice to do some filtering and normalisation before hand. Filtering of the 
signal can help in removing some artifacts or noise due to muscular movements or 
interference from external devices while recording ECG. Proved by experience and 
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MU/ 
related work [Edenbrandt et al., 1993] normalisation of the patterns can lead to a 
faster training process. 
Training patterns corresponding to QRS complexes were extracted as two segments 
of 60 samples each. The first segment had the R wave around the 30th sample. The 
second segment contained samples after the occurrence of the QRS complex. In the 
MIT-BIH Arrhythmia Database, ECG signals are sampled at 360Hz. Thus, each 
segment corresponded to approximately 0.16 seconds around the R wave. An excerpt 
from Record 208 is presented in Figure 5.2 showing the two segments selected. 
0:40 • v v F v v F 
Figure 5.2. Excerpt from Record 208 
Filtering 
Different" approaches exist for filtering the QRS patterns extracted from the ECG 
which vary in their complexity and efficiency [Edenbrandt et al., 1993]. In this work, 
a simple procedure has been applied that starts by subtracting the value of sample 1 
from the values of the rest of the 59 samples. This allowed all the patterns to be put 
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at the same level, reducing changes in the amplitude of the patterns due to baseline 
shifts. The remaining 59 samples were then filtered by using a sitnple running 
average method with a period of 4. 
Nonnalisation 
In Record 208 an individual normalisation approach could remove itnportant 
information from a particular set of patterns. Individual normalisation is defined in 
this context as the process in which the samples associated to a pattern are normalised 
between 0.0 and 1.0. One of the main features that differentiate normal and fusion 
QRS complexes is the amplitude of the QRS. This, added to the fact that the same 
pattern can change in amplitude from one patient to another an even in the same 
patient makes the normalisation process a difficult task and requires a different 
approach based on dynamical normalisation. During the preparation of the training 
data, this process can be done off-line, but once the system is ready for testing it must 
be done on real time. 
The idea of setting a minimum and maximum amplitude value to normalise all the 
patterns is not a good approach due to the fact that those values can change for 
another patient and even more could be a peak associated to noise or other artifact. 
Described below is a practical solution to the normalisation problem which obtains an 
average minimum and maximum values in a dynamic fashion. These minimum and 
maximum averages are calculated as follows [Ramirez-Rodriguez and Vladimirova, 
1996]: 
• The first 20 patterns in the o:aining set were used to calculate an initial minimum 
(MIN) and maximum (MAX) value by detecting the largest and the lowest value 
observed in the samples corresponding to these patterns. 
• From the 21st patte1n, the value of MIN and MAX was updated if a new sample 
was lower or higher than 95 % of MIN and MAX respectively. 
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Once the values of MIN and MAX were obtained, the sample values of each patterns 
were normalised by: 
(
Sampleotd- MINJ 
Samplenew = 0.2+0.8 MAX_ MIN (5.1) 
Because of the values of MIN and MAX were an average they produced samples 
which were less than 0.2 and greater than 0.8. 
5.4.2 Application of the HFNS to ECG Pattern Recognition 
The HFNS presented here is an adaptation of the otiginal model proposed in Section 
5.2. The records of the MIT-BIH database are two-lead ECGs which means that they 
contain two signals. The signals colTespond to leads MLII and VI in the case of 
record 208. The HFNS model is customised for handling the two ECG signals at the 
same time. A block-diagram of the HFNS is shown in Figure 5.3. 
Structure of the HFNS 
The first level of the HFNS contained two FBNN. The interval BNN proposed in 
Chapter 2 was not used because the input data were numerical. The FBNN in the 
first level accomplished the task of classification of QRS complexes from leads MLII 
and VI into different classes. During the testing stage, a set of three patterns was 
submitted when the R wave was in the 29th, 30th and 31st element of the input 
window. In case of the classification output being ambiguous, the QRS pattetn was 
passed to the second HFNS level for final decision-making. Otherwise, the 
classification given by the first level was sent directly to the ranking module. A 
pattern was considered ambiguous when it causes more than two output neurons fire 
above a certain threshold. 
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Figure 5.3. Customised hybrid fuzzy-neural system for ECG classification 
The second level of the HFNS contained blocks of BNN s trained using patterns 
related to pairs of classes (e.g., class 1-2, class 1-3, class 2-3). As three classes were 
involved, there were: 
(5.2) 
three decision blocks in the second level associated to each FBNN in the first level. 
The decision blocks are described as follows: 
• MLII12 
• MLII13 
• MLII23 
• Vl12 
• Vl13 
• V123 
Decision block for classes Normal and PVC in lead ML/1. 
Decision block for classes Normal and Fusion in lead ML/1. 
Decision block for classes PVC and Fusion in lead MLII. 
Decision block for classes Normal and PVC in lead VI. 
Decision block for classes Normal and Fusion in lead VI. 
Decision block for classes PVC and Fusion in lead VI. 
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After the pattern was re-classified by the second level it was then sent to the ranking 
module. The ranking module received the classification attached to each of the three 
patterns. The class with the majority of patterns being assigned to it, was declared 
the winner for each lead (i.e., a voting system). 
Decision Making in the HFNS 
A small inference system was developed to support the decision when the 
classification obtained from MLII and VI differs. These rules were extracted from 
visual inspection of Record 208. The rules encoded in the inference system are 
shown below: 
If MLII is NORMAL Then 
Annotation is NORMAL 
Else 
If MLII is PVC and (Vi is NORMAL or Vi is UNKNOWN) Then 
Annotation is NORMAL 
Else 
If MLII is PVC And VI is PVC Then 
Annotation is PVC 
Else 
If MLllis FUSION and (Vi is NORMAL or VI is UNKNOWN) Then 
Annotation is NORMAL 
Else 
If MLII is FUSION and Vi is FUSION Then 
Annotation is FUSION 
Else 
If (MLII is PVC and Vi is FUSION) or (MLII is FUSION and Vi is PVC) Then 
Call procedure FEATURE_ANALYSIS 
Else 
If MLII is UNKNOWN and Vi is NORMAL Then 
Annotation is NORMAL 
Else 
If MLII is UNKNOWN and V 1 is PVC Then 
Annotation is PVC 
Else 
If MLII is UNKNOWN and VI is FUSION Then 
Annotation is UNKNOWN 
The classification Unknown was provided by the FBNNs in the first level when the 
patte1n submitted did not match any of the three classes defined before. For this 
purpose, a fourth class was created with patterns containing a portion of the ECG ｾ Ｍ
signal different to the QRS. The decision blocks in the second level based on BNNs, 
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produced the classification Unknown when none of the two output neurons generated 
an activation larger than a pre-defined threshold. 
Fuzzy Syste1n for Feature Analysis 
The procedure FEATURE_ANAL YSIS was a small fuzzy system designed for the 
classification of QRS complex into classes F or PVC based on the RR interval rate, 
area and height of the R wave registered in lead MLII. The parameters of this fuzzy 
system had to be dynamically created and updated as they changed from one 
individual to another and in some cases in the same individual. The first variable to 
be considered was the area of the QRS complex. The QRS complexes of PVC 
patterns have a soft peak and are usually wider in comparison to F and N patterns. In 
particular, the area measured corresponded to approximately 0.06 seconds around the 
location of the R peak or in terms of samples to around 20 points. A normalised 
version of the 20 samples was obtained dividing the value of each sample by the 
value of the sample with the largest magnitude. The normalised samples were then 
added into a number that represented the area for that particular QRS. An example of 
this process is shown in Figure 5.4 . 
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Figure 5.4. Calculation of the area under the R peak 
The fuzzy variable Area had two fuzzy sets associated (i.e., FUSION_A and PVC_A) 
which are shown in Figure 5.5: 
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Figure 5.5. Fuzzy sets for fuzzy variable Area 
The values of Af and Apvc were the average peak area for the classes F and PVC 
respectively. These values were calculated 1 minute after the classification process 
started. The reason for this was to allow the system to settle down and stabilise the 
normalisation parameters in order to increase the classification accuracy. The values 
of Af and Apvc were updated during the whole processing period. The exactness of 
their value depended on the accuracy of the system itself. For example, if a pattern 
was classified as F then the area for this the peak of this pattern entered into the 
average Af. Thus it was expected that after 1 minute the classification accuracy was 
good enough to set the values of Af and Apvc. 
The second fuzzy variable is the height of the QRS. F patterns were characterised by 
a tall QRS pattern. The height was taken as the highest amplitude observed in the 
normalised version of the QRS complex. This usually corresponded to the amplitude 
of the R wave.. The fuzzy variable Height had two associated fuzzy sets, known as 
FUSION_H and PVC_H. These fuzzy sets are shown in Figure 5.6 below: 
1 - oo PVC_H FUSION_H +oo 
O.Sl·········································· 
0 Hf Hpvc 
Figure 5.6. Fuzzy sets for fuzzy variable Height 
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The parameters Hf and Hpvc represented the average height of the Fusion and PVC 
patterns respectively. Following the same approach used for the area, the calculation 
of the values Hf and Hpvc were carried out after 1 minute of the signal being 
processed. 
The third fuzzy variable was the RR interval duration. It was a measure of the time 
elapsed since the last R wave was detected. PVC patterns are usually characterised 
by a short RR interval [Morabito et al., 1991]. The fuzzy sets shown in Figure 5.7 
were used for representing the transition between the duration of PVC and F RR 
intervals. 
1 - oo PVC_RR 
o.sl·········- ·--·-----· --------------------·-
ｎｏｒｍａｌ｟ｾＭＭＭﾷﾷﾷＫ＠ oo 
0 0.95*RR_A RR_A 
Figure 5. 7. Fuzzy sets for fuzzy variable RR interval 
The value RR_A was calculated as the average RR interval of three consecutive 
Normal or Fusion patterns plus the previous RR interval average. This average 
heavily depended on the QRS location and the classification produced by the system 
for previous patte1ns. This parameter was calculated and updated 1 minute after the 
classification has started. 
The following rules were used to infer the classification of the QRS patterns based on 
the previous parameters. These rules were obtained from visual inspection of Record 
208. 
If Area is FUSION_A and Height is FUSION_H and RR is FUSION_RR Then 
Annotation is FUSION 
If Area is PVC_A and Height is PVC_H and RR is PVC_RR Then 
Annotation is PVC 
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Where: 
. J.l FUSION _A (Area) + J.l FUSION _H (Height) + J.l FusioN _RR ( RR) 
Class 1s FUSION = 
3 
(5.3) 
f.lpvc A (Area)+ f.lpvc H (Height)+ f.lpvc RR (RR) 
Class is PVC = - -
3 
- (5.4) 
and f1 x (Y) is the me1nbership function of fuzzy set X associated to fuzzy variable Y. 
The class obtaining the largest membership value was considered as the right class. 
The fuzzy system proposed in here, although very shnple, proved to be very effective 
with classification rates of up to 90.6% compared to 61.8 %and 17.9% obtained by 
a BNN trained using the first a second segment of the QRS respectively. 
5.4.3 Training and Testing of the HFNS 
The FBNNs and BNNs were trained for 10000 iterations, using a learning rate 
varying from 0.9 to 0.1 and controlled by the fuzzy system proposed in Section 1.3.1. 
A momentum term of 0.3 was used. The FBNNs, as mentioned before were trained 
using fuzzy labels, more specifically using the fuzzy labelling algorithm TFLD 
proposed in Section 3.5. 
In order to obtain the training patterns the first five minutes of record 208 were used. 
A total of 100 patterns for the classes N and PVC and a total of 72 for the class F 
were found in this five minutes. An extra 100 patterns representing the class 
Unknown and containing parts of the ECG other than the QRS complex were also 
included. This amounted to a total of 372 training patterns. The FBNNs in the first 
level had a 59-10-4 architecture while the BNNs in the second level had a 59-5-2 
architecture. These topologies were selected after several simulations. 
Because the ECG patte1ns were composed of two segments, some networks were 
trained using the first segment (QRS) and others using the second segment (After 
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QRS). FBNN 1 and FBNN2 were trained using information from the first segment. 
The decision blocks MLII12 and MLII13 corresponded to BNNs trained using the 
second segment. Decision blocks Vl 12,Vl 13 and Vl 23 were trained with infonnation 
from the first segment. In the case of MLII23 none of the two segments seemed to 
provide enough information to discriminate between these two classes using BNNs. 
For this reason, the fuzzy system for feature analysis described in Section 5.3.2 was 
adopted as the decision block MLII23 • This combination of decision blocks in the 
second level was obtained after several experiments with different configurations. 
The testing stage of the HFNS was carried out by submitting the remaining 25 
minutes of record 208 (corresponding to a total of 2437 previously unseen QRS 
patterns). Several values for the threshold in the output layer of the first level were 
investigated. For the purposes of evaluation, the program bxb provided with the 
database was used. This program implements the beat-by-beat comparison algorithm 
described in Testing and Reporting Peiformance Results of Ventricular Arrhyth1nia 
Detection Algorithms, a Recommended Practice from the Association for the 
Advancement of Medical Instrumentation (AAMI) [Moody, 1995]. The statistics 
gathered by bxb are based on tallies of "matching" annotations in the reference and 
test annotation files. 
5.4.4 Evaluation of the HFNS for ECG Diagnosis 
The HFNS was evaluated in terms of sensitivity and predictivity for classes Normal, 
PVC and Fusion. A crisp HFNS (HFNScrisp) consisting of two BNNs (i.e., BNN 1 and 
BNN2 ) in the first level was built for comparison purposes. BNN 1 and BNN2 were 
trained using the same patterns and the same initial random weights as FBNN 1 and 
FBNN2. 
The FBNNs were trained using the fuzzy labelling algorithm TFLD (see Section 3.5) 
for -r = 1 (HFNS1), -r = 2 (HFNS2), -r = 3 (HFNS3) and -r = 4 (HFNS4) respectively. 
Different threshold values were investigated for the output layer of BNN1 and BNN2 
159 
ranging from 0.05 to 0.2. In the case of the FBNN 1 and FBNN2, threshold values 
ranging from 0.05 to 0.7 were investigated. 
Finally, the second level was removed from the different HFNSs in order to 
investigate the performance of the first level on its own. The single version ｯｾ＠ HFNS 
shall be refened to as No Second Level (NSL). The classification of the NSL model 
was obtained from the output layer of the NNs using a winner-take-all (WTA) 
approach. The decision making module proposed in Section 5.4.2 was applied in 
case of disagreement between leads MLII and VI. 
Overall Classification Results 
Table 5.1 shows the lowest number of misclassification achieved by the HFNSs and 
the threshold value associated to these performances. A more detailed account of the 
results obtained for each HFNS is presented in Appendix D. As mentioned before, 
the testing set consisted of 2437 previously unseen QRS complexes. 
Table 5.1. Total number of QRS misclassified by each HFNS 
HFNS Scaling Threshold Misclassifications 
Parameter Value Outof2437 
't" 
HFNScrisp N/A 0.3 121 
NSLcrisp N/A WTA 109 
HFNS 1 1 0.1 88 
NSL1 1 WTA 96 
HFNS2 2 0.1 97 
ｎｓｾ＠ 2 WTA 107 
HFNS3 3 0.4 55 
NSL3 3 WTA 59 
HFNS4 4 0.6 72 
NSL4 4 WTA 76 
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In general terms, the HFNS3 showed the best performance with a 97.74 % 
classification rate corresponding to 55 misclassifications out of 2437 patterns. As 
expected, the HFNSs trained using low values of -r (i.e., HFNS 1 and HFNS2) 
performed very similar to HFNScrisp· The HFNScrisp model obtained a 95.03 % 
classification accuracy with 121 patterns misclassified. However, a better 
performance was obtained for HFNScrisp when the second level was disabled (NSL) 
with a classification rate of 95.53 %. [Nadal and Bossan, 1993] reported a 98.5 % 
with a total of 44 misclassification out of 2947 QRS testing patterns. However, in 
this work the whole record 208 was used to train the classifier. Thus, the testing data 
were the same as the training data. These results are shown in more detail in 
Appendix D. 
There is a small improvement in the classification accuracy of all HFNSs when the 
second level is enabled to re-classify ambiguous patterns found in the first level, with 
exception of HFNScrisp· The classification rate of HFNScrisp improved as the 
threshold value was increased until it reached 0.3 starting from 0.05, with the best 
performance obtained when no patterns were sent to the second level (NSL). The 
larger the threshold in a network trained using crisp label, the lower is the number of 
patterns sent to the second level. This means that for a low threshold value a 
considerable amount of fuzzy patterns were detected but sent to the wrong decision 
block. 
Pe1jormance of the Second Level 
The accuracy of the second level in making the right classification was assessed by 
testing each decision block separately. The results in terms of percentage of patterns 
conectly classified are shown in Table 5.2. As shown in Figure 5.7, there were no 
ambiguous pattetns sent to decision block V1 12 and thus it was not possible to get 
performance statistics for this decision block. 
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Table 5.2. Classification performance of the decision blocks in the second level 
of the HFNS 
Decision block Percentage of classification 
Out of 100% 
MLII12 
(BNN trained using the 2nd 100 
segment) 
MLII13 
(BNN trained using the 2nd 91.1 
segment) 
MLII23 
(FS using QRS area, height and RR) 90.6 
V1t2 
(BNN trained using the 1st segment) N/A 
Vl23 
(BNN trained using the 1st segment) 97.4 
V1 Fusion-PVC 
(BNN trained using the 1st segment) 88.8 
Table 5.2 shows that the performance of the second level was good for all the 
decision blocks, and thus the low classification rates of the HFNScnsp can only be 
attributed to a poor performance of the BNNs in the first level on detecting fuzzy 
patterns. 
Pe1jormance of the First Level 
In ECG classification, the discrimination among classes is subjective. The 
identification of fuzzy temporal patterns heavily depends on the observer. A 
particular ECG pattern might look ambiguous to a particular person but to an expert 
annotator the class associated to the pattern might be clear. The approach followed 
here to measure the ability of the HFNS to detect such patterns consisted in counting 
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the total number of patterns sent to a particular decision block in the second level and 
then measuring how many of those were wrongly sent there due to a misclassification 
in the first level. Figure 5.8 shows the total number of pattern submitted to the each 
decision block in the second level for the HFNSs presented in Table 5.1. 
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Figure 5.8. Number of patterns submitted to the second level of the HFNSs 
Each pattern submitted to the decision blocks MLII12, MLII13 , MLII23 , Vl 12, Vl 13 and 
V1 23 in the second level was compared against the annotation provided by the 
database. If the annotation did not match one of the classes associated to the decision 
block then the pattern was said to be sent to the wrong decision block. Figure 5.9 
shows the number of patterns for each decision block wrongly sent by the first level to 
each HFNSs. 
163 
160 
0 
'iii 140 
·u 
C» 
"C 120 0 
-
- 100 c ｃﾻｾ＠
Ill CJ 
ｾＰ＠ 80 g-:c 
0 60 
... 
ｾ＠
Ill 40 c 
... 
C» 
= 20 cu Q. 
0 
MLII,,_ ｍｌｉｉ Ｑ ｾ＠ Mlllz.3 V1n. 
Decision block 
V1 13 V1t3 
•HNFSCrisp 
IIHNFS1 
CHNFS2 
EIHNFS3 
.HNFS4 
Figure 5.9. Number of patterns sent to the wrong decision block in the second 
level of the HFNSs 
A close look to excerpts of record 208 shown in Appendix E can provide a general 
idea of the patterns that might confuse an observer. The first impression is that the 
Normal (N) and Fusion (F) patterns are very similar in lead ML/1. In lead VI those 
patterns are quite different in the early stages of the record, but at the end, the 
amplitude of the Normal patterns increases and thus confusion might arise. Patterns N 
and PVC can be easily distinguished in both leads. In the case of classes PVC and F, 
they look very similar in both leads and one could easily confused them in some parts 
of the signal. 
This knowledge about the signal and Figures 5.8 and 5.9 can help to understand in 
more detail the performance of the first level of the HFNSs. The first block to be 
analysed is MLll12, that is, the decision block for classes Normal and PVC in lead 
MLII. Figure 5.8 shows that HFNScrisp, HFNS 1 and HFNS2, sent a considerable 
amount of patterns to this block. However, it is the case that these two classes are 
fairly easy to distinguish one from another. Figure 5. 9 shows that most of these 
patterns were sent there by mistake as they were neither Normal nor PVC but Fusion. 
HFNS3 and HFNS4 sent a very small amount of patterns to this decision block. Most 
of these patterns were also sent there by mistake. However, they did not affect the 
performance of the system because of the very small number of patterns submitted. 
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The second block (MLII13) corresponded to decision making between classes Normal 
and Fusion in lead ML/1. In this case, a small amount of patterns was sent to the 
second level by HFNScrisp' HFNS1 and HFNS2 while HFNS3 and HFNS4 sent a large 
number of patterns. This large number of pattern matched the observation made 
before about the similarity between Normal and Fusion patterns in lead ML/1. 
Furthermore, as shown in Figure 5.9, the number of patterns sent by mistake to this 
decision block was very low. 
Although classes PVC and Fusion seemed difficult to distinguish in lead ML/1, it is 
shown in Figure 5.8 that a small runount of patterns was sent to this decision block by 
all the HFNSs. The consequence of this is reflected in the number of 
misclassifications shown in Appendix D due to patterns being classified as Fusion 
when they were PVC. Experiments on the performance of this decision block 
revealed a 90.6 % accuracy (see Table 5.2). Thus, the poor performance in the 
identification of PVC and F patterns can be attributed to the networks in the first level 
and not to the second level. The fact that a neural network did not produced good 
results in the second level and had to be replaced by a fuzzy system is an indication of 
how difficult was for the neural networks in the first level to distinguish between these 
two classes. 
There were no ambiguous patte1ns identified for classes N and PVC in lead VI. This 
is understandable because it is easy to distinguish between these two classes in this 
lead. Similru· as for lead ML/1, the number of patterns submitted in lead VI for 
classes N and F was considerably lru·ge for HFNS2, HFNS3 and HFNS4• The frrst 
level of HFNScrisp and HFNS 1 also sent a few patterns to this decision block. 
However, the number of misclassification in Figure 5.9 for HFNScrisp and HFNS1 was 
much lru·ger than HFNS3. 
Finally, Figure 5.8 shows that the neural networks in the first level of the HFNSs were 
not able to identify as many fuzzy patterns for classes PVC and F in lead VI as 
expected from the visual inspection of the record. The number of patte1ns sent by 
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HFNScrisp' HFNS 1 and HFNS2 was larger than for HFNS3 and HFNS4. However, the 
nutnber of patterns sent by mistake to this decision block was also larger for 
HFNScrisp' HFNS 1 and HFNS2 in comparison with HFNS3 and HFNS4• 
These experiments were repeated for HFNSs using BNNs and FBNNs trained with 
different initial weights with results very similar to those presented in here. In 
conclusion, this case study has shown that the HFNS models proved to be more 
effective than the NSL approach for all the HFNSs trained with fuzzy labels. The 
NSL model produced better results in the case of HFNScrisp showing the poor ability 
of BNN to identify fuzzy patterns. This was further corroborated with the analysis on 
the distribution of the fuzzy patterns to the second level made by each HFNS. It was 
also seen that NSL models trained with fuzzy labels outperformed the one trained 
using crisp labels. Finally, the distributed knowledge encoded in the decision blocks 
fulfilled the task of improving the classification rate of the classifier. 
5.5 Conclusions 
In this chapter, a new hybrid fuzzy-neural classifier has been proposed. This model 
integrates ideas gathered from the work describe earlier in the search for a synergetic 
effect between neural networks and fuzzy models. In particular, fuzzy systems were 
used to accelerate training times of BNNs and FBNNs embedded in the HFNS model 
(Section 1.3.1). The fuzzy labelling algorithm TFLD (Section 3.5) was applied in 
order to obtain a feedforward multilayer perceptron capable of identifying ambiguous 
patterns in the data in the first level of the hierarchical classification system. 
In the HFNS, patterns which are considered as belonging to more than one class can 
be identified in a first level and sent to an upper level of classification where more 
information can be obtained and a final decision made. The system takes advantage 
of the classification capabilities of BNNs and the concept of class membership 
developed in fuzzy logic theory. This approach resembles the inference mechanism 
followed by humans beings to handle uncertainty in classification. 
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The model has been applied to a case study on the classification of QRS complexes in 
Record 208 of the MIT -BIH database. The customised HFNS system consisted of 
two FBNNs in the first level that received QRS patterns from leads MLII and Vl. 
The second level was designed using a combination of specialised BNNs and a FS. 
Experimental results has shown the ability of the HFNS to improve classification 
rates in comparison with conventional BNNs. Average classification rates of up to 
98% have been obtained in the detection of fusion beats, premature ventricular 
contractions and normal beats. Also, the experimental results have confirmed again 
that the use of fuzzy labels improves the ability of BNNs to detect fuzzy pattetns. 
The feedforward backpropagation networks (FBNNs and BNNs) showed that with an 
appropriate postprocessing technique such as the ranking method, a stable and 
accurate classification of temporal patterns can be achieved based only on 
motphological information. On the other hand, the FS proved to be useful in 
situations in which morphological information on its own was not enough to 
discriminate between the classes and extracted features from the signal had to be 
analysed. One of the advantages of using FS versus traditional rule-based decision 
making systems is the smaller number of rules needed due to gradually defined sets 
using membership functions. 
Morphological classification is fast as little pre-processing is required. However, in 
some cases feature extraction becomes necessary to obtain better classification rates. 
On the other hand, feature extraction can be time consuming. Therefore, approaches 
such as the HFNS model in which a first level can require the extraction of features in 
a second level when morphological information is not enough to classify a particular 
patte1n can produce a good balance between computing time and accuracy. 
Promising direction of future work is to implement an approach based primarily on 
feature extraction [Nadal and Bossan, 1993], as a building block of the HFNS. The 
HFNS can be extended to a larger number of classes and records. However, 
multifonn patterns such as PVCs present in so1ne records, will require a different 
pre-processing approach because there is no specific pattern to be learnt. In that case, 
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a simple initial classification into normal and abnormal patterns would be useful 
before passing the patterns to the HFNS for a more detailed classification. Filtering 
and normalisation of the signal is another important direction of future work. The 
approaches suggested here partially solve some of the problems in this area but 
further pre-processing will have to be considered when extending the size of the 
classification problem. 
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Chapter 6 
Software Simulation Environment 
This chapter describes the software simulation environment for the algorithms and 
models presented in the rest of the thesis. The software has been implemented in the 
programming language C on a SUN SP ARC 20 workstation under the Operating 
System Solaris. 
There are several commercial packages available in the market for the 
implementation of neural and fuzzy systems such as NeuFuz4 (National 
Semiconductor, Santa Clara, CA, USA) and Fuzzy Logic and NN Toolboxes for use 
with MATLAB® (PWS Publishing Company and The Math Works, Inc.). Some other 
packages such as the SNNS Sttutgart simulation environment [Zell et al., 1991] and 
Xfuzzy 1.1 [Masa-Marin, 1994] are freely distributed through the internet. However, 
these software packages have neural or fuzzy models already implemented and thus 
the possibility of testing new models is limited. 
This chapter is divided as follows: Section 6.1 describes the structure of the software 
package. Section 6.2 discuss the implementation of the program to train and test four 
neural network models. Section 6.3 presents the software implementation to test 
BNNs in the detection of AF episodes. Section 6.4 describes the simulation 
environment for the design of HFNSs. The conclusion of the chapter are presented in 
Section 6.5. 
6.1 Overview of the Software Package 
The simulation environment allows training and testing of four different NN models 
that can be further evaluated in the detection and classification of AF episodes and 
QRS complexes in ECG records of the MIT-BIH Database. The simulation 
environment consists of three main programs: 
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• The first program which will be referred to as "fnns.c" (i.e., fuzzy neural network 
systetn), allows to design, train and test BNNs or interval BNNs using the bank of 
F AMs proposed in Section 1.3 .1 or the fuzzy labelling algorithms proposed in 
Section 3.4 and 3.5. 
• The second program which will be referred to as "afib.c" can be used to test aNN 
in the detection of AF episodes in ECG records of the MIT -Bill ECG Database. 
• The third program which will be referred to as "hfns.c" impletnents a simulation 
framework to create HFNSs. 
A graphical diagram of the structure of the simulation environment is shown in 
Figure 6.1 below: 
Progrrun 1 
fnns.c 
Interface 
Program2 
afib.c 
Program 3 
hfns.c 
Figure 6.1. Graphical diagram of the structure of the simulation environment 
The system allows dynamical management of the memory and therefore of the data 
structures involved in the architecture of the networks. Parameters such as the 
number of neurons in each layer, number of patterns in the training set are read from 
an input file or the keyboard and the required memory to store the cotTesponding data 
is allocated. This avoids the need to change the source code and recompile the 
program every time a network of different size is implemented and also removes any 
limitations on the size of the network other than the capacity of the memory in the 
computer. Algorithms concerned with the preprocessing of the training data (i.e., 
fuzzy labelling algorithms), speeding of the convergence of the backpropagation 
algorithm (i.e., the bank of FAMs) and othes ru·e implemented as procedures and 
functions in the programs. The user-interface of the fnns.c program consists of 
menus with multiple choice. 
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6.2 Description of the fnns.c Program 
The fnns.c program allows the implementation of the conventional BNN and the 
interval BNN. The fnns.c has been implemented in 3285 lines of source code. It is 
composed of a total of 33 procedures and functions. A graphical diagram of the 
internal structure of fnns.c is shown in Figure 6.2 below: 
free_memory_network(void) 
free_memory _patterns( void) 
initialisation( void) 
new _neural( void) 
ask_configuration(void) 
ini_ weights( void) 
old_neural(void) 
open_file_network(void) 
read_new _net( void) 
read_new _net_int(void) 
read_ weigths( void) 
fill_ cube( void) 
train( void) 
train_int( void) 
Program 1 
fnns.c 
preprocessing( void) 
prepro_static(void) 
prepro_tempo(void) 
forward(x,slope) 
forward_int(x,level,slope 
backpro(learning,x,momentum) 
backpro_int(learning,x,momentum,level) 
sigmoid( net,slope) 
fam( error_min,error_initial,iterations, 
actual_iteration,global_error ,ini_learn, 
learning_min,learning,slope,ini_slope) 
member_fun( d,distance) 
matrix(rowl,row2,coll,col2) 
max(a,b) 
min(a,b) 
pythag(a,b) 
randint() 
tred2( a,n,d,e) 
ql(d,ne,z) 
Figure 6.2. Structure of the fnns.c program 
The principal menu of the user interface of fnns.c is shown in Figure 6.3. It has five 
options which can be used to select the required NN model as follows: 
• The first option (i.e., Backpropagation), sets the simulation environment for a 
conventional BNN. 
• The second option (i.e., Fuzzy backpropagation) can be used to train a BNN using 
the bank of F AMs to control the leruning rate and the slope of activation function 
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defined in Chapter 1. This option is also used when the BNN is trained using the 
fuzzy labelling algorithtn described in Chapter 3. 
• The third option (i.e., Interval BNN) implements the interval BNN model defined 
in Chapter 2. 
• The fourth option (i.e., Fuzzy interval BNN) has the same properties of the second 
option, with the difference that the NN model is the interval BNN rather than the 
BNN. 
FNNS 
1.- Backpropagation 
2.- Fuzzy Backpropagation 
3.- Interval Backpropagation 
4.- Fuzzy Interval Backpropagation 
5.- Exit 
Figure 6.3. Main menu of the FNNS program 
After the NN model has been selected, the user is presented with the choice of 
creating a new NN or loading a previously stored network. If the user decides to 
create a new NN, the screen in Figure 6.4 is presented. At this stage, the structure of 
the new NN can be defined and random weights between -1 and 1 are automatically 
assigned to the network connections. If the selection is to load a previously stored 
network, then the name of the network is asked by the system. 
Network Selection 
1.- New Neural Network 
2.- Old Neural Network 
3.- Go Back 
! 
Number of input units: 5 
Number of hidden units: 10 
Number of output units: 2 
Figure 6.4. Screen to create a new NN configuration 
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Once the model and the NN itself is fully defined and loaded in memory, the user is 
presented with the choices shown in Figure 6.5. The first option is used to test the 
NN. The second option initiates the training stage. The third option can be used to 
store the configuration and value of the weights in the connections of the NN into a 
text file. For this purpose, the system ask for a name to the network. The following 
subsections explain in more detail each of these options. 
Actions 
1.- Test 
2.- Train 
3.- Save 
4.- Go Back 
Figure 6.5. Menu of possible actions in the FNNS program 
Testing 
Testing is used to evaluate the NN in terms of its classification accuracy. In the case 
of having selected the interval BNN or the fuzzy interval BNN model in Figure 6.3, 
the system asks for the number of ,8-levels sets to be used in order to translate the 
fuzzy numbers (i.e., the input to the NN) into intervals. The value associated to each 
,8-level set is also introduced. After this step or in the case that the model selected 
was either the BNN or fuzzy BNN, the screen shown in Figure 6.4 is displayed. The 
first option can be used to introduce testing pattern to the NN using the keyboard. 
The second option allows testing of the NN using a text file which contains the 
testing patterns and their associated classification. The system automatically 
compares the output of the NN with the classification provided by the text file to 
produce a percentage of patterns correctly classified. It also produces an output file 
with the response of the NN to each testing pattern. 
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Training 
This option generates a different sequence of actions and questions depending on the 
NN model selected at the start of the program in Figure 6.3. The first possibility is 
that the model selected was the backpropagation NN. Figure 6.6 shows an example 
of the sequence of questions presented to the user. 
Training 
Training file: Training_set 
Name for output file: Results 
No. iterations: 10000 
Epsilon error: 0.001 
Learning rate: 0.9 
Momentum term: 0.5 
Figure 6.6. Screen to set the training parameters in the BNN model 
The training file coiTesponds to a text file containing the training patterns and their 
corresponding target labels. The output file is created during training and stores the 
learning error associated to each iteration. The other parameters define the total 
number of iterations over the training data set to be performed, the stopping criterion 
in terms of minimal error and leruning constants. 
The second possibility is to have selected the fuzzy BNN model. In this case, the 
training module shows the screen in Figure 6. 7. This is the stage when the user can 
choose whether the NN is to be trained using fuzzy labels or not. The screen in 
Figure 6.5 allows to select between the fuzzy labelling algorithm for static or 
temporal patterns presented in Section 3.4 and 3.5 respectively. Once a fuzzification 
algorithm is selected, the system ask for the value of 't'. The last option (i.e., 
continue) can be used to catTy on with the process without applying any of the fuzzy 
labelling algorithms. 
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Training Preprocessing 
Fuzzification Algorithm 
1.- Static Patterns 
2.- Temporal Patterns 
3.- Continue 
1 
't=2 
Figure 6. 7. Selection of the fuzzy labelling algorithm 
After the selection of the fuzzy labelling algorithm, the system presents a sequence of 
questions to define the training parameters as shown in Figure 6.8 below: 
Training 
Training file: Training_set 
Name for output file: Results 
No. iterations: 10000 
Epsilon enor: 0.001 
Maximum learning rate: 0.9 
Minimum learning rate: 0.1 
Maximum slope:1.0 
Minimum slope:1.0 
Momentum term: 0.3 
Figure 6.8. Screen to set the training parameters in the fuzzy BNN 
The sequence of actions for the interval BNN and the fuzzy interval BNN are the 
same as for the case of the BNN and fuzzy BNN, respectively. The only difference is 
that for these models an additional step is taken to define the value and number of /3-
levels sets to be used during training. 
The training process starts immediately after the training parameters have been 
defined for either model. The system generates and output which is shown in Figure 
6.9. It indicates the current iteration number, the global learning error and the value 
of the leatning rate and the slope. The display is updated every X/10 iterations. 
Where X is the total number of iteration defmed in the training parameters. 
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Training Output 
Iteration: 1 
Global learning error: 14.508 
Learning rate: 0.9 
Slope: 1.0 
Iteration: 100 
Global learning error: 1.209 
Learning rate: 0.787 
Slope: 1.0 
Figure 6.9. Output obtained from the system during training 
Training is carried out until the stopping criterion is reached (i.e., the epsilon error or 
the total number of iterations). The FNNS reports the last iteration reached with its 
conesponding final global error. The program then returns to the menu shown in 
Figure 6.5. The flow diagram of the fnns.c program is shown in Figure 6.10. 
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Input 
from the 
Keyboard 
Yes Ask 
Configuration 
Figure 6.10. Flow diagram for the fnns.c program 
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As mentioned before, the user interface of the fnns.c is a textual, menu-based one. 
However, an early version of the system has been already upgraded to a graphical 
user-friendly interface under the X-Window and OSF/Motif environment [Carpenter, 
1994] as shown in Figure 6.11. This version of the fnns.c allows visualisation of the 
learning curve of the networks during training (i.e., global error vs. number of 
iterations), architecture of the network and shape of the membership functions used in 
the bank of FAMs. 
Figure 6.11 Graphical user interface for the fnns.c program 
6.3 Software for the Detection of AF Episodes in the MIT-BIH 
Database 
The afib.c program allows BNNs to be tested in the detection of AF episodes in ECG 
records of the MIT-BIH Database. The implementation of this program required 530 
lines of source code distributed in five routines plus the main program. Functions 
provided with the software library of the database are used to open a database, select 
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a specific record and the annotation file associated to it. The user interface is 
composed of a single screen in which the following parameters are introduced: name 
of the network to be tested, record number, input annotation file and output 
annotation file. The sctructure of the afib.c program is shown in Figure 6.12 below: 
I afib.c I 
I 
load_nn() 
fuzzy() 
forward() 
sigmoid() 
Figure 6.12. Routines in the afib.c program 
After selecting the network and related parameters, the program looks for the file 
containing the configuration of the network and dynamically allocates the necessary 
memory to store the weight matrices. The next step is to obtain from the input 
annotation file (provided with the database) information about arrival times of the 
QRSs in the signal (i.e., heart beats). This information is encoded in the transition 
matrix proposed in Section 4.3 .2. The transition matrix is then fed to the NN and a 
classification is obtained. A set of conditions are verified and the corresponding 
classification (i.e., normal beat or AF beat) is stored in the output annotation file (see 
Section 4.3.2). 
Once all the heart beats in the record have been classified, the system tnakes a call to 
the epic program provided with the database for the evaluation of automated 
arrhythmia classifiers. The output of this program is then displayed in the screen and 
the system is now ready to process another record .. 
6.4 Software Platform for the Application of the HFNS to the 
Classification of QRS Complexes in the MIT -BIH Database 
The hfns.c program is designed to provide a framework for the implementation of the 
HFNS model described in Section 5.2 and applied to the classification of QRS 
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complexes in the case study reviewed in Section 5 .4. Although the ECG records of 
the MIT-BIH are cotnposed of only two signals, the system is designed to accept as 
many signals as required. That is, the number of blocks in the first and second level 
is not limited to a fixed number as shown in Figure 6.13 below: 
First Level Second Level 
Figure 6.13. Dynamical structure of the HFNS simulation program 
The implementation of the simulation environment for the HFNS required 1094 lines 
of source code distributed in routines and functions. A graphical representation of the 
hfns.c program is shown in Figure 6.14 below: 
I hfns.c I 
I 
sigmoid(net,slope) 
forwardll(h,input,output) 
forward2l(h,input,output,l) 
fuzzySis(area,pvc_area,fusi_area, 
max_height,pvc_height, 
fusLheight,rr ,current_rr, 
output) 
read_config(filename,l) 
read_config_second( filename,l,s) 
assign_mem(void) 
read_record_info(void) 
propagate_levell (void) 
possible_qrs(heart_rate, samples, 
prev_qrs) 
evaluate( output,h, threshold) 
Figure 6.14. Routines and functions in the hfns.c program 
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The user interface of the hfns.c program is composed of a single screen. The first 
input to the system is the number of NNs to be used in the first level. In the case 
study of Section 5.4, this corresponded to a total of two FBNNs. The second set of 
parameters to be defined is the number of decision blocks associated to each NN in 
the first level as shown in Figure 6.15 below: 
HFNS-ECG Classification 
Number of networks in the first level: 2 
Number of decision blocks in the second 
level associated to network (1); 3 
Number of decision blocks in the second 
level associated to network (2): 3 
Figure 6.15. Input parameters for the hfns.c program 
The program then asks for the names of the files containing the description of each 
NN. The information retrieved from the files is used to dynamically create the data 
structures that store the configuration and weight matrices of each NN in every level. 
Other input to the system is the Record of the MIT-Blli Database to be analysed, the 
threshold value to be used in the first level of the HFNS to detect fuzzy patterns and 
the output annotation file for further comparison. The rest of the classification 
process is carried out automatically by the main program and includes routines for 
(see Section 5.4): 
• Extraction of QRS complex from the signal 
• On-line filtering of the QRS pattetn 
• On-line normalisation of the QRS pattetn 
• Propagation of the QRS pattern through the HFNS 
• Decision making between leads MLII and Vl in case of disagreement 
• Storage of the classification in the output annotation file 
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• Call to the bxb evaluation problem once the whole record is processed 
• Presentation of the overall classification results 
A flow diagrrun of the hfns.c program is shown in Figure 6.16 below (see Section 
5.4): 
Select 
Decision Block 
2nd Level 
Decision 
Making 
bxb 
Program 
No 
Figure 6.16. Flow diagram for the hfns.c program 
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6.5 Conclusions 
Three main programs have been implemented in the programming language C to 
simulate and test the algorithms and models proposed in this thesis. The prognuns 
make an efficient use of memory resources by dynamically allocating the required 
memory for all the data structures. An upgraded version which provides a graphical 
user-friendly interface for the fnns.c program has been implemented in [Carpenter, 
1995]. 
The fnns.c progrrun allows to design, train, test, and store four NN models. This 
system has been used throughout this research to train and evaluate the NN models 
used in the different case studies reviewed. The other two programs (i.e., afib.c and 
hfns.c) have served as simulation environments to test the classification rates of NNs 
in the detection of AF episodes and anomalous QRS complexes in ECG records of 
the MIT-BIH Database. 
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Conclusions 
In this study, a new hybtid fuzzy-neural system has been proposed. The system can 
be applied to classification problems involving multiple classes with areas of 
overlapping. It has been found that the proposed hierarchical architecture provides a 
computational model in which ambiguous patterns can be accurately detected and 
sent to a second and more exhaustive level of classification. 
The application of the HFNS to the recognition of anomalous QRS co1nplexes in the 
record 208 of the MIT-BIH Arrhythmia Database produced a classification accuracy 
of 97.7 % on previously unseen data. Theoretical analysis and software simulations 
have shown that the use of fuzzy labels played an important role in the ability of the 
first level of the HFNS to detect fuzzy patterns. Software simulation using 
feedforward backpropagation networks (FNNs and BNNs) have shown that with an 
appropriate postprocessing technique a sta.ble and accurate classification of temporal 
patterns can be achieved based only on morphological information. 
In the design process of the HFNS model, new algorithms for fuzzification of 
labelling data used for training supervised neural network classifiers have been also 
defined. The algorithms generates fuzzy labels upon a hard c-partition. The target 
labels obtained from the algorithm have proved to consider the fact that a training 
pattern may belong to more than one class. In the case of static patterns) the algorithm 
is based on the assumption of ellipsoidal class hull and relaxed one of the constraints 
of fuzzy c-partitions allowing conservation of the information contained in the crisp 
labels. The suggested approximation of convex hull classes using hyperellipsoids has 
been found to be a more general solution than using hyperspheres. The algorithm for 
temporal patterns based on the min operator provides a fast computational model for 
the calculation of the membership functions required to generate the fuzzy labels. 
The labels obtained from this algorithm have shown to be capable of precisely 
representing the degree of silnilarity of a training pattern to the different class 
templates involved in the classification problem. 
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Theoretical analysis and software simulations have revealed the advantages of BNNs 
pre-processed with the fuzzy labelling algorithm over conventional BNNs in the 
detection of areas of overlapping data. The possibility of a BNN getting trapped into 
local minima due to ambiguous patterns in the training data set has also been analysed 
and confirmed. A solution to this problem has been found by using the proposed 
fuzzy labels. BNNs trained using adequate fuzzy labels have proved to avoid 
oscillating behaviour during training and still retain enough "crisp" information in the 
training data set to construct an effective decision surface. The proposed fuzzy labels 
allowed patterns residing in areas of overlapping data to be better distinguished frotn 
patterns representing unequivocally their class. 
In the detection of AF episodes in the MIT-BIH Database, a new method for 
encoding timing information in a transition matrix has been proposed and proved to 
be more effective than a previous approach. Classification rates averaging 87 % 
accuracy in terms of sensitivity and predicitivity have been obtained. 
In addition to this, two banks of F AM to control the learning rate and the steepness of 
the activation function in the generalised delta leruning rule have been· designed, 
hnplemented and tested. The first fuzzy system decreases the learning rate within a 
given interval. The second fuzzy system varies the slope of the activation functions 
during learning. BNNs trained using the fuzzy controlled leruning rate have proved 
to achieve a pre-defined learning error faster than using a lineru· approach and a 
constant learning rate. In the case of the steepness of the activation function, it has 
been found that increasing the value of the slope does not produce ru1y significant 
effects other than scaling the learning rate. 
Finally, the implementation of the interval BNN has revealed that the model is a 
plausible alternative to FS and conventional BNN when the training data is composed 
of both linguistic and numerical data. However, the computational complexity of the 
model has been found to be considerably high in compru·ison with FS and 
conventional BNNs. The use of fuzzy numbers as input to the interval BNN has 
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proved to be equivalent to the generation of additional pattetns around the original 
training data. 
Protnising direction of future work is the application of the HFNS 1nodel to 
classification problems involving a larger number of classes. This would also open 
the possibility of exploring other types of decision blocks in the second level of the 
HFNS. Also, more research is needed in the area of fuzzy labelling algorithms. 
There is a need for algorithms capable of dealing with non-convex class hulls. A 
solution to this problem could be the incorporation of clustering algorithm such as 
fuzzy k-means to identify possible clusters of data in non-convex classes a generate 
membership function for each cluster. It will be also desirable to design a new fuzzy 
labelling algorithm for matrix -type pattterns, such as characters, numbers and maps, 
where the input to the algorithm is a set of pixels and their associated intensity. 
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Appendices 
Appendix A. The Generalised Delta Learning Rule 
The following notation is used: 
xi : Activation of the i input unit. 
Yi: Activation of thej hidden unit. 
ok : Activation of the k output unit. 
n+ 1 : Number of inputs units (including the dummy neuron for the bias vector). 
h+l :Number of hidden units (including the dummy neuron for the bias vector). 
vii: Weight connection between input unit i and hidden unitj. 
wki: Weight connection between hidden unitj and output unit k. 
The generalised delta learning rule implemented consists of adjusting the weights for 
the synapses between the hidden and output layers such that the function EP defined 
in (1.21) is minimised. In other words, a A. vii and a A.wki is needed such that 
v'i; =vii+ Llv ii for j = 1,2, ... ,h, and i = 1,2, ... ,n + 1 (A.l) 
w'ki = wki +Llwkj fork= 1,2, ... ,c, and j = 1,2, ... ,h+ 1 (A.2) 
produces a reduction in the value of Er For this purpose, the individual weight 
adjustment is computed for matrix Was follows: 
dEP 
A.wk. =-a--ＺＮｾ＠ dWkj (A.3) 
where the factor a is referred as the learning rate which modulates the size of the step 
taken in the direction of the negative gradient of Er The second term of equation 
(A.3) can be calculated using the chain rule as follows: 
dEP dEP d(netpk) 
-= (A.4) 
dwki d(net pk) dwki 
The first term of (A.4) is known as the enor signal term o. This error signal is called 
delta and is defined as: 
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Ook = 
oEP 
o(net pk) 
This can be rewritten using the chain rule as: 
aEP aopk 
oak= --a - ·-a(--'---) 
opk net pk 
where it follows that 
(A.5) 
(A.6) 
(A.7) 
The second term of (A.6) corresponds to the derivative of the activation function 
defined in (1.5) and is computed as : 
00 k 
f'(net k) = P 
p o(net pk) 
where 
'\ -'N1et11k 
! '( ) 1\,exp netpk = 2 [ l + exp -'A11etpk] 
which can be rewritten as 
f ' (net ) - A. --=-----,----[ 1 1 + exp-'AIIetpk -1] pk - 1 + exp -'A11etpk • 1 + exp -'A11et pk 
and finally 
Thus, the delta signal error is defined for the output layer as 
Bok = 'A(dpk -opk)opk(1-opk) 
(A.8) 
(A.9) 
(A.lO) 
(A.11) 
(A.12) 
The second term of (A.4) is obtained by taking the derivative of (1.19) considering 
that the values of Yi in (1.19) are constant for a fixed pattern. Thus, 
o(net pk) 
:::\ = Ypi 
uwki 
The individual weight adjustment for matrix W can be now defined as 
Llwki = a'A(d pk - opk )opk (1- opk )yPi 
(A.l3) 
(A.14) 
In the case of the hidden layer, the negative gradient descent formula is as follows 
()EP 
Llv ii = -a--;_;;-
ii 
(A.15) 
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which can be rewritten as 
()EP iJEP ()ypj (}(netpj) 
av ji = ()y pj . d(net pj) av ji (A.16) 
The delta error signal term of the hidden layer having output y is then defined as 
iJE P ()yPi 8.=---.-___,;.;;.-
YJ ()y Pi d(net Pi) (A.l7) 
Following a similar approach as in (A.4)-(A.17) but taking into account this time that 
the term net pi contributes to every error in the error sum containing c terms, it is clear 
that 
aE p a { 1 c [ ]2 } 
;:>., . = ;:>.. . - L d pk - f (net pk) 
vyPJ vyPJ 2 k=l 
and 
which is equivalent to 
This can be rewritten using (2.19), (A.ll) and (A.12) as 
dE c 
;:). , p = -A L 8 ok W kj 
VYpj k=l 
On the other hand, the second term of (A.17) is equal to 
()ypj f'( ) 
a( ) = netPi net Pi 
Combining (A.21) and (A.22) results in 
c 
8Yi = llf'(netPi) L8ok wkj forj = 1,2, ... ,h+ 1 
k=l 
Similar as in (A.13) the last term of equation (A.l6) becomes 
d(netPi) 
__ .:..:._=x. 
avji , 
(A.18) 
(A.19) 
(A.20) 
(A.21) 
(A.22) 
(A.23) 
(A.24) 
Finally, the individual weight adjustments for matrix V under the delta training rule 
can be expressed as 
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c 
Av ji = ltajl (net pj )X; L 8 ok wkj (2.25) 
k=l 
or more precisely, using a similar procedure as in (1.28)-(1.31) 
c 
llv ji = Ita y j (1- y j )X; L 8 ok w kj (2.26) 
k=l 
which fully define the generalised delta learning rule. 
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Appendix B. ECG Databases: A Summary 
The rapid emergence of so many computer-based ECG interpretation systems in the 
· world has been a mixed blessing for investigators. On the one hand, a large number 
of systems are potentially available. On the other hand, the investigator faces a big 
task in making a rational choice in selecting a system. Clearly, an important question 
to be answered is how well does the system perform at the task required. However, it 
is almost impossible to get an objective answer due to the following flaws [Ripley 
and Oliver, 1977]: 
A. The system was not tested with a large enough variety of waveforms. 
Compromises had to be made in the a1nount of data used in any particular 
evaluation. 
B. The system developer and the system evaluator were one and the same, thereby 
creating a potential for bias. 
C. The evaluation of the system was carded out using the same data on which it was 
developed. 
D. The evaluation did not consist of a beat-by-beat comparison of the device versus a 
human. In this circumstance, false positive and false negative errors can combine 
to result in spuriously inflated performance results. 
E. The system evaluation depended heavily on the skills of a trained technician or 
investigator who adjusted certain parameters and thereby tailored the program 
performance to each patient waveform. This leaves unanswered whether a 
different technicians (or investigators) could achieve comparable results. 
Commonly, investigators have used for their evaluation database ECG data collected 
at their own institution. Even under optimal circumstances, the data chosen for 
evaluation of a system may be biased by the investigator's selections. Even if it were 
200 
not, there is no assurance that the system would perform the same on a second set of 
data. In other words, if two systems were evaluated by totally unbiased investigators, 
each with a different set of data, one would forever remain uncertain whether or not 
differences in performance were due to differences in the system or to differences in 
the data. These problems have been partially solved through the release of a set of 
databases in the last twenty years. The MIT-BIH Arrhythmia Database, European 
ST-T database, and AHA database have been used in recent publications 1n an 
atte1npt to establish comparative basis among detection algorithms. 
Although the MIT -BIH An·hythmia Database contains many examples of ventricular 
ectopy, the AHA Database includes a more comprehensive selection of the most 
severe levels. On the other hand, the AHA Database includes very few examples of 
supraventricular ectopy or conduction abnormalities, none annotated. The MIT-BIH 
Database includes many fully-annotated examples of these phenomena, which are 
important not only per se, but also as examples of signals which often provoke 
spurious detection of ventricular arrhythmias. 
Arrhythmia detectors consistently perform better using the AHA Database rather than 
the MIT-BIH Arrhythmia Database, independent of which (if either) was used for 
training. Weaknesses in detector design are often exposed by the multiple challenges 
posed by the complexity of the rhythms, the beat morphologies, and the noise in the 
MIT-BIH AtThythmia Database [Moody and Mark, 1990]. The conclusion about this 
set of ECG databases is that the MIT -BIH offers a package which is lower in price 
than the ST-T database, it provides more software to handle the database and a larger 
number of publications in the area. In the case of the AHA database, it complements 
rather than duplicates the MIT-BIH, however the lack of information about the 
database itself and the format of the data storage (i.e., tapes) are factors to be 
considered. Additional information about the different databases is presented below. 
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B.l The MIT -BIH Arrhythmia Database 
The MIT-BIH was developed in the mid-1970s when it became apparent that 
increasingly ambitious designs for automated arrhythmia detectors could be evaluated 
and compared objectively only on the basis of their performance in standardised tests 
[Moody and Mark, 1990]. 
The MIT -BIH Arrhythmia Database contains 48 half-hour excerpts of two-channel 
ambulatory ECG recordings, digitised at 360 samples per second per channel with 11-
bit resolution over a 10 m V range, with computer-readable annotations for each beat 
(approximately 110,000 annotations in all). Twenty-three recordings were chosen at 
random from a set of 4000 24-hour ambulatory ECG recordings collected from a 
mixed population of inpatients (about 60%) and outpatients (about 40%) at Boston's 
Beth Israel Hospital. The remaining 25 recordings were selected from the same set to 
include less common but clinically significant arrhythmias that would not be well-
represented in a small random sample. 
Two or more cardiologists independently annotated each record; disagreements were 
resolved to obtain the computer-readable reference annotations included with the 
database. The database, together with eight additional ECG databases, is available on 
an ISO 9660-format CD-ROM, which also includes software inC-language source 
form for reading and manipulating the recordings on MS-DOS, UNIX, and 
Macintosh systems, among others [Moody and Mark, 1990] 
The additional databases included are: Noise Stress Test Database, ST Change 
Database, Malignant Ventricular Arrhythmia Database, Atrial Fibrillation/Flutter 
Database, ECG Compression Test Database, Supraventricular AtThythmia Database 
and Long-Term Database. 
The DB Software Packages includes the DB library of C-callable functions; 
programs for evaluating arrhythmia and ischemia detectors in accordance with 
AAMI ECAR-1987 and with a draft AAMI ambulatory ECG standard; a sampling 
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frequency converter; ECG waveform display and plotting programs; and programs 
for data acquisition and playback. 
The MIT-BIH database has been reported to be used for the evaluation of neural 
network applications in the detection of atrial fibrillation [Artis et al.-A, 1991], 
ventricular premature beats (PVC) [Zhu et al., 1991; Nadal and Bossan, 1993], 
supraventdcular tachycardia and ventdcular tachycardia (SVTNT) classification 
[Thomson et al., 1993] , ECG compression and classification [Habboush et al., 
1991], rhythm classification of long term electrocardiogram [Silipo et al., 1993] and 
anomalous QRS complex detection [Casaleggio et al., 1991] among others. 
Applications not related to the neural network field are automatic wave onset and 
offset determination [Laguna et al., 1994b], detection of supraventricular 
arrhytlunias [Artis et al., 1991b], adaptive Hermite models for ECG data compression 
[Jane et al., 1993], micropower analog-digital heart rate detector chip [Ruha et al., 
1993], and syntactic recognition of common cardiac arrhythmias [Rasiah and 
Attikiouzel, 1994]. The approximate cost of the MIT-BIH AIThytlunia Database is 
$1500. Non-profit organisations can obtain it for $750. 
B.2 The European ST-T Database 
The European project for the development of an ST-T annotated database originated 
from the "Concerted Action" on Ambulatory Monitoring, set up by the European 
Community in 1985. The goal was to define an ECG database for assessing the 
quality of Ambulatory ECG monitoring (AECG) systems. The development of the 
full database was coordinated by the Institute of Clinical Physiology of the National 
Research Council (CNR) in Pisa and the Thorax Center of the Erasmus University in 
Rotterdam. Thirteen research groups from 8 countries continued providing AECG 
tapes and annotating beat by beat the selected 2-channel records, each 2 hours in 
duration. ST segment and T -wave changes were identified and their onset, offset and 
peak beats annotated in addition to QRSs, beat types, rhythm and signal quality 
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changes. The frrst set of 50 records was completed and stored on CD-ROM. It 
includes more than 200 ST segment and almost 300 T -wave changes. In cooperation 
with the developers of MIT -BIH Arrhythmia Database, the annotation scheme was 
revised to be consistent with both MIT-BIH and AHA formats [Taddei et al., 1991]. 
The European ST-T Database is intended to be used mainly for evaluating the 
performance of algorithms for ST-T change detection. The variety of selected ST-T 
episodes related to diagnosed or suspected ischemia, is extremely valuable in 
studying correlations between ECG patterns and myocardial ischemia. The CD-ROM 
also includes the VALE database which contains most rhythm variations. A subset of 
the programs developed for the MIT-BIH database is included on the CD-ROM. The 
ST-T Database has been reported to be used for the evaluation of neural network 
applications in the detection of ischemia changes [Stamkopoulos et al., 1992; Silipo 
et al., 1994]. Other applications not related to the neural network field are the 
detection of ischemic episodes [Presedo et al., 1993], analysis of the cardiac 
repolarization period using the KL transform [Laguna et al., 1994b] and on assessing 
the robustness of algorithms for detecting transient ischemic changes [Jager et al., 
1994]. The approximate cost of the ST-T European Database is Sfr.3000 ($2600) . 
Non-profit organisations can obtain it for Sfr. 1500 ($1300). 
B.3 The AHA Database 
The AHA Database was developed to facilitate the assessment of ventricular 
arrhythmia detectors (V ADs) perfo1mance and comparison of V AD evaluation 
results. The database was collected by the Washington University under the 
supervision of the American Heart Association (AHA) acting through its Committee 
on Electrocardiography [Ripley and Oliver, 1977]. This database consists of 160 
digital tapes each containing thirty minutes of annotated electrocardiogram. The 
database is divided into two equal subsets, a development set and a test set. Each 
subset is further stratified into eight arrhythmia classes. The charter for the AHA 
Database emphasised ventricular ectopy, and to that end its developers sought to 
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obtain recordings which fit one of eight sets of stringent selection criteria, each set 
defined in terms of the severity of ventricular ectopy. The AHA Database has been 
used in the application of neural networks to the detection of ventricular ectopic beats 
(VEB) [Yeap et al., 1990; Chow et al., 1992] Other applications not related to the 
neural network field are simultaneous QRS detection and feature extraction using 
simple matched filter basis functions [Kaplan, 1991] and adaptive threshold QRS 
detection [Akazawa et al., 1992] among others. 
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Appendix C. Generalised Delta Learning Rule for the Interval 
BNN 
The interval backpropagation is an extension of the traditional generalised delta 
learning rule, derived for handling interval vectors. The algorithm for a two-layer 
network is presented below. The proposed algorithm can be extended to multilayer 
architectures. The following notation is used: 
xi : Activation of the i input unit. 
Yi : Activation of the j hidden unit. 
ok : Activation of the k output unit. 
n+ 1 : Number of inputs units (including the dummy neuron for the bias vector). 
h+ 1 : Number of hidden units (including the dummy neuron for the bias vector). 
vii: Weight connection between input unit i and hidden unitj. 
Wkj: Weight connection between hidden unitj and output unit k. 
The goal of the backpropagation algorithm is to minimise the sum of squared error 
function define as: 
s c 
Etotal = LJ3PLEk 
that is, using interval arithmetic: 
p=l k=l 
[Ilk (X)- a;] 
2 
[Ilk (X)-of] 
2 
(C.l) 
(C.2) 
(C.3) 
if otherwise 
Following a similar approach as in Appendix A, the weights vii and wki are updated as 
follows: 
where, 
v ji ( t + 1) = v ji ( t) + L\ v ji ( t + 1) 
w ji ( t + 1) = w ji ( t) + L\ w ji ( t + 1) 
(C.4) 
(C.S) 
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()Ek 
ｾｗｪ［ＨｴＫ＠ 1) =-a (}w .. ＫＱｊｾｗｪ［ＨｴＩ＠
)I 
The partial derivative ()Ek/ dwki is calculated using (A.14)-(A.15) as follows: 
()Ek _ ()Ek aok CJnetk 
dwkj - aok CJnetk awkj 
= -[,Uk (X)- ok ]ok (1- ok )y i 
= 8kyj 
(C.6) 
(C.7) 
(C.8) 
These expressions are substituted by their corresponding interval bounds using the 
following rules: 
If ,uk (X)> of and wki ｾ＠ 0 then: 
L 
ok = ok 
L yj = yj 
8k = 8f 
If J.lk (X)> of and wkj < 0 then: 
L 
ok = ok 
- u yj- yj 
8k = 8f 
If ,uk ＨｘＩｾ＠ of and wki ｾ＠ 0 then: 
u 
ok =ok 
u yj = yj 
ok = ｯｾ＠
If ,uk ＨｘＩｾ＠ of and wki < 0 then: 
u 
ok = ok 
L 
Yi = Yi 
-ok = ｯｾ＠
In the case of JEk I ()vki the corresponding partial derivatives are calculated as follows: 
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()Ek ()Ek ()yi 
--=----
av ji ay j av ji 
= ± iJE k iJok iJnet k iJy j iJnet j 
k=l ao k iJnet k ()y j iJnet j av ji 
c 
= L.,c5 k Wki(l- Y)YiXi 
k=l 
The corresponding interval bounds for the case of interval arithmetic follows: 
If J.Lk (X)> of , vii ｾ＠ 0 and wki ｾ＠ 0 then: 
L 
ok = ok 
L 
yi = yi 
L 
X; =X; 
｣Ｕｫ］｣Ｕｾ＠
If J.Lk (X)> of , vii ｾ＠ 0 and wki < 0 then: 
L 
ok = ok 
u yj = yj 
u 
X; =X; 
8 k = Ｘｾ＠
If J.Lk (X)> of , vii < 0 and wki ｾ＠ 0 then: 
L 
ok =ok 
L 
yi = yi 
u 
X; =X; 
c5k = Ｘｾ＠
If J.Lk (X)> of , vii < 0 and wki < 0 then: 
L 
ok =ok 
u 
yi = yi 
L 
X; =X; 
Ｘｫ］｣Ｕｾ＠
If J.lk (X) s of , vii ｾ＠ 0 and wki ｾ＠ 0 then: 
(C.9) 
208 
u 
ok = ok 
u 
yi = yi 
- u X; -X; 
ok ］ｯｾ＠
If f.lk ＨｘＩｾ＠ of , vii ｾ＠ 0 and wki < 0 then: 
u 
ok =ok 
- L yi- yi 
L 
X; =X; 
ok = ｯｾ＠
If f.lk ＨｘＩｾ＠ of , vii < 0 and wki ｾ＠ 0 then: 
u 
ok = ok 
u 
yi = yi 
L 
X; =X; 
ok = ｯｾ＠
If f.lk (X) ｾｯｦ＠ , vii < 0 and wki < 0 then: 
u 
ok = ok 
L 
Yi = Yi 
u 
X; =X; 
ok = ｯｾ＠
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Appendix D. Complementary Experimental Results 
The results shown in this Appendix illustrate the classification rates of the HFNSs 
reviewed in Section 5.2.4, more specifically those shown in Table 5.1. Overall 
statistics in terms of predictivity and sensitivity are included. The letter "Q" is used 
in the MIT -BIH Database notation to represent an unclassifiable beat. Classification 
results for HFNScrisp are shown in Table D.la for a threshold of 0.3 in the second 
level and in Table D.lb for the first level only (NSL). 
Table D.l. Classification results for HFNScrisp· (a) Output threshold equal to 0.3. 
(b) First level only (NSL) 
(a) (b) 
N PVC F Q N PVC F Q 
N 1296 1 23 0 N 1295 1 14 0 
PVC 26 790 6 2 PVC 23 792 7 2 
F 69 1 230 1 F 54 5 241 1 
Q 1 0 1 0 Q 1 0 1 0 
Sens. 98.9 95.9 76.4 - Sens. 98.85 96.1 80.1 -
Pred. 93.1 99.8 92.0 - Pred. 94.3 99.3 91.6 -
Classification results for HFNS 1 are shown in Table D.2a for a threshold of 0.1 in the 
second level and in Table D.2b for the first level only (NSL). 
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Table D.2. Classification results for HFNS2• (a) Output threshold equal to 0.1. (b) 
First level only (NSL) 
(a) (b) 
N PVC F Q N PVC F Q 
N 1296 1 13 0 N 1295 1 14 0 
PVC 18 799 5 2 PVC 23 79 7 2 
F 32 14 254 1 F 37 9 254 1 
Q 1 0 1 0 Q 1 0 1 0 
Sens. 98.9 96.9 84.4 - Sens. 98.85 96.1 84.4 -
Pred. 96.2 98.2 93.0 - Pred. 95.5 98.8 92.0 -
Classification results for HFNS2 are shown in Table D.3a for a threshold of 0.1 in the 
second level and in Table D.3b for the first level only (NSL). 
Table D.3. Classification results for HFNS3• (a) Output threshold equal to 0.1. (b) 
First level only (NSL) 
(a) (b) 
N PVC F Q N PVC F Q 
N 1295 0 15 0 N 1296 0 14 0 
PVC 22 796 4 2 PVC 23 791 8 2 
F 39 12 249 1 F 54 3 243 1 
Q 1 0 1 0 Q 1 0 1 0 
Sens. 98.9 96.6 82.7 - Sens. 98.9 96.0 80.7 -
Pred. 95.4 98.5 92.6 - Pre d. 94.3 99.6 91.4 -
Classification results for HFNS3 are shown in Table D.4a for a threshold of 0.4 in the 
second level and in Table D.4b for the first level only (NSL). 
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Table D.4. Classification results for HFNS3• (a) Output threshold equal to 0.1. (b) 
First level only (NSL) 
(a) (b) 
N PVC F Q N PVC F Q 
N 1294 0 16 0 N 1294 0 16 0 
PVC 4 795 23 2 PVC 4 791 27 2 
F 5 2 293 1 F 6 1 293 1 
Q 0 0 2 0 Q 1 0 1 0 
Sens. 98.8 96.5 97.3 - Sens. 98.8 96.0 97.3 -
Pred. 99.3 99.8 87.7 - Pred. 99.2 99.9 86.9 -
Classification results for HFNS4 are shown in Table D.5a for a threshold of 0.6 in the 
second level and in Table D.5b for the first level only (NSL). 
Table D.S. Classification results for HFNS4. (a) Output threshold equal to 0.6. (b) 
First level only (NSL) 
(a) (b) 
N PVC F Q N PVC F Q 
N 1293 0 17 0 N 1291 0 19 0 
PVC 19 791 12 2 PVC 19 791 12 2 
F 18 1 281 1 F 20 1 279 1 
Q 1 0 1 0 Q 1 0 1 0 
Sens. 98.7 96.0 93.4 - Sens. 986 96.0 92.7 -
Pred. 97.2 99.9 90.3 - Pred. 96.7 99.9 89.7 -
Classification rates obtained in a previous work were Principal Component Analysis 
techniques were used for the same problem are shown in Table D.6 below [Nadal and 
Bossan, 1993]. 
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Table D.6. Classification rates of QRS complexes obtained in a previous work 
N PVC F 
N 1571 4 15 
PVC 0 979 4 
F 13 8 353 
Sens. 98.8 99.6 94.4 
Pred. 99.2 98.8 94.9 
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Appendix E. 
3:20 F V 
VI 
5:40 v 
Excerpts from Record 208 of the MIT-BIH 
Database 
v v 
v v 
F V 
(T 
F V 
v 3:30 
5:50 
v1 ＧｾａＭＮＮＯｶｾｲＭｴ• Ｑ＠ ｦＧＭＭＭＧＭＭｲｖＧＧｉＩ Ｑ ｶＱＧｦＢＧｴ｜Ｍｹｾｾｍ＠ ｾ＠ ｴＩｦｾ＠ ... Ｎ｟ＬＱｹｲＧｬＧＧａ＼Ｌｾｾｊ＼＠ v1 v ｾﾷＧ｜ｦＧ＠
v v F V • 6:00 
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6:00 • v v v F • • I 6:10 
MUJ ｾｗｉｊ＠
9:20 • v v F V F V F V v v 9:30 
VI 
MUI 
12:20 v v v v F V F V F V • 12:3( 
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21:20 • F • • F • 
VJ N\j 
MUI 
nn 
23:00 v • • v v • V • • y • • F 
22:40 • • • F • • • F • • F • 
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MU/ 
nn 
23:00 v v v v v F 
(T 
23:30 v F v F • v • 23:40 
2S:l0 • v F V F • v F V 25:20 (N 
ｖｬｾ＠
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Appendix F. BNNs and FSs as Function Estimators 
The work presented below was carried out in collaboration with the Food Safety 
Group at the School of Biological Sciences, University of Surrey [Ramos-Nino et al., 
1996a]. 
F.l Introduction 
Mathematical models can be constructed that relate biological activity of chemical 
compounds to their physico-chemical properties known in the biological field as 
QSARs (i.e., Quantitative Structure Activity Relationship) . This is usually done 
using multiple linear regression (MLR), where third and higher order terms as well as 
cross product terms are not used in practice. This limited flexibility has as a 
consequence the emergence of outliers whose biological activities can not be 
adequately accounted for on the basis of their properties. One way to deal with this 
problem is the use of a method capable of handling non-linear features and cross-
terms such as neural networks (NN) and fuzzy systems (FS). Even though NNs and 
FSs have this advantage, the use of non-linear functions makes interpretation of the 
model difficult. 
Largely as a result of their non-linear feature extraction capability, NNs have used 
successfully in building QSARs [Aoyama et al., 1990; Andrea and Halayeh, 1991: 
Salt et al., 1992, Ajay 1993; Hirst et al., 1994; Maddalena and Johnston 1995]. 
Neural and fuzzy systems estimate a function without requiring a mathematical 
description of how the output depends functionally on the input they learn from 
samples. The neural approach requires the specification of a non-linear dynamic 
system, the acquisition of a sufficiently representative set of numerical training 
sru.nples, and the encoding of those training samples in the dynamic system by 
repeated learning cycles. The fuzzy system requires only that a linguistic rule matrix 
be partially filled in by an expert [Kosko, 1992]. 
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The objectives of this work were first to compare the performance of BNN, FS and 
MLR methods with regard to their ability to fit the biological activity surface of 
benzoic and cinnamic acid derivatives against Listeria monocytogenes and predict 
their biological activity BAV. Secondly, to compare between MLR and BNN in 
selecting the properties that best describe the biological activity of the compounds in 
order to interpret the model. 
F .2 Modelling of Biological Activity 
The data set of the anti-listeria! activity of 19 benzoic acids and 6 cinnamic acids (i.e., 
a total of 25 input patterns) was obtained from [Ramos-Nino et al., 1996b]. It 
consisted of 18 physico-chemical parameters (i.e., 18 independent variables) and the 
BAV (i.e., the dependent variable) for each of the 25 patterns. The names associated 
to each physico-chemical parameter are shown in Table F.1. The actual meaning and 
properties of each parameter are not relevant for the purposes of this work. More 
information about the parameters can be found in [Ramos-Nino et al., 1996b]. 
Table F.l. Physico-chemical parameters 
Parameter Name Parameter Name 
1 B1 10 logK 
2 Bs 11 J.l 
3 Es 12 pKa 
4 Esc 13 O'i 
5 Eso 14 O'r 
6 u 15 0' 
7 Pr 16 F 
8 Vw 17 R 
9 IX 18 Hb 
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As mentioned before, the main foci of attention was on fitting the biological activity 
of phenols on Listeria monocytogenes giving a set of physico-chemical parameters. 
There was also interest of investigating the generalisation ability of the models 
involved. Finally, the ability of extracting knowledge from the weight connections 
of a trained BNN using an algorithm was examined by comparing with results 
obtained with traditional methods. The criteria used for comparing surface fits of all 
models were the correlation coefficient r, coefficient of determination r2 and the 
standard deviation of the error, se defined by: 
where, 
E. = Observed(BA V)- Calculated(BAV) 
l 
(F.l) 
(F.2) 
and N is the number of points in the data set [Andrea and Halayeh, 1991]. Three 
different models were investigated: BNN, MLR and FS. A brief description of each 
model is given below. 
F.2.1 The BNN Model 
A 2-layer BNN was used during the studies. All inputs were linearly scaled on a 
range of 0.1 to 0.9 on the basis of the minimum and maximum of the input source 
range. The networks were trained for 10000 learning cycles. The learning rate was 
monitored by a fuzzy system and varied from 0.9-0.1 using a momentum term of 0.3. 
The network used for selecting the parameters that best describe the biological 
activity had a 19-10-1 configuration. After the parameters were selected (i.e., the 
best two), a network with a 2-5-1 configuration was used to fit the data and test the 
generalisation capabilities of the model. 
The ability of the BNNs to generalise was examined by using a leave-one-out (N-1) 
cross validation technique. For each given set of input parameters using 25 patterns, 
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25 BNN s were trained each using 24 patterns. At the end of training, each trained 
BNN was used to predict the BA V (log ( 1/ C)) of the missing pattern. The 
correlation, standard error, and leave-one-out cross validation correlation between the 
predicted and known data sets were calculated using 25 trained BNN s. 
F.2.2 Multiple Linear Regression Model 
Structure-activity relationships obtained in [Ramos-Nino et al., 1996b] ustng 
stepwise multiple regression analysis by the method of least squares was used for 
comparison with the fitted values obtained from the BNN and FS model. Cross-
correlations between parameters were evaluated through a correlation matrix of the 
relevant vruiables. This method revealed that the two most contributing parameters 
of the 18 initially shown in Table F.l were logK and pKa. The equation is given 
below: 
BAV = 354(±0.38)logK +0.93(±0.24)pKa -6.42(±1.04) (F.3) 
The ability of the MLR model to generalise was also examined by using a leave-one-
out (N-1) cross validation technique. 
F .2.3 Fuzzy Associative Mentories 
For the construction of the fuzzy model, the fuzzy variables were first specified with 
their respective range of values: logK and pKa as input, and BA V as output vruiables. 
Fuzzy sets were then designed that represented linguistic terms numerically as an 
expert would describe the behaviour of a particular fuzzy variable. The linguistic 
value associated to the fuzzy variables were selected as follows: vs (very small); s 
(small); M (medium); L (large); VL (very lru·ge) indicating the changes in behaviour 
of all variables. Given a fuzzy set A (i.e VS), membership functions ｦＮｌａＨｘＩｾ＠ [0,1] 
assigned a real number between 0 and 1 for any x E X (i.e., logK) which defined the 
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fit value of element x in A. Membership functions overlapped giving x different 
degrees of membership to each fuzzy set. These membership functions were 
described in triangular and trapezoidal shapes to simplify computation. The bank of 
fuzzy associative memory (PAM) rules were then specified [Kosko, 1992]. The 
compositional rule of inference min-max was then applied to the rule bank to obtain a 
three dimensional control surface, the BA V outputs that correspond to all 
combinations of values of the two input state variables, logK, pKa. The fuzzy model 
then was constructed based on the fuzzy membership functions shown in Figure F.la 
for logK; Figure F.lb for pKa and Figure F.lc for the BAV resulting in the PAM-
bank matrix shown in Figure F .1 d. 
vs s M L VL 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 
(a) 
vs s M L VL 
3.4 3.6 3.8 4.0 4.2 4.4 4.6 
(b) 
Figure F.l. The Fuzzy systetn inputs: Fuzzy membership functions of each 
linguistic fuzzy-set value for: (a) logK (b) pKa (c) BAV and the (d) PAM-bank 
matrix for the fuzzy controller 
(Continue ... ) 
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- - -- ----------- -- ---- ----- - - --------- -
vs s M L VL 
-1.75 -1.50 -1.25 -1.00 -0.75 -0.50 -0.25 
(c) 
logK I pKa vs s M L VL 
vs vs vs s s s 
s vs vs vs s s 
M vs s s L M 
L s M L L L 
VL L VL VL VL VL 
(d) 
Figure F.l. The Fuzzy system inputs: Fuzzy membership functions of each 
linguistic fuzzy-set value for: (a) logK (b) pKa (c) BAV and the (d) FAM-bank 
matrix for the fuzzy controller. 
F.3 Algorithm for the Selection of BNN Input Parameters 
The optimum input parameters used in predicting the anti -listerial activity of the 
benzoic and cinnamic acid derivatives (BAV) were determined using a method where 
inputs variables were assigned a value between [0, 1] depending on their contribution 
to the prediction of the results. The algorithm for generating this values from a 
trained two-layer BNN was: 
For every node j in the hidden layer 
Calculate the maximum absolute value of weight Vji arriving at node j from input 
. variable i, that is 
Scale each Vji arriving atj from input variable i using Maxvi 
lv .. l Normv .. = 11 
'' Maxv . J 
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For every node k in the output layer 
Calculate the maximum absolute value of weight Wkj arriving at node k from hidden 
node j, that is, 
Maxwk = ｭ｡ｸＨｬｷｫｰｬＧｬｷｾ｣ｳｬＩ＠ 1::; p::; h 1 ｾ＠ s::; h p ;t.: s 1::; j ｾ＠ c 
Scale each Wkj arriving at output node k from hidden nodej using Maxwj 
lwrl Normw .. = ':J' 
11 Maxw k 
For every node k in the output layer 
For every input variable i in the input layer 
Calculate the total contribution of input variable i to the output node k 
II 
Contrki = L(Normvii xNormwki) 
j=l 
For every input variable i in the input layer 
Calculate the maximum Contrki 
Maxconk = max( Contrkp, Contrks) 1 ｾ＠ p ｾ＠ n 1 ｾ＠ s ｾ＠ n p ;t.: s 
Scale Contrk;using Maxconk 
C Contrki ontrk; = ----=--
Maxconk 
where, Contrki is the value between [0,1] indicating the relative contribution of 
parameter i in the value obtained from output neuron k; n is the number of input units, 
h is the number of hidden units; c is the number of output units; Vji is the weight 
connecting hidden neuron j with input neuron i, and Wkj is the weight connecting 
output neuron k with hidden neuronj. The highly correlated parameters were pruned 
to force a selection of independent parameters in a backwards way (the pruning of 
parameters was done from an initial input of all the descriptors used in the study). To 
select the parameters, a criterion of a relative contribution of 0.5 or higher in a scale 
of 0-1 was used. The final results were the product of 30 nets running independently. 
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F.4 Results 
A BNN was trained using the 18 parameters defined in Table F.1 as input variables. 
Using the proposed algorithm for evaluating the most contributing parameters in the 
BAVs (Figure F.2), log K, was found to contribute most, followed by pKa and the 
steric parameter Vw after pruning Esc which was highly correlated to logK . This 
agreed with the results obtained from the MLR model. 
Parameters 
Figure F.2. BNN weight analysis for the selection of the most important 
parameters that account for the biological activity of benzoic and cinnamic acids on 
Listeria monocytogenes. 
A BNN with a 2-5-1 configuration then was trained using only the two parameters 
that contributed most (i.e, log K and pKa). The actual values obtained for the BA V s 
and the fitted values for the model are given in Table F.2, together with their standard 
deviation of the error and the coefficient of determination r2 shown in Table F.3. As 
a comparison, the predicted values obtained in [Ramos-Nino et al., 1996b] for the 
multiple linear regression (MLR) model, are also given in Table F.2, showing a much 
better coefficient of determination, and standard deviation of the error for the model 
produced with the BNN approach. BA V s from the proposed fuzzy model were also 
obtained. The correlation and standard deviation obtained for this system were better 
than with MLR, but not as good as those found for the BNN system. 
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Table F .2 BA V s obtained from the MLR, BNN, and FS models 
Substituents Actual BAV MLR BNN FS 
Benzoic acids 
2-0H -0.04100 -0.41809 -0.25384 -0.32024 
2,3-0H -1.29400 -1.12860 -1.26382 -1.04500 
2,4-0H -1.29400 -1.12860 -1.26382 -1 .04500 
2,5-0H -1.58900 -1.38640 -1 .67279 -1.34773 
2,6-0H -1.47700 -1.32050 -1.53119 -1.21716 
2-0H3-0Me -0.50800 -0.68353 -0.33004 -0.34467 
2-0H4-0Me -0.30000 -0.00870 -0.25723 -0.35111 
2-0H5-0Me -0.29900 -0.51399 -0.23033 -0.33533 
2,3,4-0H -1.16400 -1.41180 -1.43015 -1.33729 
2,4,6-0H -1.49400 -1.57200 -1.50536 -1.35040 
3-0H -1.46200 -1.06770 -1.42684 -1.23821 
4-0H -1.18000 -0.84878 -1.08381 -1.43001 
3,4-0H -1.47600 -1.37910 -1.41185 -1.47427 
3,5-0H -1.93000 -1.77810 -1.76288 -1.47778 
3-0H4-0Me -0.62800 -0.76162 -0.79386 -0.66281 
4-0H 3-0Me -0.51900 -0.74336 -0.73403 -0.75922 
3,4,5-0H -1.41500 -2.00840 -1.41852 -1.26461 
3,5-0H 4- -1.58400 -1.28750 -1.45899 -1.35310 
4-0H 3,5- -0.99200 -0.77922 -0.84252 -0.96996 
Cinnamic acids 
2-0H -0.22800 -0.48873 -0.28697 -0.43251 
3-0H -0.35400 -0.58377 -0.43011 -0.48962 
4-0H -0.22800 -0.33800 -0.22970 -0.62943 
3,4-0H -0.89000 -0.78574 -0.81420 -0.83114 
3-0H40Me -0.35200 -0.30952 -0.31508 -0.48007 
4-0H3-0Me -0.36400 -0.30800 -0.26085 -0.52627 
Table F.3. Statistics for the MLR, BNN and FS models 
Model p s r2 
MLR 25 0.26 0.81 
BNN 25 0.12 0.96 
FS 25 0.21 0.92 
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Figure F.3. Actual against modelled surfaces for the antilisterial effect of benzoic 
and cinnamic acids. (a) BAV:actual values (b) BAV:MLR predicted values (c) 
BAV:BNN predicted values and (d) BAV:FS predicted values. 
The ability to generalise of the MLR and BNN models was tested using the leave-one-
out method and the results are presented in Table F.4 and Table F.5. Using the r2 and 
the s values to evaluate the results the BNN method generalised better than MLR 
showing a better correlation and a lower standard error. The use of the third 
parameter, Vw, suggested by the BNN system did not improve the correlation of the 
fitting ·model: r2-Q.96, the same as obtained with the logK and pK. parameters alone, 
even though, it gave a slightly lower standard deviation (0.1 0). Also, the leave-one-
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out method showed worse generalisation with tllis extra parameter ( r2 = 0.80 
compared with the 0.84). 
Table F.4. BAYs obtained from the MLR and the BNN models using the leave-
one-out method 
Substituents Actual BAY Predicted (MLR) Predicted (BNN) 
Benzoic acids 
2-0H -0.04 -0.47 -0.31 
2,3-0H -1.29 -1.11 -1.24 
2,4-0H -1.29 -1.11 -1.24 
2,5-0H -1.59 -1.36 -1.69 
2,6-0H -1.48 -1.29 -1.64 
2-0H3-0Me -0.51 -0.71 -0.25 
2-0H4-0Me -0.30 -0.35 -0.13 
2-0H5-0Me -0.30 -0.64 -0.22 
2,3,4-0H -1.16 -1.43 -1.60 
2,4,6-0H -1.49 -1.57 -1.55 
3-0H -1.46 -1.06 -1.13 
4-0H -1.18 -0.81 -0.78 
3,4-0H -1.48 -1.35 -1.30 
3,5-0H -1.93 -1.75 -1.51 
3-0H4-0Me -0.63 -0.78 -0.86 
4-0H3-0Me -0.52 -0.77 -0.84 
3,4,5-0H -1.42 -2.20 -1.60 
3,5-0H 4-0Me -1.58 -1.26 -1.40 
4-0H 3,5-0Me -0.99 -0.78 -0.75 
Cinnarnic acids 
2-0H -0.23 -0.56 -0.31 
3-0H -0.35 -0.63 -0.55 
4-0H -0.23 -0.38 -0.29 
3,4-0H -0.89 -0.78 -0.79 
3-0H4-0Me -0.35 -0.33 -0.21 
4-0H3-0Me -0.36 -0.37 -0.21 
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Table F.S. Generalisation statistics for the BNN and MLR models 
Model p s r2 
BNN 25 0.23 0.84 
MLR 25 0.26 0.75 
F .5 Conclusions 
As expected, the BNN gave better predictions than the MLR method, indicating that 
the activity of the phenols is somehow non-linearly dependent on the parameters or 
simply that it could deal better with data error. In contrast to MLR, which generates 
regression equations, it was more difficult to interpret the relationship between the 
activity of phenols and their properties modelled by BNN with hidden units because 
of the non-linear tenns considered implicitly. Nevertheless, after using the selective 
method created in this work, BNN and MLR agreed in that the most important 
parameters that determined activity in this case were logK and pKa. A third parameter 
was proposed by the BNN selective syste1n that did not result in a better correlation 
value for the BNN model. The same parameter (Vw) was tested for the MLR system 
and was non-significant at the 95% confidence level although it was significant at 
90%. It seems that though the method of selecting parameters for the BNN system 
appears sound, further work is needed to establish more specific criteria for it. 
One advantage of using BNN was that non-linear dependencies could be 
automatically incorporated resulting in a better prediction model for the data set used. 
A coefficient of determination (r2) of 0.96 for the BNN model compared with 0.81 of 
the MLR model gives us a definite test of the advantages of modelling with BNN. 
The lower variation of the errors, 0.12 for BNN compared with 0.26 for the MLR 
model indicates how well this BNN model treats the outliers of the system. Although 
the neural approach has this advantage, it is expensive in computational time and 
there is the proble1n of determining how many hidden layer neurons there should be 
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for a given application. If too few hidden neurones were included, then the network 
could not be trained very well and would not be able to provide a very satisfactory 
input-output mapping. However, if too many neurons are used, in addition to the 
extTa time it takes to train, the final network will have a tendency to memorise the 
training data. More important than all these is the fact that the biological researcher is 
left with a computational black box. 
The fuzzy model also gave a better correlation and standard deviation than MLR. 
This system seems to have more advantages than the BNN system in that no 
representative data have to be input, only an expert is required to give the general 
idea of how the data of a specific example behaves. While BNN and FS have better 
predictive value than MLR, MLR is still required to provide a general view of how 
the parameters involved behave until a reliable selective system for choosing 
parameters for the other methods is found. 
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