Machine learning (ML) is redefining what is possible in data-intensive fields of science and engineering. However, applying ML to problems in the physical sciences comes with a unique set of challenges: scientists want physically interpretable models that can (i) generalize to predict previously unobserved behaviors, (ii) provide effective forecasting predictions (extrapolation), and (iii) be certifiable. Autonomous systems will necessarily interact with changing and uncertain environments, motivating the need for models that can accurately extrapolate based on physical principles (e.g. Newton's universal second law for classical mechanics, F = ma). Standard ML approaches have shown impressive performance for predicting dynamics in an interpolatory regime, but the resulting models often lack interpretability and fail to generalize.
Introduction
With abundant data being generated across scientific fields, researchers are increasingly turning to machine learning (ML) methods to aid scientific inquiry. In addition to standard techniques in clustering and classification, ML is now being used to discover models that characterize and predict the behavior of physical systems. Unlike many applications in ML, interpretation, generalization and extrapolation are the primary objectives for engineering and science, hence we must identify parsimonious models that have the fewest terms required to describe the dynamics. This is in contrast to neural networks (NNs), which are defined by exceedingly large parametrizations which typically lack interpretability or generalizability. A breakthrough approach in model discovery used symbolic regression to learn the form of governing equations from data [4, 30] . Sparse identification of nonlinear dynamics (SINDy) [5] is a related approach that uses sparse regression to find the fewest terms in a library of candidate functions required to model the dynamics. Because this approach is based on a sparsity-promoting linear regression, it is possible to incorporate partial knowledge of the physics, such as symmetries, constraints, and conservation laws (e.g., conservation of mass, momentum, and energy) [16] . In this work, we develop a unified sparse optimization framework for dynamical system discovery that enables one to simultaneously discover models, trim corrupt training data, enforce known physics, and identify parametric dependency in the equations.
Although studied for decades in dynamical systems [9, 21] , the universal approximation capabilities of NNs [10, 12] have generated a resurgence of approaches to model time-series data [2, 17, 19, 23, 25, 26, 32, 35, 36, 39] . NNs can also learn coordinate transformations that simplify the dynamical system representation [17, 19, 22, 32, 36, 39] (e.g. Koopman representations [14, 20] ). However, NNs generally struggle with extrapolation, are difficult to interpret, and cannot readily enforce known or partially known physics.
In contrast, the SINDy algorithm [5] has been shown to produce interpretable and generalizable dynamical systems models from limited data. SINDy has been applied broadly to identify models for optical systems [31] , fluid flows [16] , chemical reaction dynamics [11] , plasma convection [6] , structural modeling [15] , and for model predictive control [13] . It is also possible to extend SINDy to identify partial differential equations [28, 29] , to trim corrupt data [34] , and to incorporate partially known physics and constraints [16] . Because the approach is fundamentally based on a sparsity-regularized regression, there is an opportunity to unify these innovations via the sparse relaxed regularized regression (SR3) [40] , resulting in a unified sparse model discovery framework.
Basic problem formulation
The sparse identification of nonlinear dynamics (SINDy) method [5] enables the discovery of nonlinear dynamical systems models from data. Assume we have data from a dynamical system
where x(t) ∈ R n is the state of the system at time t. We want to find the terms in f given the assumption that f has only a few active terms: it is sparse in the space of all possible functions of x(t). Given snapshot data X = x 1 x 2 · · · x m T andẊ = ẋ 1ẋ2 · · ·ẋ m T , we build a library of candidate functions
. We then seek a solution oḟ
where Ξ = (ξ 1 ξ 2 · · · ξ n ) are sparse coefficient (loading) vectors. A natural optimization is given by
where R(·) is a regularizer that promotes sparsity. When R is convex, a range of well-known algorithms for (3) are available. The standard approach is to choose R to be the sparsity-promoting 1 norm, which is the convex relaxation of 0 norm. In this case, SINDy is solved via LASSO [33] . In practice, LASSO does not perform well at coefficient selection (see Section 2.1 for details). In the context of dynamics discovery we would like to use non-convex R, specifically the 0 norm. The standard SINDy algorithm performs sequential thresholded least squares (STLSQ): given a parameter η that specifies the minimum magnitude for a coefficient in Ξ, perform a least squares fit and then zero out all coefficients with magnitude below the threshold. This process of fitting and thresholding is performed until convergence. While this method works remarkably well, it is customized to the least squares formulation and does not readily accommodate extensions including incorporation of additional constraints, robust formulations, or nonlinear parameter estimation. A number of extensions to SINDy have been developed and required adaptations to the optimization algorithm [13, 16, 28, 29, 34] .
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sparse coefficients found via relaxation regression to fit the dynamics SR3: Figure 1 : Overview of the SINDy method for identifying nonlinear dynamical systems. SINDy sets up the system identification problem as a sparse regression problem, selecting a set of active governing terms from a library. Sparse relaxed regularized regression (SR3) provides a flexible, unified framework that can be adapted to address a number of challenges that might occur with data from physical systems, including outlier identification, parameterized library functions, and forcing.
Formulation and approach
We extend (3) to include additional structure, robustness to outliers, and nonlinear parameter estimation using the sparse relaxed regularized regression (SR3) approach that uses relaxation and partial minimization [40] . SR3 for (3) introduces the auxiliary variable W and relaxes the optimization to
We can solve (4) using the alternating update rule in Algorithm 1. This requires only least squares solves and prox operators [40] . The resulting solution approximates the original problem (3) as ν ↓ 0. When R is taken to be the 0 penalty, the prox operator is hard thresholding, and Algorithm 1 is similar, but not equivalent, to thresholded least squares, and performs similarly in practice. However, unlike thresholded least squares, the SR3 approach easily generalizes to new problems and features.
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Comparison of optimization methods Figure 2 : Comparison of optimization methods for identifying the active coefficients in a SINDy model. The standard approach has been STLSQ, which is able to identify a sparse model that fits the data well. However, this approach lacks flexibility and is not easily adapted to incorporate other optimization challenges. LASSO is a standard approach for performing a sparse regression, but does not do well at performing coefficient selection: many of the terms in the coefficient matrix are small but nonzero. Increasing the regularization strength leads to a model that is still not sparse and has a poor fit of the data. SR3 relaxes the regression problem in a way that enables the use of nonconvex regularization functions such as the 0 norm or hard thresholding. This results in a truly sparse model, and provides a flexible framework that can easily incorporate additional optimizations such as trimming outliers and fitting parameterized library functions.
Performance of SR3 for SINDy
SR3 for SINDy provides an optimization framework that both (1) enables the identification of truly sparse models and (2) can be adapted to include additional features. We first compare SR3 to both STLSQ and the LASSO algorithm. While STLSQ works well for identifying sparse models that capture the behavior of a system, it is a standalone method without a true optimization cost function, meaning the algorithm must be reformulated to work with other adaptations to the SINDy problem [18] . LASSO provides a standard optimization approach but does not successfully identify sparse models. Even with clean data, LASSO models for SINDy typically have many coefficients that are small in magnitude but nonzero. Obtaining a sparse set of coefficients is key for interpretability. SR3 works with nonconvex regularization functions such as the 0 norm, enabling the identification of truly sparse models.
In Fig. 2 we compare these algorithms using data from the canonical chaotic Lorenz system:
We simulate the system from 20 initial conditions and fit a SINDy model with polynomials up to order 3 using the following optimization approaches: STLSQ with threshold 0.1, SR3 with 0 regularization, LASSO with a regularization weight of 0.1, and LASSO with a regularization weight of 50. For each model we analyze (1) the sparsity pattern of the coefficient matrix and (2) simulations of the resulting model on test trajectories. As shown in Figure 2 , STLSQ and SR3 yield the same correct sparsity pattern. In simulation, both track a Lorenz test trajectory for several trips around the attractor before eventually falling off. The eventual deviation is expected due to the chaotic nature of the Lorenz system, as a slight difference in coefficient values or initial conditions can lead to vastly different trajectories (although the trajectories continue to fill in the Lorenz attractor). These models also track the behavior well for a trajectory that starts off the attractor. The LASSO models both have many terms that are small in magnitude but still nonzero. As the regularization penalty is increased, rather than removing the unimportant terms in the dynamics the method removes many of the true coefficients in the Lorenz model. The LASSO model with heavy regularization has a very poor fit for the dynamics, as seen via simulation. While the LASSO model with less regularization provides a good fit for the dynamics on the attractor, it does not generalize off the attractor.
Simultaneous Sparse Inference and Data Trimming
Many real world data sets contain corrupted data and/or outliers, which is problematic for model identification methods. For SINDy, outliers can be especially problematic, as derivative computations are corrupted. Many data modeling methods have been adapted to deal with corrupted data, resulting in "robust" versions of the methods (such as robust PCA). The SR3 algorithm for SINDy can be adapted to incorporate trimming of outliers, providing a robust optimization algorithm for SINDy. Starting with least trimmed squares [27] , extended formulations that simultaneously fit models and trim outliers are widely used in statistical learning. Trimming has proven particularly useful in the high-dimensional setting when used with the LASSO approach and its extensions [37, 38] . The high-dimensional trimming extension applied to (3) takes the form
where h is an estimate of the number of 'inliers' out of the potential m rows of the system. The set ∆ h := {v : 0 ≤ v i ≤ 1, 1 T v = h} is known as the capped simplex. Current algorithms for (6) , such as those of [38] , rely on LASSO formulations and thus have significant limitations (see
corrupted data valid data kept data
Rossler, misidentified
1% corruption, 5% trimmed
Rossler, identified
1% corruption, 10% trimmed Lorenz, identified 10% corruption, 40% trimmed
Figure 3: Demonstration of the trimming problem for the Lorenz and Rossler systems. For each system, we corrupt some subset of the data (corrupted values shown in red, valid data values shown in gray). We then apply SINDy SR3 with trimming. The black data points show the data that is left after trimming. For the Lorenz system, only data that is on the attractor remains and the system is correctly identified. For the Rossler system, the trimming algorithm also trims points from the portion of the attractor in the x 3 plane. The system is still correctly identified, but more data must be trimmed. previous section). Here, we use the SR3 strategy (4) to extend to the trimmed SINDy problem (6):
We then use the alternating Algorithm 2 to solve the problem. The step size β is completely up to the user, as discussed in the convergence theory (see Supplementary Materials). The trimming algorithm requires specifying how many samples should be trimmed, which can be chosen by estimating the level of corruption in the data. Estimating derivatives using central differences, for instance, makes derivative estimates on either side of the original corrupted sample corrupt as well, meaning that three times as many samples as were originally corrupted will be bad. Thus trimming will need to be more than the initial estimate of how many samples were corrupted. Trimming ultimately can help identify and remove points with bad derivative estimates, leading to a better SINDy model fit.
Example: Lorenz
We demonstrate the use of SINDy SR3 for trimming outliers on data from the Lorenz system (5). We randomly select a subset of samples to corrupt, adding a high level of noise to these samples to create outliers. We apply the SINDy SR3 algorithm with trimming to simultaneously remove the corrupted samples and fit a SINDy model. Figure 3 shows the results of trimming on a dataset with 10% of the samples corrupted. The valid data points are shown in gray and the corrupt data points are highlighted in red. As derivatives are calculated directly from the data using central differences, this results in closer to 30% corruption (as derivative estimates on either side of each corrupt sample will also be corrupted). We find that the algorithm converges on the correct solution more often when a higher level of trimming is specified: in other words, it is better to remove some clean data along with all of the outliers than to risk leaving some outliers in the data set. Accordingly, we set our algorithm to trim 40% of the data. Despite the large fraction of corrupted samples, the method is consistently able to identify the Lorenz model (or a model with only 1-2 extra coefficients) from the remaining data in repeated simulations.
Example: Rossler
The Rossler systemẋ
exhibits chaotic behavior characterized by regular orbits around an attractor in the x 1 , x 2 plane combined with occasional excursions into the x 3 plane. The Rossler attractor is plotted in Fig. 3 with 1% of samples corrupted (highlighted in red). While the excursions into the x 3 dimension occur consistently as a part of the Rossler dynamics, the fact that the majority of the attractor lies in the x 1 , x 2 plane means that these excursions can be seen as outliers in the dynamics. The algorithm trims these events along with the corrupted samples, and therefore a higher percentage of the data must be trimmed to ensure outliers are not missed. Figure 3 shows the results of trimming when the outliers are all removed and the system is correctly identified (center panel, 10% trimmed) and when there is not enough trimming and the system is misidentified (right panel, 5% trimmed). We see that in the under-trimmed case, a significant portion of the attractor in the x 3 plane is removed whereas many of the corrupted samples are missed. In the case where the system is properly identified, the x 3 portion of the attractor is mostly removed but the system is still correctly identified.
Parameterized library functions
In standard examples of SINDy, the library is chosen to contain polynomials, which make a natural basis for many models in the physical sciences. However, many systems of interest may include more complicated terms in the dynamics, such as exponentials or trigonometric functions, that include parameters that contribute nonlinearly to the fitting problem. In addition to parameterized basis functions, systems may be subject to parameterized external forcing: for example, periodic forcing where the exact frequency of the forcing is unknown. SINDy with unknown parameters is given by min
This is a regularized nonlinear least squares problem. The SR3 approach makes it possible to devise an efficient algorithm for this problem as well. The relaxed formulation is given by
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Figure 4: Depiction of SINDy SR3 with parameterized library terms, using the example of the Lorenz system forced by a hyperbolic tangent. The library includes a parameterized forcing term and a joint optimization is performed to find the parameter α along with the SINDy model. Without the forcing term, a sparse model is not identified and the resulting model does not reproduce the behavior in simulation. With parameterized forcing in the library, both the forcing parameters and the library can be correctly identified given a sufficiently close initialization of the parameters α.
We solve (10) using Algorithm 3. The α variable is updated using a true Newton step, where the gradient and Hessian are computed using algorithmic differentiation. The joint optimization for the parameterized case yields a nonconvex problem with potentially many local minima depending on the initial choice of the parameter(s) α. This makes it essential Figure 5: Workflow for identifying the exponential integrate and fire neuron, a spiking neuron model. First SINDy SR3 with trimming is performed, which removes the data points near the spikes but does not capture the exponential term. However, the SINDy algorithm with a parameterized exponential term is able to identify the correct model given proper initialization of the parameter. The inset shows how initialization affects the discovered parameter value: some initializations do not recover the correct parameter, and in this case the SINDy model error is higher (error shown on log scale). Model selection should therefore be used to identify the correct parameter value.
Exponential integrate and fire neuron
to assess the fit of the discovered model through model selection criteria. While the best choice of model may be clear (see Section 4.2 and Figure 5 for further details), this means parameterized SINDy works best for models with only a small number of parameters in the library, as scanning through different initializations scales combinatorially with added parameters.
Lorenz with parameterized forcing
We consider (5) with x 1 forced by a parameterized hyperbolic tangent function tanh(α 1 t − α 2 ). The parameters α 1 , α 2 determine the steepness and location of the sigmoidal curve in the forcing function. We simulate the system with forcing parameters α 1 = 0.8, α 2 = 3. Figure 4 shows the results of fitting the SINDy model with and without the parameterized forcing term in the library. In the case without forcing, the equation for x 1 is loaded up with several active terms in an attempt to properly fit the dynamics. The model is not able to reproduce the correct system behavior through simulation. In the case with forcing, we start with an initial guess of α 1 = 5, α 2 = 10 and perform the joint optimization to fit both the parameters and the coefficient matrix. The algorithm correctly identifies the forcing and finds the correct coefficient matrix. The resulting system matches the true dynamics for several trips around the attractor.
Exponential integrate and fire: trimming and parameterized library
We also consider the exponential integrate and fire (EIF) neuron model. The EIF model is a spiking neural model where the membrane potential x of a neuron is governed bẏ
and a set of rules that determine when the neuron spikes. In modeling the system, when the value of the potential reaches a threshold potential x > x threshold , the neuron is considered to have fired a spike and the potential is reset to x = x reset . While the EIF model is a simplified model that does not capture the rich dynamics of real neurons, it serves as an ideal example for illustrating issues that may arise in scientific data. This model has sharp discontinuities at the spikes. While these discontinuities are artificial, true neural data also typically contains sharp peaks at the spikes, leading to inaccurate derivative estimates in these regions. It can therefore be useful to trim this data when derivative estimates are likely to be inaccurate. Additionally, the model has parameterized terms in the dynamics: there is an exponential term in the governing equation determined by a parameter that cannot be fit using a simple linear least squares regression.
We simulated the EIF model with a constant input current at a level that results in 7 spikes over the course of the simulation. The discontinuities at the spikes lead to bad derivative estimates around these points. We therefore run the trimming algorithm introduced in Sec. 3, which removes these points and fits a SINDy model. In this case, a sparse SINDy model is not identified as the regression uses all polynomial terms to try to approximate the exponential term present in the dynamics. Therefore, following the trimming we run the algorithm introduced in Sec. 4 to fit a SINDy model with a parameterized exponential term. The model predictions of the derivativesẋ are shown in Fig. 5 . The parameterized model results in an optimization that may have multiple local minima, thus the initial guess for the parameters influences the optimization results. Figure 5 shows an analysis of how initialization of the parameter α affects the discovered model. For some initializations the optimization does not find the correct value for α. However, in these cases the model error is higher and looking at the resulting model predictions shows that the discovered model is incorrect.
Discussion
Machine learning for model discovery in physics, biology and engineering is of growing importance for characterizing complex systems for the purpose of control and technological applications. Critical for the design and implementation in new and emerging technologies is the ability to interpret and generalize the discovered models, thus requiring that parsimonious models be discovered which are minimally parametrized. Moreover, model discovery architectures must be able to incorporate the effects of constraints, provide robust models, and/or give accurate nonlinear parameter estimates. We here propose the SINDy-SR3 method which integrates a sparse regression framework for parsimonious model discovery with a unified optimization algorithm capable of incorporating many of the critical features necessary for real-life applications. We demonstrate its accuracy and efficiency on a number of example problems, showing that SINDy-SR3 is a viable framework for the engineering sciences. 
S1 Choice of parameters for SR3
The SR3 algorithm requires the specification of two parameters, ν and λ. The parameter ν controls how closely the relaxed coefficient matrix W matches Ξ: small values of ν encourage W to be a close match for Ξ, whereas larger values will allow W to be farther from Ξ.
The parameter λ determines the strength of the regularization. If the regularization function is the 0 norm, the parameter λ can be chosen to correspond to the coefficient threshold used in the sequentially thresholded least squares algorithm (which determines the lowest magnitude value in the coefficient matrix). This is because the prox function for the 0 norm will threshold out coefficients below a value determined by ν and λ. In particular, if the desired coefficient threshold is η, we can take λ = η 2 2ν and the prox update will threshold out values below η. In the examples shown here, we determine λ in this manner based on the desired values for ν, η. If the desired coefficient threshold is known (which is the case for the examples studied here, but may not be the case for unknown systems), this gives us a single parameter to adjust: ν. With λ defined in this manner, decreasing ν provides more weight to the regularization, whereas increasing ν provides more weight to the least squares model fit.
S2 Simulation details: performance of SR3 for SINDy
We illustrate a comparison of three algorithms for SINDy using data from the canonical example of the chaotic Lorenz system (5). To generate training data, we simulate the system from t = 0 to 10 with a time step of ∆t = 0.005 for 20 initial conditions sampled from a random uniform distribution in a box around the attractor. This results in a data set with 40 × 10 4 samples. We add random Gaussian noise with a standard deviation of 10 −2 and compute the derivatives of the data using the central difference method. The SINDy library matrix Θ(X) is constructed using polynomial terms through order 3.
We find the SINDy model coefficient matrix using the following optimization approaches: sequentially thresholded least squares (STLSQ) with threshold 0.1, SR3 with 0 regularization, LASSO with a regularization weight of 0.1, and LASSO with a regularization weight of 50. The STLSQ algorithm is performed by doing 10 iterations of the following procedure: (1) perform a least squares fitting on remaining coefficients, (2) remove all coefficients with magnitude less than 0.1. The LASSO models are fit using the scikit-learn package [24] . LASSO models are fit without an intercept, and for both LASSO and SR3 we initialize the coefficient matrix using least squares. For the SR3 algorithm, we use parameters ν = 1 and λ = 0.005 (which corresponds to a coefficient threshold of 0.1, see Section S1).
For each of the four resulting models we analyze (1) the sparsity pattern of the coefficient matrix and (2) the simulation of the resulting dynamical systems model. We compare the sparsity pattern of the coefficient matrix against the true sparsity pattern for the Lorenz system: SR3 and STLSQ identify the correct sparsity pattern, where as the LASSO models do not. For all models, we simulate the identified system on test trajectories using initial conditions not found in the training set. The initial conditions are (−8, 7, 27) (on attractor) and (0.01, 0.01, 80) (off attractor), and the systems are simulated for the same time duration used in the training set. These results are shown in Figure 2 in the main text.
S3 Simulation details: simultaneous sparse inference and data trimming

S3.1 Example: Lorenz
We demonstrate the use of the SR3-trimming algorithm 2 on data from the Lorenz system (5). We simulate the system over the same time as in Section S2 from 5 randomly sampled initial conditions. This results in a data set with 10 4 samples. We add Gaussian noise to the data with standard deviation 10 −3 . We then randomly choose 10% of the samples to corrupt (1000 total samples). For each state variable of each corrupted sample, noise chosen from a random uniform distribution over [−50, 50] is added. Derivatives are calculated from the data using central difference after the corruption is applied. We then apply the SR3-trimming algorithm, specifying that around 40% of the data points will be trimmed. We use SR3 parameters ν = 20 and λ = 0.00025 (corresponding to a coefficient threshold of 0.1), and the step size is taken to be the default value β = 1. With repeated testing we find that the algorithm is consistently able to correctly remove the outliers from the data set and identify the Lorenz system.
S3.2 Example: Rossler
As an additional example, we test the trimming algorithm on data from the Rossler system (8) .
We generate sample data from 5 randomly sampled initial conditions around the portion of the attractor in the x 1 , x 2 plane, simulating trajectories from t = 0 to 50 with a time step of ∆t = 0.01. Our data set consists of 25000 samples. We add Gaussian noise with a standard deviation of 10 −3 and add outliers to 1% of the data in the same manner as in Section S3.1, with the noise level chosen from a random uniform distribution over [−100, 100]. Derivatives are calculated from the corrupted data using central difference.
We apply the SR3-trimming algorithm with two different levels of trimming. In both cases we use SR3 parameters ν = 20 and λ = 6.25 × 10 −5 (corresponding to a coefficient threshold of 0.05) and default step size β = 1. On repeated trials we find that if we trim only 5% of the data, many of the outliers are typically missed and the system is not correctly identified (instead, the algorithm trims part of the attractor in the x 3 plane). However, if we trim 10% of the data the system is correctly identified in most cases (or only 1 or 2 coefficients are misidentified).
S4 Simulation details: parameterized library functions
S4.1 Lorenz with parameterized forcing
To demonstrate the use of SR3 for SINDy with parameter estimation, we look at an example of the Lorenz system (5) forced by a parameterized hyperbolic tangent function tanh(α 1 t − α 2 ). The full set of equations for the system iṡ
The parameters α 1 , α 2 determine the steepness and location of the sigmoidal curve in the forcing function. We simulate the system as in Section S2 for a single initial condition (8, −7, 27) with forcing parameters α 1 = 0.8, α 2 = 3. We add Gaussian noise of standard deviation 10 −3 and compute the derivatives via central difference.
We apply Algorithm 2 to perform a joint discovery of both the coefficients W and forcing parameters α. We use parameters ν = 0.1 and λ = 0.05 (corresponding to coefficient threshold 0.1). W is initialized using least squares, and as an initial guess for α we use α 0 = (5, 10). The algorithm discovers the correct parameters α as well as the correct sparsity pattern in the coefficient matrix. We simulate the system and see that the discovered system tracks the behavior for several trips around the attractor. Results are shown in Figure 4 .
For comparison, we apply the SR3 algorithm for SINDy with no forcing term in the library, using the same SR3 parameters as in the forcing case. The resulting model has many active terms in the equation forẋ 1 , as it attempts to capture the forcing behavior with polynomials of x 1 , x 2 , x 3 . This model does not perform well in simulation, even from the same initial condition used in the training set. Figure 4 shows the coefficient matrix and model simulation for the discovered system.
S4.2 Exponential integrate and fire neuron: trimming and parameterized library
To demonstrate a work flow with both trimming and parameterized library functions, we perform systems identification on simulation of an exponential integrate and fire (EIF) neuron model
with parameters x rest = 0, x c = 0.5, ∆ T = 0.25. The input current I is set to a constant value of 1. In the EIF model, the differential equation above is combined with a mechanism for spiking: when the potential x reaches a threshold x threshold , its value at that time point is reset to a reset potential x reset and the neuron is said to have fired a spike at that time point. We use x threshold = 1 and x reset = 0. We simulate the EIF model from t = 0 to 8 with a time step of ∆t = 10 −3 , using a forward Euler time stepping method and the spiking mechanism described above. At the given parameter values, there are a total of 7 spikes over the course of the simulation. This example is particularly sensitive to noise, and thus we demonstrate the results without added noise. Derivatives are computed using the central difference method.
Due to the discontinuities at the spikes, the derivative estimates for this data have sharp peaks near the spikes. We first apply Algorithm 2, which removes data points near the spikes. We apply the algorithm with parameters ν = 10, λ = 5 × 10 −6 (corresponding to a coefficient threshold of 0.01), telling the algorithm to trim 2% of the data. The result is that several data points near the spikes are trimmed. The resulting SINDy model is not sparse, as the coefficient library does not have an exponential term and the algorithm instead tries to approximate the exponential using polynomial terms.
To capture the true model for the neuron, we next apply Algorithm 3 to the trimmed data. Rather than including a forcing term in the library as in Section S4.1, we include a parameterized function of x in the form of an exponential: g(α, x) = exp(αx). The parameterized library is Θ(x, α) = [1, x, x 2 , x 3 , exp(αx)]. We apply Algorithm 3 with the same parameters ν = 10, λ = 5 × 10 −6 . Because the parameterized model results in an optimization with potentially many local minima, the initial guess α 0 significantly impacts the discovered parameter value α and coefficients W. In Figure 5 , we show the discovered parameter α and the prediction error oḟ x for several initial values α 0 . The correct value in this example isα = 4, and we use initial values ranging from α 0 = −4 to 10. The prediction error shown is the fraction of variance oḟ x unexplained by the resulting model (defined by the discovered parameters α, W), with error plotted on a log scale. Initializations close enough to the true valueα discover the right value and have a low error compared to models where the incorrect value is discovered. At these values, the correct sparsity pattern in W is also discovered. This motivates the use of model selection to select among models with different initializations.
It should be possible to combine both the trimming and parameter search into a single optimization problem within the SR3 framework, but we leave this to future work.
S5 Convergence results
Here we state convergence results for Algorithm 1 and Algorithm 2. These algorithms fall under the framework of two classical methods, proximal gradient descent and the proximal alternating linearized minimization algorithm (PALM) [3] . While we demonstrate the use of Algorithm 3 on two example problems, this algorithm is much harder algorithm to analyze due to the complication from the Newton's step. We leave obtaining theoretical guarantees of Algorithm 3 as future work.
S5.1 Convergence of Algorithm 1
Using the variable projection framework [8] , we partially optimize out Ξ and then treat Algorithm 1 as the classical proximal gradient method on W. The convergence result for Algorithm 1 is provided in [40, Theorem 2] and is restated here:
Theorem 1 Define the value function as,
When p is bounded below, we know that the iterators from Algorithm 1 satisfy,
where g k ∈ ∂p(W k ) and p * = min W p(W).
We obtain a sub-linear convergence rate for all prox-bounded regularizers R.
S5.2 Convergence of Algorithm 2
Following the same idea provided by the variable projection framework, the iterations from Algorithm 2 are equivalent with an alternating proximal gradient step between W and v. This is the PALM algorithm, which is thoroughly analyzed in the context of trimming in [1] and [7] . We restate the convergence result here: Algorithm 2 also requires the specification of a step size β for the proximal gradient step for v. Because the objective is linear with respect to v, the step size will not influence the convergence result in the above theorem. However, because the objective is non-convex, β will have an impact on where the solution lands. In this work we use a default step size of β = 1 for all examples.
