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Using an abbreviation eμ to denote the function eiμx on the real line R, let G =
[ eλ 0
f e−λ
]
,
where f is a linear combination of the functions eα , eβ , eα−λ, eβ−λ with some (0 <) α,
β < λ. The criterion for G to admit a canonical factorization was established recently by
Avdonin, Bulanova and Moran (2007) [1]. We give an alternative approach to the matter,
proving the existence (when it does take place) via deriving explicit factorization formulas.
The non-existence of the canonical factorization in the remaining cases then follows from
the continuity property of the geometric mean.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We denote by APP the algebra of all almost periodic polynomials, that is, ﬁnite linear combinations of functions eλ := eiλx ,
where λ ∈ R. The AP algebra is the closure of APP with respect to the uniform norm while the APW algebra is the closure
of APP with respect to a stronger norm,∥∥∥∥∑
j
c jeλ j
∥∥∥∥
W
=
∑
j
|c j|, c j ∈ C.
For any f ∈ AP there exists the Bohr mean value
M( f ) = lim
T→+∞
1
2T
T∫
−T
f (x)dx.
The functions f ∈ AP are deﬁned uniquely by their Bohr–Fourier series∑
λ∈Ω( f )
fˆ (λ)eλ (1.1)
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Ω( f ) := {λ ∈ R: fˆ (λ) = 0}
is the Bohr–Fourier spectrum of f . For f ∈ APW the series (1.1) converges to f uniformly and absolutely on R.
Denote by AP± (APW±,APP±) the subalgebra of AP (APW,APP) consisting of all functions f with Ω( f ) ⊂ R± ∪ {0},
respectively.
If X is an algebra of scalar valued functions we denote by Xn×n the algebra of n×n matrices with entries in X . The Bohr
mean, the Bohr–Fourier coeﬃcients and spectrum for f ∈ APn×n are deﬁned by the same formulas as in the scalar case.
Deﬁnition 1.1. A left AP factorization of an n × n matrix function G is the representation
G = G+DG−1− , (1.2)
where G±1+ ∈ APn×n+ , G±1− ∈ APn×n− and D = diag(eλ1 , . . . , eλn ), λi ∈ R, i = 1, . . . ,n.
The representation (1.2) is a left APW (APP) factorization of G if G±1+ ∈ APWn×n+ (APPn×n+ ), G±1− ∈ APWn×n− (APPn×n− ).
Factorization (1.2) is canonical if λ1 = λ2 = · · · = λn = 0, that is,
G = G+G−1− . (1.3)
Factorization (1.3), when it exists, is deﬁned up to the transformation G± 	→ G± Z , where Z ∈ Cn×n is invertible. Therefore,
the quantity
d(G) := M(G+)M(G−)−1
is deﬁned uniquely, whenever G admits a canonical AP factorization. It is called the geometric mean of G .
A detailed discussion of AP factorization and its applications to singular integral, Wiener–Hopf and convolution type
equations can be found in [2]. We mention here only several facts, directly related to the subject at hand.
It easily follows from (1.3) that
Ω
(
G±1+
)⊂ [0, supΩ(G±1)], Ω(G±1− )⊂ [infΩ(G∓1),0], (1.4)
whenever G admits a canonical left AP factorization. Moreover, if Σ is the smallest additive subgroup of R containing the
Bohr–Fourier spectrum Ω(G) of G , then also (see [3,4])
Ω
(
G±1+
)⊂ Σ, Ω(G±1− )⊂ Σ. (1.5)
A much deeper result is that if G ∈ APWn×n admits a canonical AP factorization (1.3), then automatically G± ∈ APWn×n as
well, that is, (1.3) is in fact an APW factorization. Moreover, the set of matrix functions G ∈ APn×n admitting a canonical AP
factorization is open, and the function G 	→ d(G) is continuous on it.
A key problem in AP factorization theory is a constructive existence criterion. Such a criterion is unknown even for
matrix functions of the form
G =
[
eλ 0
f e−λ
]
(1.6)
with f ∈ AP. Note that such matrices arise naturally when considering convolution type equations on ﬁnite intervals, λ (> 0)
being the length of the interval and f describing the asymptotic of the Fourier transform of the kernel. Several results on the
factorization of matrix functions (1.6) can be found in [2, Chapters 14 and 15], including some types of a trinomial f . In [1],
an invertibility criterion was obtained for some difference operator on L2[0,1] which can be interpreted as a necessary and
suﬃcient condition for (1.6) to admit a canonical AP factorization in the case when f is a quadrinomial given by
f = C1eα + C−1eα−1 + C2eβ + C−2eβ−1
with 0 < α < β < 1 (= λ). Such an interpretation was given in [5], where this result was also combined with the so-called
Portuguese transformation to obtain factorability criteria for some other matrix functions of type (1.6). Observe, however,
that results of [1], and therefore [5], do not provide constructive factorization formulas. The goal of our paper is to ﬁll this
gap. Thus, an explicit factorization is given for matrix function of the form (1.6) arising in construction of sampling and
interpolating sequences for multi-band signals.
The structure of the factorization multiples, that is, their Bohr–Fourier spectra and the recursive formulas for the Bohr–
Fourier coeﬃcients, are derived in Section 2. The convergence question is settled in Section 3. It contains two main theorems,
which cover all the cases when a canonical factorization exists. Finally, a short Section 4 consists of several remarks, includ-
ing the proof of non-existence of the canonical factorization when conditions of Section 3 are not met.
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• x and x stand the largest integer not exceeding x ∈ R and the smallest integer not exceeded by x ∈ R, respectively;
• {x} denotes the fractional part of x ∈ R;
• N := {1,2, . . .} denotes the set of all natural numbers,
N− := {−1,−2, . . .}, Z+ := N ∪ {0}, Z− := N− ∪ {0},
Z := Z+ ∪ N− denotes the set of all integers.
2. Preliminary considerations
Observe ﬁrst of all that only the case (β − α)/λ /∈ Q is of interest. Indeed, otherwise the matrix (1.6) falls into
the so-called commensurable (or regular) case, and the explicit factorization formulas can be derived from [6], see also
[2, Section 14.4].
Our ﬁrst statement is of propaedeutic nature. We impose here a stronger condition λ /∈ αQ + βQ, that is, mα + nβ = λ
for all m,n ∈ Q, meaning that the set {α,β,λ} is linearly independent over the ﬁeld of rational numbers. This condition will
be removed later.
For convenience of notation, let us also change the variable x 	→ x/λ. This allows us without loss of generality to set
λ = 1. Consequently,
G =
[
e1 0
f e−1
]
, where f = C1eα + C−1eα−1 + C2eβ + C−2eβ−1. (2.1)
Proposition 2.1. Let G be given by (2.1), where 0 < α < β < 1 /∈ αQ + βQ and C±1,C±2 = 0. If G admits a canonical left AP
factorization (1.3), then it can be chosen in such a way that the entries of the ﬁrst row [ϕ+1 , ϕ˜+1 ] of the matrix function G+ have the
form:
ϕ+1 =
∑
n∈Z
Xne{n(β−α)} + Xe1, (2.2)
ϕ˜+1 =
∑
n∈Z
X˜ne{n(β−α)−α}. (2.3)
Moreover, the coeﬃcients X, Xn ∈ C and X˜n ∈ C satisfy, respectively, the relations
C1X0 + C−1X + C−2X−1 = 0,
C2X0 + C−2X + C1X1 = 0, X = 0; (2.4)
C−1Xn + C−2Xn−1 = 0 if 0 <
{
α + n(β − α)}< α,
C1Xn + C−2Xn−1 = 0 if α 
{
α + n(β − α)}< β,
C1Xn + C2Xn−1 = 0 if β 
{
α + n(β − α)}< 1 (2.5)
for n = 0,1, and
C−1 X˜0 + C−2 X˜−1 = 0; (2.6)
C−1 X˜n + C−2 X˜n−1 = 0 if 0 <
{
n(β − α)}< α,
C1 X˜n + C−2 X˜n−1 = 0 if α 
{
n(β − α)}< β,
C1 X˜n + C2 X˜n−1 = 0 if β 
{
n(β − α)}< 1 (2.7)
for n = 0.
Proof. In the entry-wise notation
G± =
[
ϕ±1 ϕ˜
±
1
ϕ±2 ϕ˜
±
2
]
(2.8)
the factorization (1.3) can be rewritten as the system of two Riemann–Hilbert problems
G
[
ϕ−1
ϕ−2
]
=
[
ϕ+1
ϕ+2
]
, G
[
ϕ˜−1
ϕ˜−2
]
=
[
ϕ˜+1
ϕ˜+2
]
. (2.9)
From (1.4) and (1.5) it follows that
Ω
(
ϕ+
)
,Ω
(
ϕ˜+
)⊂ (αZ + βZ + Z) ∩ [0,1], (2.10)1 1
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Ω
(
f ϕ+1
)∩ (0,1) = ∅, Ω( f ϕ˜+1 )∩ (0,1) = ∅. (2.11)
Let us pick a factorization (1.3) with diagonal M(G−). This ﬁxes the functions ϕ+1 , ϕ˜
+
1 up to non-zero scalar multiples and
implies in view of (2.9) that
M
(
e−1ϕ+1
)= M(ϕ−1 ) = 0, M(e−1ϕ˜+1 )=M(ϕ˜−1 )= 0,
M
(
f ϕ+1
)= −M(ϕ−2 )= 0, M( f ϕ˜+1 )= −M(ϕ˜−2 ) = 0. (2.12)
(i) Consider the function ϕ+1 ﬁrst. According to (2.10),
ϕ+1 =
∑
i, j∈Z
Xi, je{iα+ jβ} + Xe1, (2.13)
where X = M(e−1ϕ+1 ) = 0 due to (2.12) and different pairs (i, j) correspond to distinct terms in the Bohr–Fourier series
(2.13) because 1 /∈ αQ + βQ.
Direct computation shows that
f ϕ+1 = C1Xeα+1 + C2Xeβ+1 + C−1Xeα + C−2Xeβ
+
∑
α{iα+ jβ}<1
C1Xi−1, je{iα+ jβ} +
∑
0{iα+ jβ}<α
C1Xi−1, je{iα+ jβ}+1
+
∑
β{iα+ jβ}<1
C2Xi, j−1e{iα+ jβ} +
∑
0{iα+ jβ}<β
C2Xi, j−1e{iα+ jβ}+1
+
∑
0{iα+ jβ}<α
C−1Xi−1, je{iα+ jβ} +
∑
α{iα+ jβ}<1
C−1Xi−1, je{iα+ jβ}−1
+
∑
0{iα+ jβ}<β
C−2Xi, j−1e{iα+ jβ} +
∑
β{iα+ jβ}<1
C−2Xi, j−1e{iα+ jβ}−1. (2.14)
Consequently, the ﬁrst condition in (2.11) yields the following system:
C−1Xeα + C−2Xeβ +
∑
α{iα+ jβ}<1
C1Xi−1, je{iα+ jβ}
+
∑
β{iα+ jβ}<1
C2Xi, j−1e{iα+ jβ} +
∑
0<{iα+ jβ}<α
C−1Xi−1, je{iα+ jβ}
+
∑
0<{iα+ jβ}<β
C−2Xi, j−1e{iα+ jβ} = 0. (2.15)
Extracting from (2.15) the terms containing eα and eβ we get, respectively,
C1X0,0 + C−1X + C−2X1,−1 = 0,
C2X0,0 + C−2X + C1X−1,1 = 0. (2.16)
On the other hand, for (i, j) ∈ (Z × Z) \ {(1,0), (0,1)}, from (2.15) we obtain:
C−1Xi−1, j + C−2Xi, j−1 = 0 if 0 < {iα + jβ} < α,
C1Xi−1, j + C−2Xi, j−1 = 0 if α  {iα + jβ} < β,
C1Xi−1, j + C2Xi, j−1 = 0 if β  {iα + jβ} < 1. (2.17)
Observe now that each of Eqs. (2.16), (2.17) involves only Xi, j with the same value of i+ j. So, if these equations are satisﬁed
by a certain choice of Xi, j , they will also be satisﬁed if, while keeping Xn,−n the same, we set all Xi, j with i+ j = 0 at zero.
Due to the uniqueness of ϕ+1 (up to a scalar multiple) it follows that in fact Xi, j must equal zero whenever i = − j.
Relabeling Xn = X−n,n , we obtain (2.4) from (2.16). On the other hand, setting 1− i = j = n we conclude that Eqs. (2.17)
for all n ∈ Z \ {0,1} take the form (2.5). Note that Eqs. (2.4) are consistent with (2.5) for n ∈ {0,1} because α  {α + 0 · (β −
α)} < β for n = 0, and β  {α + (β − α)} < 1 for n = 1.
(ii) We turn now to the second entry in the ﬁrst row of G+ , the function ϕ˜+1 . Since M(e−1ϕ˜
+
1 ) = M(ϕ˜−1 ) = 0 by (2.12),
condition (2.10) now implies
ϕ˜+1 =
∑
X˜i, je{iα+ jβ}. (2.18)
i, j∈Z
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f ϕ˜+1 =
∑
α{iα+ jβ}<1
C1 X˜i−1, je{iα+ jβ} +
∑
0{iα+ jβ}<α
C1 X˜i−1, je{iα+ jβ}+1
+
∑
β{iα+ jβ}<1
C2 X˜i, j−1e{iα+ jβ} +
∑
0{iα+ jβ}<β
C2 X˜i, j−1e{iα+ jβ}+1
+
∑
0{iα+ jβ}<α
C−1 X˜i−1, je{iα+ jβ} +
∑
α{iα+ jβ}<1
C−1 X˜i−1, je{iα+ jβ}−1
+
∑
0{iα+ jβ}<β
C−2 X˜i, j−1e{iα+ jβ} +
∑
β{iα+ jβ}<1
C−2 X˜i, j−1e{iα+ jβ}−1. (2.19)
The second condition in (2.11) therefore takes the form∑
α{iα+ jβ}<1
C1 X˜i−1, je{iα+ jβ} +
∑
β{iα+ jβ}<1
C2 X˜i, j−1e{iα+ jβ}
+
∑
0<{iα+ jβ}<α
C−1 X˜i−1, je{iα+ jβ} +
∑
0<{iα+ jβ}<β
C−2 X˜i, j−1e{iα+ jβ} = 0, (2.20)
while condition M( f ϕ˜+1 ) = 0 (see (2.12)) is equivalent to
C−1 X˜−1,0 + C−2 X˜0,−1 = 0. (2.21)
In its turn, (2.20) means that for all (i, j) ∈ (Z × Z) \ {(0,0)}:
C−1 X˜i−1, j + C−2 X˜i, j−1 = 0 if 0 < {iα + jβ} < α,
C1 X˜i−1, j + C−2 X˜i, j−1 = 0 if α  {iα + jβ} < β,
C1 X˜i−1, j + C2 X˜i, j−1 = 0 if β  {iα + jβ} < 1. (2.22)
Similarly to the situation in (i), each equation in (2.22) contains only X˜i, j with the same value of i + j, and X˜i, j can be
forced to equal zero for all i, j with i + j = −1 while (2.21), (2.22) continue to hold. Due to the uniqueness of ϕ˜+1 (up to a
scalar multiple), in fact X˜i, j must equal zero unless i + j = −1.
Relabeling X˜−n−1,n =: X˜n , we can rewrite (2.18) as (2.3), while (2.21) and (2.22) take the form (2.6) and (2.7), respec-
tively. 
The following statement is in some sense inverse to Proposition 2.1.
Proposition 2.2. Let the matrix function G be of the form (2.1), with 0 < α < β < 1 and β −α irrational. Suppose that the series (2.2),
(2.3) converge absolutely, while their coeﬃcients satisfy the relations (2.4)–(2.7). Then G admits a left canonical APW factorization.
Observe that the mappings n 	→ {n(β −α)−α} and n 	→ {n(β −α)} are injective on Z due to mere irrationality of β −α.
Therefore, the coeﬃcients of the series (2.2), (2.3) are deﬁned unambiguously by the functions in their left hand sides.
A more restrictive condition 1 /∈ αQ + βQ is not needed any more, as opposed to the case of (2.13) and (2.18).
Proof of Proposition 2.2. For ϕ+1 of the form (2.2), formula (2.14) holds, with i, j and X−k,k replaced by 1 − n,n and
Xk (k = n,n − 1), respectively. Conditions (2.15) also hold, due to the relations (2.4), (2.5), under the same replacements.
Consequently,
f ϕ+1 = C1Xeα+1 +
∑
{n∈Z: 0{α+n(β−α)}<α}
C1Xne{α+n(β−α)}+1
+ C2Xeβ+1 +
∑
{n∈Z: 0{α+n(β−α)}<β}
C2Xn−1e{α+n(β−α)}+1
+
∑
{n∈Z: {α+n(β−α)}=0}
C−1Xn +
∑
{n∈Z: α{α+n(β−α)}<1}
C−1Xne{α+n(β−α)}−1
+
∑
{n∈Z: {α+n(β−α)}=0}
C−2Xn−1 +
∑
{n∈Z: β{α+n(β−α)}<1}
C−2Xn−1e{α+n(β−α)}−1
=: e1ϕ+ − ϕ−, (2.23)2 2
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replacement of i, j and X˜−k−1,k by −n,n and X˜k (k = n,n − 1), respectively:
f ϕ˜+1 =
∑
{n∈Z: 0{n(β−α)}<α}
C1 X˜ne{n(β−α)}+1 +
∑
{n∈Z: 0{n(β−α)}<β}
C2 X˜n−1e{n(β−α)}+1
+
∑
{n∈Z: α{n(β−α)}<1}
C−1 X˜ne{n(β−α)}−1 +
∑
{n∈Z: β{n(β−α)}<1}
C−2 X˜n−1e{n(β−α)}−1
+ C−1 X˜0 + C−2 X˜−1 =: e1ϕ˜+2 − ϕ˜−2 , (2.24)
where ϕ˜±2 automatically belong to APW± .
Letting also ϕ−1 = e−1ϕ+1 , ϕ˜−1 = e−1ϕ˜+1 and deﬁning G± by (2.8), we conclude from (2.23), (2.24) that GG− = G+ . In
particular, therefore, detG+ = detG− . But G± ∈ APW2×2± , so that detG± ∈ APW± , and they can be equal only when they are
both constant. Since
M(G−) =
⎡⎣ X 0− ∑
{n∈Z: {α+n(β−α)}=0}
(C−1Xn + C−2Xn−1) −C−1 X˜0 − C−2 X˜−1
⎤⎦ , (2.25)
this constant is non-zero, and matrix functions G± are therefore invertible in APW2×2± . So, the equality GG− = G+ can be
rewritten as the left canonical APW factorization (1.3) of G . 
It remains to ﬁgure out the convergence of the series (2.2), (2.3). Due to the nature of the recursive relations (2.5), (2.7),
it will not depend on the exact values of the initial data X±1, X˜0, X˜−1 but only on whether they are equal to or different
from zero. The precise analysis will be carried out in the next section, and to conduct it we need ﬁnite formulas for the
coeﬃcients Xn , X˜n .
From recursive relations (2.5) it is clear that the coeﬃcients Xn with n ∈ N (N−) are deﬁned uniquely by X1 (resp., X−1).
Formulas (2.5) yield recursive relations
Xn =
⎧⎪⎪⎨⎪⎪⎩
− C2C1 Xn−1 if β − α  {n(β − α)} < 1− α,
− C−2C−1 Xn−1 if 1− α < {n(β − α)} < 1,
− C−2C1 Xn−1 if 0 {n(β − α)} < β − α
(2.26)
for n = 2,3, . . . , and
Xn−1 =
⎧⎪⎪⎨⎪⎪⎩
− C−1C−2 Xn if 1− α < {n(β − α)} < 1,
− C1C−2 Xn if 0 {n(β − α)} < β − α,
− C1C2 Xn if β − α  {n(β − α)} < 1− α
(2.27)
for n = −1,−2, . . . .
Since β − α /∈ Q, we get {n(β − α)} = 1− {|n|(β − α)}, and therefore we infer from (2.27) that
Xn−1 =
⎧⎪⎪⎨⎪⎪⎩
− C−1C−2 Xn if 0 < {|n|(β − α)} < α,
− C1C2 Xn if α < {|n|(β − α)} 1− β + α,
− C1C−2 Xn if 1− β + α < {|n|(β − α)} 1.
(2.28)
Note that the equalities for {|n|(β − α)} in (2.28) are not realized because the number β − α is irrational.
Lengthy but straightforward computations show that (2.26) and (2.28) amount to
Xn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)n−1( C−2C1 )k(
C−2
C−1 )
∑k
s=1( sβ−α − s−αβ−α )( C2C1 )
−1+(n− k
β−α )+
∑k
s=1( s−αβ−α − s−1β−α −1)X1
if n =  k
β−α  + 1, . . . ,  k+1−αβ−α  − 1;
(−1)n−1( C−2C1 )k(
C−2
C−1 )
(n− k+1−α
β−α +1)+
∑k
s=1( sβ−α − s−αβ−α )( C2C1 )
−1+∑k+1s=1 ( s−αβ−α − s−1β−α −1)X1
if n =  k+1−α
β−α , . . . ,  k+1β−α  − 1;
(−1)n−1( C−2C1 )k+1(
C−2
C−1 )
∑k+1
s=1 ( sβ−α − s−αβ−α )( C2C1 )
−1+∑k+1s=1 ( s−αβ−α − s−1β−α −1)X1
if n =  k+1 
(2.29)β−α
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Xn−1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)|n|( C−1C−2 )
(|n|− k
β−α )+
∑k−1
s=0 ( s+αβ−α − sβ−α )( C1C2 )
∑k
s=1( sβ−α − s−1+αβ−α −1)( C1C−2 )
k X−1
if − n =  k
β−α , . . . ,  k+αβ−α  − 1;
(−1)|n|( C−1C−2 )
−1+∑ks=0( s+αβ−α − sβ−α )( C1C2 )(|n|− k+αβ−α +1)+
∑k
s=1( sβ−α − s−1+αβ−α −1)( C1C−2 )
k X−1
if − n =  k+α
β−α , . . . ,  k+1β−α  − 2;
(−1)|n|( C−1C−2 )
−1+∑ks=0( s+αβ−α − sβ−α )( C1C2 )
∑k+1
s=1 ( sβ−α − s−1+αβ−α −1)( C1C−2 )
k+1X−1
if − n =  k+1
β−α  − 1,
(2.30)
respectively.
Note that for k = 0,1,2, . . . the sets { k
β−α  + 1, . . . ,  k+1β−α } are disjoint and their union is N. Consequently, formulas
(2.29) and (2.30) correctly deﬁne Xn for all n ∈ N and N− , respectively. The choice of k = 0 and n = 1,0 yields simply
X1 = X1, X−1 = X−1 and is therefore redundant, but we decided to include it for the sake of the uniformity of notation.
Similarly, relations (2.7) deﬁne X˜n for n ∈ Z+ uniquely in terms of X˜0, and X˜n for n ∈ N− uniquely in terms of X˜−1.
Given X˜0 = 0, we get from (2.7) the following recurrent formulas for the coeﬃcients X˜n (n = 1,2, . . .):
X˜n =
⎧⎪⎪⎨⎪⎪⎩
− C−2C−1 X˜n−1 if 0 < {n(β − α)} < α,
− C−2C1 X˜n−1 if α  {n(β − α)} < β,
− C2C1 X˜n−1 if β  {n(β − α)} < 1.
(2.31)
Analogously, given X˜−1 = 0, (2.7) yields the following recurrent formulas for X˜n−1 (n = −1,−2, . . .):
X˜n−1 =
⎧⎪⎪⎨⎪⎪⎩
− C−1C−2 X˜n if 0 < {n(β − α)} < α,
− C1C−2 X˜n if α  {n(β − α)} < β,
− C1C2 X˜n if β  {n(β − α)} < 1.
(2.32)
Applying again the relation {n(β − α)} = 1− {|n|(β − α)}, we infer from (2.32) that
X˜n−1 =
⎧⎪⎪⎨⎪⎪⎩
− C1C2 X˜n if 0 < {|n|(β − α)} 1− β,
− C1C−2 X˜n if 1− β < {|n|(β − α)} 1− α,
− C−1C−2 X˜n if 1− α < {|n|(β − α)} < 1.
(2.33)
Making use of (2.31) and (2.33), we obtain, respectively:
X˜n =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)n( C−2C−1 )
(n− k
β−α )+
∑k−1
s=0 ( s+αβ−α − sβ−α )( C−2C1 )
k(
C2
C1
)
∑k
s=1( sβ−α − s−1+ββ−α ) X˜0
if n =  k
β−α , . . . ,  k+αβ−α  − 1;
(−1)n( C−2C−1 )
−1+∑ks=0( s+αβ−α − sβ−α )( C−2C1 )k+1( C2C1 )
∑k
s=1( sβ−α − s−1+ββ−α ) X˜0
if n =  k+α
β−α  =  k+ββ−α  − 1;
(−1)n( C−2C−1 )
−1+∑ks=0( s+αβ−α − sβ−α )( C−2C1 )k+1( C2C1 )(n− k+ββ−α +1)+
∑k
s=1( sβ−α − s−1+ββ−α ) X˜0
if n =  k+β
β−α , . . . ,  k+1β−α  − 1
(2.34)
and
X˜n−1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)|n|( C1C2 )
(|n|− k
β−α )+
∑k
s=1( s−ββ−α − s−1β−α )( C1C−2 )
k(
C−1
C−2 )
∑k
s=1( sβ−α − s−ββ−α −1) X˜−1
if − n =  k
β−α , . . . ,  k+1−ββ−α ;
(−1)|n|( C1C2 )
∑k+1
s=1 ( s−ββ−α − s−1β−α )( C1C−2 )
k+1( C−1C−2 )
∑k
s=1( sβ−α − s−ββ−α −1) X˜−1
if − n =  k+1−β
β−α  + 1;
(−1)|n|( C1C2 )
∑k+1
s=1 ( s−ββ−α − s−1β−α )( C1C−2 )
k+1( C−1C−2 )
(|n|− k+1−β
β−α −1)+
∑k
s=1( sβ−α − s−ββ−α −1) X˜−1
if − n =  k+1−β  + 2, . . . ,  k+1 ,
(2.35)β−α β−α
632 M.A. Bastos et al. / J. Math. Anal. Appl. 376 (2011) 625–640where again k = 0,1,2, . . . . The choice k = n = 0 formally yields X˜0 = X˜0 and X˜−1 = X˜−1, and is included only for the
uniformity of notation.
3. Main results
As we will see in this section, two differently structured factorizations of (2.1) exist, depending on the relation between
|C2|1−β |C−2|β and |C1|1−α |C−1|α .
Theorem 3.1. Suppose that G is given by (2.1) where 0 < α < β < 1, the number β − α is irrational, and
|C2|1−β |C−2|β < |C1|1−α|C−1|α. (3.1)
Then G admits a canonical left APW factorization (1.3) with G± given by (2.8), where
ϕ+1 = e1 +
∞∑
n=0
Xne{n(β−α)},
ϕ−1 = 1+
∞∑
n=0
Xne{n(β−α)}−1,
ϕ+2 = C1eα + C2eβ +
∑
{n∈Z+: 0{α+n(β−α)}<α}
C1Xne{α+n(β−α)} +
∑
{n∈Z+: 0{β+n(β−α)}<β}
C2Xne{β+n(β−α)},
ϕ−2 = −
∑
{n∈Z+: {α+n(β−α)}=0}
C−1Xn −
∑
{n∈Z+: α{α+n(β−α)}<1}
C−1Xne{α+n(β−α)}−1
−
∑
{n∈Z+: {β+n(β−α)}=0}
C−2Xn −
∑
{n∈Z+: β{β+n(β−α)}<1}
C−2Xne{β+n(β−α)}−1; (3.2)
ϕ˜+1 =
∞∑
n=0
X˜ne{n(β−α)−α},
ϕ˜−1 =
∞∑
n=0
X˜ne{n(β−α)−α}−1,
ϕ˜+2 =
∑
{n∈Z+: 0{n(β−α)}<α}
C1 X˜ne{n(β−α)} +
∑
{n∈Z+: 0{(n+1)(β−α)}<β}
C2 X˜ne{(n+1)(β−α)},
ϕ˜−2 = −
∑
{n∈Z+: α{n(β−α)}<1}
C−1 X˜ne{n(β−α)}−1 −
∑
{n∈Z+: β{(n+1)(β−α)}<1}
C−2 X˜ne{(n+1)(β−α)}−1 − C−1 X˜0. (3.3)
The coeﬃcients Xn and X˜n (n ∈ Z+) here are given by (2.29), (2.34), with the initial conditions X˜0 = 1,
X0 = −C−1
C1
, X1 = −C−2
C1
+ C2C−1
C21
.
Proof. We need to prove the absolute convergence of the series deﬁning ϕ+1 and ϕ˜
+
1 .
Regarding the former, observe ﬁrst of all that if
C1C−2 = C−1C2, (3.4)
then X1 = 0 and therefore by (2.29) also Xn = 0 for all n ∈ N. So, in this case ϕ+1 is simply a binomial e1 + X0, and the
convergence issue does not arise. If, on the other hand, (3.4) does not hold, then Xn = 0 for all n ∈ N, and the absolute
convergence takes place if limsupn→∞ |Xn|1/n < 1. Clearly, it is suﬃcient to check that
limsup
k→∞
|Xnk |1/nk < 1, (3.5)
where nk =  kβ−α  − 1 =  kβ−α  (k ∈ N). Indeed, since nk → ∞ and nk+1nk → 1 as k → ∞ and since there is a number
a ∈ (0,∞) such that a−1 < | Xnk+1X | < a for all k ∈ N, we infer thatnk
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k→∞
(
1
nk+1
ln |Xnk+1 |
)
= limsup
k→∞
(
nk
nk+1
(
1
nk
ln |Xnk |
)
+ 1
nk+1
ln
∣∣∣∣ Xnk+1Xnk
∣∣∣∣)
= limsup
k→∞
(
1
nk
ln |Xnk |
)
.
Moreover, because
lim
k→∞
nk
k
= lim
k→∞
(
1
k
⌊
k
β − α
⌋)
= lim
k→∞
k
k(β − α) − limk→∞
(
1
k
{
k
β − α
})
= 1
β − α > 0,
we conclude that to establish (3.5), it suﬃces to check that
limsup
k→∞
|Xnk |1/k < 1. (3.6)
One can observe from (2.29) that for all k = 1,2, . . . ,
|Xnk |1/k = |C2|γ1,k |C−2|γ2,k |C1|−γ3,k |C−1|−γ4,k |X1|1/k (3.7)
where
γ1,k = −1k +
1
k
k∑
s=1
(⌈
s − α
β − α
⌉
−
⌈
s − 1
β − α
⌉
− 1
)
,
γ2,k = −1k +
1
k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − α
β − α
⌉
+ 1
)
,
γ3,k = −2k +
1
k
k∑
s=1
(⌈
s − α
β − α
⌉
−
⌈
s − 1
β − α
⌉)
,
γ4,k = 1k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − α
β − α
⌉)
. (3.8)
Let
Γs :=
⌈
s − α
β − α
⌉
−
⌈
s − 1
β − α
⌉
, Υs :=
⌈
s
β − α
⌉
−
⌈
s − α
β − α
⌉
. (3.9)
Then, by (3.8) and (3.9), we obtain
γ1,k = −1− 1k +
1
k
k∑
s=1
Γs, γ2,k = 1− 1k +
1
k
k∑
s=1
Υs,
γ3,k = −2k +
1
k
k∑
s=1
Γs, γ4,k = 1k
k∑
s=1
Υs. (3.10)
To calculate the limits limk→∞ γi,k for all i = 1,2,3,4, we will follow the approach of [7], that is, use the property of
uniform distribution of fractional parts of irrational numbers (see, e.g., [8, Chapter 7, § 2, Theorem 1]). Recall (see, e.g.,
[8, Chapter 7, § 1]) that a sequence {xs}s∈N ⊂ [0,1] is uniformly distributed on the segment [0,1] if for every continuous
function f : [0,1] → R,
lim
k→∞
1
k
k∑
s=1
f (xs) =
1∫
0
f (x)dx. (3.11)
Clearly, (3.11) is then valid for piecewise constant functions f : [0,1] → R and, moreover, for all Riemann-integrable func-
tions (see [9, Corollary 1.1]).
Since x = −−x for all x ∈ R, we infer from (3.9) that
Γs =
⌊
1− s
β − α
⌋
−
⌊
α − s
β − α
⌋
= 1− α
β − α −
{
1− s
β − α
}
+
{
α − s
β − α
}
=
{  1−α
β−α  if { 1−sβ−α } − { α−sβ−α } = { 1−αβ−α } 0,
 1−α  + 1 if { 1−s } − { α−s } = { 1−α } − 1 < 0β−α β−α β−α β−α
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{  1−α
β−α  if 0 { α−sβ−α } < 1− { 1−αβ−α },
 1−α
β−α  + 1 if 1− { 1−αβ−α } { α−sβ−α } < 1;
(3.12)
Υs =
⌊
α − s
β − α
⌋
−
⌊ −s
β − α
⌋
= α
β − α −
{
α − s
β − α
}
+
{ −s
β − α
}
=
{  α
β−α  if { α−sβ−α } − { −sβ−α } = { αβ−α } 0,
 α
β−α  + 1 if { α−sβ−α } − { −sβ−α } = { αβ−α } − 1 < 0
=
{  α
β−α  if 0 { −sβ−α } < 1− { αβ−α },
 α
β−α  + 1 if 1− { αβ−α } { −sβ−α } < 1.
(3.13)
As was mentioned above (see the paragraph preceding formula (3.11)), the fractional parts of the irrational numbers xs :=
α−s
β−α and ys = −sβ−α are uniformly distributed on [0,1]. Consequently, we conclude from (3.11) and (3.12) that
lim
k→∞
1
k
k∑
s=1
Γs =
1∫
0
Γ (x)dx, (3.14)
where Γs = Γ (xs) and
Γ (x) =
{  1−α
β−α  if 0 x < 1− { 1−αβ−α },
 1−α
β−α  + 1 if 1− { 1−αβ−α } x < 1.
(3.15)
Hence, by (3.14)–(3.15), we get
lim
k→∞
1
k
k∑
s=1
Γs =
⌊
1− α
β − α
⌋(
1−
{
1− α
β − α
})
+
(⌊
1− α
β − α
⌋
+ 1
){
1− α
β − α
}
= 1− α
β − α . (3.16)
Analogously, setting Υs = Υ (ys) where
Υ (x) =
{  α
β−α  if 0 x < 1− { αβ−α },
 α
β−α  + 1 if 1− { αβ−α } x < 1,
(3.17)
we deduce from (3.13) and (3.17) by analogy with (3.14)–(3.16) that
lim
k→∞
1
k
k∑
s=1
Υs = α
β − α . (3.18)
Finally, taking into account (3.10), (3.16) and (3.18), we obtain
lim
k→∞
γ1,k = 1− β
β − α , limk→∞γ2,k =
β
β − α ,
lim
k→∞
γ3,k = 1− α
β − α , limk→∞γ4,k =
α
β − α ,
which implies due to (3.7) that
lim
k→∞
|Xnk |1/k = |C2|
1−β
β−α |C−2|
β
β−α |C1|−
1−α
β−α |C−1|−
α
β−α .
Hence, condition (3.6) can be written in the form
|C2|
1−β
β−α |C−2|
β
β−α < |C1|
1−α
β−α |C−1|
α
β−α
or, equivalently, in the form (3.1). This proves that the ﬁrst formula in (3.2) indeed deﬁnes a function in APW+ .
Along the same lines, the series for ϕ˜+1 converges absolutely if
limsup
k→∞
| X˜nk |1/k < 1, (3.19)
where nk =  kβ−α . Clearly,
| X˜n |1/k = |C2|γ˜1,k |C−2|γ˜2,k |C1|−γ˜3,k |C−1|−γ˜4,k (3.20)k
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γ˜1,k = 1k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − 1+ β
β − α
⌉)
,
γ˜2,k = 1− 1k +
1
k
k−1∑
s=0
(⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉)
,
γ˜3,k = 1+ 1k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − 1+ β
β − α
⌉)
,
γ˜4,k = −1k +
1
k
k−1∑
s=0
(⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉)
. (3.21)
Let
Γ˜s :=
⌈
s
β − α
⌉
−
⌈
s − 1+ β
β − α
⌉
, Υ˜s :=
⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉
. (3.22)
Then, by (3.21) and (3.22), we obtain
γ˜1,k = 1k
k∑
s=1
Γ˜s, γ˜2,k = 1− 1k +
1
k
k−1∑
s=0
Υ˜s,
γ˜3,k = 1+ 1k
k∑
s=1
Γ˜s, γ˜4,k = −1k +
1
k
k−1∑
s=0
Υ˜s. (3.23)
We infer from (3.22) that
Γ˜s =
⌊
1− β − s
β − α
⌋
−
⌊ −s
β − α
⌋
= 1− β
β − α −
{
1− β − s
β − α
}
+
{ −s
β − α
}
=
{  1−β
β−α  if 0 { −sβ−α } < 1− { 1−ββ−α },
 1−β
β−α  + 1 if 1− { 1−ββ−α } { −sβ−α } < 1;
Υ˜s =
⌊ −s
β − α
⌋
−
⌊−s − α
β − α
⌋
= α
β − α −
{ −s
β − α
}
+
{−s − α
β − α
}
=
{  α
β−α  if 0 {−s−αβ−α } < 1− { αβ−α },
 α
β−α  + 1 if 1− { αβ−α } {−s−αβ−α } < 1.
Setting Γ˜s = Γ˜ ({ −sβ−α }) and Υ˜s = Υ ({−s−αβ−α }) where
Γ˜ (x) =
{  1−β
β−α  if 0 x < 1− { 1−ββ−α },
 1−β
β−α  + 1 if 1− { 1−ββ−α } x < 1,
(3.24)
and Υ (x) is given by (3.17), we infer that
lim
k→∞
1
k
k∑
s=1
Γ˜s = 1− β
β − α , (3.25)
and
lim
k→∞
1
k
k∑
Υ˜s = α
β − α . (3.26)
s=1
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lim
k→∞
γ˜1,k = 1− β
β − α , limk→∞ γ˜2,k =
β
β − α ,
lim
k→∞
γ˜3,k = 1− α
β − α , limk→∞ γ˜4,k =
α
β − α ,
which implies due to (3.20) that
lim
k→∞
| X˜nk |1/k = |C2|
1−β
β−α |C−2|
β
β−α |C1|−
1−α
β−α |C−1|−
α
β−α .
Hence, condition (3.19) can be rewritten in the form (3.1) as well. Consequently, the function ϕ˜+1 deﬁned by the ﬁrst formula
in (3.3) also belongs to APW+ .
According to Proposition 2.2, the matrix (2.1) admits a left canonical APW factorization, with formulas (3.2), (3.3) follow-
ing from (2.23), (2.24), respectively. 
Formula (2.25) in the setting of Theorem 3.1 takes the form
M(G−) =
[
1 0
− ∑
{n∈Z+: {α+n(β−α)}=0}
C−1Xn − ∑
{n∈Z+: {β+n(β−α)}=0}
C−2Xn −C−1
]
. (3.27)
An explicit formula for M(G+) also can be easily derived from (3.2), (3.3). It reads
M(G+) =
⎡⎣ −C−1C−11
∑
{n∈Z+: {n(β−α)−α}=0}
X˜n∑
{n∈Z+: {α+n(β−α)}=0}
C1Xn + ∑
{n∈Z+: {β+n(β−α)}=0}
C2Xn C1
⎤⎦ . (3.28)
Note that the matrices M(G±) are actually simpler than they look. Namely, due to the irrationality of β − α each index
of summation in their off diagonal entries assumes at most one value (with the usual convention that the sum across the
empty set of indices equals zero). Moreover, either the matrix M(G+) is lower triangular along with M(G−), or M(G+) is
upper triangular while M(G−) is even diagonal. (Of course, both matrices (3.27), (3.28) are diagonal if 1 /∈ αQ + βQ, in
perfect agreement with (2.12).)
With these considerations in mind, the next result is immediate.
Corollary 3.2. In the setting of Theorem 3.1 the geometric mean of G is given by
d(G) =
⎡⎣ −C−1C−11 −
∑
{n∈Z+: {n(β−α)−α}=0}
C−1−1 X˜n∑
{n∈Z+: {β+n(β−α)}=0}
(C2 − C1C−1−1C−2)Xn −C1C−1−1
⎤⎦ . (3.29)
We emphasize once again that at least one of the off diagonal entries in (3.29) is zero while the other is at most a
monomial.
We now move to the case of the inequality opposite to (3.1).
Theorem 3.3. Suppose that G is given by (2.1) where 0 < α < β < 1, the number β − α is irrational, and
|C2|1−β |C−2|β > |C1|1−α|C−1|α. (3.30)
Then G admits a canonical left APW factorization (1.3) with G± given by (2.8) where
ϕ+1 = e1 +
0∑
n=−∞
Xne{n(β−α)},
ϕ−1 = 1+
0∑
n=−∞
Xne{n(β−α)}−1,
ϕ+2 = C1eα + C2eβ +
∑
C1Xne{α+n(β−α)} +
∑
C2Xne{β+n(β−α)},
{n∈Z−: 0{α+n(β−α)}<α} {n∈Z−: 0{β+n(β−α)}<β}
M.A. Bastos et al. / J. Math. Anal. Appl. 376 (2011) 625–640 637ϕ−2 = −
∑
{n∈Z−: {α+n(β−α)}=0}
C−1Xn −
∑
{n∈Z−: α{α+n(β−α)}<1}
C−1Xne{α+n(β−α)}−1
−
∑
{n∈Z−: {β+n(β−α)}=0}
C−2Xn −
∑
{n∈Z−: β{β+n(β−α)}<1}
C−2Xne{β+n(β−α)}−1; (3.31)
ϕ˜+1 =
−1∑
n=−∞
X˜ne{n(β−α)−α},
ϕ˜−1 =
−1∑
n=−∞
X˜ne{n(β−α)−α}−1,
ϕ˜+2 =
∑
{n∈N−: 0{n(β−α)}<α}
C1 X˜ne{n(β−α)} +
∑
{n∈N−: 0{(n+1)(β−α)}<β}
C2 X˜ne{(n+1)(β−α)},
ϕ˜−2 = −
∑
{n∈N−: α{n(β−α)}<1}
C−1 X˜ne{n(β−α)}−1
−
∑
{n∈N−: β{(n+1)(β−α)}<1}
C−2 X˜ne{(n+1)(β−α)}−1 − C−2 X˜−1. (3.32)
The coeﬃcients Xn (n ∈ Z−) and X˜n (n ∈ N−) here are recursively deﬁned by (2.30), (2.35) with the initial conditions X˜−1 = 1,
X0 = −C−2
C2
, X−1 = −C−1
C−2
+ C1
C2
. (3.33)
Proof. As in the proof of Theorem 3.1, a simpler case (3.4) should be treated separately. In this case X−1 = 0 due to (3.33),
and therefore Xn = 0 for all n ∈ N− according to (2.30). Consequently, ϕ+1 = e1 + X0, and the convergence issue does not
arise.
Suppose now that (3.4) does not hold. Setting nk := − kβ−α , we infer from (2.30) that
|Xnk−1|1/k = |C2|−η1,k |C−2|−η2,k |C1|η3,k |C−1|η4,k |X−1|1/k (3.34)
where
η1,k = −1+ 1k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − 1+ α
β − α
⌉)
,
η2,k = 1+ 1k
k−1∑
s=0
(⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉)
,
η3,k = 1k
k∑
s=1
(⌈
s
β − α
⌉
−
⌈
s − 1+ α
β − α
⌉)
,
η4,k = 1k
k−1∑
s=0
(⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉)
. (3.35)
By analogy with the proof of Theorem 3.1, the series in the ﬁrst formula of (3.31) (deﬁning ϕ˜+1 ) converges absolutely if
limsup
k→∞
|Xnk−1|1/k < 1. (3.36)
Let
Γ̂s :=
⌈
s
β − α
⌉
−
⌈
s − 1+ α
β − α
⌉
, Υ̂s :=
⌈
s + α
β − α
⌉
−
⌈
s
β − α
⌉
. (3.37)
Then, by (3.35) and (3.37), we obtain
η1,k = −1+ 1k
k∑
s=1
Γ̂s, η2,k = 1+ 1k
k∑
s=1
Υ̂s,
η3,k = 1k
k∑
Γ̂s, η4,k = 1k
k∑
Υ̂s. (3.38)
s=1 s=1
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Γ̂s =
⌊−s + 1− α
β − α
⌋
−
⌊ −s
β − α
⌋
= 1− α
β − α −
{−s + 1− α
β − α
}
+
{ −s
β − α
}
=
{  1−α
β−α  if 0 { −sβ−α } < 1− { 1−αβ−α },
 1−α
β−α  + 1 if 1− { 1−αβ−α } { −sβ−α } < 1;
(3.39)
Υ̂s =
⌊ −s
β − α
⌋
−
⌊−s − α
β − α
⌋
= α
β − α −
{ −s
β − α
}
+
{−s − α
β − α
}
=
{  α
β−α  if 0 {−s−αβ−α } < 1− { αβ−α },
 α
β−α  + 1 if 1− { αβ−α } {−s−αβ−α } < 1.
(3.40)
Setting Γ̂s = Γ ({ −sβ−α }) and Υ̂s = Υ ({−s−αβ−α }), where Γ (x) and Υ (x) are given by (3.15) and (3.17), respectively, and
applying (3.39) and (3.40), we infer by analogy with the proof of Theorem 3.1 that
lim
k→∞
1
k
k∑
s=1
Γ̂s = 1− α
β − α , limk→∞
1
k
k∑
s=1
Υ̂s = α
β − α . (3.41)
Finally, taking into account (3.38) and (3.41), we obtain
lim
k→∞
η1,k = 1− β
β − α , limk→∞η2,k =
β
β − α ,
lim
k→∞
η3,k = 1− α
β − α , limk→∞η4,k =
α
β − α ,
which implies due to (3.34) that
lim
k→∞
|Xnk−1|1/k = |C2|−
1−β
β−α |C−2|−
β
β−α |C1|
1−α
β−α |C−1|
α
β−α .
Hence, condition (3.36) is implied by (3.30). Consequently, ϕ+1 ∈ APW+ .
Moving to the convergence question for ϕ˜+1 , let now nk := − kβ−α . Then, according to (2.35),
| X˜nk−1|1/k = |C2|−η˜1,k |C−2|−η˜2,k |C1|η˜3,k |C−1|η˜4,k (3.42)
where
η˜1,k = 1k
k∑
s=1
(⌊
s − β
β − α
⌋
−
⌊
s − 1
β − α
⌋)
,
η˜2,k = 1k
k∑
s=1
(⌊
s
β − α
⌋
−
⌊
s − β
β − α
⌋)
,
η˜3,k = 1+ 1k
k∑
s=1
(⌊
s − β
β − α
⌋
−
⌊
s − 1
β − α
⌋)
,
η˜4,k = −1+ 1k
k∑
s=1
(⌊
s
β − α
⌋
−
⌊
s − β
β − α
⌋)
. (3.43)
The series in the ﬁrst formula (3.32) converges absolutely if
limsup
k→∞
| X˜nk−1|1/k < 1. (3.44)
Let
Γˇs :=
⌊
s − β
β − α
⌋
−
⌊
s − 1
β − α
⌋
, Υˇs :=
⌊
s
β − α
⌋
−
⌊
s − β
β − α
⌋
. (3.45)
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η˜1,k = 1k
k∑
s=1
Γˇs, η˜2,k = 1k
k∑
s=1
Υˇs,
η˜3,k = 1+ 1k
k∑
s=1
Γˇs, η˜4,k = −1+ 1k
k∑
s=1
Υˇs. (3.46)
From (3.45) it follows that
Γˇs =
⌊
s − β
β − α
⌋
−
⌊
s − 1
β − α
⌋
= 1− β
β − α −
{
s − β
β − α
}
+
{
s − 1
β − α
}
=
{  1−β
β−α  if 0 { s−1β−α } < 1− { 1−ββ−α },
 1−β
β−α  + 1 if 1− { 1−ββ−α } { s−1β−α } < 1;
(3.47)
Υˇs =
⌊
s
β − α
⌋
−
⌊
s − β
β − α
⌋
= β
β − α −
{
s
β − α
}
+
{
s − β
β − α
}
=
{  β
β−α  if 0 { s−ββ−α } < 1− { ββ−α },
 β
β−α  + 1 if 1− { ββ−α } { s−ββ−α } < 1.
(3.48)
Setting Γˇs = Γ˜ ({ s−1β−α }) and Υˇs = Υˇ ({ s−ββ−α }), where Γ˜ (x) is given by (3.24) and
Υˇ (x) =
{  β
β−α  if 0 x < 1− { ββ−α },
 β
β−α  + 1 if 1− { ββ−α } x < 1,
and applying (3.47) and (3.48), we infer, similarly to the reasoning in Theorem 3.1, that
lim
k→∞
1
k
k∑
s=1
Γˇs = 1− β
β − α , limk→∞
1
k
k∑
s=1
Υˇs = β
β − α . (3.49)
Finally, taking into account (3.46) and (3.49), we obtain
lim
k→∞
η˜1,k = 1− β
β − α , limk→∞ η˜2,k =
β
β − α ,
lim
k→∞
η˜3,k = 1− α
β − α , limk→∞ η˜4,k =
α
β − α ,
which implies due to (3.42) that
lim
k→∞
| X˜nk−1|1/k = |C2|−
1−β
β−α |C−2|−
β
β−α |C1|
1−α
β−α |C−1|
α
β−α .
Hence, condition (3.44) is equivalent to (3.30), so that ϕ˜+1 ∈ APW+ .
As in the proof of Theorem 3.1, the result now follows from Proposition 2.2. 
Similarly to the setting (3.1), the explicit formula for the geometric mean of G can be derived easily.
Corollary 3.4. In the setting of Theorem 3.3 the geometric mean of G is given by
d(G) =
⎡⎣ −C−2C−12 −
∑
{n∈N−: {n(β−α)−α}=0}
C−1−2 X˜n∑
{n∈Z−: {α+n(β−α)}=0}
(C1 − C2C−1C−1−2)Xn −C2C−1−2
⎤⎦ . (3.50)
Proof. Formula (2.25) in our setting takes the form
M(G−) =
[
1 0
− ∑
{n∈Z−: {α+n(β−α)}=0}
C−1Xn − ∑
{n∈Z−: {β+n(β−α)}=0}
C−2Xn −C−2
]
(3.51)
while (3.31)–(3.33) imply that
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⎡⎣ −C−2C−12
∑
{n∈N−: {n(β−α)−α}=0}
X˜n∑
{n∈Z−: {α+n(β−α)}=0}
C1Xn + ∑
{n∈Z−: {β+n(β−α)}=0}
C2Xn C2
⎤⎦ . (3.52)
As it was the case in the setting of Theorem 3.1, each index of summation in the off diagonal entries of M(G±) assumes at
most one value (with the usual convention that the sum across the empty set of indices equals zero). Moreover, either the
matrix M(G+) is lower triangular along with M(G−), or M(G+) is upper triangular while M(G−) is diagonal. With this in
mind, formula (3.50) follows from (3.51), (3.52). 
Once again, the matrix d(G) is in fact triangular, and the sum in its non-zero off diagonal entry (if any) consists of just
one term. All three matrices (3.50), (3.51), (3.52) are diagonal when 1 /∈ αQ + βQ.
4. Final remarks
A. Corollaries 3.2 and 3.4 imply that matrix functions (2.1) with
|C2|1−β |C−2|β = |C1|1−α|C−1|α = 0 (4.1)
do not admit a canonical AP factorization. Indeed, consider the matrix Gt of the same form (2.1) but having C1 substituted
by tC1. Then Gt has a canonical APW factorization for all t ∈ C with |t| = 1. Let t → eiθ for some θ ∈ R different from
arg(C−1C−11 C
−1
−2C2). According to formulas (3.29) and (3.50), then the (1,1) entry of d(G) converges to −C−1C−11 e−iθ if |t|
stays above 1, and to −C−2C−12 if it stays below 1. Due to the choice of θ these two limits are deﬁnitely different. This
would contradict the continuity of the mapping d at G , if the latter admitted a canonical AP factorization.
This completes our alternative proof of the canonical AP factorization criterion from [1]. Note however that in [5] it was
shown that matrix functions (2.1) satisfying (4.1) do not admit non-canonical AP factorizations either.
B. Explicit formulas for the factorization multiples obtained in Theorems 3.1, 3.3 show that G± are never AP poly-
nomials: at least one column of these matrices has inﬁnite Bohr–Fourier spectrum. In other words, an AP factorization of
matrices (2.1) with C±1,C±2 = 0, whenever it exists, is a true APW (and not an APP) factorization. This conﬁrms a conjecture
stated in [5, p. 477].
C. Combining Theorems 3.1, 3.3 with the work done in [5, Section 5], it is possible to obtain explicit factorization formulas
for matrix functions (1.6) with the off diagonal term of the form
f =
l∑
k=−1
dkekν +
p∑
k=0
d˜kekν+α
(0 < α,ν < λ). In particular, if λ  ν + 2α and α/ν is irrational, the geometric mean of (1.6) can be found from
[5, Theorem 6.2] based on (3.29) and (3.50).
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