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Neste trabalho propõe-se a definição do redespacho de melhoria da segu-
rança dinâmica de sistemas elétricos através de um problema de fluxo de potên-
cia ótimo com restrições de estabilidade transitória. A estabilidade transitória é
considerada através de uma única restrição por contingência, impondo que a
margem de segurança após o redespacho seja superior a uma margem mínima
estabelecida. A formulação da margem de segurança após o redespacho baseia-
se em coeficientes de sensibilidade, sendo obtida a partir da simulação no domí-
nio do tempo empregando modelagem detalhada. Ou seja, nesta proposta não se
restringe a modelagem do sistema elétrico. A segunda fase do trabalho concen-
tra-se no estudo e desenvolvimento de algoritmos eficientes e robustos para pro-
blemas de programação não-linear e, especificamente, para o problema de fluxo
de potência ótimo. Os algoritmos tradicionalmente empregados na solução do
fluxo de potência ótimo não possuem convergência global garantida. Neste traba-
lho buscou-se o desenvolvimento de algoritmos eficientes com convergência glo-
bal. Baseado no algoritmo primal-dual de pontos interiores para problemas não
lineares propõe-se uma alternativa para a atualização do parâmetro da função
de mérito e uma nova função de mérito que não utiliza parâmetros. Finalmente,
apresenta-se um novo algoritmo que utiliza o conceito de filtro. Neste classe de
algoritmos não são utilizadas funções de mérito. O funcionamento do algoritmo
proposto, a formulação adotada na implementação e os resultados da aplicação
do algoritmo ao problema de fluxo de potência ótimo são comentados.
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In the fist phase of this work propose the definition of dynamic security res-
cheduling of electrical systems by an optimal power flow with transient stability
constraints. The transient stability is considered in the optimal power flow by a
single constraint per contingency, imposing that the security margin after the
rescheduling be greater than a specified minimal margin. The formulation of the
security margin after the rescheduling is based in sensibility coefficients and is
obtained from the time domain simulation with detailed models. It means that in
this work we do not impose any kind of limitation in modeling the electrical sys-
tem. In the second phase of the work we concentrate on the study and develop-
ment of efficient and robust algorithms for nonlinear programming and specific-
ally, for the solution of the optimal power flow. The algorithms traditionally em-
ployed in the solution of the optimal power flow do not have global convergence
properties. With a poor initial estimate the convergence may not occur. In this
work we are looking for efficient algorithms with global convergence. Based in
the primal-dual interior point algorithm for nonlinear problems we propose an
alternative updating of the penalty parameter of the merit function. We also pro-
pose a new merit function with no parameters. Finally, we present a new al-
gorithm which uses the concept of filters. In this class of algorithm no merit
function is used. The mechanism of this algorithm is illustrated, the formulation
adopted in a preliminary implementation in Matlab is shown and the results ob-
tained with this algorithm applied to the optimal power flow are discussed.n this
work.
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Cap´ıtulo 1
Introduc¸a˜o
Um dos principais objetivos da operac¸a˜o do sistema ele´trico e´ prover
permanentemente os consumidores com uma energia nos n´ıveis pro´prios de
tensa˜o e frequ¨eˆncia. A complexidade dos sistemas ele´tricos tanto em sua
interconexa˜o quanto nos equipamentos instalados, e´ crescente. Novas tecno-
logias introduzem novos tipos de controles e de cargas, que adicionam novos
mecanismos a` dinaˆmica do sistema. Ale´m disto, tem-se o permanente au-
mento da demanda, escassos investimentos de expansa˜o da capacidade de
gerac¸a˜o e transmissa˜o e a implantac¸a˜o de um ambiente de mercado, que
estimula a busca por maior eficieˆncia de operac¸a˜o. Estes fatores condu-
zem o sistema a operar com elevado carregamento, pro´ximo de seus limites
de gerac¸a˜o e transmissa˜o, ou seja, com pequenas margens de seguranc¸a. A
reduc¸a˜o das margens de seguranc¸a expo˜e o sistema a risco de comportamentos
inadequados frente a perturbac¸o˜es. Estes fatores fazem com que a operac¸a˜o
segura do sistema ele´trico seja considerada um grande desafio atual e futuro
e torna essencial o desenvolvimento de metodologias de aux´ılio a operac¸a˜o
em tempo real que considerem seu comportamento dinaˆmico. Dentre estas
func¸o˜es destaca-se a Ana´lise de Seguranc¸a Dinaˆmica.
A ana´lise da seguranc¸a dinaˆmica visa determinar se em um ponto de
operac¸a˜o especificado o comportamento do sistema frente a uma lista de per-
turbac¸o˜es, e´ seguro [2]. Pode-se considerar a ana´lise da seguranc¸a composta
pelas func¸o˜es de monitorac¸a˜o, avaliac¸a˜o e melhoria da seguranc¸a. A moni-
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2torac¸a˜o consiste em verificar, a partir da condic¸a˜o de operac¸a˜o do sistema,
se os limites de seguranc¸a estabelecidos esta˜o satisfeitos. A avaliac¸a˜o con-
siste em determinar se o comportamento do sistema frente a uma lista de
contingeˆncias e´ seguro, ou seja, se o per´ıodo transito´rio sera´ suportado e sera´
atingido um ponto de operac¸a˜o esta´vel e via´vel (onde todos os limites opera-
cionais sa˜o respeitados). Se for detectado que o ponto de operac¸a˜o do sistema
na˜o e´ seguro, ou a margem de seguranc¸a para alguma contingeˆncia e´ menor
que a margem mı´nima estabelecida, devem ser tomadas ac¸o˜es de controle
preventivo que conduzam o sistema a um ponto de operac¸a˜o seguro. A de-
finic¸a˜o destas ac¸o˜es de controle preventivo e´ chamada Melhoria da Seguranc¸a
Dinaˆmica.
Este trabalho concentra-se na Melhoria da Seguranc¸a Dinaˆmica. A ac¸a˜o
de controle considerada para a melhoria da seguranc¸a dinaˆmica e´ o redes-
pacho de gerac¸a˜o ativa. O redespacho de gerac¸a˜o possui duas etapas: a
identificac¸a˜o dos geradores que participara˜o do redespacho e a quantificac¸a˜o
das variac¸o˜es de gerac¸a˜o em cada ma´quina. Uma forma simples de definir o
redespacho de seguranc¸a dinaˆmica e´ pelo crite´rio da direc¸a˜o S [3], reduzindo a
gerac¸a˜o das ma´quinas com maior afastamento do centro de aˆngulo e aumen-
tando a gerac¸a˜o nas ma´quinas mais pro´ximas ao centro de aˆngulo. Apesar
da atraente simplicidade, este me´todo possui a desvantagem de considerar
apenas a pior contingeˆncia e na˜o fornecer uma quantificac¸a˜o da poteˆncia a ser
relocada. Me´todos mais modernos calculam o redespacho de gerac¸a˜o atrave´s
de coeficientes de sensibilidade, definidos como a derivada da margem de se-
guranc¸a em relac¸a˜o a` poteˆncia gerada em cada ma´quina. Estes coeficientes
de sensibilidade indicam a influeˆncia de cada gerador sobre a estabilidade.
Me´todos baseados em coeficientes de sensibilidade foram propostos por di-
versos autores [4, 5, 6] e sa˜o considerados mais efetivos sobre a seguranc¸a
dinaˆmica do sistema [7]. A principal limitac¸a˜o dos redespachos baseados em
coeficientes de sensibilidade e´ a dependeˆncia de me´todos de avaliac¸a˜o da esta-
bilidade que fornec¸am expresso˜es anal´ıticas para a margem de seguranc¸a - o
que geralmente ocorre com me´todos que restrigem a modelagem da dinaˆmica
do sistema ao modelo cla´ssico.
O presente trabalho propo˜e a definic¸a˜o das ac¸o˜es de melhoria da seguranc¸a
3atrave´s de um problema de um fluxo de poteˆncia o´timo com restric¸o˜es de esta-
bilidade transito´ria. Nesta proposta a estabilidade transito´ria e´ representada
no fluxo de poteˆncia o´timo atrave´s de uma u´nica restric¸a˜o por contingeˆncia,
que impo˜e que a margem de seguranc¸a apo´s o redespacho seja superior a
uma margem mı´nima estabelecida. A formulac¸a˜o da margem de seguranc¸a
apo´s o redespacho baseia-se em coeficientes de sensibilidade. Uma expressa˜o
anal´ıtica para a margem de seguranc¸a associada a cada contingeˆncia e os co-
eficientes de sensibilidade correspondentes sa˜o obtidos a partir da simulac¸a˜o
no domı´nio do tempo com modelagem detalhada. Ou seja, na presente pro-
posta na˜o se faz qualquer limitac¸a˜o quanto a` modelagem do sistema ele´trico.
Uma vez formulado o problema de fluxo de poteˆncia o´timo para de-
finic¸a˜o dos redespachos de gerac¸a˜o, este trabalho concentra-se na pesquisa
de me´todos robustos e eficientes de soluc¸a˜o do problema de otimizac¸a˜o na˜o
linear.
O fluxo de poteˆncia o´timo e´ uma das mais importantes ferramentas de
aux´ılio a operac¸a˜o do sistema, podendo ser utilizado para diversas finali-
dades, como por exemplo, para a identificac¸a˜o de ineficieˆncias da operac¸a˜o,
empregando func¸o˜es objetivo que otimizem crite´rios de eficieˆncia, como mini-
mizac¸a˜o de perdas nas linhas de transmissa˜o [8]. Para a soluc¸a˜o do problema
de fluxo de poteˆncia o´timo diversos autores ([9, 10, 11]) propo˜em a aplicac¸a˜o
de algoritmos do tipo primal-dual de pontos interiores, especialmente com
os algoritmos do tipo preditor-corretor, com as correc¸o˜es de segunda ordem
propostas por Mehrotra [12] e correc¸o˜es de ordem superior propostas por
Gondzio [13]. Estes algoritmos baseiam-se na aplicac¸a˜o do me´todo de New-
ton a`s condic¸o˜es de KKT perturbadas do problema de barreira logar´ıtmica.
Apesar dos bons resultados relatados pelos autores, sabe-se que para pontos
distante de uma soluc¸a˜o o´tima, algoritmos baseados no me´todo de Newton
podem divergir. Para assegurar convergeˆncia a partir de qualquer ponto
inicial e´ preciso empregar um algoritmo com convergeˆncia global.
Este trabalho concentra-se no estudo e desenvolvimento de algoritmos
com propriedades de convergeˆncia global. Com isto busca-se o desenvol-
vimento de um algoritmo robusto para as aplicac¸o˜es do fluxo de poteˆncia
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Ao solucionar um problema de programac¸a˜o na˜o linear deve-se simulta-
neamente reduzir uma func¸a˜o objetivo e progredir rumo a` viabilidade. O
balanc¸o dos esforc¸os em cada um destes objetivos conflitantes e´ a maior di-
ficulade no desenvolvimento de algoritmos. O me´todo mais comum consiste
em penalizar as restric¸o˜es e enta˜o aplicar um algoritmo de programac¸a˜o na˜o
linear irrestrita. Nos u´ltimos anos os esforc¸os de pesquisa concentraram-se
no desenvolvimento de algoritmos nos quais o avanc¸o em otimalidade e viabi-
lidade a cada iterac¸a˜o e´ controlado atrave´s de uma func¸a˜o de me´rito. O peso
que cada um destes objetivos tera´ na iterac¸a˜o e´ definido pelo paraˆmetro da
func¸a˜o de me´rito. A definic¸a˜o deste paraˆmetro a cada iterac¸a˜o, que eviden-
temente afeta significativamente o desempenho do algoritmo, e´ um aspecto
cr´ıtico dos algoritmos que utilizam func¸a˜o de me´rito.
Neste trabalho estudamos o algoritmo primal-dual de pontos interiores
para problemas na˜o lineares proposto por Vanderbei e Shanno [1] e propo-
mos uma alternativa para a atualizac¸a˜o do paraˆmetro da func¸a˜o de me´rito.
Tambe´m propomos uma nova func¸a˜o de me´rito que na˜o utiliza paraˆmetros.
Recentemente surgiu uma nova classe de me´todos para programac¸a˜o na˜o
linear, chamados me´todos de filtro. Os me´todos de filtro na˜o utilizam func¸a˜o
penalidade nem func¸a˜o de me´rito. Cada iterac¸a˜o e´ composta de duas fases:
uma fase de restaurac¸a˜o, na qual uma medida da inviabilidade e´ reduzida, e
uma fase de otimizac¸a˜o, na qual o valor da func¸a˜o objetivo e´ reduzido. As
informac¸o˜es sobre as iterac¸o˜es sa˜o armazenadas em uma estrutura chamada
filtro, e evita-se pontos pro´ximos a antigos iterandos. Os me´todos de filtro
foram introduzidos por Fletcher e Leyffer em 1997 [14] e desde enta˜o foram
objeto de intensa pesquisa [15, 16].
Neste trabalho apresentamos um algoritmo de filtro que se caracteriza
pela independeˆncia entre as fases de restaurac¸a˜o e de otimizac¸a˜o. Para este
algoritmo foi desenvolvida uma teoria de convergeˆncia global em [17]. O
funcionamento do algoritmo e´ ilustrado e a formulac¸a˜o adotada em uma
implementac¸a˜o realizada em Matlab e´ discutida.
51.1 Estrututa do texto
Os cap´ıtulos que formam este texto esta˜o organizados da seguinte forma:
No Cap´ıtulo 2 faz-se uma revisa˜o da terminologia e dos principais con-
ceitos empregados na ana´lise de seguranc¸a dinaˆmica de sistemas de energia
ele´trica. Discute-se os me´todos de avaliac¸a˜o existentes, especificamente a
simulac¸a˜o no domı´nio do tempo, os me´todos baseados na func¸a˜o energia
transito´ria e o crite´rio de a´reas iguais estendido. Discute-se as caracter´ısticas
deseja´veis de uma metodologia de ana´lise de seguranc¸a dinaˆmica e expo˜e-se a
estrutura da metodologia atualmente em desenvolvimento no Laborato´rio de
Planejamento Labplan/UFSC. Os me´todos empregados em cada etapa desta
metodologia sa˜o comentados.
No Cap´ıtulo 3 faz-se a proposta de definic¸a˜o das ac¸o˜es de melhoria da
seguranc¸a dinaˆmica atrave´s de um fluxo de poteˆncia o´timo (FPO) com res-
tric¸o˜es de estabilidade transito´ria. Apresenta-se a formulac¸a˜o do FPO ao
qual e´ adicionado uma u´nica restric¸a˜o de estabilidade transito´ria por con-
tingeˆncia. Expo˜e-se em detalhes a obtenc¸a˜o da restric¸a˜o de estabilidade a
partir das trajeto´rias do sistema obtidas por simulac¸a˜o no domı´nio do tempo
com modelagem detalhada do sistema ele´trico. Um experimento computaci-
onal e´ mostrado para validac¸a˜o da proposta.
No Cap´ıtulo 4 faz-se um estudo dos algoritmos primais-duais de pontos
interiores que foram empregados por diversos autores na soluc¸a˜o do problema
de fluxo de poteˆncia o´timo convencional (sem restric¸o˜es de estabilidade tran-
sito´ria) . Devido aos bons resultados relatados com a aplicac¸a˜o de me´todos
de pontos interiores na soluc¸a˜o do FPO, especialmente de algoritmos primais-
duais, e a potencialidade de emprego destes me´todos em diversos problemas
de sistemas de energia, julgou-se conveniente a realizac¸a˜o de uma ampla
revisa˜o sobre o assunto. Neste cap´ıtulo os passos dos diversos algoritmos
primais-duais sa˜o expostos como combinac¸o˜es de duas direc¸o˜es e de passos
ao longo destas direc¸o˜es, restritos a uma vizinhanc¸a especificada da trajeto´ria
central. Apenas os aspectos essenciais de cada algoritmo sa˜o estudados.
No Cap´ıtulo 5 apresenta-se os elementos necessa´rios ao desenvolvimento
6de algoritmos com convergeˆncia global. As estrate´gias de globalizac¸a˜o - busca
ao longo de uma direc¸a˜o e uso de regia˜o de confianc¸a, sa˜o expostas para
o problema irrestrito. Para problemas com restric¸o˜es, nos quais a medida
do progresso a cada iterac¸a˜o deve considerar a viabilidade e a otimalidade,
tradicionalmente tem sido empregada uma func¸a˜o de me´rito. Neste cap´ıtulo
a func¸a˜o de me´rito e´ apresentada e discutida para problemas com restric¸o˜es
de igualdade.
No Cap´ıtulo 6 estuda-se algoritmos de programac¸a˜o na˜o linear para pro-
blemas com restric¸o˜es de igualdade e desigualdade. As estrate´gias de ob-
tenc¸a˜o de convergeˆncia global discutidas no cap´ıtulo precedente sa˜o aplicadas
ao problema geral de programac¸a˜o na˜o linear. A proposta de atualizac¸a˜o do
paraˆmetro da func¸a˜o de me´rito e a nova func¸a˜o de me´rito sem paraˆmetro sa˜o
apresentadas. Os algoritmos de filtro sa˜o discutidos, um novo algoritmo de
filtro e´ apresentado e seu funcionamento ilustrado.
No Cap´ıtulo 7 sa˜o mostrados os resultados obtidos com experimentos
computacionais. O problema de fluxo de poteˆncia o´timo (sem restric¸o˜es de
estabilidade transito´ria) foi implementado usando a linguagem MATLAB e
solucionado atrave´s dos algoritmos estudados. Especificamente testamos o
algoritmo de Vanderbei e Shanno com a atualizac¸a˜o do parametro da func¸a˜o
de merito proposta pelos autores e com a atualizac¸a˜o na˜o mono´tona pro-
posta no Cap´ıtulo 5 deste trabalho. Testamos tambe´m a nova func¸a˜o de
me´rito apresentada no Cap´ıtulo 5. Finalmente discutimos a implementac¸a˜o
do algoritmo de filtros proposto e sua aplicac¸a˜o ao fluxo de poteˆncia o´timo.
Finalmente, expomos as considerac¸o˜es finais sobre o trabalho. Em um
apeˆndice sa˜o desenvolvidas as expresso˜es anal´ıticas para a margem de segu-
ranc¸a e os coeficientes de sensibilidade.
Cap´ıtulo 2
Ana´lise de seguranc¸a dinaˆmica
de sistemas de energia ele´trica
2.1 Introduc¸a˜o
O objetivo deste cap´ıtulo e´ revisar a terminologia e os principais conceitos
relacionados a` ana´lise de seguranc¸a de sistemas de energia ele´trica, discutir
os me´todos de avaliac¸a˜o da seguranc¸a existentes e definir a estrutura de uma
metodologia para a ana´lise de seguranc¸a dinaˆmica.
2.2 Operac¸a˜o de sistemas ele´tricos com ana´lise
de seguranc¸a on-line
O conceito de operac¸a˜o com restric¸o˜es de seguranc¸a surgiu no in´ıcio da
de´cada de 60 [18, 2], com o objetivo de manter o suprimento da demanda
com os limites f´ısicos e operacionais do sistema respeitados, considerando
algumas contingeˆncias que possam vir a ocorrer.
Ate´ meados da de´cada de 70 a seguranc¸a consistia em garantir a existeˆncia
de uma reserva girante capaz de suprir um aumento de demanda ou a eventual
perda de uma unidade geradora. O comportamento do sistema frente a`s
contingeˆncias era previsto na etapa de planejamento da operac¸a˜o, de modo a
ter-se um sistema robusto. A ana´lise de contingeˆncias a partir das condic¸o˜es
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8reais de operac¸a˜o era dispensada pois o ponto de operac¸a˜o distante dos limites
de gerac¸a˜o e transmissa˜o garantia a existeˆncia de uma margem de seguranc¸a.
Ao longo das u´ltimas de´cadas, um crescente aumento da demanda, li-
mitac¸o˜es na expansa˜o da gerac¸a˜o e da transmissa˜o e a busca por maior
eficieˆncia, devido a` criac¸a˜o de um ambiente onde cada participante busca a
maximizac¸a˜o de seus pro´prios benef´ıcios, causaram a perda da antiga robus-
tez do sistema ele´trico. A operac¸a˜o pro´xima a seus limites f´ısicos e operacio-
nais deteriorou as margens de seguranc¸a do sistema e, consequentemente, au-
mentou a possibilidade de o sistema ter comportamentos inadequados frente
a perturbac¸o˜es. Tornou-se enta˜o necessa´rio que a seguranc¸a fosse conside-
rada um problema da operac¸a˜o em tempo real, com a ana´lise de contingeˆncias
realizada a partir das condic¸o˜es atuais do sistema. A este conceito deu-se o
nome operac¸a˜o em tempo-real com ana´lise de seguranc¸a on-line [18, 2].
2.2.1 Func¸o˜es componentes da operac¸a˜o em tempo-
real
Pacotes com func¸o˜es de aux´ılio a` operac¸a˜o em tempo-real com seguranc¸a
on-line esta˜o implementados na maior parte dos centros de controle [18]. In-
dependentemente do n´ıvel de detalhamento com que estejam implementadas,
as func¸o˜es de aux´ılio a` operac¸a˜o sa˜o tradicionalmente classificadas em treˆs ti-
pos: func¸o˜es de monitorac¸a˜o em tempo-real, func¸o˜es de ana´lise de seguranc¸a
e func¸o˜es de controle corretivo. Estas func¸o˜es sa˜o comentadas a seguir.
• Monitorac¸a˜o em tempo-real - Consiste na aquisic¸a˜o, envio e tratamento
dos dados do sistema ele´trico para posterior ana´lise no centro de con-
trole. A aquisic¸a˜o dos dados analo´gicos e digitais (e.g., magnitudes de
tensa˜o, injec¸o˜es de corrente, status dos disjuntores) e seu envio ao cen-
tro de controle e´ realizado pelo sistema SCADA (Supervisory Control
and Data Acquisition). O tratamento dos dados no centro de con-
trole inclui a estimac¸a˜o de estados, a configurac¸a˜o da rede ele´trica, o
processamento de erros grosseiros e a modelagem da rede externa.
• Ana´lise de seguranc¸a - A ana´lise de seguranc¸a on-line pode ser definida
9como a func¸a˜o que visa monitorar, avaliar e manter as margens de
seguranc¸a do sistema [2]. A seguir estes treˆs elementos sa˜o detalhados.
Monitorac¸a˜o da seguranc¸a: A partir das condic¸o˜es de operac¸a˜o
do sistema, a monitorac¸a˜o da seguranc¸a consiste na verificac¸a˜o dos
limites de seguranc¸a estabelecidos e das equac¸o˜es de balanc¸o de
poteˆncia em cada barra. Se os limites operacionais e as equac¸o˜es
de balanc¸o de poteˆncia estiverem satisfeitos diz-se que o sistema
opera no modo normal. Se os limites operacionais estiverem viola-
dos diz-se que o sistema esta´ operando no modo emergencial; se as
equac¸o˜es de balanc¸o na˜o estiverem satisfeitas, isto e´, se a carga na˜o
estiver atendida, diz-se que o sistema esta´ no modo restaurativo.
Normalmente o modo emergencial e´ detectado apo´s a ocorreˆncia
de uma perturbac¸a˜o, e o estado restaurativo quando, visando tirar
o sistema do modo emergencial, uma parcela da carga e´ retirada
[18, 19, 20, 2].
Avaliac¸a˜o da seguranc¸a: Uma vez detectado o modo normal
de operac¸a˜o, e´ avaliado o comportamento do sistema frente a uma
lista de contingeˆncias, visando determinar se o sistema esta´ ope-
rando com seguranc¸a. Se para todas as contingeˆncias analisadas
for atingido um ponto de operac¸a˜o esta´vel e via´vel diz-se que o
sistema esta´ operando no modo normal seguro. Se na˜o for atin-
gido um ponto esta´vel e via´vel para alguma das contingeˆncias
analisadas diz-se que o sistema opera no modo normal inseguro.
Neste caso, a ocorreˆncia de tal contingeˆncia pode levar o sistema
ao modo emergencial, com violac¸a˜o dos limites operacionais, ou a`
instabilidade. A avaliac¸a˜o da seguranc¸a deve fornecer a indicac¸a˜o
das contingeˆncias mais severas, os efeitos destas contingeˆncias so-
bre o sistema ele´trico e, se poss´ıvel, o mecanismo que provoca a
instabilidade ou a violac¸a˜o de limites operacionais.
Melhoria da seguranc¸a: Se o sistema opera de forma insegura
ou com pequena margem de seguranc¸a para alguma contingeˆncia
analisada, a passagem ao modo normal seguro e´ realizada atrave´s
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de ac¸o˜es de controle preventivo, tambe´m chamadas redespacho de
seguranc¸a ou melhoria da seguranc¸a [18, 20, 2].
• Controle corretivo - Se o sistema estiver operando no modo emergencial
ou restaurativo sa˜o tomadas medidas que o conduzam ao modo normal.
Existem dois tipos de controle corretivo: o controle de emergeˆncia que
visa eliminar as violac¸o˜es das restric¸o˜es operacionais (geralmente re-
duzindo a carga) e o controle restaurativo, que visa reestabelecer o
suprimento da demanda.
2.3 Ana´lise de seguranc¸a
A operac¸a˜o segura do sistema ele´trico envolve a tomada de deciso˜es em
va´rias escalas de tempo e em va´rios n´ıveis administrativos e te´cnicos. Na re-
fereˆncia [21] Wehenkel identifica va´rios ambientes nos quais as deciso˜es toma-
das influenciara˜o diretamente a seguranc¸a do sistema ele´trico. Por exemplo,
no ambiente administrativo, tem-se a definic¸a˜o das entidades responsa´veis
pelo estabelecimento dos padro˜es de seguranc¸a; no ambiente das empresas
de gerac¸a˜o tem-se a definic¸a˜o das ac¸o˜es de controle preventivo e corretivo a
serem adotadas. Tambe´m influenciando a seguranc¸a de operac¸a˜o podem ser
identificados o investimento em pesquisa (que fornece modelos, ferramentas
computacionais e compreensa˜o dos fenoˆmenos); o investimento na expansa˜o
da gerac¸a˜o, da transmissa˜o e de dispositivos de comunicac¸a˜o e controle; o pla-
nejamento da retirada de equipamentos para manutenc¸a˜o e o planejamento
de transac¸o˜es futuras.
A operac¸a˜o segura do sistema ele´trico preveˆ que a intervalos determina-
dos seja executada a ana´lise de seguranc¸a, composta pelas func¸o˜es de moni-
torac¸a˜o, avaliac¸a˜o e melhoria, conforme mencionado anteriormente. A ava-
liac¸a˜o da seguranc¸a, atrave´s da ana´lise de contingeˆncias, deve fornecer ao
operador respostas a perguntas do tipo:
“No ponto de operac¸a˜o atual, o que acontecera´ com o sistema caso ... ?”.
A resposta a esta pergunta deve indicar os efeitos da contingeˆncia sobre
o sistema, quais sejam, se apo´s o per´ıodo transito´rio sera´ atingido um ponto
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de operac¸a˜o via´vel; se sera´ atingido um ponto de operac¸a˜o para o qual al-
guns limites sa˜o violados; ou ainda, se o sistema na˜o suportara´ o per´ıodo
transito´rio e perdera´ a estabilidade.
A avaliac¸a˜o da seguranc¸a e´ tradicionalmente realizada segundo duas abor-
dagens: ana´lise esta´tica e ana´lise dinaˆmica. Na ana´lise esta´tica verifica-se,
na condic¸a˜o de regime permanente apo´s uma perturbac¸a˜o, se existe violac¸a˜o
dos ı´ndices de seguranc¸a estabelecidos. Exemplos de ı´ndices de seguranc¸a
esta´ticos sa˜o os pro´prios limites f´ısicos e operacionais do sistema, como li-
mite de tensa˜o nas barras e de fluxo nas linhas [18, 22]. Na ana´lise dinaˆmica
o objetivo e´ determinar se no ponto de operac¸ao atual o sistema suportara´
as oscilac¸o˜es e alcanc¸ara´ um ponto de equil´ıbrio esta´vel apo´s a ocorreˆncia da
perturbac¸a˜o [23, 24].
A estabilidade do sistema ele´trico e´ um problema u´nico, mas que assume
diferentes formas, influenciada por diferentes fatores. A classificac¸a˜o mais
geral divide os fenoˆmenos em estabilidade de aˆngulo, estabilidade de tensa˜o
e estabilidade de frequ¨eˆncia. A estabilidade de aˆngulo, por sua vez, e´ classifi-
cada em estabilidade a pequenas perturbac¸o˜es e estabilidade transito´ria. Na
estabilidade a pequenas perturbac¸o˜es sa˜o utilizados modelos linearizados em
torno de um ponto de equil´ıbrio e verificada a natureza do equil´ıbrio (esta´vel
ou insta´vel). A estabilidade transito´ria esta´ relacionada a` resposta do sis-
tema a uma grande perturbac¸a˜o, onde ocorrem grandes excurso˜es de aˆngulo,
com relac¸a˜o poteˆncia-aˆngulo altamente na˜o-linear. O comportamento do sis-
tema a grandes perturbac¸o˜es depende tanto do ponto inicial quanto do tipo
e durac¸a˜o da falta. A estabilidade de tensa˜o caracteriza-se pelo progressivo
aumento ou queda de tensa˜o em algumas barras do sistema. A estabilidade
de frequ¨eˆncia relaciona-se a` habilidade do sistema em manter o balanc¸o entre
gerac¸a˜o e carga apo´s a ocorreˆncia de uma grande perturbac¸a˜o. A instabili-
dade de frequ¨eˆncia resulta geralmente da ma´ coordenac¸a˜o dos controles de
frequ¨eˆncia e equipamentos de protec¸a˜o, podendo resultar em ilhamento. A
ana´lise deste tipo de fenoˆmeno e´ realizada por simulac¸a˜o no tempo, com o
passo de integrac¸a˜o ajustado aos transito´rios de interesse.
Os diversos tipos de instabilidade muitas vezes na˜o ocorrem isoladamente,
uma forma podendo conduzir a outra. Na refereˆncia [23] Kundur propo˜e que
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a ana´lise de seguranc¸a seja uma ferramenta que avalie simultaneamente os
diversos tipos de estabilidade. Uma ferramenta de ana´lise de seguranc¸a “de-
finitiva”consideraria a seguranc¸a esta´tica e a seguranc¸a dinaˆmica como parte
de um problema maior: a definic¸a˜o de um ponto de equil´ıbrio, com a carac-
terizac¸a˜o de suas fronteiras de estabilidade, de bifurcac¸a˜o e de viabilidade.
2.4 Ana´lise on-line da seguranc¸a dinaˆmica
A margem de seguranc¸a e´ um ı´ndice que quantifica o grau de severidade de
uma perturbac¸a˜o, indicando a distaˆncia do ponto de operac¸a˜o a` fronteira de
estabilidade. Em metodologias de ana´lise da seguranc¸a dinaˆmica a obtenc¸a˜o
de uma margem de seguranc¸a e´ particularmente interessante, pois a margem
permite concluir automaticamente sobre a severidade da contingeˆncia e au-
xilia a definic¸a˜o de ac¸o˜es de controle preventivo, minimizando a intervenc¸a˜o
humana.
A ana´lise de seguranc¸a dinaˆmica baseada em margens de seguranc¸a e´
constitu´ıda pelas seguintes etapas:
• Estabelecimento de um valor mı´nimo para a margem de seguranc¸a do
sistema;
• Avaliac¸a˜o da seguranc¸a e identificac¸a˜o das contingeˆncias que na˜o satis-
fazem a margem mı´nima estabelecida;
• Identificac¸a˜o e quantificac¸a˜o de ac¸o˜es de controle que conduzam o sis-
tema a um ponto de operac¸a˜o no qual a margem mı´nima seja alcanc¸ada
para todas as contingeˆncias.
E´ preciso reavaliar a seguranc¸a no novo ponto para concluir sobre sua
estabilidade. O processo de avaliac¸a˜o e melhoria da seguranc¸a e´ necessaria-
mente iterativo, pois a alterac¸a˜o no ponto de operac¸a˜o pode causar mudanc¸as
no conjunto de contingeˆncias para as quais ocorre instabilidade e, para cada
contingeˆncia insta´vel, mudanc¸a no conjunto de ma´quinas que se afastam da
refereˆncia - chamado conjunto de ma´quinas cr´ıticas. A Figura (2.1) esque-
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matiza o processo iterativo de avaliac¸a˜o e melhoria da seguranc¸a dinaˆmica.
PSfrag replacements
Inicio
Estabelecer a
margem mı´nima
Calcular as condic¸o˜es
de regime permanente
Avaliar a seguranc¸a
dinaˆmica
Margem < Margem mı´nima? Fim
Identificar e quantificar
as ac¸o˜es de controle
Figura 2.1: Processo de avaliac¸a˜o e melhoria da seguranc¸a dinaˆmica
As principais etapas de uma metodologia de ana´lise da seguranc¸a dinaˆmica
sa˜o a avaliac¸a˜o da estabilidade transito´ria e a definic¸a˜o das ac¸o˜es de melhoria
da seguranc¸a.
2.4.1 Avaliac¸a˜o da estabilidade transito´ria
O modelo matema´tico do sistema ele´trico e´ formado pelo modelo de seus
componentes, com a interconexa˜o definida pela lei das correntes de Kirchoff
satisfeita em todos os no´s (ou seja, somato´rio das correntes nulo). A estrutura
gene´rica do modelo do sistema ele´trico, sem considerar seus componentes
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discretos, e´ um sistema dinaˆmico na˜o-linear:
x˙ = f(x, y; p)
0 = g(x, y; p),
(2.1)
onde x˙ denota dx/dt, x sa˜o varia´veis dinaˆmicas, y sa˜o varia´veis alge´bricas e
p sa˜o paraˆmetros. A func¸a˜o f : Rn → Rn satisfaz as condic¸o˜es de existeˆncia
e unicidade das soluc¸o˜es. A soluc¸a˜o x(t) ∈ Rn de (2.1) e´ chamada tra-
jeto´ria do sistema. As equac¸o˜es diferenciais em (2.1) descrevem o compor-
tamento dos componentes cuja dinaˆmica se deseja representar e as equac¸o˜es
alge´bricas, chamadas equac¸o˜es do fluxo de poteˆncia, descrevem a rede ele´trica
e as injec¸o˜es de poteˆncia nas barras.
Em regime permanente o sistema ele´trico esta´ em um ponto de equil´ıbrio
que satisfaz, para um dado conjunto de paraˆmetros p,:
0 = f(x, y; p)
0 = g(x, y; p).
(2.2)
Para determinar um ponto de equil´ıbrio calcula-se o balanc¸o de poteˆncia em
todas as barras do sistema, satisfazendo g(x, y; p) = 0. Enta˜o sa˜o calcu-
ladas as condic¸o˜es de regime permanente para os componentes dinaˆmicos,
satisfazendo f(x, y; p) = 0.
As alterac¸o˜es do sistema ele´trico devido a` ocorreˆncia de uma perturbac¸a˜o
podem ser modeladas por treˆs configurac¸o˜es: pre´-falta, sob-falta e po´s falta.
A situac¸a˜o pre´-falta e´ geralmente uma condic¸a˜o de regime permanente. O
comportamento sob-falta, do instante de ocorreˆncia t0 ate´ sua eliminac¸a˜o
pelo sistema de protec¸a˜o no tempo tt, e o comportamento po´s-falta, a partir
de tt sa˜o descritos pelos sistemas:
x˙ = fF (x, y; p)
0 = gF (x, y; p)
t0 < t < tt
(2.3)
x˙ = fP (x, y; p)
0 = gP (x, y; p)
tt < t
(2.4)
onde o subscrito F indica sob-falta e P po´s-falta.
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A avaliac¸a˜o da estabilidade transito´ria determina se a trajeto´ria po´s-falta
convergira´ (ou na˜o) para um novo ponto de equil´ıbrio esta´vel.
Simulac¸a˜o no domı´nio do tempo
O me´todo tradicional de avaliar a estabilidade transito´ria e´ calcular,
atrave´s de integrac¸a˜o no tempo, as trajeto´rias x(t) para as configurac¸o˜es
sob-falta e po´s-falta. Pela observac¸a˜o das trajeto´rias determina-se se a esta-
bilidade foi mantida ou perdida. A simulac¸a˜o no domı´nio do tempo possui
caracter´ısticas deseja´veis, como [25]:
i. permite a modelagem do sistema com qualquer n´ıvel de detalha-
mento;
ii. disponibiliza informac¸o˜es das varia´veis de estado durante o tran-
sito´rio e em regime permanente;
iii. o resultado da simulac¸a˜o pode ser diretamente avaliado pelo ope-
rador;
e possui algumas caracter´ısticas indeseja´veis:
i. a integrac¸a˜o de centenas de equac¸o˜es diferenciais demanda tempo e
esforc¸o computacional;
ii. na˜o fornece uma informac¸a˜o quanto ao grau de instabilidade ou de
estabilidade;
iii. na˜o sa˜o fornecidas indicac¸o˜es para ac¸o˜es de controle preventivo.
Me´todos diretos
Outra abordagem poss´ıvel para a avaliac¸a˜o da estabilidade transito´ria sa˜o
os me´todos diretos ou me´todos de func¸a˜o energia transito´ria, desenvolvidos
a partir da teoria de estabilidade de Lyapunov.
No me´todos diretos a determinac¸a˜o da estabilidade baseia-se no conheci-
mento da condic¸a˜o inicial po´s-falta x(tt) e de uma aproximac¸a˜o para a regia˜o
de estabilidade, ou regia˜o de atrac¸a˜o de um ponto de equil´ıbrio esta´vel. Se a
condic¸a˜o inicial po´s-falta for interior a` regia˜o de atrac¸a˜o enta˜o a trajeto´ria do
sistema ira´ convergir para o ponto de equil´ıbrio nesta regia˜o e a estabilidade
16
sera´ mantida. Se a condic¸a˜o inicial po´s-falta for exterior a` regia˜o de atrac¸a˜o,
enta˜o ocorrera´ instabilidade.
Para estimar a regia˜o de atrac¸a˜o e´ constru´ıda uma func¸a˜o V : Rn → R,
chamada func¸a˜o energia. A func¸a˜o energia V avaliada no ponto de eliminac¸a˜o
da falta x(tt) quantifica a energia adquirida pelo sistema durante a falta:
Vt = V (x(tt)). A energia potencial cr´ıtica Vc, que corresponde a` energia
na fronteira da regia˜o de estabilidade, e´ estimada pela avaliac¸a˜o de V no
tempo cr´ıtico tc: Vc = V (tc). A diferenc¸a entre a energia potencial cr´ıtica
Vc e a energia no ponto de eliminac¸a˜o da falta Vt determina a margem de
energia, tambe´m chamada margem de seguranc¸a. O sistema sera´ esta´vel
para a contingeˆncia se tiver margem de seguranc¸a positiva, caso contra´rio,
sera´ insta´vel. Desta forma, atrave´s da diferenc¸a entre os valores de energia, a
margem de seguranc¸a mede a distaˆncia (em energia) do ponto de eliminac¸a˜o
da falta a` fronteira de estabilidade.
Os me´todos diretos sa˜o particularmente interessantes por na˜o exigirem a
integrac¸a˜o das equac¸o˜es diferenciais a partir do ponto de eliminac¸a˜o da falta.
Suas principais vantagens em relac¸a˜o a` simulac¸a˜o sa˜o:
i. demandam pouco tempo e esforc¸o computacional;
ii. fornecem uma medida do grau de estabilidade ou instabilidade;
iii. fornecem informac¸o˜es u´teis na definic¸a˜o de ac¸o˜es de controle.
Suas principais desvantagens sa˜o:
i. sa˜o aplica´veis apenas quando se emprega modelagem simplificada para
o sistema ele´trico;
ii. na˜o fornecem as varia´veis de estado para a condic¸a˜o po´s-falta.
A Figura (2.2) ilustra, para uma varia´vel de estado x(t) de um sistema
hipote´tico, a avaliac¸a˜o da estabilidade por simulac¸a˜o no tempo e atrave´s de
um me´todo direto.
Me´todos h´ıbridos
Atualmente os me´todos de avaliac¸a˜o de estabilidade buscam a repre-
sentac¸a˜o do sistema ele´trico com o detalhamento que a simulac¸ao no tempo
permite e com as margens de estabilidade que os me´todos diretos fornecem.
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Figura 2.2: Avaliac¸a˜o da estabilidade por simulac¸a˜o e por me´todos diretos
Estes me´todos modernos, chamados me´todos h´ıbridos, combinam a simulac¸a˜o
no domı´nio do tempo com um me´todo direto [26, 27] ou com uma extensa˜o
do crite´rio de a´reas iguais [28].
O crite´rio de a´reas iguais. Refereˆncias cla´ssicas tratam a estabilidade do
sistema ma´quina barra-infinita atrave´s do conhecido crite´rio de a´reas iguais,
exposto brevemente a seguir. A equac¸a˜o que descreve a dinaˆmica de uma
ma´quina ligada a barra-infinita e´:
Mδ¨ = Pmeq − Pe, (2.5)
sendo Pmeq a poteˆncia mecaˆnica (considerada constante no modelo cla´ssico)
e Pe a poteˆncia ele´trica, que na forma padra˜o e´ expressa por:
Pe(δ) = Pc + Pmaxsen(δ − ν), (2.6)
onde o termo Pc, e o deslocamento angular ν sa˜o identificados na Figura
(2.3), que ilustra a curva Pe(δ)× δ.
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Figura 2.3: Curva Pe × δ.
A aplicac¸a˜o do crite´rio de a´reas iguais e´ feita utilizando a expressa˜o de
poteˆncia ele´trica (2.6) associada a cada configurac¸a˜o do sistema durante a
perturbac¸a˜o, conforme ilustrado na Figura (2.4), onde os sub ı´ndices 0, d e
p referem-se a`s configurac¸o˜es pre´-falta, durante e po´s-falta, respectivamente.
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Figura 2.4: Curvas Pe × δ para uma perturbac¸a˜o.
Inicialmente a poteˆncia ele´trica Pe0 e´ igual a` poteˆncia mecaˆnica Pmeq e o
sistema encontra-se em regime permanente com o aˆngulo δ0. Quando ocorre a
perturbac¸a˜o o sistema e´ representado pela curva Ped e, como Pmeq > Ped(δ0),
sofre acelerac¸a˜o e aumento do aˆngulo δ. A a´rea acelerante Aace ilustrada
corresponde a` energia adquirida neste per´ıodo. Ao ser eliminada a falta, em
δ = δt, o sistema evolui sob a curva Pep , desacelerando devido a Pmeq <
Pep(δ0). A perda de energia apo´s a eliminac¸a˜o do defeito e´ representada
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pela a´rea Ades. Na Figura (2.4) esta´ tambe´m indicado o aˆngulo de equil´ıbrio
po´s-falta δp e o aˆngulo de equil´ıbrio insta´vel po´s-falta δu.
O crite´rio de a´reas iguais estabelece que o sistema e´ esta´vel se a a´rea
acelerante Aace e´ menor ou igual a` a´rea desacelerante ma´xima poss´ıvel Ades.
Assim, a margem de seguranc¸a em energia η e´ definida como a diferenc¸a
entre as a´reas acelerante e desacelerante [29]:
η = Ades − Aace. (2.7)
No Apeˆndice A e´ apresentado o ca´lculo das a´reas acelerante Aace, desa-
celerante Ades e da margem de seguranc¸a η.
As primeiras extenso˜es do crite´rio de a´reas iguais para o caso multima´quinas
foram feitas na Russia, anteriormente a 1930, particularmente no trabalho de
Gorev [30]. Atualmente va´rios trabalhos propo˜em a extensa˜o do crite´rio de
a´reas iguais ao caso multima´quinas [29, 31]. O mais recente destes trabalhos
e´ comentado a seguir.
O me´todo SIME. Recentemente Zhang, Wehenkel, Rousseaux e Pavella
[28] desenvolveram um me´todo h´ıbrido, chamado me´todo SIME (Single Ma-
chine Equivalent) que combina a simulac¸a˜o no tempo com o crite´rio de a´reas
iguais estendido ao caso multima´quinas.
O me´todo SIME considera que a perda do sincronismo resulta na se-
parac¸a˜o das ma´quinas s´ıncronas em dois conjuntos, definidos pelas aberturas
angulares das ma´quinas. A partir das trajeto´rias do sistema sa˜o identificados
o conjunto de ma´quinas remanescentes, com pequena abertura angular, e o
conjunto de ma´quinas relevantes, com abertura angular superior a um valor
fixado. A cada um destes dois conjuntos e´ definida uma ma´quina equivalente,
agrupando as ma´quinas pertencentes a cada conjunto.
A partir das duas ma´quinas equivalentes e´ enta˜o definido um equivalente
ma´quina barra-infinita (OMIB - One Machine Infinite Bus), chamado OMIB
equivalente relevante. A partir do OMIB equivalente a estabilidade e´ avaliada
atrave´s do crite´rio de a´reas iguais, observando a margem de seguranc¸a. O
me´todo SIME possui as seguintes vantagens:
i. Utiliza as trajeto´rias obtidas pela simulac¸a˜o no domı´nio do tempo,
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permitindo que o sistema ele´trico seja modelado com o detalhamento dese-
jado.
ii. Por utilizar o crite´rio de a´reas iguais fornece uma margem de
estabilidade e ainda, uma expressa˜o anal´ıtica para esta margem, permitindo
a obtenc¸a˜o de coeficientes de sensibilidade e facilitando a definic¸a˜o de ac¸o˜es
de controle.
As dificuldades encontradas na aplicac¸a˜o deste me´todo sa˜o:
i. Mesmo que o sistema na˜o perca a estabilidade para determinada
contingeˆncia, e´ importante determinar sua margem de estabilidade, pois uma
margem inferior a` mı´nima estabelecida tambe´m exige ac¸o˜es de melhoria da
seguranc¸a. Mas, na situac¸a˜o de estabilidade, na˜o ocorre a separac¸a˜o dos
geradores do sistema em dois conjuntos, e a construc¸a˜o do OMIB equivalente
relevante e´ baseada em um procedimento iterativo.
ii. Por uma caracter´ıstica do pro´prio crite´rio de a´reas iguais, a margem
de seguranc¸a das contingeˆncias esta´veis e´ calculada aproximadamente. Esta
aproximac¸a˜o sera´ discutida no Cap´ıtulo 3.
2.4.2 Melhoria da seguranc¸a dinaˆmica
As ac¸o˜es de melhoria da seguranc¸a dinaˆmica podem ser de controle pre-
ventivo ou de controle emergencial. Enquanto no controle preventivo o ob-
jetivo e´ preparar o sistema em estado normal para suportar uma poss´ıvel
contingeˆncia, no controle emergencial a ac¸a˜o e´ tomada apo´s a ocorreˆncia da
contingeˆncia, visando minimizar seu efeito [21]. As ac¸o˜es de controle pre-
ventivo tem custo individual menor mas sa˜o mais frequentes que as ac¸o˜es
corretivas. Como o ponto de operac¸a˜o, definido por crite´rios de eficieˆncia,
deve ser alterado com frequeˆncia, o controle preventivo e´ potencialmente
mais caro que o corretivo [21]. Apesar disto, existem dificuldades pra´ticas
na implementac¸a˜o do controle emergencial, impostas pelo tempo em que a
ac¸a˜o deve ser executada - no ma´ximo 200ms apo´s a ocorreˆncia da falta. Neste
tempo as medic¸o˜es devem ser recebidas pelo centro de controle, a ordem deve
ser enviada a`s subestac¸o˜es e a ac¸a˜o deve ser aplicada [19]. Assim, a aplicac¸a˜o
do controle emergencial exige, ale´m de avanc¸o metodolo´gico, tecnologias de
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comunicac¸a˜o e automac¸a˜o.
De maneira geral as metodologias podem ser desenvolvidas independente
de sua aplicac¸a˜o, e adaptadas ao controle emergencial ou preventivo. Na
metodologia representada esquematicamente na Figura (2.1), e na sequeˆncia
deste trabalho, considera-se que as ac¸o˜es de melhoria da seguranc¸a sa˜o pre-
ventivas.
As ac¸o˜es preventivas de melhoria da seguranc¸a dinaˆmica mais empregadas
sa˜o o redespacho de gerac¸a˜o ativa, a modificac¸a˜o na topologia da rede, a
modificac¸a˜o do perfil de tenso˜es e a reduc¸a˜o da carga [5]. Considera-se que
a ac¸a˜o preventiva mais adequada seja o redespacho de gerac¸a˜o [5, 6, 32].
O redespacho de gerac¸a˜o possui duas etapas: a identificac¸a˜o dos geradores
que participara˜o do redespacho, tendo sua gerac¸a˜o reduzida ou aumentada,
e a quantificac¸a˜o das variac¸o˜es de gerac¸a˜o em cada ma´quina.
Uma forma simples de definir o redespacho de seguranc¸a dinaˆmica e´ pelo
me´todo da direc¸a˜o S [33]. Inicialmente, considerando a contingeˆncia mais se-
vera, as ma´quinas sa˜o ordenadas segundo sua defasagem angular em relac¸a˜o
ao centro de aˆngulo. Enta˜o e´ calculada uma direc¸a˜o de redespacho redu-
zindo a gerac¸a˜o das ma´quinas com maior componente angular e aumentando
a gerac¸a˜o das ma´quinas com menor componente angular. A vantagem deste
me´todo e´ a simplicidade de implementac¸a˜o. Sua principal desvantagem e´
considerar a cada iterac¸a˜o apenas a pior contingeˆncia, sendo as demais pos-
sivelmente tambe´m bastante severas. Isto pode gerar um grande nu´mero de
iterac¸o˜es ate´ atingir um ponto esta´vel para todas as contingeˆncias. Ale´m
disto, o me´todo na˜o quantifica os redespachos total e por ma´quina.
Alguns me´todos definem o redespacho baseados em coeficientes de sen-
sibilidade da margem de seguranc¸a em relac¸a˜o a` poteˆncia gerada em cada
ma´quina. Com estes coeficientes procura-se quantificar a influeˆncia de cada
ma´quina na manutenc¸a˜o ou perda da estabilidade. Me´todos baseados em co-
eficientes de sensibilidade foram propostos por Fouad e Jianzhong [4], Decker
e Castro [5] e Li e Bose [6]. Segundo a refereˆncia [7], os redespachos que uti-
lizam a informac¸a˜o de coeficientes de sensibilidade sa˜o mais efetivos sobre a
seguranc¸a dinaˆmica do sistema. A dificuldade na definic¸a˜o de coeficientes de
sensibilidade e´ a necessidade de uma expressa˜o anal´ıtica para a margem de
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seguranc¸a, que deve ser derivada em relac¸a˜o a`s poteˆncias geradas. Alguns
me´todos de avaliac¸a˜o da estabilidade, como os me´todos diretos e o crite´rio
de a´reas iguais estendido fornecem expresso˜es para as margens de seguranc¸a;
ja´ a simulac¸a˜o no tempo na˜o fornece.
Me´todos recentes calculam o redespacho de seguranc¸a atrave´s de um pro-
blema de otimizac¸a˜o [34, 35, 5, 36, 4, 37].
Assim, o novo ponto de operac¸a˜o, ale´m de satisfazer as restric¸o˜es de segu-
ranc¸a dinaˆmica, satisfaz outras restric¸o˜es do sistema ele´trico. Estas propostas
sa˜o analisadas no Cap´ıtulo 3.
2.4.3 Uma metodologia de seguranc¸a dinaˆmica
As caracter´ısticas deseja´veis em uma metodologia de ana´lise da seguranc¸a
dinaˆmica sa˜o [22]:
• Gerac¸a˜o automa´tica de uma lista com grande nu´mero de contingeˆncias;
• Selec¸a˜o das contingeˆncias mais severas (cr´ıticas) atrave´s de um me´todo
ra´pido (direto ou h´ıbrido) de avaliac¸a˜o da estabilidade transito´ria;
• Avaliac¸a˜o precisa das contingeˆncias selecionadas atrave´s da simulac¸a˜o
no tempo com modelagem detalhada;
• Determinac¸a˜o de uma margem de seguranc¸a para as contingeˆncias ava-
liadas atrave´s de simulac¸a˜o;
• Adoc¸a˜o de um crite´rio que constate automaticamente a instabilidade
ou a estabilidade e finalize a simulac¸a˜o no tempo, reduzindo o esforc¸o
computacional;
• Uso de te´cnicas de processamento de alto desempenho.
Estas caracter´ısticas esta˜o presentes na metodologia em desenvolvimento
no Laborato´rio de Planejamento de Sistemas Ele´tricos da Universidade Fe-
deral de Santa Catarina (LabPlan-UFSC).
A Figura (2.5) ilustra a estrutura desta metodologia.
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Figura 2.5: Estrutura de uma metodologia de ana´lise da seguranc¸a dinaˆmica
Cada etapa da metodologia ilustrada na Figura (2.5) e´ comentada a se-
guir.
Selec¸a˜o das contingeˆncias cr´ıticas. Um me´todo de avaliac¸ao da estabili-
dade transito´ria, para ser utilizado na selec¸a˜o de contingeˆncias cr´ıticas, deve
ser confia´vel, ra´pido, robusto, e exigir pouca computac¸a˜o off-line. Confia´vel,
neste contexto, significa que nenhuma contingeˆncia que causar instabilidade
ou tiver margem de estabilidade insuficiente pode deixar de ser selecionada
pelo me´todo. A rapidez e´ importante devido ao grande nu´mero de con-
tingeˆncias avaliadas. A robustez refere-se ao desempenho satisfato´rio inde-
pendentemente do ponto de operac¸a˜o e da configurac¸a˜o do sistema ele´trico.
E´ tambe´m deseja´vel que a demanda por computac¸a˜o off-line seja pequena,
para tornar a metodolgia adequada a aplicac¸o˜es on-line. Todos estes requi-
sitos sa˜o satisfeitos pelos me´todos diretos de avaliac¸a˜o da estabilidade. Na
metodologia em desenvolvimento no Labplan a selec¸a˜o e´ realizada atrave´s
do me´todo SLEP (Superf´ıcie Limite de Energia Potencial) iterativo [38]. No
me´todo SLEP iterativo os geradores sa˜o representados pelo modelo cla´ssico
(fonte de tensa˜o constante em se´rie com reataˆncia transito´ria de eixo direto),
na˜o sa˜o considerados os torques de amortecimento e as cargas sa˜o representa-
das por impedaˆncias constantes. Experimentos computacionais verificaram
que este me´todo e´ adequado a` selec¸a˜o de contingeˆncias cr´ıticas.
24
Avaliac¸a˜o precisa das contingeˆncias severas. Na avaliac¸a˜o das con-
tingeˆncias selecionadas como severas deve ser empregada uma modelagem
detalhada do sistema. Por na˜o impor restric¸o˜es na modelagem, o me´todo
mais adequado a` avaliac¸a˜o precisa das contingeˆncias e´ a simulac¸a˜o no domı´nio
do tempo. Nesta ana´lise detalhada sa˜o modelados dinamicamente os gera-
dores, os sistemas de excitac¸a˜o, os sinais estabilizadores e alguns elementos
da rede ele´trica, como dispositivos FACTS (especialmente os compensadores
esta´ticos de reativos e capacitores se´rie controlado), que podem ter influeˆncia
sobre a estabilidade. Os componentes com dinaˆmica demasiadamente ra´pida
(linhas de transmissa˜o) ou demasiadamente lenta (turbinas) para afetar a es-
tabilidade transito´ria sa˜o modelados estaticamente. A atual implementac¸a˜o
da metodologia ilustrada na Figura (2.5) utiliza o programa de avaliac¸a˜o da
estabilidade ANATEM, desenvolvido pelo CEPEL (Centro de Pesquisas em
Energia Ele´trica).
Ana´lise das simulac¸o˜es. Tradicionalmente, a ana´lise das simulac¸o˜es e´ re-
alizada por um especialista e os limites de estabilidade sa˜o determinados
em um processo iterativo, envolvendo grande nu´mero de avaliac¸o˜es. Este
procedimento exige intervenc¸a˜o humana e tempo computacional que o torna
inadequado a aplicac¸o˜es on-line. Recentemente, surgiram trabalhos que bus-
cam a obtenc¸a˜o de margens de estabilidade automaticamente a partir da
simulac¸a˜o. Citamos os trabalhos de Maria, Tang e Kim [26], Tang [27] e
Zhang, Wehenkel, Rousseaux e Pavella [28]. Na versa˜o atual da metodologia
em desenvolvimento no Labplan a identificac¸a˜o das contingeˆncias esta´veis e
insta´veis utiliza um me´todo baseado no conceito de energia potencial gene-
ralizada, descrito na refereˆncia [7]. As margens de seguranc¸a para as cons-
tingeˆncias insta´veis sa˜o calculadas por uma implementac¸a˜o do me´todo SIME
proposto em [28].
Ac¸o˜es de controle preventivo e ca´lculo do regime permanente. Na
versa˜o atual da metodologia, o controle preventivo e´ definido pelo me´todo da
direc¸a˜o S [33], em uma implementac¸a˜o desenvolvida no mestrado de Souza
[3]. O me´todo da direc¸a˜o S produz os mesmos resultados que os obtidos pela
ordenac¸a˜o das ma´quinas por sua defasagem angular. Uma vez determinado o
redespacho, o novo ponto de operac¸a˜o e´ definido pelo programa ANAREDE
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(ana´lise de redes), desenvolvido pelo CEPEL.
Em [39] uma versa˜o preliminar desta metodologia foi implementada uti-
lizando processamento distribu´ıdo. Em [40] sa˜o mostrados testes computa-
cionais referentes a esta implementac¸a˜o. Os resultados obtidos, em termos
de reduc¸a˜o do tempo de execuc¸a˜o, confirmaram que a aplicac¸a˜o de processa-
mento distribu´ıdo, partircularmente na etapa de selec¸a˜o de contingeˆncias e´
bastante conveniente.
2.5 Concluso˜es
Neste cap´ıtulo fez-se a revisa˜o dos principais conceitos da ana´lise de se-
guranc¸a dinaˆmica de sistemas de energia. Ale´m da estrutura da ana´lise de
seguranc¸a, composta das func¸o˜es de monitorac¸a˜o, avaliac¸a˜o e melhoria, os
principais me´todos desenvolvidos para avaliac¸a˜o foram discutidos.
Uma vez discutidos os me´todos de avaliac¸a˜o da seguranc¸a, foi apresentada
a estrutura de uma metodologia em desenvolvimento no LABPLAN-UFSC
que satisfaz os principais requisitos estabelecidos na literatura. A meto-
dologia apresentada e´ constitu´ıda por um filtro de contingeˆncias baseado
na avaliac¸a˜o ra´pida da estabilidade, pela simulac¸a˜o no domı´nio do tempo
das contingeˆncia severas utilizando modelagem detalhada e pela definic¸a˜o
de ac¸o˜es de melhoria da seguranc¸a baseada nas informac¸o˜es obtidas com a
simulac¸a˜o.
Nesta fase de melhoria da seguranc¸a verificou-se a necessidade de desen-
volvimento de um me´todo que possibilite a quantificac¸a˜o dos redespachos
de seguranc¸a alterando o mı´nimo poss´ıvel o ponto de operac¸a˜o do sistema.
O estudo da bibliografia indicou o uso de coeficientes de sensibilidade e a
formulac¸a˜o de um problema de otimizac¸a˜o para quantificar com precisa˜o os
redespachos de poteˆncia. A definic¸a˜o das ac¸o˜es de melhoria da seguranc¸a
dinaˆmica atrave´s de um problema de otimizac¸a˜o utilizando coeficientes de
sensibilidade sera´ discutida no Cap´ıtulo 3 a seguir.
Cap´ıtulo 3
Melhoria da seguranc¸a
dinaˆmica atrave´s de um fluxo
de poteˆncia o´timo
3.1 Introduc¸a˜o
No Cap´ıtulo 2 a ana´lise de seguranc¸a foi definida como uma das func¸o˜es
da operac¸a˜o em tempo real do sistema ele´trico, sendo por sua vez, com-
posta pelas etapas de monitorac¸a˜o, avaliac¸a˜o e melhoria da seguranc¸a. Este
cap´ıtulo concentra-se na etapa de melhoria da seguranc¸a dinaˆmica. Inicial-
mente discute-se a definic¸a˜o da melhoria da seguranc¸a dinaˆmica atrave´s de
um problema de otimizac¸a˜o e comenta-se os trabalhos que utilizaram esta
estrate´gia para definir as ac¸o˜es de seguranc¸a.
Considerando a estrutura da metodologia de ana´lise de seguranc¸a dinaˆmica
apresentada no Cap´ıtulo 2, propo˜e-se a definic¸a˜o das ac¸o˜es de melhoria da
seguranc¸a dinaˆmica atrave´s de um problema de fluxo de poteˆncia o´timo com
restric¸o˜es de estabilidade transito´ria. No problema proposto a restric¸a˜o de
estabilidade transito´ria para cada contingeˆncia e´ formulada atrave´s da mar-
gem de seguranc¸a em energia. Esta abordagem permite a modelagem de
apenas uma restric¸a˜o por contingeˆncia.
A formulac¸a˜o das restric¸o˜es de estabilidade a partir das trajeto´rias obtidas
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por simulac¸a˜o com modelagem detalhada do sistema ele´trico e´ discutida em
detalhes e um experimento computacional e´ mostrado.
3.2 Melhoria da seguranc¸a dinaˆmica e oti-
mizac¸a˜o
Nesta sec¸a˜o evidencia-se o interesse em formular o redespacho de segu-
ranc¸a dinaˆmica atrave´s de um problema de otimizac¸a˜o e comenta-se os tra-
balhos que empregaram esta abordagem.
Pode-se supor que o ponto de operac¸a˜o do sistema ele´trico e´ determinado
pela otimizac¸a˜o de algum crite´rio de eficieˆncia. Por isto e´ deseja´vel que na
definic¸a˜o de ac¸o˜es de melhoria da seguranc¸a o ponto de operac¸a˜o seja alte-
rado no mı´nimo necessa´rio. O novo ponto, determinado apo´s o redespacho
de seguranc¸a, deve tambe´m satisfazer as restric¸o˜es do sistema ele´trico. A
formulac¸a˜o por otimizac¸a˜o e´ considerada adequada a` definic¸a˜o da melhoria
da seguranc¸a por possibilitar a definic¸a˜o de um problema no qual simultane-
amente e´ otimizado um crite´rio de eficieˆncia (por exemplo, minimizac¸a˜o do
desvio do ponto de operac¸a˜o) e satisfeitas as restric¸o˜es do sistema.
Uma caracter´ıstica da formulac¸a˜o por otimizac¸a˜o, importante na definic¸a˜o
de ac¸o˜es de melhoria da seguranc¸a, e´ que pra´ticas usuais da operac¸a˜o podem
ser incorporadas ao problema. Como exemplo citamos [8]:
i. Pequeno nu´mero de ac¸o˜es de controle: E´ deseja´vel que a ac¸a˜o altere
um pequeno nu´mero de controles, pois ale´m da dificuldade te´cnica de alterar
um nu´mero grande de controles, isto poderia ser percebido pelo sistema como
uma perturbac¸a˜o.
ii. Varia´veis de controle distantes de seus limites: E´ uma pra´tica
usual, na medida do poss´ıvel, na˜o permitir a operac¸a˜o em regime permanente
com as varia´veis de controle em seus limites.
iii. Pequenas violac¸o˜es X Medidas preventivas: A pol´ıtica de operac¸a˜o
definida pela empresa pode permitir que alguns ı´ndices de seguranc¸a sejam
violados ate´ determinada toleraˆncia.
Visto que o principal objetivo da melhoria da seguranc¸a dinaˆmica e´ tornar
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o sistema seguro frente a perturbac¸o˜es, isto e´, capaz de passar pelo per´ıodo
transito´rio sem perder a estabilidade, o problema de redespacho de seguranc¸a
dinaˆmica deve modelar a estabilidade transito´ria. A modelagem da restric¸a˜o
de estabilidade transito´ria e´ a principal dificuldade no estabelecimento de um
problema de otimizac¸a˜o de definic¸a˜o de redespachos de seguranc¸a dinaˆmica.
Isto por que a estabilidade transito´ria esta´ relacionada ao comportamento
dinaˆmico do sistema ele´trico, descrito por equac¸o˜es diferenciais, e as restric¸o˜es
do problema de otimizac¸a˜o sa˜o expresso˜es alge´bricas. Diversos trabalhos tem
buscado a representac¸a˜o mais conveniente para a restric¸a˜o de estabilidade
transito´ria. Estes trabalhos sa˜o comentados a seguir.
Uma das primeiras propostas de determinac¸a˜o das ac¸o˜es de melhoria da
seguranc¸a dinaˆmica por um problema de otimizac¸a˜o e´ de Fonseca e Minussi
[34, 35]. Os autores formularam um problema linear, considerando restric¸o˜es
de estabilidade transito´ria, limites de poteˆncia ativa gerada em cada ma´quina
e o balanc¸o total de poteˆncia no sistema, sem considerar as restric¸o˜es da rede
ele´trica. A restric¸a˜o de estabilidade foi formulada a partir da expressa˜o
de margem de seguranc¸a fornecida pelo me´todo SLEP. Nesta formulac¸a˜o e´
gerado um grande nu´mero de restric¸o˜es por contingeˆncia analisada.
Decker e Castro [5, 36] formularam um problema de otimizac¸a˜o no qual
as contingeˆncias mais severas sa˜o consideradas simultaneamente, com apenas
uma restric¸a˜o por contingeˆncia. Cada restric¸a˜o de estabilidade e´ formulada a
partir da margem de seguranc¸a fornecida pelo me´todo SLEP e por coeficien-
tes de sensibilidade, obtidos a partir do equivalente ma´quina barra-infinita.
A proposta de Decker e Castro e´ dependente de um me´todo de avaliac¸a˜o
da estabilidade que fornec¸a uma expressa˜o anal´ıtica para a margem de se-
guranc¸a e, por utilizar o me´todo SLEP, possui limitac¸o˜es de modelagem. O
problema de otimizac¸a˜o formulado considera o balanc¸o total de poteˆncia no
sistema, na˜o considerando as restric¸o˜es de rede ele´trica. Uma implementac¸a˜o
deste problema utilizando programac¸a˜o linear e quadra´tica, solucionada com
o pacote computacional OSL, foi desenvolvida por Costa [41].
O problema de definic¸a˜o do redespacho de seguranc¸a proposto por Fouad
e Jianzhong [4] minimiza o desvio do ponto inicial e, ale´m da restric¸a˜o de
estabilidade transito´ria, considera a rede ele´trica e a limitac¸a˜o do fluxo nas
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linhas. A restric¸a˜o de estabilidade transito´ria e´ formulada com coeficientes
de sensibilidade da margem de energia, sendo a expressa˜o para a margem
fornecida por um me´todo direto (que na˜o permite liberdade de modelagem).
Apenas a pior contingeˆncia e´ considerada a cada iterac¸a˜o.
Na proposta de Bettiol [42] a selec¸a˜o das contingeˆncias cr´ıticas e a quan-
tificac¸a˜o da poteˆncia total a ser redespachada e´ definida pelo me´todo SIME.
O redespacho para as ma´quinas cr´ıticas, cuja gerac¸a˜o deve ser reduzida, e´ de-
finido por um conjunto de regras descritas em [43]. A relocac¸a˜o de poteˆncia
nas ma´quinas na˜o cr´ıticas, cuja gerac¸a˜o e´ aumentada, e´ definida atrave´s de
um fluxo de poteˆncia o´timo convencional, garantindo assim que a relocac¸a˜o
respeitara´ algumas restric¸o˜es do sistema ele´trico.
La Scala [37] propoˆs um algoritmo no qual o redespacho de seguranc¸a
dinaˆmica e´ definido por um problema de otimizac¸a˜o na˜o-linear que preserva a
liberdade de modelagem da simulac¸a˜o no tempo. Nesta proposta as equac¸o˜es
alge´brico-diferenciais que descrevem o sistema ele´trico sa˜o discretizadas em
um nu´mero pre´-definido de passos de integrac¸a˜o e inclu´ıdas no problema de
otimizac¸a˜o como restric¸o˜es de igualdade. Restric¸o˜es de desigualdade definem
um domı´nio no qual as trajeto´rias do sistema devem permanecer para garantir
a estabilidade transito´ria. A func¸a˜o objetivo do problema e´ composta por
um termo de minimizac¸a˜o do custo de gerac¸a˜o e um termo que penaliza
a violac¸a˜o da seguranc¸a. A discretizac¸a˜o do sistema alge´brico-diferencial
gera um problema na˜o-linear de porte muito grande, especialmente se forem
consideradas simultaneamente va´rias contingeˆncias.
Nos trabalhos mencionados a estabilidade transito´ria foi modelada, ba-
sicamente, de duas formas: por expresso˜es que utilizam coeficientes de sen-
sibilidade da margem de seguranc¸a atual em relac¸a˜o a` poteˆncia gerada em
cada ma´quina, ou por expresso˜es alge´bricas resultantes da discretizac¸a˜o do
sistema alge´brico-diferencial que modela o sistema ele´trico. Os me´todos que
utilizam coeficientes de sensibilidade sa˜o dependentes de uma expressa˜o para
a margem de seguranc¸a. Conforme comentado no Cap´ıtulo 2, os me´todos
diretos (que fornecem tal expressa˜o de margem) possuem limitac¸a˜o de mo-
delagem. Os me´todos baseados na discretizac¸a˜o das equac¸o˜es diferenciais,
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por sua vez, na˜o possuem limitac¸a˜o de modelagem, mas geram um problema
na˜o-linear de porte muito grande.
Nas sec¸o˜es seguintes propo˜e-se a definic¸a˜o do redespacho de seguranc¸a
atrave´s de um problema de otimizac¸a˜o com restric¸o˜es de estabilidade tran-
sito´ria. Nesta proposta procurou-se conciliar a liberdade de modelagem pro-
porcionada pela simulac¸a˜o no tempo com o bom desempenho dos redespachos
calculados com base em coeficientes de sensibilidade.
3.3 Estrutura da metodologia proposta
A partir da estrutura de ana´lise da seguranc¸a dinaˆmica apresentada e
discutida no Cap´ıtulo 2, propomos a estrutura ilustrada na Figura (3.1).
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Figura 3.1: Ana´lise da seguranc¸a dinaˆmica com redespanho por otimizac¸a˜o
Nas etapas de selec¸a˜o, simulac¸a˜o e ana´lise de contingeˆncias, a metodo-
logia ilustrada na Figura (3.1) e´ identica e utiliza os mesmos me´todos que
a metodologia mostrada na Figura (2.5). Apo´s a selec¸a˜o das contingeˆncias
mais severas atrave´s de um me´todo ra´pido de avaliac¸a˜o da estabilidade, estas
sa˜o simuladas no domı´nio do tempo empregando modelagem detalhada. A
ana´lise das simulac¸o˜es, atrave´s do me´todo SIME, determina uma margem
de seguranc¸a para cada contingeˆncia. As contingeˆncias com margem inferior
a` mı´nima especificada sa˜o selecionadas e inclu´ıdas em um procedimento de
melhoria da seguranc¸a .
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A inovac¸a˜o da metodologia ilustrada na Figura (3.1) em relac¸a˜o a` metodo-
logia da Figura (2.5) esta´ na definic¸a˜o das ac¸o˜es de de melhoria da seguranc¸a
por um problema de fluxo de poteˆncia o´timo com restric¸o˜es de estabilidade
transito´ria. A formulac¸a˜o deste problema e´ apresentada nas sec¸o˜es seguintes.
3.4 Fluxo de poteˆncia o´timo com restric¸o˜es
de estabilidade transito´ria
Um fluxo de poteˆncia o´timo convencional e´ um problema de otimizac¸a˜o
formado por restric¸o˜es de igualdade que impo˜em o balanc¸o de poteˆncia ativa
e reativa nas nb barras do sistema e restric¸o˜es de desigualdade que impo˜em
os limites f´ısicos e operacionais, como os limites de mo´dulo da tensa˜o nas
barras, limites de poteˆncia ativa e reativa gerada nos ng geradores e limites
de fluxo nas nl linhas de transmissa˜o. A func¸a˜o objetivo expressa diversos
interesses, por exemplo, a minimizac¸a˜o do custo de gerac¸a˜o, a minimizac¸a˜o de
perdas nas linhas ou a maximizac¸a˜o da transfereˆncia de poteˆncia. O seguinte
problema e´ um exemplo de fluxo de poteˆncia o´timo:
minimize f0(Vm, θ, Pg, Qg)
sujeito a Pi(Vm, θ) + Pli − Pgi = 0 i = 1, . . . , nb
Qi(Vm, θ) + Qli −Qgi = 0 i = 1, . . . , nb
Vmi ≤ Vmi ≤ Vmi i = 1, . . . , nb
Pgi ≤ Pgi ≤ Pgi i = 1, . . . , ng
Qgi ≤ Qgi ≤ Qgi i = 1, . . . , ng
Ti ≤ Ti(Vm, θ) ≤ Ti i = 1, . . . , nl,
(3.1)
onde a func¸a˜o objetivo f0 : R
n → R pode representar, por exemplo, perdas
nas linhas de transmissa˜o ou custo de gerac¸a˜o de poteˆncia ativa, nb, nl e ng
sa˜o, respectivamente, o nu´mero de barras, de linhas e de geradores do sistema;
Vm ∈ Rnb e θ ∈ Rnb sa˜o o mo´dulo e o aˆngulo da tensa˜o nas barras, Pg ∈ Rng
e Qg ∈ Rng sa˜o as poteˆncias ativa e reativa geradas, Pl ∈ Rnb e Ql ∈ Rnb sa˜o
as cargas ativas e reativas, Pi e Qi sa˜o as poteˆncias ativa e reativa calculadas
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na i-e´sima barra e T ∈ Rnl e´ o fluxo nas linhas de transmissa˜o. Os termos
com barras inferiores e superiores indicam respectivamente limites mı´nimos
e ma´ximos para as varia´veis correspondentes.
A proposta deste trabalho e´ definir as ac¸o˜es de melhoria da seguranc¸a
atrave´s de um problema de fluxo de poteˆncia o´timo, de forma que o ponto
definido pelo redespacho de seguranc¸a satisfac¸a tambe´m algumas restric¸o˜es
de regime permanente do sistema ele´trico. Para isto inclui-se, no fluxo de
poteˆncia o´timo convencional, uma restric¸a˜o de estabilidade transito´ria ex-
pressa pela margem de seguranc¸a de cada contingeˆncia apo´s o redespacho.
Restric¸a˜o de estabilidade transito´ria. Expressar a estabilidade tran-
sito´ria atrave´s de uma margem de seguranc¸a apo´s o redespacho apresenta o
grande atrativo de permitir que apenas uma restric¸a˜o por contingeˆncia seja
incorporada ao problema de otimizac¸a˜o. Esta proposta foi desenvolvida por
Decker e Castro [5].
A restric¸a˜o para representar a estabilidade transito´ria determina que apo´s
o redespacho a margem de seguranc¸a para cada contingeˆncia seja igual ou
superior a` margem mı´nima especificada para o sistema. Seja ηrk a margem de
seguranc¸a para a k-e´sima contingeˆncia apo´s o redespacho e ηmin a margem de
seguranc¸a mı´nima estabelecida para o sistema. A restric¸a˜o de estabilidade
impo˜e:
ηrk ≥ ηmin (3.2)
para todas as contingeˆncias sob ana´lise. A formulac¸a˜o desta restric¸a˜o a partir
das trajeto´rias obtidas por simulac¸a˜o sera´ discutida na sec¸a˜o seguinte.
Func¸a˜o objetivo. Por se considerar que o ponto de operac¸a˜o foi definido
otimizando algum crite´rio, o redespacho de seguranc¸a deve alterar o mı´nimo
poss´ıvel este ponto, de forma a comprometer o mı´nimo poss´ıvel a eficieˆncia da
operac¸a˜o. Ale´m disto, por serem formuladas atrave´s de coeficientes de sensi-
bilidade, as restric¸o˜es de estabilidade sa˜o precisas apenas em uma vizinhanc¸a
do ponto para o qual tais coeficientes foram determinados.
Como as ac¸o˜es de seguranc¸a consideradas neste trabalho sa˜o do tipo re-
despacho de gerac¸a˜o ativa, a func¸a˜o objetivo adotada no FPO com restric¸o˜es
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de seguranc¸a minimiza o desvio da poteˆncia ativa gerada, e possui a forma:
f0(∆Pg) =
ng∑
i=1
(
1
αi
∆Pgi
)2
, (3.3)
sendo ∆Pgi a variac¸a˜o na gerac¸a˜o de poteˆncia ativa do i-e´simo gerador e
αi um coeficiente de ponderac¸a˜o associado ao i-e´simo gerador, discutido a
seguir.
O coeficiente αi e´ definido considerando a sensibilidade da margem de
seguranc¸a para todas as contingeˆncias - ηT , a` variac¸a˜o da poteˆncia gerada na
i-e´sima ma´quina [36]:
αi =
(
d ηT
d ∆Pgi
)
. (3.4)
A margem de seguranc¸a total ηT e´ definida como:
ηT =
nc∑
k=1
ηk, (3.5)
sendo nc o nu´mero de contingeˆncias consideradas no redespacho. A margem
total pode ser expressa pela expansa˜o de Taylor em torno do ponto atual:
ηT =
nc∑
k=1
[
η0k + Sk Γki∆Pgi
]
, (3.6)
onde Γki assume o valor 0 ou 1, identificando se a ma´quina i pertence ao
conjunto cr´ıtico da k-e´sima contingeˆncia. Com esta expressa˜o, o coeficiente
αi pode ser escrito como:
αi =
nc∑
k=1
−Γki S. (3.7)
Com a func¸a˜o objetivo (3.3) e incluindo a restric¸a˜o de estabilidade (3.22)
ao fluxo de poteˆncia o´timo (3.1), o problema de redespacho de seguranc¸a
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proposto e´:
minimize
∑ng
i=1
(
1
αi
∆Pgi
)2
sujeito a Pi(Vm, θ) + Pli − Pgi = 0 i = 1, . . . , nb
Qi(Vm, θ) + Qli −Qgi = 0 i = 1, . . . , nb
Vmi ≤ Vmi ≤ Vmi i = 1, . . . , nb
Pgi ≤ Pgi ≤ Pgi i = 1, . . . , ng
Qgi ≤ Qgi ≤ Qgi i = 1, . . . , ng
Ti ≤ Ti(Vm, θ) ≤ Ti i = 1, . . . , nl
ηri ≥ ηmin i = 1, . . . , nc.
(3.8)
3.5 Modelagem das restric¸o˜es de estabilidade
transito´ria
A restric¸a˜o de estabilidade transito´ria incorporada ao problema (3.8) es-
tabelece que a margem de seguranc¸a de cada contingeˆncia apo´s o redespacho
ηrk seja superior a` margem mı´nima ηmin. Ou seja:
ηrk ≥ ηmin, k = 1, . . . , nc. (3.9)
Nesta sec¸a˜o discute-se a obtenc¸a˜o de uma expressa˜o para a margem de
seguranc¸a apo´s o redespacho ηr a partir da simulac¸a˜o no domı´nio do tempo
do sistema ele´trico utilizando modelagem detalhada.
Tendo sido determinada uma margem de seguranc¸a para uma contingeˆncia,
a margem de seguranc¸a apo´s o redespacho pode ser formulada atrave´s de
coeficientes de sensibilidade de primeira e segunda ordem, S e S ′, respectiva-
mente. Seguindo a refereˆncia [5], define-se os coeficientes de sensibilidade da
margem de seguranc¸a da k-e´sima contingeˆncia em relac¸a˜o a` poteˆncia ativa
gerada como:
Sk =
dηk
dPm
(3.10) S ′k =
d2ηk
dP 2m
, (3.11)
sendo ηk a margem de seguranc¸a da i-e´sima contingeˆncia e Pm a poteˆncia total
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gerada no conjunto de ma´quinas cr´ıticas (geradores que sofrera˜o reduc¸a˜o de
gerac¸a˜o). 1
Utilizando os coeficientes de sensibilidade, a margem apo´s o redespacho
ηr pode ser estimada pela expansa˜o em se´rie de Taylor da margem atual η:
ηr = η + S ∆Pm +
1
2
S ′ ∆P 2m, (3.12)
onde ∆Pm e´ a variac¸a˜o de gerac¸a˜o ativa no conjunto de ma´quinas cr´ıticas.
De (3.9) e (3.12), a restric¸a˜o que impo˜e a margem mı´nima para cada
contingeˆncia apo´s o redespacho e´:
1
2
S ′ ∆P 2m + S ∆Pm + (η − ηmin) ≥ 0. (3.13)
Para formular a restric¸a˜o de estabilidade transito´ria associada a cada
contingeˆncia (3.13) e´ necessa´rio:
• obter um valor para a margem de seguranc¸a atual η;
• obter os coeficientes de sensibilidade S e S ′, o que implica a disponi-
bilidade de uma expressa˜o anal´ıtica (que possa ser derivada) para a
margem de seguranca.
Em [44], Decker e Vanti propuseram a definic¸a˜o do redespacho atrave´s
de um fluxo de poteˆncia o´timo formulado como (3.8), no qual a restric¸a˜o
de estabilidade e´ formulada pela expansa˜o em se´rie de Taylor da margem
atual, utilizando coeficientes de sensibilidade. No entanto, nos experimen-
tos computacionais expostos em [44], foi empregada modelagem simplificada
para o sistema ele´trico. Pode-se assim utilizar as margens de seguranc¸a e os
coeficientes de sensibilidade fornecidos pelo me´todo SLEP iterativo.
Neste trabalho emprega-se a simulac¸a˜o do sistema ele´trico no domı´nio
do tempo utilizando modelagem detalhada. Visto que nesta situac¸a˜o na˜o e´
poss´ıvel o emprego de um me´todo direto, que fornec¸a margens de seguranc¸a,
1A cada contingeˆncia esta´ associada uma margem de seguranc¸a e um coeficiente de
sensibilidade de primeira e segunda ordem. A partir daqui o sub-´ındice k sera´ omitido
destes termos.
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propo˜e-se a obtenc¸a˜o de uma expressa˜o anal´ıtica para a margem de segu-
ranc¸a η a partir da simulac¸a˜o no tempo, em um procedimento composto das
seguintes etapas:
(i) Simulac¸a˜o da contingeˆncia, com tempo de eliminac¸a˜o da falta tt fixado,
empregando modelagem detalhada para os componentes do sistema;
(ii) Definic¸a˜o, a partir das trajeto´rias obtidas com a simulac¸a˜o, do equiva-
lente ma´quina barra-infinita do sistema ele´trico (OMIB Equivalente);
(iii) Determinac¸a˜o pelo me´todo de mı´nimos quadrados, a partir dos pontos
do OMIB Equivalente, de expresso˜es anal´ıticas para a poteˆncia ele´trica
do OMIB nas configurac¸o˜es pre´-falta, sob-falta e po´s-falta;
(iv) Obtenc¸a˜o de uma expressa˜o anal´ıtica para a margem de seguranc¸a pela
aplicac¸a˜o do crite´rio de a´reas iguais.
Estas etapas sa˜o detalhadas a seguir.
Construc¸a˜o do OMIB Equivalente. A contruc¸a˜o do OMIB Equivalente a
partir das trajeto´rias obtidas com a simulac¸a˜o no tempo baseia-se no me´todo
SIME [28]. Para uma contingeˆncia que conduz a` instabilidade, a construc¸a˜o
do OMIB e´ realizada da seguinte forma:
i. A partir das trajeto´rias obtidas com a simulac¸a˜o no tempo, sa˜o iden-
tificadas as ma´quinas cr´ıticas. Sa˜o consideradas cr´ıticas as ma´quinas
que apresentam um desvio angular superior a um valor especificado.
ii. As ma´quinas cr´ıticas e na˜o cr´ıticas sa˜o agregadas em dois conjuntos,
e sa˜o definidas duas ma´quinas equivalentes, correspondentes a cada
conjunto.
iii. O sistema de duas ma´quinas e´ reduzido a um sistema equivalente
ma´quina barra-infinita.
iv. Sa˜o calculados os paraˆmetros do OMIB Equivalente (poteˆncia mecaˆnica
equivalente, poteˆncia ele´trica equivalente e ine´rcia) e as trajeto´rias (ve-
locidade e aˆngulo).
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Se uma contingeˆncia na˜o conduz a` instabilidade com o tempo de eli-
minac¸a˜o da falta considerado, enta˜o na˜o ocorre a separac¸a˜o das ma´quinas
em dois grupos, de ma´quinas cr´ıticas e na˜o cr´ıticas. Neste caso pode-se ado-
tar um procedimento iterativo de simulac¸a˜o, no qual o tempo de eliminac¸a˜o
da falta e´ aumentado ate´ que se verifique a instabilidade. Uma vez verificada
a instabilidade, a contruc¸a˜o do OMIB Equivalente segue o procedimento ja´
descrito. Este procedimento de identificac¸a˜o das ma´quinas cr´ıticas para as
contingeˆncias esta´veis considera que o conjunto cr´ıtico na˜o se altera com a
variac¸a˜o do tempo de eliminac¸a˜o da falta.
Expresso˜es anal´ıticas para as trajeto´rias do OMIB Equivalente. No
Cap´ıtulo 2 foi discutida a obtenc¸a˜o da margem de seguranc¸a em energia
aplicando-se o crite´rio de a´reas iguais a` curva Pe× δ, curva esta definida pela
dinaˆmica de uma ma´quina ligada a barra-infinita. Se for adotado o modelo
cla´ssico para representar a dinaˆmica da ma´quina, enta˜o a poteˆncia ele´trica
Pe(δ) e´ expressa na forma padra˜o (2.6):
Pe(δ) = Pc + Pmaxsen(δ − ν),
onde os termos Pc, ν sa˜o ilustrados na Figura (2.3).
Na metodologia em desenvolvimento deseja-se obter a margem de segu-
ranc¸a pela aplicac¸a˜o do crite´rio de a´reas iguais ao OMIB Equivalente, obtido
a partir da simulac¸a˜o no tempo utilizando modelagem detalhada. Desta
forma e´ preciso obter expresso˜es anal´ıticas para a poteˆncia ele´trica nas con-
figurac¸o˜es pre´-falta, sob-falta e po´s-falta a partir dos pontos que definem o
OMIB equivalente. O procedimento de obtenc¸a˜o destas expresso˜es e´ descrito
a seguir.
Para representar a poteˆncia ele´trica do OMIB Equivalente adotou-se a
forma polinomial, sendo a ordem n do polinoˆmio escolhida de acordo com a
precisa˜o desejada:
Pe(δ) = c0 + c1δ + c2δ
2 + · · ·+ cnδn. (3.14)
Em experimentos computacionais verificou-se que polinoˆmios de ordem 2
38
representam com precisa˜o suficiente a curva de poteˆncia ele´trica do OMIB.
Para a determinac¸a˜o dos coeficientes ci do polinoˆmio (3.14) a partir dos
pontos do OMIB Equivalente propo˜em-se o cla´ssico me´todo de mı´nimos qua-
drados. Seguindo o me´todo de mı´nimos quadrados, a partir de k + 1 pares
(δi, Pei) conhecidos, com k > n e todos os δi distintos, define-se o res´ıduo:
ri = Pei − Pe(δi), i = 0, . . . , k, (3.15)
ou equivalentemente, dados Pe ∈ Rk+1 e δ ∈ Rk+1, define-se r ∈ Rk+1 como
r = Pe − Pe(δ).
O problema de mı´nimos quadrados consiste na determinac¸a˜o dos coefici-
entes c ∈ Rn+1 tais que o res´ıduo seja mı´nimo. Ou seja:
minimize
c∈Rn+1
∑k
i=0 r
2
i = ‖r‖2 = ‖Pe − Pe(δ)‖2. (3.16)
Definindo-se a matriz U ∈ Rk+1 × Rn+1:
U =


1 δ0 δ
2
0 . . . δ
n
0
1 δ1 δ
2
0 . . . δ
n
1
. . . . . . .
1 δk δ
2
k . . . δ
n
k

 , (3.17)
tem-se Pe(δ) = Uc. Utilizando a definic¸a˜o (4.39), pode-se escrever o res´ıduo
como
r = Pe − Uc,
e consequentemente,
‖r‖2 = (Pe − Uc)t(Pe − Uc).
Com esta notac¸a˜o o problema (3.16) pode ser escrito como:
minimize
c∈Rn+1
(Pe − Uc)t(Pe − Uc). (3.18)
A condic¸a˜o de otimalidade para o problema (3.18) estabelece que uma
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soluc¸a˜o c ∈ Rn satisfaz o sistema linear:
U tUc = U tPe. (3.19)
Esta equac¸a˜o e´ conhecida como equac¸a˜o normal. A matriz U tU possui di-
mensa˜o Rn+1 × Rn+1. Desta forma, a determinac¸a˜o dos coeficientes ci do
polinoˆmio (3.14) pelo me´todo de mı´nimos quadrados consiste na soluc¸a˜o de
um u´nico sistema linear de pequena dimensa˜o.
A partir dos pontos que formam o OMIB Equivalente, com a aplicac¸a˜o
do me´todo de mı´nimos quadrados obte´m-se os coeficientes das expresso˜es
que descrevem a poteˆncia ele´trica do OMIB Equivalente nas configurac¸o˜es
sob-falta e po´s-falta:
Ped(δ) = d0 + d1δ + d2δ
2 + · · ·+ dnδn
Pep(δ) = p0 + c1δ + p2δ
2 + · · ·+ pnδn.
(3.20)
Os coeficientes da expressa˜o para a configurac¸a˜o pre´-falta,
Pe0(δ) = a0 + a1δ + a2δ
2 + · · ·+ anδn, (3.21)
sa˜o estimados com base na configuac¸a˜o po´s-falta. Nesta situac¸a˜o a aplicac¸a˜o
do me´todo de mı´nimos quadrados na˜o e´ poss´ıvel visto que apenas um ponto
do OMIB Equivalente representa o sistema antes da falta.
A Figura (3.2) ilustra os pontos do OMIB Equivalente, obtidos a partir
das trajeto´rias de um sistema ele´trico teste, e as curvas de poteˆncia ele´trica
nas configurac¸a˜o pre´-falta Pe0 , sob-falta Ped e po´s-falta Pep , definidas a partir
dos pontos do OMIB pela aplicac¸a˜o do me´todo de mı´nimos quadrados. Neste
exemplo adotou-se ordem n = 2 para as expresso˜es de poteˆncia ele´trica.
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Figura 3.2: Ilustrac¸a˜o do OMIB Equivalente e curvas de poteˆncia ele´trica
Ca´lculo da margem de seguranc¸a. Uma vez dispon´ıveis as expresso˜es
de poteˆncia ele´trica do OMIB equivalente Pe0, Ped e Pep , e´ poss´ıvel, pela
aplicac¸a˜o do crite´rio de a´reas iguais, determinar uma expressa˜o e calcular a
margem de seguranc¸a. Conforme discutido no Cap´ıtulo 2, pelo crite´rio de
a´reas iguais estendido, a margem de seguranc¸a em energia e´ a diferenc¸a entre
as a´reas acelerante e desacelerante, que correspondem a` energia adquirida
pelo sistema durante a falta e a energia dissipada pelo sistema do instante de
eliminac¸a˜o da falta ate´ ser atingido o ponto de equil´ıbrio insta´vel δu. Estas
a´reas sa˜o ilustradas na Figura (3.3):
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Figura 3.3: Ilustrac¸a˜o do crite´rio de a´reas iguais
onde Pe e Pmeq sa˜o as poteˆncias ele´tricas e mecaˆnicas do OMIB Equivalente;
δ0 e´ o aˆngulo de equil´ıbrio da condic¸a˜o pre´-falta, δt e´ o aˆngulo de eliminac¸a˜o
da falta e δu e´ o aˆngulo de equil´ıbrio insta´vel da condic¸a˜o po´s-falta. As a´reas
acelerante e desacelerante sa˜o denotadas Aace e Ades, respectivamente.
Visando a clareza da ilustrac¸a˜o, a poteˆncia mecaˆnica foi representada
constante na Figura (3.3), mas tanto a poteˆncia ele´trica quanto a poteˆncia
mecaˆnica sa˜o func¸o˜es do tempo e variam com o aˆngulo δ de forma na˜o senoidal
(a menos que seja usado o modelo cla´ssico para representar a dinaˆmica das
ma´quinas).
A margem de seguranc¸a em energia pelo crite´rio de a´reas iguais e´:
η = Ades−Aace =
∫ δt
δ0
(Pmeq(δ))−Ped(δ)dδ−
∫ δt
δ0
(Pep(δ)−Pmeq(δ))dδ. (3.22)
No apeˆndice A, uma expressa˜o anal´ıtica para a margem de seguranc¸a e´
desenvolvida a partir da expressa˜o (3.22) e das expresso˜es (3.20).
Para as contingeˆncias esta´veis a curva Pe × δ do OMIB Equivalente na˜o
atinge o aˆngulo de equil´ıbrio insta´vel δu. Quando a energia adquirida durante
a falta e´ totalmente dissipada, o que no crite´rio de a´reas iguais corresponde
ao equil´ıbrio entre as a´reas acelerante e desacelerante, a curva de poteˆncia
ele´trica po´s-falta Pep retorna, ate´ atingir um ponto de operac¸a˜o esta´vel. Esta
situac¸a˜o e´ ilustrada na Figura (3.4), onde esta´ indicado o aˆngulo de retorno
δr.
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Figura 3.4: Dinaˆmica do OMIB para uma contingeˆncia esta´vel e sua margem
de estabilidade
A margem de estabilidade das contingeˆncia esta´veis, pelo crite´rio de a´reas
iguais, corresponde a` a´rea hachurada na Figura (3.4). Calcula-se esta a´rea
pela extrapolac¸a˜o da curva de poteˆncia ele´trica po´s-falta Pep ate´ a intersecc¸a˜o
com a curva de poteˆncia mecaˆnica equivalente Pmeq, o que permite estimar
o aˆngulo de equil´ıbrio inta´vel δu. Com esta estimativa para o aˆngulo δu, a
margem de seguranc¸a para as contingeˆncias esta´veis e´ calculada por:
η =
∫ δu
δr
(Pep(δ)− Pmeq(δ))dδ. (3.23)
Ca´lculo dos coeficientes de sensibilidade. Para cada contingeˆncia ana-
lisada, os coeficientes de sensibilidade de primeira e segunda ordem S e S ′
foram definidos em (3.10) e (3.11) como a derivada da margem de seguranc¸a
η em relac¸a˜o a` poteˆncia total gerada no conjunto de ma´quinas cr´ıticas Pm:
S =
dη
dPm
(3.24) S ′ =
d2η
dP 2m
. (3.25)
As expresso˜es anal´ıticas para estes coeficientes, obtidas a partir da ex-
pressa˜o anal´ıtica para a margem de seguranc¸a, sa˜o desenvolvidas no Apeˆndice
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A deste texto.
Na sec¸a˜o seguinte o procedimento de formulac¸a˜o das restric¸o˜es de estabi-
lidade transito´ria e definic¸a˜o do redespacho de seguranc¸a atrave´s de um FPO
e´ exemplificado atrave´s de um experimento computacional.
3.6 Experimento computacional
A seguir descreve-se um experimento computacional no qual, a partir de
um ponto inicial que na˜o satisfaz os cr´ıte´rios de estabilidade transito´ria, e´
formulado o problema de redespacho de seguranc¸a. Em [44] foi mostrado um
experimento computacional preliminar no qual avalia-se a presente proposta
de definic¸a˜o do redespacho de seguranc¸a atrave´s de um fluxo de poteˆncia
o´timo. Neste exprerimento, visto que na˜o se dispunha de um me´todo de
obtenc¸a˜o dos coeficientes de sensibilidade a partir da simulac¸a˜o no tempo com
modelagem detalhada, empregou-se os coeficientes fornecidos pelo me´todo
SLEP, utilizando modelagem simplificada para o sistema ele´trico.
No experimento descrito a seguir e´ empregada modelagem detalhada para
os elementos do sistema ele´trico cuja dinaˆmica e´ considerada. Assim, na˜o sa˜o
utilizados coeficientes de sensibilidade fornecidos por um me´todo direto. A
margem de seguranc¸a apo´s o redespacho e´ formulada a partir dos dados da
simulac¸a˜o no domı´nio do tempo, conforme proposto neste cap´ıtulo.
3.6.1 Sistema teste e gerac¸a˜o inicial ativa
O sistema teste considerado e´ constitu´ıdo de 45 barras, 72 linhas de trans-
missa˜o e 10 geradores. A lista de contingeˆncias e´ formada por 122 casos. Os
dados de linha (resisteˆncia, reataˆncia e susceptaˆncia) e os dados de barra
(mo´dulo e aˆngulo das tenso˜es iniciais e carregamento inicial) deste sistema
encontram-se na refereˆncia [36]. A condic¸a˜o inicial e os limites de gerac¸a˜o
ativa deste sistema teste sa˜o mostrados na Tabela (3.1).
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Tabela 3.1: Gerac¸a˜o ativa inicial e limites.
Gerador Barra P 0g (MW) P
max
g (MW) P
min
g (MW)
1 366 1250, 1860, 0,
2 369 215, 260, 0,
3 373 920, 1020, 0,
4 381 1560, 1860, 0,
5 390 1325, 1402, 0,
6 392 90, 111, 60,
7 394 120, 156,3 80,
8 395 241, 312, 200,
9 397 1326, 1402, 0,
10 407 490, 556, 0,
3.6.2 Descric¸a˜o do experimento
A seguir especificamos as etapas que formam este experimento e os pro-
gramas computacionais utilizados em cada fase.
1- Estabelecimento do ponto de operac¸a˜o inicial: A partir da condic¸a˜o de
gerac¸a˜o ativa e das cargas ativas e reativas, sa˜o calculados os valores dos
mo´dulos e aˆngulos da tensa˜o nas barras e os valores do fluxo inicial nas li-
nhas. Nesta etapa foi empregado o programa de ana´lise de redes ANAREDE,
desenvolvido pelo CEPEL.
2- Estabelecimento de uma margem de seguranc¸a mı´nima: Para que o sis-
tema seja considerado seguro, uma margem de seguranc¸a mı´nima deve ser
satisfeita para todas as contingeˆncias sob ana´lise. Neste experimento foi
adotado o valor 0,1 para a margem de seguranc¸a mı´nima.
3- Formac¸a˜o de uma lista de contingeˆncias: A lista de contingeˆncias deve
descrever o tipo, a durac¸a˜o e os elementos do sistema ele´trico envolvidos
em cada contingeˆncia. Neste experimento foram considerados curto-circuitos
trifa´sicos nas barras do sistema, com eliminac¸a˜o da falta pela remoc¸a˜o de um
circuito de transmissa˜o. A lista de contingeˆncias foi gerada automaticamente
pelo programa SLEP Iterativo.
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4- Selec¸a˜o das contingeˆncias cr´ıticas: Utilizando um programa de avaliac¸a˜o
ra´pida da estabilidade transito´ria e empregando modelagem simplificada para
o sistema ele´trico, e´ realizada a selec¸a˜o das contingeˆncias cr´ıticas, cuja ocorreˆncia
possa conduzir a` instabilidade. Neste processo de filtro de contingeˆncias foi
utilizado o programa SLEP Iterativo [38] que, atrave´s de um ca´lculo iterativo
de contingeˆncia esta´veis e insta´veis, fornece o tempo cr´ıtico de eliminac¸a˜o do
defeito. Podem ser selecionadas como cr´ıticas as contingeˆncias cujo tempo
cr´ıtico seja inferior a um tempo de eliminac¸a˜o especificado. Neste experi-
mento foram definidas contingeˆncias cr´ıticas aquelas cujo tempo cr´ıtico de-
terminado pelo SLEP foi inferior a 0,2 segundos.
5- Simulac¸a˜o das contingeˆncias selecionadas: As contingeˆncias seleciona-
das pelo filtro como potencialmente danosas a` seguranc¸a do sistema sa˜o avali-
adas atrave´s de simulac¸a˜o no domı´nio do tempo utilizando modelagem deta-
lhada do sistema ele´trico. Nesta etapa de simulac¸a˜o foi utilizado o programa
SimSP (Simulac¸a˜o de Sistemas de Poteˆncia), desenvolvido na UFSC [45]. Foi
adotado o tempo de eliminac¸a˜o da falta de 0,2 segundos.
6- Ca´lculo do OMIB e dos coeficientes de sensibilidade: Para cada
contingeˆncia simulada no domı´nio do tempo, e´ identificado o conjunto de
ma´quinas cr´ıticas e o conjunto de ma´quinas remanescentes. Com a identi-
ficac¸a˜o destes conjuntos, e´ calculado o OMIB Equivalente do sistema ele´trico.
Considerando este OMIB sa˜o calculados a margem de seguranc¸a e os coefi-
cientes de sensibilidade de primeira e segunda ordem, de acordo com as ex-
presso˜es desenvolvidas no Apeˆndice A. A implementac¸a˜o destes ca´lculos foi
realizada utilizando Matlab.
7- Estabelecimento do problema de redespacho de seguranc¸a: Com as mar-
gens de seguranc¸a e os coeficientes de sensibilidade, sa˜o definidas as restric¸o˜es
de estabilidade transito´ria, de acordo com a expressa˜o (3.13). Formula-se
enta˜o o problema completo de redespacho de poteˆncia ativa (3.8). Este pro-
blema de otimizac¸a˜o foi implementado em Matlab e solucionado pelo algo-
ritmo primal-dual de pontos interiores, descrito no Cap´ıtulo 6.
8- Reavaliac¸a˜o Para que se possa concluir sobre a seguranc¸a do sistema
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no novo ponto de operac¸a˜o, e´ realizada uma avaliac¸a˜o ra´pida da estabilidade
transito´ria, utilizando o programa SLEP Iterativo. O processo de definic¸a˜o
de redespacho e reavaliac¸a˜o da seguranc¸a e´ mantido ate´ que no ponto de
operac¸a˜o determinado o sistema seja seguro para todas as contingeˆncias de-
finidas.
A aplicac¸a˜o ao problema teste dos passos citados e´ descrita a seguir:
Filtro de contingeˆncias. A partir da condic¸a˜o de gerac¸a˜o ativa mostrada
na Tabela (3.1), com o programa SLEP Iterativo faz-se a avaliac¸a˜o ra´pida
da estabilidade transito´ria. Foram avaliadas as 122 contingeˆncias geradas
automaticamente pelo SLEP Iterativo. Na Tabela (3.2) sa˜o listadas, por
ordem crescente de tempo cr´ıtico, as sete contingeˆncias mais cr´ıticas. Por
esta tabela seleciona-se para avaliac¸a˜o detalhada as contingeˆncias cujo tempo
cr´ıtico de eliminac¸a˜o e´ inferior a 0,2 segundos.
Tabela 3.2: Contingeˆncias cr´ıticas para a gerac¸a˜o inicial.
Contingeˆncia Linha retirada Tempo Cr´ıt. (s)
1 374∗ - 375 0,1456
2 408∗ - 414 0,1456
3 370 - 408∗ 0,1694
4 371 - 374∗ 0,1781
5 372 - 374∗ 0,1794
6 374∗ - 433 0,1806
7 396∗ - 437 0,2281
O sinal ∗ indica a barra onde ocorre o curto-circuito.
Ca´lculo dos coeficientes de sensibilidade. As contingeˆncias cr´ıticas sele-
cionadas na etapa anterior sa˜o simuladas. A partir das trajeto´rias fornecidas
pela simulac¸a˜o, identifica-se o conjunto de ma´quinas cr´ıticas e calcula-se o
OMIB equivalente. Pelas expresso˜es desenvolvidas no Apeˆndice A, calcula-se
os coeficientes de sensibilidade de primeira e segunda ordem, S e S ′, respec-
tivamente. A Tabela (3.3) a seguir mostra o conjunto de maquinas cr´ıticas e
os valores de coeficientes de sensibilidade para cada contingeˆncia simulada.
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Tabela 3.3: Conjunto cr´ıtico, margem e coeficientes de sensibilidade.
Contingeˆncia Conj. Cr´ıt. η S S’
1 3 -2,296 -0,385 0,7489
2 10 -1,353 -0,563 1,097
3 10 -1,006 -1,009 1,473
4 3 -0,540 -0,543 0,318
5 3 -0,520 -0,539 0,293
6 3 -0,452 -0,532 0,288
Formulac¸a˜o das restric¸o˜es de estabilidade transito´ria. Com os valores
mostrados na Tabela (3.3), formula-se as seguintes restric¸o˜es de estabilidade
transito´ria:
0, 374 ∆Pm2 − 1, 385 ∆Pm− 2, 296 ≥ 0
0, 559 ∆Pm2 − 0, 563 ∆Pm− 1, 353 ≥ 0
0, 737 ∆Pm2 − 1, 009 ∆Pm− 1, 006 ≥ 0
0, 159 ∆Pm2 − 0, 543 ∆Pm− 0, 540 ≥ 0
0, 147 ∆Pm2 − 0, 539 ∆Pm− 0, 520 ≥ 0
0, 144 ∆Pm2 − 0, 532 ∆Pm− 0, 452 ≥ 0.
(3.26)
Formulac¸a˜o da func¸a˜o objetivo. A func¸a˜o de mı´nimo desvio (3.3) e´ for-
mulada considerando os coeficientes αi associados a cada gerador. O ca´lculo
destes coeficientes e´ descrito a seguir.
Observe-se que se a i-e´sima ma´quina na˜o faz parte do conjunto cr´ıtico
para nenhuma contingeˆncia, enta˜o, Γki = 0 para todo k. Neste caso, define-
se o coeficiente de ponderac¸a˜o αi = 1.
Para o exemplo, nesta primeira iterac¸a˜o, apenas as ma´quinas 3 (barra
373) e 10 (barra 407) fazem parte dos conjuntos cr´ıticos das 6 contingeˆncias
consideradas. Utilizando a expressa˜o (3.7), e visto que a ma´quina 3 faz parte
do conjunto cr´ıtico das contingeˆncias 1, 4, 5 e 6, tem-se
α3 = S1 + S4 + S5 + S6
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e visto que a ma´quina 10 faz parte do conjunto cr´ıtico da contingeˆncia 2 e 3,
α10 = S2 + S3.
Com os coeficientes de sensibilidade mostrados na Tabela (3.3), calcula-se
α3 = 2, 000 e α10 = 1, 572. Formula-se assim a seguinte func¸a˜o objetivo
nesta primeira iterac¸a˜o do problema em teste:
f0(∆Pg) = ∆Pg
2
1 + ∆Pg
2
2 + 0, 5 ∆Pg
2
3 + ∆Pg
2
4 + ∆Pg
2
5+
∆Pg26 + ∆Pg
2
7 + ∆Pg
2
8 + ∆Pg
2
9 + 0, 636 ∆Pg
2
10.
(3.27)
Formulac¸a˜o do problema de otimizac¸a˜o. Com a func¸a˜o objetivo e as
restric¸o˜es de estabilidade mostradas, e sendo ηmin = 0, o problema de redes-
pacho de seguranc¸a formulado na primeira iterac¸a˜o e´:
minimize f0(∆Pg) =
∑10
i=1
(
1
αi
∆Pgi
)2
sujeito a
0, 374 ∆Pm2 − 1, 385 ∆Pm− 2, 296 ≥ 0
0, 559 ∆Pm2 − 0, 563 ∆Pm− 1, 353 ≥ 0
0, 737 ∆Pm2 − 1, 009 ∆Pm− 1, 006 ≥ 0
0, 159 ∆Pm2 − 0, 543 ∆Pm− 0, 540 ≥ 0
0, 147 ∆Pm2 − 0, 539 ∆Pm− 0, 520 ≥ 0
0, 144 ∆Pm2 − 0, 532 ∆Pm− 0, 452 ≥ 0
Pi(Vm, θ) + Pli − Pgi = 0 i = 1, . . . , 45
Qi(Vm, θ) + Qli −Qgi = 0 i = 1, . . . , 45
0, 9 ≤ Vmi ≤ 1, 1 i = 1, . . . , 45
Pgi ≤ Pgi ≤ Pgi i = 1, . . . , 10
Qgi ≤ Qgi ≤ Qgi i = 1, . . . , 10
Ti ≤ Ti(Vm, θ) ≤ Ti i = 1, . . . , 72.
(3.28)
Redespacho de gerac¸a˜o ativa determinado. A soluc¸a˜o do problema
(3.28) definiu, nesta primeira iterac¸a˜o, o seguinte redespacho de gerac¸a˜o
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ativa:
Tabela 3.4: Primeiro redespacho de gerac¸a˜o.
Pg1 (p.u.) ∆Pg (p.u) Qg1 (p.u)
12,886 0,386 -0,562
2,545 0,395 -0,321
7,182 -2,018 0,750
15,984 0,384 -1,065
13,612 0,362 -2,926
1,100 0,200 0,401
1,560 0,395 0,430
2,805 0,395 0,708
13,641 0,381 0,600
3,763 -1,137 0,444
O novo ponto de operac¸a˜o, determinado pelo fluxo de poteˆncia o´timo com
restric¸o˜es de estabilidade transito´ria, foi avaliado quanto a` sua estabilidade
pelo programa SLEP iterativo. Nesta avaliac¸a˜o foram indicadas com tempo
cr´ıtico inferior a 0,2 segundos as contingeˆncias mostradas na Tabela (3.5), a
seguir.
Tabela 3.5: Contingeˆncias cr´ıticas apo´s o primeiro redespacho.
Contingeˆncia Linha retirada Tempo Cr´ıt. (s)
1 380 - 396∗ 0,1806
3 367 - 396∗ 0,1856
A simulac¸a˜o e ana´lise das contingeˆncias cr´ıticas mostradas na Tabela (3.5)
resultaram na identificac¸a˜o do conjunto cr´ıtico e no ca´lculo dos coeficientes
mostrados na Tabela (3.6), a seguir.
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Tabela 3.6: Segunda iterac¸a˜o: conj. cr´ıtico, margem e coeficientes.
Contingeˆncia Conj. Cr´ıt. η S S’
1 6, 7 e 8 -1,4912 -0,690 0,6542
2 6, 7 e 8 -0,9305 -0,6232 0,3794
O redespacho de poteˆncia definido para este conjunto de contingeˆncias
resultou na condic¸a˜o de gerac¸a˜o mostrada na Tabela (3.7), a seguir.
Tabela 3.7: Segundo redespacho de gerac¸a˜o ativa ∆Pg.
Pg2 (p.u.) ∆Pg (p.u) Qg2 (p.u)
13,115 0,290 -0,3667
2,600 0,055 -0,245
7,398 0,216 0,748
16,204 0,220 -0,476
13,853 0,221 -2,877
0,657 -0,442 0,380
1,113 -0,447 0,429
2,367 -0,438 0,718
13,862 0,221 0,512
3,990 0,227 0,468
Para o ponto definido por este redespacho o sistema tornou-se seguro, ou
seja, a avaliac¸a˜o ra´pida da estabilidade realizada pelo SLEP indicou todas as
contingeˆncias com tempo cr´ıtico superior a 0,2 segundos. Assim, o processo
iterativo de avaliac¸a˜o da estabilidade e definic¸a˜o do redespacho de seguranc¸a
foi finalizado.
Considera-se que o resultado deste experimento foi satisfato´rio e a meto-
dologia proposta apresenta viabilidade de aplicac¸a˜o. Testes com sistemas de
maior dimensa˜o, nos quais o comportamento dinaˆmico seja mais complexo
sa˜o necessa´rios.
51
3.7 Concluso˜es
Neste cap´ıtulo foram discutidas as metodologias de definic¸a˜o de seguranc¸a
dinaˆmica. Dentre as propostas estudadas destacam-se aquelas nas quais o
redespacho e´ definido por um problema de otimizac¸a˜o. A formulac¸a˜o por
otimizac¸a˜o e´ considerada adequada a` definic¸a˜o da melhoria da seguranc¸a por
possibilitar a definic¸a˜o de um redespacho de seguranc¸a que altera o mı´nimo
poss´ıvel a condic¸a˜o de operac¸a˜o do sistema e no qual diversas pra´ticas e
interesses da operac¸a˜o podem ser inclu´ıdas.
Na representac¸a˜o da estabilidade transito´ria, os me´todos baseados em
margens de seguranc¸a foram considerados os mais adequados devido a` possi-
bilidade de representar o fenoˆmeno dinaˆmico da estabilidade atrave´s de uma
u´nica restric¸a˜o alge´brica. Atrave´s de coeficientes de sensibilidade expressa-se
a restric¸a˜o de estabilidade atrave´s da margem de seguranc¸a apo´s o redespa-
cho. Com esta formulac¸a˜o o problema de otimizac¸a˜o gerado e´ de pequeno
porte. Na proposta apresentada a restric¸a˜o de margem foi formulada atrave´s
de coeficientes de sensibilidade, sendo tais coeficientes obtidos a partir da si-
mulac¸a˜o no tempo, ou seja, nao se impoˆs limitac¸o˜es de modelagem do sistema
ele´trico.
Um experimento foi inclu´ıdo para fins de validac¸a˜o da proposta e o resul-
tado obtido foi satisfato´rio.
Cap´ıtulo 4
Algoritmos de pontos interiores
para programac¸a˜o linear e suas
aplicac¸o˜es ao fluxo de poteˆncia
o´timo
4.1 Introduc¸a˜o
O objetivo deste cap´ıtulo e´ discutir os algoritmos de pontos interiores
primais-duais que seguem a trajeto´ria central, com eˆnfase em suas carac-
ter´ısticas essencias. Buscou-se evidenciar o funcionamento de cada algoritmo
pela forma como os iterandos seguem a trajeto´ria central, caracterizando
cada passo como uma combinac¸a˜o de direc¸o˜es, restrito a uma vizinhanc¸a
especificada da trajeto´ria central. Os algoritmos sa˜o apresentados no for-
mato como foram desenvolvidos, ou seja, para programac¸a˜o linear e aspectos
de implementac¸a˜o, que visam aumentar a sua eficieˆncia, na˜o sa˜o discutidos.
O estudo realizado esta´ restrito aos algoritmos que foram, ate´ a presente
data, aplicados a` soluc¸a˜o do problema de fluxo de poteˆncia o´timo (FPO).
Na segunda parte do cap´ıtulo expo˜e-se a aplicac¸a˜o dos algoritmos de pontos
interiores para o problema na˜o-linear de FPO e comenta-se os experimentos
computacionais realizados por diversos autores.
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4.2 Algoritmos de trajeto´ria central para pro-
gramac¸a˜o linear
Nesta sec¸a˜o descreve-se os algoritmos de pontos interiores primais-duais
que seguem a trajeto´ria central que foram utilizados na soluc¸a˜o do pro-
blema de fluxo de poteˆncia o´timo. Apresenta-se a estrutura geral dos al-
goritmos primais-duais de trajeto´ria central, do algoritmo preditor-corretor,
do preditor-corretor de Mehrotra e do algoritmo de passo mais longo. Este
desenvolvimento segue principalmente a refereˆncia [46]. Outras refereˆncias
sa˜o indicadas ao longo do texto quando necessa´rio.
O problema. Consideramos o problema de programac¸a˜o linear no formato
padra˜o:
minimize cTx
sujeito a Ax = b
x ≥ 0
(4.1)
onde x e c ∈ Rn, b ∈ Rm e A ∈ Rm×n e´ uma matriz de posto m, m ≤ n.
Associado ao problema (4.1), que chamaremos problema primal, esta´ o
seguinte problema dual:
maximize bTy
sujeito a ATy + s = c
s ≥ 0
(4.2)
onde y ∈ Rm e s ∈ Rn. As varia´veis x sa˜o chamadas varia´veis primais e y e
s sa˜o chamadas varia´veis duais. No formato primal-dual, tem-se o seguinte
problema: Encontre (x, y, s) tal que: 1
AT y + s = c
Ax = b
x s = 0
x, s > 0.
(4.3)
1Denota-se a b o vetor em que cada componente o e´ produto, componente a componente,
de dois vetores a e b.
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Definic¸o˜es.
Associados ao problema primal-dual definem-se o conjunto dos pontos
via´veis V , o conjunto dos pontos estritamente via´veis, ou pontos interiores,
V0, o conjunto das soluc¸o˜es o´timas S e das soluc¸o˜es o´timas estritas S 0:
V := {(x, y, s)|Ax = b, ATy + s = c, x, s ≥ 0}, (4.4)
V0 := {(x, y, s)|Ax = b, ATy + s = c, x, s > 0}, (4.5)
S := {(x, y, s) ∈ V|x s = 0}, (4.6)
S0 := {(x, y, s) ∈ S|x + s > 0}. (4.7)
Direc¸o˜es via´veis: Pelas equac¸o˜es Ax = b e AT y + s = c veˆ-se que as
direc¸o˜es dx e ds calculadas a partir de (x, y, s) ∈ V0 sa˜o direc¸o˜es via´veis se
dx ∈ N (A) e ds ∈ R(AT ).
Gap de dualidade: Dada uma soluc¸a˜o primal-dual via´vel (x, y, s) tem-se:
Ax = b e ATy + s = c. O gap de dualidade e´ definido por
cT x− bTy
e seu valor sera´ nulo se (x, y, s) for soluc¸a˜o o´tima. Por substituic¸a˜o mostra-se
que se (x, y, s) ∈ V , enta˜o
xTs = cTx− bT y, (4.8)
isto e´, xTs e´ o valor do gap de dualidade, e deve ser reduzido a zero.
A trajeto´ria central C e´ uma curva formada por pontos estritamente
via´veis, chamados pontos centrais, parametrizada por um escalar µ > 0.
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Dado µ > 0, cada ponto (xµ, yµ, sµ) ∈ C soluciona o sistema:
AT y + s = c
Ax = b
xs = µe,
(x, s) > 0,
(4.9)
onde e denota o vetor com componentes unita´rias, de dimensa˜o apropriada.
Mede-se a proximidade de um ponto interior (x, y, s) ∈ V 0 ao ponto da
trajeto´ria central (xµ, yµ, sµ) associado a dado µ > 0 por:
δ(x, s, µ) :=
∥∥∥∥x sµ − e
∥∥∥∥ . (4.10)
Uma medida de proximidade δ(x, s, µ) < α, com α ∈ (0, 0.5), indica que
(x, y, s) esta´ perto (em uma vizinhanc¸a) do ponto central associado a µ.
Frequentemente sa˜o dados x e s e procura-se um valor de µ tal que
δ(x, s, µ) seja pequeno. Assim, dado (x, y, s) ∈ V0, define-se a seguinte me-
dida de proximidade:
δ(x, s) = min
µ>0
∥∥∥∥x sµ − e
∥∥∥∥ . (4.11)
A soluc¸a˜o deste problema resulta no valor de µ o´timo:
µ(x, s)∗ =
‖xs‖2
xTs
. (4.12)
O valor de µ mais utilizado (bastante pro´ximo de (4.12)) e´ o minimizador
de
δ(x, s) := min
µ
‖xs− µe‖,
dado por
µ(x, s) =
xT s
n
. (4.13)
Observe que n µ(x, s) e´ o valor do gap de dualidade e portanto quer-se
fazer µ → 0.
56
A vizinhanc¸a da trajeto´ria central com raio α e´ definida por:
N (α) := {(x, s) ∈ V0 | δ(x, s, µ) ≤ α, para algum µ > 0}. (4.14)
As vizinhanc¸as mais importantes sa˜o as chamadas norma-2, definida por:
N2(α) := {(x, y, s) ∈ V0 |
∥∥∥∥xsµ − e
∥∥∥∥
2
≤ α, µ > 0} (4.15)
e a vizinhanc¸a ”menos-infinito”, definida por:
N−∞(α) := {(x, y, s) ∈ V0 | xs
µ
≥ (1− α)e}. (4.16)
com α ∈ (0, 1). Para valores pequenos para (1 − α) (o valor t´ıpico e´ 10−3),
N−∞ pode englobar quase toda regia˜o V0. Assim N−∞ e´ um conjunto muito
maior que N2. Temos N−∞ ⊃ N∞ ⊃ N2.
A Figura 4.1 ilustra as definic¸o˜es de trajeto´ria central C e de vizinhanc¸as:
PSfrag replacements
C
N2
N−∞
V0
Figura 4.1: Exemplo de trajeto´ria central e vizinhanc¸as N2 e N−∞
Hipo´tese. O problema (4.1) satisfaz:
V0 6= ∅,
ou seja, existem pontos interiores.
Pelo teorema de Goldman-Tucker, a complementaridade estrita (S 0 6= ∅)
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e´ sempre garantida em programac¸a˜o linear, e sera´ uma hipo´tese para o caso
na˜o-linear. A complementaridade estrita e´ necessa´ria para garantir que a
trajeto´ria central e´ uma curva diferencia´vel bem definida que termina no
centro anal´ıtico do conjunto de soluc¸o˜es o´timas.
4.2.1 Algoritmos
Cada iterac¸a˜o de um algoritmo via´vel primal-dual de trajeto´ria central
parte de um ponto (x, y, s) ∈ V0 e de um paraˆmetro µ > 0 (por exemplo
µ = x
T s
n
), satisfazendo uma medida de proximidade, isto e´, δ(x, s, µ) ≤ α
para algum α ∈ (0, 1) fixo. Dado um paraˆmetro σ ∈ (0, 1), o algoritmo faz
iterac¸o˜es de Newton para aproximar-se da condic¸a˜o xs = σµe. Esta condic¸a˜o
corresponde a encontrar um ponto na trajeto´ria central associado a σµ:
ATy + c− s = 0
Ax = b
x s− σµe = 0,
(x, s) > 0.
(4.17)
Para um valor de σ pro´ximo a zero o passo sera´ longo, pois a condic¸a˜o
corresponde a uma grande reduc¸a˜o de µ. Com um valor de σ pro´ximo a
unidade o passo sera´ curto pois pouca reduc¸a˜o de µ e´ requerida.
Uma iterac¸a˜o do me´todo de Newton para o problema (4.17) define o
seguinte sistema linearizado no ponto (x, y, s), nas varia´veis dx, dy e ds:
AT dy − ds = 0
Adx = 0
Sdx + Xds = σµe− xs.
(4.18)
Sob forma matricial a direc¸a˜o de Newton e´ a soluc¸a˜o do sistema:


0 AT −I
A 0 0
S 0 X




dx
dy
ds

 =


0
0
σµe− xs

 . (4.19)
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Ao longo da direc¸a˜o de Newton e´ realizada uma busca tal que o novo
ponto (xγ, yγ, sγ) := (x + γdx, y + γdy, s + γds) pertenc¸a a uma determinada
vizinhanc¸a da trajeto´ria central, ou seja, satisfac¸a a medida de proximidade
δγ ≤ α para α ∈ (0, 1) determinado.
A medida de proximidade para o ponto (xγ, yγ , sγ) sera´:
δγ(xγ, sγ) =
∥∥∥∥xγ sγµγ − e
∥∥∥∥ , (4.20)
onde µγ e´ o paraˆmetro associado ao ponto (xγ, yγ, sγ).
Uma estimativa para o valor de µ associado ao ponto corrente (x, y, s)
e´ dada por µ(x, s) = x
T s
n
. Embora esta expressa˜o seja na˜o linear, para
(x, y, s) ∈ V , por (4.8), sabe-se que µ varia linearmente com x e s. Associado
ao passo completo de Newton tem-se σµ. Assim, o valor de µγ, associado ao
ponto (xγ, yγ, sγ), sera´ a combinac¸a˜o convexa de µ e σµ:
µγ = (1− γ)µ + γσµ.
Os algoritmos primais-duais via´veis de pontos interiores que seguem a
trajeto´ria central possuem a seguinte estrutura geral:
Algoritmo primal-dual via´vel de pontos interiores
Dados: α ∈ (0, 0.5), (x, y, s) ∈ N (α).
k:=0.
Repita
x := xk; y := yk; s := sk; µ := x
T s
n
.
Defina σ ∈ [0, 1].
Obtenha (dx, dy, ds), resolvendo o sistema de Newton (4.19).
Calcule, realizando uma busca unidimensional, o passo
γ ∈ [0, 1], tal que δ(x + γdx, s + γds, µγ) ≤ α,
onde µγ = (1− γ)µ + γσµ.
Defina o novo ponto:
xk+1 := x + γdx; y
k+1 := y + γdy; s
k+1 := s + γds.
k:=k+1.
Ate´ convergeˆncia
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A Figura 4.2 ilustra uma iterac¸a˜o deste algoritmo.
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(x, y, s)
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Figura 4.2: Uma iterac¸a˜o de um algoritmo primal-dual via´vel de PI.
O passo de Newton (dx, dy, ds) definido pelo sistema (4.19) e´ uma com-
binac¸a˜o de duas direc¸o˜es, obtidas para duas escolhas de σ: a direc¸a˜o afim-
escala, para σ = 0, e a direc¸a˜o de centralizac¸a˜o, para σ = 1. O passo
afim-escala tenta satisfazer x s = 0 e o passo de centralizac¸a˜o tenta atingir
x s = µe. A Figura 4.3 ilustra as direc¸o˜es de Newton a partir de (x, s) para
diferentes escolhas de σ.
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Figura 4.3: Direc¸o˜es de Newton para diferents valores de σ.
Os diversos algoritmos primais-duais de trajeto´ria central diferem no
ca´lculo do passo γ, na escolha de σ a cada iterac¸a˜o, na forma de obter a
direc¸a˜o (dx, dy, ds) e na vizinhanc¸a N (α) na qual as iteradas devem perma-
necer.
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Teorema de centralizac¸a˜o. Os algoritmos de pontos interiores teˆm sua
eficieˆncia baseada no seguinte teorema, que e´ o mais importante de toda a
teoria:
Teorema: Considere uma soluc¸a˜o primal-dual interior (x, y, s) e µ > 0.
Seja (dx, dy, ds) o passo de Newton associado a estes dados. Se δ(x, s, µ) < 1,
enta˜o δ+ = δ(x + dx, s + ds, µ) ≤ 1√8 δ
2
1−δ . Em particular, se δ ≤ 0.75, enta˜o
δ+ < δ2.
Isto mostra que o passo de Newton e´ muito eficiente em uma ampla regia˜o.
Algoritmo preditor-corretor. O algoritmo primal-dual preditor-corretor
foi desenvolvido por Mizuno, Todd e Ye para programac¸a˜o linear [47]. Este
foi o primeiro algoritmo de trajeto´ria central para o qual uma taxa de con-
vergeˆncia quadra´tica foi provada.
No algoritmo preditor-corretor a direc¸a˜o afim-escala e a direc¸a˜o de centra-
lizac¸a˜o sa˜o calculadas separadamente. A direc¸a˜o afim-escala da = (dax, d
a
y, d
a
s)
e´ obtida pela resoluc¸a˜o do sistema (4.19) com σ = 0:


0 AT −I
A 0 0
S 0 X




dx
dy
ds

 =


0
0
−xs

 . (4.21)
A direc¸a˜o de centralizac¸a˜o dc = (dcx, d
c
y, d
c
s) e´ calculada resolvendo-se o
sistema (4.19) com σ = 1:


0 AT −I
A 0 0
S 0 X




dx
dy
ds

 =


0
0
µ− xs

 . (4.22)
O algoritmo preditor-corretor utiliza duas vizinhanc¸as N2, uma interna a`
outra, definidas por:
N2(α) := {(x, y, s) ∈ V0 |
∥∥∥∥ xsxT s/n − e
∥∥∥∥
2
≤ α}. (4.23)
A partir de um ponto (x, y, s) na vizinhanc¸a interna N2(0.25) e´ calculada
a direc¸a˜o afim-escala da. O passo preditor (xa, ya, sa) e´ definido ao longo de
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da ate´ a fronteira da vizinhanc¸a externa N2(0.5). O passo corretor, calculado
a partir de (xa, ya, sa), e´ definido pela direc¸a˜o de centralizac¸a˜o dc. O passo
total sera´ a soma dos passos preditor e corretor.
O algoritmo preditor-corretor pode ser estabelecido como segue:
Algoritmo preditor-corretor
Dados: (x, y, s) ∈ N2(0.25).
k:=0.
Repita
x := xk; y := yk; s := sk.
Calcule a direc¸a˜o da = (dax, d
a
y, d
a
s) resolvendo o sistema (4.19)
a partir de (x, y, s) com σ = 0.
Calcule o maior passo γ ∈ [0, 1] tal que
(x + γ dax, y + γ d
a
y, s + γ d
a
s) ∈ N2(0.5).
Defina o ponto: xa := x + γ dax, y
a := y + γ day, s
a := s + γ das .
Fac¸a µa := x
aT sa
n
Calcule a direc¸a˜o dc = (dcx, d
c
y, d
c
s) resolvendo o sistema (4.19)
a partir de (xa, ya, sa), com µ = µa e σ = 1.
Defina o ponto: xk+1 := xa +dcx, y
k+1 := ya +dcy, s
k+1 := sa +dcs.
k:=k+1.
Ate´ convergeˆncia
A Figura 4.4 ilustra uma iterac¸a˜o do algoritmo preditor-corretor.
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Figura 4.4: Uma iterac¸a˜o do algoritmo preditor-corretor
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Este algoritmo esta´ bem definido: o passo preditor fornece um ponto
(xa, sa) satisfazendo δ(xa, sa, µa) ≤ 0.5, e pelo teorema de centralizac¸a˜o,
obte´m-se δ(xk+1, sk+1, µa) < 0.52 = 0.25
Algoritmo de passo mais longo. O algoritmo descrito nesta sec¸a˜o foi
desenvolvido por McShane [48] e estudado por Gonzaga [49] e Gonzaga e
Bonnans [50]. Este algoritmo calcula a cada iterac¸a˜o o passo de Newton
mais longo poss´ıvel, tal que o novo ponto permanec¸a em uma vizinhanc¸a da
trajeto´ria central.
Conforme discutido anteriormente, a cada iterac¸a˜o de um algoritmo via´vel
que segue a trajeto´ria central, a direc¸a˜o de Newton calculada com σ ∈ (0, 1)
e´ a combinac¸a˜o da direc¸a˜o afim-escala da calculada com σ = 0 e da direc¸a˜o
de centralizac¸a˜o dc calculada com σ = 1.
No algoritmo de passo mais longo sa˜o calculadas separadamente, a partir
de (x, y, s), as direc¸o˜es da e dc. A direc¸a˜o de Newton e´ uma combinac¸a˜o
convexa destas direc¸o˜es:
(dx, dy, ds) = σ(d
c
x, d
c
y, d
c
s) + (1− σ)(dax, day, das). (4.24)
O passo ao longo da direc¸a˜o (dx, dy, ds) sera´ tal que o novo ponto (x
+, y+, s+)
esteja em uma vizinhanc¸a da trajeto´ria central, ou seja, satisfac¸a uma medida
de proximidade δ(x+, y+, s+) < α para algum α ∈ (0, 1).
A medida de proximidade para o ponto (x+, y+, s+) sera´:
δ+(σ) = δ(x+, s+, σµ) =
∥∥∥∥x+s+σµ − e
∥∥∥∥ (4.25)
Como x+s+ = (x + dx)(s + ds) = xs + xds + sdx + dxds, e o passo de
Newton e´ xds + sdx = σµe− xs, resulta x+s+ = σµe + dxds. Assim:
δ+(σ) =
∥∥∥∥dxdsσµ
∥∥∥∥ (4.26)
A Figura 4.5 ilustra uma iterac¸a˜o do algoritmo de passo mais longo.
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Figura 4.5: Uma iterac¸a˜o do algoritmo de passo mais longo
Algoritmo de passo mais longo
Dados: (x0, y0, s0) ∈ N2(0.25) e µ0 > 0 tais que δ(x0, s0, µ0) ≤ 0.25.
k:=0.
Repita
x := xk; y := yk; s := sk; µ = µk.
Calcule a direc¸a˜o afim-escala da resolvendo o sistema (4.19) para
σ = 0.
Calcule a direc¸a˜o de centralizac¸a˜o dc resolvendo o sistema (4.19)
para σ = 1.
Encontre o maior valor para σ ∈ (0, 1) tal que:
δ+(σ) =
∥∥∥∥(σdcx + (1− σ)dax)(σdcs + (1− σ)das)σµ
∥∥∥∥ = 0.25. (4.27)
Defina o novo ponto:
(xk+1, yk+1, sk+1) := (x, y, s) + σ dc + (1− σ) da.
µk := σµ
k:=k+1.
Ate´ convergeˆncia
No ca´lculo das direc¸o˜es da e dc e´ realizada apenas uma fatorac¸a˜o da matriz
de coeficientes.
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O valor de σ definido pela equac¸a˜o (4.27) pode ser encontrado por bissec¸a˜o
ou pela resoluc¸a˜o de uma equac¸a˜o de quarto grau.
Algoritmo preditor-corretor de Mehrotra. O algoritmo preditor-corretor
proposto por Mehrotra possui diversas heur´ısticas, incorporadas ao longo de
anos de experieˆncia computacional, que visam aumentar sua eficieˆncia e a
robustez. Estas heur´ısticas sa˜o descritas no artigo original [12]. Existem
tambe´m diversas variantes do algoritmo de Mehrotra, mas nesta sec¸a˜o sa˜o
descritas apenas suas caracter´ısticas essenciais, baseadas no artigo de Zhang
e Zhang [51] e no livro de Wright [52].
A caracter´ıstica essencial do algoritmo proposto por Mehrotra e´ o ca´lculo
de uma aproximac¸a˜o quadra´tica para a trajeto´ria que passa pelo ponto cor-
rente e a determinac¸a˜o do passo ao longo desta aproximac¸a˜o. A aproximac¸a˜o
quadra´tica, determinada atrave´s de uma correc¸a˜o de segunda ordem para o
passo de Newton, foi proposta por Monteiro, Adler e Resende no artigo [53].
A cada iterac¸a˜o de um algoritmo primal-dual via´vel, a partir de um ponto
(x, y, s) possivelmente na˜o central, e´ calculado pelo me´todo de Newton um
passo (dx, dy, ds) tal que o novo ponto aproxime-se da condic¸a˜o xs−σµe = 0.
O passo calculado verifica o modelo linear do me´todo de Newton :
x ds + s dx + x s− σµe = 0. (4.28)
A expansa˜o da equac¸a˜o na˜o-linear xs−σµe com o passo calculado (dx, dy, ds)
sera´:
(x + dx)(s + ds)− σµe = x ds + s dx + x s− σµe + dxds. (4.29)
O termo na˜o-linear dxds da expressa˜o (4.29) na˜o e´ considerado no modelo
linear do me´todo de Newton, logo com o passo de Newton puro na˜o e´ atingida
a condic¸a˜o (x + dx)(s + ds)− σµe = 0.
A direc¸a˜o corretora de segunda ordem dco visa compensar a na˜o-linearidade
da equac¸a˜o xs−σµe = 0, utilizando uma estimativa para o termo na˜o linear
dxds. Esta estimativa, ou correc¸a˜o de segunda ordem, pode ser obtida da
seguinte forma:
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Ca´lculo da correc¸a˜o de segunda ordem
Dados: (x, y, s) > 0
k:=0.
Repita
x := xk; y := yk; s := sk; µ := xT s/n.
Para σ ∈ (0, 1), calcule d = (dx, dy, ds) resolvendo o sistema:
AT dy + ds = 0
Adx = 0
Sdx + Xds = −xs + σµe.
(4.30)
Calcule a correc¸a˜o de segunda ordem dco resolvendo o sistema:
ATdcoy + d
co
s = 0
Adcox = 0
Sdcox + Xd
co
s = −dxds.
(4.31)
Correc¸o˜es de ordem mais elevada podem ser obtidas resolvendo nova-
mente o sistema (4.31) com (dx + d
co
x )(ds + d
co
s ) no lado direito do sistema
(4.31), e assim sucessivamente.
O passo γ e´ definido por uma busca tal que o novo ponto tenha com-
ponentes em x e s estritamente positivas. A direc¸a˜o de busca utilizada por
Mehrotra [12] e´ definida por:
(x+, y+, s+) := (x, y, s) + γ (dx, dy, ds) + γ
2 (dcox , d
co
y , d
co
s ). (4.32)
Com a hipo´tese de existeˆncia de pontos interiores, e a complementaridade
estrita garantida para programac¸a˜o linear, sabe-se que a trajeto´ria central C
e´ uma curva bem definida que termina no centro anal´ıtico do conjunto de
soluc¸o˜es o´timas. Por definic¸a˜o, pontos centrais verificam xs− µe = 0. Para
cada ponto (x0, y0, s0) via´vel na˜o central pode-se definir uma trajeto´ria H,
chamada trajeto´ria ponderada pelo peso w, sendo w := x0s0. Pontos xs de
H satisfazem xs = µw.
A direc¸a˜o de busca definida pela equac¸a˜o (4.32) pode ser entendida como
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uma aproximac¸a˜o quadra´tica para a curva H, a partir do ponto (x, y, s). A
Figura 4.6 ilustra a curva H e sua aproximac¸a˜o quadra´tica.
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Figura 4.6: Curva H e sua aproximac¸a˜o quadra´tica.
Para verificar o efeito da aproximac¸a˜o de segunda ordem calcula-se a
proximidade para o ponto (x+, y+, s+). Vamos examinar o caso mais simples,
em que σ = 0, isto e´, a direc¸a˜o preditora e´ a direc¸a˜o afim-escala. Temos:
sdx + xds = −xs, (4.33)
sdcox + xd
co
s = −dxds. (4.34)
Vamos calcular a proximidade dos pontos obtidos apo´s um passo nos dois
casos, sem e com a correc¸a˜o de segunda ordem.
Primeira ordem: Para o ponto x+ = x + γdx, s
+ = s + γds, usando (4.28),
obtemos:
x+s+ = xs + γ(xds + sdx) + γ
2(dxds) =
x+s+ = (1− γ)xs + γ2dx ds,
e portanto para µ+ = (1− γ)µ,
x+s+
µ+
=
xs
µ
+
γ2
1− γ
dxds
µ
.
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Assim,
δ(x+, s+, µ+) =
∥∥∥∥x+s+µ+ − e
∥∥∥∥ = δ(x, s, µ) + erro de 2a ordem.
Segunda ordem: Repetindo o procedimento para o passo com correc¸a˜o de
segunda ordem, obte´m-se:
x+s+ = xs + γ(xds + sdx) + γ
2(sdcox + xd
co
s + dxds) + termo de 3
a ordem.
Usando (4.33) e (4.34) elimina-se o termo em γ2, obtendo-se
∥∥∥∥x+s+µ+ − e
∥∥∥∥ = δ(x, s, µ) + erro de 3a ordem.
Conclui-se que a correc¸a˜o de segunda ordem faz com que o passo de
Newton siga a curva H com um erro de terceira ordem.
Se tomarmos o passo preditor como em (4.30), com σ > 0, o resultado
mostrado por Zhang e Zhang [51] e´ semelhante ao caso com centralizac¸o˜es.
Tomando µ+ = (1− γ)µ obte´m-se:
δ(x+, s+, µ+) = (1− γ)δ(x, s, µ) + erro de 3a ordem.
Portanto, a trajeto´ria curvilinea de busca penetra na vizinhanc¸a, como mos-
trado na Figura (4.7)
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Figura 4.7: Aproximac¸a˜o quadra´tica para σ = 0 e σ > 0.
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A seguinte versa˜o do algoritmo foi estabelecida por Zhang e Zhang [51].
Algoritmo de Mehrotra - versa˜o Zhang e Zhang
Dados: (x, y, s) > 0
k:=0.
Repita
x := xk; y := yk; s := sk; µ := xT s/n.
Calcule a direc¸a˜o afim-escala da resolvendo o sistema:
AT day + d
a
s = 0
Adax = 0
Sdax + Xd
a
s = −xs.
(4.35)
Para σ ∈ (0, 1) calcule a direc¸a˜o de centralizac¸a˜o e a correc¸a˜o de
segunda ordem dcc resolvendo o sistema:
ATdccy + d
cc
s = 0
Adccx = 0
Sdccx + Xd
cc
s = σµe− dxa dsa.
(4.36)
Determine o ma´ximo γ > 0 realizando uma busca na direc¸a˜o
(x, y, s) + γ(dx
a, dy
a, ds
a) + γ2(dx
cc, dy
cc, ds
cc),
tal que o novo ponto permanec¸a positivo para x e s.
Defina o novo ponto:
(xk+1, yk+1, sk+1) := (x, y, s) + γ(dx
a, dy
a, ds
a)+
γ2(dx
cc, dy
cc, ds
cc).
(4.37)
k:=k+1.
Ate´ convergeˆncia
Nesta versa˜o, a estimativa do termo na˜o-linear dxds e´ feita utilizando
apenas a direc¸a˜o afim-escala da = (dax, d
a
y, d
a
s). A direc¸a˜o de centralizac¸a˜o e
a direc¸a˜o corretora sa˜o calculadas com a mesma matriz de coeficientes e por
69
serem independentes uma da outra, podem ser calculadas simultaneamente,
adicionado-se os termos correspondentes σµe e daxd
a
s .
Os dois sistemas lineares solucionados a cada iterac¸a˜o possuem a mesma
matriz de coeficientes, logo apenas uma fatorac¸a˜o e´ necessa´ria. Por isto, o
custo computacional do ca´lculo da direc¸a˜o corretora e´ baixo. Experimental-
mente foi mostrado que o custo adicional em cada iterac¸a˜o e´ compensado
pela reduc¸a˜o no nu´mero de iterac¸o˜es [52].
No artigo de Mehrotra [12] e´ sugerida uma heur´ıstica para a escolha do
paraˆmetro σ. Como a componente afim-escala e´ calculada separadamente,
e antes da componente de centralizac¸a˜o, o paraˆmetro σ pode ser calculado
adaptativamente: se a direc¸a˜o afim-escala faz progresso na reduc¸a˜o de µ sem
violar a restric¸a˜o (x, s) > 0, pouca centralizac¸a˜o e´ necessa´ria, e o valor de
σ e´ pequeno. Se por outro lado for poss´ıvel apenas dar um passo pequeno
ao longo da direc¸ao afim-escala antes de violar x > 0, s > 0, enta˜o e´ preciso
fazer uma grande centralizac¸a˜o e σ sera´ pro´ximo a unidade. Esta heur´ıstica
e´ definida da seguinte forma:
Escolha adaptativa do paraˆmetro σ:
Calcule a direc¸a˜o afim-escala da resolvendo o sistema (4.35).
Calcule o ma´ximo passo γa na direc¸a˜o da, tal que x + γadax ≥ 0 e
s + γadas ≥ 0.
Defina µa associado ao passo ate´ a fronteira:
µa := (x + αadax)
T (s + αadas)/n. (4.38)
Fac¸a σ := (µa/µ)3.
Calcule a direc¸a˜o dcc resolvendo o sistema (4.36) com σµa.
No artigo de Zhang e Zhang [51] e´ proposta tambe´m uma versa˜o do
algoritmo de Mehrotra, na qual o passo preditor e corretor sa˜o calculados
simultaneamente (como no algoritmo primal-dual padra˜o), e o passo corretor
posteriormente.
Devido ao bom desempenho do algoritmo de Mehrotra, algoritmos com
aproximac¸o˜es de ordem mais elevada foram propostos.
Baseado em sua grande experieˆncia computacional, Gondzio [13] desen-
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volveu um algoritmo no qual, apo´s o ca´lculo da direc¸a˜o afim-escala, uma ou
mais direc¸o˜es de centralizac¸a˜o sa˜o calculadas. A cada iterac¸a˜o a matriz e´
fatorada uma u´nica vez; cada ca´lculo de direc¸a˜o de centralizac¸a˜o demanda o
esforc¸o computacional de uma subsituic¸a˜o. O nu´mero de direc¸o˜es de centra-
lizac¸a˜o calculadas a cada iterac¸a˜o depende do aumento efetivo de proximi-
dade que cada centralizac¸a˜o proporciona.
Algoritmos invia´veis. Nos algoritmos via´veis o ponto inicial e a sequeˆncia
gerada devem pertencer ao conjunto V0 e a uma vizinhanc¸a especificada da
trajeto´ria. Nos algoritmos invia´veis e´ requerido apenas que em todas as
iterac¸o˜es x e s sejam estritamente positivos; a vizinhanc¸a na qual as iteradas
devem permanecer e´ uma extensa˜o da vizinhanc¸a N−∞, que inclui pontos
invia´veis.
Dado (x, y, s), sendo (x, s) > 0, define-se os res´ıduos de inviabilidade:
r1(x, y, s) = A
T y + c− s
r2(x, y, s) = Ax− b.
(4.39)
A direc¸a˜o de Newton em um algoritmo invia´vel e´ a combinac¸a˜o de treˆs
direc¸o˜es: a direc¸a˜o afim-escala, que visa a reduc¸a˜o do parametro µ, a direc¸a˜o
de centralizac¸a˜o, que visa a aproximac¸a˜o a` trajeto´ria central, e a direc¸a˜o de
viabilizac¸a˜o, que visa a reduc¸a˜o dos res´ıduos de inviabilidade. A direc¸a˜o de
Newton e´ a soluc¸a˜o do sistema:


0 AT −I
A 0 0
S 0 X




dx
dy
ds

 =


−βr1
−βr2
−xs + µ

 , (4.40)
onde o paraˆmetro β ∈ (0, 1) define a reduc¸a˜o da inviabilidade imposta a
cada iterac¸a˜o. Como os res´ıduos (4.39) sa˜o definidos por equac¸o˜es lineares,
em um passo de Newton a inviabilidade e´ efetivamente reduzida no fator β.
Em programac¸a˜o linear a viabilizac¸a˜o obtida a cada iterac¸a˜o na˜o deve ser
perdida.
Diversos algoritmos invia´veis podem ser desenvolvidos variando a ordem
de ca´lculo das direc¸o˜es afim-escala, de centralizac¸a˜o e corretora. Por exemplo,
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em uma iterac¸a˜o pode-se buscar a viabilizac¸a˜o completa e posteriormente
aplicar um dos algoritmo via´veis estudados. Para a viabilizac¸a˜o completa e´
solucionado o sistema:


0 AT −I
A 0 0
S 0 X




dx
dy
ds

 =


−r1
−r2
0

 . (4.41)
No entanto, a pra´tica usual e´ a obtenc¸a˜o da viabilidade ao longo das
iterac¸o˜es, na mesma proporc¸a˜o que a otimalidade e´ obtida.
A Figura 4.8 ilustra a situac¸a˜o de inviabilidade do ponto (x, y, s) e um
passo de um algoritmo no qual busca-se simultaneamente reduzir a inviabi-
lidade e progredir rumo a otimalidade, reduzindo o valor de µ.
PSfrag replacements
(x, y, s)
Ax− b = 0
Ax− b = r2
(x∗, y∗, s∗)
Ax− b = βr2
Figura 4.8: Um passo de um algoritmo invia´vel
Para o desenvolvimento de resultados de convergeˆncia dos algoritmos
invia´veis sa˜o impostas duas condic¸o˜es adicionais a cada iterac¸a˜o: a violac¸a˜o
das restric¸o˜es deve diminuir ao menos ta˜o rapidamente quanto diminui o
paraˆmetro µ e deve-se garantir (por exemplo, atrave´s de busca de Armijo)
que µ decresce ao menos uma frac¸a˜o do decre´scimo predito para a iterac¸a˜o.
Estas condic¸o˜es garantem que os res´ıduos de inviabilidade tendem a zero [52].
A convergeˆncia dos algoritmos invia´veis e´ estudada no livro de Wright [52].
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4.3 Extensa˜o dos algoritmos primais-duais ao
fluxo de poteˆncia o´timo
O fluxo de poteˆncia o´timo foi formulado por Carpentier no in´ıcio dos
anos 60 e, desde enta˜o, va´rios me´todos foram empregados em sua soluc¸a˜o.
Podemos citar o me´todo do gradiente reduzido usado por Dommel e Tinney
[54], e me´todos de programac¸a˜o quadra´tica sequencial e linear sequencial por
Biggs e Laughton [55] e por Sun, Ashley, Brewer, Hughes e Tinney (1984)
[56].
Desde a publicac¸a˜o de Granville em 1994 [9] o interesse pela aplicac¸a˜o
de algoritmos de pontos interiores ao problema de fluxo de poteˆncia o´timo
tem sido grande. Por considerar as restric¸o˜es de desigualdade sem estimar o
conjunto ativo, nos me´todos de pontos interiores o sistema linear a ser solu-
cionado tem a mesma dimensa˜o e estrutura a cada iterac¸a˜o, o que permite a
explorac¸a˜o da estrutura do problema. Diversos trabalhos tem demonstrado o
bom desempenho desta classe de algoritmos aplicados ao FPO [10], [57], [11],
[58]. Uma relac¸a˜o atualizada da aplicac¸a˜o do me´todo de pontos interiores a
problemas de sistemas de poteˆncia e´ fornecida em [59].
No artigo de Wu, Debs e Marsten [10] foi proposta a aplicac¸a˜o do me´todo
primal-dual preditor-corretor, desenvolvido por Mizuno, Todd e Ye ([47])
para programac¸a˜o linear. O algoritmo preditor-corretor desenvolvido por
Mehrotra [12] foi testado para a soluc¸a˜o do fluxo de poteˆncia o´timo por Yan
e Quintana [57]. Recentemente o algoritmo com mu´ltiplos passos corretores,
proposto por Gondzio [13] foi aplicado a` soluc¸a˜o do FPO por Torres [11].
Estes algoritmos foram tambe´m testados para a soluc¸a˜o do fluxo de poteˆncia
o´timo por Castronuovo [58], que aplicou ainda o algoritmo com passo mais
longo de McShane [48]. Os resultados descritos por estes autores sera˜o dis-
cutidos nesta sec¸a˜o.
O problema de fluxo de poteˆncia o´timo pode ser estabelecido como um
problema de programac¸a˜o na˜o-linear com restric¸o˜es de igualdade e de cana-
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lizac¸a˜o:
minimize f0(x)
sujeito a fE(x) = 0
lc ≤ fC(x) ≤ uc
lx ≤ E x ≤ ux
(4.42)
onde f0 : R
n → R, fE : Rn → Rm e fC : Rn → Rq sa˜o func¸o˜es duplamente
continuamente diferencia´veis.
Em um t´ıpico problema de fluxo de poteˆncia x ∈ Rn sa˜o varia´veis de
controle e de estado, f0 e´ a func¸a˜o que define o objetivo do problema, fE
modela a rede ele´trica em regime permanente, a caixa fC define limites f´ısicos
e operacionais (limitac¸a˜o de fluxo nas linhas, por exemplo), e Er×n e´ uma
submatriz da identidade In×n que identifica as componentes restritas de x
(mo´dulo da tensa˜o nas barras, e.g). Os vetores lc, uc, lx e ux definem os
limites inferiores e superiores de fC(x) e E x, respectivamente.
Caso esta estrutura de caixa e canalizac¸o˜es na˜o seja considerada, pode-se
definir a func¸a˜o fI : Rn → Rp, sendo p = 2q + 2r, por:
fI(x) =


fC(x)− uc
lc − fC(x)
E x− ux
lx − E x

 , (4.43)
e escrever o problema (4.42) como:
minimize f0(x)
sujeito a fE(x) = 0
fI(x) ≤ 0,
(4.44)
onde E indica o conjunto de ı´ndices {1, · · · , m} associado a`s restric¸o˜es de
igualdade e I identifica o conjunto {1, · · · , p} associado a`s restric¸o˜es de de-
sigualdade.
Seguindo a estrate´gia de pontos interiores, adiciona-se varia´veis de folga
s ∈ Rp, a`s restric¸o˜es de desigualdade e, para dado paraˆmetro de barreira
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µ > 0, associa-se ao problema (4.44) o seguinte problema de barreira:
minimize f0(x)− µ
p∑
i=1
log si
sujeito a fE(x) = 0
fI(x) + s = 0
s > 0.
(4.45)
Se x e s > 0 sa˜o minimizadores locais de (4.45), enta˜o associado a` i-
e´sima restric¸a˜o existe um escalar λi, chamado multiplicador de Lagrange,
que satisfaz a`s condic¸o˜es de Karush-Kunh-Tucker (KKT) [60]:
∇f0(x) + AE(x)TλE + AI(x)TλI = 0
fI(x) + s = 0
fE(x) = 0
−µs−1 + λI = 0
s > 0, λI > 0
(4.46)
onde ∇f0 : Rn → Rn e´ o gradiente da func¸a˜o objetivo, AE : Rn → Rm×n
e AI : Rn → Rp×n sa˜o as matrizes jacobianas das restric¸o˜es de igualdade e
desigualdade, respectivamente e λE ∈ Rm, λI ∈ Rp sa˜o os multiplicadores de
Lagrange associados a`s restric¸o˜es de igualdade e desigualdade. Denotamos
λ = (λE , λI).
As condic¸o˜es de KKT perturbadas sa˜o obtidas multiplicando-se a segunda
linha das equac¸o˜es de KKT (4.46) pela matriz S = diag(s):
∇f0(x) + AE(x)TλE + AI(x)TλI = 0
fI(x) + s = 0
fE(x) = 0
SλI = µe
s > 0, λI > 0
(4.47)
onde S = diag(s) e e = (1, · · · , 1)T .
A extensa˜o dos algoritmos primais-duais de pontos interiores para pro-
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blemas na˜o-lineares e´ realizada aplicando-se o me´todo de Newton ao sistema
formado pelas equac¸o˜es de KKT perturbadas (4.47).
A partir de um ponto inicial (x0, s0, λ0), com s0 > 0 e λ0I > 0, e´ gerada
uma sequeˆncia de pontos
(xk+1, sk+1, λk+1) = (xk, sk, λk) + γ(dx, ds, dλ) (4.48)
onde γ ∈ (0, 1] e (dx, ds, dλ) sa˜o direc¸o˜es de busca que satisfazem a linea-
rizac¸a˜o de (4.47):


H 0 ATI A
T
E
ATI I 0 0
ATE 0 0 0
0 ΛI S 0




dx
ds
dλI
dλE

 = −


∇f0(x) + ATE λE + ATIλI
SλI − µe
fI(x) + s
fE(x)


(4.49)
com H : Rn → Rn×n definida por
H = ∇2f0(x) +
∑
i∈I
λi∇2fi(x) +
∑
i∈E
λi∇2fi(x). (4.50)
Implementac¸o˜es e testes nume´ricos. Em um artigo publicado em 1994,
Granville [9] propoˆs a aplicac¸a˜o de um algoritmo primal-dual de pontos in-
teriores ao problema de fluxo de poteˆncia o´timo. O algoritmo descrito por
Granville possui a seguinte estrutura:
Dados: (x, s, λ), com s > 0, λI > 0.
k := 0.
Repita
x := xk; s := sk; λ := λk.
Para σ ∈ (0, 1), µ = σ sT λI
p
.
Obtenha d = (dx, ds, dλ) resolvendo o sistema (4.49).
Calcule os passos αp e αd.
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Atualize as varia´veis (com τ = 0.9995):
xk+1 := x + ταp dx
sk+1 := s + ταp ds
λk+1 := λ + ταd dλ.
k := k + 1.
Ate´ convergeˆncia
Na inicializac¸a˜o e´ imposto que x seja interior a` caixa definida por l ≤
h(x) ≤ u. As varia´veis de folga iniciais s devem ser positivas, mas na˜o e´
imposto que elas satisfac¸am fI(x) + s = 0.
Os comprimentos dos passos sa˜o determinados pelo teste de raza˜o, de
forma que as folgas e os multiplicadores de Lagrange associados a`s restric¸o˜es
de desigualdade permanec¸am positivos. O algoritmo utiliza dois comprimen-
tos de passo distintos: αp na atualizac¸a˜o das varia´veis primais x e s; e αd na
atualizac¸a˜o das varia´veis duais λ. Na reduc¸a˜o do paraˆmetro µ, baseado em
experieˆncia computacional, o autor sugere σ = 0, 1. O artigo relata testes
computacionais utilizando dois sistemas-teste de grande porte (1832 e 3467
barras) e conclui que o algoritmo e´ adequado ao problema de fluxo de poteˆncia
o´timo, especialmente por na˜o exigir a identificac¸a˜o do conjunto ativo, por sua
facilidade de inicializac¸a˜o, e pelo nu´mero de iterac¸o˜es necessa´rias na˜o variar
significativamente com o tamanho do problema.
Em um artigo publicado em 1994, Wu, Debs e Marsten [10] descrevem
a aplicac¸a˜o do algoritmo preditor-corretor ao problema de fluxo de poteˆncia
o´timo. Os experimentos computacionais com sistemas-teste de 9 a 2423 bar-
ras confirmaram o excelente desempenho do algoritmo.
No artigo [57] Yan e Quintana descrevem a implementac¸a˜o do algo-
ritmo preditor-corretor com correc¸a˜o de segunda ordem, tendo seguido as
refereˆncias [12] e [?]. Na atualizac¸a˜o do paraˆmetro µ e na definic¸a˜o dos
pontos iniciais os autores seguiram as indicac¸o˜es da refereˆncia [?]. Os tes-
tes nume´ricos foram realizados com cinco sistemas-teste, e o desempenho
do algoritmo, em comparac¸a˜o ao algoritmo sem correc¸a˜o de segunda ordem,
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foi superior para todos sistemas testados, com reduc¸a˜o no nu´mero total de
iterac¸o˜es de ate´ 50% e reduc¸a˜o no tempo de CPU de ate´ 45%.
A implementac¸a˜o e teste do algoritmo proposto por Gondzio, com mu´ltiplas
direc¸o˜es de centralizac¸a˜o, foi descrita por Torres e Quintana (2001) [11]. Nos
experimentos computacionais foram utilizados cinco sistemas-teste, com ta-
manho variando de 118 a 2098 barras. Para o sistema com 2098 barras, com
o algoritmo primal-dual sem correc¸a˜o de segunda ordem na˜o foi atingida uma
soluc¸a˜o, pois o tamanho do passo tendeu a zero. No entanto, o algoritmo
com mu´ltiplas correc¸o˜es solucionou o problema. Ale´m disto, os autores regis-
traram que com 5 direc¸o˜es corretoras houve uma reduc¸a˜o de 32,8% do tempo
de CPU.
Castronuovo [58] descreve testes computacionais com os algoritmos acima
citados e ainda com o algoritmo de passo mais longo, de McShane [48], e
confirma o bom desempenho dos algoritmos.
4.4 Concluso˜es
Neste cap´ıtulo foram descritos os principais algoritmos de programac¸a˜o
linear e foram comentados os resultados obtidos por diversos autores na
aplicac¸a˜o destes algoritmos ao problema de fluxo de poteˆncia o´timo. Os
autores citados confirmam a eficieˆncia do me´todo de pontos interiores na
resoluc¸a˜o de problemas com sistemas ele´tricos reais, enfatizando o bom de-
sempenho do me´todo preditor-corretor e do ca´lculo da correc¸a˜o de segunda
ordem.
A extensa˜o dos algoritmos de programac¸a˜o linear ao problema de fluxo
de poteˆncia o´timo e´ realizada pela soluc¸a˜o, pelo me´todo de Newton, do sis-
tema formado pelas equac¸o˜es de KKT perturbadas. A necessidade de um
algoritmo robusto e eficiente para aplicac¸o˜es on-line, especificamente para o
fluxo de poteˆncia o´timo com restric¸o˜es de seguranc¸a, conduziu a` pesquisa
em algoritmos de programac¸a˜o na˜o-linear com convergeˆncia global assegu-
rada. Esta pesquisa envolveu a familiarizac¸a˜o com os conceitos ba´sicos de
programac¸a˜o na˜o-linear e com as estrate´gias de globalizac¸a˜o. Estes conceitos
sa˜o discutidos no Cap´ıtulo 5, a seguir.
Cap´ıtulo 5
Elementos de programac¸a˜o
na˜o-linear
5.1 Introduc¸a˜o
O objetivo deste cap´ıtulo e´ apresentar a nomenclatura e alguns resulta-
dos importantes de programac¸a˜o na˜o-linear, discutir os principais me´todos
de soluc¸a˜o e reunir os elementos necessa´rios a` obtenc¸a˜o de algoritmos com
convergeˆncia global.
Para problemas irrestritos, apresenta-se os algoritmos de soluc¸a˜o evidenci-
ando as duas formas de obtenc¸a˜o de convergeˆncia global: busca unidirecional
e regia˜o de confianc¸a. Para problemas com restric¸o˜es de igualdade comenta-
se o me´todo de Newton estendido e a programac¸a˜o quadra´tica sequencial e
discute-se a globalizac¸a˜o destes me´todos.
Para garantir convergeˆncia global com problemas restritos e´ necessa´rio
que o passo seja avaliado considerando tanto o progresso em otimalidade
quanto em viabilidade. Isto e´ tradicionalmente feito atrave´s de uma func¸a˜o
de me´rito. Exemplos de func¸o˜es de me´rito e sua utilizac¸a˜o para a obtenc¸a˜o
de convergeˆncia global sa˜o apresentados.
Finalmente discute-se uma nova classe de me´todos, chamados me´todos de
filtro, que na˜o utilizam func¸o˜es de me´rito, e um novo algoritmo e´ proposto.
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5.2 O problema de programac¸a˜o na˜o-linear
Neste cap´ıtulo sa˜o estudados problemas de programac¸a˜o na˜o-linear cuja
forma gene´rica e´
minimize f(x)
sujeito a x ∈ S, (5.1)
onde f : Rn → R e´ uma func¸a˜o duplamente continuamente diferencia´vel e
S ∈ Rn e´ o conjunto via´vel do problema.
5.2.1 Definic¸o˜es
Um ponto x∗ ∈ S e´ dito minimizador local do problema (6.1) se e somente
se existe  > 0 tal que f(x) ≥ f(x∗) para todo x ∈ S tal que ‖x − x∗‖ < .
Se f(x) > f(x∗) para todo x ∈ S tal que x 6= x∗ e ‖x − x∗‖ < , enta˜o x∗ e´
minimizador local estrito de (6.1).
Um ponto x∗ ∈ S e´ minimizador global do problema (6.1) se e somente
se f(x) ≥ f(x∗) para todo x ∈ S. Se f(x) > f(x∗) para todo x ∈ S tal que
x 6= x∗, enta˜o x∗ e´ um minimizador global estrito de (6.1).
Convergeˆncia. A convergeˆncia local de um algoritmo refere-se a`s proprie-
dades de convergeˆncia a partir de um ponto inicial em uma vizinhanc¸a de
um minimizador local.
A convergeˆncia global refere-se a que a convergeˆncia ocorre independen-
temente do ponto inicial.
Ressalte-se que obtenc¸a˜o de convergeˆncia global na˜o se refere a` procura
por minimizadores globais.
Taxas de convergeˆncia. Se uma sequ¨eˆncia (xk) converge para um mini-
mizador local x∗, ou seja, se lim
k→∞
xk = x∗, enta˜o lim
k→∞
‖xk − x∗‖ = 0 e pode-se
definir ‖xk−x∗‖ como o erro cometido na iterac¸a˜o k. A taxa de convergeˆncia
pode ser avaliada comparando os erros cometidos em duas iterac¸o˜es sucessi-
vas:
ek+1 = ‖xk+1 − x∗‖ e ek = ‖xk − x∗‖.
Se ek+1 ≤ rek, para algum r ∈ (0, 1) diz-se que a sequ¨eˆncia (xk) converge
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com ordem linear e taxa na˜o superior a r. Quanto menor r, mais ra´pida sera´
a convergeˆncia da sequ¨eˆncia.
Se lim
k→∞
ek+1/ek = 0 diz-se que a sequ¨eˆncia (xk) converge com ordem su-
perlinear. Neste caso a reduc¸a˜o do erro e´ maior que qualquer frac¸a˜o fixa.
Se ek+1 ≤ a(ek)p, a > 0, diz-se que a sequ¨eˆncia (xk) converge com ordem
na˜o inferior a p. Se p = 2 a ordem de convergeˆncia e´ quadra´tica.
5.3 O problema de minimizac¸a˜o irrestrita
Nesta sec¸a˜o estudaremos problemas de otimizac¸a˜o irrestrita, onde o con-
junto via´vel S e´ o Rn:
minimize
x∈Rn
f(x). (5.2)
Condic¸o˜es de otimalidade. As condic¸o˜es de otimalidade para o problema
irrestrito sa˜o:
Condic¸a˜o necessa´ria de primeira ordem: Seja f : Rn → R uma func¸a˜o
continuamente diferencia´vel (f ∈ C1). Se x∗ e´ um minimizador local de f
em Rn, enta˜o ∇f(x∗) = 0.
Como esta condic¸a˜o e´ necessa´ria mas na˜o suficiente, pontos estaciona´rios,
para os quais ∇f(x) = 0, sa˜o “candidatos” a minimizadores de f .
Condic¸a˜o necessa´ria de segunda ordem: Seja f : Rn → R uma func¸a˜o
duplamente continuamente diferencia´vel (f ∈ C2). Se x∗ e´ um minimizador
local de f em Rn, enta˜o ∇f(x∗) = 0 e ∇2f(x∗) e´ positiva semidefinida.
Condic¸a˜o suficiente de segunda ordem: Seja f : Rn → R f ∈ C2. Se x∗ ∈
R
n, ∇f(x∗) = 0, e ∇2f(x∗) e´ positiva definida, enta˜o x∗ e´ um minimizador
local de f em Rn.
5.3.1 Algoritmos
Partindo de um ponto inicial x0 na˜o estaciona´rio, os algoritmos iterativos
de minimizac¸a˜o geram uma sequeˆncia (xk) ate´ que seja encontrado um ponto
estaciona´rio ou que algum crite´rio de parada seja satisfeito. Nos algoritmos
descritos neste cap´ıtulo o crite´rio de parada na˜o e´ especificado, visto que
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em implementac¸o˜es pra´ticas a parada e´ definida de acordo com o problema.
Para fins de ana´lise de convergeˆncia considera-se que o algoritmo pa´ra caso
seja encontrado um ponto estaciona´rio ou gera uma sequeˆncia (xk) infinita.
Para mover-se do ponto xk para o ponto xk+1 e´ requerido que o valor
da func¸a˜o decresc¸a, ou seja, f(xk+1) < f(xk). Em alguns algoritmos na˜o
e´ exigido decre´scimo a cada iterac¸a˜o, mas em um nu´mero m de iterac¸o˜es.
Neste caso, f(xk+m) < f(xk).
Estamos interessados em estudar algoritmos com propriedades de con-
vergeˆncia global. Existem dois tipos de algoritmos de minimizac¸a˜o irrestrita
com propriedades de convergeˆncia global, os que utilizam busca linear e os
que utilizam regia˜o de confianc¸a. Nas sec¸o˜es seguintes estudaremos estas duas
classes de algoritmos, com eˆnfase nas condic¸o˜es que garantem convergeˆncia
global.
5.3.2 Algoritmos com busca linear
No desenvolvimento de um algoritmo com busca linear e´ essencial o con-
ceito de direc¸a˜o de descida, definido a seguir.
Dado um ponto x ∈ Rn que na˜o e´ minimizador local de f (∇f(x) 6= 0),
d ∈ Rn e´ uma direc¸a˜o de descida para f a partir de x se existe γ¯ > 0 tal que
para todo γ ∈ (0, γ¯),
f(x + γd) < f(x).
As direc¸o˜es que satisfazem ∇tf(x)d < 0, ou seja, formam um aˆngulo
maior que 90◦ com ∇f(x), sa˜o direc¸o˜es de descida. Isto pode ser verificado
pela definic¸a˜o do gradiente.
Uma direc¸a˜o de descida d para a func¸a˜o f a partir do ponto x e´ ilustrada
na Figura 5.1:
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Figura 5.1: Direc¸a˜o de descida para f a partir de x.
A seguir e´ estabelecido um algoritmo bastante gene´rico, no qual a condic¸a˜o
de descida e´ satisfeita a cada iterac¸a˜o.
Algoritmo - Busca linear em uma direc¸a˜o de descida
Dado x ∈ Rn. Fac¸a k := 0.
Repita
Calcule uma direc¸a˜o d ∈ Rn tal que ∇tf(xk)d < 0.
Calcule o passo γ tal que f(xk + γd) < f(xk).
xk+1 := xk + γd.
k := k + 1.
O processo iterativo descrito no algoritmo acima termina se for encon-
trado um ponto estaciona´rio x¯ tal que ∇f(x¯) = 0. Caso na˜o se verifique a
condic¸a˜o ∇f(x) = 0, e´ gerada uma sequeˆncia infinita (xk) em Rn. Por cons-
truc¸a˜o, a sequeˆncia f(xk) e´ mono´tona decrescente. No entanto, na˜o podemos
garantir que existe limk→∞ xk e caso exista, que este limite seja um ponto
estaciona´rio. Existem exemplos nos quais a sequeˆncia gerada pelo algoritmo
de descida converge para um ponto na˜o estaciona´rio. O seguinte exemplo em
uma varia´vel foi fornecido por Friedlander em [61].
Considere a func¸a˜o f(x) = x2, cujo u´nico minimizador e´ x∗ = 0. A
sequeˆncia definida por xk = 1 + 1/k, para k ≥ 1 pode ser gerada pelo algo-
ritmo, pois f(xk+1) < f(xk). No entanto,
lim
k→∞
xk = 1.
Para assegurar resultados de convergeˆncia sa˜o suficientes as chamadas
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condic¸a˜o de aˆngulo e condic¸a˜o de descre´scimo suficiente, estabelecidas e co-
mentadas logo a seguir:
Condic¸a˜o de aˆngulo. Para todo k ∈ N, para alguma constante ϑ ∈
(0, 1), d deve ser tal que
∇tf(xk) d ≤ −ϑ ‖∇f(xk)‖ ‖d‖. (5.3)
Decre´scimos excessivamente pequenos no valor da func¸a˜o podem ser gera-
dos caso seja tomada uma direc¸ao “quase”ortogonal ao gradiente da func¸a˜o
no ponto xk. A condic¸a˜o de aˆngulo (5.3) e´ imposta para impedir que as
direc¸o˜es sejam ”quase”ortogonais a` ∇f(xk). Sendo β o aˆngulo entre ∇f(xk)
e d,
cos β =
∇tf(xk) d
‖∇f(xk)‖ ‖d‖ .
Logo, a condic¸a˜o (5.3) equivale a` cos β ≤ −ϑ. Definindo β¯ tal que cosβ¯ = −ϑ,
β¯ e´ o menor aˆngulo permitido entre ∇f(xk) e d. Usualmente ϑ = 10−6. A
Figura 5.2 ilustra a condic¸a˜o de aˆngulo (5.3).
PSfrag replacements xk
∇f(xk)
d
β¯
Figura 5.2: Direc¸a˜o d que satisfaz a condic¸a˜o de aˆngulo (5.3).
Condic¸a˜o de decre´scimo suficiente. Para alguma constante α ∈
(0, 0.5) e γ “grande”,
f(xk + γd) < f(xk) + α∇tf(xk)γd. (5.4)
A constante α e´ adimensional e, para fins de ana´lise pode-se fazer α = 0.5.
Em implementac¸o˜es e´ usual α = 10−4.
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Visto que d gerada pelo algoritmo e´ uma direc¸a˜o de descida, tem-se
∇tf(xk) γ d < 0.
Ou seja, seguramente o valor da func¸a˜o decresce caso seja tomado um pe-
queno deslocamento ao longo de d. A condic¸a˜o (5.4) impo˜e na˜o apenas
um decre´scimo no valor da func¸a˜o, mas um decre´scimo suficiente, com γ
“grande”.
A condic¸a˜o de decre´scimo suficiente (5.4) com γ “grande”e´ assegurada
por uma busca de Armijo na varia´vel γ.
Na busca de Armijo, a partir de γmax, o passo γ e´ reduzido ate´ a condic¸a˜o
de decre´scimo ser verificada. Este procedimento e´ ilustrado na Figura (5.3),
onde e´ tambe´m indicado o ponto γ∗, minimizador exato de f .
A Figura (5.3) identifica tambe´m o ponto de Armijo γa, que e´ definido
como o ponto ao longo de uma direc¸a˜o d no qual a func¸a˜o f(xk + γd) tem o
mesmo valor que a metade de sua aproximac¸a˜o quadra´tica em xk.
PSfrag replacements
γ∗
γa
γmax γ
f(xk + γd)
1
2
∇f(xk)∇f(xk)
Figura 5.3: Busca de Armijo.
A busca de Armijo e´ extremamente simples:
Algoritmo - Busca de Armijo
Dados xk ∈ Rn, d ∈ Rn, e γmax.
Enquanto
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f(xk + γd) > f(xk) +
1
2
γ∇f(xk)T d fac¸a γ := 0.7γ.
Incorporando as condic¸o˜es de aˆngulo e de decre´scimo suficiente, define-se
o seguinte algoritmo de busca em uma direc¸a˜o de descida:
Algoritmo - Descre´scimo suficiente por busca linear
Dados σ e ϑ ∈ (0, 1), α ∈ (0, 0.5) e x ∈ Rn.
Fac¸a k:=0.
Repita
Calcule a direc¸a˜o d ∈ Rn tal que ∇tf(xk) d ≤ −ϑ ‖∇f(xk)‖ ‖d‖.
Determine por Armijo o γ tal que
f(xk + γd) < f(xk) + α∇tf(xk)γd.
xk+1 := xk + γd.
Para este algoritmo pode-se enunciar o seguinte teorema de convergeˆncia
global:
Teorema - Convergeˆncia global do algoritmo com busca linear
O algoritmo pa´ra com algum k, tal que ∇f(xk) = 0, ou gera uma
sequeˆncia infinita {xk} tal que todo ponto limite x¯ e´ um ponto estaciona´rio
de f , ou seja, ∇f(x¯) = 0.
Este teorema na˜o assegura convergeˆncia da sequeˆncia (xk), mas garante
que se existe um ponto limite x¯, enta˜o x¯ e´ um ponto estaciona´rio. Se a func¸a˜o
f e´ convexa, enta˜o a sequ¨eˆncia (xk) converge.
A demonstrac¸a˜o deste teorema pode ser encontrada em [62].
Nesta sec¸a˜o vimos que caracter´ısticas deve possuir um algoritmo de des-
cida com busca linear para ser globalmente convergente. Discutiremos a
seguir dois algoritmos cla´ssicos de descida, o me´todo de Cauchy e o me´todo
de Newton.
O me´todo de Cauchy. Neste me´todo, d e´ a direc¸a˜o contra´ria ao gradiente
de f no ponto xk. Fazendo d = −∇f(xk), a condic¸a˜o c1 (5.3) e´ verificada
trivialmente. A condic¸a˜o c2 (5.4) e´ garantida por uma busca linear.
Algoritmo - Cauchy
Dado x ∈ Rn. Fac¸a k:=0.
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Repita
Calcule a direc¸a˜o d = −∇f(xk).
Determine por Armijo γ tal que f(xk+γd) < f(xk)+α∇f(xk)T γd.
Fac¸a xk+1 := xk + γd.
k := k + 1.
A convergeˆncia global do me´todo de Cauchy e´ um resultado bem co-
nhecido, assim como sua ordem de convergeˆncia local linear. Me´todos com
convergeˆncia local mais ra´pida utilizam informac¸a˜o de segunda ordem de f ,
como os me´todos de Newton e quase-Newton.
O me´todo de Newton. Neste me´todo, a direc¸a˜o d e´ definida por
∇2f(xk) d = −∇f(xk). (5.5)
A direc¸a˜o d calculada pelo sistema (5.5) e´ chamada passo de Newton,
ou passo de Newton puro. A motivac¸a˜o para o me´todo de Newton e´ que a
expansa˜o de Taylor da func¸a˜o f no ponto xk e´
f(xk + d) = f(xk) +∇f(xk) d + (d)t∇2f(xk) d + o (‖d‖2). (5.6)
Desconsiderando os termos de ordem superior a 2, define-se um modelo
quadra´tico m para f no ponto xk:
d ∈ Rn 7→ m(d) = f(xk) +∇f(xk) d + (d)T ∇2f(xk) d. (5.7)
Se a matriz ∇2f(xk) for positiva definida, enta˜o a minimizac¸a˜o deste modelo
quadra´tico e´ a direc¸a˜o de Newton d definida pelo sistema (5.5), e o ponto
xk + d e´ o minimizador do modelo quadra´tico.
Como o modelo quadra´tico concorda com a expansa˜o da func¸a˜o em treˆs
termos, o erro entre o modelo e a func¸a˜o e´ o (‖d‖2), e sera´ particularmente
pequeno quando ‖d‖ for pequena. Ou seja, o modelo quadra´tico e´ uma boa
aproximac¸a˜o da func¸a˜o em uma vizinhanc¸a de xk.
A Figura (5.4) ilustra um passo de Newton d - minimizador do modelo
quadra´tico m - a partir de xk.
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Figura 5.4: Passo de Newton d a partir do ponto xk.
O resultado de convergeˆncia local do me´todo de Newton diz que se x0
estiver suficientemente pro´ximo de um minimizador local x∗, enta˜o d esta´
bem definida para todo k ∈ N e a sequeˆncia gerada converge a x∗ com
ordem de convergeˆncia quadra´tica. No desenvolvimento de um algoritmo de
Newton com convergeˆncia global e´ deseja´vel manter esta boa propriedade de
convergeˆncia local.
Uma condic¸a˜o padra˜o para o me´todo de Newton e´ que a matriz do sistema
(5.5) seja positiva definida. De fato, de (5.5), dT ∇2f(xk) d = −dT∇f(xk).
Com ∇2f(xk) positiva definida tem-se dT ∇2f(xk) d > 0, e consequentemente
∇T f(xk)d < 0. Ou seja, com ∇2f(xk) positiva definida pode-se garantir que
d e´ uma direc¸a˜o de descida para f . Caso esta condic¸a˜o na˜o se verifique a
hessiana deve ser alterada.
A seguir e´ descrito um algoritmo de Newton perturbado, no qual a hessiana
e´ alterada de forma a ser positiva definida em todas as iterac¸o˜es. As condic¸o˜es
de convergeˆncia global (5.3) e (5.4) sa˜o testadas explicitamente.
Algoritmo - Newton perturbado com convergeˆncia global
Dados α ∈ (0, 0.5), ϑ ∈ (0, 1), β > 0 x ∈ Rn. Fac¸a k:=0.
Repita
Se ∇2f(xk) e´ positiva definida, calcule a direc¸a˜o d resolvendo
o sistema ∇2f(xk)d = −∇f(xk).
Caso contra´rio, defina Bk = ∇2f(xk) + tI, onde t > 0 e´ tal que
Bk seja positiva definida e resolva o sistema Bkd = −∇f(xk).
88
Se ∇f(xk)T d > ϑ‖∇f(xk)‖ ‖d‖, aumente t e torne a resolver
o sistema.
Determine o passo γ ∈ (0, 1] tal que
f(xk + γd) < f(xk) + α∇tf(xk)γd.
Fac¸a xk+1 := xk + γd.
k := k + 1.
A verificac¸a˜o da hessiana pode ser feita usando a fatorac¸a˜o de Cholesky,
por exemplo. Se a matriz na˜o for positiva definida, sua diagonal e´ aumentada.
A determinac¸a˜o de t pode ser realizada calculando o autovalor mais negativo
da hessiana, mas como o ca´lculo dos autovalores e´ computacionalmente caro,
t pode ser determinado em um processo iterativo. Aumentar a diagonal da
matriz equivale a aproximar o passo da direc¸a˜o de Cauchy, logo, a condic¸a˜o
de aˆngulo deve ser satisfeita. Caso isto na˜o ocorra, t e´ aumentado. Desta
forma, o algoritmo satisfaz a condic¸a˜o (5.3).
O passo de Newton d podera´ ser reduzido para verificar a condic¸a˜o de
decre´scimo suficiente (5.4). No entanto, na vizinhanc¸a de uma soluc¸a˜o, a
aproximac¸a˜o quadra´tica realizada no me´todo de Newton e´ boa, os passos
d satisfazem Armijo, e sera˜o aceitos sem reduc¸a˜o. Este resultado, que esta´
desenvolvido em [62], garante que o me´todo de Newton global mante´m as
boas propriedades de convergeˆncia local do Newton puro.
Me´todos quase-Newton. No algoritmo de Cauchy,
d = −∇f(xk),
e no algoritmo de Newton,
d = −(∇2f(xk))−1∇f(xk).
Nos algoritmos quase-Newton
d = −Bk∇f(xk),
89
onde Bk ∈ Rn×n e´ uma matriz sime´trica positiva definida. 1
Existem diversas formas de calcular a matriz Bk, caracterizando diversos
me´todos quase-Newton, como por exemplo, os conhecidos me´todos DFP,
proposto por Davidon (1959) e popularizado por Fletcher e Powell e BFGS,
cujo nome refere-se a seus autores Broyden, Fletcher, Goldfarb e Shanno.
O resultado de convergeˆncia local para estes me´todos diz que se existe x∗
minimizador local de f em Rn, e ∇2f(x∗) e´ positiva definida enta˜o, para x0
suficientemente pro´ximo de x∗, a sequeˆncia (xk) converge para x∗ e a ordem
de convergeˆncia e´ pelo menos superlinear [63].
Os me´todos com busca linear podem ser compreendidos como a mini-
mizac¸a˜o de um modelo (linear no me´todo de Cauchy e quadra´tico no me´todo
de Newton). Caso o minimizador do modelo na˜o proporcione um decre´scimo
suficiente na func¸a˜o e´ realizada uma busca na direc¸a˜o definida pelo ponto cor-
rente e o minimizador do modelo. Desta forma, mesmo rejeitado um ponto,
a direc¸a˜o de busca permanece a mesma. Os me´todos estudados na sec¸a˜o
seguinte possuem um mecanismo diverso: cada vez que o minimizador do
modelo e´ rejeitado, e´ calculada uma nova direc¸a˜o.
5.3.3 Algoritmos com regia˜o de confianc¸a
A proposta fundamental dos me´todos de regia˜o de confianc¸a e´ a cons-
truc¸a˜o de uma regia˜o na qual o modelo quadra´tico representa adequada-
mente a func¸a˜o a ser minimizada e a minimizac¸a˜o aproximada do modelo
nesta regia˜o.
A ide´ia de construir uma regia˜o onde confiar no modelo quadra´tico foi pro-
posta por Levenberg (1944) e Marquardt (1963) para problemas de mı´nimos
quadrados, e a aplicac¸a˜o deste me´todo ao problema de minimizac¸a˜o irrestrita
foi sugerida por Goldelf, Quandt e Trotter (1966).
O subproblema quadra´tico. Os me´todos de regia˜o de confianc¸a baseiam-
se na minimizac¸a˜o aproximada de um modelo quadra´tico constru´ıdo em torno
1No algoritmo de Newton perturbado descrito anteriormente, quando a hessiana
∇2f(xk) e´ substitu´ıda por uma matriz Bk definida positiva, o passo e´ dito quase-Newton.
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do ponto xk:
m(x) = f(xk) +∇tf(xk) (x− xk) + 1
2
(x− xk)tBk(x− xk), (5.8)
onde Bk e´ uma matriz sime´trica. Quando Bk = ∇2f(xk) o me´todo e´ chamado
regia˜o de confianc¸a tipo Newton. Se Bk for definida positiva o modelo e´
convexo.
Visto que o modelo quadra´tico so´ aproxima bem a func¸a˜o em uma vi-
zinhanc¸a do ponto onde foi constru´ıdo, define-se o conjunto D∆, chamado
regia˜o de confianc¸a:
D∆ = {x ∈ Rn|‖x− xk‖ ≤ ∆}, (5.9)
onde ∆ > 0 e´ o raio da regia˜o. Assim, a cada iterac¸a˜o do me´todo de regia˜o
de confianc¸a e´ formulado o subproblema:
minimize m(x)
sujeito a x ∈ D∆.
(5.10)
Ale´m do seu tamanho, definido pelo raio ∆, uma importante caracter´ıstica
da regia˜o D∆ e´ seu formato, definido pela norma utilizada.
Regio˜es de confianc¸a definidas com as normas usuais - norma euclidiana
l2, norma unita´ria l1 e norma infinito l∞, e um mesmo raio ∆, sa˜o ilustradas
na Figura (5.5). Nesta figura esta˜o identificados, para as regio˜es de confianc¸a
correspondentes, os minimizadores x1, x2 e x∞.
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Figura 5.5: Regio˜es definidas com normas l1, l2 e l∞.
Na implementac¸a˜o de um algoritmo de regia˜o de confianc¸a, a escolha da
norma pode levar em considerac¸a˜o as caracter´ısticas do problema e a dispo-
nibilidade de programas computacionais que resolvam eficientemente os sub-
problemas quadra´ticos. Em problemas restritos o formato da regia˜o de con-
fianc¸a pode ser definido de maneira a adaptar-se a`s restric¸o˜es do problema.
Assim, problemas com grande nu´mero de varia´veis canalizadas podem ser
eficientemente solucionados atrave´s de me´todos que utilizam regio˜es de con-
fianc¸a tipo caixa (norma l∞). Para solucionar eficientemente problemas com
restric¸o˜es tipo caixa citamos o QUACAN, um software desenvolvido por A.
Friedlander, J.M. Mart´ınez e S.A. Santos, do DMA – IMECC (UNICAMP)
[64].
O algoritmo. Se a soluc¸a˜o do subproblema (5.10) produz uma “boa reduc¸a˜o”do
valor da func¸a˜o f , enta˜o ela e´ aceita. Caso contra´rio, a soluc¸a˜o e´ rejeitada,
o domı´nio do subproblema e´ reduzido e e´ calculado outro ponto tentativo,
resolvendo um novo subproblema. Assim, cada iterac¸a˜o de um algoritmo de
regia˜o de confianc¸a consiste em determinar o domı´nio D∆ no qual o modelo
quadra´tico representa bem a func¸a˜o e o ponto x que minimiza aproximada-
mente o modelo quadra´tico neste domı´nio. Este procedimento e´ sistemati-
zado no seguinte algoritmo conceitual:
Algoritmo - Regia˜o de confianc¸a
Dados x ∈ Rn, ∆min ∈ R e α ∈ (0, 0.5).
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Fac¸a k:=0.
Repita
Defina ∆¯ > ∆min e B
k sime´trica.
Enquanto f(xk)− f(x¯) < α (m(xk)−m(x¯))
Calcule um ponto x¯ que resolve aproximadamente (5.10):
minimize m(x)
sujeito a ‖x− xk‖ ≤ ∆¯,
Reduza ∆¯.
Fac¸a xk+1 := x¯.
k := k + 1.
Em algoritmos de regia˜o de confianc¸a e´ usual estabelecer o crite´rio de
aceitac¸a˜o utilizando as seguintes definic¸o˜es, onde xk e´ o ponto corrente e x¯ e´
a soluc¸a˜o aproximada do problema (5.10):
• reduc¸a˜o real na func¸a˜o: ared = f(xk)− f(x¯);
• reduc¸a˜o predita pelo modelo: pred = m(xk)−m(x¯);
• relac¸a˜o entre as reduc¸o˜es real e predita:
ρk =
ared
pred
. (5.11)
A relac¸a˜o ρk entre a reduc¸a˜o real ared e a reduc¸a˜o predita pred informa
se o modelo quadra´tico representa bem a func¸a˜o na regia˜o D∆. Com esta
nomenclatura, a condic¸a˜o de aceitac¸a˜o do passo pode ser escrita como:
ared ≥ α pred, (5.12)
ou seja, o minimizador aproximado do modelo e´ aceito se ρk ≥ α. Caso
contra´rio, o raio da regia˜o de confianc¸a e´ reduzido, fazendo, por exemplo,
∆ := ∆/2, e o subproblema quadra´tico e´ resolvido novamente.
Em implementac¸o˜es e´ usual estabelecer α = 10−4. Para ana´lise pode-se
fazer α = 0.25, por
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Observe que a condic¸a˜o ared ≥ αpred e´ precisamente a condic¸a˜o de
descre´scimo imposta no algoritmo de busca apresentado na sec¸a˜o anterior.
A definic¸a˜o do raio ∆¯ no in´ıcio de cada iterac¸a˜o na˜o e´ um procedimento
essencial, podendo ser feita de forma bastante simples. Para evitar raios
demasiadamente pequenos “herdados”da iterac¸a˜o anterior, ∆¯ e´ tomado maior
que um valor mı´nimo fixado. Ale´m disto, pode-se considerar o sucesso da
iterac¸a˜o precedente. Se ρk for pro´ximo a` unidade (ρk > 0.75), o modelo
representa bem a func¸a˜o, sendo poss´ıvel expandir a regia˜o de confianc¸a para a
iterac¸a˜o seguinte. Se ρk for positivo mas na˜o pro´ximo de 1 (0.25 < ρk < 0.75),
enta˜o a regia˜o permanece inalterada. Se ρk for pro´ximo a zero (ρk < 0.25),
enta˜o a regia˜o deve ser reduzida na pro´xima iterac¸a˜o.
Para evitar raios demasiadamente grandes, sempre que o passo de New-
ton for interior a` regia˜o de confianc¸a, o raio permanecera´ inalterado para a
pro´xima iterac¸a˜o.
O ponto de Cauchy e a reduc¸a˜o no modelo. A cada iterac¸a˜o de um al-
goritmo de regia˜o de confianc¸a na˜o e´ necessa´rio encontrar uma soluc¸a˜o o´tima
do subproblema quadra´tico (5.10). Uma soluc¸a˜o aproximada e´ satisfato´ria
se proporcionar uma reduc¸a˜o suficiente no modelo. Esta reduc¸a˜o suficiente
pode ser quantificada precisamente em termos do ponto de Cauchy. Dizemos
que o decre´scimo e´ suficiente se for igual ou superior ao decre´scimo propor-
cionado pelo ponto de Cauchy. A seguir define-se o ponto de Cauchy, a
reduc¸a˜o proporcionada por ele e o descre´scimo esperado para uma soluc¸a˜o
aproximada.
Sabemos que a direc¸a˜o de Cauchy e´ o vetor −∇f(xk), ou seja, e´ a direc¸a˜o
de ma´ximo decre´scimo de f . Definimos inicialmente o arco de Cauchy. O
arco de Cauchy e´ um segmento na direc¸a˜o de Cauchy, restrito a` regia˜o de
confianc¸a D∆. O arco de Cauchy e´ ilustrado na Figura (5.6) para um modelo
quadra´tico convexo.
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Figura 5.6: Regia˜o de confianc¸a e arco de Cauchy.
O ponto de Cauchy xC e´ o resultado da minimizac¸a˜o do modelo quadra´tico
no arco de Cauchy. Dependendo da curvatura do modelo ao longo da direc¸a˜o
de Cauchy, o minimizador pode estar no interior ou na fronteira da regia˜o de
confianc¸a. Estas situac¸o˜es sa˜o ilustradas na Figura (5.7) a seguir.
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Figura 5.7: Ponto de Cauchy.
O ponto de Cauchy xC pode ser calculado por:
xC = xk − αC ∆‖∇fk‖∇fk, (5.13)
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onde
αC = 1
quando o minimizador do modelo quadra´tico estiver fora da regia˜o de con-
fianc¸a (xC na fronteira), e
αC =
‖∇fk‖3
∆∇fTk Bk∇fk
quando o minimizador do modelo for interior a` regia˜o.
Uma estimativa para a reduc¸a˜o obtida no modelo m com uma soluc¸a˜o
aproximada x¯ e´:
m(xk)−m(x¯) ≥ c1‖∇fk‖min
(
∆,
‖∇fk‖
‖Bk‖
)
, (5.14)
onde c1 ∈ (0, 1] e´ uma constante. Esta estimativa considera que a reduc¸a˜o
obtida no modelo e´ proporcional ao tamanho do passo e ao gradiente.
O ponto de Cauchy satisfaz (5.14) com c1 =
1
2
, ou seja:
m(xk)−m(xC) ≥ 1
2
‖∇fk‖min
(
∆,
‖∇fk‖
‖Bk‖
)
. (5.15)
Este resultado esta´ demonstrado em [60].
Toda soluc¸a˜o aproximada x¯ que proporcione reduc¸a˜o no modelo igual ou
superior a` reduc¸a˜o obtida com o ponto de Cauchy (m(x) ≤ m(xC)), satisfaz
(5.14) com c1 = 1/2. A regia˜o hachurada da Figura (5.8) identifica a a´rea
na qual uma soluc¸a˜o aproximada x¯ deve estar para satisfazer (5.14) com
c1 = 1/2.
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Figura 5.8: Regia˜o de decre´scimo igual e superior ao decre´scimo de Cauchy.
Resultados de convergeˆncia. As primeiras provas de convergeˆncia global
de um algoritmo de regia˜o de confianc¸a foram feitas por Powel (1975) [65].
No algoritmo estudado por Powel, uma soluc¸a˜o aproximada x¯ e´ aceita se
ared
pred
≥ 0.
Com isto Powel demonstrou que existe um ponto limite x∗ da sequ¨eˆncia (xk)
gerada pelo algoritmo que e´ ponto cr´ıtico de primeira ordem do problema
(5.2), ou seja, satisfaz ∇f(x∗) = 0.
Com o requerimento de α estritamente positivo no crite´rio de aceitac¸a˜o,
ared
pred
≥ α, com α > 0, (5.16)
Thomas (1975) [66] demonstrou que todo ponto limite da sequ¨eˆncia gerada
pelo algoritmo e´ ponto cr´ıtico de primeira ordem. Na pra´tica, a diferenc¸a
entre os dois crite´rios e´ desprez´ıvel. Reescrevemos a seguir as hipo´teses para
este resultado.
• Por hipo´tese do problema, f e´ uma func¸a˜o duplamente continuamente
diferencia´vel em Rn.
• Por hipo´tese do modelo m, a sequ¨eˆncia de matrizes (Bk) e´ limitada em
D∆.
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• Por hipo´tese do algoritmo, a soluc¸a˜o aproximada x¯ satisfaz:
m(xk)−m(x¯) ≥ c1‖∇fk‖min
(
∆,
‖∇fk‖
‖Bk‖
)
,
para alguma constante c1.
Teorema - Convergeˆncia global do algoritmo de regia˜o de con-
fianc¸a
O algoritmo pa´ra para algum k tal que∇f(xk) = 0, ou gera uma sequ¨eˆncia
infinita (xk) tal que todo ponto limite e´ ponto cr´ıtico de primeira ordem, ou
seja:
lim
k→∞
‖∇fk‖ = 0.
Uma vez estabelecida a convergeˆncia global do algoritmo e´ importante
observar se sua convergeˆncia local na˜o foi prejudicada. Para o algoritmo
de regia˜o de confianc¸a, a` medida que a sequeˆncia gerada se aproxima de
uma soluc¸a˜o local o´tima, a regia˜o de confianc¸a tende a ficar inativa (pois a
aproximac¸a˜o quadra´tica da func¸a˜o e´ boa). Desta forma, o algoritmo mante´m
a convergeˆncia local do me´todo de Newton (se Bk = ∇2f(xk)) [60].
O subproblema quadra´tico. A seguir estuda-se o subproblema quadra´tico
formulado a cada iterac¸a˜o de um algoritmo de regia˜o de confianc¸a. A partir
do ponto corrente xk e um raio estimado ∆ e´ formulado o problema de
minimizac¸a˜o do modelo m sujeito a` regia˜o de confianc¸a:
minimize m(d) := f(xk) +∇T f(xk) d + 1
2
dT∇2f(xk)d,
sujeito a ‖d‖ ≤ ∆.
(5.17)
Este problema sempre tem soluc¸a˜o, pois m e´ uma func¸a˜o cont´ınua e a
regia˜o de confianc¸a e´ limitada e fechada no Rn.
Para caracterizar uma soluc¸a˜o exata do subproblema (5.17) observamos
suas condic¸o˜es de otimalidade: Se d∗ e´ um minimizador global do problema
(5.17), enta˜o existe um escalar λ ≥ 0 tal que as seguintes condic¸o˜es sa˜o
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satisfeitas:
(∇2f(xk) + λI) d∗ = −∇fk,
λ(‖d∗‖ −∆) = 0,
(∇2f(xk) + λI) positiva definida.
(5.18)
As seguintes situac¸o˜es podem ocorrer:
Se ∇2f(xk) e´ positiva definida e o passo de Newton d = ∇2f(xk)−1∇fk
satisfaz ‖d‖ ≤ ∆, enta˜o soluc¸a˜o e´ d∗ = d, λ = 0 e a regia˜o de confianc¸a esta´
inativa. Tal situac¸a˜o esta´ ilustrada na Figura (5.9), para D∆1 .
Se ∇2f(xk) for positiva semi-definida mas o passo de Newton tiver norma
maior que o raio da regia˜o de confianc¸a ou ∇2f(xk) na˜o for positiva semi-
definida, enta˜o d∗ sera´ soluc¸a˜o de (∇2f(xk) + λI) d = −∇fk, com λ > 0
e ‖d∗‖ = ∆. Esta situac¸a˜o de soluc¸a˜o na fronteira da regia˜o de confianc¸a
ocorre para D∆2 e D∆3 na Figura (5.9).
Ale´m disto, se (∇2f(xk) + λI) for positiva definida enta˜o d∗ sera´ minimi-
zador u´nico do problema (5.17). 2
A demonstrac¸a˜o deste resultado pode ser encontrada em [60].
Uma caracter´ıstica essencial dos me´todos de regia˜o de confianc¸a pode ser
observada na Figura (5.9): para regio˜es com raios diferentes, na˜o apenas o
comprimento, mas tambe´m a direc¸a˜o do passo e´ alterada.
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Figura 5.9: Passos de regia˜o de confianc¸a para diferentes raios ∆.
2Existe um caso em que ((∇2f(xk) + λI)) e´ positiva semi-definida e o problema na˜o
tem soluc¸a˜o u´nica. Este caso, conhecido como hard case, na˜o sera´ discutido aqui.
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Soluc¸a˜o do subproblema quadra´tico. Pelas condic¸o˜es de otimalidade
sabe-se que a soluc¸a˜o exata do problema (5.17) tem a forma d = −(∇2f(xk)+
λI)−1∇fk para algum λ ≥ 0. Pode-se enta˜o definir a curva
d(λ) = −(∇2f(xk) + λI)−1∇fk, (5.19)
onde λ ∈ (0,∞). Esta curva e´ chamada caminho de Levenberg-Marquardt.
O algoritmo de Levenberg-Marquardt, desenvolvido para problemas de
mı´nimos quadrados, resolve a equac¸a˜o (5.19) ajustando diretamente o valor
de λ, de acordo com a reduc¸a˜o obtida na func¸a˜o f e em seu modelo.
O caminho de Levenberg-Marquardt d(λ) pode ser formado pelas soluc¸o˜es
do problema quadra´tico para diversos raios da regia˜o de confianc¸a, conforme
ilustrado na Figura (5.10). Esta relac¸a˜o entre o algoritmo de Levenberg-
Marquardt e o algoritmo de regia˜o de confianc¸a para problemas irrestritos
foi estabelecida por More´ em 1978.
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Figura 5.10: Caminho de Levenberg-Marquardt.
Existem duas estrate´gias para minimizar aproximadamente um problema
quadra´tico sujeito a uma regia˜o de confianc¸a:
• Procurar, atrave´s de iterac¸o˜es na varia´vel λ, uma soluc¸a˜o no caminho
de Levenberg-Marquardt. Uma soluc¸a˜o sobre a curva de Levenberg-
Marquardt e´ dita exata.
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• Procurar uma soluc¸a˜o sobre uma curva que aproxime o caminho de
Levenberg- Marquardt. Uma soluc¸a˜o sobre a curva aproximada e´ dita
aproximada.
A Figura (5.11) ilustra uma soluc¸a˜o exata e aproximada de um problema
quadra´tico convexo com regia˜o de confianc¸a l2.
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Figura 5.11: Soluc¸a˜o exata e aproximada de um problema.
Um me´todo de soluc¸a˜o “quase”exata foi proposto por More´ e Sorensen
[67]. O algoritmo de More´ e Sorensen consiste em encontrar uma soluc¸a˜o que
satisfac¸a as condic¸o˜es de otimalidade (5.18) realizando fatorac¸o˜es de Cholesky
de (∇2f(xk) + λI) para diferentes valores de λ.
Caso λ = 0 na˜o satisfac¸a as equac¸o˜es (5.18) com ‖d(λ)‖ ≤ ∆, define-se
d(λ) = −(∇2f(xk) + λI)−1∇fk,
e procura-se o valor de λ que satisfac¸a
‖d(λ)‖ −∆ = 0 (5.20)
dentro de uma certa toleraˆncia. Devido a esta toleraˆncia o me´todo e´ dito
“quase”exato.
O me´todo de More´ e Sorensen e´ um processo iterativo que envolve a
soluc¸a˜o de diversos sistemas lineares, sendo adequado apenas a problemas de
pequena dimensa˜o.
Para a soluc¸a˜o aproximada do subproblema quadra´tico sujeito a regia˜o
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de confianc¸a podem ser utilizados me´todos bastante eficientes computacio-
nalmente, como o me´todo de dog-leg, o me´todo de minimizac¸a˜o em um sub-
espac¸o bidimensional [68] e o me´todo de gradientes conjugados de Steihaug
[69].
No me´todo de dog-leg e´ solucionado apenas um sistema linear. Este
me´todo e´ apropriado quando a hessiana ∇2f(xk) do modelo quadra´tico e´
positiva definida em todas as iterac¸o˜es, pois e´ necessa´rio calcular o passo de
Newton a cada iterac¸a˜o. O me´todo da minimizac¸a˜o em um subespac¸o bidi-
mensional pode ser aplicado quando as matrizes do modelo na˜o sa˜o positivas
definidas. Neste caso e´ feita uma estimativa do autovalor mais negativo.
O me´todo de gradientes conjugados desenvolvido por Steihaug adapta-se a
problemas de grande porte onde a matriz na˜o e´ necessa´riamente positiva de-
finida. Neste me´todo na˜o e´ necessa´rio calcular autovalores. Ale´m dos artigos
originais, estes me´todos de soluc¸a˜o aproximada sa˜o descritos, por exemplo,
no livro de Nocedal [60].
Relac¸a˜o entre ponto de Armijo e ponto de Cauchy. Nesta sec¸a˜o sobre
minimizac¸a˜o de problemas irrestritos foi visto que um passo de um algoritmo
com busca e´ aceito caso proporcione decre´scimo suficiente no valor da func¸a˜o,
decre´scimo este que pode ser determinado por uma busca do tipo Armijo.
Foi visto tambe´m que um passo de regia˜o de confianc¸a e´ aceito se o modelo
quadra´tico prediz com precisa˜o satisfato´ria o comportamento da func¸a˜o em
determinada regia˜o e se o passo proporcionar decre´scimo suficiente no modelo
quadra´tico. Este decre´scimo deve ser uma frac¸a˜o fixa do decre´scimo propor-
cionado pelo ponto de Cauchy. Como estas condic¸o˜es sa˜o necessa´rias para a
obtenc¸a˜o de resultados de convergeˆncia global dos algoritmos de busca e de
regia˜o de confianc¸a, pode-se questionar a relac¸a˜o existente entre o ponto de
Cauchy e o ponto de Armijo.
Conforme definido anteriormante, o ponto de Cauchy e´ o minimizador
do modelo quadra´tico da func¸a˜o f , sujeito a` regia˜o de confianc¸a, ao longo
da direc¸a˜o de maior decre´scimo local −∇fk. Sem considerar a regia˜o de
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confianc¸a, o ponto de Cauchy pode ser calculado por:
xC = xk − ‖∇fk‖
2
2
∇fTk ∇2fk∇fk
∇fk. (5.21)
Veremos a seguir que para o modelo quadra´tico, o ponto de Armijo xa e
o ponto de Cauchy xC coincidem.
Suponhamos que a busca de Armijo seja realizada no modelo quadra´tico
da func¸a˜o ao longo de γd:
m(γ) =
1
2
(γd)t∇2fk(γd).
Neste caso, o ponto de Armijo sera´ determinado por:
1
2
(γd)t∇2fk(γd) = 1
2
∇tfk(γd),
(γd)t∇2fk(γd) +∇tfk(γd) = 0, e
γ = − ∇
tfkd
dt∇2fkd.
(5.22)
Assim, com d = −∇fk, o ponto de Armijo sera´:
xa = xk − ‖∇fk‖
2
2
∇fTk ∇2fk∇fk
∇fk.
Comparando esta expressa˜o com a expressa˜o (5.21), veˆ-se que para o
modelo quadra´tico o ponto de Armijo xa e o ponto de Cauchy xC coincidem.
Esta propriedade e´ ilustrada na Figura (5.12).
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Figura 5.12: Ponto de Armijo para o modelo quadra´tico e ponto de Cauchy.
Conclui-se que, se o modelo quadra´tico for uma boa aproximac¸a˜o da
func¸a˜o ao longo da direc¸a˜o de busca, enta˜o o ponto de Cauchy estara´ pro´ximo
ao ponto de Armijo.
Relac¸a˜o entre regia˜o de confianc¸a e Newton perturbado. Finaliza-se
esta sec¸a˜o sobre minimizac¸a˜o irrestrita observando a relac¸a˜o entre um passo
de um algoritmo de regia˜o de confianc¸a e um passo de um algoritmo do tipo
Newton.
Conforme discutido, um passo do algoritmo de Newton e´ a soluc¸a˜o do
sistema
∇2fk d = −∇fk, (5.23)
e caso a matriz ∇2fk na˜o seja positiva definida, usa-se o passo de Newton
perturbado dado pela soluc¸a˜o do sistema
(∇2fk + tI)d = −∇fk, (5.24)
onde t > 0 e´ tal que (∇2fk + tI) e´ positiva definida.
Por outro lado, um passo de regia˜o de confianc¸a e´ a soluc¸a˜o aproximada
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do problema quadra´tico
minimize m(d) = ∇tfk d + 1
2
dt∇2fkd
sujeito a ‖d‖ ≤ ∆,
(5.25)
e pelas condic¸o˜es de otimalidade sabe-se que se d∗ e´ um minimizador do
problema (5.25), enta˜o existe um escalar t∗ ≥ 0 satisfazendo:
(∇2fk + t∗I) d∗ = −∇fk, (5.26)
com (∇2fk + t∗I) positiva definida.
A comparac¸a˜o das expresso˜es (5.24) e (5.26) permite observar que o
me´todo de Newton com perturbac¸a˜o da hessiana e o me´todo de regia˜o de
confianc¸a sa˜o equivalentes, a menos de um paraˆmetro. Ou seja, existe uma
escolha de paraˆmetros tal que os dois me´todos sa˜o equivalentes, mas tal es-
colha na˜o pode ser determinada a priori.
A equivaleˆncia entre os me´todos pode ser estabelecida da seguinte forma:
Se d∗ e´ uma soluc¸a˜o de (5.25), enta˜o existe t ≥ 0 tal que d∗ e´ soluc¸a˜o de
(5.23). Da mesma forma, se d∗ e´ uma soluc¸a˜o de (5.23), enta˜o existe um raio
∆ ≥ 0 tal que d∗ e´ uma soluc¸a˜o de (5.25).
5.4 O problema de minimizac¸a˜o com restric¸o˜es
de igualdade
Nesta sec¸a˜o estudamos problemas com restric¸o˜es de igualdade. Inicial-
mente consideramos o caso mais simples, no qual as restric¸o˜es sa˜o lineares:
minimize f0(x)
sujeito a Ax = b,
(5.27)
sendo a matriz A ∈ Rm×n com posto completo m e 1 ≤ m < n. O conjunto
via´vel deste problema,
V := {x ∈ R/Ax = b},
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e´ a variedade linear de soluc¸o˜es do sistema linear Ax = b, cuja dimensa˜o
e´ n − m. Associado a V , esta´ o conjunto chamado nu´cleo de A, denotado
N (A), formado pelas soluc¸o˜es do sistema homogeˆneo Ax = 0. O nu´cleo de
A possui dimensa˜o n − m, e´ paralelo a V , e passa pela origem. O espac¸o
de dimensa˜o m formado pelas m linhas linearmente independentes de A e´
chamado imagem de AT , e e´ denotado R(AT ). Os espac¸os N (A) e R(AT )
sa˜o ortogonais e verificam
R
n = N (A)⊕R(AT ).
A partir de um ponto via´vel x, dada uma direc¸a˜o d ∈ N (A), enta˜o
x˜ = x + γd, com γ ∈ R, tambe´m e´ um ponto via´vel. Ou seja, a partir de
um ponto via´vel, d ∈ N (A) e´ uma direc¸a˜o via´vel para o problema (5.27). A
rec´ıproca e´ verdadeira. Se a partir de x via´vel, um passo ao longo da direc¸a˜o
d ∈ Rn conduzir a x˜ = x+γd com x˜ via´vel, enta˜o necessariamente d ∈ N (A).
Por esta raza˜o, N (A) e´ o conjunto das direc¸o˜es via´veis no conjunto via´vel V .
A Figura (5.13) ilustra, para um problema no R2, a regia˜o via´vel V e o
conjunto das direc¸o˜es via´veis N (A) do problema (5.27).
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Figura 5.13: Regia˜o via´vel V e conjunto das direc¸o˜es via´veis.
Consideramos agora o problema com restric¸o˜es na˜o-lineares:
minimize f0(x)
sujeito a fE(x) = 0,
(5.28)
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onde E e´ o conjunto finito de ı´ndices {1, · · · , m} e f : Rn → Rm+1 ∈ C2, com
m < n. Associado a este problema definimos o conjunto dos pontos via´veis
V :
V := {x ∈ Rn|fi(x) = 0, i = 1, · · · , m}.
Para o caso na˜o-linear, a partir de um ponto via´vel x ∈ V na˜o e´ poss´ıvel, em
geral, definir direc¸o˜es via´veis [61].
Denotamos por AE(x) a matriz jacobiana avaliada em x, associada a`s
restric¸o˜es do problema (5.28):
AE(x)T := [∇f1(x) · · · ∇fm(x)].
Qualificac¸a˜o das restric¸o˜es. Para estabelecer as condic¸o˜es de otimalidade
do problema restrito e´ necessa´ria uma hipo´tese de qualificac¸a˜o das restric¸o˜es,
que assegure que o problema na˜o e´ degenerado. A hipo´tese de qualificac¸a˜o
das restric¸o˜es mais simples e´ a de regularidade:
Um ponto x e´ regular se os gradientes das restric¸o˜es avaliados em x sa˜o
linearmente independentes, ou seja, se o conjunto {∇f1(x), · · · ,∇fm(x)} e´
linearmente independente.
Subespac¸o tangente. Se um ponto x e´ via´vel e regular enta˜o o subespac¸o
tangente ao conjunto via´vel em x e´ dado por
T := {d ∈ Rn|A(x) d = 0}. (5.29)
Lagrangeano e estimativa dos multiplicadores de Lagrange. A curva-
tura das restric¸o˜es pode ser considerada atrave´s de suas hessianas, que forne-
cem informac¸o˜es de segunda ordem. Para isto, a` i-e`sima restric¸a˜o associa-se
um escalar λi e, dados x ∈ Rn e λ ∈ Rm, define-se o Lagrangeano:
L(x, λ) := f0(x) + λ
tfE(x). (5.30)
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O gradiente do Lagrangeano em relac¸a˜o a` varia´vel x sera´:
∇xL(x, λ) = ∇f0(x) + AE(x)Tλ, (5.31)
e a matriz hessiana, definida pela derivada de segunda ordem em relac¸a˜o a
x, sera´:
∇2xxL(x, λ) = ∇2f0(x) +
∑
i∈E
λi∇2xxfi(x). (5.32)
Nas expresso˜es (5.30)-(5.32), o vetor λ ∈ Rm e´ formado por estimativas
dos multiplicadores de Lagrange λ∗. Existem diversas formas de estimar os
multiplicadores de Lagrange. Uma estimativa usual e´ fornecida pelo pro-
blema de mı´nima norma, considerando-se a condic¸a˜o de otimalidade de pri-
meira ordem. Para dado x, o problema de mı´nima norma para estimativa
dos multiplicadores de Lagrange e´:
min
λ
‖∇f0(x) + ATE (x)λ‖2,
cuja soluc¸a˜o (poss´ıvel desde que a matriz ATE (x)(AE(x)A
T
E (x))
−1 esteja bem
definida) resulta no seguinte estimador:
λ(x) = (ATE (x)(AE(x)A
T
E (x))
−1)T∇f0(x). (5.33)
Condic¸o˜es de otimalidade.
Condic¸a˜o necessa´ria de primeira ordem: Se x∗ e´ um minimizador local re-
gular de (5.28), enta˜o existe λ∗ ∈ Rm tal que as seguintes condic¸o˜es sa˜o
satisfeitas:
∇f0(x∗) +
∑
i∈E λ
∗
i∇fi(x∗) = 0,
fE(x∗) = 0,
(5.34)
sendo λ∗i , i ∈ E , o multiplicador de Lagrange associado a` i-e´sima restric¸a˜o.
Geometricamente, a equac¸a˜o ∇f0(x∗) + ATE (x∗))λ∗ = 0 especifica que
∇f0(x∗) ∈ R(ATE (x∗)), (5.35)
isto e´, o gradiente da func¸a˜o objetivo avaliado em x∗, ∇f0(x∗), e´ uma com-
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binac¸a˜o linear dos gradientes das restric¸o˜es.
Condic¸a˜o necessa´ria de segunda ordem: Seja f ∈ C2 e T e L definidos
anteriormente. Se x∗ e´ um ponto regular e minimizador local de (5.28) e
λ∗ ∈ Rm sa˜o os multiplicadores de Lagrange que verificam (5.34), enta˜o
dt∇2xxL(x∗, λ∗) d ≥ 0, para todo d ∈ T.
Condic¸a˜o suficiente de segunda ordem: Suponha que para um ponto via´vel
x∗ existe um vetor de multiplicadores de Lagrange λ∗ tal que as condic¸o˜es
de KKT (5.34) sa˜o satisfeitas. Suponha tambe´m que dt∇2xxL(x∗, λ∗) d >
0, para todo d ∈ T, d 6= 0. Enta˜o x∗ e´ um minimizador local estrito de (5.28).
5.4.1 Algoritmos
Em programac¸a˜o com restric¸o˜es lineares e´ poss´ıvel garantir que a viabi-
lidade obtida a cada iterac¸a˜o na˜o seja perdida. Consequentemente, uma vez
obtido um ponto via´vel, o algoritmo pode, a cada iterac¸a˜o, obter pontos que
se aproximem da otimalidade. Em programac¸a˜o com restric¸o˜es na˜o-lineares,
no entanto, mesmo que seja obtido um ponto via´vel, a viabilidade na˜o e´ man-
tida na iterac¸a˜o seguinte. Assim existem, a cada iterac¸a˜o de um algoritmo
com restric¸o˜es na˜o-lineares, dois objetivos: minimizar uma func¸a˜o e satis-
fazer as restric¸o˜es. Os me´todos tradicionalmente utilizados para solucionar
este problema com dois objetivos sa˜o os me´todos de penalidade.
Me´todos de penalidade. Nesta classe de me´todos, os dois objetivos sa˜o
combinados na chamada func¸a˜o penalizada, que e´ uma combinac¸a˜o com pesos
da otimalidade e da viabilidade. A otimalidade e´ normalmente medida pela
func¸a˜o objetivo do problema e a viabilidade por uma func¸a˜o h, chamada
medida de inviabilidade. A forma geral de uma func¸a˜o penalidade e´
x ∈ Rn → Φw(x) = f0(x) + w h(fE(x)),
sendo w ∈ Rm os pesos. Diferentes combinac¸o˜es de normas e func¸o˜es h origi-
nam os diversos me´todos de penalidade existentes. Como exemplo, citamos a
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func¸a˜o de penalizac¸a˜o quadra´tica, estudada por Fiacco e McCormick (1968):
Φµ(x) = f0(x) +
1
2µ
‖fE(x)‖22
e o Lagrangeano aumentado, proposto por Powel (1969) e Hestenes(1969):
Φλ,µ(x) = f0(x)− λT fE(x) + 1
2µ
‖fE(x)‖22,
onde λ ∈ Rm sa˜o estimativas para os multiplicadores de Lagrange e µ e´ o
paraˆmetro de penalidade.
Nos algoritmos de penalidade sa˜o solucionados uma sequ¨eˆncia de pro-
blemas irrestritos, nos quais a func¸a˜o Φ e´ minimizada para uma sequ¨eˆncia
de pesos e paraˆmetros. O algoritmo de penalidade pode ser estabelecido da
seguinte forma:
Algoritmo - Me´todo de func¸a˜o penalidade
Dados x0 ∈ Rn, µ0 > 0.
Fac¸a k := 0.
Repita
Calcule xk+1 tal que:
xk+1 = arg min Φ(x, µk). (5.36)
Fac¸a µk+1 < µk.
k := k + 1.
Com hipo´teses razoa´veis pode ser mostrado que qualquer ponto limite da
sequeˆncia (xk) gerada pelo algoritmo e´ soluc¸a˜o o´tima do problema original
(5.28) [70].
A disponibiliade de algoritmos eficientes para soluc¸a˜o de problemas ir-
restritos e o bom desenvolvimento teo´rico tornam os me´todos de penalidade
atraentes. Todavia, eles sofrem de dificuldades nume´ricas, visto que o pro-
blema irrestrito torna-se progressivamente mal condicionado a` medida que
se aproxima da soluc¸a˜o, devido a` reduc¸a˜o do paraˆmetro de penalidade.
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Me´todo de Newton estendido. Este me´todo consiste na aplicac¸a˜o do
Me´todo de Newton a`s condic¸o˜es de otimalidade do problema (5.28). Se-
guindo Tapia [71], definimos o sistema estentido, formado pelas condic¸o˜es
de otimalidade de primeira ordem do problema com restric¸o˜es de igualdade
(5.34):
∇f0(x) + AE(x)Tλ = 0
fE(x) = 0,
(5.37)
onde x ∈ Rn, e λ ∈ Rm e´ uma estimativa para os multiplicadores de La-
grange. O problema de Newton estendido consiste em encontrar um ponto
estaciona´rio da func¸a˜o lagrangeana, ou seja, encontrar (x, λ) que satisfac¸a o
sistema (5.37).
Para a soluc¸a˜o do sistema (5.37) atrave´s do me´todo de Newton faz-se a
hipo´tese que ∇2xxL e´ positiva definida.
Sejam xk e λk estimativas dos valores o´timos x∗ e λ∗. Uma iterac¸a˜o do
me´todo de Newton a partir de (xk, λk) e´ definida por:
xk+1 = xk + dx
λk+1 = λk + dλ,
(5.38)
sendo (dx, dλ) a soluc¸a˜o do sistema linear:[
H ATE
AE 0
](
dx
dλ
)
= −
(
∇f0(xk) + ATE λk
fE(xk)
)
, (5.39)
onde denotamos AE = AE(xk) e H = ∇2xxL(xk, λk), definida por (5.32).
Observando que dλ = λ
k+1−λk, pode-se escrever o sistema de Newton (5.39)
da forma: [
H ATE
AE 0
](
dx
λk+1
)
= −
(
∇f0(xk)
fE(xk)
)
. (5.40)
Os valores λk+1, fornecidos pela resoluc¸a˜o do sistema (5.40), podem ser
utilizados como estimativa para os multiplicadores de Lagrange na iterac¸a˜o
k + 1.
O algoritmo de Newton aplicado ao sistema estendido pode ser estabele-
cido como segue:
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Algoritmo - Me´todo de Newton estendido
Dados x0 ∈ Rn, λ0 ∈ Rm.
Fac¸a k := 0.
Repita
Calcule (dx, dλ) solucionando o sistema linear (5.39).
Fac¸a xk+1 := xk + dx, λ
k+1 := λk + dλ.
k := k + 1.
Com as hipo´teses mencionadas, este algoritmo tem convergeˆncia local
quadra´tica em (x, λ) [72], mas sua convergeˆncia global na˜o e´ assegurada.
Nas sec¸o˜es seguintes estuda-se uma forma de solucionar o problema (5.28)
garantindo convergeˆncia global atrave´s de busca ao longo de uma direc¸a˜o e
atrave´s de regia˜o de confianc¸a.
5.4.2 Programac¸a˜o quadra´tica sequ¨encial
A ide´ia ba´sica dos algoritmos de programac¸a˜o quadra´tica sequencial (PQS)
e´ modelar o problema na˜o-linear original em xk por um subproblema quadra´tico
e usar a soluc¸a˜o deste problema quadra´tico para construir uma aproximac¸a˜o
melhor em xk+1. Com uma formulac¸a˜o adequada do subproblema quadra´tico,
a programac¸a˜o quadra´tica sequencial “local”, ou seja, sem estrate´gias de glo-
balizac¸a˜o, e´ equivalente ao me´todo de Newton estendido, discutido na sec¸a˜o
anterior.
A seguir discute-se uma formulac¸a˜o do subproblema quadra´tico para a
qual a equivaleˆncia com o me´todo de Newton estendido e´ preservada. Nesta
formulac¸a˜o minimiza-se a aproximac¸a˜o quadra´tica do lagrangeano (definido
em (5.30)), sujeito a` linearizac¸a˜o em xk das restric¸o˜es do problema original.
Desta forma, dados xk e λk, sendo λk estimativas dos multiplicadores de
Lagrange, o subproblema quadra´tico formulado a cada iterac¸a˜o e´:
minimize Lk +∇LTk (x− xk) +
1
2
(x− xk)TH(x− xk)
sujeito a fE(xk) + AE(x− xk) = 0.
(5.41)
Utilizando as definic¸o˜es (5.30) e (5.31), a aproximac¸a˜o quadra´tica da
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func¸a˜o lagrangeana e´:
f0(x
k) + λT fE(xk) + (∇f0(xk)T + λT AE)(x− xk) + 1
2
(x− xk)T H(x− xk).
Considerando a restric¸a˜o fE(xk) + AE(x − xk) = 0 e desconsiderando o
termo constante f0(x
k), o problema quadra´tico (5.41) assume a forma:
minimize ∇f0(xk)T (x− xk) + 1
2
(x− xk)TH(x− xk)
sujeito a fE(xk) + AE(x− xk) = 0.
(5.42)
A condic¸a˜o de otimalidade de primeira ordem deste problema nas varia´veis
x e λk+1 e´:
∇f0(xk) + H(x− xk) + ATE λk+1 = 0
fE(xk) + AE(x− xk) = 0,
(5.43)
e na varia´vel dx = x− xk:
∇f0(xk) + Hdx + ATE λk+1 = 0
fE(xk) + AEdx = 0.
(5.44)
O sistema (5.44) e´ ideˆntico ao sistema de Newton (5.40). Assim, a soluc¸a˜o
do subproblema quadra´tico (5.42) gera iterandos iguais aos gerados pela
soluc¸a˜o por Newton do sistema estendido (5.37). Por isto, visando preservar
as boas propriedades de convergeˆncia local do me´todo de Newton, considera-
se que (5.42) seja a formulac¸a˜o quadra´tica ideal para um algoritmo de PQS.
Para assegurar a convergeˆncia de um algoritmo de PQS a partir de pon-
tos remotos da soluc¸a˜o pode ser controlado o tamanho do passo ao longo
da direc¸a˜o calculada (algoritmos de busca) ou determinado se um ponto e´
aceita´vel ou se a regia˜o de confianc¸a deve ser alterada (algoritmos de regia˜o
de confianc¸a). Em problemas irrestritos vimos que isto e´ feito avaliando-se
a reduc¸a˜o na func¸a˜o objetivo do problema. Em problemas com restric¸o˜es e´
tradicionalmente utilizada uma func¸a˜o de me´rito, discutida a seguir.
Func¸o˜es de me´rito. A func¸a˜o penalidade e´ uma forma de considerar
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multaneamente dois objetivos possivelmente conflitantes, a otimizac¸a˜o e a
viabilizac¸a˜o. Nos algoritmos de penalidade, conforme discutido, ela e´ utili-
zada para obter uma direc¸a˜o que preserve o compromisso entre viabilidade
e otimalidade. Ja´ nos algoritmos de programac¸a˜o quadra´tica sequ¨encial a
func¸a˜o penalidade pode ser utilizada para avaliar a qualidade de uma direc¸a˜o
ja´ determinada. Um determinado passo e´ enta˜o julgado “bom” caso pro-
duza descre´scimo suficiente na func¸a˜o penalidade, e “ruim” caso contra´rio.
Quando a func¸a˜o penalidade e´ utilizada para avaliar um passo ela e´ chamada
func¸a˜o de me´rito. Como exemplo de func¸o˜es de me´rito citamos:
* A func¸a˜o l1, definida por
φβ(x) := f0(x) + β‖fE(x)‖1, (5.45)
onde β e´ o paraˆmetro de penalidade. Esta func¸a˜o na˜o diferencia´vel e´ facil-
mente avaliada. A func¸a˜o l1 e´ exata, o que precisamente significa que existe
um escalar β∗ tal que para todo β ∈ (0, β∗), toda soluc¸a˜o local do problema
na˜o-linear (5.28) e´ um minimizador local de φβ(x).
* A func¸a˜o de penalidade quadra´tica l2, definida por
φβ(x) := f0(x) +
β
2
‖fE(x)‖22, (5.46)
onde β e´ o paraˆmetro de penalidade. Esta func¸a˜o de me´rito e´ diferencia´vel
em todo domı´nio, mas possui a desvantagem, por na˜o ser exata, de exigir
que o paraˆmetro de penalidade cresc¸a muito para garantir convergeˆncia para
um ponto via´vel que, espera-se, seja minimizador do problema original.
* A func¸a˜o lagrangeano aumentado, proposta por Fletcher:
φλ,β(x) := f0(x)− λ(x)TfE(x) + β
2
‖fE(x)‖22, (5.47)
sendo β o paraˆmetro de penalidade e λ(x) uma estimativa dos multiplicadores
de Lagrange dada por:
λ(x) = [AE(x)ATE (x)]
−1AE(x)∇f0(x).
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A func¸a˜o lagrangeano aumentado tambe´m e´ exata. Como envolve a estima-
tiva de multiplicadores de Lagrange, sua avaliac¸a˜o pode ser particularmente
dif´ıcil caso a matriz AE se torne posto deficiente.
Uma propriedade crucial para uma func¸a˜o de me´rito e´ que ela possua
pontos cr´ıticos de primeira ordem nos pontos cr´ıticos de primeira ordem do
problema. E´ deseja´vel ainda que todos os pontos cr´ıticos da func¸a˜o de me´rito
sejam tambe´m pontos cr´ıticos do problema, ou seja, que a func¸a˜o na˜o possua
pontos cr´ıticos adicionais [73].
Outra propriedade essencial para possibilitar a busca e´ que o passo calcu-
lado e a func¸a˜o de me´rito sejam compat´ıveis, no sentido que a derivada dire-
cional seja negativa. Assim, a cada iterac¸a˜o, para β suficientemente grande,
d gerada pelo algoritmo deve ser uma direc¸a˜o de descida para a func¸a˜o φβ,
ou seja, deve verificar:
∇φTβ d < 0. (5.48)
Algoritmo de PQS com busca na func¸a˜o de me´rito. Em algoritmos
com busca em func¸a˜o de me´rito, para garantir (5.48), o paraˆmetro β pode
ser atualizado a cada iterac¸a˜o fazendo β > βmin, onde βmin verifica:
∇φTβmind = 0.
Tomando-se como exemplo a func¸a˜o l2, cujo gradiente avaliado em x
k e´:
∇φβ(xk) = ∇f0(xk) + βATE (xk)fE(xk),
o valor de βmin sera´:
βmin =
−∇f0(xk)T d
fE(xk)TAE(xk) d
.
Reunindo os elementos discutidos, o algoritmo de PQS com busca em
func¸a˜o de me´rito pode ser estabelecido da seguinte forma:
Algoritmo - PQS com busca em func¸a˜o de me´rito
Dados x0 ∈ Rn, λ0 ∈ Rm, τ ∈ (0, 1).
Fac¸a k := 0.
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Repita
Avalie f0(x
k), ∇f0(xk), fE(xk), AE(xk) e H.
Calcule dx solucionando o sistema linear (5.40).
Atualize β tal que dx seja direc¸a˜o de descida para φβ.
Determine (por Armijo) o passo γ ∈ (0, 1) tal que:
φβ(x
k + γdx) > φβ(x
k) +
1
2
γ∇φβ(xk).
Atualize as varia´veis: xk+1 := xk + γdx e λ
k+1.
k := k + 1.
Algoritmo de PQS com regia˜o de confianc¸a. Seguindo a estrate´gia de
regia˜o de confianc¸a, estudada para problemas irrestritos, adicionamos uma
restric¸a˜o de regia˜o de confianc¸a ao subproblema quadra´tico (5.42), obtendo:
minimize ∇f0(xk)T (x− xk) + 1
2
(x− xk)TH(x− xk)
sujeito a fE(xk) + AE(xk)(x− xk) = 0,
‖(x− xk)‖ ≤ ∆k.
(5.49)
E´ poss´ıvel que o conjunto via´vel deste problema seja vazio, caso as res-
tric¸o˜es sejam incompat´ıveis, ou seja, caso a restric¸a˜o linear esteja fora da
regia˜o de confianc¸a. Para garantir a compatibilidade das restric¸o˜es pode-se
considerar que na˜o e´ necessa´rio satisfazer a restric¸a˜o linear perfeitamente e
reformular o subproblema (5.49) com a restric¸a˜o linear relaxada. Estas si-
tuac¸o˜es de incompatibilidade e de relaxamento da restric¸a˜o sa˜o ilustradas na
Figura (5.14) para um problema com uma restric¸a˜o em R2:
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PSfrag replacements
xk
fE(x) = fE(x
k)
AE(x− xk) = 0
AE (x− xk) = −fE(xk)
AE(x− xk) = −α fE(xk)
(a) Incompatibilidade das
restric¸o˜es.
PSfrag replacements
xk
fE(x) = fE(x
k)
AE(x− xk) = 0
AE(x− xk) = −fE(xk)
AE(x− xk) = −α fE(xk)
(b) Relaxamento da restric¸a˜o
linear.
Figura 5.14: Compatibilizac¸a˜o das restric¸o˜es do problema (5.49).
Existem treˆs formas de realizar o relaxamento da restric¸a˜o linear de (5.49),
comentadas a seguir.
Vardi (1985) [74] e Byrd, Schnabel e Shultz (1987) [75] propuseram o
relaxamento da restric¸a˜o linear atrave´s de um paraˆmetro 0 < α ≤ 1:
αfE(xk) + AE(xk)(x− xk) = 0,
sendo α determinado tal que o conjunto via´vel
Vα = {d |αfE(xk) + AE(xk)(x− xk) = 0 e ‖d‖ ≤ ∆k}
seja na˜o vazio. Obviamente V0 e´ na˜o vazio. Existira´ um valor ma´ximo tal
que para α ∈ (0, αmax] as restric¸o˜es sa˜o compat´ıves, mas determinar com
precisa˜o αmax e´ um procedimento computacionalmente caro. Por outro lado,
valores pequenos para α comprometem o desempenho do algoritmo, pois a
cada iterac¸a˜o pouco progresso e´ feito na viabilizac¸a˜o.
Outra abordagem foi proposta por Celis-Dennis-Tapia (1985) [76]. Os
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autores formulam e resolvem o problema:
minimize ∇f0(xk)T (x− xk) + 1
2
(x− xk)TH(x− xk)
sujeito a ‖fE(xk) + AE(xk)(x− xk)‖ ≤ h¯,
‖(x− xk)‖ ≤ ∆k.
(5.50)
onde h¯, escolhido tal que o problema (5.50) tenha regia˜o via´vel na˜o nula,
impo˜e um limite para a inviabilidade a cada iterac¸a˜o. Para garantir reduc¸a˜o
na inviabilidade, h¯ pode ser determinado tal que:
min
‖(x−xk)‖≤∆k
‖fE(xk) + AE(xk)(x− xk)‖ ≤ ‖fE(xk)‖. (5.51)
Ale´m da dificuldade de determinac¸a˜o do paraˆmetro h¯, o pro´prio subpro-
blema (5.50) impo˜e dificuldades. Com norma l2 o problema envolve duas
restric¸o˜es quadra´ticas, e a aplicac¸a˜o de te´cnicas eficientes de soluc¸a˜o na˜o e´
evidente.
Finalmente, uma terceira abordagem, proposta por Byrd-Omojokun (1989)
[77, 78], divide a soluc¸a˜o do subproblema quadra´tico (5.49) em duas fases,
chamadas normal e tangencial.
Na fase normal, a partir de xk e´ calculado um passo v, para o qual a
inviabilidade e´ reduzida satisfazendo a regia˜o de confianc¸a. Este passo v e´
a soluc¸a˜o aproximada do seguinte problema quadra´tico, chamado problema
normal:
minimize ‖fE(xk) + AE(xk)v‖
sujeito a ‖v‖ ≤ ζ∆k,
(5.52)
onde 0 < ζ < 1 (e.g. ζ = 0.8) e´ um fator de contrac¸a˜o para a regia˜o.
Na fase tangencial e´ calculado o passo total d, resolvendo-se aproximada-
mente o problema seguinte:
minimize ∇f0(xk)Td + 1
2
dT Hd
sujeito a AE(xk)d = AE(xk)v,
‖d‖ ≤ ∆k.
(5.53)
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Este problema e´ sempre consistente, pois, por exemplo, d = v e´ via´vel.
E´ poss´ıvel demonstrar [79] que existe uma soluc¸a˜o aproximada de (5.52)
que esta´ no espac¸o imagem de ATE (sera´ a soluc¸a˜o de mı´nima norma). Impor
a condic¸a˜o
v = ATE y (5.54)
para algum y ∈ Rm, previne que o passo normal v seja demasiadamente
longo. Se o passo total d for escrito como d = v⊕w, com w ∈ Rn, a restric¸a˜o
linear do problema tangencial (5.53), AE(xk)d = AE(xk)v, pode ser escrita
AE(xk)(v + w) = AE(xk)v. Logo:
AE(xk) w = 0,
ou seja, w ∈ N (AE). O passo w, no espac¸o tangente a` linearizac¸a˜o das
restric¸o˜es, e´ ortogonal ao passo v, no espac¸o imagem de ATE .
A Figura (5.15) ilustra a estrate´gia de Byrd-Omojokun para um sub-
problema quadra´tico com regia˜o de confianc¸a. A partir do ponto xk a figura
ilustra o passo total d obtido a partir do passo normal v e do passo tangencial
h.
x_1
x_2
PSfrag replacements
xk
fE(x) = fE(x
k)
AE(x− xk) = AEv
v
d
w
Figura 5.15: Estrate´gia de Byrd-Omojokun.
Uma soluc¸a˜o aproximada de (5.52) e (5.53) e´ considerada satisfato´ria se
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produzir decre´scimo igual ou superior ao descre´scimo obtido pelo ponto de
Cauchy.
A estrate´gia de Byrd-Omojokun e´ considerada adequada para problemas
de grande porte, tendo sido utilizada em algoritmos recentes de programac¸a˜o
quadra´tica sequencial [80], [81]. Isto deve-se tambe´m a` disponibilidade de
algoritmos eficientes para a soluc¸a˜o aproximada dos subproblemas normal e
tangencial.
Apo´s seu ca´lculo, deve-se avaliar se um passo e´ “bom”. Um passo d e´
considerado bom caso produza descre´scimo suficiente na func¸a˜o de me´rito.
Em algoritmos de regia˜o de confianc¸a este descre´scimo e´ estabelecido pela
relac¸a˜o entre a reduc¸a˜o obtida na func¸a˜o de me´rito e a reduc¸a˜o predita pelo
modelo quadra´tico da func¸a˜o de me´rito. Tomando como exemplo a func¸a˜o
l1 (na˜o diferencia´vel)
φβ(x) = f0(x) +
β
2
‖fE(x)‖1,
e construindo um modelo quadra´tico de φβ em torno do ponto x:
mβ(d) := f0(x) +∇f0(x)Td + 1
2
dTHd +
β
2
‖fE(x) + AE(x)d‖1,
define-se:
ared(d) = φβ(x)− φβ(x + d),
e
pred(d) = mβ(0)−mβ(d)
= −∇f0(x)Td− 1
2
dT Hd +
β
2
(‖fE(x)‖1 − ‖fE(x) + AE(x)d‖1).
(5.55)
O passo d sera´ aceito se:
ared(d) ≥ η pred(d),
para η ∈ (0, 0.5].
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A seguir estabelecemos um algoritmo de programac¸a˜o quadra´tica sequen-
cial com regia˜o de confianc¸a utilizando a estrate´gia de Byrd-Omojokun.
Algoritmo - PQS com Regia˜o de confianc¸a
Dados x0 ∈ Rn, ∆min ∈ R e η ∈ (0, 0.5].
Fac¸a k:=0.
Repita
Defina ∆¯ > ∆min.
Avalie f0(x
k), ∇f0(xk), fE(xk), AE(xk).
Calcule estimativas λk para os multiplicadores de Lagrange,
utilizando, por exemplo, (5.33).
Calcule v resolvendo aproximadamente o problema normal (5.52).
Avalie a hessiana do Lagrangeano H.
Calcule d resolvendo aproximadamente o subproblema (5.53).
Calcule ρ = ared/pred.
Se ρ ≥ η fac¸a xk+1 := xk + d e defina ∆k+1 ≥ ∆k;
caso contra´rio fac¸a xk+1 := xk + d e reduza ∆.
k := k + 1.
A cada iterac¸a˜o de um me´todo de PQS com regia˜o de confianc¸a, com a
regia˜o de confianc¸a centrada no ponto corrente xk, busca-se reduzir a inviabi-
lidade e progredir na otimalidade. No Cap´ıtulo seguinte sera´ discutida uma
classe de algoritmos onde o compromisso entre viabilidade e otimalidade a
cada iterac¸a˜o e´ tratado de forma diversa.
5.4.3 Concluso˜es
Neste cap´ıtulo foram reunidos os elementos de programac¸a˜o na˜o-linear
necessa´rios ao estabelecimento de um algoritmo com convergeˆncia global.
Foi discutida a globalizac¸a˜o por busca linear e por regia˜o de confianc¸a. Para
problemas restritos considerou-se o uso de uma func¸a˜o de me´rito e as func¸o˜es
de me´rito mais utilizadas foram apresentadas e discutidas.
No cap´ıtulo seguinte os conceitos e algoritmos apresentados no Cap´ıtulo
4 e Cap´ıtulo 5 sera˜o retomados para o estabelecimento de algoritmos para
problemas na˜o-lineares com restric¸o˜es de igualdade e desigualdade.
Cap´ıtulo 6
Algoritmos para problemas
com restric¸o˜es de igualdade e
desigualdade
6.1 Introduc¸a˜o
Neste cap´ıtulo sa˜o discutidos algoritmos para problemas na˜o-lineares com
restric¸o˜es de igualdade e desigualdade. Visto que o principal objetivo e´ o
estudo e o desenvolvimento de algoritmos com convergeˆncia global, discute-
se para esta classe de problemas a estrate´gia de globalizac¸a˜o por decre´scimo
suficiente em uma func¸a˜o de me´rito e apresenta-se o algoritmo proposto por
Vanderbei e Shanno [1]. Um ponto cr´ıtico do uso da func¸a˜o de me´rito e´ a
atualizac¸a˜o de seu paraˆmetro. Apo´s expor a atualizac¸a˜o proposta em [1],
propo˜e-se uma estrate´gia de atualizac¸a˜o do paraˆmetro dita na˜o mono´tona.
Ale´m disto, propo˜e-se uma nova func¸a˜o de me´rito, que na˜o utiliza paraˆmetro
de penalizac¸a˜o.
Uma nova classe de me´todos, chamados me´todos de filtro, que na˜o uti-
lizam func¸a˜o de me´rito, e´ apresentada, os conceitos ba´sicos dos me´todos de
filtro sa˜o definidos e um novo algoritmo de filtro e´ proposto. O funcionamento
do novo algoritmo de filtro e´ ilustrado atrave´s de um exemplo gra´fico.
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6.2 O problema de minimizac¸a˜o com restric¸o˜es
de igualdade e desigualdade
Nesta sec¸a˜o estuda-se o problema com restric¸o˜es de igualdade e desigual-
dade na˜o-lineares:
minimize f0(x)
sujeito a fE(x) = 0
fI(x) ≤ 0,
(6.1)
onde E = {1, · · · , m} e I = {1, · · · , p} sa˜o os conjuntos de ı´ndices das
restric¸o˜es de igualdade e desigualdade respectivamente e f : Rn → Rm+p+1,
com m < n, e´ um vetor de func¸o˜es duplamente continuamente diferencia´veis.
Denota-se AE(x) e AI(x) as matrizes jacobianas avaliadas em x, associa-
das a`s restric¸o˜es de igualdade e desigualdade, respectivamente:
AE(x)T := [∇fi(x)]i∈E , AI(x)T := [∇fi(x)]i∈I . (6.2)
Denota-se I¯ o conjunto de ı´ndices associados a`s restric¸o˜es de desigualda-
des ativas:
I¯ = {i ∈ I|fi(x) = 0}.
Hipo´teses. As seguintes hipo´teses sa˜o consideradas padra˜o:
Existeˆncia de pontos interiores O problema (6.1) satisfaz
{x ∈ Rn| fi(x) = 0, i ∈ E e fi(x) < 0, i ∈ I} 6= ∅.
Complementaridade estrita Para todo i ∈ I¯, fi(x∗) + λ∗i > 0.
Regularidade Um ponto x via´vel e´ regular se os gradientes das res-
tric¸o˜es ativas em x sa˜o linearmente independentes, ou seja, se o con-
junto
{∇fi(x), i ∈ E} ∪ {∇fi(x), i ∈ I¯}
e´ linearmente independente.
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Func¸a˜o Lagrangeana. Dados x ∈ Rn, λE ∈ Rm e λI ∈ Rp, define-se a
func¸a˜o Lagrangeana para o problema (6.1) por:
L(x, λ) = f0(x) + λ
t
EfE(x) + λ
t
IfI(x), (6.3)
e seu gradiente em relac¸a˜o a` varia´vel x por:
∇xL(x, λ) = ∇f0(x) + AE(x)TλE + AI(x)TλI . (6.4)
Condic¸a˜o de otimalidade de primeira ordem (Karush-Kuhn-Tucker-
KKT). Seja x∗ um minimizador local regular do problema (6.1). Enta˜o
existem λ∗E ∈ Rm e λ∗I ∈ Rp tais que as seguintes condic¸o˜es sa˜o satisfeitas:
∇f0(x∗) +
∑
i∈I λ
∗
i∇fi(x∗) +
∑
i∈E λ
∗
i∇fi(x∗) = 0
fE(x∗) = 0
λ∗i fi(x
∗) = 0, i ∈ I
λ∗i ≥ 0, i ∈ I
fI(x∗) ≤ 0.
(6.5)
6.2.1 Algoritmos
Nesta sec¸a˜o introduz-se a formulac¸a˜o de algoritmos para a soluc¸a˜o do pro-
blema (6.1). Define-se a func¸a˜o barreira logar´ıtmica, a inclusa˜o de varia´veis
de folga e o problema penalizado formulado nos me´todos de pontos interiores.
O me´todo da func¸a˜o barreira logar´ıtmica. Os me´todos de barreira
consistem em minimizar aproximadamente uma func¸a˜o barreira Bµ(·) para
uma sequ¨eˆncia decrescente de valores do paraˆmetro µ. A func¸a˜o barreira pode
ser constru´ıda com um termo de penalizac¸a˜o para as restric¸o˜es de igualdade
e um termo de barreira para as restric¸o˜es de desigualdade. A func¸a˜o barreira
mais utilizada e´ a func¸a˜o logar´ıtmica, estudada por Fiacco e McCormick [82].
Se fizermos o coeficiente do termo de penalizac¸a˜o β = 1/µ, sendo µ o
paraˆmetro de barreira, enta˜o a func¸a˜o barreira logar´ıtmica com penalizac¸a˜o
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quadra´tica sera´:
Bµ(x) = f0(x)− µ
∑
i∈I
log − fi(x) + 1
2µ
‖fE(x)‖2. (6.6)
Em [82], Fiacco e McCormick definem as condic¸o˜es para que a sequ¨eˆncia
gerada pelas soluc¸o˜es locais de Bµ(x), para µ → 0, convirja a uma soluc¸a˜o
local o´tima de (6.1).
Como nos me´todos de penalidade, a hessiana da func¸a˜o Bµ torna-se mal
condicionada a` medida que o paraˆmetro µ decresce, causando dificuldades
nume´ricas ao algoritmo. Ale´m disto, e´ necessa´rio, apo´s cada reduc¸a˜o de µ,
encontrar um ponto inicial no domı´nio de Bµ.
Uma modificac¸a˜o no me´todo de barreira que torna mais simples a de-
finic¸a˜o de um ponto inicial via´vel e´ a introduc¸a˜o de varia´veis de folga s ∈ Rp.
Assim, associado ao problema (6.1) define-se o seguinte problema:
minimize f0(x)
sujeito a fE(x) = 0
fI(x) + s = 0,
s ≥ 0.
(6.7)
A func¸a˜o penalidade correspondente a este problema sera´:
Bµ(x, s) = f0(x)− µ
∑
i∈I
log(si) +
1
2µ
‖fE(x)‖2 + 1
2µ
‖fI(x) + s‖2.
Observe que com esta formulac¸a˜o na˜o se exige fI(x) + s = 0. Todo (x, s)
com s > 0 pertence ao domı´nio desta func¸a˜o.
Modificando o me´todo de minimizac¸a˜o da func¸a˜o barreira Bµ(x, s) tem-se
o me´todo primal-dual de pontos interiores, discutido a seguir.
Me´todos de pontos interiores. Na estrate´gia de pontos interiores sa˜o
adicionadas varia´veis de folga s ∈ Rp a`s restric¸o˜es de desigualdade fI . A
func¸a˜o barreira logar´ıtmica, que incide sobre as folgas, e´ incorporada a` func¸a˜o
objetivo f0 e, para dado paraˆmetro de barreira µ > 0, o seguinte problema
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penalizado e´ associado ao problema (6.1) :
minimize f0(x)− µ
p∑
i=1
log si
sujeito a fE(x) = 0
fI(x) + s = 0
s > 0.
(6.8)
Os me´todos discutidos a seguir resolvem o problema (6.1) resolvendo
aproximadamente uma sequeˆncia de problemas penalizados (6.8), para uma
sequeˆncia decrescente do paraˆmetro µ. Para a soluc¸a˜o aproximada do pro-
blema penalizado (6.8) podem ser empregados me´todos de programac¸a˜o na˜o-
linear para problemas com restric¸o˜es de igualdade discutidos no Cap´ıtulo 5,
tais como me´todos de programac¸a˜o quadra´tica sequencial com regia˜o de con-
fianc¸a [80, 81] ou com busca na direc¸a˜o de Newton [83, 84, 1]. Na sec¸a˜o
seguinte estuda-se o algoritmo de pontos interiores com busca na direc¸a˜o de
Newton.
6.3 Me´todos de pontos interiores com busca
na direc¸a˜o de Newton
Nesta sec¸a˜o apresenta-se os me´todos de pontos interiores com busca na
direc¸a˜o de Newton. Da´-se atenc¸a˜o especial ao algoritmo proposto por Van-
derbei e Shanno [1]. A partir do algoritmo de Vanderbei e Shanno [1] faz-
se uma proposta de atualizac¸a˜o na˜o mono´tona do paraˆmetro da func¸a˜o de
me´rito e propo˜e-se uma nova func¸a˜o de me´rito, que na˜o emprega paraˆmetro
de penalizac¸a˜o.
Func¸a˜o Lagrangeana. Dados x ∈ Rn, λE ∈ Rm e λI ∈ Rp, define-se a
func¸a˜o Lagrangeana para o problema penalizado (6.8) por:
L(x, s, λ, µ) = f0(x)− µ
m∑
i=1
log(si) + λ
T
I (fI(x) + s) + λ
T
E fE(x). (6.9)
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Condic¸o˜es de otimalidade de primeira ordem. As condic¸o˜es de Karush-
Kuhn-Tucker (KKT) para o problema penalizado (6.8) sa˜o satisfeitas em um
ponto (x, s) se existem λE ∈ Rm e λI ∈ Rp tais que:
∇f0(x) + AE(x)TλE + AI(x)TλI = 0
−µS−1e + λI = 0
fI(x) + s = 0
fE(x) = 0
s > 0, λI > 0
(6.10)
onde S = diag (s1, · · · , sp) e´ a matriz diagonal associada ao vetor de folgas
s ∈ Rp e e ∈ Rp e´ o vetor de componentes unita´rios.
As chamadas condic¸o˜es de KKT perturbadas sa˜o geradas multiplicando-
se a segunda linha de (6.10) pela matriz diagonal S. Obte´m-se assim a
expressa˜o:
S λI = µ e (6.11)
Para simplificar a notac¸a˜o define-se o ponto z := (x, s, λI , λE), a direc¸a˜o
d := (dx, ds, dλI , dλE ) e o vetor de res´ıduos Fµ associado as equac¸o˜es de KKT
perturbadas:
Fµ(z) :=


∇f0(x) + AE(x)TλE + AI(x)TλI
SλI − µe
fI(x) + s
fE(x)

 . (6.12)
A extensa˜o dos algoritmos primais-duais de pontos interiores para pro-
blemas na˜o-lineares e´ realizada aplicando-se o me´todo de Newton ao sistema
formado pelas equac¸o˜es de KKT perturbadas Fµ(z) = 0. A partir de um
ponto inicial z0, com s0 > 0 e λ0I > 0, e´ gerada uma sequeˆncia de pontos
zk+1 = zk + γ dk, (6.13)
onde γ ∈ (0, 1] determina o comprimento do passo e dk e´ uma direc¸a˜o de
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busca que satisfaz a linearizac¸a˜o de (6.12), com z = zk:
∇Fµ(z)d = −Fµ(z). (6.14)
Em notac¸a˜o estendida o sistema (6.14) e´:


H 0 ATI (x) A
T
E (x)
AI(x) I 0 0
AE(x) 0 0 0
0 ΛI S 0




dx
ds
dλI
dλE

 = −


∇f0(x) + ATE (x)λE + ATI (x)λI
SλI − µe
fI(x) + s
fE(x)


(6.15)
onde H = ∇2xxL(x, λ) e´ a hessiana do Lagrangeano em relac¸a˜o a x.
Teste da raza˜o. O teste da raza˜o consiste em determinar o ma´ximo passo
γmax ∈ (0, 1] tal que as varia´veis s e λI permanec¸am estritamente positivas
apo´s a iterac¸a˜o, ou seja, para γ ∈ [0, γmax], s + γds > 0 e λI + γdλI > 0.
A partir do ponto corrente (x, s, λ) e da direc¸a˜o d = (dx, ds, dλ), para os
ı´ndices i ∈ I tal que dsi < 0 e dλi < 0, calcula-se:
γmax = min
{
min
dsi<0
si
−dsi
, min
dλi<0
λi
−dλi
, 1
}
. (6.16)
Determinac¸a˜o do passo em algoritmos de descre´scimo suficiente. A
selec¸a˜o do passo γ em algoritmos baseados em busca ao longo de uma direc¸a˜o
pode ser estabelecida da seguinte forma: a cada iterac¸a˜o e´ determinado o
passo ma´ximo γmax atrave´s do teste da raza˜o para as varia´veis s e λI ; a
partir de γmax o intervalo (0, γmax] e´ reduzido ate´ que se verifique decre´scimo
suficiente em uma func¸a˜o de me´rito. Este e´ um procedimento cr´ıtico em
programac¸a˜o na˜o-linear, e sera´ discutido na sec¸a˜o seguinte.
6.3.1 Algoritmos de descre´scimo suficiente em uma func¸a˜o
de me´rito
Sabe-se que para problemas na˜o-lineares, com uma estimativa inicial
ruim, o me´todo de Newton pode divergir. Para garantir convergeˆncia inde-
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pendentemente da estimativa inicial e´ preciso globalizar o me´todo de Newton.
A convergeˆncia global do me´todo de Newton, conforme discutido no
Cap´ıtulo 5, pode ser obtida atrave´s de uma busca ao longo da direc¸a˜o d
que garanta decre´scimo suficiente em uma func¸a˜o de me´rito. Esta estrate´gia
de globalizac¸a˜o foi empregada nos algoritmos propostos por El-Bakry, Tapia,
Tsuchiya e Zhang [83] e Vanderbei e Shanno [1].
A func¸a˜o de me´rito. A func¸a˜o de me´rito tem grande importaˆncia no
desempenho de um algoritmo. Suas caracter´ısticas fundamentais foram dis-
cutidas no Cap´ıtulo 5, onde alguns exemplos foram apresentados.
Para o problema com restric¸o˜es de igualdade e desigualdade, El Bakry,
Tapia, Tsuchiya e Zhang [83] propuseram o uso da func¸a˜o l2 aplicada aos
res´ıduos das condic¸o˜es de KKT (6.12):
φ(z) := ‖F (z)‖22. (6.17)
Com esta func¸a˜o de me´rito os autores provaram, sob hipo´teses razoa´veis,
e desde que a jacobiana na˜o se torne singular, convergeˆncia para pontos que
satisfazem as condic¸o˜es de otimalidade de primeira ordem. No entanto, foi
verificada, em alguns casos, convergeˆncia para pontos de ma´ximo ou de sela
(ambos satisfazem as condic¸o˜es de primeira ordem).
Vanderbei e Shanno [1] utilizaram em seu algoritmo a func¸a˜o penalidade
quadra´tica l2, que aplicada ao problema de barreira (6.8) assume a forma:
φµ,β(x, s) := f0(x)− µ
∑
i∈I
log(si) +
β
2
∥∥∥∥∥
(
fI(x) + s
fE(x)
)∥∥∥∥∥
2
2
. (6.18)
Atualizac¸a˜o do paraˆmetro β. O paraˆmetro β da func¸a˜o de me´rito (6.18)
e´ atualizado a cada iterac¸a˜o tal que a direc¸a˜o de busca d, determinada pela
soluc¸a˜o do sistema (6.15), seja uma direc¸a˜o de descida para φµ,β. Sempre
que o problema e´ estritamente convexo, com o paraˆmetro β suficientemente
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grande, isto se verifica. Ou seja, existe βmin ≥ 0 tal que para todo β > βmin,
[
∇xφµ,β
∇sφµ,β
]T (
dx
ds
)
≤ 0. (6.19)
Podemos determinar o valor de βmin. O gradiente da func¸a˜o de me´rito
φµ,β e´:
∇φ(x, s) =
[
∇f0 + β ATI (fI + s) + β ATE fE
−µS−1e + β (fI + s)
]
. (6.20)
Pode-se escrever:
∇φT d = ∇fT0 dx + β ((fI + s)TAI + fTE AE) dx − µeT S−1 ds + β (fI + s)T ds,
(6.21)
e para verificar (6.19), deve-se ter β ≥ βmin, sendo:
βmin =
−∇fT0 dx + µeT S−1 ds
((fI + s)TAI + fTE AE) dx + (fI + s)T ds
. (6.22)
O paraˆmetro β e´ inicializado com valor 0 e permanece inalterado enquanto
a direc¸a˜o calculada for uma direc¸a˜o de descida para a func¸a˜o de me´rito.
Sempre que d falha como direc¸a˜o de descida, e´ feito β = 10 βmin. A iterac¸a˜o
seguinte comec¸a com este valor aumentado de β. Visto que o paraˆmetro pode
apenas crescer no decorrer das iterac¸o˜es, esta atualizac¸a˜o e´ dita mono´tona.
Perturbac¸a˜o da hessiana. Em algoritmos de programac¸a˜o na˜o-linear ba-
seados na direc¸a˜o de Newton e´ preciso garantir que a hessiana do sistema
(6.15) seja definida positiva em todas as iterac¸o˜es. Vanderbei e Shanno uti-
lizam a perturbac¸a˜o da hessiana, estrate´gia discutida no Cap´ıtulo 5 para
problemas irrestritos, como forma de garantir a definic¸a˜o da matriz do sis-
tema de Newton.
Pode ser verificado, ja´ que s e λI sa˜o estritamente positivos, que a hessiana
do sistema de Newton sera´ definida positiva se a hessiana do lagrangeano H
o for. Baseado nisto os autores definem a matriz com uma perturbac¸a˜o
diagonal:
Hˆ = H + tI, t ≥ 0.
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A cada iterac¸a˜o o valor de t e´ inicializado em 0 e, caso necessa´rio, e´ alterado
em um processo iterativo ate´ que Hˆ seja definida positiva. Com t ≥ 0 tal
que Hˆ e´ definida positiva, e´ poss´ıvel verificar que a direc¸a˜o calculada sera´
de descida para a func¸a˜o de me´rito. No entanto, com esta perturbac¸a˜o, os
autores na˜o obtiveram prova de convergeˆncia para o algoritmo.
Com os elementos discutidos, o algoritmo de Vanderbei e Shanno para
programac¸a˜o na˜o-linear pode ser estabelecido como segue:
Algoritmo - Vanderbei e Shanno
Dados σ ∈ [0, 1], β = 0, x ∈ Rn, s ∈ Rp.
Fac¸a k:=0.
Repita
Se a hessiana do lagrangeano H e´ definida positiva, enta˜o
calcule a direc¸a˜o d resolvendo o sistema (6.15).
Caso contra´rio, defina Hˆ = H + tI, onde t > 0 e´ tal que Hˆ
e´ definida positiva e resolva o sistema (6.15) com Hˆ.
Determine o ma´ximo passo γmax ∈ (0, 1] pelo teste de raza˜o
para as varia´veis s e λI .
Atualize o paraˆmetro β da func¸a˜o de me´rito:
Calcule βmin por (6.22).
Se β < βmin fac¸a β = 10 βmin.
Determine o passo γ ∈ (0, γmax] atrave´s de uma busca
na func¸a˜o de me´rito.
Atualize as varia´veis:
xk+1 := xk + γdx, s
k+1 := sk + γdx.
λk+1I := λ
k
I + γdλI , λ
k+1
E := λ
k
E + γdλE .
Atualize o paraˆmetro de barreira:
µk+1 := σ
sTλI
p
;
k := k + 1.
Ressalta-se que neste algoritmo o problema de barreira na˜o e´ solucionado
para determinada precisa˜o. Ao inve´s disto, apo´s cada passo o paraˆmetro de
barreira µ e´ reduzido.
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O algoritmo de Vanderbei e Shanno na˜o possui prova de convergeˆncia
gobal. Segundo os autores [1], uma prova de convergeˆncia para este algoritmo
requer desenvolvimento na selec¸a˜o do paraˆmetro β.
6.3.2 Uma estrate´gia na˜o-mono´tona para atualizac¸a˜o
de β
No algoritmo proposto por Vanderbei e Shanno βmin e´ definido a cada
iterac¸a˜o tal que
∇φTµ,βmin d = 0.
Fazer β > βmin a cada iterac¸a˜o garante que d e´ uma direc¸a˜o de descida para
φµ,β. Esta estrate´gia mono´tona de atualizac¸a˜o do paraˆmetro β conduz a boas
propriedades de convergeˆncia global mas pode ser ineficiente. O paraˆmetro
pode crescer muito, colocando demasiada importaˆncia sobre a viabilidade
nas iterac¸o˜es finais. Por isto propomos uma estrate´gia de atualizac¸a˜o na˜o-
mono´tona, descrita a seguir.
Define-se βˆ tal que:
∇φµ,βˆ(x, s)T d =
1
2
∇
∥∥∥∥∥
(
fI(x) + s
fE(x)
)∥∥∥∥∥
2
. (6.23)
e a atualizac¸a˜o de β torna-se
β = max(10βmin, 10βˆ, β¯), (6.24)
onde β¯ e´ um valor constante em todas as iterac¸o˜es. Sugerimos β¯ = 1. Esta
atualizac¸a˜o e´ realizada em todas as iterac¸o˜es, assim β pode tanto aumentar
quanto diminuir quando β¯ for pequeno.
6.3.3 Uma nova func¸a˜o de me´rito
Devido a` importaˆncia do valor do paraˆmetro β a cada iterac¸a˜o sobre o
desempenho do algoritmo, propomos uma nova func¸a˜o de me´rito que na˜o
utiliza paraˆmetro de penalizac¸a˜o.
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Visto que a direc¸a˜o de busca d e´ o passo de Newton aplicado a`s condic¸o˜es
de KKT perturbadas (6.12), d e´ uma direc¸a˜o de descida para cada um dos
res´ıduos do sistema formado por (6.12). Isto significa que pequenos desloca-
mentos ao longo da direc¸a˜o d devem reduzir a inviabilidade, a otimalidade e
a condic¸a˜o de complementaridade. Considerando isto propomos como func¸a˜o
de me´rito o ma´ximo destes objetivos, convenientemente normalizados.
Define-se inicialmente os crite´rios normalizados: C1 - otimalidade, C2 -
centralidade, C3 - inviabilidade das desigualdades e C4 - inviabilidade das
igualdades:
C1 := µ0‖∇f0(x) + AE(x)TλE + AI(x)TλI‖∞
C2 := ‖Sλ− µe‖∞
C3 :=
µ0‖fI(x) + s‖∞
‖fI(x0) + s0‖+ 1
C4 :=
µ0‖fE(x)‖∞
‖fE(x0)‖∞ + 1 .
(6.25)
A partir dos crite´rios normalizados C1, C2, C3 e C4, define-se:
Cmax(x, s, µ) = max{C1, C2, C3, C4}. (6.26)
A Figura (6.1) mostra a evoluc¸a˜o dos crite´rios C1, C2, C3, C4 e Cmax ao
longo da direc¸a˜o d para uma aplicac¸a˜o t´ıpica de FPO e mostra o resultado
de uma busca efetuada em Cmax. O passo γ ∈ (0, γmax) determinado pela
busca e´ tal que γ d e´ direc¸a˜o de descida para Cmax.
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Figura 6.1: Uma busca ao longo de d com o crite´rio Cmax.
A normalizac¸a˜o dos crite´rios (6.25) possui significado: se for exigido C2 ≤
µ enta˜o o ponto (x, s, λ) esta´ bem centralizado. Exigir C1 ≤ µ equivale a:
‖∇f0(x) + AE(x)TλE + AI(x)TλI‖∞ ≤ µ
µ0
.
Ou seja, impo˜e-se uma reduc¸a˜o na norma da otimalidade proporcional ao
valor do paraˆmetro µ. Igualmente, C3 ≤ µ e C4 ≤ µ equivalem a impor uma
reduc¸a˜o na inviabilidade proporcional a µ e a inviabilidade inicial:
‖fI(x)+s‖∞ ≤ µ
µ0
(‖fI(x0)+s0‖∞+1) e ‖fE(x)‖∞ ≤ µ
µ0
(‖fE(x0)‖∞+1).
O nu´mero 1 e´ introduzido no denominador dos crite´rios C3 e C4 para evitar
divisa˜o por zero.
Para cada problema penalizado pode ser definido o seguinte crite´rio de
parada:
Cmax ≤ µ.
Se o algoritmo alcanc¸a Cmax ≤ µ em alguma iterac¸a˜o, enta˜o C2 garante
que o ponto obtido esta´ bem centralizado e os demais crite´rios sa˜o reduzidos
proporcionalmente a µ. Na u´ltima iterac¸a˜o e´ requerido Cmax ≤ µ e µ ≤ 10−5.
134
6.4 Algoritmos de restaurac¸a˜o inexata
Os me´todos de restaurac¸a˜o inexata (IR) foram recentemente introduzi-
dos por Mart´ınez e Pillota (2000, 2001) [85, 86] para resolver problemas com
restric¸o˜es. A principal ide´ia da restaurac¸a˜o inexata e´ que a viabilidade, por
ser um aspecto muito importante do problema, pode ser tratada independen-
dentemente da otimalidade. Esta ide´ia foi utilizada em algoritmos via´veis e
quase-via´veis [87, 88, 89], que possuem o inconveniente de, ao seguir domı´nios
muito curvos, gerarem passos demasiadamente pequenos longe da soluc¸a˜o.
A restaurac¸a˜o inexata evita este inconveniente dos me´todos via´veis e quase-
via´veis reduzindo automaticamente a toleraˆncia a` inviabilidade a` medida que
os iterando se aproximam da soluc¸a˜o. Assim, distante da soluc¸a˜o sa˜o aceitos
passos grandes.
Uma iterac¸a˜o t´ıpica de um me´todo de restaurac¸a˜o inexata e´ composta
por duas fases, chamadas de fase de restaurac¸a˜o e fase de otimalidade. Na
fase de restaurac¸a˜o, a partir do ponto corrente xk, possivelmente na˜o-via´vel, e´
determinado um ponto intermedia´rio z tal que a inviabilidade tenha sido “su-
ficientemente” reduzida. Sendo h uma medida de inviabilidade e r a reduc¸a˜o
imposta, o passo de restaurac¸a˜o z deve verificar h(z) < r h(xk). E´ tambe´m
usual impor uma limitac¸a˜o de tamanho, para evitar passos demasiadamente
longos. Assim a fase de restaurac¸a˜o pode ser estabelecida como:
Dados xk, β > 0 e r ∈ [0, 1), encontre z tal que:
|h(z)| ≤ r |h(xk)|
‖z − xk‖ ≤ β|h(xk)|. (6.27)
Na restaurac¸a˜o pode ser utilizado qualquer me´todo para reduzir a invia-
bilidade.
Na fase de otimalidade, as restric¸o˜es sa˜o linearizadas em z e minimiza-se
aproximadamente a func¸a˜o objetivo do problema (ou o Lagrangeano) sujeito
a` linearizac¸a˜o das restric¸o˜es e a` regia˜o de confiac¸a D∆ centrada em z. O ponto
obtido y e´ avaliado, podendo ser aceito como novo iterando ou rejeitado. Se
o ponto y for rejeitado, a regia˜o de confianc¸a e´ reduzida e um novo ponto e´
calculado. Neste caso, a regia˜o de confianc¸a permanece centrada em z, ou
135
seja, a viabilizac¸a˜o obtida na fase de restaurac¸a˜o na˜o e´ perdida.
Uma iterac¸a˜o de um algoritmo de restaurac¸a˜o inexata para um problema
com uma restric¸a˜o em R2 e´ ilustrada na Figura (6.2).
PSfrag replacements
xk
z
y
l ≤ x ≤ u
fE(x) = 0
D∆
fE(x) = fE(x
k)
AE (z − y) = 0
Figura 6.2: Fases de restaurac¸a˜o e otimalidade de um algoritmo de IR.
Nos algoritmos de restaurac¸a˜o inexata [85, 86] o ponto y e´ avaliado atrave´s
de uma func¸ao de me´rito, que combina a reduc¸a˜o da func¸a˜o objetivo f0 e
da medida de inviabilidade h atrave´s do paraˆmetro de penalidade β. A
escolha do paraˆmetro β a cada iterac¸a˜o, essencial para o desempenho do
algoritmo, envolve tanto a otimalidade quanto a viabilidade, o que reduz a
independeˆncia das fases de restaurac¸a˜o e otimalidade.
A restaurac¸a˜o inexata pode ser empregada em algoritmos de programac¸a˜o
quadra´tica sequ¨encial e de penalidade. No entanto, e´ em uma nova classe
de me´todos, chamados me´todos de filtro, que o desacoplamento entre viabi-
lizac¸a˜o e otimizac¸a˜o torna-se efetivo. Os algoritmos de filtro sa˜o discutidos
a seguir.
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6.5 Algoritmos de filtro
Nesta sec¸a˜o descreve-se o conceito de filtro, apresenta-se um novo algo-
ritmo que utiliza este conceito e ilustra-se o funcionamento do algoritmo
proposto atrave´s de sa´ıdas de um programa desenvolvido em Matlab.
O conceito de filtro foi introduzido em programac¸a˜o na˜o-linear com o
objetivo de evitar o uso de uma func¸a˜o de me´rito - e consequentemente,
evitar a atualizac¸a˜o do paraˆmetro β.
Descrevemos nesta sec¸a˜o um algoritmo de filtro para o problema de pro-
gramac¸a˜o na˜o-linear com restric¸o˜es de igualdade:
minimize
x∈X
f0(x)
sujeito a f(x) = 0
(6.28)
onde X e´ um conjunto simples (uma caixa). No cap´ıtulo de experimentos
computacionais adaptaremos o tratamento ao problema geral, com restric¸o˜es
de igualdade e desigualdade.
Para o problema (6.28) consideramos a medida de inviabilidade h:
h(x) := ‖f(x)‖. (6.29)
Para definir o filtro e´ utilizado um conceito de otimizac¸a˜o multi-objetivo:
a dominac¸a˜o. Diz-se que um ponto x domina um ponto y sempre que:
f0(x) ≤ f0(y) e h(x) ≤ h(y).
Os iterandos que na˜o sa˜o dominados por nenhum outro sa˜o armazenados
em uma estrutura chamada filtro. O filtro F e´ uma lista de pares (f i0, h
i) tal
que
f i0 < f
j
0 ou h
i < hj para i 6= j.
Cada par (f i0, h
i) do filtro define uma regia˜o proibida em R2, {(f0, h) | f0 ≥
f i0, h ≥ hi} e uma regia˜o proibida em Rn, {x ∈ Rn | f0(x) ≥ f i0, h(x) ≥ hi}. A
unia˜o das regio˜es proibidas pelos pares que formam o filtro definem as regio˜es
proibidas em R2 e em Rn.
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A Figura (6.3) ilustra um filtro constituido de 3 pares (f i0, h
i) no espac¸o
(f0, h) e a regia˜o proibida correspondente.
PSfrag replacements
f0
h
(f i0, h
i)
Regia˜o proibida em (fo, h)
Figura 6.3: Filtro constitu´ıdo de treˆs pares (f i0, h
i)
A estrututa do filtro e´ simples e facilmente implementa´vel, visto que ape-
nas um pequeno nu´mero de pares sa˜o armazenados. Dado um ponto x ∈ Rn,
e´ fa´cil verificar se ele pertence a` regia˜o proibida, fazendo apenas comparac¸o˜es
em R2.
O uso do filtro na avaliac¸a˜o de um passo foi proposto por Fletcher e
Leyffer (1997) [90] e uma prova de convergeˆncia global para um algoritmo
de PQS com regia˜o de confianc¸a utilizando filtro foi obtida (1999) por Flet-
cher, Gould, Leyffer, Toint e Wa¨chter [14]. O filtro foi tambe´m adotado
em algoritmos para problemas com restric¸o˜es de igualdade e desigualdade,
utilizando pontos interiores com busca unidirecional por Ulbrich, Ulbrich e
Vicente (2000) [15] e por Wa¨chter e Biegler (2001) [16].
Um algoritmo de filtro. Nesta sec¸a˜o e´ apresentado o algoritmo de filtro
desenvolvido por Gonzaga, Karas e Vanti (2001) [17]. Este algoritmo possui
as seguintes caracter´ısticas:
• Cada iterac¸a˜o inicia com um filtro e sua regia˜o proibida.
• Utiliza o conceito de restaurac¸a˜o inexata de Mart´ınez, tendo uma fase
de viabilizac¸a˜o e uma fase de otimizac¸a˜o.
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• As fases de viabilidade e otimalidade sa˜o totalmente independentes.
• Para as fases de viabilizac¸a˜o e otimizac¸a˜o podem ser empregados quais-
quer algoritmos satisfazendo hipo´teses razoa´veis.
• Na fase de viabilizac¸a˜o exige-se apenas que a inviabilidade seja reduzida
de uma frac¸a˜o fixa.
• Em sua versa˜o base o nu´mero de pares (f i0, hi) introduzidos no filtro
e´ talvez o mı´nimo necessa´rio para garantir a existeˆncia de um ponto
estaciona´rio de primeira ordem.
O algoritmo trabalha com o filtro Fk em R
2 e com o conjunto de pon-
tos proibidos associado, em Rn, que denotamos Fk. O conjunto Fk na˜o e´
constru´ıdo. A verificac¸a˜o se um ponto pertence a ele e´ realizada atrave´s de
comparac¸o˜es em R2.
Como exemplo, considere um ponto corrente xk, um filtro F k e um passo
d gerado. Se para y = xk + d o par associado (f0(y), h(y)) estiver na regia˜o
proibida em R2 definida por F k, enta˜o o passo d sera´ rejeitado. Somente se
(f0(y), h(y)) na˜o estiver na regia˜o proibida, y podera´ ser aceito como novo
iterando.
No in´ıcio de cada iterac¸a˜o, o par
(f0(x
k)− αh(xk), h(xk)− αh(xk)) com α ∈ (0, 1),
e´ temporariamente introduzido no filtro, definindo o chamado filtro tem-
pora´rio, denotado F¯k, e definindo tambe´m o conjunto de pontos proibidos
em Rn associado ao filtro tempora´rio, denotado F¯k. Apo´s a iterac¸a˜o ser
completada, este par sera´ adicionado ao filtro permanente Fk apenas se a
iterac¸a˜o na˜o produzir um decre´scimo em f0. Sempre que um novo par e´
introduzido no filtro, os pares dominados por ele sa˜o eliminados.
Cada iterac¸a˜o do algoritmo e´ composta de duas fases:
— Fase de viabilizac¸a˜o (restaurac¸a˜o): a partir de xk obte´m-se zk ∈ X que
que na˜o pertence a F¯k e a inviabilidade e´ reduzida de no mı´nimo αh(xk).
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— Fase de otimizac¸a˜o: define-se o conjunto tangente associado a zk,
L(zk) = {x ∈ X |x− zk ∈ N (A(zk))},
a partir de zk busca-se reduzir a func¸a˜o objetivo no espac¸o tangente ao con-
junto via´vel, ou seja calcula-se xk+1 ∈ L(zk) com xk+1 /∈ F¯k e f0(xk+1) <
f 0(zk).
Estas duas fases sa˜o ilustradas na Figura (6.4). Os pontos x ∈ Rn,
mostrados no espac¸o (f0, h), indicam (f0(x), h(x)).
PSfrag replacements
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Figura 6.4: Filtro, filtro tempora´rio e uma iterac¸a˜o do algoritmo.
O algoritmo pode parar em duas situac¸o˜es: se um ponto estaciona´rio
for obtido, ou se a fase de restaurac¸a˜o falhar, o que pode ocorrer caso seja
encontrado um ponto estaciona´rio na˜o via´vel para a medida h. Se estas
situac¸o˜es na˜o ocorrem enta˜o o algoritmo gera sequeˆncias (xk) e (zk).
O algoritmo de filtro proposto e´ descrito a seguir:
Algoritmo - Restaurac¸a˜o inexata com filtro
Dados x0 ∈ Rn, F0 = ∅, F0 = ∅ e α ∈ (0, 1).
k:=0.
Repita
140
(f˜0, h˜) = (f0(x
k)− αh(xk), (1− α)h(xk)).
Construa o conjunto F¯k = Fk ∪ {(f˜0, h˜)}.
Defina o conjunto F¯k = Fk ∪ {x ∈ Rn|f0(x) ≥ f˜0, h(x) ≥ h˜}.
Fase de restaurac¸a˜o:
Se h(xk) = 0 enta˜o zk = xk;
sena˜o calcule zk /∈ F¯k tal que h(zk) < (1− α)h(xk);
se na˜o for poss´ıvel, pare com insucesso.
Fase de otimizac¸a˜o:
Se zk e´ um ponto estaciona´rio enta˜o pare com sucesso;
sena˜o calcule xk+1 /∈ F¯k tal que
xk+1 ∈ L(zk) e f0(xk+1) ≤ f0(zk).
Atualizac¸a˜o do filtro:
Se f0(x
k+1) < f0(x
k) enta˜o
Fk+1 = Fk, Fk+1 = Fk (iterac¸a˜o f0)
sena˜o
F¯k+1 = F¯k, F¯k+1 = F¯k (iterac¸a˜o h)
k := k + 1.
Hipo´teses. Foram usadas as seguintes hipo´teses gerais:
(H1) Os iterandos (xk) e (zk) permanecem em um domı´nio convexo com-
pacto Ω ∈ Rn. Esta hipo´tese e´ usual e pode ser assegurada adicionando ao
problema uma grande restric¸a˜o de caixa.
(H2) Todas as func¸o˜es f0(·) e f(·) sa˜o Lipschitz continuamente dife-
rencia´veis em um conjunto aberto contendo Ω. Ou seja, para x, y ∈ Ω e
i = 0, 1, . . . , m,
fi(y) = fi(x) +∇fi(x)T (y − x) + o(x, y),
onde |o(x, y)| ≤ M‖x− y‖2 e M > 0 e´ uma constante de Lipschitz.
(H3) Todos os pontos de acumulac¸a˜o x¯ ∈ Ω de (xk) satisfazem a condic¸a˜o
de qualificac¸a˜o de Mangasarian-Fromovitz (M-F).
Ale´m destas hipo´teses gerais considera-se que em todas as iterac¸o˜es os
passos de viabilidade e otimalidade sa˜o eficientes, ou seja, zk − xk e´ uma
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boa direc¸a˜o de descida para a inviabilidade e xk+1 − zk e´ uma boa direc¸a˜o
de descida para a otimalidade. A norma do passo de viabilidade devera´
ser da ordem da medida de inviabilidade em xk, na˜o sendo demasiadamente
longo. Para o passo de otimalidade, descreve-se em [17] uma condic¸a˜o geral
de decre´scimo que e´ satisfeita pelo me´todo descrito no pro´ximo cap´ıtulo.
Resultados de convergeˆncia global. Para este algoritmo, com as hipo´teses
explicitadas anteriormente, foram demonstrados dois resultados de convergeˆncia
global: para um filtro com pequeno nu´mero de pontos (talvez o mı´nimo) o
algoritmo gera um ponto de acumulac¸a˜o estaciona´rio. Para um filtro maior
todos os pontos de acumulac¸a˜o sa˜o pontos estaciona´rios. Estes resultados,
que esta˜o desenvolvidos em [17], na˜o sa˜o mostrados neste texto.
Um exemplo gra´fico. O funcionamento deste algoritmo e´ mostrado em
um exemplo gra´fico com o seguinte problema em R2:
minimize f0(x) = x2
sujeito a f(x) = x2 + (2 + x1) cos(x1) = 0.
(6.30)
As figuras a seguir mostram algumas iterac¸o˜es do algoritmo de filtro pro-
gramado em Matlab. Os passos de viabilidade e restaurac¸a˜o sa˜o intencional-
mente imprecisos, mas satisfazem todas as hipo´teses do algoritmo. As figuras
da esquerda, em Rn, mostram a regia˜o via´vel, curvas de n´ıvel da inviabilidade
h(x) = ‖f(x)‖ e um minimizador local. As figuras da direita mostram os
pares (f0(x), h(x)).
A Figura (6.5) ilustra a primeira iterac¸a˜o. A figura da esquerda, em
R
n, mostra os pontos temporariamente proibidos associados com o primeiro
iterando x0 e um passo de viabilidade seguido de um passo tangencial.
A figura da direita mostra o filtro no espac¸o (f0, h). Nesta primeira
iterac¸a˜o tem-se F0 = ∅ e F¯0 conte´m apenas o ponto (f0(x0) − αh(x0), (1 −
α)h(x0)). Os pares resultantes dos passos de viabilidade e tangencial tambe´m
sa˜o mostrados.
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Figura 6.5: Primeira iterac¸a˜o do algoritmo de filtro.
A primeira iterac¸a˜o foi uma iterac¸a˜o-h, pois f0(x
1) ≥ f0(x0), portanto o
par (f0(x
0), h(x0)) e´ adicionado ao filtro permanente.
A Figura (6.6) mostra a segunda iterac¸a˜o. A regia˜o dos pontos perma-
nentemente proibidos e´ representada em cor magenta, enquanto a regia˜o dos
pontos temporariamente proibidos e´ representada em amarelo.
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Figura 6.6: Pontos permanentemente e temporariamente proibidos apo´s a
primeira iterac¸a˜o.
A segunda iterac¸a˜o tambe´m foi uma iterac¸a˜o-h. O par (f0(x
1), h(x1)) e´
adicionado ao filtro, que passa a ter dois pontos.
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A terceira iterac¸a˜o, mostrada na Figura (6.7), e´ uma iterac¸a˜o-f0. O filtro
permanecera´ inalterado.
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Figura 6.7: Terceira iterac¸a˜o: uma iterac¸a˜o f0.
Apo´s mais uma iterac¸a˜o-h (iterac¸a˜o 4), os pontos do filtro sa˜o dominados
pela nova entrada, e podem ser eliminados. A Figura (6.8) mostra a quinta
iterac¸a˜o.
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Figura 6.8: Quinta iterac¸a˜o: dois elementos do filtro sa˜o eliminados.
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6.6 Concluso˜es
Neste cap´ıtulo foram comentadas as principais classes de algoritmos para
problemas com restric¸o˜es de igualdade e desigualdade. Especificamente co-
mentamos o me´todo de func¸a˜o barreira logar´ıtmica e o me´todo de pontos inte-
riores. Como estrate´gia de globalizac¸a˜o estudamos algoritmos de decre´scimo
suficiente em uma func¸a˜o de me´rito e apresentamos o algoritmo proposto
por Vanderbei e Shanno [1]. Um ponto cr´ıtico do algoritmo de Vanderbei e
Shanno [1] e´ a atualizac¸a˜o do paraˆmetro da func¸a˜o de me´rito, que influen-
cia significativamente o desempenho do algoritmo. Apo´s expor a atualizac¸a˜o
proposta pelos autores, dita mono´tona, visto que o paraˆmetro pode apenas
crescer ao longo das iterac¸o˜es, propomos uma estrate´gia na˜o mono´tona de
atualizac¸a˜o do paraˆmetro. Ale´m disto, uma nova func¸a˜o de me´rito, que na˜o
utiliza paraˆmetro de penalizac¸a˜o, foi proposta.
Uma nova classe de me´todos, chamados me´todos de filtro, que na˜o uti-
lizam func¸a˜o de me´rito, foi tambe´m apresentada. Os conceitos ba´sicos dos
me´todos de filtro foram definidos e um novo algoritmo foi proposto. Para
este algoritmo foi desenvolvida a teoria de convergeˆncia global, tendo sido
demonstrada a convergeˆncia para pontos cr´ıticos de primeira ordem. Es-
tes resultados de convergeˆncia na˜o foram reproduzidos neste texto, podendo
ser encontrados na refereˆncia [17]. O funcionamento do algoritmo de filtro
proposto foi ilustrado atrave´s de um exemplo gra´fico.
No Cap´ıtulo 7 a seguir apresenta-se alguns experimentos computacionais
com a aplicac¸a˜o dos algoritmos propostos ao fluxo de poteˆncia o´timo.
Cap´ıtulo 7
Experimentos com algoritmos
para o fluxo de poteˆncia o´timo
7.1 Introduc¸a˜o
Neste cap´ıtulo descreve-se experimentos computacionais com os algorit-
mos de programac¸a˜o na˜o-linear, expostos no cap´ıtulo precedente, aplicados
ao problema de fluxo de poteˆncia o´timo.
7.2 O problema de FPO implementado
O problema de FPO implementado. O problema de fluxo de poteˆncia
o´timo, implementado em Matlab e empregado nos experimentos descritos,
possui a estrutura (3.1), mostrada no Cap´ıtulo III:
minimize f0(Pg) =
∑ng
i=1 aiPg
2
i + biPgi + ci
sujeito a Pi(Vm, θ) + Pli − Pgi = 0 i = 1, . . . , nb
Qi(Vm, θ) + Qli −Qgi = 0 i = 1, . . . , nb
Vmi ≤ Vmi ≤ Vmi i = 1, . . . , nb
Pgi ≤ Pgi ≤ Pgi i = 1, . . . , ng
Qgi ≤ Qgi ≤ Qgi i = 1, . . . , ng
Ti ≤ Ti(Vm, θ) ≤ Ti i = 1, . . . , nl.
(7.1)
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onde a func¸a˜o objetivo f0 : R
n → R adotada minimiza o custo de gerac¸a˜o
ativa, sendo ai, bi e ci os coeficientes de custo de gerac¸a˜o da i-e´sima ma´quina;
nb, nl e ng sa˜o, respectivamente, o nu´mero de barras, de linhas e de gera-
dores do sistema; Vm ∈ Rnb e θ ∈ Rnb sa˜o o mo´dulo e o aˆngulo da tensa˜o
nas barras; Pg ∈ Rng e Qg ∈ Rng sa˜o as poteˆncias ativa e reativa geradas;
Pl ∈ Rnb e Ql ∈ Rnb sa˜o as cargas ativas e reativas; Pi e Qi sa˜o as poteˆncias
ativa e reativa calculadas na i-e´sima barra e T ∈ Rnl e´ o fluxo nas linhas de
transmissa˜o. Os termos com barras inferiores e superiores indicam respecti-
vamente limites mı´nimos e ma´ximos para as varia´veis correspondentes.
Sistemas ele´tricos testados. Foram empregados nos testes os sistemas
IEEE de 30, 57 e 118 barras e duas configurac¸o˜es do sistema Sul-Brasileiro
com 45 e 54 barras. A Tabela 7.1 mostra as principais dimenso˜es destes
sistemas.
Tabela 7.1: Dimenso˜es dos sistemas testados e do problema de otimizac¸a˜o.
Sistema N 0 Barras N 0 Linhas N 0 Ger. n m p
IEEE 30 41 6 71 60 166
IEEE 57 80 7 127 114 302
IEEE 118 186 54 343 236 824
IEEE 300 411 69 737 600 1698
BR 54 78 13 133 108 316
Seguiu-se a notac¸a˜o dos cap´ıtulos anteriores, sendo n = 2 nb − 1 + 2 ng
a dimensa˜o de x, m = 2 nb o nu´mero de restric¸o˜es de igualdade e p =
2 nb + 4 ng + 2 nl o nu´mero de restric¸o˜es de desigualdade.
7.3 Experimentos com algoritmos de pontos
interiores
Nesta sec¸a˜o aplica-se os algoritmos de pontos interiores com busca em
uma func¸a˜o de me´rito descritos no Cap´ıtulo 6. Inicialmente sa˜o mostrados
os resultados obtidos com o algoritmo sem globalizac¸a˜o, ou seja, sem busca
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em uma func¸a˜o de me´rito. Seguem-se os resultados obtidos realizando uma
busca tipo Armijo ao longo da func¸a˜o de me´rito. Adota-se a atualizac¸a˜o do
paraˆmetro de penalidade proposta por Vanderbei e Shanno e a atualizac¸a˜o
na˜o-mono´tona proposta neste trabalho. Finalmente mostram-se os resultados
utilizando a nova func¸a˜o de me´rito proposta, que na˜o utiliza paraˆmetro de
penalizac¸a˜o.
7.3.1 Inicializac¸a˜o e atualizac¸a˜o das varia´veis
As varia´veis de folga. Nos algoritmos de pontos interiores exige-se na
inicializac¸a˜o das varia´veis de folga apenas sua positividade. Assim, pode-
se fazer s0i = 1, para todo i ∈ I. Outra opc¸a˜o e´ considerar as restric¸o˜es
satisfeitas em x0 (fi(x
0) ≤ 0 para i ∈ I), fazendo:
s0 = max(−fI(x0), 1).
O efeito destas inicializac¸o˜es sera´ comentado posteriormente.
Os multiplicadores de Lagrange. Na inicializac¸a˜o dos multiplicadores
de Lagrange e´ exigida apenas a positividade de λI , e na˜o ha´ restric¸a˜o na
inicializac¸a˜o de λE . Pode-se enta˜o fazer λi = 1 para todo i ∈ (E ∪ I).
O paraˆmetro de barreira µ. O paraˆmetro de barreira µ e´ inicializado
com µ0 = 1, e para sua atualizac¸a˜o faz-se a cada iterac¸a˜o µ = σ
sTλI
p
, com
σ = 0.2.
Crite´rio de parada. O crite´rio de parada adotado considera a norma das
condic¸o˜es de KKT perturbadas (6.12). Definimos εg = 1e − 5, εE = 1e − 3,
εI = 1e− 3 e εv = 1e− 5. O algoritmo pa´ra ao verificar:∥∥∥∥∥∥∥∥∥∥
(∇f0(x) + AE(x)TλE + AI(x)TλI) /εg
(SλI − µe) /εv
(fI(x) + s) /εI
(fE(x)) /εE
∥∥∥∥∥∥∥∥∥∥
∞
≤ 1. (7.2)
148
7.3.2 Algoritmo de passo pleno
Neste algoritmo o passo de Newton, definido pela soluc¸a˜o do sistema
(6.15), e´ aceito sem que seja realizada uma busca. Apenas o teste da raza˜o
(6.16) e´ realizado para garantir positividade das varia´veis de folga e dos
multiplicadores associados a`s desigualdades.
As Figuras (7.1) e (7.2) ilustram, para o sistema IEEE 57, com duas
inicializac¸o˜es diferentes das varia´veis de folga, o decre´scimo do paraˆmetro µ
e dos crite´rios que compo˜em o crite´rio de parada (7.2), ao longo das iterac¸o˜es.
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Figura 7.1: Varia´vel de folga inicial s0i =1, i ∈ I.
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Figura 7.2: Varia´vel de folga inicial s0 = max(−fI(x0), 1).
O efeito da inicializac¸a˜o das varia´veis de folga sobre o valor da invia-
bilidade inicial pode ser observado nestas figuras. Para a inicializac¸a˜o que
faz s0 = max(−fI(x0), 1), a inviabilidade inicial das desigualdades e´ nula,
o que indica que neste exemplo o ponto inicial satisfaz fI(x0) ≤ 0 para
todo i ∈ I. Os demais crite´rios decrescem e satisfazem o crite´rio de parada
apo´s 13 iterac¸o˜es, ao passo que com a inicializac¸a˜o unita´ria sa˜o necessa´rias
16 iterac¸o˜es. Esta reduc¸a˜o no nu´mero de iterac¸o˜es verifica-se nos demais
sistemas testados, como pode ser observado na tabela a seguir.
A Tabela (7.2) mostra o nu´mero de iterac¸o˜es necessa´rias para que o
crite´rio de parada seja satisfeito com cada um dos sistemas teste. A reduc¸a˜o
do nu´mero de iterac¸o˜es devido a` inicializac¸a˜o das varia´veis de folga que con-
sidera a inviabilidade inicial fI(x0), pode ser observada.
Nos testes seguintes foi adotada a inicializac¸a˜o da varia´vel de folga que
proporcionou melhores resultados, ou seja, s0i = max(fi(x
0), 1), i ∈ I.
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Tabela 7.2: Algoritmo de passo pleno.
Sistema IEEE 30 IEEE 57 IEEE 118 IEEE 300 BR 54
s0i = 1, i ∈ I 13 16 21 27 21
s0i = max(fi(x
0), 1), i ∈ I 13 13 19 25 18
7.3.3 Algoritmos de descre´scimo suficiente em uma func¸a˜o
de me´rito
Nos algoritmos testados nesta sec¸a˜o a globalizac¸a˜o do me´todo de Newton e´
realizada atrave´s de busca que garante, a cada iterac¸a˜o, descre´scimo suficiente
em uma func¸a˜o de me´rito. Inicialmente mostramos os resultados para o
algoritmo de Vanderbei e Shanno.
Algoritmo de Vanderbei e Shanno. O algoritmo de Vanderbei e Shanno
foi exposto no Cap´ıtulo 6. Neste algoritmo, uma vez determinado γmax pelo
teste da raza˜o (6.16), e´ realizada uma busca tipo Armijo ao longo da direc¸a˜o
de Newton, no intervalo (0, γmax] tal que o passo proporcione descre´scimo
suficiente em uma func¸a˜o de me´rito. A func¸a˜o de me´rito empregada e´ a
penalidade quadra´tica (6.18).
A Figura (7.3) ilustra, para uma iterac¸a˜o de um problema de FPO, o
comportamento da inviabilidade, da func¸a˜o objetivo penalizada e da func¸a˜o
de me´rito ao longo da direc¸a˜o d, no intervalo (0, γmax]. A figura identi-
fica tambe´m o passo definido por uma busca Armijo na func¸a˜o de me´rito.
Observe-se que a busca de Armijo na˜o e´ exata.
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Figura 7.3: Func¸a˜o de me´rito ao longo da direc¸a˜o calculada.
O paraˆmetro β e´ inicializado β0 = 1 e sua atualizac¸a˜o ocorre de forma
crescente, de acordo com a proposta dos autores em [1], ou seja, e´ calculado
βmin por (6.22) e exige-se, a cada iterac¸a˜o, β > βmin. Caso esta desigualdade
na˜o se verifique, e´ feita a atualizac¸a˜o β = 10βmin.
A Figura (7.4) ilustra, para o sistema teste IEEE 57, o descre´scimo do
paraˆmetro µ e dos crite´rios que compo˜em (7.2) ao longo das iterac¸o˜es. A
Figura (7.5) ilustra, para este problema, a evoluc¸a˜o do paraˆmetro β.
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Figura 7.4: Algoritmo de Vanderbei e Shanno - Evoluc¸a˜o dos crite´rios.
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Figura 7.5: Algoritmo de Vanderbei e Shanno - Evoluc¸a˜o de β.
Pelas figuras veˆ-se que com a reduc¸a˜o do passo a cada iterac¸a˜o os crite´rios
sa˜o reduzidos mais lentamente do que no algoritmo de passo pleno, exigindo
assim um nu´mero maior de iterac¸o˜es. A Tabela (7.3) mostra o nu´mero de
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iterac¸o˜es necessa´rias para obter a soluc¸a˜o de cada problema testado com o
algoritmo de Vanderbei e Shanno.
Tabela 7.3: Algoritmo de Vanderbei e Shanno.
Sistemas IEEE 30 IEEE 57 IEEE 118 IEEE 300 BR 54
Iterac¸o˜es 18 31 37 34 25
Comparando-se estes valores com os obtidos para o caso sem busca ao
longo da func¸a˜o de me´rito, pode-se notar que, para todos os problemas tes-
tados, o nu´mero de iterac¸o˜es foi maior no algoritmo com busca. Este com-
portamento e´ esperado, visto que a cada iterac¸a˜o, o comprimento do passo
ao longo da direc¸a˜o calculada, e´ reduzido. Como deseja-se um algoritmo
com a robustez proporcionada pela convergeˆncia global mas que tambe´m
seja eficiente, testam-se a seguir as estrate´gias propostas no Cap´ıtulo 6.
Atualizac¸a˜o na˜o mono´tona de β. Colocar demasiada importaˆncia na
viabilidade nas iterac¸o˜es finais pode ser ineficiente, bem como considerar
pouco a viabilidade nas iterac¸o˜es iniciais. Propomos enta˜o a definic¸a˜o de
βˆ (6.23) que considera explicitamente a reduc¸a˜o obtida na inviabilidade e a
atualizac¸a˜o na˜o mono´tona de β pela regra:
β = max(10βmin, 10βˆ, β¯).
Nos testes empregamos β¯ = 1.
As Figuras (7.6) e (7.7), a seguir, que referem-se ao sistema com BR
57, ilustram, para o algoritmo com a atualizac¸a˜o na˜o mono´tona proposta, o
descre´scimo do paraˆmetro µ e dos crite´rios que compo˜em (7.2) e o compor-
tamento do paraˆmetro β, respectivamente.
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Figura 7.6: Atualizac¸a˜o na˜o mono´tona de β - Evoluc¸a˜o dos crite´rios.
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Figura 7.7: Atualizac¸a˜o na˜o mono´tona de β - Evoluc¸a˜o de β.
Esta estrate´gia na˜o mono´tona de atualizac¸a˜o do paraˆmetro β produziu
os resultados mostrados na Tabela (7.4) a seguir.
Com esta atualizac¸a˜o na˜o-mono´tona do paraˆmetro β, o nu´mero de iterac¸o˜es
necessa´rias para satisfazer o crite´rio de parada foi reduzido em relac¸a˜o ao
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Tabela 7.4: Atualizac¸a˜o na˜o mono´tona de β.
Sistemas IEEE 30 IEEE 57 IEEE 118 IEEE 300 BR 54
Iterac¸o˜es 15 17 22 28 26
nu´mero de iterac¸o˜es com o algoritmo de Vanderbei e Shanno, que permite
apenas aumento de β. Por estes experimentos, ale´m de observar o desempe-
nho satisfato´rio da proposta de atualizac¸a˜o na˜o-mono´tona de β, verificou-
se tambe´m a forte influeˆncia da atualizac¸a˜o do paraˆmetro da func¸a˜o de
me´rito no desempenho do algoritmo. Esta sensibilidade a um paraˆmetro
motivou a proposta da func¸a˜o de me´rito descrita no Cap´ıtulo 6, que na˜o
utiliza paraˆmetro de penalizac¸a˜o. Os experimentos com esta nova func¸a˜o de
me´rito sa˜o descritos a seguir.
Func¸a˜o de me´rito sem paraˆmetro. No desenvolvimento desta func¸a˜o de
me´rito foi observado que a direc¸a˜o d, soluc¸a˜o do sistema (6.15), e´ obtida pela
aplicac¸a˜o do me´todo de Newton a`s condic¸o˜es de KKT perturbadas (6.11).
Logo d e´ uma direc¸a˜o de descida para cada um dos crite´rios de KKT per-
turbadas, e pequenos deslocamentos ao longo de d devem reduzir todos os
crite´rios. Foi enta˜o proposta a realizac¸a˜o de uma busca ao longo da direc¸a˜o d
observando o ma´ximo dos crite´rios normalizados a cada ponto, com a func¸a˜o
definida por (6.26).
Utilizando a func¸a˜o de me´rito (6.26) foram obtidos os resultados, em
nu´mero de iterac¸o˜es para satisfazer o crite´rio de parada, mostrados na Tabela
(7.5) a seguir.
Tabela 7.5: Busca no ma´ximo dos crite´rios de KKT.
Sistemas IEEE 30 IEEE 57 IEEE 118 IEEE 300 BR 54
Iterac¸o˜es 13 18 27 34 25
A Tabela (7.6) resume os resultados obtidos. Nesta tabela Alg.1 refere-se
ao algoritmo de passo pleno, Alg. 2 ao algoritmo de Vanderbei e Shanno,
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Alg.3 a atualizac¸a˜o na˜o mono´tona de β e Alg.4 ao algoritmo com busca no
crite´rio Cmax.
Tabela 7.6: Nu´mero de iterac¸o˜es para cada algoritmo.
Sistemas IEEE 30 IEEE 57 IEEE 118 IEEE 300 BR 54
Alg.1 13 13 19 25 18
Alg.2 18 31 37 34 25
Alg.3 15 17 22 28 26
Alg.4 13 18 27 34 25
Embora na˜o seja poss´ıvel destacar, pelos resultados mostrados na Tabela
(7.6), o algoritmo com busca mais eficiente, nota-se que com as propostas de
atualizac¸a˜o na˜o mono´tona de β e a nova func¸a˜o de me´rito (6.26), o esforc¸o
computacional devido a` realizac¸a˜o da busca e´ aceita´vel. Ou seja, o nu´mero
de iterac¸o˜es, embora superior ao nu´mero demandado pelo algoritmo no qual
na˜o e´ realizada busca, e´ aceita´vel.
Os resultados mostrados consideraram apenas o nu´mero de iterac¸o˜es que
cada algoritmo demandou para satisfazer o crite´rio de parada. Isto porque,
uma vez calculada a direc¸a˜o de Newton, cada algoritmo difere apenas na
forma de calcular o passo ao longo desta direc¸a˜o. O ca´lculo da direc¸a˜o consiste
na soluc¸a˜o do sistema (6.15), envolvendo portanto a fatorac¸a˜o de uma matriz
e a substituic¸a˜o. O ca´culo do passo ao longo da direc¸a˜o envolve apenas a
avaliac¸a˜o de func¸o˜es e uma busca inexata, do tipo Armijo. Assim, o custo
computacional de cada iterac¸a˜o dos algoritmos, quer envolvam algum tipo
de busca quer na˜o, na˜o diferem significativamente.
As propostas de atualizac¸a˜o na˜o-mono´tona do paraˆmetro β e a func¸a˜o de
me´rito que na˜o utiliza paraˆmetro de penalidade, bem como os experimentos
computacionais correspondentes, discutidos nesta sec¸a˜o foram apresentados
em [91].
Concluso˜es definitivas sobre as propostas requerem experimentos compu-
tacionais com sistemas teste de maior dimensa˜o.
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7.4 Implementac¸a˜o do algoritmo de filtro
No Cap´ıtulo 6 foi exposto um algoritmo de filtro que se caracteriza pela
independeˆncia entre as fases de viabilizac¸a˜o e otimizac¸a˜o. Os algoritmos
utilizados em cada uma destas fases na˜o foram especificados, pois desde que
estes satisfac¸am as hipo´teses, a teoria de convergeˆncia global desenvolvida e´
va´lida independentemente dos algoritmos internos escolhidos.
Nesta sec¸a˜o faz-se a descric¸a˜o da formulac¸a˜o adotada na implementac¸a˜o
do algoritmo de filtro e expo˜e-se os experimentos computacionais realizados.
A seguir expomos as formulac¸o˜es das fases de viabilizac¸a˜o e otimizac¸a˜o.
7.4.1 Formulac¸a˜o adotada na implementac¸a˜o
Pela adic¸a˜o de varia´veis de folga s ∈ Rp a`s restric¸o˜es de desigualdade do
problema geral (6.1), obtemos o problema seguinte, que esta´ no formato de
(6.28):
minimize f0(x)
sujeito a fE(x) = 0
fI(x) + s = 0
s ≥ 0.
(7.3)
Para este problema define-se a medida de inviabilidade (6.29):
h(x, s) =
∥∥∥∥∥
(
fI(x) + s
fE(x)
)∥∥∥∥∥ , (7.4)
e a matriz jacobiana das restric¸o˜es de igualdade e desigualdade:
A(x, s) =
[
AI(x, s) I
AE(x) 0
]
. (7.5)
A fase de viabilizac¸a˜o. Nesta fase deve-se reduzir a inviabilidade ate´
obter as condic¸o˜es h(x, s) ≤ (1− α)h(xk, sk) e (x, s) 6∈ F¯k. Isto e´ obtido por
iterac¸o˜es de um algoritmo de regia˜o de confianc¸a para o seguinte problema
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de viabilizac¸a˜o:
minimize h(x, s)2
sujeito a s ≥ 0. (7.6)
O problema de restaurac¸a˜o (7.6) e´ solucionado atrave´s de sucessivos pas-
sos de regia˜o de confianc¸a ate´ a inviabilidade ser reduzida de um fator r:
h(zk) ≤ r hk.
Cada passo de regia˜o de confianc¸a consiste na resoluc¸a˜o aproximada de
um problema quadra´tico no qual se minimiza a norma ao quadrado da linea-
rizac¸a˜o das restric¸o˜es com uma regia˜o de confianc¸a tipo caixa de raio ∆ para
o passo dx e para garantir a positividade da varia´vel de folga. O problema
quadra´tico formulado e´ o seguinte:
minimize
d∈Rn+p
∥∥∥∥∥ AI dx + ds + fI(x) + sAE dx + fE(x)
∥∥∥∥∥
2
sujeito a −∆e ≤ dx ≤ ∆e
−τ e ≤ ds
s
≤ e,
(7.7)
e sua soluc¸a˜o e´ obtida por um algoritmo de programac¸a˜o quadra´tica, que
comentaremos adiante.
Algoritmo de restaurac¸a˜o
Dados x = xk, s = sk, h = h(xk, sk), ∆ > 0, β ∈ (0, 1), r ∈ (0, 1), h¯ = rh
(usamos β = 0.01, r = 0.5).
Calcule a matriz jacobiana A(x, s) por (7.5).
Repita
Calcule um passo de restaurac¸a˜o d = (dx, ds) resolvendo (7.7).
Avalie a inviabilidade hd = h(x + dx, s + ds).
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Avalie o passo d calculando:
ared = ‖h‖2 − ‖hd‖2
pred = ‖h‖2 − ‖h + A d‖2
ρ =
ared
pred
(7.8)
Se ρ > β (aceitar o passo) fac¸a:
x = x + dx, s = s + ds, h = h(x, s).
Se ρ > 0.8, fac¸a ∆ = 2∆.
Se h > h¯ ou (x, s) ∈ F¯k, calcule A(x, s).
Sena˜o (rejeitar o passo) fac¸a
∆ = ∆/4.
Ate´ que h ≤ h¯ e (x, s) 6∈ F¯k.
Fac¸a zk = (x, s).
A fase de otimizac¸a˜o. A fase de otimizac¸a˜o do algoritmo de filtro consiste
em, a partir de zk determinar (xk+1, sk+1) que na˜o pertenc¸a ao conjunto F¯k e
para o qual o valor da func¸a˜o objetivo tenha sido reduzido em relac¸a˜o a seu
valor em zk. O passo de otimizac¸a˜o deve estar no conjunto tangente L(zk), o
que nesta formulac¸a˜o significa que (xk+1, sk+1)− zk ∈ N (A(zk)) e sk+1 ≥ 0.
A fase de otimizac¸a˜o e´ portanto uma iterac¸a˜o de regia˜o de confianc¸a para
este problema. Vamos definir (como fizemos para a restaurac¸a˜o) o problema
de minimizac¸a˜o de um modelo quadra´tico de f0(·) em uma regia˜o de confianc¸a
com formato de caixa que nas varia´veis x tem raio ∆, em torno de um ponto
(x, z) (as varia´veis s devem somente manter-se na˜o negativas):
minimize
d∈Rn+p
∇f0(x)T dx + 0.5 dTx H0 dx
sujeito a A d = 0
−∆e ≤ dx ≤ ∆e
−τ s ≤ ds ≤ ∞.
(7.9)
Neste problema, o modelo de variac¸a˜o da func¸a˜o objetivo e´ dado por m(d) =
∇f0(x)T dx + 0.5 dTx H0 dx, onde H0 e´ uma matriz, em geral semi-definida
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positiva, que aproxima a hessiana de f0 em x, ou preferencialmente a hessiana
do lagrangeano do problema com estimadores de multiplicadores de KKT
bem escolhidos. Comentaremos este modelo abaixo.
De posse do problema quadra´tico de regia˜o de confianc¸a, podemos enun-
ciar o algoritmo de otimizac¸a˜o tangencial. A regia˜o de confianc¸a e´ centrada
no ponto zk, obtido na fase de viabilizac¸a˜o, e o raio ∆ da regia˜o de confianc¸a
sera´ comentado adiante.
Algoritmo de otimizac¸a˜o tangencial
Dados (x, s) = zk, ∆ > 0, β ∈ (0, 1) (usamos β = 0.01).
Calcule a matriz jacobiana A(x, s) por (7.5) e a matriz H0 do modelo
quadra´tico.
Repita
Calcule um passo tangencial d = (dx, ds) resolvendo (7.9).
Calcule (x+, s+) = (x, s) + d, f0(x
+) e h(x+, s+).
Se (x+, s+) ∈ F¯k, fac¸a ∆ = ∆/4 (passo rejeitado).
Sena˜o, calcule
ared = f0(x)− f0(x+),
pred = −(∇f0(x)T dx + 0.5 dTx H0 dx),
ρ =
ared
pred
.
Se ρ > β (aceitar o passo)
fac¸a xk+1 = x+, sk+1 = s+ e pare.
Sena˜o (rejeitar o passo) fac¸a ∆ = ∆/4.
7.4.2 O algoritmo de filtro implementado
Com as fases de viabilizac¸a˜o e otimizac¸a˜o e as formulac¸o˜es expostas, pode-
se definir o algoritmo de filtro seguinte:
Algoritmo de filtro
Dados: x0 ∈ Rn, s0 ∈ Rp, αf = 0.01, βf = 0.8, r = 0.5,
α = 0.01, F0 := ∅ e F0 := ∅.
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k:=0.
Repita
Avalie f0 = f0(x
k) e hk = h(xk, sk).
k=k+1;
Forme o filtro tempora´rio construindo o conjunto:
F¯k := Fk ∪ (f0 − βfh, αfh).
Defina o conjunto em Rn associado ao filtro tempora´rio:
F¯k = Fk ∪ {x ∈ Rn|f0(x) ≥ f0 − βfhk, h(x) ≥ αfhk}.
Fase de viabilizac¸a˜o:
Se hk = 0 enta˜o zk = xk;
sena˜o, obtenha zk pelo algoritmo de viabilizac¸a˜o
Se na˜o for poss´ıvel pare com insucesso.
Fase de otimizac¸a˜o:
Se zk e´ um ponto estaciona´rio enta˜o pare com sucesso;
sena˜o, obtenha (xk+1, sk+1) pelo algoritmo de otimizac¸a˜o tangen-
cial.
Atualizac¸a˜o do filtro:
Se f0(x
k+1) < f0(x
k) enta˜o
Fk+1 = Fk, Fk+1 = Fk (iterac¸a˜o f0)
sena˜o
¯Fk+1 = F¯k, F¯k+1 = F¯k (iterac¸a˜o h)
k := k + 1.
Observac¸o˜es.
Os raios ∆: em ambas as fases e´ necessa´rio fornecer aos algoritmos os
raios ∆r e ∆0 das regio˜es de confianc¸a. O procedimento padra˜o consiste em
iniciar com valores grandes e deixar que os algoritmos os reduzam sempre
que haja passos rejeitados. Pode-se tambe´m permitir aumentos de ∆, como
fizemos no caso de restaurac¸a˜o.
O modelo quadra´tico: neste trabalho na˜o aprofundamos o estudo do mo-
delo quadra´tico utilizado na fase de otimizac¸a˜o. Para uma implementac¸a˜o
eficiente e´ necessa´rio utilizar estimativas de multiplicadores de Lagrange, que
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teˆm grande influeˆncia na velocidade de convergeˆncia, principalmente perto
de uma soluc¸a˜o o´tima.
7.4.3 Soluc¸a˜o dos subproblemas quadra´ticos
A abordagem de filtros e´ muito dependente da capacidade de resolver
os problemas de regia˜o de confianc¸a. Muito recentemente houve um grande
desenvolvimento em me´todos de programac¸a˜o quadra´tica, e dispomos agora
de pacotes computacionais muito eficientes.
Nesta implementac¸a˜o, a soluc¸a˜o dos problemas quadra´ticos (7.7) e (7.9)
foi realizada atrave´s de um pacote computacional chamado OOQP - Object-
Oriented Software for Quadratic Programming, desenvolvido por M. Gertz e
S. W. Wright junto ao Argonne National Laboratory [92].
O OOQP e´ um pacote computacional orientado para objetos que soluci-
ona eficientemente problemas quadra´ticos convexos. Os problemas quadra´ticos
sa˜o solucionados por algoritmos do tipo primal-dual de pontos interiores. As
heur´ısticas de Mehrotra [12], discutidas no Cap´ıtulo 4, para a escolha do
paraˆmetro de centralizac¸a˜o, do comprimento do passo e o termo corretor de
segunda ordem esta˜o dispon´ıveis, bem como as correc¸o˜es de ordem superior,
propostas por Gondzio [13].
O OOQP foi implementada na linguagem C++, com interfaces que per-
mitem a definic¸a˜o do problema e a entrada de dados via ASCII, MPS, AMPL
e Matlab. Sua implementac¸a˜o considera a soluc¸a˜o de problemas de grande
porte. Os dados dos problemas sa˜o automaticamente convertidos em esparsos
e manipulados convenientemente. Problemas quadra´ticos com estruturas es-
peciais podem ser eficientemente solucionados. Por exemplo, problemas com
restric¸o˜es de caixa nas varia´veis (como os problemas (7.7) e (7.9)) podem ser
solucionados considerando sua estrutura.
Informac¸o˜es adicionais sobre este pacote podem ser obtidas na pa´gina
www.cs.wisc.edu/ swright/ooqp.
Ilustrac¸a˜o do uso da OOQP. O pacote OOQP proporciona grande li-
berdade na definic¸a˜o dos algoritmos de soluc¸a˜o, nos paraˆmetros utilizados,
e mesmo na especificac¸a˜o das rotinas de a´lgebra linear responsa´veis pela
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soluc¸a˜o dos sistemas lineares. Nesta implementac¸a˜o do algoritmo de filtros
utilizamos a OOQP da forma mais simples, sem alterar os paraˆmetros nem
especificar os algoritmos de soluc¸a˜o. A seguir expomos o uso da OOQP na
forma como ela foi empregada.
Na definic¸a˜o do problema para a OOQP considera-se o problema quadra´tico:
minimize
d
cT d + 0.5 dT Qd
sujeito a A d = b
C d ≥ d.
(7.10)
A chamada do pacote de soluc¸a˜o OOQP e´ realizada pela seguinte ins-
truc¸a˜o: [d]=ooqp(c, Q, lb, lu, A, b,[ ], [ ], [ ]);
onde, de acordo com (7.10), c e Q definem a func¸a˜o objetivo quadra´tica, A e
b definem a restric¸a˜o linear de igualdade e lb e lu definem os limites inferiores
e superiores, respectivamente, da restric¸a˜o linear de desigualdade.
Considerando, como exemplo, o problema de otimizac¸a˜o (7.9), onde d =
(dx, ds), faz-se a seguinte definic¸a˜o de varia´veis:
c =
[
∇fo(xk)
0
]
; Q = H0; b = 0;
lb =
[
−∆ e
−τ s
]
; lu =
[
∆e
τ s
]
.
(7.11)
A seguir ilustra-se a aplicac¸a˜o do algoritmo de filtros ao problema de fluxo
de poteˆncia o´timo.
7.4.4 Experimentos computacionais
As figuras a seguir mostram, no espac¸o (f0, h), as iterac¸o˜es do algoritmo
de filtro aplicado ao fluxo de poteˆncia o´timo, com o sistema teste de 54 barras.
Parte-se do ponto x0 determinado pelas condic¸o˜es iniciais do sistema, com
inviabilidade h0 = 36913.0, e func¸a˜o objetivo com valor f 00 = 1311.0. Um
valor o´timo conhecido para a func¸a˜o objetivo e´ f ∗0 = 566.09.
A Figura (7.8), a seguir, ilustra a primeira iterac¸a˜o do algoritmo de fil-
tros. Com o ponto x0 e´ constru´ıdo o filtro tempora´rio F¯0, ilustrado na cor
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amarela. A esta regia˜o do espac¸o (f0, h) correspondem os pontos em R
n tem-
porariamente proibidos. Um passo de restaurac¸a˜o a partir de x0 conduz ao
ponto z1 e um passo de otimizac¸a˜o a partir de z1 conduz ao ponto x1.
A figura a` esquerda mostra os mesmos passos em escala logar´ıtmica. Os
pontos de x ∈ Rn representados nas figuras indicam (f0(x), h(x)).
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Figura 7.8: Primeira iterac¸a˜o do algoritmo de filtro.
A Figura (7.9), a seguir, ilustra as duas primeiras iterac¸o˜es do algoritmo.
O filtro tempora´rio associado ao ponto x1 e´ mostrado. Observe-se que a
primeira iterac¸a˜o foi do tipo f0, ou seja, houve reduc¸a˜o na func¸a˜o objetivo:
f0(x
1) < f0(x
0). Por isto, o filtro permanente continua vazio nesta segunda
iterac¸a˜o e apenas o filtro tempora´rio associado ao ponto x1 e´ constru´ıdo.
A partir de x1, um passo de restaurac¸a˜o e um passo de otimizac¸a˜o con-
duzem ao ponto x2.
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Figura 7.9: Duas iterac¸o˜es do algoritmo de filtro.
Pela Figura (7.9) veˆ-se que apo´s duas iterac¸o˜es houve grande reduc¸a˜o da
inviabilidade e significativo progresso na otimalidade.
Nesta segunda iterac¸a˜o tambe´m houve reduc¸a˜o da func¸a˜o objetivo, por-
tanto o filtro na˜o e´ atualizado e permanece vazio.
A Figura (7.10) a seguir ilustra quatro iterac¸o˜es do algoritmo. O filtro
tempora´rio associado ao ponto x3 e´ mostrado, bem como todos os passos de
restaurac¸a˜o e otimalidade que conduziram de x0 a x4.
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Figura 7.10: Quatro iterac¸o˜es do algoritmo de filtro.
Como na fase de otimizac¸a˜o e´ minimizada a aproximac¸a˜o quadra´tica
da func¸a˜o objetivo no espac¸o tangente a` linearizac¸a˜o das restric¸o˜es, sem
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considerar-se portanto, a curvatura das restric¸o˜es, parte da viabilidade ob-
tida no passo de restaurac¸a˜o e´ perdida no passo de otimizac¸a˜o. Na Figura
(7.10), em escala logaritmica, pode-se observar que esta perda e´ mais signi-
ficativa nas iterac¸o˜es treˆs e quatro. Ou seja, quando a inviabilidade ja´ foi
bastante reduzida e os iterandos aproximam-se de uma soluc¸a˜o o´tima. Este
comportamento confirma-se nas demais iterac¸o˜es do algoritmo.
A Figura (7.11), a seguir, ilustra sete iterac¸oes do algoritmo de filtro.
Nesta figura esta´ representado na cor magenta o filtro permanente e na cor
amarela o filtro tempora´rio associado ao ponto x6.
Nesta iterac¸a˜o a otimalidade esta´ pro´xima a um valor o´timo e com o passo
de restaurac¸a˜o a medida de inviabilidade atinge o valor 10−4. Apo´s o passo
de otimizac¸a˜o, no entanto, a inviabilidade tem o valor 10−2.
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Figura 7.11: O filtro apo´s sete iterac¸o˜es.
A Figura (7.12) ilustra todas as iterac¸o˜es do algoritmo de filtro aplicado
a este problema de fluxo de poteˆncia o´timo. Apo´s 10 iterac¸o˜es o crite´rio de
parada foi verificado.
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Figura 7.12: Soluc¸a˜o de um problema de FPO pelo algoritmo de filtro.
O algoritmo de filtro foi testado com os demais sistemas da Tabela (7.1)
e todos os casos foram solucionados em um nu´mero ma´ximo de 15 iterac¸o˜es.
Pelos testes realizados verificou-se os fatos comentados a seguir.
Tamanho do filtro. Pela especificac¸a˜o do algoritmo, trabalha-se com um
filtro permanente que e´ atualizado apenas quando a iterac¸a˜o for do tipo
h (quando na˜o ocorre reduc¸a˜o da func¸a˜o objetivo) e um filtro tempora´rio,
associado ao ponto corrente. A soluc¸a˜o dos problemas testados foi obtida em
um nu´mero pequeno de iterac¸o˜es, sendo muitas destas iterac¸o˜es do tipo f0
- o filtro permanece inalterado nestes casos. Com isto o filtro permanente
e´ constitu´ıdo de um pequeno nu´mero de pares de pontos e verificar se um
iterando pertence a regia˜o proibida definida pelo filtro e´ um procedimento
computacionalmente simples e ra´pido.
Eficieˆncia do algoritmo de otimizac¸a˜o. Nos testes com os demais sis-
temas verificou-se o comportamento ilustrado para o sistema BR 54. Nas
iterac¸o˜es finais, pro´ximas a uma soluc¸a˜o o´tima, parte significativa da via-
bilidade obtida no passo de restaurac¸a˜o e´ perdida no passo de otimalidade.
Tal comportamento deve-se ao fato de no passo de otimizac¸a˜o realizar-se a
minimizac¸a˜o da aproximac¸a˜o quadra´tica da func¸a˜o objetivo, sem considerar
a curvatura das restric¸o˜es. Em implementac¸o˜es futuras preveˆ-se a necessi-
dade de considerar a curvatura das restric¸o˜es, atrave´s da minimizac¸a˜o da
aproximac¸a˜o quadra´tica do Lagrangeano.
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Soluc¸a˜o dos subproblemas quadra´ticos. Conforme exposto, cada iterac¸a˜o
do algoritmo de filtro consiste na soluc¸a˜o de dois subproblemas quadra´ticos,
um para viabilizac¸a˜o e outro para otimizac¸a˜o. A avaliac¸a˜o do ponto obtido
utilizando o filtro na˜o demanda esforc¸o computacional considera´vel. Assim,
o esforc¸o computacional em cada iterac¸a˜o depende da soluc¸a˜o eficiente de
cada subproblema quadra´tico.
Ao utilizar o pacote computacional OOQP, os problemas quadra´ticos sa˜o
solucionados atrave´s de um me´todo de pontos interiores primal-dual. Sem
a especificac¸a˜o de paraˆmetros, cada problema quadra´tico e´ solucionado com
uma precisa˜o elevada, o que aumenta o esforc¸o computacional. No entanto,
no algoritmo de filtro, tal precisa˜o na˜o e´ necessa´ria. Os subproblemas podem
ser solucionados aproximadamente. Ale´m disto, a cada iterac¸a˜o, dispo˜e-se de
uma boa inicializac¸a˜o dos problemas quadra´ticos.
Uma importante caracter´ıstica da programac¸a˜o quadra´tica e´ que as ma-
trizes sa˜o calculadas apenas uma vez, permanecendo inalteradas ao longo das
iterac¸o˜es. Isto torna a programac¸a˜o quadra´tica bastante eficiente.
A reduc¸a˜o do esforc¸o computacional de cada iterac¸a˜o do algoritmo de
filtro exige maior desenvolvimento de pesquisa na soluc¸a˜o dos subproblemas
quadra´ticos, seja atrave´s de uma utilizac¸a˜o mais eficiente do pacote OOQP,
seja utilizando programas que realizam a minimizac¸a˜o de func¸o˜es quadra´ticas
em caixas, seja desenvolvendo pesquisa e implementac¸a˜o de algoritmos es-
pec´ıficos para o problema.
7.5 Concluso˜es
Neste cap´ıtulo foram descritos os experimentos computacionais com os
algoritmos de programac¸a˜o na˜o-linear propostos. Inicialmente descrevemos
os testes com os algoritmos baseados em busca na direc¸a˜o determinada pela
soluc¸a˜o das equac¸o˜es de KKT perturbadas (6.12). Os resultados obtidos, em
termos de nu´mero de iterac¸o˜es para convergeˆncia, indicam que o uso desta
estrate´gia de globalizac¸a˜o na˜o compromete demasiadamente a eficieˆncia do
algoritmo, especialmente quando sa˜o empregadas as propostas de atualizac¸a˜o
na˜o-mono´tona do paraˆmetro de penalidade e da nova func¸a˜o de me´rito, que
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na˜o possui paraˆmetros.
Para o algoritmo de filtro foi realizada uma implementac¸a˜o preliminar,
visando observar o comportamento do algoritmo aplicado ao problema de
fluxo de poteˆncia o´timo. Este experimento indicou ser o algoritmo de filtro
bastante promissor. Seu desempenho em termos de nu´mero de iterac¸o˜es foi
satisfato´rio. O desempenho computacional do algoritmo de filtro depende da
soluc¸a˜o eficiente dos subproblemas quadra´ticos de regia˜o de confianc¸a. Na
implementac¸a˜o realizada utilizou-se o pacote computacional OOQP de forma
bastante simples, sem especificar os algoritmos de soluc¸a˜o e os paraˆmetros in-
ternos. A estrutura de caixa dos problemas quadra´ticos (7.7) e (7.9) tambe´m
na˜o foram exploradas. Uma implementac¸a˜o futura, explorando os recursos
oferecidos pelo pacote OOQP, devera´ confirmar as indicac¸o˜es.
Cap´ıtulo 8
Concluso˜es
Neste trabalho propomos a definic¸a˜o de ac¸o˜es de melhoria da seguranc¸a
dinaˆmica atrave´s de um problema de fluxo de poteˆncia o´timo com restric¸o˜es
de estabilidade transito´ria. Esta proposta se caracteriza por formular a es-
tabilidade atrave´s de uma margem de seguranc¸a, impondo que a margem
de seguranc¸a apo´s o redespacho seja superior a` margem mı´nima estabelecida
para o sistema. Com esta formulac¸a˜o escreve-se apenas uma restric¸a˜o por
contingeˆncia. A formulac¸a˜o da restric¸a˜o de estabilidade transito´ria utiliza
coeficientes de sensibilidade, que neste trabalho sa˜o determinados a partir
da simulac¸a˜o no domı´nio do tempo, utilizando modelagem detalhada para o
sistema ele´trico. Um experimento computacional preliminar indicou a viabi-
lidade da proposta.
Uma vez definido o problema de otimizac¸a˜o para definic¸a˜o do redespacho
de seguranc¸a, este trabalho concentrou-se no estudo de algoritmos robus-
tos e eficientes para sua soluc¸a˜o. Tradicionalmente os problemas de fluxo
de poteˆncia o´timo sa˜o solucionados por algoritmos do tipo primal-dual de
pontos interiores que, embora bastante eficientes, na˜o possuem convergeˆncia
global assegurada. Para pontos iniciais ruins pode na˜o ocorrer convergeˆncia.
Neste trabalho buscou-se o desenvolvimento de algoritmos que mantivessem
a eficieˆncia dos me´todos tradicionalmente empregados na soluc¸a˜o do fluxo de
poteˆncia o´timo mas com propriedades de convergeˆncia global. No Cap´ıtulo
4 foram estudados algoritmos com convergeˆncia global para problemas ir-
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restritos. Foram apresentadas duas formas de obter convergeˆncia global:
realizando uma busca ao longo da direc¸a˜o calculada e utilizando regia˜o de
confianc¸a. Para esta classe de problemas, o progresso a cada iterac¸a˜o consi-
dera a reduc¸a˜o obtida na func¸a˜o objetivo. Para os problemas com restric¸o˜es,
estudados no Cap´ıtulo 5, o progresso a cada iterac¸a˜o deve ser avaliado con-
siderando dois objetivos, muitas vezes conflitantes: a viabilizac¸a˜o e a oti-
mizac¸a˜o, o que e´ tradicionalmente feito utilizando uma func¸a˜o de me´rito, que
reune os dois objetivos atrave´s de um paraˆmetro. O paraˆmetro da func¸a˜o de
me´rito influencia significativamente o desempenho dos algoritmos, portanto,
sua atualizac¸a˜o a cada iterac¸a˜o e´ um aspecto cr´ıtico.
Neste trabalho apresentamos e testamos o algoritmo proposto por Vander-
bei e Shanno para problemas na˜o lineares, no qual e´ realizada uma busca uti-
lizando func¸a˜o de me´rito na direc¸a˜o obtida pela soluc¸a˜o do sistema formado
pelas equac¸o˜es de KKT perturbadas (6.12). A atualizac¸a˜o do paraˆmetro
da func¸a˜o de me´rito e´ tal que apenas aumentos sa˜o permitidos. Isto pode
prejudicar o desempenho do algoritmo, especialmente nas iterac¸o˜es finais.
Considerando isto, neste trabalho propomos uma atualizac¸a˜o na˜o-mono´tona
do paraˆmetro de penalidade.
Visto que a direc¸a˜o de busca e´ calculada aplicando o me´todo de Newton a`s
condic¸o˜es de KKT perturbadas (6.12), esta e´ uma direc¸a˜o de decre´scimo para
cada um dos crite´rios que compo˜em KKT. Ou seja, pequenos deslocamentos
ao longo da direc¸a˜o de busca deve reduzir simultaneamente todos os crite´rios.
Baseados nesta observac¸a˜o, neste trabalho propomos uma nova func¸a˜o de
me´rito, que na˜o utiliza paraˆmetro de penalidade.
Os resultados dos experimentos computacionais aplicando estas propostas
ao problema de fluxo de poteˆncia o´timo indicaram que ambas sa˜o promisso-
ras.
No Cap´ıtulo 6 foi introduzido o conceito de filtro e um novo algoritmo
empregando filtros foi proposto. Este algoritmo de filtro se caracteriza pela
independeˆncia entre as fases de viabilizac¸a˜o e de otimizac¸a˜o. A teoria de con-
vergeˆncia global desenvolvida em [17] e´ independente dos algoritmos inter-
nos utilizados. Para este algoritmo foi exposta, no Cap´ıtulo 7, a formulac¸a˜o
adotada em uma implementac¸a˜o preliminar. Os resultados obtidos com a
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aplicac¸a˜o do algoritmo de filtros ao problema de fluxo de poteˆncia o´timo
indicaram que este algoritmo e´ muito promissor.
Sugesto˜es para trabalhos futuros.
Os experimentos realizados neste trabalho indicaram a viabilidade das
propostas. Contudo, a proposta de redespacho de seguranc¸a atrave´s de um
fluxo de poteˆncia o´timo com restric¸o˜es de estabilidade transito´ria necessita,
para sua validac¸a˜o, a realizac¸a˜o de experimentos com sistemas de maior di-
mensa˜o, nos quais os comportamentos dinaˆmicos sejam mais complexos, en-
volvendo um maior nu´mero de ma´quinas cr´ıticas no conjunto cr´ıtico de cada
contingeˆncia.
Na proposta do novo algoritmo de filtros destaca-se a necessidade de uma
implementac¸a˜o na qual a estrutura do problema de fluxo de poteˆncia o´timo
seja explorada. O pacote computacional OOQP, utilizado para a soluc¸a˜o
dos subproblemas quadra´ticos, deve ser empregado de forma mais eficiente,
atrave´s da especificac¸a˜o dos paraˆmetros internos. Tambe´m pode-se consi-
derar o uso de outros pacotes computacionais, como o BOX-QUACAN, que
solucionam problemas quadra´ticos com regia˜o de confianc¸a tipo caixa.
Ale´m deste aspecto, os experimentos computacionais com o algoritmo
de filtro mostraram a necessidade de, na fase de otimizac¸a˜o, considerar a
minimizac¸a˜o da aproximac¸a˜o quadra´tica do Lagrangeano. O uso da func¸a˜o
lagrangeana introduz informac¸o˜es da curvatura das restric¸o˜es e com isto o
passo de otimizac¸a˜o sera´ mais eficiente.
Sabe-se que para utilizar a func¸a˜o lagrangeana deve-se dispor, a cada
iterac¸a˜o, de uma estimativa para os multiplicadores de Lagrange. Pode-se
empregar um estimador de multiplicadores de Lagrange ou pode-se utili-
zar como estimativa os multiplicadores obtidos na soluc¸a˜o dos subproblemas
quadra´ticos. Caso seja utilizado o pacote OOQP, tais multiplicadores sa˜o
fornecidos juntamente com a soluc¸a˜o dos problemas.
Apeˆndice A
Expresso˜es anal´ıticas para a
margem de seguranc¸a e para os
coeficientes de sensibilidade
Neste apeˆndice desenvolvem-se expresso˜es anal´ıticas para a margem de
seguranc¸a em energia e expresso˜es para coeficientes de sensibilidade de pri-
meira e segunda ordem desta margem em relac¸a˜o a` poteˆncia ativa gerada
pelo conjunto de ma´quinas cr´ıticas. As expresso˜es de margem sa˜o obtidas
pela aplicac¸a˜o do crite´rio de a´reas iguais estendido. No desenvolvimento das
expresso˜es segue-se a refereˆncia [36].
A.1 Poteˆncia ele´trica do OMIB e margem de
seguranc¸a
Para representar a poteˆncia ele´trica Pe do OMIB Equivalente nas confi-
gurac¸o˜es de regime permanente, durante a ocorreˆncia e apo´s a eliminac¸a˜o da
falta, foram definidas expresso˜es na forma polinomial de ordem n, n ≥ 2:
Pea(δ) = a0 + a1δ + a2δ
2 + · · ·+ anδn
Ped(δ) = d0 + d1δ + d2δ
2 + · · ·+ dnδn
Pep(δ) = p0 + p1δ + p2δ
2 + · · ·+ pnδn
(A.1)
173
174
onde os ı´ndices a, d e p referem-se, respectivamente, a` condic¸a˜o em regime
permanente, durante a falta e po´s-falta.
Com expresso˜es para a poteˆncia ele´trica e´ poss´ıvel a determinac¸a˜o, pela
aplicac¸a˜o do crite´rio de a´reas iguais estendido, de uma expressa˜o anal´ıtica
para a margem de seguranc¸a. Isto e´ realizado a partir da Figura (A.1), que
ilustra a dinaˆmica (Pe × δ) do OMIB.
PSfrag replacements
Pe
δδ0 δt
δp δu
Pmeq
Aace
Ades
A1c
A3c
Ped
Pep
Pea
Figura A.1: Curvas Pe × δ do OMIB Equivalente
Na Figura (A.1) esta˜o tambe´m indicadas as seguintes grandezas:
δ0 - aˆngulo de ocorreˆncia da falta;
δt - aˆngulo de eliminac¸a˜o da falta;
δp - aˆngulo de equil´ıbrio po´s-falta;
δu - aˆngulo de equil´ıbrio insta´vel po´s-falta;
Aace - a´rea acelerante;
Ades - a´rea desacelerante.
O crite´rio de a´reas iguais define a margem de seguranc¸a em energia η
como a diferenc¸a entre as a´reas acelerante e desacelerante [29]:
η = Ades − Aace. (A.2)
Embora o ca´lculo das a´reas Aace e Ades possa variar, a expressa˜o para a
margem η permanece invaria´vel. Este fato e´ demonstrado em [36]. Consi-
deremos pois o caso dito “normal”, ilustrado na Figura (A.1), para o qual,
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considerando as expresso˜es (A.1), resulta:
Aace =
∫ δt
δ0
(Pmeq−Ped) dδ =
∫ δt
δ0
(Pmeq−d0−d1δ−d2δ2−· · ·−dnδn) dδ, (A.3)
Ades =
∫ δu
δt
(Pep−Pmeq) dδ =
∫ δu
δt
(p0+p1δ+p2δ
2+· · ·+pnδn−Pmeq) dδ. (A.4)
Pela definic¸a˜o de margem (A.2) tem-se:
η = (Pmeq − d0)δ0 − d1
δ20
2
− · · · − dn
δn+10
n + 1
+
(d0 − p0)δt + (d1 − p1)
δt
2
+ · · ·+ (dn − pn)
δn+1t
n + 1
+
(p0 − Pmeq)δu + p1
δ2u
2
+ · · ·+ pn
δn+1u
n + 1
.
(A.5)
Seguindo a refereˆncia [36], define-se a margem ponderada ηe:
ηe =
η
A1c + A3c
. (A.6)
onde A1c e A3c sa˜o as a´reas ilustradas na Figura (A.2), definidas com a
eliminac¸a˜o da falta no tempo cr´ıtico. O a˜ngulo de eliminac¸a˜o da falta e´
enta˜o chamado aˆngulo cr´ıtico δc.PSfrag replace ents
Pe
δδ0 δc δu
δp
Pmeq
A1c
A2c
A3c
Figura A.2: Curvas Pe × δ para eliminac¸a˜o da falta no tempo cr´ıtico.
176
Tem-se assim:
A1c =
∫ δc
δ0
(Pmeq − Ped) dδ = (Pmeq − d0)(δc − δ0)−
d1
(
δ2c
2
− δ
2
0
2
)
− · · · − dn
(
δn+1c
n + 1
− δ
n+1
0
n + 1
)
,
(A.7)
e
A3c =
∫ δc
δp
(Pep − Pmeq) dδ = (p0 − Pmeq)(δc − δp)+
p1
(
δ2c
2
− δ
2
p
2
)
+ · · ·+ pn
(
δn+1c
n + 1
− δ
n+1
p
n + 1
)
.
(A.8)
Termos definidos. Para simplificar a notac¸a˜o define-se os seguintes termos:
aao = a0δ0 + a1
δ20
2
+ · · ·+ an
δn+10
n + 1
apc = p0δc + p1
δ2c
2
+ · · ·+ pn
δn+1c
n + 1
ado = d0δ0 + d1
δ20
2
+ · · ·+ dn
δn+10
n + 1
app = p0δp + p1
δ2p
2
+ · · ·+ pn
δn+1p
n + 1
adc = d0δc + d1
δ2c
2
+ · · ·+ dn
δn+1c
n + 1
apt = p0δt + p1
δ2t
2
+ · · ·+ pn
δn+1t
n + 1
adt = d0δt + d1
δ2t
2
+ · · ·+ dn
δn+1t
n + 1
apu = p0δu + p1
δ2u
2
+ · · ·+ pn
δn+1u
n + 1
,
(A.9)
bao = a0 + a1δ0 + · · ·+ anδn0 bpc = p0 + p1δc + · · ·+ pnδnc
bdo = d0 + d1δ0 + · · ·+ dnδn0 bpp = p0 + p1δp + · · ·+ pnδnp
bdc = d0 + d1δc + · · ·+ dnδnc bpt = p0 + p1δt + · · ·+ pnδnt
bdt = d0 + d1δt + · · ·+ dnδnt bpu = p0 + p1δu + · · ·+ pnδnu ,
(A.10)
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cao = a1 + 2a2δ0 + · · ·+ nanδn−10 cpc = p1 + 2p2δc + · · ·+ npnδn−1c
cdo = d1 + 2d2δ0 + · · ·+ ndnδn−10 cpp = p1 + 2p2δp + · · ·+ npnδn−1p
cdc = d1 + 2d2δc + · · ·+ ndnδn−1c cpt = p1 + 2p2δt + · · ·+ npnδn−1t
cdt = d1 + 2d2δt + · · ·+ ndnδn−1t cpu = p1 + 2p2δu + · · ·+ npnδn−1u ,
(A.11)
dao = 2a2 + · · ·+ (n2 − n)anδn−20 dpp = 2p2 + · · ·+ (n2 − n)pnδn−2p
ddo = 2d2 + · · ·+ (n2 − n)dnδn−20 dpu = 2p2 + · · ·+ (n2 − n)pnδn−2u
(A.12)
Com os termos definidos (A.9) - (A.12), as a´reas A1c e A3c podem ser
escritas como:
A1c = Pmeq(δc − δ0)− adc + ado, (A.13)
A3c = −Pmeq(δc − δp)− app + apc, (A.14)
e a margem de seguranc¸a η pode ser escrita como:
η = Pmeq(δ0 − δu)− ado− apt + adt + apu. (A.15)
A.2 Coeficientes de sensibilidade de primeira
ordem:
Para cada contingeˆncia, definem-se os coeficientes de sensibilidade de pri-
meira e segunda ordem da margem de seguranc¸a ηe em relac¸a˜o a` poteˆncia
gerada no conjunto de ma´quinas cr´ıticas Pm [36]:
S =
dηe
dPm
, S ′ =
d2ηe
dP 2m
. (A.16)
Denotamos o conjunto de ma´quinas cr´ıticas por Γ e o conjunto de ma´quinas
na˜o cr´ıticas por A.
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A poteˆncia mecaˆnica do OMIB equivalente Pmeq e´ definida por:
Pmeq =
1
Meq
(MAPm −MΓPA),
onde Meq e´ a ine´rcia do OMIB Equivalente, MA a ine´rcia das ma´quinas na˜o
cr´ıticas e MΓ a ine´rcia das ma´quinas cr´ıticas. Derivando Pmeq em relac¸a˜o a`
poteˆncia mecaˆnica do conjunto cr´ıtico Pm, e considerando que a variac¸a˜o de
gerac¸a˜o no conjunto Γ e´ totalmente compensada pela variac¸a˜o de gerac¸a˜o no
conjunto A, teˆm-se:
dPmeq
dPm
=
1
Meq
(
MA
dPm
dPm
−MΓ
dPA
dPm
)
= 1. (A.17)
No ponto de equil´ıbrio pre´-falta verifica-se Pmeq = Pea(δ0). Assim:
dPmeq
dPm
=
d(a0 + a1δ0 + a2δ
2
0 + · · ·+ anδn0 )
dPm
=
(a1 + 2a2δ0 + · · ·+ nanδn−10 )
dδ0
dPm
= cao
dδ0
dPm
= 1.
Logo:
dδ0
dPm
=
1
cao
. (A.18)
Analogamente, para os pontos de equil´ıbrio po´s-falta tem-se:
dδp
dPm
=
1
cpp
,
dδu
dPm
=
1
cpu
. (A.19)
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Com (A.18) e (A.19) calcula-se as seguintes derivadas:
d ado
dPm
= (d1δ0 + d2δ
2
0 + · · ·+ dnδn0 )
dδ0
dPm
=
bdo
cao
d app
dPm
= (p1δp + p2δ
2
p + · · ·+ pnδnp )
dδp
dPm
=
bpp
cpp
d apu
dPm
= (p1δu + p2δ
2
u + · · ·+ pnδnu)
dδu
dPm
=
bpu
cpu
d bao
dPm
= (a1 + 2a2δ0 + · · ·+ nanδn−10 )
dδ0
dPm
=
cao
cao
= 1
d bdo
dPm
= (d1 + 2d2δ0 + · · ·+ ndnδn−10 )
dδ0
dPm
=
cdo
cao
d bpp
dPm
= (p1 + 2p2δp + · · ·+ npnδn−1p )
dδp
dPm
=
cpp
cpp
= 1
d bpu
dPm
= (p1 + 2p2δu + · · ·+ npnδn−1u )
dδu
dPm
=
cpu
cpu
= 1
d cdo
dPm
= (2d2 + ... + n
2 − nbnδ0)
dδ0
dPm
=
ddo
cao
.
(A.20)
E´ necessa´rio calcular as derivadas em relac¸a˜o a` Pm do aˆngulo de eli-
minac¸a˜o da falta δt e do aˆngulo cr´ıtico de abertura δc. Para isto definem-se
inicialmente os aˆngulos δt e δc pela expansa˜o em se´rie de Taylor do aˆngulo
de regime permanente δ0:
δt = δ0 +
1
2
ν0 t
2
t +
1
24
ν¨0 t
4
t , (A.21)
e
δc = δ0 +
1
2
ν0 t
2
c +
1
24
ν¨0 t
4
c . (A.22)
Os termos ν0 e ν¨0 em (A.21) e (A.22) sa˜o definidos por:
ν0 =
d2δ0
dt2
/t=0+ =
1
Meq
(Pmeq − Ped) =
1
Meq
(Pmeq − bdo), (A.23)
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ν¨0 = −
1
Meq
d2δ0
dt2
cdo = − 1
Meq
ν0 cdo, (A.24)
cujas derivadas em relac¸a˜o a` Pm sa˜o:
dν0
dPm
=
1
Meq
(
dPmeq
dPm
− d bdo
dPm
)
, (A.25)
e
dν¨0
dPm
= − 1
Meq
(
ν0
d cdo
dPm
+ cdo
d ν0
dPm
)
. (A.26)
Utilizando-se (A.18), (A.25) e (A.26) pode-se enta˜o calcular:
dδt
dPm
=
dδ0
dPm
+
t2t
2
dν0
dPm
+
t4t
24
dν¨0
dPm
, (A.27)
e
dδc
dPm
=
dδ0
dPm
+
t2c
2
dν0
dPm
+
t4c
24
dν¨0
dPm
. (A.28)
Com (A.27) e (A.28) calcula-se:
d adt
dPm
= (d0 + d1δt + d2δ
2
t + · · ·+ dnδnt )
dδt
dPm
= bdt
dδt
dPm
d apt
dPm
= (p0 + p1δt + p2δ
2
t + · · ·+ pnδnt )
dδt
dPm
= bpt
dδt
dPm
d apc
dPm
= (p0 + p1δc + p2δ
2
c + · · ·+ pnδnc )
dδc
dPm
= bpc
dδc
dPm
d adc
dPm
= (d0 + d1δc + d2δ
2
c + · · ·+ dnδnc )
dδc
dPm
= bdc
dδc
dPm
d bpc
dPm
= (p1 + 2p2δc + · · ·+ npnδn−1c )
dδc
dPm
= cpc
dδc
dPm
d bpt
dPm
= (p1 + 2p2δt + · · ·+ npnδn−1t )
dδt
dPm
= cpt
dδt
dPm
d bdc
dPm
= (d1 + 2d2δc + · · ·+ ndnδn−1c )
dδc
dPm
= cdc
dδc
dPm
d bdt
dPm
= (d1 + 2d2δt + · · ·+ ndnδn−1t )
dδt
dPm
= cdt
dδt
dPm
(A.29)
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As expresso˜es (A.18), (A.19), (A.20), (A.28) e (A.29) sa˜o empregadas no
ca´lculo das derivadas de A1c e A3c em relac¸a˜o a Pm:
dA1c
dPm
= δc − δ0 + Pmeq
(
dδc
dPm
− dδ0
dPm
)
− d adc
dPm
+
d ado
dPm
, (A.30)
e
dA3c
dPm
= δp − δc − Pmeq
(
dδc
dPm
− dδp
dPm
)
+
d apc
dPm
− d app
dPm
, (A.31)
e no ca´lculo da derivada da margem η em relac¸a˜o a Pm:
dη
dPm
= δ0 − δu + Pmeq
(
dδ0
dPm
− dδu
dPm
)
−
−d apt
dPm
− d ado
dPm
+
d adt
dPm
+
d apu
dPm
(A.32)
Derivando (A.6) e utilizando (A.30), (A.31) e (A.32), o coeficiente de
sensibilidade de primeira ordem pode ser calculado:
dηe
dPm
=
1
A1c + A3c
(
dη
dPm
− ηe
(
dA1c
dPm
+
dA3c
dPm
))
(A.33)
A.3 Coeficiente de sensibilidade de segunda
ordem:
Derivando as expresso˜es (A.18) e (A.19) em relac¸a˜o a Pm tem-se:
d2δ0
dP 2m
=
d
dPm
(
1
cao
)
= − dao
cao3
, (A.34)
d2δp
dP 2m
=
d
dPm
(
1
cpp
)
= − dpp
cpp3
, (A.35)
e
d2δu
dP 2m
=
d
dPm
(
1
cpu
)
= − dpu
cpu3
. (A.36)
182
As derivadas de (A.20) necessa´rias sa˜o:
d2ado
dP 2m
=
d
dPm
(
bdo
cao
)
=
1
cao2
(
cdo− bdo dao
cao
)
d2bdo
dP 2m
=
d
dPm
(
cdo
cao
)
=
1
cao2
(
ddo− cdo dao
cao
)
d2app
dP 2m
=
d
dPm
(
bpp
cpp
)
=
1
cpp2
(
cpp− bpp dpp
cpp2
)
d2apu
dP 2m
=
d
dPm
(
bpu
cpp
)
=
1
cpp2
(
cpp− bpu dpp
cpp
)
d2bpu
dP 2m
=
d
dPm
(1) = 0
d2cdo
dP 2m
=
d
dPm
(
ddo
cao
)
=
1
cao2
(
edo− ddo dao
cao
)
,
(A.37)
sendo edo = 6d3 + · · ·+ n(n− 1)(n− 2)dnδn−30 .
Com (A.37) calcula-se as derivadas de (A.25) e (A.26):
d2ν0
dP 2m
=
d
dPm
(
1
Meq
(
dPmeq
dPm
− d bdo
dPm
))
= − 1
Meq
d2 bdo
dP 2m
, (A.38)
e
d2ν¨0
dP 2m
=
d
dPm
(
− 1
Meq
(
ν0
d cdo
dPm
+ cdo
dν0
dPm
))
= − 1
Meq
(
d2cdo
dP 2m
ν0 + 2
d cdo
dPm
dν0
dPm
+ cdo
d2ν0
dP 2m
)
.
(A.39)
Com (A.38) e (A.39) calcula-se as derivadas de (A.27) e (A.28):
d2δt
dP 2m
=
d2δ0
dP 2m
+
t2t
2
d2ν0
dP 2m
+
t4t
24
d2ν¨0
dP 2m
, (A.40)
e
d2δc
dP 2m
=
d2δ0
dP 2m
+
t2c
2
d2ν0
dP 2m
+
t4c
24
d2ν¨0
dP 2m
. (A.41)
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Com (A.29), (A.40) e (A.41) pode-se calcular:
d2adt
dP 2m
=
d
dPm
(
bdt
dδt
dPm
)
= bdt
d2δt
dP 2m
+
d bdt
dPm
dδt
dPm
d2adc
dP 2m
=
d
dPm
(
bdc
dδc
dPm
)
= bdc
d2δc
dP 2m
+
d bdc
dPm
dδc
dPm
d2apt
dP 2m
=
d
dPm
(
bpt
dδt
dPm
)
= bpt
d2δt
dP 2m
+
d bpt
dPm
dδt
dPm
d2apc
dP 2m
=
d
dPm
(
bpc
dδc
dPm
)
= bpc
d2δc
dP 2m
+
d bpc
dPm
dδc
dPm
.
(A.42)
Com as expresso˜es (A.30), (A.31), (A.32), (A.37), (A.41) e (A.42) calcula-
se:
d2A1c
dP 2m
= Pmeq
(
d2δc
dP 2m
− d
2δ0
dP 2m
)
+ 2
(
dδc
dPm
− dδ0
dPm
)
− d
2adc
dP 2m
+
d2ado
dP 2m
, (A.43)
d2A3c
dP 2m
= −Pmeq
(
d2δc
dP 2m
− d
2δp
dP 2m
)
+2
(
dδp
dPm
− dδc
dPm
)
+
d2apc
dP 2m
− d
2app
dP 2m
(A.44)
d2η
dP 2m
= 2
(
dδ0
dPm
− dδu
dPm
)
+ Pmeq
(
d2δ0
dP 2m
− d
2δu
dP 2m
)
−d
2apt
dP 2m
+
d2apu
dP 2m
+
d2adt
dP 2m
− d
2ado
dP 2m
(A.45)
Finalmente, derivando (A.33) e utilizando (A.43), (A.44) e (A.45) calcula-
se o coeficiente de sensibilidade de segunda ordem:
d2ηe
dP 2m
=
1
A1c + A3c
(
d2η
dP 2m
− ηe
(
d2A1c
dP 2m
+
d2A3c
dP 2m
)
− 2 dηe
dPm
(
dA1c
dPm
+
dA3c
dPm
))
.
(A.46)
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