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Abstract
After the appearance of W. Arendt’s result that “Gaussian estimate of a semigroup implies the Lp-spectral
independence of the generator,” various generalizations have been obtained. This paper shows that a certain
kernel estimate of a semigroup implies the Lp-spectral independence of the generator, generalizing the
case of upper Gaussian estimate and “Gaussian estimate of order α ∈ (0,1] [S. Miyajima, H. Shindoh,
Gaussian estimates of order α and Lp-spectral independence of generators of C0-semigroups, Positivity 11
(1) (2007) 15–39], Definition 3.1.” The proof uses S. Karrmann’s result about the Lp-spectral independence
and B.A. Barnes’ theorem about the spectrum of integral operators. As an application, the Lp-spectral
independence of −[(−Δ)α + V ] (α ∈ (0,1]) for a suitable V is proved with the help of a recent result
by V. Liskevich, H. Vogt and J. Voigt [V. Liskevich, H. Vogt, J. Voigt, Gaussian bounds for propagators
perturbed by potentials, J. Funct. Anal. 238 (2006) 245–277].
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In [14], B. Simon conjectured that the Schrödinger operator −Δ/2 + V acting in Lp(RN)
has the spectrum independent of p ∈ [1,∞) (cf. [14, (1.10)]) and he gave an affirmative answer
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conjecture for V in a larger class than that treated by Simon. On the other hand, W. Arendt [1]
succeeded in generalizing their results in an abstract direction. In more detail, he introduced a
notion of upper Gaussian estimate of a C0-semigroup, and showed that if a C0-semigroup T on
L2 satisfies an upper Gaussian estimate and the generator of T is self-adjoint, then the generator
of the C0-semigroup on Lp naturally induced by T has the spectrum independent of p.
The main objective of this paper is to prove that the spectrum of (−Δ)α + V (α ∈ (0,1]) is
independent of p ∈ [1,∞). Precisely speaking, the perturbed operator (−Δ)α +V is defined via
Voigt’s theory of absorption semigroups [15] (for more details, see Section 4). In this paper, the
Lp-independence of the spectrum of (−Δ)α + V in Lp(RN) is proved without any assumptions
on the space dimension N and α ∈ (0,1] (cf. Theorem 4.2). This is a much-improved result
compared with that of [13].
In the proof of Theorem 4.2, an estimate of the integral kernel Kα,V (t;x, y) of the C0-
semigroup exp(−t ((−Δ)α + V )) is important. To obtain the estimate of Kα,V (t;x, y), we use a
result by V. Liskevich, H. Vogt and J. Voigt [8, Theorem 3.10]. Roughly speaking, the estimate
guarantees that the integral kernel Kα,V (t;x, y) decreases polynomially on the off-diagonal part,
and the decay is sufficiently fast to prove the Lp-independence of the spectrum of (−Δ)α + V .
Theorem 4.2 is indeed a consequence of an abstract theorem (Theorem 3.9) on Lp-spectral
independence of generators of C0-semigroups. This result can be applied to C0-semigroups with
integral kernels satisfying an estimate (see Assumption 3.1). More precisely, Theorem 3.9 im-
plies that a C0-semigroup on L2 with an integral kernel satisfying Assumption 3.1 naturally
induces a C0-semigroup on Lp and the Lp-spectral independence of the generators of the C0-
semigroups holds. Note that the estimate in Assumption 3.1 is a generalization of upper Gaussian
estimates and Gaussian estimates of order α defined in [11, Definition 3.1] (cf. Example 3.3). In
the proof of Theorem 3.9, we use S. Karrmann’s result [6, Lemma 6.3] and B.A. Barnes’ theo-
rem [3, Theorem 4.8]. The former states that the Lp-spectral independence of the generator of
a C0-semigroup is implied by the Lp-spectral independence of a power of the resolvents of the
generator. The latter gives a sufficient condition for Lp-spectral independence of integral oper-
ators by using the theory of Banach algebras. On Assumption 3.1, it is proved that a power of a
resolvent (λ − A)−1 has an integral kernel satisfying the assumption of Barnes’ theorem, where
A is the generator of the C0-semigroup in question (cf. Proposition 3.8).
In addition, we give another proof of Theorem 3.9 that, the author believes, is of indepen-
dent interest. In the proof, we use a lemma instead of Karrmann’s result, which states that the
Lp-spectral independence of the generator Ap of a C0-semigroup (Tp(t))t0 is implied by the
Lp-independence of σ(T βp (t)) for every t > 0 and 0 < β < 1, where (T βp (t))t0 denotes the C0-
semigroup generated by (−Ap)β . In the course of the proof, an explicit asymptotic expansion of
the function ft,β(s) is given, where ft,β is the function appearing the following expression of the
semigroup generated by a fractional power of a generator A:
e−t (−A)β =
∞∫
0
ft,β(s)e
sA ds
(cf. formula (2) in [17, Chapter IX, Section 11]). More details are described in Section 5.
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Since we need an abstract result by Barnes [3], to state his result, we define some function
spaces and weight functions. In what follows, Ω denotes an open subset of RN .
Definition 2.1. (Cf. [3, pp. 122, 123].) (i) A1 denotes the linear space consisting of all measurable
functions K : Ω ×Ω → C such that
‖K‖1 := max
{
ess.sup
x∈Ω
∫
Ω
∣∣K(x,y)∣∣dy, ess.sup
y∈Ω
∫
Ω
∣∣K(x,y)∣∣dx}< ∞.
Similarly, A2 denotes the linear space of all measurable functions K : Ω ×Ω → C such that the
following ‖ · ‖2-norm of K is finite:
‖K‖2 := max
{
ess.sup
x∈Ω
(∫
Ω
∣∣K(x,y)∣∣2 dy)1/2, ess.sup
y∈Ω
(∫
Ω
∣∣K(x,y)∣∣2 dx)1/2}.
The space (A1,‖ · ‖1) and (A2,‖ · ‖2) are Banach spaces. Moreover, A1 is a Banach ∗-algebra
with the following involution K → K∗ and multiplication:
K∗(x, y) := K(y,x) ((x, y) ∈ Ω ×Ω),
(K ∗L)(x, y) :=
∫
Ω
K(x, z)L(z, y) dz (K,L ∈ A1).
(ii) The weight function wδ is defined by
wδ(x, y) :=
(
1 + |x − y|)δ ((x, y) ∈ RN × RN )
for each δ ∈ (0,1]. Let Awδ be the linear space of all measurable functions K : Ω ×Ω → C such
that Kwδ ∈ A1 and ‖ · ‖wδ be defined by ‖K‖wδ := ‖Kwδ‖1 for each δ ∈ (0,1], where Kwδ
denotes the pointwise product of K and wδ . Then, Awδ is a ∗-subalgebra of A1 and (Awδ ,‖ ·‖wδ )
is a Banach ∗-algebra (cf. [3, Note 4.3]).
(iii) Let Γ [m] be the set
Γ [m] := {(x, y) ∈ Ω ×Ω ∣∣ |x − y|m}
for each m ∈ N and let χ(Γ ) be the characteristic function of Γ ⊂ RN × RN . Then, set
A01 :=
{
K ∈ A1
∣∣∣ lim
m→∞
∥∥χ(Γ [m]c)K∥∥1 = 0}.
A01 is a closed ∗-subalgebra of A1. In addition, A02 and A0wδ are defined as subspaces of A2
and Awδ by replacing ‖ · ‖1 with ‖ · ‖2 and ‖ · ‖wδ , respectively in the definition of A01.
(iv) Let Awδ,2 := Awδ ∩ A2, A0,0wδ,2 := A0wδ ∩ A02 for each δ ∈ (0,1] and ‖K‖wδ,2 :=
max{‖K‖wδ ,‖K‖2}. Then, (Awδ,2,‖ · ‖wδ,2) is a Banach ∗-algebra (cf. [3, Lemma 4.4]) and
A
0,0 is a closed ∗-subalgebra of Awδ,2.wδ,2
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(Kpf )(x) :=
∫
Ω
K(x,y)f (y) dy
(
f ∈ Lp(Ω), x ∈ Ω)
for each p ∈ [1,∞] (cf. [3, p. 122]).
Now, we introduce a result by Barnes [3]. For the reason described in Remark 2.4 below, we
state it in a form where its “assumption part” is a little strengthened.
Theorem 2.3. (See Barnes [3, Theorem 4.8].) Assume that K is in A0,0wδ,2 for some δ ∈ (0,1].
Then the following assertions hold:
(i) σwδ,2(K) = σ(Kp) for all p ∈ [1,∞] when K is normal (i.e., K∗ ∗K = K ∗K∗).
(ii) In general, σwδ,2(K) = σ(Kp)∪ σ((K∗)p) for all p ∈ [1,∞].
In these assertions, σwδ,2(K) denotes the spectrum of K as an element in the Banach algebra
Awδ,2, and σ(Kp) denotes the spectrum of the bounded operator Kp on Lp(Ω) (cf. Remark 2.2).
Remark 2.4. Let A0wδ,2 := A0wδ ∩ A2. [3, Theorem 4.8] states that the same conclusions (i), (ii)
in Theorem 2.3 hold for all K ∈ A0wδ,2. Moreover, in the proof of [3, Theorem 4.8], it is claimed
that if K = K∗ ∈ A0wδ,2, then we have∥∥χ(Γ [m])K −K∥∥
wδ,2 → 0
as m → ∞, in other words, K ∈ A0,0wδ,2. However, let K be defined by
K(x,y) :=
{√
y (y  2, 2y  x  2y + 1/y),
0 (otherwise).
Then, K + K∗ is hermitian and belongs to A0wδ,2 for each δ ∈ (0,1/2) but does not belong
to A0,0wδ,2 for any δ ∈ (0,1/2). For a proof, see [10, Proposition 3.1]. For this reason, we have
replaced A0wδ,2 in [3, Theorem 4.8] with A
0,0
wδ,2. Once this replacement is made, Theorem 2.3
can be proved in exactly the same way as in [3] except for the part concerning the assertion
K ∈ A0,0wδ,2.
Remark 2.5. It is easy to see that for all K ∈ A1,(
(K∗)p
)′
f = Kp′f
(
f ∈ Lp′(Ω))
for each p ∈ [1,∞), where ((K∗)p)′ is the conjugate operator of (K∗)p and p′ is the conjugate
exponent of p. Hence, it follows from assertion (ii) that
σwδ,2(K) = σ(Kp)∪ σ(Kp′)
holds for each p ∈ [1,∞).
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Let Ω be an open subset of RN and let T = (T (t))t0 be a C0-semigroup on L2(Ω) with
generator A. Most of the results in this section depends on this assumption.
Assumption 3.1. T (t) is an integral operator for each t > 0 and the family of the integral kernels
(Kt (x, y))t>0 satisfies the following condition: There exist measurable functions φ : (0,∞) →
[0,∞), F : RN × RN → [0,∞) and a constant κ > 0 such that for all t > 0,
∣∣Kt(x, y)∣∣ φ(t)F (t−κx, t−κy) (3.1)
for a.e. (x, y) ∈ Ω ×Ω , where φ,F and κ satisfy the following conditions:
(C-i) F ∈ A0,0wδ0 ,2 for some δ0 ∈ (0,1].
(C-ii) The function t → tκNφ(t) is bounded on (0,∞).
Remark 3.2. On Assumption 3.1, the following assertions hold.
(i) By estimate (3.1) and condition (C-i), the estimate
∥∥T (t)∥∥ tκNφ(t)‖F‖1 (3.2)
holds for all t > 0. Hence, by condition (C-ii), the C0-semigroup T is bounded.
(ii) By estimate (3.2) and the fact lim inft↓0 ‖T (t)‖  1, we have for each ε ∈ (0,1), the
inequality 1 − ε  tκNφ(t)‖F‖1 for sufficiently small t > 0. Combined with condition (C-ii),
this inequality implies that there exist constants C1, C2 > 0 such that C1t−κN  φ(t) C2t−κN
holds for sufficiently small t > 0.
Example 3.3. Suppose that a C0-semigroup T = (T (t))t0 on L2(Ω) with generator A satisfies
a Gaussian estimate of order α for an α ∈ (0,1] in the sense defined in [11, Definition 3.1]: There
exist constants M > 0, ω ∈ R and b > 0 such that
∣∣T (t)f ∣∣Meωte−bt (−Δ)α |f | (3.3)
for all t  0 and f ∈ L2(Ω). Here, we identify L2(Ω) with a subspace of L2(RN). Without
loss of generality, we may assume ω = 0 (if necessary, consider A − ω instead of A). Then, this
domination implies, as is proved in [11, Corollary 3.4 and Proposition 3.5], that T (t) (t > 0) is
an integral operator and the corresponding kernel Kt(x, y) is estimated as
∣∣Kt(x, y)∣∣ C bt
((bt)1/α + |x − y|2)N/2+α (3.4)
for each t > 0 and a.e. (x, y) ∈ Ω ×Ω , where C is a constant independent of t > 0 and (x, y) ∈
Ω × Ω . Hence, the kernel Kt(x, y) satisfies estimate (3.1) with φ(t) = t−N/(2α), F(x, y) =
(b1/α + |x − y|2)−N/2−α and κ = 1/(2α). Then, we can easily show that φ, F and κ satisfy
conditions (C-i) and (C-ii).
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naturally induces a C0-semigroup on Lp(Ω) for each p ∈ [1,∞):
Proposition 3.4. Suppose that a C0-semigroup T on L2(Ω) satisfies Assumption 3.1. Then, for
each p ∈ [1,∞), there exists a unique bounded C0-semigroup Tp = (Tp(t))t0 on Lp(Ω) such
that for all t > 0 and f ∈ Lp(Ω),
(
Tp(t)f
)
(x) =
∫
Ω
Kt(x, y)f (y) dy
for a.e. x ∈ Ω . (Note that Kt is independent of p ∈ [1,∞).)
Proof. By assumption, for all t > 0,∣∣Kt(x, y)∣∣ φ(t)F (t−κx, t−κy)
holds for a.e. (x, y) ∈ Ω × Ω (estimate (3.1)). Since F in the right-hand side of this estimate
belongs to A0,0wδ0 ,2 for a δ0 ∈ (0,1], in particular to A1, there exists a bounded operator Tp(t) on
Lp(Ω) for each t  0 and p ∈ [1,∞], and the integral kernel of Tp(t) (t > 0) is Kt(x, y) (cf.
Remark 2.2). It is clear that the family of the operators Tp := (Tp(t))t0 satisfies the semigroup
property for each p ∈ [1,∞). Further, Tp is a bounded semigroup since
sup
t>0
∥∥Tp(t)∥∥ sup
t>0
tκNφ(t) · ‖F‖1 < ∞. (3.5)
So, in order to finish the proof of Proposition 3.4, it remains to show that Tp is strongly con-
tinuous on Lp(Ω) for each p ∈ [1,∞). For this purpose, note that inequality (3.5) holds also
in the case of p = ∞. Since Tp(t) coincides with T1(t) on Lp(Ω) ∩ L1(Ω) and T∞(t) on
Lp(Ω) ∩ L∞(Ω), the strong continuity of T1 implies that of Tp for each p ∈ (1,∞). So we
have only to prove that T1(t)f → f as t ↓ 0 in L1(Ω) for all f ∈ L1(Ω) in what follows. Since
sup0<t1 ‖T1(t)‖ < ∞, we may assume that f ∈ L1(Ω)∩L2(Ω) with compact support.
Let f ∈ L1(Ω) ∩ L2(Ω) be such that f (x) = 0 (|x|  r) for some r > 0. Then, for each
R > r , the inequality∥∥T1(t)f − f ∥∥L1(Ω) = ∥∥T1(t)f − f ∥∥L1(Ω∩B(0,R)) + ∥∥T1(t)f ∥∥L1(Ω∩B(0,R)c)

∣∣B(0,R)∣∣1/2∥∥T2(t)f − f ∥∥L2(Ω) + ∥∥T1(t)f ∥∥L1(Ω∩B(0,R)c)
holds, where B(0,R) denotes the ball in RN with center 0 and radius R, and |B(0,R)| denotes
the volume of B(0,R). The second term of the right-hand side of this inequality converges to 0
as R → ∞ uniformly in t ∈ (0,1]:
sup
0<t1
∥∥T1(t)f ∥∥L1(Ω∩B(0,R)c) → 0 (R → ∞).
Indeed, by estimate (3.1), we obtain that for each t ∈ (0,1],
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|x|R
( ∫
|y|r
F
(
t−κx, t−κy
)∣∣f˜ (y)∣∣dy)dx
= φ(t)
∫
|y|r
( ∫
|x|R
F
(
t−κx, t−κy
)
dx
)∣∣f˜ (y)∣∣dy
= tκNφ(t)
∫
|y|r
( ∫
|x|t−κR
F
(
x, t−κy
)
dx
)∣∣f˜ (y)∣∣dy
 tκNφ(t)
∫
|y|r
( ∫
|x−t−κy|t−κ (R−r)
F
(
x, t−κy
)
dx
)∣∣f˜ (y)∣∣dy
 tκNφ(t)
∥∥χ(Γ [t−κ(R − r)]c)F∥∥1‖f ‖L1(Ω)
 sup
0<t1
tκNφ(t) · ∥∥χ(Γ [R − r]c)F∥∥1‖f ‖L1(Ω),
where f˜ ∈ L1(RN) is the extension of f defined as zero on Ωc . The right-hand side of the last
inequality is independent of t ∈ (0,1] and converges to 0 as R → ∞ by condition (C-i) and
(C-ii). Hence, we conclude limt↓0 ‖T1(t)f − f ‖L1(Ω) = 0. 
It should be noted that we can replace the integral kernel Kt(x, y) in Proposition 3.4 by
K˜(t, x, y) that is measurable in (t, x, y).
Lemma 3.5. Let Tp and Kt be as in Proposition 3.4. Then, there exists a measurable function
K˜ : (0,∞)×Ω ×Ω → C such that for a.e. t ∈ (0,∞)
Kt (x, y) = K˜(t, x, y)
(
a.e. (x, y) ∈ Ω ×Ω)
and that for each p ∈ [1,∞), a.e. t ∈ (0,∞) and all f ∈ Lp(Ω)
(
Tp(t)f
)
(x) =
∫
Ω
K˜(t, x, y)f (y) dy (a.e. x ∈ Ω).
Remark 3.6. We may assume that K˜ satisfies the estimate∣∣K˜(t, x, y)∣∣ φ(t)F (t−κx, t−κy) (3.6)
for all (t, x, y) ∈ (0,∞)×Ω ×Ω .
Proof. This assertion would be proved by an argument similar to that in the proof of Lemma 3.6.
in [10] (we need to replace L2 with L1 in the proof). 
To prove the Lp-spectral independence of the generator of a consistent family of C0-
semigroups, it is sufficient to prove the Lp-spectral independence of a power of the resolvents
of the generator. More precisely, the next lemma holds by Karrmann’s result (cf. [6, Lemma 6.3]
and the proof of [6, Theorem 1.7]). The author noticed Karrmann’s result via reference [7].
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p ∈ [1,∞). Then the following assertions hold.
(i) Assume that there exists an n0 ∈ N such that for sufficiently large λ, the set σ((λ−Ap)−n0)
is independent of p ∈ [1,∞). Then the spectrum of Ap is independent of p ∈ [1,∞).
(ii) Assume that there exists an n0 ∈ N such that for sufficiently large λ, the set σ((λ−Ap)−n0)∪
σ((λ−Ap′)−n0) is independent of p ∈ (1,∞), where p′ is the conjugate exponent of p. Then
σ(Ap)∪ σ(Ap′) is independent of p ∈ (1,∞).
Proof. (i) See [6, Lemma 6.3] and the proof of [6, Theorem 1.7].
(ii) This assertion is proved in a way similar to that in the proof of (i). 
The next proposition, together with Lemma 3.7, is used to prove the main result of this paper.
Proposition 3.8. Let T = (T (t))t0 be a bounded C0-semigroup on L2(Ω) with generator A.
Assume that T satisfies Assumption 3.1. Then the following assertions hold.
(i) For each λ > 0 and n ∈ N with n > κN , where κ is as in Assumption 3.1, the operator
(λ−A)−n is an integral operator and its kernel Gn(λ; ·,·) is given by
Gn(λ;x, y) = 1
(n− 1)!
∞∫
0
tn−1e−λt K˜(t, x, y) dt (3.7)
(a.e. (x, y) ∈ Ω × Ω), where K˜ is as in Lemma 3.5. Moreover, Gn(λ; ·,·) ∈ A0,0wδ0 ,2 for each
λ > 0 and n ∈ N with n > κN , where δ0 is as in condition (C-i).
(ii) Let Rn,p(λ) be the bounded operator defined by Gn(λ; ·,·) on Lp(Ω) for each λ > 0, n ∈ N
with n > κN and p ∈ [1,∞) (cf. Remark 2.2). Then for each λ > 0, n ∈ N with n > κN and
p ∈ [1,∞), the operator Rn,p(λ) coincides with (λ − Ap)−n, where Ap is the generator
of Tp in Proposition 3.4.
Proof. (i) To prove equality (3.7), we first note that for each λ > 0, n ∈ N with n > κN and
u ∈ L2(Ω), the function
(t, x, y) → tn−1e−λt K˜(t, x, y)u(y) is integrable on (0,∞)×E ×Ω (3.8)
for each bounded measurable subset E of Ω , where K˜(t, x, y) is the integral kernel of etA
in Lemma 3.5. For the time being, we prove (3.7) admitting this fact, and then we ver-
ify (3.8), which is independent of (3.7). It follows from (3.8) that the function (t, x) →
tn−1e−λt
∫
Ω
K˜(t, x, y)u(y) dy = tn−1e−λt (exp(tA)u)(x) is integrable on (0,∞) × E. Hence it
is verified that the L1(E)-valued function t → tn−1e−λt exp(tA)u|E is integrable on (0,∞) and
the equality
( ∞∫
tn−1e−λt etAudt
)
(x) =
∞∫
tn−1e−λt
(
etAu
)
(x) dt0 0
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(n− 1)![(λ −A)−nu](x). Thus, we obtain the equality
(
(λ−A)−nu)(x) = 1
(n− 1)!
∞∫
0
tn−1e−λt
(∫
Ω
K˜(t, x, y)u(y) dy
)
dt
= 1
(n− 1)!
∫
Ω
( ∞∫
0
tn−1e−λt K˜(t, x, y) dt
)
u(y)dy
for each u ∈ L2(Ω) and a.e. x ∈ Ω , and accordingly we obtain equality (3.7).
Now, we prove (3.8). Set u˜(x) := u(x) (x ∈ Ω), 0 (x /∈ Ω) for u ∈ L2(Ω). Then, for each
bounded measurable subset E of Ω , by estimate (3.6), we can show that∫
(0,∞)×E×Ω
∣∣tn−1e−λt K˜(t, x, y)u(y)∣∣dt dx dy

∞∫
0
tn−1e−λtφ(t)
(∫
E
( ∫
RN
F
(
t−κx, t−κy
)∣∣˜u(y)∣∣dy)dx)dt

∞∫
0
tn−1e−λtφ(t)
(∫
E
( ∫
RN
F
(
t−κx, t−κy
)
dy
)1/p′
×
( ∫
RN
F
(
t−κx, t−κy
)∣∣˜u(y)∣∣p dy)1/p dx)dt
=
∞∫
0
tn−1e−λt · tκN/p′φ(t)
(∫
E
( ∫
RN
F
(
t−κx, y
)
dy
)1/p′
×
( ∫
RN
F
(
t−κx, t−κy
)∣∣˜u(y)∣∣p dy)1/p dx)dt
 ‖F‖1/p′1
∞∫
0
tn−1e−λt · tκN/p′φ(t)
(∫
E
( ∫
RN
F
(
t−κx, t−κy
)∣∣˜u(y)∣∣p dy)1/p dx)dt
 ‖F‖1/p′1 |E|1/p
′
∞∫
0
tn−1e−λt · tκN/p′φ(t)
(∫
E
( ∫
RN
F
(
t−κx, t−κy
)∣∣˜u(y)∣∣p dy)dx)1/p dt
= ‖F‖1/p′1 |E|1/p
′
∞∫
tn−1e−λt · tκN/p′φ(t)
( ∫
N
(∫
F
(
t−κx, t−κy
)
dx
)∣∣˜u(y)∣∣p dy)1/p dt
0 R E
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′
∞∫
0
tn−1e−λt · tκNφ(t)
( ∫
RN
( ∫
RN
F
(
x, t−κy
)
dx
)∣∣˜u(y)∣∣p dy)1/p dt
 ‖F‖1|E|1/p′‖u‖Lp(Ω)
∞∫
0
tn−1e−λt · tκNφ(t) dt < ∞.
In the last inequality, we used conditions (C-i) and (C-ii). In the inequalities above, p′ is the
conjugate exponent of p and |E| denotes the measure of E. Needless to say, in the case of p = 1,
|E|1/p′ and so on can be replaced by 1.
Next, we successively prove that for each λ > 0 and n ∈ N with n > κN , the assertions
(a) Gn(λ; ·,·) ∈ Awδ0 ,(b) Gn(λ; ·,·) ∈ A2,
(c) Gn(λ; ·,·) ∈ A0wδ0 , and
(d) Gn(λ; ·,·) ∈ A02 hold,
where δ0 is as in condition (C-i).
(a) By equality (3.7) and estimate (3.6), for a.e. x ∈ Ω , we have
(n− 1)!
∫
Ω
wδ0(x, y)
∣∣Gn(λ;x, y)∣∣dy

∫
RN
wδ0(x, y)
( ∞∫
0
tn−1e−λtφ(t)F
(
t−κx, t−κy
)
dt
)
dy
=
∞∫
0
tn−1e−λtφ(t)
( ∫
RN
wδ0(x, y)F
(
t−κx, t−κy
)
dy
)
dt
=
∞∫
0
tn−1e−λt · tκNφ(t)
( ∫
RN
wδ0
(
x, tκy
)
F
(
t−κx, y
)
dy
)
dt
=
∞∫
0
tn−1e−λt · tκNφ(t)
( ∫
RN
(
1 + tκ ∣∣t−κx − y∣∣)δ0F (t−κx, y)dy)dt

1∫
0
tn−1e−λt · tκNφ(t)
( ∫
RN
(
1 + ∣∣t−κx − y∣∣)δ0F (t−κx, y)dy)dt
+
∞∫
tn−1+κδ0e−λt · tκNφ(t)
( ∫
N
(
1 + ∣∣t−κx − y∣∣)δ0F (t−κx, y)dy)dt1 R
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( 1∫
0
tn−1e−λt · tκNφ(t) dt +
∞∫
1
tn−1+κδ0e−λt · tκNφ(t) dt
)
‖F‖wδ0 .
The right-hand side of the last inequality is a finite constant independent of x ∈ Ω by condition
(C-i) and (C-ii). Thus,
ess.sup
x∈Ω
∫
Ω
wδ0(x, y)
∣∣Gn(λ;x, y)∣∣dy < ∞.
A similar argument interchanging x and y gives ‖Gn(λ; ·,·)‖wδ0 < ∞.(b) To prove that Gn(λ; ·,·) belongs to A2, it is sufficient to estimate the integral∫
Ω
|Gn(λ;x, y)|2 dy. We can carry this out as follows:
(
(n− 1)!)2 ∫
Ω
∣∣Gn(λ;x, y)∣∣2 dy

∫
RN
( ∞∫
0
tn−1e−λtφ(t)F
(
t−κx, t−κy
)
dt
)2
dy

∫
RN
( ∞∫
0
tn−1e−λtφ(t) dt
)( ∞∫
0
tn−1e−λtφ(t)F
(
t−κx, t−κy
)2
dt
)
dy
=
∞∫
0
tn−1e−λtφ(t) dt
∞∫
0
tn−1e−λtφ(t)
( ∫
RN
F
(
t−κx, t−κy
)2
dy
)
dt
=
∞∫
0
tn−1e−λtφ(t) dt
∞∫
0
tn−1e−λt · tκNφ(t)
( ∫
RN
F
(
t−κx, y
)2
dy
)
dt

∞∫
0
tn−1e−λtφ(t) dt
∞∫
0
tn−1e−λt · tκNφ(t) dt × ‖F‖22.
Thus, by conditions (C-i) and (C-ii), ess.supx∈Ω
∫
Ω
|Gn(λ;x, y)|2 dy < ∞. By a similar argu-
ment interchanging x and y, we obtain ‖Gn(λ; ·,·)‖2 < ∞.
(c) We obtain that for a.e. x ∈ Ω and all m ∈ N,
(n− 1)!
∫
|x−y|>m
wδ0(x, y)
∣∣Gn(λ;x, y)∣∣dy

∫
wδ0(x, y)
( ∞∫
tn−1e−λtφ(t)F
(
t−κx, t−κy
)
dt
)
dy|x−y|>m 0
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∞∫
0
tn−1e−λtφ(t)
( ∫
|x−y|>m
wδ0(x, y)F
(
t−κx, t−κy
)
dy
)
dt
=
∞∫
0
tn−1e−λt · tκNφ(t)
( ∫
|t−κx−y|>t−κm
(
1 + tκ ∣∣t−κx − y∣∣)δ0F (t−κx, y)dy)dt

1∫
0
tn−1e−λt · tκNφ(t)
( ∫
|t−κx−y|>m
wδ0
(
t−κx, y
)
F
(
t−κx, y
)
dy
)
dt
+
∞∫
1
tn−1+κδ0e−λt · tκNφ(t)
( ∫
|t−κx−y|>t−κm
wδ0
(
t−κx, y
)
F
(
t−κx, y
)
dy
)
dt

1∫
0
tn−1e−λt · tκNφ(t) dt × ∥∥χ(Γ [m]c)F∥∥
wδ0
+
∞∫
1
tn−1+κδ0e−λt · tκNφ(t)∥∥χ(Γ [t−κm]c)F∥∥
wδ0
dt.
(The function t → ‖χ(Γ [t−κm]c)F‖wδ0 is measurable on (0,∞) since both of the functions
t → ess.sup
x∈RN
∫
RN
χ
(
Γ
[
t−κm
]c)
(x, y)wδ0(x, y)F (x, y) dy
and
t → ess.sup
y∈RN
∫
RN
χ
(
Γ
[
t−κm
]c)
(x, y)wδ0(x, y)F (x, y) dx
are monotone increasing, hence measurable.) The first term of this right-hand side converges to 0
as m → ∞ by F ∈ A0wδ0 and condition (C-ii). It is verified that the second term of this right-hand
side converges to 0 as m → ∞ since we can apply Lebesgue’s convergence theorem by F ∈ A0wδ0
and condition (C-ii). Thus, we have
lim
m→∞ ess.supx∈Ω
∫
|x−y|>m
wδ0(x, y)
∣∣Gn(λ;x, y)∣∣dy = 0.
By a similar argument interchanging x and y, we conclude
lim
m→∞
∥∥χ(Γ [m]c)Gn(λ; ·,·)∥∥wδ = 0.
(d) Note that for a.e. (x, y) ∈ Ω ×Ω ,
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(n− 1)!)2∣∣Gn(λ;x, y)∣∣2 
( ∞∫
0
tn−1e−λtφ(t)F
(
t−κx, t−κy
)
dt
)2

∞∫
0
tn−1e−λtφ(t) dt
∞∫
0
tn−1e−λtφ(t)F
(
t−κx, t−κy
)2
dt
by Schwarz’s inequality and that
∫∞
0 t
n−1e−λtφ(t) dt < ∞ (cf. condition (C-ii)). In a way similar
to that of the proof of (c), it would be proved that Gn(λ; ·,·) ∈ A02.
(ii) For each λ > 0, n ∈ N with n > κN and p ∈ [1,∞), the equality (n − 1)!(λ − Ap)−n =∫∞
0 t
n−1e−λt exp(tAp)dt holds. Hence (λ − Ap)−n is an Lp(Ω)-bounded extension of
(λ − A)−n|L2(Ω)∩Lp(Ω). On the other hand, Rn,p(λ) is nothing but this extension by definition.
Hence Rn,p(λ) = (λ−Ap)−n for each λ > 0, n ∈ N with n > κN and p ∈ [1,∞). 
The next theorem is the main abstract result of this paper. The author would like to emphasize
that it is a generalization of [10, Theorem 2.11]. Indeed, Assumption 3.1 is weaker than the
assumption of [10, Theorem 2.11] that estimate (3.3) holds, as we saw in Example 3.3.
Theorem 3.9. Suppose that a C0-semigroup T = (T (t))t0 on L2(Ω) with generator A satis-
fies Assumption 3.1, and let Ap be the generator of Tp in Proposition 3.4. Then the following
assertions hold.
(i) If T (t) is normal for each t  0, then σ(Ap) is independent of p ∈ [1,∞).
(ii) In general, σ(Ap)∪σ(Ap′) is independent of p ∈ (1,∞), where p′ is the conjugate exponent
of p.
Proof. (i) Let an arbitrary n ∈ N with n > κN be fixed, where κ is as in Assumption 3.1. Propo-
sition 3.8 implies that (λ−Ap)n has an integral kernel Gn(λ; ·,·) for each λ > 0 and p ∈ [1,∞),
which is independent of p ∈ [1,∞) and belongs to A0,0wδ,2 for a δ ∈ (0,1]. Further, it follows from
the assumption that (λ−A)n is normal for each λ > 0 and so is Gn(λ; ·,·). Hence, we can apply
Barnes’ theorem, and obtain the conclusion of assertion (i) by Lemma 3.7(i).
(ii) is proved by using Lemma 3.7(ii) instead of Lemma 3.7(i) in the proof above. 
Remark 3.10. (i) The assumption of (i) in Theorem 3.9 that T (t) is normal for each t  0 is
equivalent to the following assumption: There exists a λ ∈ C with Reλ > 0 such that (λ − A)−1
is normal (cf. the proof of [10, Theorem 2.11]).
(ii) Although we used Karrmann’s result in the proof above, we can give another proof of
Theorem 3.9. For the details, see Section 5.
4. An application
In this section, we apply Theorem 3.9 to obtain the Lp-spectral independence of (−Δ)α +V .
Our result encompasses that of [13]. To state our result, we first fix a notation.
Hereafter, Uα := (Uα(t))t0 denotes the C0-semigroup on L2(RN) generated by −(−Δ)α for
each α ∈ (0,1]: Uα(t) = exp(−t (−Δ)α). Uα is a positive (positivity preserving) C0-semigroup
of contractions on L2(RN). When α = 1, as is well known, the integral kernel of Uα(t) (t > 0) is
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satisfies Assumption 3.1 as stated in Example 3.3. Hence, for every α ∈ (0,1], by Proposition 3.4,
there exists a unique C0-semigroup Uα,p := (Uα,p(t))t0 on Lp(RN) that is consistent with Uα
for each p ∈ [1,∞) (in general, we say that a C0-semigroup Tp on Lp(RN) is consistent with
a C0-semigroup Tq on Lq(RN) if Tp(t)f = Tq(t)f for all t  0 and f ∈ Lp(RN) ∩ Lq(RN)).
Uα,p is also a positive C0-semigroup of contractions on Lp(RN). −Hα,p denotes the generator
of Uα,p .
Next, we precisely define the operator Hα,p + V . The definition depends on Voigt’s theory
of absorption semigroups [15] and on the results of [13]. Let V : RN → R be a measurable
function and let V+ [respectively V−] denote the positive [respectively negative] part of V : V+ :=
V ∨ 0 [respectively V− := (−V ) ∨ 0]. The heart of Voigt’s theory is to consider the limit of the
C0-semigroup perturbed by “truncations” of V . We define for n ∈ N the truncation V (n) of V
by V (n) := (signV )(|V | ∧ n). We simply write V (n)+ and V (n)− instead of (V+)(n) and (V−)(n),
respectively. First, we assume that
Hα
(
R
N
)∩Q(V+) is dense in L2(RN ), (4.1)
where Hα(RN) is the usual Sobolev space of order α in L2 sense and Q(V+) the form domain
of V+. Under this condition, by Proposition 5.8(a) in [15] (if α = 1) and Proposition 2.22 in [13]
(if 0 < α < 1), the strong limit
Uα,p,V+(t) := s- limn→∞ exp
(−t(Hα,p + V (n)+ )) (4.2)
exists on Lp(RN) for each t  0. These propositions state also that Uα,p,V+ := (Uα,p,V+(t))t0
is a positive C0-semigroup on Lp(RN). The C0-semigroup Uα,p,V+ has the following properties:
Uα,2,V+(t) is self-adjoint for all t  0. Uα,p,V+ is consistent with Uα,q,V+ for all p,q ∈ [1,∞).
For the proofs of these properties, see [15, Proposition 3.2(b)] (if α = 1) and [13, Proposition 2.9]
(if 0 < α < 1). In addition, the inequality 0 Uα,p,V+(t) Uα,p(t) holds for all t  0 and p ∈
[1,∞), i.e., 0Uα,p,V+(t)f Uα,p(t)f for all positive f ∈ Lp(RN) (cf. [15, Remark 2.1(c)]).
Hence, Uα,2,V+ satisfies domination (3.3).
Secondly, to treat the negative part of V , assume that
c′N,α(V−) := lim
η↓0
∥∥∥∥∥V−
η∫
0
Uα,1(t) dt
∥∥∥∥∥< 1, (4.3)
where V−
∫ η
0 Uα,1(t) dt denotes the composite of V− (as a multiplication operator) and∫ η
0 Uα,1(t) dt . Then, since 0Uα,1,V+(t)Uα,1(t), we have
lim
η↓0
∥∥∥∥∥V−
η∫
0
Uα,1,V+(t) dt
∥∥∥∥∥< 1 (4.4)
and accordingly the strong limit
Uα,p,V (t) := s- lim exp
(−t(Hα,p,V+ − V (n)− )) (4.5)n→∞
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existence of Uα,p,V (t), see e.g. [15, Remark 2.1(b)]. The family of the operators Uα,p,V :=
(Uα,p,V (t))t0 is proved to be a positive C0-semigroup on Lp(RN) (cf. [15, Remark 2.1(b)]).
The operator Uα,p,V (t) is also expressed as
Uα,p,V (t) = s- lim
n→∞ exp
(−t(Hα,p + V (n)))
for each p ∈ [1,∞) and t  0 (cf. [16, Theorem 2.6]). By Propositions 3.1(a) and 3.2(b) in [15]
(if α = 1) and Proposition 2.9 in [13] (if 0 < α < 1), Uα,2,V is self-adjoint and Uα,p,V is consis-
tent with Uα,q,V for all p,q ∈ [1,∞). The next proposition shows that Uα,1,V (t) (t > 0) is an
integral operator. It also gives an estimate of the corresponding integral kernel Kα,V (t;x, y).
Proposition 4.1. Suppose that V− and V+ satisfy assumptions (4.3) and (4.1), respectively. Then,
the C0-semigroup Uα,1,V (t) defined by (4.5) is an integral operator for each t > 0, and for
each ν ∈ (c′N,α(V−),1) there exist constants C > 0 and ω ∈ R such that the integral kernel
Kα,V (t;x, y) of Uα,1,V (t) satisfies
0Kα,V (t;x, y)Ceωt t−N/(2α) · 1
(1 + t−1/α|x − y|2)(N/2+α)(1−ν) (4.6)
for all t > 0 and a.e. (x, y) ∈ RN × RN .
Proof. As remarked above, the C0-semigroup Uα,2,V+ satisfies the domination 0Uα,2,V+(t)
Uα(t) (t  0). Hence Uα,2,V+ satisfies Assumption 3.1 and accordingly Uα,2,V+(t) (t > 0) has a
non-negative integral kernel Kα,V+(t;x, y) estimated as
0Kα,V+(t;x, y) C
t
(t1/α + |x − y|2)N/2+α
= Ct−N/(2α) exp(−(N/2 + α) log(1 + t−1/α|x − y|2)) (4.7)
for a constant C > 0 independent of t > 0 and a.e. (x, y) ∈ RN × RN (cf. (3.4)). (This es-
timate is one of the Gaussian type upper bounds defined in [8, (3.5)].) This estimate and
Proposition 3.4 imply that Uα,2,V+ induces a C0-semigroup on L1(RN) with the same integral
kernel Kα,V+(t;x, y). Since Uα,2,V+ is consistent with Uα,1,V+ , the C0-semigroup on L1(RN)
induced by Uα,2,V+ coincides with Uα,1,V+ . Thus, Uα,1,V+(t) (t > 0) has the integral kernel
Kα,V+(t;x, y). Since Kα,V+(t;x, y) satisfies estimate (4.7), it is clear that Uα,1,V+ satisfies the
following assumptions (A1)–(A3) in [8]:
(A1) Uα,1,V+ is a positive C0-semigroup on L1(RN) and there exists a constant M > 0 such
that ∥∥Uα,1,V+(t)∥∥M
for all t  0. (In fact, we can take M = 1, cf. [10, Proposition 3.3].)
(A2) There exists a constant C > 0 such that∥∥Uα,1,V+(t)∥∥  Ct−N/(2α)1,∞
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‖T ‖p,q := sup{‖T u‖Lq(RN) | u ∈ Lr(RN)∩Lp(RN), ‖u‖Lp(RN) = 1} for each p, q ∈ [1,∞].
(A3) ‖Uα,1,V+(t)‖∞,∞ M for all t  0, where M is as in (A1).
In addition, since Uα,2,V+(t) is positive and self-adjoint, the function Kα,V+(t; ·,·) is real-
valued and Kα,V (t;x, y) = Kα,V (t;y, x) for a.e. (x, y) ∈ RN × RN . Hence, the conjugate
operator (Uα,1,V+(t))′ coincides with Uα,1,V+(t) on L1(RN) ∩ L∞(RN). Here, we identify the
dual space (L1(RN))′ with L∞(RN). Accordingly (Uα,1,V+(t))′ satisfies also assumption (A4)
in [8]:
(A4) (Uα,1,V+(t))′ restricted to L1(RN)∩L∞(RN) has an L1(RN)-bounded extension that is
strongly continuous in t ∈ [0,∞) on L1(RN). In this case, needless to say, the L1(RN)-bounded
extension coincides with Uα,1,V+(t).
On the other hand, by (4.4), V− satisfies∥∥∥∥∥V−
η∫
0
(
Uα,1,V+(t)
)′
dt
∥∥∥∥∥
1,1
=
∥∥∥∥∥V−
η∫
0
Uα,1,V+(t) dt
∥∥∥∥∥< 1
for sufficiently small η > 0. This inequality implies that V− is a small Miyadera perturbation
of both Uα,1,V+(t) and (Uα,1,V+(t))′ (for the definition of small Miyadera perturbation, see just
below [8, (1.7)]). Thus, we have seen that the assumption of Theorem 3.10 in [8] is satisfied.
Therefore, Theorem 3.10 in [8] implies that Uα,1,V (t) (t > 0) is an integral operator and for each
ν ∈ (c′N,α(V−),1), there exist constants C > 0 and ω ∈ R such that the corresponding kernel
Kα,V (t;x, y) satisfies
0Kα,V (t;x, y) Ceωt t−N/(2α) · 1
(1 + t−1/α|x − y|2)(N/2+α)(1−ν)
for all t > 0 and a.e. (x, y) ∈ RN × RN . 
Now we can obtain the following Lp-spectral independence. Let us keep the notation ex-
plained in the 3rd and 4th paragraphs of this section.
Theorem 4.2. Suppose that V− satisfies c′N,α(V−) < 2α/(N + 2α) and V+ satisfies assump-
tion (4.1). Then, we obtain
σ(Hα,p,V ) = σ(Hα,2,V )
for all p ∈ [1,∞), where −Hα,p,V is the generator of Uα,p,V .
Proof. As stated just above Proposition 4.1, the operator Uα,2,V (t) is self-adjoint for all t  0
and Uα,p,V is consistent with Uα,q,V for all p, q ∈ [1,∞). Further, Proposition 4.1 shows that
for each ν ∈ (c′N,α(V−),2α/(N + 2α)) and t > 0, the integral kernel Kα,V (t;x, y) of Uα,1,V (t)
satisfies
0Kα,V (t;x, y) Ceωt t−N/(2α) · 1−1/α 2 (N/2+α)(1−ν)(1 + t |x − y| )
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consider Hα,1,V + ω). This estimate implies that the operator Uα,2,V (t) (t > 0) is an integral
operator with the same kernel Kα,V (t;x, y) as that of Uα,1,V (t) and Uα,2,V satisfies Assump-
tion 3.1 with φ(t) = t−N/(2α), F(x, y) = (1 + |x − y|2)−(N/2+α)(1−ν) and κ = 1/(2α) (note that
F ∈ A0,0wδ,2 for each ν ∈ (c′N,α(V−),2α/(N + 2α)) and δ ∈ (0, (N + 2α)(1 − ν) − N)). Hence,
it follows from Proposition 3.4 that Uα,2,V induces a unique C0-semigroup on Lp(RN) for each
p ∈ [1,∞). Since Uα,2,V is consistent with Uα,p,V for each p ∈ [1,∞), the C0-semigroup on
Lp(RN) induced by Uα,2,V coincides with Uα,p,V for each p ∈ [1,∞). Since Uα,2,V (t) is self-
adjoint for each t  0, applying Theorem 3.9(i), we conclude that the spectrum of Hα,p,V is
independent of p ∈ [1,∞). 
Remark 4.3. (i) In the case of α = 1, a more general result than this theorem is obtained in [5].
In fact, [5, Theorem] states that if c′N,α(V−) < 1 and H 1(RN)∩Q(V+) is dense in L2(RN), then
σ(Hα,p,V ) is independent of p ∈ [1,∞). (This assumption is equivalent to that in [5, Theorem],
cf. [15, Proposition 4.7].)
(ii) If domination (3.3) follows from the assumption of Theorem 4.2, then by using [10, The-
orem 2.11] that is a special case of Theorem 3.9, we obtain the same conclusion of Theorem 4.2.
However, at present, the author is not able to prove or disprove domination (3.3) over Uα,2,V .
Unfortunately, estimate (4.6) does not imply the domination.
5. Another proof of Theorem 3.9
As stated in Remark 3.10(ii), we give another proof of Theorem 3.9. In more detail, we
use Lemma 5.3 instead of Lemma 3.7, which states that the Lp-spectral independence of the
generator of a C0-semigroup is implied by the Lp-spectral independence of the C0-semigroup
generated by the fractional powers of the generator. Compared with this, Lemma 3.7 states that
the Lp-spectral independence of the generator of a C0-semigroup is implied by the Lp-spectral
independence of a power of the resolvents of the generator.
To give another proof of Theorem 3.9, we recall the following function ft,β appearing in the
theory of fractional powers of closed operators [17, Chapter IX, Section 11] and make several
properties of ft,β explicit, which include the asymptotic behavior of ft,β at infinity. For each
t > 0 and β ∈ (0,1), the function ft,β is defined as follows:
ft,β(s) :=
{ 1
2πi
∫ σ+i∞
σ−i∞ e
zs−tzβ dz (s  0, σ > 0),
0 (s < 0),
(5.1)
where the branch of zβ is so taken that Re zβ > 0 for Re z > 0. According to [17, Chapter IX,
Section 11] and [13, Lemma 2.4], ft,β is independent of σ > 0 and ft,β is non-negative and
infinitely differentiable.
The next lemma is needed to prove Proposition 5.4 that will be used in the proof of Theo-
rem 3.9.
Lemma 5.1. Let t > 0 and β ∈ (0,1) and suppose that a function φ and a constant κ satisfy
condition (C-ii) and a constant δ0 is as in condition (C-i). Then, the following assertions hold.
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1∫
0
ft,β(s)φ(s) ds < ∞.
(ii) The function s → ft,β(s)φ(s)sκ(N+δ) is integrable on [1,∞) for sufficiently small δ ∈
(0, δ0]:
∞∫
1
ft,β(s)φ(s)s
κ(N+δ) ds < ∞.
Proof. (i) As is proved in [13, Lemma 2.4], ft,β(s) = O(sj ) as s ↓ 0 for each j ∈ N ∪ {0}. This
fact and condition (C-ii) imply the assertion of (i).
(ii) follows from condition (C-ii) and the next lemma. 
Lemma 5.2. Let t > 0 and β ∈ (0,1). Then there exists a constant C > 0 such that
0 ft,β(s) Cs−1−β
holds for all s  1. Hence ft,β(s) = O(s−1−β) as s → ∞.
We leave the proof of this lemma till Appendix A. Further, we can give the asymptotic expan-
sion formula of ft,β(s) as s → ∞. Also for this formula and the proof, see Appendix A.
The next lemma is used instead of Lemma 3.7 in the proof of Theorem 3.9. The lemma
depends heavily on the theory of fractional powers of a generator of a C0-semigroup and the
spectral mapping theorem.
Lemma 5.3. Let Tp = (Tp(t))t0 be a bounded C0-semigroup on Lp(Ω) with generator Ap for
each p ∈ [1,∞). Then the following assertions hold.
(i) Assume that there exists a t0 > 0 such that for each β ∈ (0,1), the set σ(exp(−t0(−Ap)β)) \
{0} is independent of p ∈ [1,∞). Then the spectrum of Ap is independent of p ∈ [1,∞).
(ii) Assume that there exists a t0 > 0 such that for each β ∈ (0,1), the set [σ(exp(−t0(−Ap)β))∪
σ(exp(−t0(−Ap′)β))]\{0} is independent of p ∈ (1,∞), where p′ is the conjugate exponent
of p. Then σ(Ap)∪ σ(Ap′) is independent of p ∈ (1,∞).
Proof. Although this lemma is proved in [10, Lemma 2.9], we state the proof here for the read-
ers’ convenience.
(i) As is well known, for each p ∈ [1,∞) and β ∈ (0,1), the fractional power −(−Ap)β
generates a bounded analytic semigroup exp(−t (−Ap)β) with angle π(1 − β)/2. Hence,
σ((−Ap)β) is contained in the sector Σπβ/2 := {μ ∈ C | | argμ| < πβ/2} ∪ {0}. Keeping this
in mind, let p, q ∈ [1,∞) and let us choose an arbitrary λ ∈ σ(Ap). We use a consequence of
the spectral mapping theorem (Theorem 3.1 in [2] or Theorem 5.3.1 in [9]):
σ
(
(−Ap)β
)= [σ(−Ap)]β (= {(−μ)β ∣∣ μ ∈ σ(Ap)}), (5.2)
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for μ = 0 and 0 for μ = 0. This equality means that in the case of 0 ∈ σ(Ap), we have
0 ∈ σ((−Ap)β). Now, equality (5.2) implies that
exp
(−t0(−λ)β) ∈ exp(−t0σ ((−Ap)β))
for all β ∈ (0,1) (remember that we have picked λ ∈ σ(Ap)). In addition, since exp(−t (−Ap)β)
is a bounded analytic semigroup as stated above, the equality by the spectral mapping theorem
exp
(−t0σ ((−Ap)β))= σ (exp(−t0(−Ap)β)) \ {0} (5.3)
holds for all β ∈ (0,1) (cf. Corollary 3.12 in [4]). Thus, we have
exp
(−t0(−λ)β) ∈ σ (exp(−t0(−Ap)β)) \ {0}
for all β ∈ (0,1). Since σ(exp(−t0(−Ap)β)) \ {0} = σ(exp(−t0(−Aq)β)) \ {0} by the assump-
tion and equality (5.3) also holds if p is replaced by q , i.e.,
exp
(−t0(−λ)β) ∈ exp(−t0σ ((−Aq)β))
for all β ∈ (0,1). Hence for all β ∈ (0,1) there exists an nβ ∈ Z such that
(−λ)β + 2nβπi
t0
∈ σ ((−Aq)β).
In the case of λ = 0, if nβ = 0, then (−λ)β + 2nβπi/t0 ∈ iR \ {0}, hence (−λ)β + 2nβπi/t0 /∈
σ((−Aq)β). Therefore nβ = 0 and hence (−λ)β ∈ σ((−Aq)β) holds. Since equality (5.2) also
holds if p is replaced by q , we have λ ∈ σ(Aq) in this case. So let λ = 0 in what follows. We
prove that there exists a β ∈ (0,1) such that nβ = 0. For this purpose, we assume that nβ = 0
for each β ∈ (0,1) and we show that the assumption leads us to a contradiction. Since (−λ)β +
2nβπi/t0 ∈ σ((−Aq)β) and σ((−Aq)β) is contained in the sector Σπβ/2, we have | arg((−λ)β +
2nβπi/t0)| < πβ/2 for each β ∈ (0,1). Hence the inequality∣∣∣∣Im(−λ)β + 2nβπt0
∣∣∣∣< Re(−λ)β · tan(πβ2
)
(5.4)
holds for each β ∈ (0,1). By the assumption that nβ = 0 for each β ∈ (0,1), it is verified that
lim inf
β↓0
∣∣∣∣Im(−λ)β + 2nβπt0
∣∣∣∣ 2πt0 > 0.
On the other hand, the right-hand side of (5.4) converges to 0 as β ↓ 0. This is a contradiction.
Therefore nβ = 0 for a β ∈ (0,1) and hence (−λ)β ∈ σ((−Aq)β). Since equality (5.2) also holds
if p is replaced by q , we have (−λ)β ∈ [σ(−Aq)]β and accordingly λ ∈ σ(Aq) (note that −λ
belongs to the right half-plane {z ∈ C | Re z > 0} and the function z → zβ is injective there).
(ii) This assertion is proved in a way similar to that in the proof of (i). 
The next proposition corresponds to Proposition 3.8.
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Assume that T satisfies Assumption 3.1. Then the following assertions hold.
(i) For each t > 0 and β ∈ (0,1), the operator exp(−t (−A)β) is an integral operator and its
kernel Kt,β is given by
Kt,β(x, y) =
∞∫
0
ft,β(s)K˜(s, x, y) ds
(
a.e. (x, y) ∈ Ω ×Ω),
where K˜ is as in Lemma 3.5. Moreover, Kt,β ∈ A0,0wδ,2 for each t > 0 and β ∈ (0,1), where δ
is as in Lemma 5.1(ii).
(ii) Let Tβ,p(t) be the bounded operator defined by Kt,β on Lp(Ω) for each t > 0, β ∈ (0,1) and
p ∈ [1,∞) (cf. Remark 2.2). Then for each t > 0, β ∈ (0,1) and p ∈ [1,∞), the operator
Tβ,p(t) coincides with exp(−t (−Ap)β), where Ap is the generator of Tp in Proposition 3.4.
Proof. (i) This assertion is proved by replacing (λ − A)−n, Gn(λ;x, y) and sn−1e−λs with
exp(−t (−A)β), Kt,β(x, y) and ft,β(s), respectively in the proof of Proposition 3.8(i).
(ii) This assertion is proved in a way similar to that in the proof of Proposition 3.8(ii). 
Another proof of Theorem 3.9. (i) Let an arbitrary t > 0 be fixed. Proposition 5.4 implies
that exp(−t (−Ap)β) has an integral kernel Kt,β for each p ∈ [1,∞), which is independent
of p ∈ [1,∞) and belongs to A0,0wδ,2 for a δ ∈ (0,1]. In addition, by the assumption that T (t)
(t  0) is normal and formula (2) in [17, Chapter IX, Section 11], the operator exp(−t (−A)β) is
normal for each β ∈ (0,1) and so is Kt,β . Hence, we can apply Barnes’ theorem, and obtain the
conclusion of assertion (i) by Lemma 5.3(i).
(ii) is proved by using Lemma 5.3(ii) instead of Lemma 5.3(i) in the proof above. 
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Appendix A. Asymptotic behavior of ft,β(s) as s→∞
We first prove Lemma 5.2 saying that for each t > 0 and β ∈ (0,1), there exists a constant
C > 0 such that 0 ft,β(s) Cs−1−β for all s  1. Although this lemma immediately follows
from the asymptotic expansion formula of ft,β(s) as s → ∞ stated in Lemma A.1, we give a
more elementary proof than that of Lemma A.1.
Proof of Lemma 5.2. Let an arbitrary s  1 be fixed. First, applying integration by parts twice
to the right-hand side of (5.1), we obtain
2πift,β(s) = s−1
σ+i∞∫
esz
d
dz
e−tzβ dzσ−i∞
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σ+i∞∫
σ−i∞
esz
d2
dz2
e−tzβ dz
= β(1 − β)ts−2
σ+i∞∫
σ−i∞
zβ−2esz−tzβ dz + (βt)2s−2
σ+i∞∫
σ−i∞
z2β−2esz−tzβ dz.
By the change of variables sz = z′ in the first term of the right-hand side of this equality, it is
verified that
2πift,β(s) = β(1 − β)ts−1−β
σ+i∞∫
σ−i∞
zβ−2ez−ts−βzβ dz + (βt)2s−2
σ+i∞∫
σ−i∞
z2β−2esz−tzβ dz (A.1)
since each term of the right-hand side of this equality is independent of σ > 0. Then, it follows
that for each t > 0 there exists a constant C > 0 such that
0 ft,β(s) Cs−1−β
holds for all s  1. Indeed, since |z|β/Re(zβ) 1/ cos(πβ/2) for Re z > 0, the integrand of the
first term of the right-hand side of (A.1) satisfies the estimate∣∣zβ−2 exp(z − ts−βzβ)∣∣ |z|β−2 exp(σ − tκ|z|β) (s  1),
where κ := cos(πβ/2). Hence, the integral ∫ σ+i∞
σ−i∞ z
β−2 exp(z− ts−βzβ) dz is bounded for s  1.
On the other hand, since the second term of the right-hand side of (A.1) is independent of σ > 0,
we may assume σ = s−1. Then, the integrand of the second term satisfies the estimate∣∣z2β−2 exp(sz − tzβ)∣∣ |z|2β−2 exp(1 − tκ|z|β) (s  1).
Hence, the integral
∫ σ+i∞
σ−i∞ z
2β−2 exp(sz − tzβ) dz is bounded for s  1. 
Lemma A.1. Let t > 0 and β ∈ (0,1). Then the asymptotic expansion formula
ft,β(s) ∼ β
π
∞∑
k=0
(−1)kt1+k
k! ·
sin(πβ(k + 1))(β(k + 1))
s1+β+βk
holds as s → ∞.
Proof. Since ft,β(s) = t−1/βf1,β(t−1/βs) for all s > 0, we treat f1,β for the time being. Since
f1,β is independent of σ > 0 in (5.1), by using Lebesgue’s convergence theorem, we have
f1,β(s) = 12πi
i∞∫
ezs−zβ dz
−i∞
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f1,β(s) = 12π
( ∞∫
0
eisξ e
−ζ+β ξβ dξ +
∞∫
0
e−isξ e−ζ
−
β ξ
β
dξ
)
= β
2πis
(
ζ+β
∞∫
0
eisξ · ξβ−1e−ζ+β ξβ dξ − ζ−β
∞∫
0
e−isξ · ξβ−1e−ζ−β ξβ dξ
)
,
where ζ+β := exp(πβi/2) and ζ−β := exp(−πβi/2). According to Theorem 2 in [12], the asymp-
totic expansion formulas
∞∫
0
eisξ · ξβ−1e−ζ+β ξβ dξ ∼
∞∑
k=0
(−1)k
k! ·
eπβi(k+1)(β(k + 1))
sβ+βk
,
∞∫
0
e−isξ · ξβ−1e−ζ−β ξβ dξ ∼
∞∑
k=0
(−1)k
k! ·
e−πβi(k+1)(β(k + 1))
sβ+βk
hold as s → ∞. Hence,
f1,β(s) ∼ β
π
∞∑
k=0
(−1)k
k! ·
sin(πβ(k + 1))(β(k + 1))
s1+β+βk
as s → ∞. Since ft,β(s) = t−1/βf1,β(t−1/βs) for all s > 0, we obtain the asymptotic expansion
formula asserted above. 
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