We prove a large deviation principle result for solutions of abstract stochastic evolution equations perturbed by small Lévy noise. We use general large deviations theorems of Varadhan and Bryc, viscosity solutions of integro-partial differential equations in Hilbert spaces, and deterministic optimal control methods. The Laplace limit is identified as a viscosity solution of a Hamilton-Jacobi-Bellman equation of an associated control problem. We also establish exponential moment estimates for solutions of stochastic evolution equations driven by Lévy noise. General results are applied to stochastic hyperbolic equations perturbed by subordinated Wiener process.
Introduction
Let L(t) be a square integrable Lévy martingale on a Hilbert space H, starting from 0, defined on a complete probability space (Ω, F , P) with a normal filtration F t . It is well known, see e.g. [21] , that L(t) = t 0 H zπ(ds, dz) + W (t) (1.1) where W is an H valued Wiener process, independent of the compensated random measurê π(ds, dz) = π(ds, dz) − dsν(dz) with the intensity measure ν, satisfying H z 2 ν(dz) < +∞.
Here π(]0, t], Γ) = #{s ∈]0, t]; L(t) − L(t−) ∈ Γ},
is the random measure of jumps of the process L, see e.g. [25] , [3] and [21] . Define
and note that IE L n (t) 2 = t n H z 2 ν(dz).
We study large deviation principle for the family of processes {X n } satisfying dX n (s) = (−AX n (s) + F (X n (s)))ds + G(X n (s−))dL n (s), X n (0) = x ∈ H, (1
where A is a linear, densely defined, maximal monotone operator in H and F, G are certain continuous functions. These abstract stochastic differential equations may be for instance semilinear stochastic PDE with small Lévy noise. For the theory of such equations we refer to [21] and the references therein. We excluded from our considerations the Gaussian part of the noise. If L is a Wiener process, large deviation results are well known, see e.g. [4, 5, 6, 9, 13, 14, 16, 22, 26, 27, 29] and the references therein. We think that our methods, combined with the techniques of [29] , should apply to the general case, however we do not attempt to do it here. Thus, we will always assume that
, where L(t) = There are two types of large deviation results; at a single time, i.e. for X n (T ) with T fixed, and in the path space, i.e. for X n (·). Our goal is to show the large deviation principle and identify the rate function for the single time case since this is where the PDE theory is used. Once this is done a general strategy to pass to the path space case can be found in [13] . Such a strategy was employed in [29] when L was a Wiener process. We don't know if it can be successful here.
The problem of large deviations for infinite dimensional processes with jumps seems to be wide open although for the finite dimensional spaces basic results are presented in [30] . We are only aware of three papers that specifically address it in the path space. In [1] the large deviation principle is proved for a family of Banach space valued Lévy processes and in [28] for solutions of linear evolution equations of type (1.2) with additive Lévy noise and the operator A with a discrete spectrum. Paper [31] deals with the case of two-dimensional stochastic Navier-Stokes equations driven by additive Lévy noise. We also refer to [2, 13] for related results.
Our approach uses the classical theorems of Varadhan and Bryc [10] . According to them the processes X n satisfy the large deviation principle in a metric space E if and only if the family {X n } is exponentially tight and the Laplace limit exists for all g ∈ C b (E). We will choose E to be any Hilbert space V such that H ⊂ V and H ֒→ V is compact. Our main result, the existence of the Laplace limit and its identification, will be a consequence of a much more general result about convergence of viscosity solutions of certain integro-PDE in H to the viscosity solution of the limiting first order Hamilton-Jacobi-Bellman (HJB) equation.
After recalling basic definitions and introducing main hypotheses in Section 2, exponential estimates and continuous dependence estimates for solutions of (1.2) are established in Section 3, see Proposition 3.1 and Proposition 3. 
Preliminaries 2.1 Basic definitions and assumptions
Throughout this paper H will be a real separable Hilbert space equipped with the inner product ·, · and the norm · . We recall that A is a linear, densely defined, maximal monotone operator in H. Let B be a bounded, linear, positive, self-adjoint operator on H such that A * B is bounded on H and
for some c 0 ≥ 0. Such an operator always exists, for instance B = ((A + I)(A * + I))
(see [24] ). We refer to [7] for various examples of B. Using the operator B we define for γ > 0 the space H −γ to be the completion of H under the norm
Let Ω ⊂ [0, T ] × H. We say that u : Ω → R is B-upper-semicontinuous (respectively, B-lower-semicontinuous) on Ω if whenever t n → t, x n ⇀ x, Bx n → Bx, (t, x) ∈ Ω, then lim sup n→+∞ u(t n , x n ) ≤ u(t, x) (respectively, lim inf n→+∞ u(t n , x n ) ≥ u(t, x)). The function u is B-continuous on Ω if it is B-upper-semicontinuous and B-lower-semicontinuous on Ω.
The following assumptions will be made about the functions F : H → H and G : H → L(H), where L(H) is the space of bounded linear operators on H:
3)
for some M ≥ 0, and
Condition (2.5) is equivalent to the requirement that the noise process has exponential moments:
If (2.5) holds then the Laplace transform of the process L is well defined. Namely if L is given by (1.1) and Q W is the covariance of W , then
We set
if L is without the Gaussian part as in (1.3).
Remark 2.1. If instead of (2.1) we suppose that
then (2.2) can be replaced by a weaker condition
We refer the reader to [7] for examples of operators satisfying (2.7) and to [24] for conditions guaranteeing the existence of B for which (2.7) holds.
We will need the following simple fact which we record for future use.
For a square integrable martingale M we will denote by M, M t its angle bracket and by [M, M] t its quadratic variation (see [23] , p. 57, or [19] , p. 150). It is easy to see that L(nt), L(nt) t = cnt for some c > 0.
For a Hilbert space Z we will be using the following function spaces.
C b (Z) = {u : Z → R : u is continuous and bounded},
where Du, D 2 u denote the Fréchet derivatives of u with respect to the spatial variable.
We will denote by S(·) the C 0 -semigroup generated by −A. For λ > 0 we denote by A λ the Yosida approximation of A, A λ = λAR λ , where R λ = (λI + A) −1 . The C 0 -semigroup generated by −A λ will be denoted by S λ (·). Both S(·) and S λ (·) are semigroups of contractions. It is well known (see for instance [20] ) that
For C ∈ L(H) we will denote by C HS its Hilbert-Schmidt norm.
Viscosity solutions
To minimize the technicalities we will be using a slightly simplified definition of viscosity solution. This simplified definition will be enough since in this paper we only deal with bounded solutions. We also point out that Definition 2.4 applies to terminal value problems.
Definition 2.3.
A function ψ is a test function if ψ = ϕ + h( x ), where:
We will be concerned with terminal value problems for integro-PDE of the form
where
Definition 2.4. A locally bounded B-upper semicontinuous function u : (0, T )×H → R is a viscosity subsolution of (2.1) if whenever u − ϕ − h( · ) has a maximum over (0, T ) × H at a point (t, x) for some test functions ϕ, h( y ) then
where ψ(s, y) = ϕ(s, y) + h( y ).
A locally bounded B-lower semicontinuous function u : (0, T ) × H → R is a viscosity supersolution of (2.1) if whenever u + ϕ + h( · ) has a minimum over (0, T ) × H at a point (t, x) for some test functions ϕ, h( y ) then
A viscosity solution of (2.1) is a function which is both a viscosity subsolution and a viscosity supersolution.
Estimates for solutions of stochastic PDE with Lévy noise
In this section we recall basic facts and show various estimates about mild solutions of the equations, Let us recall that if (1.3) holds then
The covariance operator of the process L will be denoted by Q and then the covariance operator of L n is 1 n
Q.
We refer the readers to Chapter 9 of [21] for the definition of a mild solution. We will also need solutions X m n of the equations dX 
for some C ≥ 0. Then: (i) There exists a unique mild solution X n of (3.1). The solution X n has a càdlàg modification.
(ii) If X m n is the solution of (3.3) then
(iii) If in addition (2.4) holds then there exist constants c 1 > 0, c 2 > 0 (depending only on T, M, with c 2 depending also on x ) such that
Remark 3.2. It follows from the proof that (3.6) is also satisfied for the processes X m n with the same constants c 1 , c 2 . In particular this implies that there exists a constant C( x , T ) such that for every n, m
Proof. (i) This is a standard result, see Theorem 9.29 in [21] .
(ii) We will need two general results on convergence of stochastic and deterministic convolutions, Propositions 3.3 and 3.4. The proof of Proposition 3.3 will be postponed to the Appendix and the classical proof of Proposition 3.4 will be omitted.
Denote by L the space of all predictable processes ψ(·) whose values are linear operators from the space Q 1/2 (H) into H, equipped with the scalar product
Here (e n ) is any orthonormal basis in H. Moreover two operators on H, even unbounded, identical on Q 1/2 (H), are identified. The norm on L is given by the formula.
Proposition 3.3. Let L(t) be a square integrable Lévy martingale in H with the covariance operator Q, and ψ ∈ L. Then the processes
have càdlàg modifications and
Proposition 3.4. Assume that ψ is an H-valued predictable process such that
have continuous modifications and
We can now proceed with the proof of (ii). Let X denote the space of all càdlàg, adapted to the filtration F t , H-valued processes X, equipped with the norm | · | 0 :
Define transformations K n , K nm , , n, m = 1, 2, . . . by the formulae,
It will follow from the first part of the proof of Proposition 3.3 that the processes K n (X), K nm (X) have càdlàg modifications. Moreover, as in the proof of existence of mild solutions, see e.g. [21] and using arguments similar to the proof of (9.1) one can show that for arbitrary α ∈ (0, 1) there exists T α such that all transformations K n , K n satisfy Lipschitz conditions on X with a constant smaller than α. Moreover processes X n , X m n , are unique solutions in X of the following fixed point problems
Therefore, it is easy to see, that to prove the results it is enough to show that for each
and this follows from Proposition 3.3, 3.4. The case of arbitrary T > 0 follows by repeating the same argument on intervals [0,
Without loss of generality we will assume that t = 0. We will denote by π n (dt, dz),
is the process L(nt) with jumps restricted to size k. It is easy to see that the intensity measure of L(nt) is equal to nν(dz) and the intensity measure of
Denote by X mk n , m, k = 1, 2, ... the solution of (3.1) with
. We will show (3.6) for the processes X mk n and then pass to the limit as k → +∞ and m → +∞.
Let h : R → R be a smooth even function such that
Let α > 0 be a number which will be specified later. By Ito's formula, see [19] , Theorem 27.2, p.
190, we have
To proceed further we compensate the measure π and recall that stochastic integrals with respect to the compensated random measures form martingales. Thus taking expectation in (3.10), using (2.4), (3.4), martingale property, the fact that −A m y, y ≤ 0 for y ∈ H and 1 + r ≤ 2h(r), we therefore obtain
where I(r) is the integrand of the last term in the middle line of (3.11). Applying Lemma 2.2 to the function f (x) = e ne −αr h( x ) we have
(3.12)
Elementary calculation gives us
We observe that both ψ 1 , ψ 2 are bounded as functions from H to L(H). Therefore
ne −αr h( X mk n (r) ) (3.13)
for some M 1 , M 2 > 0. Plugging (3.13) into (3.11), choosing α = 2C + M 2 + 1 and recalling that h(r) ≥ 1 we thus obtain
which in particular implies that
Since lim l→+∞ (T ∧ τ l ) = T a.s., letting l → +∞ and using Fatou's lemma we obtain
We can now send k → +∞, employ once again Fatou's lemma and the fact that X mk n (s) → X m n (s) a.s. (at least along a subsequence). This can be shown using the arguments from the proof of (ii). This way we arrive at
We can now go back to Ito's formula (3.10) but apply it to the function e n 2 e −αr h( x ) , the process X m n and without stopping time. It yields
e −αr h( X m n (r) ) dr
Arguing like in (3.11) and (3.13), applying sup 0≤s≤T to both sides and taking expectation give us
Then N is a square integrable martingale. From the definition of the quadratic variation process, see [23] ,
Therefore, from the Burkholder-Davis-Gundy inequality [23] , [21] ,
for some constant M 3 > 0, where we used (3.14) to get the last inequality. As regards the last term of (3.15), by Theorem 8.23 of [21] ,
e −αr h( X m n (r) )
if we once again argue like in (3.13) and then use (3.14). Therefore, plugging (3.16) and (3.17) in (3.15)we finally obtain
for some M 6 > 0. We can now pass to the limit as m → +∞ using (3.5) and use that (1 + r)/2 ≤ h(r) to complete the proof.
Proposition 3.5. Let 0 ≤ t ≤ T and let (2.2)-(2.5) be satisfied. Let X n (s), and Y n (s) are solutions of (3.1) with initial conditions x and y respectively. Then 19) and
for some modulus ω x .
Proof. The proofs are rather typical for these kinds of estimates. We first show (3.18). By Ito's formula we have 
and the claim follows from Gronwall's inequality. To show (3.19) we again employ Ito's formula and (2.2), (2.4) to find that
As regards (3.20) it follows from the definition of mild solution that
where we have used the isometric formula to obtain the last inequality.
Finally we state for future use the following lemma which can be shown rather easily using again Ito's formula applied first to the process X m n and then letting m → +∞. Its proof will thus be omitted. Lemma 3.6. Let the assumptions of Proposition 3.1 be satisfied. Let t ≤ s ≤ T . Let ψ = ϕ + h( · ) be a bounded test function. Then
Associated nonlinear integro-PDE
For g ∈ C b (H) we define the function
where X n solves (3.1). As we have stated earlier one of our main aims is to establish convergence of the sequence (v n ) and to identify its limit as a solution of a HamiltonJacobi-Bellman equation. In the present section we investigate the approximating and the limiting equations.
Approximating equations
We first show that for each n the function v n is a viscosity solution of an integro-PDE.
Theorem 4.1. Let (2.2)-(2.5) be satisfied and let g ∈ Lip b (H −1 ). Then there exist a constant C 1 and, for every R > 0, a constant C 2 = C 2 (R) (both possibly depending on n) such that
and v n is a viscosity solution of an integro-PDE
Proof. Estimate (4.2) is a direct consequence of (3.18), (3.19) , and the Markov property of the process X n . The proof that v n is a viscosity solution of (4.3) is similar to the proof of Theorem 7.1 in [29] . We will only show that v n is a viscosity subsolution since the supersolution part is similar.
Suppose that v n − h( · ) − ϕ has a global maximum at (t, x). Since v n is bounded by Remark 4.3 of [29] without loss of generality we can also assume that h, h ′ , h ′′ and ϕ are bounded. Denote ψ(s, y) = h( y ) + ϕ(s, y). Then for small ǫ > 0
Therefore, setting u n = e nvn we have
which, upon taking the expectation of both sides of the above inequality and using the Markov property of X n (s), produces
Therefore, applying Lemma 3.6, we obtain
Using (3.20), (2.2), boundedness of ψ, uniform continuity of ψ, ψ t , Dψ, A * ϕ, and moment estimates (in particular (3.6)) it is easy to see that 
(Above ω, ω 1 are some modului and C 1 , C 2 are constants, all depending on ψ.) Therefore plugging (4.5) and (4.6) into (4.4) and sending ǫ → 0 we obtain
which completes the proof after we divide both sides by ne nψ(t,x) .
Limiting Hamilton-Jacobi-Bellman equation
The limiting equation (obtained by letting n → +∞ in (4.3)) can be formally identified as
It is the Bellman equation corresponding to a deterministic control problem. For 0 ≤ t ≤ T , x ∈ H, and u(·) ∈ M t = {u : [t, T ] → H : u is strongly measurable} we consider the state equation
and we want to maximize the cost functional
over all controls u(·) ∈ M t , where L 0 is the Legendre transform of H 0 , i.e.
The value function for the problem is
The Hamiltonian H 0 and Lagrangian L 0 are both convex. By (2.5) and the definition of H 0 we see that 0 ≤ H 0 (y) < +∞ for every y ∈ H, H 0 (0) = 0, and H 0 is locally Lipschitz continuous on H. Therefore L 0 (0) = 0, L 0 (z) ≥ 0 for every z ∈ H, and moreover
(but L 0 can possibly take infinite values). Since g is bounded it is then obvious that
(4.12)
We will need the following simple lemma.
Lemma 4.2. For every ǫ > 0 there exists a constant
Proof. It follows from (4.9), (2.5), and L 0 (0) = 0 that
Lemma 4.3. Let (2.2)-(2.4) be satisfied. Let 0 ≤ t ≤ T and u(·) ∈M t . Then:
(i) There exists a unique mild solution X ∈ C([t, T ]; H) of (4.8). Moreover there exists a constant
2 ), such that if X, and Y are solutions of (4.8) with initial conditions x and y respectively then
(iii) For every R > 0 there exists a modulus ω R , depending on R, K, T, A * B , such that 15) and for every x ∈ H there exists a modulus ω x , independent of u(·), such that
Proof. We first notice that by Lemma 4.2 (applied with ǫ = 1)
for every u(·) ∈M t . Therefore the existence and uniqueness of a mild solution of (4.8) and estimate (4.13) are well known. We refer for instance to [18] , Chapter 2, Proposition 5.3. To show (4.14) we notice that
and therefore using (2.1), (2.2) and (2.3) we have
Therefore (4.14) follows from (4.17) and Gronwall's inequality. To prove (4.15) we write
and thus using (2.2)-(2.4), (4.13) and Lemma 4.2 we obtain
Therefore we obtain (4.15) with
Estimate (4.16) is proved similarly noticing that
The definition of viscosity solution of (4.7) is the same as Definition 2.4 after we disregard the nonlocal part and of course it is enough to have test functions which are only once continuously differentiable. For more on viscosity solutions of first order PDE in Hilbert spaces we refer to [7, 8, 18] . Proof. The proof is very similar to the proof of Theorem 7.3 in [29] . We include it here for completeness.
The Lipschitz continuity in x follows from (4.14) and the fact that g ∈ Lip b (H −1 ). To show the continuity in time let x ∈ H and s < t and let ǫ > 0. Let u ǫ (·) ∈ M t be such that v(t, x) ≤ J(t, x; u ǫ (·)) + ǫ.
where we have used (4.14), (4.15) , and D 2 is the Lipschitz constant of g. For the opposite inequality if u ǫ (·) ∈ M s is such that v(s, x) ≤ J(s, x; u ǫ (·)) + ǫ then u ǫ (·) ∈ M t and by (4.14), (4.15) we again have
Therefore since ǫ was arbitrary we have obtained
We will only show that v is a viscosity subsolution as the proof of the supersolution property is similar but easier. We will use the dynamic programming principle. It asserts that if 0 ≤ t < t + ǫ ≤ T, x ∈ H then
Let now v − ϕ − h( · ) have a local maximum at (t, x). By the dynamic programming principle for every 0 < ǫ < T − t there exists a control u ǫ (·) such that.
We recall that in particular this implies that u ǫ (·) is integrable.
Denote ψ(s, y) = −ϕ(s, y) − h( y ). For simplicity we will write h(y) := h( y ). We have
The first equality above is proved for instance in [18] , Chapter 2, Proposition 5.5 and the inequality is also standard and can be shown using Yosida approximations similarly to what we have done in the stochastic case.
Using this we therefore have
Therefore, using (4.16), we can pass to the limit as ǫ → 0 in (4.19) to obtain
).
Existence of Laplace limit
By (2.3), (2.4) and local Lipschitz continuity of H 0 we have that for every R > 0 there exists a constant K R such that
The theorems below are our key results on the existence of the Laplace limit.
. Let v n be bounded viscosity solutions of (4.3), and v be a bounded viscosity solution of (4.7) such that
for every n and
The proof of this theorem is postponed until the end of the section. Let X n (T ) be the solution of (1.2) (i.e. the solution of (3.1) with t = 0). Theorems 4.1, 4.4, and 5.1 yield the following corollary. This result can now be easily extended to larger class of functions g.
Theorem 5.4. Let (2.2)-(2.5) hold and let g be bounded and weakly sequentially continuous on H. Then Λ(g) exists and
where v is the value function defined by (4.10).
Proof. We use exponential moment estimate (3.6) and the fact that g can be approximated uniformly on balls in H by functions in Lip b (H −1 ). Since (5.5) is true for every g ∈ Lip b (H −1 ), it will be preserved in the limit. Since the argument is rather standard it will not be repeated here. Instead we refer to the proofs of Lemma 7.6 and Proposition 7.7 of [29] .
We now pass to the proof of Theorem 5.1. Proof of Theorem 5.1. If (5.4) is not satisfied then without loss of generality we can assume that there exists ǫ > 0 and a subsequence n k such that
Let a > 0 be such that aT ≤ ǫ and let m > 0 be such that
Let ψ : [0, +∞) → [0, +∞) be a smooth and nondecreasing function such that ψ(r) = r 2 dor 0 ≤ r ≤ 1 and ψ(r) = 2 for r ≥ 2. For each k we choose µ k > 0 such that
For δ, β > 0 we now consider the function the function
Since Φ is B-upper semicontinuous, By a perturbed optimization technique of [8] (see page 424 there or [18] , Chapter 6.4), which is a version of the Ekeland-Lebourg Lemma [11] , we obtain for every sufficiently big i > 0 elements p i , q i ∈ H and a i , b i ∈ R such that p i + q i + |a i | + |b i | ≤ 1/i and such that Φ(t, s, x, y)
has a global maximum over [0, T ] × H at some pointst,s,x,ȳ, where 0 <t,s. Following standard arguments (see for instance [15] ) is is easy to see that lim sup 
and
where for small δ, β and big i
for some constant C m independent of k. Using this in (5.11) we therefore obtain that for small δ, β and big i
where lim k→+∞ lim sup δ→0 lim sup β→0 lim sup i→+∞ ω(k, δ, β, i) = 0 by (2.5) and the Lebesgue dominated convergence theorem. Combining(5.12) and (5.14) and using (5.8), (5.10), (2.2), (2.3), (2.4) we thus obtain
where lim sup k→+∞ lim sup δ→0 lim sup β→0 lim sup i→+∞ ω j (k, β, δ, i) = 0 for fixed j = 1, 2. This yields a contradiction after we send i → +∞, β → 0, δ → 0 and then k → +∞. Similar argument gives us that lim n→+∞ sup(v − v n ) = 0 and therefore (5.4) follows for some modulus ω.
Large deviation principle
Let V be a Hilbert space such that H ⊂ V and H ֒→ V is compact. We remark that on every closed ball in H, the topology of V is equivalent to the weak topology in H. We have the following large deviation result.
Theorem 6.1. Let (2.2)-(2.5) hold. Let T > 0, x ∈ H, and let X n be the solutions of (1.2). Then the random variables X n (T ) satisfy large deviation principle in V with the rate function
(where the liminf above is taken in the topology of V ).
Proof. By Bryc's theorem (see for instance [10] , Theorem 1.3.8) to show that X n (T ) satisfy large deviation principle in V it is enough to prove that X n (T ) are exponentially tight in V and that for every g ∈ C b (V ) the Laplace limit Λ(g) exists. Since closed balls in H are compact in V , exponential tightness of X n (T ) follows from the exponential moment estimates (3.6). Since every g ∈ C b (V ) is weakly sequentially continuous on H, the Laplace limit Λ(g) exists by Theorem 5.4. It remains to prove the representation formula for the rate function. We recall that
We have (see [10] , page 27 or [13] , page 47)
Denote the right-hand side of (6.1) by I 1 (y) and for m > 0 define the function
where · V is the norm in V . Then for m, n ≥ 1
Therefore, letting m → +∞ we obtain
which implies I(y) ≥ I 1 (y). To show the reverse inequality, for g ∈ C b (V ) let ω y g be a modulus of continuity of g at y. Then for n ≥ 1 we have
Taking the lim inf n→+∞ in the above inequality and then supremum over g gives us I(y) ≥ I 1 (y).
L 0 (u(s))ds ≤ n the solution of (4.8) with X(0) = x satisfies X(T ) ≤ C n for some absolute constant C n it is clear that I(y) = +∞ if y ∈ V \ H.
In some cases lim inf z→y can be removed from (6.1). We present below one such case. Proposition 6.3. Suppose that, in addition to the assumptions of Theorem 6.1, there exists p > 1 such that 2) and that for every x ∈ H and K > 0 there exists a modulus ω x,K such that if X satisfies (4.8), 
Since the topology of V on closed balls of H is equivalent to the weak topology in H, we have that sup 0≤τ ≤T X m (τ ) − Y (τ ) −1 → 0 as m → +∞, and thus
This means that Y is the mild solution of (4.8) with
where for every k ≥ 1,
Moreover, upon taking another subsequence, we can assume that we have pointwise convergence in (6.6) a.e. on [0, T ]. It now follows from Fatou's lemma that
which completes the proof.
Remark 6.4. Condition (6.3) is satisfied for instance if S(·) is a compact semigroup. We also remark that in the above proof, (2.2) cannot be replaced by (2.8) even if (2.7) is satisfied.
Examples of noise processes
We will consider two specific cases of small perturbations: compound Poisson processes and subordinated Wiener processes. We will try to calculate the functions
Compound Poisson noise
Let L be a compound Poisson process with the Gaussian jump measure ν = N(0, Q) with the trace class covariance operator Q ≥ 0, Tr Q < +∞. It is easy to see, compare also Proposition 4.18 in [21] , that the operator Q is identical with the covariance of L. It is well known, see e.g. [9] , that in this specific case for each k > 0
To calculate the function H 0 (·) remark that for a random variable ξ such that
Moreover, for a real valued random variable η such that L(η) = N(0, 1),
Qp,p .
Thus, in the present situation
We denote by Q −1/2 the pseudo inverse of Q 1/2 . Since Q 1/2 is self-adjoint we have an orthogonal decomposition H = Im Q 1/2 × Ker Q 1/2 and we notice that Q −1/2 z is the
indicate the orthogonal decomposition of x. We have the following general result.
Proposition 7.1. Assume that
where Q is a trace class nonnegative operator and h is a convex,even function with the Legendre transform l. Then the Legendre transform L 0 of H 0 is of the form:
Remark 7.3. It is immediate that f is a concave function and for every 0 < a < 2 we have √ a ln x ≤ f (x) ≤ √ 2 ln x, for large x.
Subordinated Wiener process
Take L(t) = W (Z(t)), t ≥ 0, where W is a Wiener process on H, say L(W (1)) = N(0, Q W ) and Z is a subordinator with the jump measure ρ on [0, +∞). Thus Z is an increasing process starting from 0 and such that
where γ ≥ 0 and
ρ(dσ) < +∞. If γ = 1, ρ ≡ 0, then Z(t) = t, t ≥ 0 and we have L identical with the Wiener process W . We will assume that γ = 0, find the function H 0 and check under what assumptions on ρ the crucial condition (7.3) is satisfied. It is well known, see e.g. [25] , [21] , that for the Lévy process L, the measure ν is of the form
By direct calculations we get that the covariance operator Q of L is equal to,
Lemma 7.4. There exists a > 0 such that for all s ≥ 0,
Proof. By [17] , page 55, there exists δ > 0 such that
Note that
, du = us dv = se vs dv,
The required result now follows. then the measure ν given by (7.7) satisfies (7.3) and H 0 is given by (7.10).
Proof. It is enough to remark that,
Example 7.6. The assumptions of the above proposition are satisfied if, for instance,
In some cases asymptotic behavior of the function ψ can be determined.
Example 7.7.
After substitution, λσ = u, for λ > 1,
Thus, for large λ,
Remark 7.8. In the considered examples, the Legendre transforms L 0 of H 0 were of the form l( Q − 1 2 z ), z ∈ H. Thus the control system, which defines the rate function, can be written in a more convenient way, 11) and to find the rate function one has to look for the infimum of the cost functional
over all controls u(·) ∈ M 0 .
Stochastic PDE of hyperbolic type
We present an example of a class of stochastic PDE which can be handled by the developed theory. To begin consider a nonlinear stochastic wave equation which can be formally written as dX(t) = 0 I −A 0 X(t) + F (X(t)) dt + dL n (t), (8.2) where In particular we see that We can treat K and K λ as linear transformations from the space L into X . We prove this now and establish that there exists a constant C 1 > 0 such that
In the proof we omit the subscript λ. Let H, and the unitary semigroup S, be the extensions, respectively of H and of the semigroup S, given by the delation theorem, see e.g. [21, Theorem 9.24] . Thus H ֒→ H is an isometry and the semigroup S is the restriction of P S to H, where P is the orthogonal projection of H onto H. Therefore we have: Thus the existence of the constant C 1 follows, and by the Banach-Steinhaus theorem it is enough to establish (3.9) for a dense set of ψ.
Lemma 9.1. For each k = 1, 2, . . . the set
is dense in L.
Proof. Let ψ ∈ L. Since for µ > 0 the operator µAR µ is bounded we have Proof. Let e ∈ D((A * ) 2 ) and ϕ(s, x) = S(t − s)x, e = x, S * (t − s)e .
Then ϕ ∈ C 2 ((−∞, t) × H) and has uniformly continuous derivatives. In fact it can be extended to a function in C 2 (R × H) in an obvious way. Therefore, applying Ito's formula 
