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REVISED REGULARITY RESULTS FOR QUASILINEAR ELLIPTIC PROBLEMS DRIVEN
BY THE Φ-LAPLACIAN OPERATOR
E. D. SILVA, M. L. CARVALHO, AND J. C. DE ALBUQUERQUE
Abstract. It is establish regularity results for weak solutions of quasilinear elliptic problems driven by the well
known Φ-Laplacian operator given by {
−∆Φu = g(x, u), in Ω,
u = 0, on ∂Ω,
where ∆Φu := div(φ(|∇u|)∇u) and Ω ⊂ R
N , N ≥ 2, is a bounded domain with smooth boundary ∂Ω. Our work
concerns on nonlinearities g which can be homogeneous or non-homogeneous. For the homogeneous case we consider
an existence result together with a regularity result proving that any weak solution remains bounded. Furthermore,
for the non-homogeneous case, the nonlinear term g can be subcritical or critical proving also that any weak solution
is bounded. The proofs are based on Moser’s iteration in Orclicz and Orlicz-Sobolev spaces.
1. Introduction
In this work we establish regularity results for weak solutions of the quasilinear elliptic problems driven by the
Φ-Laplacian operator described in the following form{
−∆Φu = g(x, u), in Ω,
u = 0, on ∂Ω,
(P )
where Ω ⊂ RN is bounded domain with smooth boundary ∂Ω, ∆Φu := div(φ(|∇u|)∇u) is the Φ-Laplacian operator
and g : Ω × R → R is a Carathe´odory function satisfying suitable assumptions. Throughout this work we shall
consider Φ : R→ R an even function defined by
Φ(t) =
∫ t
0
sφ(s) ds. (1.1)
The function φ : R→ R is a C1-function satisfying the following assumptions:
(φ1) tφ(t) 7→ 0, as t 7→ 0 and tφ(t) 7→ ∞, as t 7→ ∞;
(φ2) tφ(t) is strictly increasing in (0,∞);
(φ3) there exist ℓ ∈ [1, N) and m ∈ (1, N) such that
ℓ− 1 ≤
(tφ(t))′
φ(t)
≤ m− 1 < ℓ∗ − 1, for all t > 0.
Due to the nature of the non-homogeneous differential operator Φ-Laplacian, we shall work in the framework of
Orlicz and Orlicz-Sobolev spaces. For the reader’s convenience, we provide an Appendix with a brief revision on the
Orlicz space setting. It is worthwhile to mention that the Orlicz space LΦ(Ω) is a generalization of the Lebesgue
space Lp(Ω). It is well known that the Orlicz-Sobolev space W 1,Φ(Ω) is a generalization of the classical Sobolev
space W 1,p(Ω). Hence, several properties of the Sobolev spaces have been extended to Orlicz-Sobolev spaces. The
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main interest regarding Orlicz-Sobolev spaces is motivated by their applicability in many fields of mathematics, such
as partial differential equations, calculus of variations, non-linear potential theory, differential geometry, geometric
function theory, the theory of quasiconformal mappings, probability theory, non-Newtonian fluids, image processing,
among others, see [1, 11, 12, 23]. The class of problems introduced in (P ) is related with several branch of physics
which are based on the nature of the non-homogeneous nonlinearity Φ. For instance we cite the following examples:
(i) Nonlinear elasticity: Φ(t) = (1 + t2)γ − 1, 1 < γ < N/(N − 2);
(ii) Plasticity: Φ(t) = tα(log(1 + t))β , α ≥ 1, β > 0;
(iii) Non-Newtonian fluid: Φ(t) = 1p |t|
p, for p > 1;
(iv) Plasma physics: Φ(t) = 1p |t|
p + 1q |t|
q, where 1 < p < q < N with q ∈ (p, p∗);
(v) Generalized Newtonian fluids: Φ(t) =
∫ t
0 s
1−α[sinh−1(s)]β ds, 0 ≤ α ≤ 1, β > 0.
In the example (iii), the function Φ gives the so called p-Laplacian and Problem (P ) can be read as{
−∆pu = g(x, u), in Ω,
u = 0, on ∂Ω,
In similar way, in the example (iv), the function Φ provides the named (p, q)-Laplacian operator and Problem (P )
can be rewritten in the following form{
−∆pu−∆qu = g(x, u), in Ω,
u = 0, on ∂Ω.
It is worthwhile to recall that Φ satisfies the so called ∆2-condition whenever
Φ(2t) ≤ CΦ(t), t ≥ t0,
holds true for some C > 0 and for some t0 ≥ 0. In short, we write Φ ∈ ∆2. One feature on this work is to
consider regularity results for quasilinear elliptic problem driven by the Φ−Laplacian operator where the so called
∆2-condition is not satisfied for Φ˜, that is, the conjugate function defined by
Φ˜(t) = max
s≥0
{ts− Φ(s)}, t ≥ 0,
does not verifies the ∆2-condition. It is important to emphasize that the Φ- Laplacian operator is not homogeneous
which bring us several difficulties in order to get the boundedness of a weak solution to the elliptic Problem (P ).
Moreover, the Orlicz space can be different from any usual Lebesgue spaces, for instance, when Φ(t) = tα(log(1+t))β
for some α ≥ 1 and β > 0. For more details about non-homogeneous differential operators with different types of
nonlinearity Φ we refer the readers to [4, 5, 8, 11, 18] and references therein.
There is a huge bibliography concerned on regularity results for problems related to (P ). We refer the readers
to interesting works [7, 8, 10, 17, 22, 25]. There are many applications of regularity theory for quasilinear elliptic
problem defined on bounded domains. For instance, an application of our regularity results is a version of the
strong maximum principle for the quasilinear elliptic problems given by Problem (P ), see Theorem 1.7 ahead.
Another interesting application arises from the study of existence of solutions which satisfies a multivalued elliptic
equation in an “almost everywhere” sense. More specifically, let u ∈ W 1,Φloc (Ω) be a solution of Problem (P ) in
such way that [∇u = 0] is the associated singular set. The regularity of the solution may be used to prove that
the Lebesgue measure of the singular set is null. This type of result was proved, for example, by H. Lou [19] only
for the case Φ(t) := tp/p, 1 < p < ∞. By using this fact, one can conclude that a solution for a multivalued
problem satisfies the equation almost everywhere. The same argument can be used for the Φ-Laplacian operator
thanks to the fact that any weak solution for the Problem (P ) remains bounded. This assertion is the most feature
in the present work. It is also important to emphasize that any weak solution for the Problem (P ) can be not
a local minimum for the energy functional associated to the problem (P ). There exist several regularity results
concerning only for local minimizers for a suitable energy functional. On this subject we refer the readers to [2]
REVISED REGULARITY RESULTS FOR QUASILINEAR ELLIPTIC PROBLEMS 3
and references therein. For further results concerning on related results for quasilinear elliptic problems involving
nonhomogeneous operators we refer the reader to Fiscella and Pucci [9]. In the present work is not needed to assume
that a weak solution for Problem (P ) is a minimum for the energy functional. Then our work complements/extends
the aforementioned works.
The main contribution on this work is to guarantee some regularity results for quasilinear elliptic equations
driven by the Φ-Laplacian operator for the homogeneous and non-homogeneous case. The main feature is to ensure
that any weak solution for the Problem (P ) are necessarily bounded. More precisely, we shall consider quasilinear
elliptic problem given by the Φ-Laplacian operator showing regularity results taking into account a truncation
technique together with the Moser’s iteration. For the homogeneous case, we study regularity of solutions for
following quasilinear elliptic problem {
−∆Φu = f(x), in Ω,
u = 0, on ∂Ω,
(Ph)
where f ∈ Lq(Ω), with q > N/ℓ and ℓ > 1. It is worthwhile to recall that u ∈ W 1,Φ0 (Ω) is said to be a weak solution
for the quasilinear elliptic Problem (Ph) if there holds∫
Ω
Φ(|∇u|)∇u∇v dx =
∫
Ω
f(x)v dx, for all v ∈W 1,Φ0 (Ω).
Definition 1.1. Let Φ,Ψ be two N -functions. We say that Φ and Ψ are equivalent, in short Φ ≈ Ψ, when there
exist c1, c2 > 0 in such way that c1Ψ(t) ≤ Φ(t) ≤ c2Ψ(t) for any t ≥ t0 and for some t0 ≥ 0. Moreover, we write
Φ 6≈ Ψ whenever Φ and Ψ are not equivalent.
Our first main result can be stated as follows:
Theorem 1.2. Suppose that (φ1) − (φ3) hold with ℓ ∈ (1, N). Then, Problem (Ph) possesses a positive solution
u ∈W 1,Φ0 (Ω). Moreover, assume that one of the following hypotheses holds:
(i) Φ 6≈ tm and f ∈ Lq(Ω) is nonnegative with q > N/ℓ;
(ii) Φ ≈ tm and f ∈ Lq(Ω) is nonnegative with q > N/m.
Then the weak solution u for the problem (Ph) belongs to L
∞(Ω).
Remark 1.3. It is well known that Problem (Ph) admits solution, see [12,14] and references therein. However, we
give an alternative proof for the existence of solution by constructing a monotone sequence of solutions for truncated
problems which converges to a solution of (Ph). This sequence will be used to define a suitable test function in the
Moser iteration method. As a consequence we show that Problem (Ph) admits a bounded solution. Precisely, thanks
to the strictly monotonicity of the Φ−Laplacian operator, the solution is unique.
We are also concerned with regularity results for the non-homogeneous problem (P ). This case extends
Theorem 1.2 in some directions. For instance, we study the regularity of solutions when q = N/ℓ in a suitable
sense. Moreover, we consider a Carathe´odory function g : Ω× R → R satisfying subcritical or critical growth. Let
α ∈ {ℓ,m} be a fixed number. For the subcritical case we suppose that
|g(x, t)| ≤ a(x)(1 + |t|α−1), for all (x, t) ∈ Ω× R, (1.2)
where a ∈ LN/α(Ω). It is also usual to consider the following subcritical behavior for g given by
|g(x, t)| ≤ C(|t|α−1 + |t|r−1), for all (x, t) ∈ Ω× R. (1.3)
where α < r < α∗. For the critical case, we assume that there exists C > 0 such that
|g(x, t)| ≤ C(|t|α−1 + |t|α
∗−1), for all (x, t) ∈ Ω× R. (1.4)
Now we state our main result regarding to the non-homogeneous case.
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Theorem 1.4. Suppose that (φ1)− (φ3) hold. Let u ∈W
1,Φ
0 (Ω) be a weak solution for Problem (P ). Assume that
(1.2) holds true. Assume also that one of the following hypotheses is verified:
(i) Φ 6≈ tm and α = ℓ;
(ii) Φ ≈ tm and α = m;
Then the solution u is in Lq(Ω) for all q ∈ [1,∞).
It is important to point out that Theorem 1.4 can be viewed as a generalization of the well known celebrated
result of Brezis-Kato [6]. As a consequence, using a critical or subcritical behavior for g, we can state the following
regularity result:
Corollary 1.5. Suppose that (φ1)− (φ3) hold. Let u ∈ W
1,Φ
0 (Ω) be a weak solution for Problem (P ). Assume that
(1.3) or (1.4) holds. Assume also that one of the following hypotheses is satisfied:
(i) Φ 6≈ tm and α = ℓ;
(ii) Φ ≈ tm and α = m;
Then the weak solution u belongs to Lq(Ω) for all q ∈ [1,∞).
In order to get our main result we consider also the where g is subcritical or critical. Then we can show that any
weak solution for the quasilinear elliptic problem (P ) is in L∞(Ω). This result can be state as follows:
Theorem 1.6. Suppose that (φ1)− (φ3) hold. Let u ∈W
1,Φ
0 (Ω) be a weak solution for Problem (P ). Assume that
(1.3) or (1.4) holds true. Assume also that one of the following hypotheses is satisfied:
(i) Φ 6≈ tm and α = ℓ;
(ii) Φ ≈ tm and α = m;
Then the weak solution u is in L∞(Ω).
As an application we can ensure that any nonnegative solution for the quasilinear elliptic problem (P ) is strictly
positive. In other words, we can state the following Strong Maximum Principle for quasilinear elliptic equations
driven by the Φ-Laplacian operator as follows:
Theorem 1.7 (Strong Maximum Principle). Suppose that (φ1) − (φ3) hold. Let u ∈ W
1,Φ
0 (Ω) be a nonnegative
weak solution of (P ), where g : Ω× R → R satisfies (1.3) or (1.4) with ℓ > 1. Moreover, suppose that there exists
δ > 0 such that g(x, s) > 0 for all x ∈ Ω and s ∈ (0, δ). Then we obtain that u ∈ C1,α(Ω) and u > 0 in Ω.
Remark 1.8. We mention that our results remain true for more general quasilinear elliptic problems. For instance,
we can consider the following class of problems{
−divA(x, u,∇u) = g(x, u,∇u), in Ω,
u = 0, on ∂Ω,
where A : Ω× R× RN → RN is a Carathe´odory function satisfying the following assumptions:
(i) there exist constants a1 > 0 and a2, a3 ≥ 0 satisfying
〈A(x, z, ξ), ξ〉 ≥ a1Φ(|ξ|)− a2|z|
ℓ − a3, x ∈ Ω, z ∈ R, ξ ∈ R
N ;
(ii) There exists a4 > 0 such that
|A(x, z, ξ)| ≤ a4φ(|ξ|)|ξ|, x ∈ Ω, z ∈ R, ξ ∈ R
N .
Here we also assume that
|g(x, t, z)| ≤ C(|t|α−1 + |t|r−1), for all (x, t, z) ∈ Ω× R× RN
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where α < r ≤ α∗. In particular, assuming that conditions (i) and (ii) are satisfied with Φ(t) = tℓ/ℓ, then we
obtain the operator considered by P. Pucci and R. Servadei [22]. Moreover, our results complement [7, Theorem
2], since we have obtained regularity for weak solutions which are not necessarily local minimum of the associated
energy functional.
Remark 1.9. We point out that Theorems 1.2, 1.4 and 1.6 hold locally for any domain Ω ⊂ RN . More precisely,
let f, a ∈ Lqloc(Ω) with q ≥ N/α where α = ℓ if Φ 6≈ t
m and α = m if Φ ≈ tm. Assume also that u ∈ W 1,Φloc (Ω) is a
weak solution for the Problem (P ). Then, we have the following conclusions:
(i) If q > N/α, then u ∈ L∞loc(Ω). This fact follows by a slight adaptation of the proof of Theorem 1.2, by
considering the test function ϕ := |u|βk/q
′
ηm, see (2.3).
(ii) If q = N/α, then u ∈ Lqloc(Ω), for all q ∈ [1,+∞). This fact follows by a slight adaptation of the proof of
Theorem 1.4, by considering the test function ϕ := umin{|u|αs, Lα}ηm, where L is a positive parameter.
In the preceding items, η ∈ C∞0 (Ω) such that 0 ≤ η(x) ≤ 1, for all x ∈ Ω.
Remark 1.10. Let H(t) :=
∫ t
0 h(s) ds be a N -function which satisfies
m < h− := inf
t>0
h(t)t
H(t)
≤
h(t)t
H(t)
≤ h+ := sup
t>0
h(t)t
H(t)
< ℓ∗, for all t > 0.
Moreover, following same ideas discussed in [25], we also suppose that
|g(x, t)| ≤ C1 + C2h(t), for all (x, t) ∈ Ω× R. (1.5)
Notice that, in view of Lemma 3.2, one has
lim
t→∞
h(t)
tℓ∗−1
≤ h(1) lim
t→∞
th
+−1
tℓ∗−1
= 0.
For any ε > 0 there exists k > 0 such that if |t| > k, then h(t) < εtℓ
∗−1. Consequently, there exists C > 0 such that
|g(x, t)| ≤ C(1 + |t|ℓ
∗−1), for all (x, t) ∈ Ω× R.
Thus, assuming that (1.5) holds then we are able to apply Theorem 1.6 to conclude that any weak solution of
Problem (P ) belongs to L∞(Ω). Therefore, our main results complements [25, Theorem 3.1] since we also consider
the critical case and we required that only Φ satisfies the so called ∆2-condition. We mention that in light of [17,
Theorem 1.7] it follows that u ∈ C1,α(Ω), for some α ∈ (0, 1).
Remark 1.11. Notice that for our main results given in Theorems 1.4, 1.6 and Corollary 1.5, the Orlicz-Sobolev
space W 1,Φ0 (Ω) may not be a reflexive space, since we are also considering the extremal case ℓ = 1. More precisely,
for the non-reflexive case, the conjugate function Φ˜ does not satisfy ∆2-condition, see [1].
Notice that our main results complement some classical results by showing that any weak solution to the
elliptic Problem (P ) is bounded. As was mentioned before, for quasilinear operators such as the p-Laplacian
operator there exists several results concerning on regularity. On this subject we refer the reader to the important
works [8,15,20,21]. For this operator, choosing Φ(t) = |t|p/p with p > 1, recall that Problem (Ph) admits a bounded
weak solution if and only if the nonlinearity f is in Lq(Ω) for some q > N/p, see [20]. Furthermore, also for the
p-Laplacian operator we know that any weak solution to the quasilinear elliptic problem (Ph) is in L
q(Ω) for all
q ∈ [1,∞) whenever f is in LN/p(Ω). Here we refer the reader to the important works [21,22]. For the Φ-Laplacian
operator there exists some preliminary results on regularity, see [7, 25]. However, to the best of our knowledge,
there are not results on regularity taking into account the Φ-Laplacian showing that weak solutions are bounded
where the nonlinear term is critical. It is important to emphasize also that Theorem 1.4 jointly with Remark 1.9
extend and complement [22, Theorem 2.1]. Furthermore, in [25] the authors considered a more general class of
nonlinearities with subcritical growth. In view of Remarks 1.8–1.11, the results obtained in [25] are extended in the
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present work since we deal with a more general operator together with subcritical and critical nonlinear term g by
showing that any weak solution to the elliptic problem (P ) remains bounded.
The paper is organized as follows: Section 2 is devoted to the homogeneous case given in (Ph) getting a proof
for Theorem 1.2. In Section 3 we give some regularity results for the problem (P ) which provide us the proof of
Theorem 1.4, Theorem 1.6 and Corollary 1.5, Theorem 1.7. In the Appendix we give an overview on Orlicz and
Orlicz-Sobolev framework. Henceforth, we write
∫
Ω
f instead
∫
Ω
f(x) dx.
2. The homogeneous case
In order to obtain existence of solutions for (Ph), we introduce the following auxiliary problem{
−∆Φu = fn(x), in Ω
u = 0, on ∂Ω,
(2.1)
where fn(x) := min{f(x), n}, n ∈ N. The main idea is to get a sequence {un}n ⊂ W
1,Φ
0 (Ω) which converges to a
weak solution for the quasilinear elliptic problem (Ph). Moreover, such sequence has to be sufficiently regular in order
to use ϕ = u
βk/q
′
n as test function in (2.1), where βk will be defined later. In view of [11, Lemma 3.1], [10, Theorem
1.1] and [25, Corollary 3.1], we conclude that for each n ∈ N, Problem (2.1) possesses an unique solution un which
belongs to C1,αn(Ω), for some 0 < αn < 1. In light of the Comparison Principle [25, Lemma 4.1], the sequence of
solutions {un}n is increasing, that is, using the fact that f(x) ≥ 0 in Ω and f 6= 0, we obtain that
0 < u1 ≤ u2 ≤ ... ≤ un ≤ un+1 ≤ ...
Throughout this work we define u−(x) = −max(u, 0) for any u ∈W 1,Φ0 (Ω).
From now on, for any n ∈ N, we infer that the solution un is positive. In fact, by using the negative part −u
−
n
as test function in (2.1), we can deduce that
ℓ
∫
Ω
Φ(|∇u−n |) ≤
∫
Ω
φ(|∇u−n |)|∇u
−
n |
2 = −
∫
Ω
fnu
−
n ≤ 0.
Thus, u−n ≡ 0, that is, un ≥ 0. Therefore, by using Strong Maximum Principle [21, Theorem 1.1] we conclude that
un > 0. Now we shall divide the proof of the existence result into three steps.
Step 1. {un}n is a bounded sequence in W
1,Φ
0 (Ω).
In fact, since q > N/ℓ one has q′ < ℓ∗ (q′ < m∗, if q > N/m) we have the continuous embedding
W 1,Φ0 (Ω) →֒ L
q′(Ω). By using un as test function in (2.1) we obtain
ℓmin{‖un‖
ℓ, ‖un‖
m} ≤ ℓ
∫
Ω
Φ(|∇un|) ≤
∫
Ω
φ(|∇un|)|∇un|
2 ≤ C‖f‖q‖un‖,
which implies that {un}n is bounded in W
1,Φ
0 (Ω). As a consequence, we know that un ⇀ u weakly in W
1,Φ
0 (Ω).
Step 2. un → u strongly in W
1,Φ
0 (Ω).
By taking un − u as test function in (2.1) and using the compact embedding W
1,Φ
0 (Ω) →֒ L
q′(Ω) we obtain
〈−∆Φun, un − u〉 =
∫
Ω
fn(un − u) ≤
∫
Ω
f |un − u| ≤ ‖f‖q‖un − u‖q′ → 0.
Therefore, in view of condition (S+) (see [16, Theorem 4]) we conclude that un → u strongly in W
1,Φ
0 (Ω).
Step 3. The function u described above is a weak solution for the homogeneous quasilinear elliptic problem (Ph).
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According to Step 2 we observe that ∇un → ∇u a.e. in Ω, see [3]. It follows that
φ(|∇un|)∇un → φ(|∇u|)∇u, a.e. in Ω.
Since {φ(|∇un|)∇un}n is bounded in
∏
LΦ˜(Ω), it follows from [14, Lemma 2] that∫
Ω
φ(|∇un|)∇un∇v →
∫
Ω
φ(|∇u|)∇u∇v, for all v ∈ W 1,Φ0 (Ω).
On the other hand, since fn ≤ f and fnv → fv a.e. in Ω, by using Lebesgue Dominated Convergence Theorem we
conclude that ∫
Ω
fnv →
∫
Ω
fv, for all v ∈W 1,Φ0 (Ω).
The last identity implies that u is a weak solution for the quasilinear elliptic problem (Ph). Now, we are concerned
with the regularity for the Problem (Ph).
Proof of Theorem 1.2 (i). The main idea is to apply a Moser iteration method. Let us introduce the following
sequence
β1 = q
′(ℓ− 1), β∗k = βk + β1 and βk+1 = δβ
∗
k,
where δ := ℓ∗/(ℓq′). Note that since q > N/ℓ which implies that δ > 1. Thus, we can deduce that
β∗k =
(
2δk−1 + δk−2 + ...+ 1
)
β1 =
2δk − δk−1 − 1
δ − 1
β1, (2.2)
βk =
(
2δk−1 + δk−2 + ...+ δ
)
β1 =
2δk − δk−1 − δ
δ − 1
β1. (2.3)
Since {βk}k is a increasing sequence and βk → +∞, as k → +∞, let us consider k0 ∈ N be such that βk0 − q
′ ≥ q′,
for all k ≥ k0. By taking ϕ = u
βk
q′
n as test function in (2.1) and using Ho¨lder inequality we get
βk
q′
∫
Ω
φ(|∇un|)|∇un|
2u
βk
q′
−1
n ≤
∫
Ω
fnu
βk
q′
n ≤ ‖f‖q‖un‖
βk
q′
βk
. (2.4)
On the other hand, in view of Proposition 3.2, one has
βk
q′
∫
Ω
φ(|∇un|)|∇un|
2u
βk
q′
−1
n ≥
ℓΦ(1)
q′
βk
∫
{|∇un|≥1}
|∇un|
ℓu
βk
q′
−1
n . (2.5)
Combining (2.4) and (2.5) we obtain
ℓΦ(1)
q′
βk
∫
Ω
|∇un|
ℓu
βk
q′
−1
n ≤ ‖f‖q‖un‖
βk
q′
βk
+
ℓΦ(1)
q′
βk
∫
Ω
u
βk
q′
−1
n . (2.6)
By using the embedding Lβk(Ω) →֒ L
βk
q′
−1
(Ω) we also get∫
Ω
u
βk
q′
−1
n ≤ |Ω|
1− 1
q′
+ 1
βk ‖un‖
βk
q′
βk
‖un‖
−1
βk
. (2.7)
In view of the embedding Lβk(Ω) →֒ L1(Ω) we infer that
‖u1‖1 ≤ |Ω|
1− 1
βk ‖u1‖βk .
Since u1 ≤ un, it follows that ‖u1‖βk ≤ ‖un‖βk . It is no hard to verify that
‖un‖
−1
βk
≤ |Ω|
1− 1
βk ‖u1‖
−1
1 . (2.8)
Thus, combining (2.7) and (2.8) we conclude that∫
Ω
u
βk
q′
−1
n ≤ |Ω|
2− 1
q′ ‖u1‖
−1
1 ‖un‖
βk
q′
βk
. (2.9)
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By using (2.6) and (2.9) we obtain
ℓΦ(1)
q′
βk
∫
Ω
|∇un|
ℓu
βk
q′
−1
n ≤
(
‖f‖q +
ℓΦ(1)
q′
βk|Ω|
2− 1
q′ ‖u1‖
−1
1
)
‖un‖
βk
q′
βk
≤ βk
(
‖f‖q +
ℓΦ(1)
q′
|Ω|
2− 1
q′ ‖u1‖
−1
1
)
‖un‖
βk
q′
βk
.
Thus, we have concluded that ∫
Ω
|∇un|
ℓu
βk
q′
−1
n ≤ A‖un‖
βk
q′
βk
, (2.10)
where
A :=
q′
ℓΦ(1)
(
‖f‖q +
ℓΦ(1)
q′
|Ω|
2− 1
q′ ‖u1‖
−1
1
)
.
Notice that (
ℓq′
βk + β1
)ℓ ∫
Ω
∣∣∣∣∇(u βk+β1ℓq′n )∣∣∣∣ℓ = ∫
Ω
|∇un|
ℓu
βk
q′
−1
n . (2.11)
Combining (2.10) and (2.11) we deduce that∫
Ω
∣∣∣∣∇(u β∗kℓq′ )∣∣∣∣ℓ ≤ A( β∗kℓq′
)ℓ
‖un‖
βk
q′
βk
.
In view of the embedding W 1,ℓ0 (Ω) →֒ L
ℓ∗(Ω), there exists µ > 0 such that
‖un‖
β∗
k
q′
βk+1
=
∥∥∥∥u β∗kℓq′ ∥∥∥∥ℓ
ℓ∗
≤ µℓA
(
β∗k
ℓq′
)ℓ
‖un‖
βk
q′
βk
. (2.12)
Let us define Fk+1 := βk+1 ln ‖un‖βk+1. It follows from (2.12) that
Fk+1 ≤
βk+1q
′
β∗k
(
ℓ lnµ+ ℓ ln
(
β∗k
ℓq′
)
+ lnA+
βk
q′
ln ‖un‖βk
)
≤ ℓ∗ ln (µAβ∗k) +
ℓ∗
q′ℓ
Fk
= λk + δFk,
where λk := ℓ
∗ ln (µAβ∗k). By using (2.2) and (2.3) we deduce that
λk = b+ ℓ
∗ ln
(
2δk−1 + δk−2 + ...+ 1
)
,
where b := ℓ∗ ln(µAβ1). Hence, we get
λn
δn
=
b
δn
+
ℓ∗
δn
ln
(
2δn − δn−1 − 1
δ − 1
)
≤
b
δn
+
ℓ∗
δn
ln
(
2δn
δ − 1
)
. (2.13)
Furthermore, we also mention that
Fk ≤ δ
k−1F1 + λk−1 + δλk−2 + ...+ δ
k−2λ1.
This inequality shows that
Fk
βk
≤
F1 +
λk−1
δk−1
+
λk−2
δk−2
+ ...+
λ1
δ
2δ − 1−
1
δk−1
δ − 1
β1
. (2.14)
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Combining (2.14) and (2.13) we obtain
Fk
βk
≤
F1 + b
(
1
δk−1
+ ...
1
δ
)
+ ℓ∗
(
1
δk−1
ln
(
2δk−1
δ − 1
)
+ ...+
1
δ
ln
(
2δ
δ − 1
))
2δ − 1− 1/δk−1
δ − 1
β1
≤
F1 +
b
δ − 1
+ ℓ∗
[(
1
δk−1
+ ...+
1
δ
)
ln
(
2
δ − 1
)
+
(
k − 1
δk−1
+ ...+
1
δ
)
ln(δ)
]
2δ − 1− 1/δk−1
δ − 1
β1
≤
F1 +
b
δ − 1
+ ℓ∗
[
1
δ − 1
ln
(
2
δ − 1
)
+ ln(δ)
∞∑
n=1
n
δn
]
2δ − 1− 1/δk−1
δ − 1
β1
−→ d0.
As a consequence, using the definition of Fk we also conclude that
‖un‖∞ = lim sup
k→∞
‖un‖βk ≤ lim sup
k→∞
e
Fk
βk ≤ ed0 .
At this stage, we also mention that
‖u‖∞ ≤ lim inf
n→∞
‖un‖∞ ≤ e
d0 ,
which implies that u ∈ L∞(Ω). This ends the proof. 
Proof of Theorem 1.2 (ii). The proof of Theorem 1.2 (ii) follows by similar arguments from the proof of
Theorem 1.2 (i). Let {un}n be the sequence of solutions for (2.1). Under this condition, using the fact that
Φ ≈ tm, there exist C, T > 0 such that
Ctm ≤ Φ(t), for all t ≥ T.
Moreover, since q′ < m∗ it follows that
W 1,Φ0 (Ω) =W
1,m
0 (Ω) →֒ L
m∗(Ω) →֒ Lq
′
(Ω).
Arguing as in Step 1 we infer that {un}n is a bounded sequence in W
1,Φ
0 (Ω). Following the same ideas discussed in
the proof of Theorem 1.2 (i), we define β1 = q
′(m− 1) and δ = m∗/(mq′). Now, we also change (2.5) by
βk
q′
∫
Ω
φ(|∇un|)|∇un|
2u
βk
q′
−1
n ≥
ℓΦ(1)
q′
βk
∫
{|∇un|≥T}
|∇un|
mu
βk
q′
−1
n .
Moreover, the estimate (2.6) can be rewritten in the following form
ℓΦ(1)
q′
βk
∫
Ω
|∇un|
mu
βk
q′
−1
n ≤ ‖f‖q‖un‖
βk
q′
βk
+
ℓTmΦ(1)
q′
βk
∫
Ω
u
βk
q′
−1
n .
In order to deduce (2.12), we use the embedding W 1,Φ0 (Ω) →֒ L
m∗(Ω). Henceforth, the proof follows analogously
to the proof of Theorem 1.2 (i). We omit the details. 
3. The nonhomogeneous case
In this Section we consider the nonhomogeneous problem given by (P ). In order to obtain regularity, we shall
use a Moser’s iteration method, see [22,24]. Before starting the procedure, we consider a useful estimate which will
be crucial in the method.
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Lemma 3.1. Let u ∈W 1,Φ0 (Ω) be a weak solution of (P ) and s, L positive parameters. Then, it holds
|∇(umin{|u|s, L})|ℓ ≤ cℓ
{
|∇u|ℓmin{|u|ℓs, Lℓ}+ (2s+ s2)ℓ/2|∇u|ℓ|u|ℓsX{|u|s≤s}
}
, (3.1)
where X{|u|s≤L} denotes the characteristic function over the set {|u|
s ≤ L} and
cℓ =
{
1, ℓ ≤ 2,
2ℓ/2−1, ℓ > 2.
Proof. A simple computation leads to
|∇(umin{|u|s, L})|2 = |∇u|2min{|u|2s, L2}+ (2s+ s2)|∇u|2|u|2sX{|u|s≤L}.
Now we divide into two cases. Namely, we consider the cases ℓ ≤ 2 and ℓ > 2. If ℓ ≤ 2, then the function t 7→ tℓ/2
is concave. Thus, one can deduce
|∇(umin{|u|s, L})|ℓ ≤ |∇u|ℓmin{|u|ℓs, Lℓ}+ (2s+ s2)ℓ/2|∇u|ℓ|u|ℓsX{|u|s≤L}. (3.2)
If ℓ > 2, then the function t 7→ tℓ/2 is convex. Thus, we obtain
|∇(umin{|u|s, L})|ℓ ≤ 2ℓ/2−1
{
|∇u|ℓmin{|u|ℓs, Lℓ}+ (2s+ s2)ℓ/2|∇u|ℓ|u|ℓsX{|u|s≤L}
}
. (3.3)
Combining (3.2) and (3.3) we get (3.1). This finishes the proof. 
Proof of Theorem 1.4. Here we shall prove the item (i). The proof for the case (ii) is a direct adaptation of the
proof of case (i) together with a similar procedure of the proof of Theorem 1.2 (ii). Let u ∈ W 1,Φ0 (Ω) be a weak
solution of (P ) and L > 0. Notice that
∇(umin{|u|ℓs, Lℓ}) = min{|u|ℓs, Lℓ}∇u+ ℓs|u|ℓsX{|u|s≤L}∇u.
Thus, by taking ϕ := umin{|u|ℓs, Lℓ} as test function in (P ), one can deduce that∫
φ(|∇u|)|∇u|2min{|u|ℓs, Lℓ}+ ℓs
∫
{|u|s≤L}
φ(|∇u|)|∇u|2|u|ℓs ≤
∫ [
a(x)(1 + 2|u|ℓmin{|u|ℓs, Lℓ})
]
, (3.4)
for L > 0 sufficiently large. Let us define h : (0,+∞)→ R given by
h(s) := cℓmax
{
1,
(2s+ s2)ℓ/2
ℓs
}
. (3.5)
Notice that h(s) ≤ cℓ(1 + s)
ℓ. In view of Lemma 3.1, Proposition 3.2, estimate (3.4) and Ho¨lder inequality one has∫
{|∇u|≥1}
|∇(umin{|u|s, L})|ℓ ≤ cℓ(1 + s)
ℓ
{∫
{|∇u|≥1}
|∇u|ℓmin{|u|ℓs, Lℓ}+ ℓs
∫
{|∇u|≥1}∩{|u|s≤L}
|∇u|ℓ|u|ℓs
}
≤
cℓ(1 + s)
ℓ
φ(1)
{∫
φ(|∇u|)|∇u|2min{|u|ℓs, Lℓ}+ ℓs
∫
{|u|s≤L}
φ(|∇u|)|∇u|2|u|ℓs
}
≤
cℓ(1 + s)
ℓ
φ(1)
∫
a(x)(1 + 2|u|ℓmin{|u|ℓs, Lℓ})
≤
cℓ(1 + s)
ℓ
φ(1)
(
‖a‖1 + 2k‖u‖
ℓ(s+1)
ℓ(s+1)
)
+ 2
cℓ(1 + s)
ℓ
φ(1)
(∫
{|a|≥k}
|a(x)|N/ℓ
)ℓ/N
‖umin{|u|s, L}‖ℓℓ∗,
where k = k(s) > 0 is a parameter which depends on s. Let S > 0 be the sharp constant of the continuous
embedding W 1,ℓ0 (Ω) →֒ L
ℓ∗(Ω). Taking into account the above estimates we obtain that∫
{|∇u|≥1}
|∇(umin{|u|s, L})|ℓ ≤
cℓ(1 + s)
ℓ
φ(1)
(
‖a‖1 + 2k‖u‖
ℓ(s+1)
ℓ(s+1)
)
+2S
cℓ(1 + s)
ℓ
φ(1)
(∫
{|a|≥k}
|a(x)|N/ℓ
)ℓ/N
‖umin{|u|s, L}‖ℓ.
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Since a ∈ LN/ℓ(Ω), for given s > 0 there exists k = k(s) > 0 such that
2S
cℓ(1 + s)
ℓ
φ(1)
(∫
{|a|≥k}
|a(x)|N/ℓ
)ℓ/N
=
1
2
.
Hence, we obtain
1
2
∫
|∇(umin{|u|s, L})|ℓ ≤
cℓ(1 + s)
ℓ
φ(1)
(
‖a‖1 + 2k‖u‖
ℓ(s+1)
ℓ(s+1)
)
+
∫
{|∇u|≤1}
|∇(umin{|u|s, L})|ℓ. (3.6)
By using Lemma 3.1 we deduce∫
{|∇u|≤1}
|∇(umin{|u|s, L})|ℓ ≤ cℓ
{∫
{|∇u|≤1}
min{|u|ℓs, Lℓ}+ (2s+ s2)ℓ/2
∫
{|∇u|≤1}∩{|u|s≤1}
|u|ℓs
}
≤ cℓ
{
1 + (2s+ s2)ℓ/2
}
‖u‖ℓsℓs
≤ cℓ
{
1 + (2s+ s2)ℓ/2
}
|Ω|1−
ℓs
ℓ(s+1) ‖u‖ℓsℓ(s+1). (3.7)
Combining (3.6), (3.7) and taking the limit L→ +∞ we conclude that
‖∇(|u|su)‖ℓℓ ≤ c˜ℓ(a,Ω)(1 + s)
ℓ
{
1 + k‖u‖
ℓ(s+1)
ℓ(s+1) + ‖u‖
ℓs
ℓ(s+1)
}
.
Now, using the embedding W 1,ℓ0 (Ω) →֒ L
ℓ∗(Ω) we get
‖u‖
ℓ(s+1)
ℓ∗(s+1) ≤ c˜ℓ(a,Ω)(1 + s)
ℓ
{
1 + k‖u‖
ℓ(s+1)
ℓ(s+1) + ‖u‖
ℓs
ℓ(s+1)
}
. (3.8)
In light of the general estimate (3.8), we are able to start the iteration procedure considering
s0 = 0 and si + 1 = (si−1 + 1)
N
N − ℓ
, i = 1, 2, ...
Therefore, for each q ∈ [1,+∞), there exists i ∈ N such that
ℓ
(
N
N − ℓ
)i
> q and u ∈ Lℓ(
N
N−ℓ)
i
(Ω).
This estimate finishes the proof of Theorem 1.4. 
Proof of Corollary 1.5. Notice that
|g(x, u)| ≤ a(x)(1 + |u|α−1), where a(x) :=
C(|u|α−1 + |u|α
∗−1)
1 + |u|α−1
∈ LN/α(Ω),
where α ∈ {ℓ,m}. Therefore, the desired result follows immediately from Theorem 1.4. 
Proof of Theorem 1.6. Now we shall prove the case where (1.4) holds true. In this case, assuming also that
α = m, the proof follows by slight modifications as in the previous results. In light of Corollary 1.5, we have
that u ∈ Lq(Ω), for all q ∈ [1,∞). Let h : (0,+∞) → R be the function defined in (3.5). Let us define
ϕ := umin{|u|ℓs, Lℓ}. For the reader convenience, we introduce the notation ψ := umin{|u|s, L}. By using ϕ
as test function in (P ) and similar calculations to the proof of Theorem 1.4 we deduce also that∫
{|∇u|≥1}
|∇ψ|ℓ ≤ c˜ℓ(1 + s)
ℓ
∫
|ψ|ℓ(1 + |u|ℓ
∗−ℓ).
Thus, we deduce that
‖∇ψ‖ℓℓ ≤ c˜ℓ(1 + s)
ℓ
∫
|ψ|ℓ(1 + |u|ℓ
∗−ℓ) + cℓ|Ω|
1− ℓs
ℓ(s+1) [1 + (2s+ s2)ℓ/2]‖u‖ℓsℓ(s+1),
which implies
‖∇ψ‖ℓℓ ≤ c¯ℓ(Ω)(1 + s)
ℓ
{∫
|ψ|ℓ(1 + |u|ℓ
∗−ℓ) + ‖u‖ℓsℓ(s+1)
}
,
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where c¯ℓ(Ω) := max{c˜ℓ, cℓ sups≥0 |Ω|
1− ℓs
ℓ(s+1) }. Let r := [(ℓ∗)2 − ℓℓ∗ + ℓ2]/(ℓℓ∗) > 1 be a fixed number. By using
Ho¨lder inequality with ℓ∗/(ℓr) and (ℓ2)2/ℓ(ℓ∗ − ℓ) we obtain
S‖∇ψ‖ℓℓ∗ ≤ c¯ℓ(Ω)(1 + s)
ℓ
{
‖ψ‖ℓℓ∗/r‖u‖(ℓ∗)2/ℓ + ‖ψ‖
ℓ
ℓ + ‖u‖
ℓs
ℓ(s+1)
}
,
where S > 0 is the sharp constant of the continuous embedding W 1,ℓ0 (Ω) →֒ L
ℓ∗(Ω). By using Lebesgue Dominated
Convergence Theorem taking L→ +∞ we get
‖u‖
ℓ(s+1)
ℓ∗(s+1) ≤ c¯ℓ(Ω)(1 + s)
ℓ
{
‖u‖
ℓ(s+1)
ℓ∗
r
(s+1)
‖u‖(ℓ∗)2/ℓ + ‖ψ‖
ℓ
ℓ + ‖u‖
ℓs
ℓ(s+1)
}
(3.9)
In view of the continuous embedding L
ℓ∗
r
(s+1)(Ω) →֒ Lℓ(s+1)(Ω) we deduce the following estimates
‖u‖
ℓ(s+1)
ℓ(s+1) ≤ |Ω|
1− ℓr
ℓ∗ ‖u‖
ℓ(s+1)
ℓ∗
r
(s+1)
, (3.10)
and
‖u‖ℓsℓ(s+1) ≤ |Ω|
( 1ℓ−
r
ℓ∗ )
ℓs
s+1 ‖u‖ℓsℓ∗
r
(s+1)
. (3.11)
Combining (3.9), (3.10) and (3.11) we conclude that
‖u‖ℓ∗(s+1) ≤ k
1/(s+1)(1 + s)ℓ/(s+1)max
{
‖u‖ ℓ∗
r
(s+1), 1
}
, for all s ∈ (0,+∞).
At this stage, choosing s+ 1 = r, one has
‖u‖ℓ∗r ≤ k
1/rrℓ/rmax {‖u‖ℓ∗, 1} .
Now, we continue the iteration by taking s+ 1 = r2. Thus, we obtain the following estimate
‖u‖ℓ∗r2 ≤ k
1/r2rℓ/r
2
max
{
k1/rrℓ/rmax {‖u‖ℓ∗, 1} , 1
}
.
By iterating similarly to [22, p. 3344], we conclude that u ∈ L∞(Ω). This ends the proof. 
Proof of Theorem 1.7. In view of Theorem 1.6 it follows that u ∈ L∞(Ω). Hence, by using [17, Theorem 1.7] we
conclude that u ∈ C1,α(Ω), for some α ∈ (0, 1). Let us define H(t) := t2φ(t)−Φ(t). It is not hard to check that H
is an increasing function and satisfies Φ−1(s) ≥ H−1((ℓ − 1)s) for any s ≥ 0. Taking into account (1.4) we deduce
that
H−1(G(x, t)) ≤ CΦ−1(|t|ℓ + |t|ℓ
∗
), x ∈ Ω, t ∈ R.
The last assertion implies that ∫ δ
0
ds
H−1(G(x, s))
=∞
holds true for some δ > 0. Therefore, we are able to use the Strong Maximum Principle given in [21, Theorem 1.1]
showing that u > 0 in Ω. This ends the proof. 
Appendix
In this appendix we recall some basic concepts on Orlicz and Orlicz-Sobolev spaces. For a more complete
discussion on this subject we refer the readers to [1, 23]. Let Θ : R → [0,+∞) be convex and continuous. It is
important to say that Θ is a N -function if Θ satisfies the following conditions:
(i) Θ is even;
(ii) lim
t→0
Θ(t)
t
= 0;
(iii) lim
t→∞
Θ(t)
t
=∞;
(iv) Θ(t) > 0, for all t > 0.
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Notice that by using assumptions (φ1) and (φ2) we conclude that Φ, defined in (1.1), is a N -function. Henceforth,
Φ and Ψ denote N -functions.
Recall also that a N -function satisfies the ∆2-condition if there exists K > 0 such that
Φ(2t) ≤ KΦ(t), for all t ≥ 0.
We denote by Φ˜ the complementary function of Φ, which is given by the Legendre’s transformation
Φ˜(s) = max
t≥0
{st− Φ(t)}, for all s ≥ 0.
Let Ω ⊂ RN be an open subset and Φ : [0,+∞)→ [0,+∞) be fixed. The set
LΦ(Ω) :=
{
u : Ω→ R measurable :
∫
Ω
Φ(|u(x)|) < +∞
}
,
is the so-called Orlicz class. Let us suppose that Φ is a Young function generated by ϕ, that is
Φ(t) =
∫ t
0
sϕ(s) ds.
Let us define ϕ˜(t) := supsϕ(s)≤t s, for t ≥ 0. The function Φ˜ can be rewritten as follows
Φ˜(t) =
∫ t
0
sϕ˜(s) ds.
The function Φ˜ is called the complementary function to Φ. The set
LΦ(Ω) :=
{
u : Ω→ R :
∫
Ω
Φ
(
|u(x)|
λ
)
<∞, for some λ > 0
}
,
is called Orlicz space. The usual norm on LΦ(Ω) is the Luxemburg norm
‖u‖Φ = inf
{
λ > 0 |
∫
Ω
Φ
(
|u(x)|
λ
)
≤ 1
}
.
We recall that the Orlicz-Sobolev space W 1,Φ(Ω) is defined by
W 1,Φ(Ω) :=
{
u ∈ LΦ(Ω) : ∃fi ∈ LΦ(Ω),
∫
Ω
u
∂φ
∂xi
= −
∫
Ω
fiφ, ∀φ ∈ C
∞
0 (Ω), i = 1, ..., N
}
.
The Orlicz-Sobolev norm of W 1,Φ(Ω) is given by
‖u‖1,Φ = ‖u‖Φ +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Φ
.
Since Φ satisfies the ∆2-condition, we define by W
1,Φ
0 (Ω) the closure of C
∞
0 (Ω) with respect to the Orlicz-Sobolev
norm of W 1,Φ(Ω). By the Poincare´ Inequality (see e.g. [14]), that is, the inequality∫
Ω
Φ(u) ≤
∫
Ω
Φ(2dΩ|∇u|),
where dΩ = diam(Ω), we can conclude that
‖u‖Φ ≤ 2dΩ‖∇u‖Φ, for all u ∈ W
1,Φ
0 (Ω).
As a consequence, we have that ‖u‖ := ‖∇u‖Φ defines a norm in W
1,Φ
0 (Ω) which is equivalent to ‖ ·‖1,Φ. The spaces
LΦ(Ω), W
1,Φ(Ω) and W 1,Φ0 (Ω) are separable and reflexive when Φ and Φ˜ satisfy the ∆2-condition.
Recall also that Ψ dominates Φ near infinity, in short we write Φ < Ψ, if there exist positive constants t0 and k
such that
Φ(t) ≤ Ψ(kt), for all t ≥ t0.
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If Φ < Ψ and Ψ < Φ, then we say that Φ and Ψ are equivalent, and we denote by Φ ≈ Ψ. Let Φ∗ be the inverse of
the function
t ∈ (0,∞) 7→
∫ t
0
Φ−1(s)
s
N+1
N
ds
which extends to R by Φ∗(t) = Φ∗(−t) for t ≤ 0. We say that Φ increases essentially more slowly than Ψ near
infinity, in short we write Φ << Ψ, if and only if for every positive constant k one has
lim
t→∞
Φ(kt)
Ψ(t)
= 0.
It is important to emphasize that if Φ < Ψ << Φ∗, then the following embedding
W 1,Φ0 (Ω) →֒ LΨ(Ω),
is compact. In particular, since Φ << Φ∗ (cf. [13, Lemma 4.14]), we have that W
1,Φ
0 (Ω) is compactly embedded into
LΦ(Ω). Furthermore, we have that W
1,Φ
0 (Ω) is continuous embedded into LΦ∗(Ω). Finally, we recall the following
Lemma due to N. Fukagai et al. [12] which can be written in the following way:
Proposition 3.2. Assume that (φ1)− (φ3) hold and set
ζ0(t) = min{t
ℓ, tm} and ζ1(t) = max{t
ℓ, tm}, t ≥ 0.
Then Φ satisfies the following estimates:
ζ0(t)Φ(ρ) ≤ Φ(ρt) ≤ ζ1(t)Φ(ρ), ρ, t > 0,
ζ0(‖u‖Φ) ≤
∫
Ω
Φ(u)dx ≤ ζ1(‖u‖Φ), u ∈ LΦ(Ω).
For the function Φ∗ we obtain similar estimates given by the following result.
Proposition 3.3. Assume that φ satisfies (φ1)− (φ3). Set
ζ2(t) = min{t
ℓ∗ , tm
∗
}, ζ3(t) = max{t
ℓ∗ , tm
∗
}, t ≥ 0
where 1 < ℓ,m < N and m∗ = mNN−m , ℓ
∗ = ℓNN−ℓ . Then
ℓ∗ ≤
tΦ′∗(t)
Φ∗(t)
≤ m∗, t > 0,
ζ2(t)Φ∗(ρ) ≤ Φ∗(ρt) ≤ ζ3(t)Φ∗(ρ), ρ, t > 0,
ζ2(‖u‖Φ∗) ≤
∫
Ω
Φ∗(u)dx ≤ ζ3(‖u‖Φ∗), u ∈ LΦ∗(Ω).
References
[1] Adams, R. A., Fournier, J. F.: Sobolev spaces. Academic Press, New York (2003).
[2] Alves, C. O., Carvalho, M. L. M., Gonc¸alves: On existence of solution of variational multivalued elliptic equations with critical
growth via the Ekeland principle, Communications in Contemporary Mathematics 17(6), 1450038 (2015).
[3] Boccardo L., Murat F.: Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equations, Nonlinear
Anal. 19(6), 581–597 (1992).
[4] Bonanno, G., Molica Bisci, G., Ra˘dulescu, V.: Existence of three solutions for a non-homogeneous Neumann problem through
Orlicz-Sobolev spaces, Topol. J. Nonlinear Anal. 74, 4785–4795 (2011).
[5] Bonanno, G., Molica Bisci, G., Ra˘dulescu, V., Quasilinear elliptic non-homogeneous Dirichlet problems through Orlicz-Sobolev
spaces, Topol. J. Math. Nonlinear Anal. 75, 4441–4456 (2012).
[6] Brezis H., Kato T.: Remarks on the Schro¨dinger operator with singular complex potentials, J. Math. Pures et Appl. 58, 137–151
(1979).
[7] Cianchi, A.: Local boundedness of minimizers of anisotropic functionals. Ann. Inst. Henri Poincare´ 17, 147–168 (2000).
REVISED REGULARITY RESULTS FOR QUASILINEAR ELLIPTIC PROBLEMS 15
[8] Di Benedetto, E.: C1,α local regularity of weak solutions of degenerate elliptic equations. Nonlinear Analysis Theory, Methods
and Applications 7 (8), 827–850 (1983).
[9] Fiscella, A., Pucci, P. : (p, q) systems with critical terms in RN , Special Issue Nonlinear PDEs and Geometric Function Theory, in
honor of Carlo Sbordone on his 70th birthday, Nonlinear Analysis 177, Part B, 454-479, (2018).
[10] Fucks, M., Gongbao, L.: L∞-bounds for elliptic equations on Orlicz-Sobolev spaces. Arch. Math. (Basel) 72 (4), 293–297 (1999).
[11] Fukagai, N. and Narukawa, K.: On the existence of multiple positive solutions of quasilinear elliptic eigenvalue problems, Annali
di Matematica, 186, 539–564 (2007).
[12] Fukagai, N., Ito, M., Narukawa, K.: Positive solutions of quasilinear elliptic equations with critical Orlicz-Sobolev nonlinearity on
R
N . Funkcialaj Ekvacioj 49, 235–267 (2006).
[13] Gossez, J. P.: Nonlinear elliptic boundary value problems for equations with raplidy (or slowly) incressing coefficients. Trans. Amer.
Math. Soc. 190, 163–205 (1974).
[14] Gossez, J. P.: Orlicz-Sobolev spaces and nonlinear elliptic boundary value problems, Nonlinear analysis, function spaces and
applications, (Proc. Spring School, Horni Bradlo, 1978), Teubner, Leipzig, 59–94 (1979).
[15] Ladyzenskaja, O. A., Uraltseva, N. N.: Linear and Quasilinear Elliptic Equations, Academic Press, New York (1968).
[16] Le, V. K.: A global bifurcation result for quasilinear elliptic equations in Orlicz-Sobolev spaces, Topol. Methods Nonlinear Anal.
15, 301–327 (1979).
[17] Lieberman, G. M.: The natural generalization of the natural conditions of Ladyzhenskaya and Uraltseva. Miniconference on
Operators in Analysis, (Sydney, 1989), Proc. Centre Math. Anal. Austral. Nat. Univ., 24, Austral. Nat. Univ., Canberra, 151-158
(1990).
[18] Miha˘ilescu, M., Ra˘dulescu, V.: Existence and multiplicity of solutions for quasilinear nonhomogeneous problems: an Orlicz-Sobolev
space setting, Topol. J. Math. Anal. Appl. 330, 416–432 (2007).
[19] Lou, H.: On Singular Sets of Local Solutions to p-Laplace Equations, Chin. Ann. Math., 29B(5), 521–530 (2008).
[20] Peral, I.: Multiplicity of solutions for the p-Laplacian. Second School of Nonlinear Functional Analysis and Applications to
Differential Equations, International Center for Theoretical Physics Trieste, (1997).
[21] Pucci, P., Serrin, J.: The strong maximum principle revisited. J. Differential Equations 196, 1–66 (2004).
[22] Pucci, P., Servadei, R.: Regularity of weak solutions of homogeneous or inhomogeneous quasilinear elliptic equations. Indiana Univ.
Math. J. 57 (7), 3329-3363 (2008).
[23] Rao, M. N. and Ren, Z. D.: Theory of Orlicz Spaces. Marcel Dekker, New York, (1985).
[24] Struwe, M.: Variational methods Applications to Nonlinear Partial Differential Equations and Hamiltonian Systems. Ergebnisse
der Mathematik und ihrer Grenzgebiete, vol. 3, Springer Verlag, Berlin, (2000).
[25] Tan, Z., Fang, F.: Orlicz-Sobolev versus Ho¨lder local minimizer and multiplicity results for quasilinear elliptic equations. J. Math.
Anal. Appl. 402, 348-370 (2013).
(E.D. Silva) Department of Mathematics, Federal University of Goia´s
E-mail address: eddomingos@hotmail.com
(M.L. Carvalho) Department of Mathematics, Federal University of Goia´s Federal University of Goia´s
74001-970, Goia´s-GO, Brazil
E-mail address: marcos leandro carvalho@ufg.br
(J.C. de Albuquerque) Department of Mathematics, Federal University of Goia´s
E-mail address: joserre@gmail.com
