In this paper we investigate the information theoretic capacity of the uplink of a cellular system where all base station receivers jointly decode the received signals ("hyper-receiver"). Considering a distance depended power-law path loss and a more realistic Rician fading environment, we model a variable cell density network with geographically distributed user terminals. Multiple tiers of interference are considered and using an average path loss approximation model the analytical result for the per cell sum-rate capacity is found. We examine the various parameters that are affecting the capacity of the system. Especially the effect of the user distribution across the cells and the density of the cells in the cellular system is investigated. We validate the numerical solutions with Monte Carlo simulations for random fading realizations and we interpret the results for the real-world systems.
INTRODUCTION
The scientific field of information theory was successfully exploited to provide insight in the performance of cellular systems initially by Wyner [1] . The important result of maximum capacity when the Base Stations (BSs) cooperate to jointly decode the received signals led to further investigation of the problem. In [2], Wyner's simple yet tractable model was extended for flat fading environments. The assumptions of fixed cell density and interfering adjacent cells were tackled only recently by Letzepis [3] where Wyner's linear model was extended to incorporate distance dependent path loss and multiple-tier interference.
In this work the linear system considered in [3] is extended to the planar one. The Shannon-theoretic limits of uplink cellular systems are presented by overcoming the basic limiting assumptions of Wyner's model. The effect of user distribution and of the cell density in the presence of powerlaw path loss is investigated in a general Rician flat fading environment. Multiple-tier interference is considered, providing insight in the role of cell density on the capacity of a centralised process considering Multiple Access Channel (MAC) cellular system. More specifically, it is shown that the capacity is a function of the received signal power. Considering that the magnitude of the received signal power for each transmitted signal depends on the path loss between the transmitter and the receiver and that the specific user distribution determines the values of the path loss coefficients for links between transmitters and receivers, one can say that the capacity depends on the user distribution. It is shown, finally, that the capacity can be approximated using the average path loss of different tiers of transmitters, for a given user distribution in a planar cellular network.
The rest of the paper is organised as follows. In section II a general view of the channel model considered is given. The path loss model is presented and the approximation method for three basic types of user distribution across the cells is further analysed. In section III the issue of the maximum information theoretic capacity is tackled with the mathematical tools of random matrix theory. The approach is taking into consideration a Rician fading environment where the phase randomness of the user signals leads to the maximum capacity. In section IV the various theoretical results are numerically presented along with Monte Carlo simulation results and we show a way of interpreting the results in the real-world systems. Finally, in section V we conclude the paper.
ANALYSIS

Channel Model
A planar hexagonal cellular array is assumed. Consider a network of N 2 cells and K users in each cell. A BS at a cell will receive signals from all the users in the system, attenuated according to the employed power-law path loss and the existing fading environment. According to the above, the received signal at the base station antenna referring to cell (m, n) is given 8Sm',n' Fig. 1 . A regular hexagonal cell with maximal radius of TO, the circular equivalent of radius do and the distance Dl,u of a UT in a cell (m, n) from a BS in a cell (rh, it) at the lth tier of interference w.r.t. cell (m, n). where I stands for the lth tier of interference and T, TO are respectively the minimal and maximal radius of the hexagonal cell, as shown in Figure 1 , with T = TO • COS (~). In general, a hexagonal type cell of side length Tl can be approximated by a circular type one, as shown in the same figure, with radius given by:
Multiple Tier Interference
Consider a regular hexagonal cell with its geometry given in Figure 1 . In a planar cellular system we can have multiple tiers of interference around a cell as shown in Figure 2 . The irregular boundary of each tier can be represented by an equivalent regular hexagon with its side length given by:
According to the generic user distribution across the cells, for evaluating the capacity, it is useful to replace all the individual squared path loss coefficients of the users inside a cell (rh, it) , that belongs to the lth tier of interference with respect to the cell of interest (m, n), with one mean squared path loss value c:;l. This mean squared path loss value can be estimated using the mean distance dl of a BS in the lth tier of interference from the BS of interest, which can be well approximated by the distance between the edges of the lth and the (I -1)th tier of interference from the BS of interest (see Fig. 2 ):
Path Loss Model
A widely used model that maps the path loss and the distance in a power-law path loss environment is described by the variance profile function [3] :
where subscripts m, nand rh, it (with rh, it i= m, n) identify the cell, in the 2D system, in which a user is located and u identifies the user index. Furthermore, C;,9,x,y,z stand for path loss coefficients, fading coefficients, complex Gaussian inputs, complex Gaussian outputs and normalized (unit power) noise respectively. All the complex fading coefficients are normalized to unit power and when viewed as random complex processes are circularly symmetric i.i.d. Gaussian, strictly stationary and ergodic. It is assumed that each user has average power constraint P, Le. E [x . x*]~P. In accordance with Hanly's circular array model [4] a wrap-around toric model is adopted, where every cell has the same number of surrounding cells, so as to avoid the edge effects. Nevertheless, for large number of cells the edge effects do not affect the results [1] .
where Drh,n,u is a function describing the distance of user u in cell (rh, it) from the BS of cell (m, n) and 7/ is the powerlaw path loss exponent.
User Distribution and Mean Squared Path Loss
The mean squared path loss will be a function of the interference tier in which the cell belongs, as well as of the user distribution across the cell. For that purpose, we have to define the distance Dl,u of a user in a cell in the lth tier of interference from the BS of interest. With the help of Figure 1 , one can prove that:
where sand () define the location of a User Terminal (UT), distance and angle respectively, with respect to the BS in cell (m, n) as shown in the same figure. Here, three different cases of user distribution are examined.
Uniform Distribution:
In this case, the users are assumed to be uniformly distributed across the planar system. The mean squared path loss for the K users in a cell which belongs in the lth tier of interference from the BS of interest is given by:
-"". .......... Fig. 3 . The six sets defined, the concatenation of which describes which cells belong to the lth tier of interference of a cell (m, n).
The output vector of all the received signals in the system can be rewritten based on channel equation ( overall system gain matrix is given by H =~8 G, whereĩ s a deterministic N 2 x N 2 K matrix that contains all the path loss coefficients of the system channels and G is accordingly the N 2 x N 2 K matrix of all the fading coefficients. To create the above matrices, consider the representation of the system as a rectangular array as described in [1] and the raster scanning method that was used in [2] to define the order of the system output vector elements.
is a Circulant matrix, in terms of its row-vector elements, which contain the path losses of all users in each cell.
Regarding the (m, n)th row of the matrix there can be defined six subsets to describe the cells that belong to the lth tier of interference and thus, the row blocks that contain the appropriate path losses (See Figure 3) :
Thus, the superset of these sets describes the cells belonging to the lth tier of interference around the cell of interest.
The maximum per-cell capacity is achieved when all UTs are allowed to transmit all the time at their maximum power (WB scheme presented in [2]): (1 D (B ))71 ·s·dBds 1r 0
where pis the truncation factor that defines the radius of the segment on which the users are distributed, with do -P« 1.
Note that for values of pvery close to do (all users are very close to the edge of the cell), the mean squared path loss can be assumed to be given simply by~f!~(l+DI.:(Ii,s))~dB. 
(18) where <;6-uni denotes the mean squared path loss for the users inside the cell of interest. Taking into consideration equations (14) and (18), the asymptotic expression of the maximum percell capacity for any finite number of users K is given by:
(19) which is a strict upper bound for the capacity in the system. Following the same procedure for the other two types of distribution, we obtain similar expressions for the capacity. 
RESULTS
In the following, some interesting results on the information theoretic capacity of planar cellular systems are presented. We note also that, in Figures 4 and 5 , the extreme only cases of the different distributions ape presented, e.g. for the truncated cell-centre distribution, p was considered to be equal to zero (all the users at the centre of their cell), while for the truncated cell-edge distribution, pwas considered to be equal to do (all the users at the edge of their cell).
In Figure 4 the theoretical results have been verified by running Monte Carlo simulations to generate random fading coefficients and finding the long term average capacity:
The per-cell capacity is plotted for the different cases of user distribution against the normalised cell diameter. The small difference between the simulations and the analytical results can be attributed to the fact that for finding C sim a finite system of 91 cells was considered instead of a wrap-around toric one. It can be seen that for low normalised cell diameter the capacities for all distributions coincide and reach the maximum possible value. On the other hand, as the size of the cells grows large, the capacity decreases. Specifically, for uniform and truncated cell-edge user distributions, capacity tends to zero, as it was expected, with the former having a smoother decrease after a specific cell size. For truncated cell-centre distribution, capacity decreases with the size of the cell and reaches to a specific non-zero value. This is due to the fact that the users of the cell of interest will always be close to their base stations no matter how large the size of the cell will be. Note that, in all cases, uniform and truncated cell-edge distributions provide capacities very close to each other. Furthermore, the behaviour of the capacity is examined while the number of interfering tiers of cells changes. It can be seen that for high values of normalised cell diameter the number of interfering tiers has no significant role on the capacity. As the system becomes more dense, the capacity increases with We investigate the capacity of the planar cellular uplink channel. An average path loss approximation model was presented for the analysis of a system where every base station receives signals from the same cell and the surrounding cell users. The
We note that the capacity increases drastically for a relatively low path loss exponent and when the cell size decreases. Furthermore, it is shown that increasing number of users increases the capacity but with a decreasing rate. We can also observe that an increase in the transmitting user power from 100 to 200mW doesn't have a significant effect on the capacity. size of the cells and hence the cell density is modelled as a variable. Assuming a joint decoder at the base stations ("hyper receiver" scheme) a tight upper bound, for the maximum per cell sum-rate capacity, is provided. Various parameters of a practical system that affect the per-cell capacity are identified and analysed. Specifically, these parameters are: (1) . the user distribution across the cell, (2). the cell size, (3). the path loss exponent, (4) . the transmit power constraint of the users, and (5). the number of users per cell. These parameters have an effect on a unified parameter -the Rise over Thermal (RoT) at each base station which is shown to directly control the information theoretic capacity of the system. (21)
the number of the interfering tiers but with a decreasing rate. In Figure 5 , the capacity is plotted versus the transmit per-cell SNR for different system densities and user distributions. We note that capacity increases with the transmit per-cell power. For dense and normal cell density systems the capacity does not change significantly for different user distributions. On the other hand, for low cell density systems the capacity with truncated cell-centre distribution is significantly higher than for the other two distribution cases.
We apply the analysis to a real-world scenario. Consider a scenario [6] where cells have radii of 100m-3km, the path loss at a reference distance of 1m is -38 dB (for a carrier frequency of 1.9 GHz) and the path loss exponent is 2 or 3.5. The UTs are uniformly distributed over cells with user transmit power constraint of 100-200 mWand thermal noise density of -169 dBmlHz with channel bandwidth of 5MHz. A maximum of 5 tiers of interfering cells is assumed for every cell. Random received phases are assumed to plot the capacity in Figure 6 against the Rise over Thermal (RoT). When plotting the capacity against the RoT one can say that a more general view of the capacity behaviour is obtained. The different parameters specify only the operating area for the capacity of our system but they do not change the behaviour of the capacity which follows a Shannon-like formula:
