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Fractional Exclusion Statistics for the Multicomponent Sutherland Model
Yusuke KATO and Yoshio KURAMOTO
Department of Physics, Tohoku University, Sendai 980-77
We show by microscopic calculation that thermodynamics of the multicomponent Sutherland
model is equivalent to that of a free particle system with fractional exclusion statistics at all temper-
atures. The parameters for exclusion statistics are given by the strength of the repulsive interaction,
and have both intra- and inter-species components. We also show that low temperature properties
of the system are described in terms of free fractional particles without the statistical parameters
for different species. The effective exclusion statistics for intra-species at low temperatures depend
on polarization of the system.
I. INTRODUCTION
State counting rule of a large number of identical particles depends on the quantum statistics; A number of bosons
can occupy a single particle state ( no exclusion ) while the presence of a fermion in a state excludes other fermions
(complete exclusion). Although particles and conventional elementary excitations obey bosonic or fermionic statistics
so far, elementary excitations with fractional statistics attracted theoretical interests recently. Stimulated by the
fractional quantum Hall systems and one-dimensional quantum spin chain, Haldane proposed a new type of quantum
statistics from the viewpoint of state-counting. [1] He defined a fractional generalization of the Pauli’s exclusion
principle so that it gives a state-counting rule interpolating the bosonic and fermionic one. This new type of quantum
statistics is called the fractional exclusion statistics (FES). Subsequently, thermodynamics of single component free
particles which obey FES was constructed, based on the new state-counting rule. [2,3] Thermodynamics was derived
for the system of multicomponent particles obeying FES in ref. 4. All the above works start from the state-counting
rule or entropy. Hence in refs. 1-4, the question how the FES is realized in concrete models is left open.
The validity of FES was tested in two solvable models defined in the continuum space: one-dimensional bose gas
interacting with the delta function and the Calogero-Sutherland model [5–7]. In those papers, it was found that the
thermodynamics of the two systems are described in terms of free particles with FES. The above models, however,
have no internal structures and hence the following question arises: How the FES is realized in concrete models with
internal structures?
In this paper, we establish by microscopic calculation the relation between FES and multicomponent Sutherland
model (MSM). We show that the thermodynamics of MSM is the same as that of free particles with FES at all
temperatures. Furthermore we obtain a simpler description with FES in low temperature region.
This paper is organized as follows. In the next section, we review FES and introduce the statistical parameters. In
section 3, we construct the thermodynamics of MSM by following the Yang-Yang’s method. In section 4, we show that
the MSM is thermodynamically equivalent to a free particle system with the mutual statistics at all temperatures.
Furthermore, in section 5 we find that the MSM reduces to a free particle system with fractional statistics but without
the mutual statistics (which is called “g-on ” [8]).
II. FRACTIONAL EXCLUSION STATISTICS AND THERMODYNAMICS
General formulation and thermodynamic properties of FES were presented by several authors. [1–3] In this section,
we give a brief review on the FES, in order to fix the notation and definition of terminology. First divide the total
system into many macroscopic subsystems each of which is labeled by α. Here we denote byDα the number of available
single particle states in the subsystem α in the presence of other particles, and by Nα the number of particles in the
subsystem α. Haldane [1] introduced the statistical parameter gαβ through the following differential relation:
∆Dα = −
∑
β
gαβ∆Nβ. (2.1)
Integrating eq. (2.1) with Nα, we obtain
Dα = Gα −
∑
β
gαβNβ, (2.2)
1
where Gα is the number of single particle state in the absence of other particles. The total number of microscopic
states with {Nα} is given by
W =
∏
α
(Dα +Nα)!
Nα!Dα!
. (2.3)
If we set gαβ = 0, equation (2.3) reduces to the boson statistics in the thermodynamic limit. In the case of gαβ = δαβ ,
equation (2.3) reduces to the fermion one in the thermodynamic limit. Here we can regard eq. (2.3) as the fractional
generalization of conventional quantum statistics. [2] We term gαβ as the mutual statistical parameter when α 6= β
and self statistical one in the case of α = β. We call the quantum statistics governed by general values of gαβ the
fractional exclusion statistics. Furthermore, the system is called the generalized ideal gas (GIG) if the total energy is
given by
E =
∑
α
Nαǫα, (2.4)
with the one particle energy ǫα. [2] Here ǫα is independent of the distribution {ρα} = {Nα/Gα}. The entropy of GIG
is given by taking the logarithm of eq. (2.3),
S =
∑
α
[(Dα +Nα) ln (Dα +Nα)−Dα lnDα −Nα lnNα]
=
∑
α
Gα [(ρ
∗
α + ρα) ln (ρ
∗
α + ρα)− ρα ln ρα − ρ∗α ln ρ∗α] , (2.5)
where ρ∗α = Dα/Gα is the distribution function of dual particle ( hole) of α. ρ
∗
α is related with ρα as
ρ∗α +
∑
β
g˜αβρβ = 1, (2.6)
with
g˜αβ ≡ gαβGβ/Gα, (2.7)
which is obtained by dividing both sides of eq. (2.2) by Gα.
Thermal average of the particle density in α is given by minimizing the thermodynamic potential Ω = E − TS −∑
α µαNα with respect to {ρα}. The equation δΩ/δρα = 0 is expressed as
(1 + wα)
∏
β
(
wβ
1 + wβ
)gβα
= exp [(ǫα − µα) /T ] , (2.8)
with
wα = ρ
∗
α/ρα. (2.9)
From eqs. (2.6) and (2.9), we obtain the thermal distribution ρα. In terms of wα, we can rewrite the entropy in a
simple form as
S =
∑
α
Gαρα [(1 + wα) ln (1 + wα)− wα lnwα] . (2.10)
The thermodynamic potential has also a simple form:
Ω = −T
∑
α
Gα ln
[
1 + w−1α
]
. (2.11)
If we consider the case gαβ = gαδαβ , the above results are further simplified. The particle density is given by
ρα = 1/ (wα + gα). Here wα is the solution of the following equation:
exp [(ǫα − µα) /T ] = (wα)gα (1 + wα)1−gα . (2.12)
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III. THERMODYNAMICS OF MULTICOMPONENT SUTHERLAND MODEL
Thermodynamics of multicomponent Sutherland model was constructed firstly by Sutherland and Shastry. [9] In
this section, we summarize the results of thermodynamics of MSM, by following the method in ref. 9. We consider
N particle system which consists of KB component bosons and KF component fermions. The Hamiltonian is that of
the modified version of the continuum Sutherland model: [10]
H = −1
2
N∑
i=1
∂2
∂x2i
+
π2
L2
∑
i<j
λ(λ −Mij)
sin2[π (xi − xj) /L]
, (3.1)
where xi is the coordinate of the i-th particle, L is the linear dimension of the system, and λ is a coupling parameter.
Then Mij is the coordinate exchange operator which exchanges the spatial coordinates of i and j-th particles with
the internal degrees of freedom fixed. For the Hamiltonian (3.1), the energy spectrum in the thermodynamic limit
has been obtained [9,11] as
E/L =
1
4π
∫ ∞
−∞
dkk2ν(k) +
λ
8π
∫ ∞
−∞
dk
∫ ∞
−∞
dk′ |k − k′| ν(k)ν(k′) + π
2λ2d3
6
, (3.2)
where ν(k) is the momentum distribution function and d = N/L = (1/2π)
∫∞
−∞
ν(k)dk. Both d and ν(k) have
contributions from each species
d =
∑
α
dα =
1
2π
∫ ∞
−∞
dk
∑
α
να(k), (3.3)
where να(k) is the momentum distribution function of particle α, and dα is the α-th component particle density. Since
each microscopic state is identified with the momentum set occupied by particles, the entropy is given by the same
form as the free particle case
S/L =
∑
α
sα, (3.4)
with
sα =
±1
2π
∫ ∞
−∞
dk [(1± να) ln (1± να)∓ να ln να] . (3.5)
Here and in the following, the upper sign is for boson (α ∈ B) and the lower one for fermion (α ∈ F). Thermal
equilibrium distribution function is obtained by minimizing the thermodynamic potential
Ω = E − TS − L
∑
α
µαdα, (3.6)
with respect to each να. In eq. (3.6), we have introduced the chemical potential µα for each α. The resultant thermal
distribution functions are
να(k) = {exp [(ǫ(k)− µα) /T ]∓ 1}−1 , (3.7)
with the one particle energy
ǫ(k) =
2π
L
δE
δν(k)
=
k2
2
+
λ
2
∫ ∞
−∞
dk′ |k − k′| ν(k′) + π
2λ2d2
2
. (3.8)
Equations (3.6), (3.7), and (3.8) give the complete thermodynamics. For later convenience, we introduce the rapidity
p as
p(k) =
∂ǫ(k)
∂k
= k +
λ
2
∫ ∞
−∞
dk′sgn (k − k′) ν(k′). (3.9)
Further differentiation of eq. (3.9) with k gives
3
∂p(k)
∂k
= 1 + λν(k). (3.10)
By multiplying both sides of eq. (3.10) by p(k) and integrating them over k, we obtain
p2/2 = ǫ∓ Tλ
∑
α
ln [1± να] + c0, (3.11)
where c0 is a constant which should be determined. Since ǫ→ (k+ πλd)2/2 and p→ k+ πλd in the limit k →∞, we
obtain c0 = 0. By using eq. (3.10) and p(k = ±∞) = ±∞, we can rewrite the density for α as
dα =
1
2π
∫ ∞
−∞
dp
να
1 + λν
. (3.12)
Similarly, the entropy eq. (3.5) is rewritten as
sα =
±1
2π
∫ ∞
−∞
dp
1 + λν
[(1± να) ln (1± να)∓ να ln να] . (3.13)
The internal energy is also rewritten in terms of the integral over p
E/L =
1
4π
∫ ∞
−∞
dp
p2ν
1 + λν
. (3.14)
Derivation of eq. (3.14) will be given in Appendix A.
IV. EQUIVALENCE TO THE GENERALIZED IDEAL GAS IN THERMODYNAMICS
In this section, we show that the thermodynamics of the MSM is equivalent to that of the free particle with FES
at all temperatures. Firstly we introduce wα as
wα =
{
1/να for α ∈ B
1/να − 1 for α ∈ F. (4.1)
We rewrite eq. (3.11) with eq. (4.1) as
p2/2 = ǫ+ Tλ
∑
α
ln
[
wα
wα + 1
]
. (4.2)
By subtracting µα from both sides of eq. (4.2) and taking the exponential of them, we obtain
exp
[(
p2/2− µα
)
/T
]
= (1 + wα)
∏
β
(
wβ
wβ + 1
)gβα
, (4.3)
with the “statistical parameter ” gβα,
gβα =
{
δαβ + λ for α ∈ F
λ otherwise.
(4.4)
The quantity ρα = να/(1 + λν) satisfies eq. (2.6) with eq. (2.9). Comparing eqs. (4.3) and (2.8), we note that ρα is
nothing but the distribution function of free particles with the statistical parameter gαβ.
Next we rewrite the thermodynamic quantities in terms of wα. The total energy is given by 2πE/L =∑
α
∫∞
−∞
dp
(
p2/2
)
ρα. The entropy of species α is
2πsα = ±
∫ ∞
−∞
dp
1 + λν
[(1± να) ln (1 + να)∓ να ln να] (4.5)
=
∫ ∞
−∞
dpρα [(1 + wα) ln (1 + wα)− wα lnwα] (4.6)
=
∫ ∞
−∞
dp [(ρ∗α + ρα) ln (ρ
∗
α + ρα)− ρα ln ρα − ρ∗α ln ρ∗α] . (4.7)
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By using eq. (4.7), we rewrite the thermodynamic potential as
Ω/L = E/L− T
∑
α
sα −
∑
α
µαdα
=
1
2π
∑
α
∫ ∞
−∞
dpρα
[
p2/2− µα − T (1 + wα) ln (1 + wα) + Twα lnwα
]
. (4.8)
We then use the relation (4.3) to obtain
Ω/L = − T
2π
∑
α
∫ ∞
−∞
dpρα

wα ln (1 + w−1α )+∑
β
gαβ ln
(
1 + w−1β
)
= − T
2π
∫ ∞
−∞
dp
∑
α
ln
(
1 + w−1α
)∑
β
(δαβwα + gαβ) ρβ
= − T
2π
∫ ∞
−∞
dp
∑
β
ln
(
1 + w−1β
)
. (4.9)
From the second to the third line in eq. (4.9), we have used eqs. (2.6) and (2.9) with Gα = Gβ . Compare eqs. (4.3),
(4.7), and (4.9) with eqs. (2.8), (2.5), and (2.11). Our results in this section show that the thermodynamics of the
MSM is equivalent to that of free fractional particle with the statistical parameter gαβ and Gα = 1 for all α. If we
set KB = 1 and KF = 0, the above results reduce to the thermodynamics of g-on with g = λ as expected from results
in ref. 5.
V. G-ON DESCRIPTION IN LOW TEMPERATURE REGION
In low temperature region, we have a simpler picture of the thermodynamics of MSM. In this region, the mutual
statistics can be absorbed into the self statistics and the system can be regarded as an assembly of g-ons. Before
getting into details of calculation, first we consider the zero temperature case which will be helpful to understand
how g-on emerges in low temperature region. For simplicity, consider a simple case of KB = 1 and KF = 1. At zero
temperature, the distribution functions νB for boson and νF for fermion are given by
νB(k) = 2πdBδ (k) , νF(k) = θ (kF − |k|) , (5.1)
where kF = πdF and θ(k) is the step function:
θ(k) =
{
1 for k ≥ 0
0 otherwise.
(5.2)
Substitution of eq. (5.1) into eqs. (3.8) and (3.9) gives
ǫ(k) =
{
(1 + λ)k2/2 + πλdB |k|+ π2λ
(
λd2 + d2F
)
/2 for |k| ≤ kF
k2/2 + πλd |k|+ π2λ2d2/2 for kF ≤ |k| , (5.3)
p(k) =
{
(1 + λ)k + πλdBsgn(k) for |k| ≤ kF
k + πλdsgn(k) for kF ≤ |k| . (5.4)
From eqs. (5.3) and (5.4), we obtain the explicit form of ǫ as a function of p
ǫ =


π2
(
λ2d2 + λd2F
)
/2 for |p| ≤ pB(
p2 + π2λ (λd+ dF)
2
)
/2(1 + λ) for pB ≤ p ≤ pF
p2/2 for pF ≤ |p| ,
(5.5)
where pB = πλdB and pF = π (dF + λd). Figure 1 shows the p dependence of ǫ at zero temperature. From eq. (3.12),
we can regard ρB(F) = νB(F)/(1 + λν) as the rapidity distribution function of boson (fermion). In Fig. 2, the rapidity
dependences of ρB and ρF at zero temperature are shown by dashed and dotted lines, respectively. [12] The fermion
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distribution function ρF changes at |p| = pF and |p| = pB while ρB changes only at |p| = pB. We also show the
profiles of ρB(p) and ρF(p) at low temperatures quantitatively by dotted-dotted-dashed line and dotted-dashed one,
respectively. If T is low enough, the temperature dependence of thermodynamic quantities comes mainly from the
two regions of p: the vicinities of pB and pF. The contribution to the thermodynamics from each rapidity region
can be expressed in terms of thermodynamics of g-ons. The two kinds of g-ons are independent of each other, if the
following condition holds:
ρB(p = pF) ≃ 0 and ρF(p = pB) ≃ 1. (5.6)
The condition eq. (5.6) turns into
∆BF ≡ exp [(µB − µF) /T ]≪ 1, (5.7)
where µB and µF are the chemical potentials of bosons and fermions, respectively. In this case, we define the “low
temperature region” as the region where the condition eq. (5.7) holds.
Now come back to the case of general value of KF. In this case, however, the definition of the “low temperature
region ” depends on the distribution of chemical potentials of each species. In the rest of this section, we consider
only two cases: the case (1) where all species of fermion have the same chemical potential and the case (2) where
all species of fermion have different chemical potentials. Generalization to other cases is straightforward.
A. the case (1)
In this case, equation (4.3) becomes
exp
[(
p2/2− µB
)
/T
]
=
wλB
(1 + wB)
λ−1
(
wF
1 + wF
)λKF
. (5.8)
Now we try to reduce eq. (5.8) under the low temperature condition (5.7). First we eliminate wF in eq. (5.8). With
the help of eq. (4.1), we obtain the following relation:
wF = (1 + wB)∆BF. (5.9)
Substitution of eq. (5.9) into eq. (5.8) gives
exp
[(
p2/2− µB
)
/T
]
=
wλB∆
λKF
BF
(1 + wB)
λ(1−KF)−1 (1 + wB∆BF +∆BF)
λKF
≃ w
λ
B∆
λKF
BF
(1 + wB)
λ(1−KF)−1 (1 + wB∆BF)
λKF
. (5.10)
Here we define the rapidity region Π0 as the region where the following condition is satisfied:
wB∆BF ≪ η, (5.11)
where η is a constant which is much smaller than unity but much larger than ∆BF. In Π0, the right hand side of eq.
(5.10) turns into
wλB (1 + wB)
1−λ(1−KF)∆λKFBF . (5.12)
From eqs. (5.10) and (5.12), we obtain
exp [(ε0 − ζ0) /T ] ≃ wg0B (1 + wB)1−g0 for p ∈ Π0, (5.13)
where ε0 = p
2/2M0, M0 = 1 + λKF, g0 = λ/(1 + λKF), and
ζ0 = µB − λKFµF/(1 + λKF). (5.14)
Equation (5.13) corresponds to eq. (2.12) with energy ε0, chemical potential ζ0, and statistics g0. Here we introduce
w0 as the solution of the following equation:
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exp [(ε0 − ζ0) /T ] = wg00 (1 + w0)1−g0 for all p. (5.15)
And we rewrite the boson parts of entropy, density, and energy with w0. First consider the boson part of the entropy
(eq. (4.5) with the upper sign). Since the contribution from Π0 (the complementary region of Π0) is infinitesimal (see
Appendix B), we obtain
2πsB =
∫ ∞
−∞
dp
1 + λν
[(1 + νB) ln (1 + νB)− νB ln νB] (5.16)
≃
∫
Π0
dp
1 + λν
[(1 + νB) ln (1 + νB)− νB ln νB]
≃
∫
Π0
dp
1 + λKF + λνB
[(1 + νB) ln (1 + νB)− νB ln νB]
= G0
∫
Π0
dp
wB + g0
[(1 + wB) ln (1 + wB)− wB lnwB]
≃ G0
∫
Π0
dp
w0 + g0
[(1 + w0) ln (1 + w0)− w0 lnw0] , (5.17)
with G0 = (1 + λKF)
−1
. It will turn out that G0 is the density of states in the absence of other particles. For the
integrand in eq. (5.17), we can show that
[(1 + w0) ln (1 + w0)− w0 lnw0] / (w0 + g0) ≃ 0 for p ∈ Π0, (5.18)
in the same way as that in Appendix B. Hence we can extend the integral region to (−∞,∞) in the last line in eq.
(5.17) and express 2πsB as
2πsB ≃ G0
∫ ∞
−∞
dp
w0 + g0
[(1 + w0) ln (1 + w0)− w0 lnw0]
≃ G0
∫ ∞
−∞
dp [(ρ0 + ρ
∗
0) ln (ρ0 + ρ
∗
0)− ρ0 ln ρ0 − ρ∗0 ln ρ∗0] , (5.19)
with ρ0 = (w0 + g0)
−1
, which is nothing but the rapidity distribution function of g-on with the statistical parameter
g0. Here ρ
∗
0 = 1− g0ρ0 is the rapidity distribution function of dual particle (hole) of ρ0. Figure 3 (a) shows the profile
of ρ0 and ρ
∗
0 at zero and low temperatures. Both ρ0 and ρ
∗
0 change appreciably near the generalized fermi surface
p0 =
√
2M0ζ0. Next we consider the boson density dB, which is rewritten as
2πdB =
∫ ∞
−∞
dp
νB
1 + λν
≃ G0
∫
Π0
dp
wB + g0
≃ G0
∫
Π0
dp
w0 + g0
. (5.20)
The integrand (w0 + g0)
−1
in eq. (5.20) is infinitesimal since w0 > η∆
−1
BF ≫ 1 in Π0. Thus we can extend the integral
region from Π0 to (−∞,∞) in the last line of eq. (5.20)
2πdB ≃ G0
∫ ∞
−∞
dp
w0 + g0
≃ G0
∫ ∞
−∞
dpρ0. (5.21)
Similarly, the boson part of the internal energy is given by
2πEB =
∫ ∞
−∞
dp
p2νB
2(1 + λν)
≃ G0
∫ ∞
−∞
dpp2ρ0/2. (5.22)
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Next we consider the fermion part. We define the rapidity region Π1 as the region where wF ≥ η−1∆BF is satisfied.
Here η is a constant which satisfies the inequalities ∆BF ≪ η ≪ 1. As in the boson case, the main contribution to
the fermion part of entropy comes only from the region Π1. In Π1, we obtain
exp [(ε1 − µF) /T ] ≃ wg1F (1 + wF)1−g1 for p ∈ Π1, (5.23)
with ε1 = p
2/2 and g1 = 1+ λKF. Note that this equation is for the g-on with g1 statistics. As in the boson case, we
introduce w1 as the solution of the following equation:
exp [(ε1 − µF) /T ] = wg11 (1 + w1)1−g1 for all p. (5.24)
The fermion part of the entropy has contributions only from Π1 and is rewritten as
2πsF = −KF
∫ ∞
−∞
dp
1 + λν
[(1− νF) ln (1− νF) + νF ln νF]
≃ −KF
∫
Π1
dp
1 + λKFνF
[(1− νF) ln (1− νF) + νF ln νF]
≃ KF
∫
Π1
dp
wF + g1
[(1 + wF) ln (1 + wF)− wF lnwF]
≃ KF
∫ ∞
−∞
dp
w1 + g1
[(1 + w1) ln (1 + w1)− w1 lnw1]
≃ KF
∫ ∞
−∞
dp [(ρ1 + ρ
∗
1) ln (ρ1 + ρ
∗
1)− ρ1 ln ρ1 − ρ∗1 ln ρ∗1] . (5.25)
Here ρ1 = (w1 + g1)
−1
and ρ∗1 = 1 − g1ρ1. The profiles of ρ1 and ρ∗1 are shown in Fig. 3(b). The generalized fermi
surface of ρ1 is given by p1 =
√
2µF.
In contrast to the case of entropy, the fermion parts of density and energy have contributions from Π0 as well as
from Π1. The fermion part of density is
2πdF = KF
∫ ∞
−∞
dp
νF
1 + λν
≃
∫
Π1
dp
KFνF
1 + λKFνF
−KF
∫
Π0
dp
{
1
1 + λKF
− 1
1 + λKF + λνB
}
≃ KF
∫ ∞
−∞
dp
(
ρ1 − λG20ρ0
)
. (5.26)
From eqs. (5.21) and (5.26), we obtain
2π (µBdB + µFdF) ≃
∫ ∞
−∞
dp (G0ζ0ρ0 +KFµFρ1) . (5.27)
Similarly, the total energy is given by
2πE/L ≃
∫ ∞
−∞
dp (G0ε0ρ0 +KFε1ρ1) . (5.28)
From eqs. (5.19), (5.25), (5.27), and (5.28), we obtain the thermodynamic potential as
2πΩ/L ≃ −T
∫ ∞
−∞
dp
[
G0 ln
(
1 + w−10
)
+KF ln
(
1 + w−11
)]
. (5.29)
Equation (5.29) is obtained in the same way as that in the derivation of eq. (4.9). We remark that KF fermi
components have the same Gα = 1 as in the multicomponent FES description, but that the boson component has
G0 < 1 in the g-on description. From eq. (5.29), we find that the thermodynamics of MSM is described in terms of
two kinds of g-ons independent of each other.
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B. case (2)
Next consider the case where each species of fermion has a chemical potential different from one another; µF,1 >
µF,2 > · · · > µF,KF > µB. Here µF,q is the chemical potential of q-th component of fermion. In this case, we define
the low temperature region as the region where the following inequalities are satisfied:
exp [(µB − µF,KF) /T ]≪ 1, (5.30)
exp [(µF,q+1 − µF,q) /T ]≪ 1 for q = 1 ∼ KF − 1. (5.31)
In this case, equation (4.3) becomes
exp
[(
p2/2− µB
)
/T
]
=
wλB
(1 + wB)
λ−1
KF∏
q=1
(
wF,q
1 + wF,q
)λ
, (5.32)
where wF,q = [νF (ǫ− µF,q)]−1 − 1 and wB = νB(ε − µ0)−1. From the similar study with the previous case, we find
that the boson contributions in the present case to the thermodynamic quantities are given by the same expressions
as those in the previous case, after replacing the expression (5.14) by ζ0 = µB − λ
∑KF
q=1 µF,q/(1 + λKF).
Now we consider the q-th component fermion part. First rewrite the above equation (5.32) in terms of wF,q in the
rapidity region Πq where wF,q ≪ min[∆r,q] for 1 ≤ r < q ≤ KF. Here ∆r,q ≡ exp [(µF,r − µF,q) /T ]. In this rapidity
region, we have
wF,r
1 + wF,r
=
wF,q∆q,r
1 + wF,q∆q,r
≃
{
wF,q∆q,r for r < q
1 for q < r,
(5.33)
(
wB
1 + wB
)
=
wF,q∆q,B − 1
wF,q∆q,B
≃ 1. (5.34)
Here ∆q,B ≡ exp [(µF,q − µB) /T ]. Using eqs. (5.34) and (5.33), equation (5.32) becomes
exp [(ǫq − ζq) /T ] ≃ wgqF,q (1 + wF,q)1−gq for p ∈ Πq, (5.35)
with ǫq = p
2/(2Mq), Mq = 1 + λ (q − 1), ζq = µF,q − λGq
∑q−1
r=1 µF,r, gq = 1 + λGq, and
Gq = M
−1
q = (1 + λ (q − 1))−1 . (5.36)
Equation (5.35) corresponds to eq. (2.12) with the energy ǫq, chemical potential ζq and statistical parameter gq. At
the end of this section, we will find that Gq in eq. (5.36) is the density of states of gq-on in the absence of other
particles.
We define wq (1 ≤ q ≤ KF) as the solution of
exp [(ǫq − ζq) /T ] = wgqq (1 + wq)1−gq for all p. (5.37)
Now we rewrite the entropy, density, and energy in terms of wq. The contribution to the entropy from q-th component
is given by
2πsq = −
∫ ∞
−∞
dp
1 + λν
[(
1− νFq
)
ln
(
1− νFq
)
+ νFq ln ν
F
q
]
≃ Gq
∫ ∞
−∞
dp
[(
ρq + ρ
∗
q
)
ln
(
ρq + ρ
∗
q
)− ρq ln ρq − ρ∗q ln ρ∗q] . (5.38)
Here ρq = (wq + gq)
−1
and ρ∗q = 1− gqρq are the distribution functions of gq-on and its hole, respectively.
The q-th component fermion density is given by
2πdq =
∫ ∞
−∞
dp
νFq
1 + λν
. (5.39)
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Figure 4 shows the profile of the integrand in eq. (5.39), νq(p) = ν
F
q /(1 + λν), at zero and low temperature in the
case where KF = 2 and q = 1. The generalized fermi surfaces are pq =
√
2Mqζq (q = 0, 1, 2). With the help of Fig.
4, we see that dq has a positive contribution from the region Πq and negative ones from Πr (r > q or r = 0)
2πdq ≃ Gq
∫
Πq
dp
wq + gq
− λ
KF∑
r=q+1
G2r
∫
Πr
dp
wr + gr
− λG20
∫
Π0
dp
w0 + g0
≃ Gq
∫ ∞
−∞
dpρq − λ
KF∑
r=q+1
G2r
∫ ∞
−∞
dpρr − λG20
∫ ∞
−∞
dpρ0. (5.40)
Similarly, the energy of q-th component fermion is given by
2πEq =
∫ ∞
−∞
dp
p2νFq
2(1 + λν)
(5.41)
≃ Gq
∫ ∞
−∞
dp
p2ρq
2
− λ
KF∑
r=q+1
G2r
∫ ∞
−∞
dp
p2ρq+r
2
− λG20
∫ ∞
−∞
dp
p2ρB
2
. (5.42)
From eq. (5.42), we obtain the following result:
2π
(
µBdB +
KF∑
q=1
µF,qdq
)
≃
KF∑
q=0
ζqGq
∫ ∞
−∞
dpρq. (5.43)
The total energy is given in a form similar to eq. (5.43),
2πE/L ≃
KF∑
q=0
Gq
∫ ∞
−∞
dpǫqρq. (5.44)
From eqs. (5.37), (5.38), (5.43), and (5.44), the thermodynamic potential in the low temperature region reduces to
2πΩ/L ≃ −T
KF∑
q=0
Gq
∫ ∞
−∞
dp ln
(
1 + w−1q
)
. (5.45)
VI. DISCUSSION
In the last section, we obtain the g-on description in the low temperature regime for the two cases ( (1) and (2)
). Our results imply that the presence of a “magnetic field”, which polarizes the system, leads to a g-on description
different from that obtained in the absence of the magnetic field. As we increase the magnetic field with T fixed,
thermodynamics at low temperature changes from the one described by the case (1) to another obtained in the case
(2). Such a statistical crossover of g-on occurs only in the multicomponent model.
In section 4, we proved that the thermodynamics of MSM is The same as that of particles obeying FES with certain
statistical parameters. Here we discuss the validity of FES description to other solvable models; recently we proved
that the thermodynamics of the Haldane-Shastry and long-ranged t-J models are described exactly in terms of the
thermodynamics of free particle with FES at all temperatures. [13] Thermodynamics of the Bethe solvable bose gas
is proved to be equivalent with that of particles obeying the FES in ref. 5. For the isotropic Heisenberg model with
the nearest neighbor exchange, where the string solutions exist, thermodynamics is described in terms of FES after
identifying the n string with n-th species (see Appendix C). From the above results, we expect that thermodynamics
of other Bethe solvable models are interpreted in terms of FES. However, we have not yet obtained the exact FES
description of the thermodynamics of the multicomponent Haldane-Shastry and long-ranged t− J models. Hence we
are not sure that thermodynamics of all solvable models are exactly described in terms of FES at the present stage.
In section 5, we found that g-on description accounts for the low temperature thermodynamics of MSM. On the
other hand, the validity of g-on description to the lattice versions of the Sutherland model is limited; we found
that the g-on descriptions provide the correct low temperature properties of Haldane-Shastry, long-ranged t-J, and
its multicomponent models in the presence of the magnetic field. In the absence of the magnetic field, however,
thermodynamics of the models are described in terms of the parafermion statistics [14], which cannnot be described
in terms of g-on. Though we have not yet studied the Bethe solvable models at this point, we expect the low
temperature properties of those models would be described in terms of a picture different from the g-on one.
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APPENDIX: A
In this appendix, we derive eq. (3.14) from eq. (3.2). By using eq. (3.9), we obtain,∫ ∞
−∞
dkp2ν(k) =
∫ ∞
−∞
dkk2ν + λ
∫ ∞
−∞
dkkν(k)
∫ ∞
−∞
dk1ν(k1)sgn(k − k1)
+
λ2
4
∫ ∞
−∞
dkν(k)
∫ ∞
−∞
dk1ν(k1)sgn(k − k1)
∫ ∞
−∞
dk2ν(k2)sgn(k − k2). (A1)
The second term in eq. (A1) is rewritten as
λ
2
∫ ∞
−∞
dk
∫ ∞
−∞
dk1 (k − k1) sgn (k − k1) ν(k)ν(k1)
=
λ
2
∫ ∞
−∞
dk
∫ ∞
−∞
dk1 |k − k1| ν(k)ν(k1). (A2)
The third term in eq. (A1) is rewritten as
λ2
2
∫ ∞
−∞
dk
∫ ∞
−∞
dk1
∫ k1
−∞
dk2ν(k)ν(k1)ν(k2)sgn(k − k1)sgn(k − k2)
=
λ2
2
∫ ∞
−∞
dk
∫ k
−∞
dk1
∫ k1
−∞
dk2ν(k)ν(k1)ν(k2)
=
λ2
12
∫ ∞
−∞
dkν(k)
∫ ∞
−∞
dk1ν(k1)
∫ ∞
−∞
dk2ν(k2)
=
(2πd)
3
λ2
12
=
2π3λ2d3
3
(A3)
From eqs. (A1), (A2), and (A3), we find that
2πE/L =
∫ ∞
−∞
dk
p2ν(k)
2
. (A4)
Replacing
∫∞
−∞
dk → ∫∞
−∞
dp/(1 + λν), we obtain eq. (3.14).
APPENDIX: B
In this Appendix, we show that the contribution from the rapidity region Π0 to 2πsB is negligible under the
condition (5.7) in the case (1). In the rapidity region Π0, wB ≥ η∆−1BF holds. The numerator in the integrand in eq.
(5.16) is rewritten as
[(1 + νB) ln (1 + νB)− νB ln νB]
=
[(
1 + w−1B
)
ln
(
1 + w−1B
)− w−1B lnw−1B ] ≃ O(w−1B ) ≤ O((∆−1BFη)−1)≪ 1, (B1)
while the denominator 1 + λν is larger than unity. Hence the integrand in eq. (5.16) is infinitesimal in the region Π0.
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APPENDIX: C
Here we consider the one-dimensional isotropic Heisenberg model under the periodic boundary condition:
H = 1
4
N∑
i=1
(σi · σi+1 − 1) +H
N∑
i=1
σzi , (C1)
σ1 = σN+1.
Here σi is the Pauli matrix at the site i and N is the number of site. Magnetic field H is applied parallel to z-axis.
The thermodynamics of the model eq. (C1) were first constructed by Takahashi [15] by using the string hypothesis.
In ref. 15, the thermodynamics is given as follows. The internal energy E is
E/N =
∞∑
n=1
∫ ∞
−∞
dkεn0 (k)νn(k)−H, (C2)
with
εn0 (k) =
−2n
k2 + n2
+ 2nH, (C3)
where k is the rapidity and νn(k) is the rapidity distribution function of the string with the length n. The entropy S
is given by
S/N =
∞∑
n=1
∫ ∞
−∞
dk [(νn + ν
∗
n) ln (νn + ν
∗
n)− νn ln νn − ν∗n ln ν∗n] . (C4)
Here ν∗n is the rapidity distribution function of hole of n-string. Among ν
∗
n and νm, there is the following relation:
Gn(k) = ν
∗
n(k) +
∞∑
m=1
∫ ∞
−∞
dk′gnm(k − k′)νm(k′), (C5)
where Gn(k) = n/π(n
2 + k2) and gnm(k) is given by
gnm(k) = f|n−m|(k) + 2f|n−m|+2(k) + 2f|n−m|+4(k) + · · ·+ 2fn+m−2(k) + fn+m(k), (C6)
where fn(k) = n/π(n
2 + k2), for n > 0 and f0(k) = δ(k). Here we introduce ρn = νn(k)/Gn(k) and ρ
∗
n(k) =
ν∗n(k)/Gn(k). In terms of ρn and ρ
∗
n, the relation (C5) becomes
1 = ρ∗n +
∞∑
m=1
∫ ∞
−∞
dk′g˜nm(k − k′)ρm(k′), (C7)
with g˜nm = gnmGm/Gn. Similarly, the energy and entropy are given as
E/N =
∞∑
n=1
∫ ∞
−∞
dkGnε
0
nρn (C8)
S/N =
∞∑
n=1
∫ ∞
−∞
dkGn [(ρn + ρ
∗
n) ln (ρn + ρ
∗
n)− ρn ln ρn − ρ∗n ln ρ∗n] . (C9)
From the expressions (C7), (C8), and (C9), we can regard the thermodynamics of isotropic Heisenberg model as that
of GIG with energy ε0n, statistical parameter gnm(k), and the density of states Gn.
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FIG. 1. Rapidity dependence of one particle energy ǫ(p). Two dots represent the points where the derivative with p is
discontinuous.
FIG. 2. Rapidity distribution functions of boson ρB(p) and fermion ρF(p) are shown in the case where KB = KF = 1. The
dashed and the dotted lines represent ρB(p) and ρF(p) at zero temperature, respectively. The dotted-dotted-dashed line and
dotted-dashed one represent ρB(p) and ρF(p) respectively at low temperature.
FIG. 3. (a) Rapidity dependences of ρ0(p) and ρ
∗
0(p) at low temperature are shown by dashed and dotted lines, respectively.
(b) Rapidity dependences of ρ1(p) and ρ
∗
1(p) at low temperature are shown. In both figures, results at zero temperature are
also shown, for comparison. Note that ρ1(p) has no structure at p = p0 in contrast to ρF(p) in Fig. 2.
FIG. 4. The profile of the integrand in eq. (5.39). ν1(p) in the case of KF = 2 is shown at low temperature. The generalized
fermi surfaces for ρ0, ρ1, and ρ2 are represented by p0, p1, and p2, respectively. For a reference, the result at zero temperature
is also shown by dotted line.
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