: Three illustrative point patterns. The orange, purple, and turquoise colored dots represent locations with known species identity, s 1 , s 2 , and s 3 . The gray dots represent quadrature points q, which are spaced evenly along a regular grid such that one quadrature point is at the centre of each rectangular grid cell. The black question marks (left) represent observed locations u with uncertain species identity. The locations in a 1 ∈ u, a 2 ∈ u, and a 3 ∈ u which are reclassified as belonging to one of the species are represented by coloured question marks (right).
Loop methods

96
The three loop algorithms proceed by iterating between steps that augment the vectors of locations with 97 known species identities s 1 , s 2 , . . . , s K with locations a 1 ⊂ u, a 2 ⊂ u, . . . , a K ⊂ u, update the quadrature 98 weights, and fit point process models as follows: 
The membership probability of location s for species i is defined as : s ∈ u.
That is, the membership probabilities for the locations with known species identity are 1 for the 104 correct species and 0 otherwise, and for the locations with unknown species identity, they are 105 proportional to the fitted intensities.
4. Define an augmented vector for species i as y i = s i ∪ a i for all i ∈ {1, . . . , K}. We define a i as entry of vector ω i , the i th column of ω, and a represents the number of locations to be augmented.
116
We set a to be the same integer for all K species for some a between 1 and 
(c(s) = c(t))ω i (s)
. 
for some choice of , where (β) j h is the fitted log-likelihood for the j th species at the h th iteration.
132
The maximum number of iterations varies for the different methods, as follows:
133
• For the Normal method, the maximum number of iterations is set by the user. We set the 134 default number of iterations to be 50.
135
• For the Loop grW method, the maximum number of iterations is determined by the choice of 136 δ max , δ step , and δ min .
137
• For the Loop hgW method, the maximum number of iterations is We add all points with unknown species labels to each species, using membership weights that are proportional to the fitted intensities. (Middle) Method Loop grW function. We add all points with membership probabilities greater than a threshold δ max , then we decreases from that value to a minimum of δ min by increments of δ step . (Right) Method Loop hgW function. We add the a points with highest membership probabilities to each species, increasing the number a from 1 to N K .
Mixture of PPMs method
142
The four mixture algorithms can be fitted by maximizing a log-likelihood function and reclassifying the 143 locations with uncertain identity using an EM algorithm framework. The algorithm proceeds as follows: neighbor of species i, for all K species. We calculate the membership probability of location s 148 for species i using:
• For the kmeans method, we define ω i (s) as in (4) but define z i (s) as
where d C i (s) is the distance to the i th centroid of the i th cluster.
152
• For the random method, we define ω i (s) as in (4) and z i (s) is drawn randomly from a 153 uniform distribution:
• For the equal method, we assign equal membership probabilities for the locations with 155 uncertain identity:
Regardless of the initialization method, the sum of membership probabilities across the all species is 157 equal to 1 for all points. 5. E step: We first get the predicted values of each species at the locations s ∈ {s ∪ u} and calculate 164 the predicted intensity of the mixture of K densities using:
where f i (s) is the density at location s for the i th component and π i is the mixing proportion or 166 weight of the i th species in the mixture. 6. We calculate new membership probabilities for each unknown point of u using:
where µ i (s) is the intensity of the i th species at location s ∈ s . For the observations s with known 169 labels, the membership probabilities are set to 1 for the correct species label and 0 otherwise. 7. M step: Classify the locations in u to belong to one of the K species. 9. Calculate the model log likelihood using:
10. Repeat steps 4-9 until we achieve likelihood convergence, defined as follows:
where h (β) is the log-likelihood at the h th iteration and is a pre-specified tolerance level. 
Simulation data
180
To compare the performance of the different algorithms, we simulated patterns t 1 , t 2 , and t 3 of individuals some i, j ∈ {1, 2, 3})
188
• Case 2: no two species have highly correlated distributions (|ρ i,j | < 0.45 for all i, j ∈ {1, 2, 3})
189
We chose these values for abundances as they would be small enough such that potential value of adding 190 points with unknown species identities could be investigated, and we chose these cutoffs for correlation to 191 create clearly distinguishable contexts.
192
We then created locations with unknown labels u by hiding uniformly at random a certain proportion of 193 the total observations (20%, 50% and 80%). The locations in t 1 , t 2 , and t 3 that retained their true species
194
identities therefore became the simulated point patterns s 1 , s 2 , and s 3 with known species identities.
195
Simulations were conducted using the version 3.4.2 of R (R Core Team, 2017) and used high performance with a residual sum of squares (RSS).
where ω i (s) is the final membership probability for location s for the correct species i computed using 
where N is the number of observations with uncertain species identities.
212
We also considered measures that compare the true distribution from which we generate the points to 
217
Another global measure of predictive performance of the intensity estimates is the Integrated Mean Square
218
Error (IMSE) (Swanepoel, 1988; Es, 1997) . The function is defined as:
intensities to be able to compare each methods even if different number of points are considered and 221 compute the IMSE using the values of the true and predicted intensities at the quadrature points q, and 222 sum across the 3 species.
223
Results
224
Here we present the results of the simulations, with more detailed results appearing in the Appendix. observations. With regard to predictive performance, the Loop grW method appears to have the greatest 241 performance when measured by IMSE and sumcor, particularly for 50% and 80% of hidden observations.
242
The Loop hgW method performs comparably to the individual PPM method, although its preformance 2.8 sumcor 
Similar abundances and correlated distributions 251
In Figure 5 , we consider similar abundances (m 1 = 33, m 2 = 34 and m 3 = 35) and where two distributions and medians across all performance measures for this context.
271
With 80% of hidden observation as shown in Figure 8 , the Loop hgW method for species 1 and 3 and the
272
Loop grW method for species 2 and 3 are the closest to the initial process. the same trends, as shown in Figure 9 : the knn method is the worst method for relabeling performances 276 and the only one not doing as well as the individual method for 50% and 80% of hidden observations.
277
As in previous contexts, the Loop grW method shows the best predictive performance, with the Loop 278 hgW method being competitive with the individual PPM method, and the knn method having higher 279 IMSE than the other methods when 80% of the observations are hidden. Tables 7 and 8 in the Appendix   280 contain the mean and median value for all performance measures.
281
The predicted intensities show the methods LgrW and knn being the closest to the initial process, as 282 shown in Figure 10 . 
Loop grW method
290
For the Loop grW method we tested different parameters: 
Loop hgW method
311
In the Loop hgW method, we vary the number of points a added at each iteration. In Figure 15 , we can 312 see that there is no variation in performances when the number of added points a increases. The results for the other combination of abundances and correlation are showed in the Appendix.
314
Discussion
315
In this article, we present a new modelling tool in R that aims to incorporate the observed locations 316 with unknown species identities to improve species distributions. These tools accommodate two ways of 317 reclassifying information using mixture modelling and the machine learning framework with 7 different 318 initialization methods. We tested our algorithms in different contexts where we vary the abundances of 319 our species (similar or different), the correlation between them (two distribution are correlated or none are 320 correlated) and the proportion of unknown species identities (20%, 50% and 80%). The different methods
321
were compared to the individual method which ignores locations with unknown species identities to see 322 whether the proposed algorithms allow us to fit distributions that are closer to the initial processes.
323
In the results we presented the three best methods. They showed varying performance depending on 
331
The other methods (kmeans, random, equal and normal) not presented previously in the results are 332 presented in the Appendix. They show relatively worse performance across all measures, although at 333 times, the normal loop method is competitive with the individual PPM and the Loop hgW methods. We 334 note that this method performs slightly better when the distributions are correlated.
335
We have noticed differences in performance, that are more significant when we increase the proportion 336 of observations with hidden labels. While at 20% of hidden observations, all methods performed fairly 337 similarly, at 50% and 80% of hidden observations, the loop grW method in particular showed the best 338 predictive performances regardless of differences in abundance and correlation among species distributions.
339
For this method, only the points with the highest membership probabilities are added. We set the 340 maximum and minimum thresholds at δ max = 0.5 and δ min = 0.1 and a step size of δ step = 0. 
