Abstract. Under some conditions, a blowup result is proved for the solution u of: u,-zXu-lVul/lul'-u, t>0, u(t,x)=O, t>0, x6F, u(0, x) ,(x), x a.
1. Introduction. In this paper we study the solution of the following semilinear parabolic problem:
ut=Au-]Vulq+lulp-lu, t>0, XEa, (1.1) u(t,y)=O, t>0, yEF, u(O,x)=(x), xe.
Here 12 c R N is a bounded domain with smooth boundary F, u u(t, x), A and V apply only to the spatial variables, and p > 1 and q > 1 are fixed (finite) parameters. Our main goal is to show that under appropriate conditions on q, p, and n, there exists a suitable initial value so that the corresponding solution of (1.1) blows up in a finite time.
In the case where there is no gradient term, i.e., ut=Au+ltllP-ltt, t>O, (1.2) u(t,y)=O, t>0, yF, u(O,x)=(x), xea, the following result due to Levine [35] has been known for some time (see also Ball [2] We remark that local existence of solutions for (1.2) follows by standard iteration methods (see, for example, Segal [28] ) on the Banach space Co(O). Thus, if the existence time T of the maximal solution to (1.2) is finite, i.e., if the solution blows up in finite time T, then limt_ T
In the past few years, a great deal of work has been done to study the precise behavior of solutions to (1.2) as approaches the finite blowup time (see [3] , [12] , 14]- [ 16] , [24] , [25] , [29] , [32] , [33] [4] [5] [6] [7] [8] , [12] , [22] , [23] , [30] ).
We are naturally led to consider more general parabolic problems of the form (1.4) U Au +f(u, Vu).
To our knowledge, there has not been much study of solutions to equations of the form (1.4) that blow up in finite time. ( For an example, see [11] .) Moreover, we are not aware of any finite-time blowup results that would apply to (1.1) . Furthermore [2] . We have attempted to write 3 so that it is, at least formally, independent of the technicalities of 2. In 4 we begin the study of (1.5) For the energy arguments in the next section we need not only u(t)_>-0, but also u'(t) _>-0, throughout the trajectory. To prove this with the weak maximum principle methods of previous proof, we need some higher-order regularity in t. We begin with the following lemma. Its proof is modeled on the proof of Theorem 3 in [20] . et-S)aw(s) as.
Since w "s= D(v--A), the domain of in L (see [26] , [27] (2.5) . Suppose first that 1 < q < 2p/ p + l and that l < p < n + 2 / n 2 (l<p<oo if n=l or 2). If dp W 2"s is a solution of (1.5) Now we let f BR----{x R n" Ixl < R}, and we look for solutions of (1.5) on BR.
In fact we are going to look for radially symmetric solutions of (1.5). This is not a genuine restriction, because the techniques of [13] can be used to show that any solution of (1.5) in B R must be radially symmetric. We are therefore led to consider the following initial value problem:
) is a solution of (4.2) with u(r)>0 for 0-<r<R and u(R)=0, then u(Ixl) is the desired solution of (1.5). (Note that, for the rest of the paper, we will no longer be directly concerned with problem (1.1). Thus, the letter "u" will henceforth be used to denote solutions of (4. This proves (ii). Thus, the only way we can have limr_ u'(r)= 0 is if u 0. This completes the proof of (iii). For a fixed A > 0, we denote the first zero of the solution to (4.2) by z(a). We set the convention that z(a)= in case u(r)>0 for all r>=0. Thus, the solution u(r) of (4.2) yields the desired solution of (1.5) precisely if z(a)= R. This certainly motivates studying the function z(a). It is well known that since p < (n + 2)/(n 2), such a v cannot exist. This is proved on pp. 293-294 of [33] in the case A 1. (See also [18, Prop. 3.9] .) The same arguments work for any A > 0, or else A can be scaled away by multiplying v by a suitable factor. This proves (4.7), and hence (4.8) .
We now turn to the case q 2p/(p+ 1). (4.2) with n 1, we have that (4.14) holds with k 1. Thus (4.15) holds with k-1. Since A -> [2/(p+ 1)]p, it follows that u"(r)<-O for r>0. This is impossible because u'(r) <0 and u(r) > 0 for r > 0.
The result in Proposition 4.9 is already enough to give us a solution of (1. (ii) If q > 2p/(p + 1 and in case n >-3) p < n + 2)/ (n 2), then for R > R (A), there is at least one regular solution of (1.5) on BR.
(iii) If q > p and (in case n >= 3) p < (n + 2)/(n 2), then for R R (A), there is at least one regular solution of (1.5) on B; and for R > R (A ), there are at least two regular solutions of (1.5) on B.
We next focus our attention on the case q= 2p/(p+ l). This is particularly interesting since it is the critical value for both the energy arguments in 3 and the scaling argument in (the proof of) Proposition 4.6. If n-->3 and p>=n/(n-2), then the right-hand side of (5.6) is nonnegative. In this case, since q=2p/(p+ 1)<p, a positive solution k to (5.6) can always be found.
Suppose instead either n 1, 2 or in the case where n->3, p < n/(n-2), so the right-hand side of (5.6) is negative. Then a positive solution k of (5.6) Proof In dimension n 1 there is a particularly easy and elegant proof, which we present first. Suppose a C 2 solution b of (1.5) exists in dimension n 1. Let U(r) be the solution of (5.5) given by (5.4) with n 1. (Recall A -< Ap.a.) Set /5=sup {p R" the graph of qb(r-p) does not touch the graph of U(r)}. Clearly, /SeR. Also, the graphs of b(r-/) and U(r) touch at some point ro, i. (We have used the fact that (p+ 1)q/2=p.) Now G'(ro)>=O, u'(ro) <0, and u(ro)> 0.
Consequently, we must have f(y)< 0. Since , > 0 was arbitrary, this must be true for all 7 > 0. A straightforward calculation of the extreme points for f(y) shows that we must have A > A,,a. This proves the proposition.
