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CHTOUCAS RESTREINTS POUR LES GROUPES RÉDUCTIFS
ET PARAMÉTRISATION DE LANGLANDS LOCALE.
ALAIN GENESTIER ET VINCENT LAFFORGUE
Soit K un corps local d’égales caractéristiques, OK son anneau d’entiers, πK
une uniformisante et k son corps résiduel. Soit ℓ un nombre premier ne divisant
pas ♯k. Soit E une extension finie de Qℓ contenant une racine carrée de ♯k. On
note OE son anneau d’entiers et λE une uniformisante.
Soit G un groupe réductif sur K. Sauf dans le paragraphe 8, on le suppose
déployé car cela simplifie les énoncés et les démonstrations. Le cas non déployé,
qui ne nécessite pas d’idée nouvelle mais entraîne des notations plus compliquées,
fait l’objet du paragraphe 8.
Un sous-groupe compact ouvert U de G(K) est dit d’ordre premier à ℓ si c’est
le cas de tous ses quotients finis. Une structure entière sur une représentation E-
linéaire lisse admissible H de G(K) est la donnée pour tout sous-groupe compact
ouvert U d’ordre premier à ℓ d’une OE-structure H
U
OE
sur le E-espace vectoriel
de dimension finie HU , de sorte que
— pour tout U , HUOE est stable par Cc(U\G(K)/U,OE) (dont l’action est nor-
malisée pour que 1U agisse par l’identité),
— pour tous U ′ ⊂ U , on a HUOE = H
U ′
OE
∩HU .
On dira qu’une représentation lisse admissible est entière si elle admet une struc-
ture entière.
On note Ĝ le groupe dual de Langlands de G, considéré comme un groupe
réductif connexe déployé défini sur OE (et donc a fortiori sur E).
Pour énoncer la compatibilité local-global, on rappelle le cadre de [Laf12].
Soit Fq un corps fini, X une courbe projective lisse géométriquement irréduc-
tible sur Fq, FX son corps des fonctions, A ses adèles, N un sous-schéma fini de
X et Ξ un sous-groupe discret cocompact de ZG(FX)\ZG(A) (où ZG désigne le
centre de G). On rappelle que [Laf12] fournit une décomposition canonique de
Cc(KN\G(A)/KN ,Qℓ)-modules
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) =
⊕
σ
Hσ,(0.1)
où la somme directe dans le membre de droite est indexée par des paramètres de
Langlands globaux, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de morphismes
σ : Gal(FX/FX) → Ĝ(Qℓ) définis sur une extension finie de Qℓ, continus, semi-
simples et non ramifiés sur X rN .
On montre dans cet article la paramétrisation de Langlands locale à semi-
simplification près, et la compatibilité local-global. Plus précisément on montre
le théorème suivant.
Date: 7 août 2018.
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Théorème 0.1. Il existe une application
π 7→ σπ(0.2)
— de l’ensemble des classes d’isomorphismes de représentations lisses admis-
sibles et irréductibles de G(K) définies sur une extension finie de Qℓ et
entières,
— vers l’ensemble des classes d’isomorphismes de paramètres de Langlands
locaux semi-simples, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de mor-
phismes σ : Gal(K/K) → Ĝ(Qℓ) définis sur une extension finie de Qℓ,
continus et semi-simples
qui est déterminée de manière unique par les deux propriétés suivantes :
a) σπ ne dépend que du caractère par lequel le centre de Bernstein agit sur
π, et en dépend “algébriquement” au sens du théorème 1.1 ci-dessous,
b) cette application est compatible avec la paramétrisation globale construite
dans [Laf12], au sens suivant.
Soient Fq, X,N,Ξ comme ci-dessus. Alors pour toute représentation π =
⊗
πv
de G(A) telle que πKN apparaisse dans Hσ (dans (0.1) ci-dessus), pour toute place
v de X on a égalité entre
— le paramètre local σπv obtenu en appliquant (0.2) avec K égal au complété
Fv de FX en v,
— le semi-simplifié de la restriction de σ à Gal(Fv/Fv).
De plus cette application π 7→ σπ s’étend de façon unique en une application
— de l’ensemble des classes d’isomorphismes de représentations lisses admis-
sibles et irréductibles de G(K) définies sur une extension finie de Qℓ (pas
nécessairement entières)
— vers l’ensemble des classes d’isomorphismes de paramètres de Weil locaux
semi-simples, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de morphismes
σ : Weil(K/K)→ Ĝ(Qℓ) définis sur une extension finie de Qℓ, continus et
semi-simples
vérifiant a) ci-dessus.
Cette application est compatible à l’induction parabolique au sens suivant. Si
P est un sous-groupe parabolique de G, de quotient de Levi M , et si τ est une
représentation lisse, admissible et irréductible de M(K) définie sur une extension
finie de Qℓ, et π est un sous-quotient irréductible de la représentation induite
compacte Ind
G(K)
P (K) τ (avec la normalisation unitaire), alors σπ est conjugué à la
composée Weil(K/K)
στ−→ M̂(Qℓ)→ Ĝ(Qℓ).
Enfin elle est compatible aux cas triviaux de fonctorialité. Soit G′ un groupe
réductif déployé sur K et Υ : G → G′ un morphisme de groupes sur K dont
l’image est un sous-groupe distingué de G′. On en déduit LΥ : Ĝ′ → Ĝ. Alors
pour toute représentation lisse admissible irréductible π de G′(K), le centre de
Bernstein de G(K) agit sur π par un caractère dont le paramètre local associé
par (0.2) et a) ci-dessus est LΥ ◦ σπ.
On montrera dans le paragraphe 7 qu’on peut en déduire une théorie complète
des facteurs γ.
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Dans [Li18], Wen-Wei Li a montré que le paramètre local d’une représentation
et celui de sa contragrédiente se déduisent l’un de l’autre par une involution de
Cartan du groupe dual.
Dans le cas où G = GLr, ce théorème était déjà connu par Laumon-Rapoport-
Stuhler [LRS93] et le corollaire VII.5 de [Laf02a] pour la compatibilité local-global
(qui dans le cas de GLr est vraie sans semi-simplification). En particulier pour
GL1, π 7→ σπ est la théorie du corps de classe local. Par ailleurs la construc-
tion des facteurs γ avait déjà été faite dans de nombreux cas par des méthodes
de Langlands-Shahidi [HL11, HL13b, HL13a, GL15a, Lom15a, Lom16, Lom15b,
GL15b, HL17].
Remarque 0.2. En appliquant la dernière propriété du théorème à G′ = G×Gm
et Υ = (Id, χ) où χ : G → Gm est un caractère, on obtient la compatibilité de
π 7→ σπ au produit tensoriel de π par un caractère.
Remarque 0.3. Dans le théorème précédent (ou au moins dans sa généralisation
aux groupes non déployés qui sera expliquée dans le dernier paragraphe) on ne
peut pas espérer mieux que la compatibilité local-global à semi-simplification près.
En effet cela se voit déjà dans le cas des algèbres à division, comme nous l’ont fait
remarquer Guy Henniart et Ioan Badulescu : si D est une algèbre à division de
rang r, anisotrope en v, et π =
⊗
w πw est une forme automorphe pour D
× telle
que πv soit la représentation triviale, et σ est le paramètre de Langlands associé
à π par [Laf12], alors σ
∣∣
Gal(Fv/Fv)
— est semi-simple si π est la représentation triviale
— n’est pas semi-simple si π correspond par Jacquet-Langlands à une forme
automorphe cuspidale pour GLr dont la composante en v est la Steinberg.
La preuve utilise les champs de chtoucas restreints, qui sont des analogues en
égales caractéristiques des groupes de Barsotti-Tate tronqués, à ceci près que les
chtoucas restreints peuvent avoir plusieurs pattes. On possède aussi en égales ca-
ractéristiques une notion de chtoucas locaux (analogues aux groupes p-divisibles,
à ceci près qu’ils peuvent avoir plusieurs pattes). Nous avons utilisé dans cet
article les chtoucas restreints et non les chtoucas locaux car nous devons appli-
quer la théorie des cycles proches sur une base générale, due à Deligne, Laumon,
Gabber, Orgogozo, et elle n’a été écrite que dans un cadre algébrique. Dans des
travaux récents Fargues et Scholze considèrent le cas (beaucoup plus difficile)
de Qp et introduisent notamment le “champ” des G-torseurs sur la courbe de
Fargues-Fontaine, ainsi que des correspondances de Hecke sur ce champ. Ce qui
correspond pour nous à la courbe de Fargues-Fontaine en égales caractéristiques
est le disque formel épointé quotienté par l’action de Frobenius. Ce qui correspond
pour nous au “champ” des G-torseurs sur la courbe de Fargues-Fontaine en égales
caractéristiques est le “champ” des chtoucas locaux avec patte (non bornée) en
v, à isogénie près. Ce qui correspond pour nous aux correspondances de Hecke
(resp. des correspondances de Hecke itérées) est le “champ” des chtoucas locaux
avec patte (non bornée) en v et patte bornée (par une représentation de Ĝ) en
un point x du disque formel (resp. pattes bornées en un nombre fini de points
x1, ..., xn du disque formel), à isogénie près.
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1. Enoncé avec le centre de Bernstein et premières réductions
Soit U un sous-groupe ouvert compact de G(K) d’ordre premier à ℓ. On nor-
malise la structure d’algèbre sur Cc(U\G(K)/U,E) pour que 1U soit une unité.
Alors Cc(U\G(K)/U,OE) est une OE-algèbre.
On note ZU le centre de Cc(U\G(K)/U,E), ZU,OE le centre de
Cc(U\G(K)/U,OE) et ẐU,OE son complété ℓ-adique, muni de la topolo-
gie ℓ-adique. Pour U ′ ⊂ U on a des morphismes naturels de OE-algèbres
ZU ′ → ZU ,ZU ′,OE → ZU,OE et ẐU ′,OE → ẐU,OE(1.1)
donnés par f 7→ f ⋆ 1U , et on note
Z = lim
←−
U
ZU ,ZOE = lim←−
U
ZU,OE et ẐOE = lim←−
U
ẐU,OE .
On munit ẐOE de la topologie limite projective des topologies ℓ-adiques sur
ẐU,OE . Toute représentation E-linéaire lisse admissible irréductible ρ de G(K)
fournit des caractères χU,ρ : ZU → E pour U assez petit, et ceux-ci sont com-
patibles avec les morphismes (1.1), donc ils déterminent un caractère Z → E. Si
de plus ρ est entière, elle fournit des caractères χU,ρ : ẐU,OE → OE pour U assez
petit, et ceux-ci sont compatibles avec les morphismes (1.1), donc ils déterminent
un caractère ẐOE → OE . On notera Z
G et ẐG
OE
quand on voudra spécifier G.
Le théorème 0.1 va résulter du théorème suivant. On considère le quotient gros-
sier Ĝ\ĜI/Ĝ (où les actions de Ĝ à gauche et à droite se font par multiplication
diagonale) comme un schéma défini sur OE .
Théorème 1.1. On possède
— pour tout groupe G comme ci-dessus,
— pour tout ensemble fini I,
— pour toute fonction f sur le quotient grossier Ĝ\ĜI/Ĝ définie sur OE,
— et pour tout I-uplet (γi)i∈I d’éléments de Weil(K/K),
un élément zI,f,(γi)i∈I ∈ ẐOE (aussi noté z
G
I,f,(γi)i∈I
∈ ẐG
OE
quand on veut préciser
G), qui vérifie les propriétés suivantes :
(i) pour tout I et (γi)i∈I ∈Weil(K/K)
I ,
f 7→ zI,f,(γi)i∈I
est un morphisme de OE-algèbres commutatives O(Ĝ\Ĝ
I/Ĝ)→ ẐOE ,
(ii) pour toute application ζ : I → J , toute fonction f ∈ O(Ĝ\ĜI/Ĝ) et
tout (γj)j∈J ∈Weil(K/K)
J , on a
zJ,fζ ,(γj)j∈J = zI,f,(γζ(i))i∈I
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où f ζ ∈ O(Ĝ\ĜJ/Ĝ) est définie par
f ζ((gj)j∈J) = f((gζ(i))i∈I),
(iii) pour tout f ∈ O(Ĝ\ĜI/Ĝ) et (γi)i∈I , (γ
′
i)i∈I , (γ
′′
i )i∈I ∈Weil(K/K)
I on
a
zI∪I∪I,f˜ ,(γi)i∈I×(γ′i)i∈I×(γ′′i )i∈I
= zI,f,(γi(γ′i)−1γ′′i )i∈I
où I ∪ I ∪ I est une réunion disjointe et f˜ ∈ O(Ĝ\ĜI∪I∪I/Ĝ) est définie par
f˜((gi)i∈I × (g
′
i)i∈I × (g
′′
i )i∈I) = f((gi(g
′
i)
−1g′′i )i∈I).
(iv) pour tout I et tout f , le morphisme
Weil(K/K)I → ẐOE , (γi)i∈I 7→ zI,f,(γi)i∈I(1.2)
est continu, c’est-à-dire que pour tout U l’image de zI,f,(γi)i∈I dans ẐU,OE
(qui est muni de la topologie OE-adique) dépend continûment de (γi)i∈I ,
(v) pour Fq, X,N,Ξ comme ci-dessus, pour toute place v de X, en pre-
nant K = Fv, et pour tout plongement FX ⊂ K (d’où Weil(K/K) ⊂
Gal(FX/FX)) et pour I, f, (γi)i∈I comme ci-dessus, l’opérateur d’excursion
SI,f,(γi)i∈I de [Laf12] agit sur C
cusp
c (BunG,N(Fq)/Ξ,OE) par multiplication
par zI,f,(γi)i∈I ,
(vi) si M est un sous-groupe de Levi de G, f et (γi)i∈I sont comme ci-
dessus, et fM désigne la fonction sur M̂\M̂ I/M̂ composée de f avec le
morphisme M̂\M̂ I/M̂ → Ĝ\ĜI/Ĝ, alors pour toute représentation lisse
admissible irréductible entière τ de M(K), Ind
G(K)
P (K) τ est une représenta-
tion lisse admissible entière de G(K) et zGI,f,(γi)i∈I agit sur Ind
G(K)
P (K) τ par un
scalaire égal au scalaire par lequel l’élément zMI,fM ,(γi)i∈I ∈ Ẑ
M
OE
agit sur τ .
L’opérateur d’excursion global mentionné dans (v) est à coefficients dans OE .
Un tel opérateur est construit dans le chapitre 13 de [Laf12].
Remarque 1.2. Une question importante est la stabilité (en tant que distribu-
tions) des éléments construits dans le centre de Bernstein. On renvoie à [BKV15]
pour une présentation du problème et des résultats partiels. En fait, comme
nous l’expliquerons dans le dernier paragraphe, les constructions de cet article
s’étendent au cas des groupes non déployés. Plus précisément, si G est un groupe
réductif sur K, et LG désigne son L-groupe (local), pour I, (γi)i∈I comme ci-
dessus et toute fonction f sur Ĝ\(LG)I/Ĝ définie sur OE , nous construirons des
éléments zG
′
I,f,(γi)i∈I
dans les centres de Bernstein de toutes les formes intérieures
G′ de G. Cela permet de formuler une conjecture plus forte, à savoir que la fa-
mille de ces éléments zG
′
I,f,(γi)i∈I
associés à toutes les formes intérieures G′ de G
est stable (c’est-à-dire que les valeurs de ces distributions sont les mêmes en
des éléments réguliers semi-simples conjugués dans G(K)). Nous ne savons pas
montrer la conjecture sous cette forme. Cependant nous espérons montrer que
pour toute tour d’espaces de Rapoport-Zink basiques les éléments zGI,f,(γi)i∈I et
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zJI,f,(γi)i∈I des centres de Bernstein des formes intérieures G et J agissent de la
même façon sur la cohomologie. Or les conjectures de Kottwitz (cf [RV14] pour
un exposé introductif dans le cas particulier des représentations minuscules) im-
pliqueraient que les foncteurs de Fargues-Mantovan (qui, en notant H∗c (M
U) la
cohomologie à support compact de l’espace de Rapoport-Zink en niveau U , asso-
cient à une représentation lisse admissible ρ de J(K) les représentations de G(K)
sur lim
−→U
Ext∗J(K)(H
∗
c (M
U), ρ)) agissent de façon transitive sur les L-paquets. Les
L-paquets sont considérés ici au sens de Vogan, étendu par Kottwitz et Kaletha,
c’est-à-dire qu’ils sont formés de représentations de toutes les “formes intérieures
pures étendues” de G, autrement dit de tous les groupes J comme ci-dessus (c’est-
à-dire les groupes d’automorphismes des G-isocristaux basiques). On peut donc
considérer la propriété ci-dessus comme un énoncé de stabilité pour la famille des
zG
′
I,f,(γi)i∈I
dans les centres de Bernstein des formes intérieures pures étendues G′
de G. Par ailleurs il est bien connu que si le centre de G est connexe toute forme
intérieure est pure étendue, et que tout groupe G admet une extension centrale
dont le centre est connexe.
Démonstration du théorème 0.1 en admettant le théorème 1.1. On utilise
les résultats de Richardson [Ric88], plus précisément on applique la proposition
11.7 de [Laf12] avec Γ = Weil(K/K) pour tout caractère entier du centre de Bern-
stein ẐOE . En effet un tel caractère se factorise par ẐU,OE pour un certain U et est
automatiquement continu pour la topologie ℓ-adique. Tout σ ainsi construit est
défini sur OE (quitte à élargir l’extension finie E de Qℓ), c’est-à-dire que pour tout
n-uplet (γ1, ..., γn) d’éléments de Weil(K/K), l’image de (σ(γ1), ..., σ(γn)) dans le
quotient grossier Ĝn/ Ĝ est définie sur OE . On déduit de la construction de σ four-
nie dans la démonstration de la proposition 11.7 de [Laf12] que, quitte à augmen-
ter E, on peut conjuguer σ pour que son image soit incluse dans Ĝ(OE). Comme
Ĝ(OE) est profini, σ se factorise par le morphisme Weil(K/K) → Gal(K/K).
On a donc obtenu l’application π 7→ σπ dans le cas des représentations entières,
et vérifié a) et b). La compatibilité avec l’induction parabolique dans le cas des
représentations entières résulte du (vi) du théorème 1.1. On en déduit que π 7→ σπ
s’étend à toutes les représentations (pas nécessairement entières). En effet toute
supercuspidale ayant un caractère central entier admet une structure entière (et
donc toute supercuspidale peut s’écrire comme le produit d’un caractère et d’une
supercuspidale admettant une structure entière, voir [Li18] pour plus de détails).
Donc connaissant π 7→ σπ pour les supercuspidales entières on l’étend à toutes
les supercuspidales, puis à toutes les représentations en forçant la compatibilité
à l’induction et comme cette compatibilité était connue pour les représentations
entières, l’application π 7→ σπ ainsi obtenue étend celle déjà construite dans le
cas entier. L’unicité de π 7→ σπ vient de la compatibilité local-global (grâce au
lemme 1.4 ci-dessous). L’application étendue vérifie a) et est compatible avec l’in-
duction parabolique. Enfin la compatibilité aux cas triviaux de fonctorialité vient
de l’énoncé analogue dans le cas global (proposition 12.5 de [Laf12]). 
Le théorème 1.1 va lui-même résulter de la proposition suivante (et de son
renforcement dans la proposition 1.7).
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Soit s un entier et N un niveau. Dans la suite de l’article on notera
Ccuspc (BunG,N(Fq)/Ξ,OE/λ
s
EOE) l’image de C
cusp
c (BunG,N(Fq)/Ξ,OE) dans
Cc(BunG,N(Fq)/Ξ,OE/λsEOE).
Soient I un ensemble fini, f une fonction sur le quotient grossier Ĝ\ĜI/Ĝ définie
sur OE/λ
s
EOE et (γi)i∈I un I-uplet d’éléments de Weil(K/K). On rappelle que
dans le paragraphe 13 de [Laf12] on a défini l’opérateur d’excursion SI,f,(γi)i∈I ∈
End(Ccuspc (BunG,N(Fq)/Ξ,OE/λ
s
EOE)).
Pour tout entier m on note
Um := Ker(G(OK)→ G(OK/π
m
KOK)).(1.3)
Proposition 1.3. Pour toute donnée
— d’un ensemble fini I,
— d’un entier s,
— d’une fonction f sur le quotient grossier Ĝ\ĜI/Ĝ définie sur OE/λ
s
EOE,
— d’un I-uplet (γi)i∈I d’éléments de Weil(K/K),
— d’un entier m assez grand pour que Um soit d’ordre premier à ℓ,
il existe un élément
zm,s,I,f,(γi)i∈I ∈ Cc(Um\G(K)/Um,OE/λ
s
EOE)
dépendant continûment de (γi)i∈I tel que pour Fq, X,Ξ comme ci-dessus,
pour toute place v de X, en prenant K = Fv, et pour tout plongement
FX ⊂ K (d’où Weil(K/K) ⊂ Gal(FX/FX)) et pour tout sous-schéma
fini Nv de X r v, l’opérateur d’excursion SI,f,(γi)i∈I de [Laf12] agit sur
Ccuspc (BunG,Nv+mv(Fq)/Ξ,OE/λ
s
EOE) par convolution à droite par zm,s,I,f,(γi)i∈I .
La preuve de cette proposition (ou plus précisément de son renforcement dans
la proposition 1.7 ci-dessous) occupera l’essentiel de l’article (du paragraphe 2 au
paragraphe 6).
Lemme 1.4. Soit Fq, X,Ξ comme ci-dessus, et v une place de X. On note K =
Fv. Soit m un entier et Um le sous-groupe ouvert compact de G(K) défini dans
(1.3). Soit h ∈ Cc(Um\G(K)/Um,OE/λ
s
EOE) non nul. Alors il existe un niveau
Nv en dehors de v et une extension finie E ′ de E tels que l’action de h sur
Ccuspc (BunG,Nv+mv(Fq)/Ξ,OE′/λ
s
EOE′) soit non nulle.
Démonstration. On fixe une autre place v′ (distincte de v). On note G(Fv′)0 le
sous-groupe distingué de G(Fv′) engendré par ses sous-groupes ouverts compacts
(c’est aussi le noyau du morphisme universel de G(Fv′) vers un Z-module libre
de type fini). On fixe une représentation πv′ supercuspidale de G(Fv′)
0, définie
sur E ′ extension finie de E. On fixe m′ tel que cette représentation ait au
moins un vecteur non nul invariant par U ′m′ (le sous-groupe ouvert compact
de G(Fv′) défini comme dans (1.3)). On note h
′ ∈ Cc(U
′
m′\G(Fv′)
0/U ′m′ , E
′)
un coefficient de matrice non nul de cette représentation, qui est à support
compact. On normalise h′ pour qu’il prenne ses valeurs dans OE′ mais que sa
réduction modulo l’uniformisante λE′ de OE′ soit non nulle. Enfin on choisit
un niveau Nv,v
′
en dehors de v et v′ tel que, en notant Kv,v
′
⊂
∏
w 6=v,v′ G(Fw)
le sous-groupe ouvert compact correspondant à Nv,v
′
, les translatés de
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Kv,v
′
supp(h) supp(h′) par G(F )Ξ soient deux à deux disjoints. La série
de Poincaré correspondante g 7→
∑
γ∈G(F )Ξ(1Kv,v′hh
′)(γg) est alors non
nulle dans Ccuspc (BunG,Nv,v′+mv+m′v′(Fq)/Ξ,OE′/λ
s
EOE′). Or c’est l’image par
multiplication par h de la série de Poincaré g 7→
∑
γ∈G(F )Ξ(1Kv,v′1Umh
′)(γg)
dans Ccuspc (BunG,Nv,v′+mv+m′v′(Fq)/Ξ,OE′/λ
s
EOE′). 
Démonstration du théorème 1.1 (sauf l’assertion (vi)) en admettant la
proposition 1.3. D’abord zm,s,I,f,(γi)i∈I est déterminé de manière unique par la
compatibilité avec le global (grâce au lemme 1.4 et au fait que le niveau Nv en
dehors de v est arbitraire). On en déduit qu’il est central (puisque les opérateurs
d’excursion globaux commutent avec les opérateurs de Hecke en v), compatible
avec la limite sur s et m. On note zI,f,(γi)i∈I ∈ ẐOE l’élément obtenu par limite sur
s et m. On en déduit que zI,f,(γi)i∈I vérifie toutes les propriétés du théorème 1.1,
sauf la propriété (vi) (car les mêmes propriétés sont vérifiées par les opérateurs
d’excursion globaux, d’après [Laf12]). 
Remarque 1.5. On s’attend à ce que le support de zm,s,I,f,(γi)i∈I ne dépende pas
de s (voir la remarque 6.3). En revanche il est clair que le support de zm,s,I,f,(γi)i∈I
augmente avec m (puisqu’à la limite on obtient un élément du centre de Bern-
stein).
Remarque 1.6. La proposition 1.3 généralise le lemme 6.11 de [Laf12]. Plus
précisément le lemme 6.11 correspond au cas particulier où en notant V une re-
présentation de Ĝ, I = {1, 2}, f(x1, x2) = TrV (x1x
−1
2 ), (γ1, γ2) = (Frobv, 1), et
enfin Um = G(OK) (en oubliant la condition qu’il doit être d’ordre premier à ℓ,
que l’on a imposée ici plus par commodité que par nécessité). En fait dans ce cas
particulier la proposition 6.2 de [Laf12] montre que zI,f,(γi)i∈I est égal en niveau
sphérique à l’élément hV,v de l’algèbre de Hecke sphérique associé par l’isomor-
phisme de Satake à V . Bien évidemment on ne possède pas en général une telle
formule explicite pour zI,f,(γi)i∈I . En niveau Iwahori on devrait pouvoir faire le
lien avec les fonctions traces de Frobenius sur les faisceaux pervers construits par
Gaitsgory dans [Gai01]. Cependant cela ne fournirait pas de résultat supplémen-
taire dans le cas déployé car le centre en niveau Iwahori est isomorphe au centre
en niveau sphérique.
Le reste de ce paragraphe est consacré à la preuve de l’assertion (vi) du théo-
rème 1.1.
On a considéré précédemment l’opérateur d’excursion SI,f,(γi)i∈I ∈
End(Ccuspc (BunG,N(Fq)/Ξ,OE/λ
s
EOE)). On va considérer une extension partiel-
lement définie de cet opérateur à Cc(BunG,N(Fq)/Ξ,OE/λsEOE), dépendant de
choix supplémentaires. On note ηX = Spec(F ) et comme dans [Laf12], on choisit
un point géométrique ηIX au-dessus du point générique η
I
X de X
I et une flèche
de spécialisation sp : ηIX → ∆(ηX). On choisit un relèvement de (γi)i∈I en un
élément δ ∈ FWeil(ηI , ηI) (voir le paragraphe 8 de [Laf12] pour la définition
de ce groupe). On choisit une représentation de ĜI sur un OE/λ
s
EOE-module
libre de type fini W et x ∈ W et ξ ∈ W ∗ invariants par l’action diagonale
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de Ĝ tels que f soit égale au coefficient de matrice (gi)i∈I 7→ 〈ξ, (gi)i∈I · x〉.
Soit φ ∈ Cc(BunG,N(Fq)/Ξ,OE/λsEOE). On dit que φ est dans le domaine de
définition de
SI,W,x,ξ,sp,δ : Cc(BunG,N(Fq)/Ξ,OE/λ
s
EOE))→ Cc(BunG,N(Fq)/Ξ,OE/λ
s
EOE))
(1.4)
et que φ′ ∈ Cc(BunG,N(Fq)/Ξ,OE/λ
s
EOE)) est son image si, avec les notations du
paragraphe 9 de [Laf12], il existe ψ ∈ lim
−→µ
H
0,≤µ,OE/λ
s
EOE
N,I,W
∣∣∣
∆(η)
tel que l’image de
φ par
Cc(BunG,N(Fq)/Ξ,OE/λ
s
EOE)
C
♯
x−→ lim
−→
µ
H
0,≤µ,OE/λ
s
EOE
N,I,W
∣∣∣
∆(η)
sp∗
−→ lim
−→
µ
H
0,≤µ,OE/λ
s
EOE
N,I,W
∣∣∣
ηI
δ
−→ lim
−→
µ
H
0,≤µ,OE/λ
s
EOE
N,I,W
∣∣∣
ηI
soit égale à sp∗(ψ) et que l’image de ψ par
lim
−→
µ
H
0,≤µ,OE/λ
s
EOE
N,I,W
∣∣∣
∆(η)
C♭ξ
−→ Cc(BunG,N(Fq)/Ξ,OE/λ
s
EOE)
soit φ′. Une variante à coefficients dans OE/λ
s
EOE de la remarque 9.2 de [Laf12]
implique que φ′ est unique s’il existe.
On a le renforcement suivant de la proposition 1.3
Proposition 1.7. Pour toute donnée
— d’un ensemble fini I,
— d’un entier s,
— d’une fonction f sur le quotient grossier Ĝ\ĜI/Ĝ définie sur OE/λ
s
EOE,
— d’un I-uplet (γi)i∈I d’éléments de Weil(K/K),
— d’un entier m assez grand pour que Um soit d’ordre premier à ℓ,
il existe un élément
zm,s,I,f,(γi)i∈I ∈ Cc(Um\G(K)/Um,OE/λ
s
EOE)
dépendant continûment de (γi)i∈I tel que pour Fq, X,Ξ comme ci-dessus, pour
toute place v de X, en prenant K = Fv, et pour tout plongement FX ⊂ K
(d’où Weil(K/K) ⊂ Gal(FX/FX)) il existe un choix de sp et de δ relevant (γi)i∈I
comme ci-dessus tel que pour tout sous-schéma fini Nv de X r v, SI,W,x,ξ,sp,δ soit
défini sur Cc(BunG,Nv+mv(Fq)/Ξ,OE/λ
s
EOE)) tout entier et égal à la convolution
à droite par zm,s,I,f,(γi)i∈I .
Remarque 1.8. Comme SI,W,x,ξ,sp,δ étend l’opérateur d’excursion SI,f,(γi)i∈I ∈
End(Ccuspc (BunG,N(Fq)/Ξ,OE/λ
s
EOE)), la proposition ci-dessus renforce la pro-
position 1.3. On a déjà vu que zm,s,I,f,(γi)i∈I est uniquement déterminé par la
propriété de la proposition 1.3 (et donc a fortiori par la propriété ci-dessus).
Comme on l’a déjà dit la preuve de cette proposition occupera l’essentiel de
l’article (du paragraphe 2 au paragraphe 6).
On continue à préparer la preuve de l’assertion (vi) du théorème 1.1.
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En général soient N, I,W, x, ξ, δ comme avant (1.4). Alors en notant CG,νP :
Cc(BunG,N(Fq)/Ξ,OE) → Cc(Bun
′,ν
M,N(Fq)/Ξ,OE) le morphisme terme constant
(comme dans [Xue17, Xue18]) on a un diagramme commutatif
Cc(BunG,N(Fq)/Ξ,OE/λsEOE)
SGI,W,x,ξ,sp,δ //
∏
C
G,ν
P
Cc(BunG,N(Fq)/Ξ,OE/λsEOE)
∏
C
G,ν
P∏
Cc(Bun
′,ν
M,N(Fq)/Ξ,OE/λ
s
EOE)
SMI,W,x,ξ,sp,δ //
∏
Cc(Bun
′,ν
M,N(Fq)/Ξ,OE/λ
s
EOE)
où SGI,W,x,ξ,sp,δ et S
M
I,W,x,ξ,sp,δ sont les opérateurs partiellement définis introduits
ci-dessus (les exposants G et M indiquent que le premier est pour G et le se-
cond pour M). Plus précisément le domaine de SMI,W,x,ξ,sp,δ contient l’image par∏
C
G,ν
P du domaine de S
G
I,W,x,ξ,sp,δ et les deux composées sont égales sur le do-
maine de SGI,W,x,ξ,sp,δ. Dans [Xue17, Xue18], Cong Xue a défini les morphismes
terme constant sur la cohomologie à support compact des champs de chtoucas,
la commutativité du diagramme ci-dessus résulte alors de leur compatibilité avec
les morphismes de création et d’annihilation.
Démonstration de l’assertion (vi) du théorème 1.1 en admettant la
proposition 1.7. On applique la commutativité du diagramme ci-dessus avec
un I-uplet (γi)i∈I d’éléments de Weil(K/K), N = N
v + mv, et un choix de
sp et de δ relevant (γi)i∈I comme dans la proposition 1.7. Alors les opérateurs
SGI,W,x,ξ,sp,δ et S
M
I,W,x,ξ,sp,δ sont définis partout et égaux à la convolution à droite
par des éléments zGm,s,I,f,(γi)i∈I et z
M
m,s,I,f,(γi)i∈I
des centres de Bernstein pour G et
M . On en déduit le diagramme commutatif
Cc(BunG,N(Fq)/Ξ,OE/λsEOE)
zG
I,f,(γi)i∈I //
∏
C
G,ν
P
Cc(BunG,N(Fq)/Ξ,OE/λsEOE)
∏
C
G,ν
P∏
Cc(Bun
′,ν
M,N(Fq)/Ξ,OE/λ
s
EOE)
zM
I,fM,(γi)i∈I //
∏
Cc(Bun
′,ν
M,N(Fq)/Ξ,OE/λ
s
EOE)
Quitte à diminuer le Levi M , il suffit de montrer (vi) pour τ supercuspidale.
On tord τ par un caractère entier générique de M(A) trivial sur M(FX) et sur Ξ.
On choisit m tel que (Ind
G(K)
P (K) τ)
Um 6= 0. On choisit Nv comme dans le lemme 1.4
appliqué à M (et à un sous-groupe discret cocompact de ZM(FX)\ZM(A) conte-
nant Ξ), de sorte que la contragrédiente τˇ de τ apparaît comme facteur en v
d’une représentation cuspidale pour M en niveau N , et la série d’Eisenstein as-
sociée à cette dernière représentation (dont le facteur en v est (Ind
G(K)
P (K) τˇ )
Um) est
non nulle, donc a un produit scalaire non nul avec Cc(BunG,N(Fq)/Ξ, E). D’après
la proposition 2.11 de [BD84], zGI,f,(γi)i∈I agit sur Ind
G(K)
P (K) τ par un scalaire, que
l’on note λ. Comme Ind
G(K)
P (K) τˇ est la représentation contragrédiente de Ind
G(K)
P (K) τ ,
tzGI,f,(γi)i∈I agit sur Ind
G(K)
P (K) τˇ par λ. Par l’adjonction entre séries d’Eisenstein et
morphismes terme constant, et la commutativité du diagramme ci-dessus, λ est
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aussi le scalaire par lequel tzMI,fM ,(γi)i∈I agit sur τˇ . C’est donc aussi le scalaire par
lequel zMI,fM ,(γi)i∈I agit sur τ et on a fini la preuve de (vi). 
2. Chtoucas restreints
On se donne un corps fini k de cardinal premier à ℓ, Y une courbe lisse (non
nécessairement projective) sur k, et v un point de Y défini sur k.
Remarque 2.1. Dans la comparaison entre local et global on aura un morphisme
Y → X induisant un isomorphisme de v sur son image. Autrement dit le rôle
de Y sera celui d’une localisation hensélienne de X au voisinage de v, avec la
condition supplémentaire que k = kv et que Y est définie sur k (pour localiser X
au sens hensélien en v il suffit de considérer de telles courbes Y et cette condition
supplémentaire simplifiera beaucoup la définition des chtoucas restreints sur Y ).
De plus OK est l’anneau des fonctions sur le complété de Y en v. On doit donc
considérer Y comme une algébrisation de OK qui permettra d’appliquer la théorie
des cycles proches de [Org06].
Notation 2.2. Dans toute la suite on considérera des morphismes de Frobenius
relatifs à Y sur k, ou bien relatifs à une courbe X sur Fq pour le lien avec le
global. Pour les distinguer, on convient que
— pour tout schéma S sur Fq, resp. k,
— et pour tout objet sur X ×Fq S, resp. Y ×k S (comme un G-torseur, un
diviseur),
on notera par un exposant τ , resp. σ à gauche l’image inverse de cet objet par
IdX ×FrobS, resp. IdY ×FrobS, où FrobS est relatif à Fq, resp. k.
Pour l’instant on ne considère que la courbe Y sur k donc les morphismes de
Frobenius sont relatifs à k et on utilise seulement la lettre σ.
Si y : S → Y est un morphisme sur k on considère aussi y comme un diviseur
(de Cartier) effectif de Y ×S relativement à S. On note Γy le graphe de y considéré
en tant que sous-schéma fermé de Y × S.
Pour tout diviseur D de Y ×S, on note σD = (IdY ×FrobS)
∗(D). On convient
que σy désigne y ◦ FrobS. En effet
σy est le diviseur de Y × S image inverse de y
par IdY ×FrobS, ce qui justifie la notation
σy.
Comme S n’est pas supposé parfait, σ
−1
y n’a pas de sens en tant que morphisme
de S vers Y . Pour tout entier a ∈ N on définit σ
−a
y comme le diviseur de Y × S
(effectif et relatif à S) image inverse de y par (FrobY × IdS)
a. Plus généralement,
pour tout diviseur D de Y × S, on note définit σ
−a
D comme le diviseur de Y × S
image inverse de D par (FrobY × IdS)
a. On remarque que σ(σ
−1
y) = σ
−1
(σy) =
(♯k)y en tant que diviseur de Y × S.
Si on se donne un ensemble fini J , des morphismes yj : S → Y , des entiers
(aj)j∈J ∈ NJ et (nj)j∈J ∈ NJ , le diviseur
∑
j∈J nj
σ−ajyj de Y × S est effectif et
relatif sur S de degré relatif
∑
nj(♯k)
aj .
Pour tout diviseur Q de Y × S effectif et relatif sur S de degré relatif d, on
note ΓQ le sous-schéma fermé de Y × S qui lui est associé, et GQ le schéma en
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groupes lisse sur S (de dimension d dimG) obtenu par restriction à la Weil de G
de ΓQ à S.
On rappelle maintenant la définition de la grassmannienne affine de Beilinson-
Drinfeld, en reprenant les notations de [Laf12].
Définition 2.3. Soit I un ensemble fini et (I1, ..., Ik) une partition ordonnée de
I. La grassmannienne affine de Beilinson-Drinfeld est l’ind-schéma Gr
(I1,...,Ik)
Y,I sur
Y I dont les S-points, pour tout k-schéma S, classifient la donnée de(
(yi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ GY×S
)
(2.1)
où
— les yi : S → Y sont des morphismes,
— les Gi sont des G-torseurs sur Y × S,
— pour tout j, φj est un isomorphisme sur (Y × S)r (
⋃
i∈Ij
Γyi),
— θ est une trivialisation de Gk.
D’après Beauville-Laszlo [BL95] (voir aussi le premier paragraphe de [Laf12]
pour des références complémentaires dans [BD99]), Gr
(I1,...,Ik)
Y,I peut aussi être dé-
fini comme l’ind-schéma dont les S-points classifient(
(yi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ GΓ∑∞yi
)
(2.2)
où les Gi sont des G-torseurs sur le voisinage formel Γ∑∞yi de la réunion des
graphes des yi dans Y × S, φi est un isomorphisme sur Γ∑∞yi r (
⋃
i∈Ij
Γyi) (au
sens expliqué dans la notation 1.7 de [Laf12]) et θ est une trivialisation de Gk.
La restriction à la Weil G∑∞yi de G de Γ
∑
∞yi à S agit donc sur Gr
(I1,...,Ik)
Y,I par
changement de la trivialisation θ.
Soit ω = (ωi)i∈I une famille de poids dominants de Ĝ. La strate fermée
Gr
(I1,...,Ik)
Y,I,ω est le sous-schéma fermé réduit de Gr
(I1,...,Ik)
Y,I défini par la condition
que la position relative de Gj−1 par rapport à Gj en yi (pour i ∈ Ij) est bornée
par le copoids dominant de G correspondant au poids dominant ωi de Ĝ. Plus
précisément au-dessus de l’ouvert U de Y I où les yi sont deux à deux distincts,
Gr
(I1,...,Ik)
Y,I est un produit de grassmanniennes affines usuelles et
— on définit la restriction de Gr
(I1,...,Ik)
Y,I,ω au-dessus de U comme le produit des
strates fermées réduites habituelles (définies comme les adhérences de Za-
riski des G(O)-orbites et notées Grωi dans [MV07, BG02]),
— puis on définit Gr
(I1,...,Ik)
Y,I,ω comme l’adhérence de Zariski (dans Gr
(I1,...,Ik)
Y,I ) de
sa restriction au-dessus de U.
Notation 2.4. Soit Λ un anneau de coefficients, égal à E, OE ou OE/λsEOE
(le troisième cas étant celui qui nous concerne dans cet article). On rappelle que
l’équivalence de Satake géométrique (montrée dans [MV07], avec des compléments
dans [Gai07], et rappelée dans le théorème 1.17 de [Laf12]) fournit un faisceau
pervers 1 G∑∞yi-équivariant S
Λ,(I1,...,Ik)
I,W sur Gr
(I1,...,Ik)
Y,I pour toute représentation
1. On considère ici la t-structure perverse usuelle, comme dans [MV07] et [Gai07]. Elle n’est
pas stable par dualité de Verdier lorsque Λ n’est pas un corps mais cela ne nous pose pas de
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Λ-linéaire de type fini W de ĜI . On note Gr
(I1,...,Ik)
Y,I,W le support de S
Λ,(I1,...,Ik)
I,W .
C’est une réunion finie de strates fermées Gr
(I1,...,Ik)
Y,I,ω comme ci-dessus.
Remarque 2.5. D’après l’appendice B de [Gai07], et comme on l’a rappelé dans
le premier paragraphe de [Laf12] le faisceau pervers S
Λ,(I1,...,Ik)
I,W est obtenu de la
manière suivante. Soit R l’algèbre des fonctions régulières sur Ĝ (à coefficients
dans Λ). Munie de l’action de Ĝ par multiplication à gauche c’est une limite in-
ductive de représentations de Ĝ sur des Λ-modules libres de type fini. Alors ⊠i∈IR
est l’algèbre des fonctions régulières sur ĜI . Alors la construction de S
Λ,(I1,...,Ik)
I,W
est réalisée par la formule
S
Λ,(I1,...,Ik)
I,W =
(
S
Λ,(I1,...,Ik)
I,⊠i∈IR
⊗W
)ĜI
.
Par conséquent pour toutes les propriétés de ces faisceaux et des faisceaux associés
sur les champs de chtoucas restreints, et notamment pour l’action des morphismes
de Frobenius partiels que l’on construira plus tard, il suffit de considérer des
représentationsW de ĜI de la forme ⊠i∈IWi, où chaqueWi est une représentation
de Ĝ sur un Λ-module libre de type fini (en effet ⊠i∈IR est une limite inductive
de telles représentations).
Remarque 2.6. Lorsque W est une représentation E-linéaire de dimension finie
de ĜI , Gr
(I1,...,Ik)
Y,I,W est la réunion des Gr
(I1,...,Ik)
Y,I,ω pour ω poids dominant d’un consti-
tuant irréductible de W . Lorsque W est une représentation OE/λ
s
EOE-linéaire de
type fini, Gr
(I1,...,Ik)
Y,I,W est sans doute plus compliqué à décrire mais nous n’avons
pas besoin de le connaître explicitement.
L’action de G∑∞yi sur Gr
(I1,...,Ik)
Y,I préserve Gr
(I1,...,Ik)
Y,I,W . De plus si les entiers ni
sont assez grands en fonction de W , l’action de G∑∞yi sur Gr
(I1,...,Ik)
Y,I,W se factorise
par G∑niyi.
On aura besoin du résultat un peu plus fort suivant. Pour tous morphismes
yi : S → Y on note Gr
(I1,...,Ik),(yi)i∈I
Y,I,W = Gr
(I1,...,Ik)
Y,I,W ×Y I S. Pour tout diviseur Q
de Y × S effectif et relatif sur S, on note Gr
(I1,...,Ik),(yi)i∈I ,triv(Q)
Y,I,W le GQ-torseur sur
Gr
(I1,...,Ik),(yi)i∈I
Y,I,W dont la fibre en un point (2.1) est égale à G0
∣∣
ΓQ
.
Lemme 2.7. Si les entiers ni sont assez grands en fonction de W , alors pour
tout diviseur Q de Y × S effectif et relatif sur S, l’action de GQ+
∑
∞yi sur le
GQ-torseur Gr
(I1,...,Ik),(yi)i∈I ,triv(Q)
Y,I,W se factorise par GQ+
∑
niyi. 
Notation 2.8. Pour tout GQ+∑niyi-torseur G sur S, et pour toute section z de
Gr
(I1,...,Ik),(yi)i∈I
Y,I,W ×G∑niyi G
∣∣
Γ∑niyi
sur S on note az(G) le GQ-torseur sur S dont
l’espace total est la fibre de Gr
(I1,...,Ik),(yi)i∈I ,triv(Q)
Y,I,W ×GQ+∑niyi G au-dessus de z. En
problème. On renvoie à la note en bas de la page 160 de [Gai07] pour un commentaire au sujet
de cette t-structure perverse.
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particulier soit Gk un G-torseur sur Y × S et
(
(yi)i∈I , (G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk)
)
comme dans (2.1) (sans θ) tel qu’en restreignant les Gi et φi à Γ
∑
∞yi on obtienne
un S-point z deGr
(I1,...,Ik),(yi)i∈I
Y,I,W ×G∑∞yiGk
∣∣
Γ∑∞yi
. Alors en posant G = Gk
∣∣
ΓQ+
∑
niyi
,
az(G) est égal à G0
∣∣
ΓQ
. En d’autres termes az(G) est la modification de G par z
et le lemme dit que cette modification est possible avec des niveaux finis si on
accepte une perte de niveau de
∑
i∈I niyi.
Notation 2.9. Dans toute la suite on notera (nWi )i∈I des entiers tels que le lemme
précédent soit vrai pour tout I-uplet (ni)i∈I vérifiant
ni ≥ n
W
i pour tout i ∈ I.(2.3)
Soit I un ensemble fini et (I1, ..., Ik) une partition ordonnée de I. Soit W une
représentation Λ-linéaire de type fini de ĜI . Soit (ni)i∈I ∈ N
I vérifiant (2.3). Soit
n ∈ N (qui indiquera le niveau en v).
Dans la définition suivante, l’entier r ∈ N indique une “réserve” de données
au-dessus des images inverses des pattes par les puissances de FrobY , qui permet-
tra de définir les morphismes de Frobenius partiels sur les champs de chtoucas
restreints.
Définition 2.10. On définit ChtRnv,(I1,...,Ik)Y,I,W,(ni)i∈I ,r comme le champ d’Artin sur Y
I
dont les points sur un schéma S sur k classifient les données(
(yi)i∈I ,G, z, θ
)
(2.4)
avec
— yi : S → Y un k-morphisme, pour i ∈ I,
— G est un Gnv+∑niyi+
∑
niσ
−1yi+···+
∑
niσ
−ryi
-torseur sur S, c’est-à-dire un G-
torseur sur Γnv+∑niyi+
∑
niσ
−1yi+···+
∑
niσ
−ryi
,
— z est un S-point de Gr
(I1,...,Ik),(yi)i∈I
Y,I,W ×G∑niyi G
∣∣
Γ∑niyi
— en notant az(G) le Gnv+∑niσ−1yi+···+
∑
niσ
−ryi
-torseur sur S obtenu en appli-
quant la construction précédente à Q = nv +
∑
ni
σ−1yi + · · ·+
∑
ni
σ−ryi,
θ : σ(az(G))
∣∣
Γ
nv+
∑
niyi+···+
∑
ni
σ−(r−1)yi
∼
→ G
∣∣
Γ
nv+
∑
niyi+···+
∑
ni
σ−(r−1)yi
est un isomorphisme de G
nv+
∑
niyi+···+
∑
niσ
−(r−1)
yi
-torseurs sur S.
Remarque 2.11. Comme σ(σ
−j
yi) = (♯k)(
σ−(j−1)yi) pour tout j ≥ 1,
σ(az(G))
est défini en fait sur Γ
nv+(♯k)(
∑
niyi+···+
∑
niσ
−(r−1)
yi)
et l’isomorphisme θ ci-dessus
concerne sa restriction à Γ
nv+
∑
niyi+···+
∑
niσ
−(r−1)
yi
.
Remarque 2.12. Deux variantes de la définition précédente seraient possibles
pour définir les champs de chtoucas restreints :
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1) pour éviter les puissances négatives de σ, relever les yi par Frob
r
Y en des
points zi, et demander que G soit un Gnv+
∑
nizi+
∑
niσzi+···+
∑
niσ
rzi-torseur
sur S, que la modification ait lieu en
∑
ni
σrzi, et que l’isomorphisme θ soit
défini sur nv +
∑
ni
σzi + · · ·+
∑
ni
σrzi,
2) garder les points yi mais demander que G soit un
Gnv+qr
∑
niyi+qr−1
∑
niσ
−1yi+···+
∑
niσ
−ryi
-torseur, que la modification
ait lieu en qr
∑
niyi, et que l’isomorphisme θ soit défini sur
Γ
nv+qr
∑
niyi+···+q
∑
niσ
−(r−1)
yi
.
Les variantes 1) et 2) ci-dessus sont en fait très semblables (on passe de 2) à 1)
en relevant les yi par les zi et en multipliant tous les ni par q
r). La définition
ci-dessus est peut-être moins naturelle que ces deux variantes mais elle présente
l’avantage de raccourcir les formules.
Pour faciliter la compréhension de la définition précédente et des constructions
qui vont suivre, on introduit dès à présent les morphismes de restriction depuis
les champs de chtoucas globaux. Le lecteur peut supposer d’abord deg(v) = 1 car
le cas où deg(v) > 1 est plus compliqué.
On introduit donc ici le cadre global : un corps fini Fq inclus dans k, une courbe
projective lisse géométriquement irréductible X sur Fq, un groupe réductif G sur
X (supposé déployé jusqu’au dernier paragraphe), une place v de X telle que k
est égal au corps résiduel kv, et enfin un niveau N
v sur X en dehors de v. On se
donne de plus un morphisme étale de schémas sur Fq
π : Y → X rNv(2.5)
tel que
l’image inverse de la place v de X consiste en un unique point v ∈ Y (k)(2.6)
et le morphisme sur les corps résiduels est l’égalité kv = k fixée ci-dessus.
On rappelle que Y est une courbe lisse sur k.
On convient que Y I désignera toujours le produit sur k (et non sur Fq). On
note UI,r l’ouvert de Y
I formé des (yi)i∈I tels que les π(yi) vérifient la condition
suivante :
∀i, i′ ∈ I, ∀j ∈ {1, ..., r deg(v)} non multiple de deg(v), τ
j
(π(yi)) 6= π(yi′).(2.7)
Cet ouvert UI,r contient ∆(v) où ∆ : Y → Y
I désigne le morphisme diagonal et
cela nous suffit car c’est en ce point que nous prendrons les cycles proches.
Remarque 2.13. Si S est un k-schéma et (yi)i∈I : S → Y I un morphisme, alors
on note encore π par abus le morphisme
Y ×k S → (X rN
v)×Fq S,
et on remarque que π fournit un isomorphisme de schémas finis sur S de
Γnv+
∑
niyi+
∑
niσ
−1yi+···+
∑
niσ
−ryi
⊂ Y ×k S,(2.8)
vers
Γ
n(π◦v)+
∑
ni(π◦yi)+
∑
niτ
− deg(v)
(π◦yi)+···+
∑
niτ
− deg(v)r
(π◦yi)
⊂ (X rNv)×Fq S.(2.9)
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Dans (2.8) et (2.9), v désigne le morphisme
S → Spec(k)
v
−→ Y.(2.10)
Définition 2.14. Le morphisme de restriction
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
: Cht
(I1,...,Ik)
Nv,I,W ×(XrNv)IUI,r → ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
(2.11)
associe à un S-point((
(xi)i∈I , (G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
λ
−→∼
τG0)
)
, (yi)i∈I
)
le chtouca restreint
(
(yi)i∈I ,G, z, θ
)
avec
— G égal à la restriction de π∗
(
τdeg(v)G0
)
= σ
(
π∗G0
)
à (2.8),
— comme construction auxiliaire,
α : π∗Gk
∣∣
Γ
nv+
∑
niyi+
∑
ni
σ−1yi+···+
∑
ni
σ−ryi
∼
→ G
l’isomorphisme obtenu par restriction de
τdeg(v)−1
(
λφk...φ1
)
...τ
(
λφk...φ1
)
λ
(c’est un isomorphisme grâce aux conditions (2.6) et (2.7)),
— z associé à la restriction de
(π∗G0
φ1
−→ π∗G1
φ2
−→ · · ·
φk−1
−−−→ π∗Gk−1
φk−→ π∗Gk)
à (2.8), plus précisément z est un S-point de
Gr
(I1,...,Ik),(yi)i∈I
Y,I,W ×G∑niyi π
∗Gk
∣∣
Γ∑niyi
∼
→ Gr
(I1,...,Ik),(yi)i∈I
Y,I,W ×G∑niyi π
∗G
∣∣
Γ∑niyi
où l’isomorphisme vient de α ci-dessus, si bien que
az(G) = π
∗G0
∣∣
Γ
nv+
∑
ni
σ−1yi+···+
∑
ni
σ−ryi
,(2.12)
— et enfin
θ : σ(az(G))
∣∣
Γ
nv+
∑
niyi+···+
∑
ni
σ−(r−1)yi
∼
→ G
∣∣
Γ
nv+
∑
niyi+···+
∑
ni
σ−(r−1)yi
résultant de (2.12) et de la définition de G comme restriction de σ
(
π∗G0
)
à
(2.8).
Lorsque I est vide, ChtR
nv,(∅)
Y,∅,1,()i∈∅,r
= •/G(Onv). Plus généralement on a
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
= ChtR
∅,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
× •/G(Onv).(2.13)
On remarque d’ailleurs que Cht
(I1,...,Ik)
Nv+nv,I,W ×(XrNvrv)I (UI,r ∩ (Y r v)
I), qui est
un G(Onv)-torseur sur Cht
(I1,...,Ik)
Nv,I,W ×(XrNv)I (UI,r ∩ (Y r v)
I), s’obtient par image
inverse du G(Onv)-torseur • → •/G(Onv), ou encore du G(Onv)-torseur
ChtR
∅,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
→ ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
.(2.14)
C’est pourquoi on a mis l’indice nv en haut pour les champs de chtoucas restreints
alors que l’indice N est en bas pour les champs de chtoucas globaux.
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Notation. Pour tout anneau de coefficients Λ comme dans la notation 2.4, on
note L
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
le Λ-faisceau lisse sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
égal à l’image
directe de Λ par le morphisme fini donnant le G(Onv)-torseur (2.14). Autrement
dit c’est le faisceau associé à la représentation régulière de G(Onv) à coefficients
dans Λ.
On remarque que lorsque r = 0 et n = 0,
ChtR
∅,(I1,...,Ik)
Y,I,W,(ni)i∈I ,0
= Gr
(I1,...,Ik)
Y,I,W /G
∑
niyi .
En particulier la proposition suivante généralise la proposition 2.8 de [Laf12].
Proposition 2.15. Le morphisme de restriction (2.11) est lisse de dimension
qr deg(v)(
∑
ni) dimG sur Y
I .
Démonstration. Comme le morphisme Cht(I1,...,Ik)Nv,I,W → Cht
(I1,...,Ik)
I,W
∣∣∣
(XrNv)I
est
étale il suffit de montrer l’énoncé avec Nv vide, ce qu’on suppose maintenant
pour alléger les notations (mais on pourrait au contraire prendre Nv assez grand
en fonction d’une troncature de Harder-Narasimhan pour avoir des schémas lisses
au lieu de champs lisses dans ce qui suit). On fixe un schéma S sur UI,r et un S-
point (2.4) de ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
. Pour raccourcir les formules on pose G′ = az(G).
On veut montrer que la fibre de (2.11) au-dessus de (2.4) est lisse sur S. Elle est
l’égalisateur de deux morphismes a, b (de champs sur S) :
Bun
G,nv+
∑
ni(π◦yi)+
∑
niτ
−1(π◦yi)+···+
∑
niτ
−r deg(v)
(π◦yi)
×
(
G× τ
r−1
G′ × ...× τG′
)
→
Bun
G,nv+
∑
ni(π◦yi)+
∑
niτ
−1(π◦yi)+···+
∑
niτ
−(r deg(v)−1)
(π◦yi)
×
(
G× τ
r−1
G′ × ...× τG′
)
.
Avant de définir a, b on doit expliquer les notations. D’abord v apparaît ici comme
place de X et comme S est un schéma sur k, le niveau nv équivaut en fait à
un niveau n(π ◦ v) + nτ (π ◦ v) + ... + nτ
(r−1)
(π ◦ v) en considérant v comme le
morphisme (2.10) (on utilise pour π ◦ v des puissances positives de τ plutôt que
des puissances négatives qui épaissiraient les points). Grâce aux conditions (2.6)
et (2.7), les diviseurs (de (X rNv)×Fq S )
n(π ◦ v) +
∑
ni(π ◦ yi) + ...+
∑
ni
τ−r deg(v)(π ◦ yi), et(2.15)
nτ
r−j
(π ◦ v) +
∑
ni
τ−j(π ◦ yi) + ... +
∑
ni
τ−(r−1) deg(v)−j(π ◦ yi)(2.16)
pour j ∈ {1, ..., r − 1}, sont deux à deux disjoints, et permettent de tordre res-
pectivement par G et τ
r−j
(G′) pour j ∈ {1, ..., r − 1}. On définit a comme le
morphisme d’oubli, qui est lisse de dimension qr deg(v)(
∑
ni) dimG. On définit b
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comme la composée
Bun
G,nv+
∑
ni(π◦yi)+
∑
niτ
−1(π◦yi)+···+
∑
niτ
−r deg(v)
(π◦yi)
×
(
G× τ
r−1
G′ × ...× τG′
)
→
Bun
G,nv+
∑
niτ
−1(π◦yi)+···+
∑
niτ
−r deg(v)
(π◦yi)
×
(
G′ × τ
r−1
G′ × ...× τG′
) Frob/XI
−−−−−→
Bun
G,nv+q
∑
ni(π◦yi)+···+q
∑
niτ
−(r deg(v)−1)
(π◦yi)
×
(
τrG′ × τ
r−1
G′ × ...× τG′
)
→
Bun
G,nv+
∑
ni(π◦yi)+···+
∑
niτ
−(r deg(v)−1)
(π◦yi)
×
(
τrG′ × τ
r−1
G′ × ...× τG′
)
→
Bun
G,nv+
∑
ni(π◦yi)+···+
∑
niτ
−(r deg(v)−1)
(π◦yi)
×
(
G× τ
r−1
G
′ × ...× τG′
)
.
où
— le premier morphisme est la modification par z, qui a lieu uniquement sur
le diviseur (2.15) (et change donc la torsion par G en une torsion par G′ sur
ce diviseur, avec une perte de niveau
∑
ni(π ◦ yi)),
— le deuxième provient du morphisme de Frobenius du champ
Bun
G,nv+
∑
niτ
−1xi+···+
∑
niτ
−r deg(v)
xi
relatif à XI (plus une permuta-
tion circulaire de τ
r
G′, ..., τG′), donc la différentielle de ce morphisme est
nulle dans les fibres au-dessus de S,
— le troisième est l’oubli (qui enlève les facteurs q inutiles dans les diviseurs),
— le quatrième change, grâce à l’isomorphisme θ du chtouca res-
treint, la torsion par τ
r
G′ en une torsion par G qui, grâce
à la remarque 2.13, est défini sur (2.9) et que l’on restreint à
Γ
n(π◦v)+
∑
ni(π◦yi)+
∑
niτ
− deg(v)
(π◦yi)+···+
∑
niτ
−deg(v)(r−1)
(π◦yi)
.
Donc b a aussi la propriété que sa différentielle est nulle dans les fibres au-dessus
de S. On conclut par la lissité de l’égalisateur entre deux morphismes a, b de
champs lisses sur S, tels que a est lisse et b a une différentielle nulle le long des
fibres au-dessus de S. 
On se place de nouveau dans un cadre purement local.
Lemme 2.16. On suppose n ≥ n′, ni ≥ n′i pour tout i ∈ I et r ≥ r
′. Alors le
morphisme évident
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→ ChtR
n′v,(I1,...,Ik)
Y,I,W,(n′i)i∈I ,r
′(2.17)
qui à (2.4) associe(
(yi)i∈I ,G
∣∣
Γ
n′v+
∑
n′
i
yi+
∑
n′
i
σ−1yi+···+
∑
n′
i
σ−r
′
yi
, z, θ
∣∣
Γ
n′v+
∑
n′
i
yi+···+
∑
n′
i
σ−(r
′−1)
yi
)
(2.18)
est lisse (de dimension
(
qr deg(v)(
∑
ni)− q
r′ deg(v)(
∑
n′i)
)
dimG).
Démonstration. Ce morphisme est la composée (de droite à gauche)
— du morphisme lisse représentable qui consiste à restreindre θ
de Γ
nv+
∑
niyi+···+
∑
niσ
−(r−1)
yi
à Γ
n′v+
∑
n′iyi+···+
∑
n′i
σ−(r
′−1)
yi
,
et dont les fibres sont isomorphes au schéma lisse
ker
(
G
nv+
∑
niyi+···+
∑
niσ
−(r−1)
yi
→ G
n′v+
∑
n′iyi+···+
∑
n′i
σ−(r
′−1)
yi
)
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tordu à gauche et à droite par σ(az(G)) et G,
— du morphisme lisse consistant à restreindre G
de Γnv+∑niyi+
∑
niσ
−1yi+···+
∑
niσ
−ryi
à Γ
n′v+
∑
n′iyi+
∑
n′i
σ−1yi+···+
∑
n′i
σ−r
′
yi
,
et dont les fibres sont des gerbes sur le schéma en groupes lisse
ker(Gnv+
∑
niyi+
∑
niσ
−1yi+···+
∑
niσ
−ryi
→ G
n′v+
∑
n′iyi+
∑
n′i
σ−1yi+···+
∑
n′i
σ−r
′
yi
)
tordu par G. 
En particulier, en prenant n′ = 0 et r′ = 0, on voit que le morphisme
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→ Gr
(I1,...,Ik)
Y,I,W /G
∑
niyi(2.19)
qui à (2.4) associe (
(yi)i∈I ,G
∣∣∑
niyi
, z
)
(2.20)
est lisse.
Notation. On définit SΛ,nv,(I1,...,Ik)I,W,(ni)i∈I ,r comme l’image inverse de S
Λ,(I1,...,Ik)
I,W (introduit
dans la notation 2.4) par le morphisme lisse (2.19). C’est donc un faisceau pervers
à un décalage près sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
.
Remarque 2.17. On suppose W de la forme ⊠i∈IWi, où chaque Wi est une
représentation de Ĝ sur un Λ-module libre de type fini. On déduit du lemme 1.16
et du théorème 1.17 de [Laf12] (rappelant l’équivalence de Satake géométrique)
que le morphisme évident
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→
k∏
j=1
Gr
(Ij)
Y,Ij,⊠i∈IjWi
/G∑
i∈Ij
niyi(2.21)
est lisse et que S
Λ,nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
est égal à l’image inverse de ⊠S
Λ,(Ij)
Ij ,⊠i∈IjWi
par le mor-
phisme (2.21).
On rappelle que S
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
est un faisceau pervers sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
, qui
est ULA sur (Y r v)I (en fait même sur Y I dans le cas non déployé considéré
ici) et que L
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
est un faisceau lisse (en Λ-modules localement libres) sur
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
.
Pour abréger tout en gardant les indices nécessaires on note
SL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
= S
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
⊗Λ L
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
qui est donc un faisceau pervers (ULA sur (Y r v)I) sur ChtRnv,(I1,...,Ik)Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
.
Notation. Soit (mi)i∈I ∈ NI . On introduit le morphisme
∆(mi)i∈I : Y → Y
I , y 7→ (FrobmiY (y))i∈I .
En particulier ∆(0)i∈I : Y → Y
I est le morphisme diagonal, et en général ∆(mi)i∈I
est son image par le morphisme de Frobenius partiel
∏
i∈I Frob
mi
Y,{i}.
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Donc
∆∗(mi)i∈I
(
SL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
)
est un faisceau pervers sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
×Y I ,∆(mi)i∈I
(Y r v) où la notation
indique que le produit fibré est pris pour le morphisme ∆(mi)i∈I : Y r v → Y
I .
Dans toute la suite on fixe un point géométrique algébrique v au-dessus de v.
Le formalisme des cycles proches sur un trait au sens de SGA7 (et [LMB99]
18.4 pour les champs d’Artin) fournit donc
RΨ(mi)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
∈ Dbc(ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
,Λ).
Remarque 2.18. Le lemme 2.16 montre que pour tout (ni)i∈I ∈ NI vérifiant
(2.3), pour tout r ≥ 0, le morphisme d’oubli
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→ ChtR
nv,(I1,...,Ik)
Y,I,W,(nWi )i∈I ,0
(2.22)
est lisse. Donc on voit que pour tout (mi)i∈I ∈ N
I , RΨ(mi)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
est
l’image inverse de RΨ(mi)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(nWi )i∈I ,0
par la restriction du morphisme (2.22)
en la fibre au-dessus de ∆(v).
On va introduire les morphismes de Frobenius partiels, qui diminuent r de 1.
C’est d’ailleurs pour qu’ils soient définis et puissent être itérés que l’on a introduit
l’entier r. D’après la remarque 2.5, on peut supposer W de la forme ⊠i∈IWi, où
chaque Wi est une représentation de Ĝ sur un Λ-module libre de type fini. On
construit le morphisme
FrRY,I1 : ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→ ChtR
nv,(I2,...,Ik,I1)
Y,I,W,(ni)i∈I ,r−1
.
L’idée est la suivante : partant d’un S-point (2.4) de l’espace de départ, on lui
associe le S-point
(
(y′i)i∈I ,G
′, z′, θ′
)
de l’espace d’arrivée où
— y′i = FrobY (yi) si i ∈ I1 et y
′
i = yi sinon,
— on définit le point z2,...,k de Gr
(I2,...,Ik)
Y,IrI1,⊠i∈IrI1Wi
×G∑niyi G
∣∣
Γ∑niyi
obtenu en
“tronquant” z, c’est-à-dire en oubliant la modification la plus à gauche, en
les pattes indexées par I1,
— on introduit le Gnv+
∑
i∈I1
niyi+
∑
i∈I ni
σ−1yi+···+
∑
i∈I ni
σ−ryi
-torseur az2,...,k(G) et
on pose
G′ = σ(az2,...,k(G))
∣∣
Γ
nv+
∑
i∈I niy
′
i
+
∑
i∈I ni
σ−1y′
i
+···+
∑
i∈I ni
σ−(r−1)y′
i
,
— on note z1 le S-point de Gr
(I1)
Y,I1,⊠i∈I1Wi
×G∑
i∈I1
niyi
az2,...,k(G)
∣∣
Γ∑
i∈I1
niyi
obtenu
en “tronquant” z de l’autre côté,
— on définit z′ comme le S-point de Gr
(I2,...,Ik,I1)
Y,I,W ×G∑
i∈I niy
′
i
G′
∣∣
Γ∑
i∈I niy
′
i
obtenu
en recollant σz1 et z2,...,k par θ,
— on définit enfin θ′ de façon naturelle.
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Les détails de la construction sont laissés au lecteur car les notations sont très
compliquées alors que l’idée est très simple. Un cas particulier est rédigé dans la
preuve du lemme 6.11 de [Laf12]. On peut résumer la construction par le dessin
az(G) az2,...,k(G)az1
oo Gaz2,...,k
oo
az
ww
G′
a(σz1)oo
az′
ff
où l’on voit que l’on a coupé az en deux morceaux az1 , az2,...,k , que l’on a appliqué
le Frobenius au premier, et qu’on les a recollés dans l’autre sens pour obtenir az′.
On compare de nouveau avec le cadre global. Les morphismes de restrictions
entrelacent le morphisme FrRY,I1 ci-dessus avec Fr
deg(v)
X,I1
, où FrX,I1 est le morphisme
de Frobenius partiel sur les champs de chtoucas globaux défini dans [Laf12] (la
condition (2.7) assure que les pattes dont on doit changer l’ordre pour itérer
deg(v) fois FrX,I1 sont disjointes).
Les trois isomorphismes suivants seront sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
.
On a d’abord un isomorphisme canonique évident
FrR∗Y,I1(L
nv,Λ,(I2,...,Ik,I1)
I,W,(ni)i∈I ,r−1
)
∼
→ L
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
.
Grâce à la remarque 2.17 on construit un isomorphisme canonique
FrR∗Y,I1(S
nv,(I2,...,Ik,I1)
I,W,(ni)i∈I ,r−1
)
∼
→ S
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
.
Le produit tensoriel des deux isomorphismes précédents donne un isomorphisme
canonique
FrR∗Y,I1(SL
nv,Λ,(I2,...,Ik,I1)
I,W,(ni)i∈I ,r−1
)
∼
→ SL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
.
On en déduit un isomorphisme canonique
FRI1 :
(
FrRY,I1
∣∣
∆(v)
)∗(
RΨ(mi+χI1 (i))i∈ISL
nv,Λ,(I2,...,Ik,I1)
I,W,(ni)i∈I ,r−1
)
(2.23)
∼
→ RΨ(mi)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
sur ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
.
Comme dans [Laf12], la seule raison pour laquelle on introduit des partitions
(I1, ..., Ik) arbitraires au lieu de la partition grossière (I) est que cela est nécessaire
pour définir les morphismes de Frobenius partiels. On a montré dans [Laf12]
que les faisceaux de cohomologie des champs de chtoucas globaux ne dépendent
pas du choix de la partition. L’énoncé ci-dessous est analogue pour les chtoucas
restreints. Il est absolument nécessaire pour pouvoir itérer les morphismes de
Frobenius partiels.
Lemme 2.19. Le morphisme d’oubli des modifications intermédiaires
π : ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
→ ChtR
nv,(I)
Y,I,W,(ni)i∈I ,r
est représentable et propre et il induit
un isomorphisme
Rπ∗
(
SL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
) ∼
→ SL
nv,Λ,(I)
I,W,(ni)i∈I ,r
.
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L’image du morphisme ci-dessus par les cycles proches est donc
Rπ∗
(
RΨ(mi)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
)
∼
→ RΨ(mi)i∈ISL
nv,Λ,(I)
I,W,(ni)i∈I ,r
.(2.24)
Pour la suite on notera que les morphismes (2.23) et (2.24) fournissent des
correspondances cohomologiques entre faisceaux de cycles proches sur la fibre
spéciale de champs de chtoucas restreints.
3. Une construction utilisant les cycles proches sur une base
générale (de Deligne, Gabber, Laumon, Orgogozo)
Pour montrer la proposition 1.7 on utilisera comme boîte noire la proposi-
tion 3.1 ci-dessous. L’intérêt de procéder ainsi est que son énoncé ne fait interve-
nir que des cycles proches au sens habituel, alors que sa démonstration repose de
façon essentielle sur les cycles proches sur une base générale, et notamment sur
les résultats de [Org06]. On rappelle que ces cycles proches ont été introduits par
Deligne, expliqués dans une note écrite par Laumon [Lau83] et que les résultats
essentiels (comme la constructibilité après modification de la base) ont été obte-
nus par Orgogozo dans [Org06]. Ces résultats sont aussi expliqués dans un article
de survey d’Illusie [Ill06].
On choisit une bijection I = {1, ..., k}. Autrement dit on choisit un ordre des
coordonnées. Seuls des arguments globaux nous permettront de montrer que le
résultat final de la construction ne dépend pas du choix de cet ordre.
On suppose X et Y comme dans (2.5).
Pour la commodité des notations (mais sans incidence mathématique) on in-
troduit une uniformisante t au voisinage de v dans Y , et note k = kv le corps
résiduel en v, de sorte que le corps local K = Fv s’identifie à k((t)). On note
K1,...,k = k((t1))...((tk)) le corps local en dimension supérieure. Donc Spec(K
1,...,k)
est “asymptotique” au drapeau v ⊂ Y ⊂ ... ⊂ Y k associé au choix de l’ordre des
coordonnées.
On fixe un plongement
FX = FY ⊂ K,(3.1)
d’où des inclusions
Weil(K/K) ⊂Weil(FY /FY ) = Weil(ηY , ηY ) ⊂Weil(FX/FX) = Weil(ηX , ηX)
en notant ηX = ηY les points géométriques de X et Y correspondant à FX = FY .
On déduit aussi de (3.1) une identification entre Fq = k et le corps résiduel de K.
On note F IX le corps des fonctions deX
I , (F IX)
perf son perfectisé, F IX une clôture
algébrique de F IX et η
I
X = Spec(F
I
X). On rappelle que dans la remarque 8.7 de
[Laf12] on avait défini
FWeil(ηIX , η
I
X) =
{
δ ∈ AutFq(F
I
X), ∃(di)i∈I ∈ Z
I , δ
∣∣
(F IX)
perf =
∏
i∈I
(FrobX,{i})
di
}
.
Ce groupe est une extension de ZI par Ker(π1(ηIX , η
I
X) → Ẑ). Lorsque I est un
singleton, il s’identifie au groupe de Weil usuel Weil(ηX , ηX) = π1(ηX , ηX)×Ẑ Z.
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On renvoie au début du chapitre 8 de [Laf12] pour des rappels sur les flèches
de spécialisation. En particulier, pour tout (di)i∈I ∈ ZI et tout (mi)i∈I ∈ NI tel
que (mi + di)i∈I ∈ NI , tout élément δ de FWeil(ηIX , η
I
X) d’image (di)i∈I fournit
une flèche de spécialisation∏
i∈I
(FrobX,{i})
mi+di
(
ηIX
) δ
−→
∏
i∈I
(FrobX,{i})
mi
(
ηIX
)
(3.2)
Comme dans [Laf12] on choisit une flèche de spécialisation sp : ηIX → ∆(ηX).
D’après la discussion après la remarque 8.18 dans [Laf12], elle fournit une inclu-
sion
FX ⊗Fq · · · ⊗Fq FX ⊂ F
I
X .(3.3)
Par restriction des automorphismes, on en déduit un morphisme surjectif
FWeil(ηIX , η
I
X)→Weil(ηX , ηX)
I(3.4)
(dépendant du choix de sp).
On fixe un morphisme de ηIX vers le point générique η
I
Y de Y
I et on pose
ηIY = η
I
X en tant que point géométrique au-dessus de η
I
Y . On définit FWeil(η
I
Y , η
I
Y )
de la même façon que ci-dessus pour X (en remarquant que les morphismes de
Frobenius partiels sont relatifs à k = kv). Le choix du plongement (3.3) fournit
(grâce aux égalités FX = FY et F
I
X = F
I
Y ) un morphisme surjectif
FWeil(ηIY , η
I
Y )→Weil(ηY , ηY )
I .(3.5)
On fixe une clôture algébrique K1,...,k de K1,...,k et un plongement
K ⊗k ....⊗k K ⊂ K
1,...,k.(3.6)
On définit FWeil(K1,...,k/K1,...,k) de façon similaire à FWeil(ηIX , η
I
X). Le plon-
gement (3.6) fournit un morphisme
FWeil(K1,...,k/K1,...,k)→ (Weil(K/K))I .(3.7)
On fixe en fait un diagramme commutatif de plongements
F IX F
I
Y
  // K1,...,k
FX ⊗k ....⊗k FX
?
OO
FY ⊗k ....⊗k FY
?
OO
  // K ⊗k ....⊗k K
?
OO(3.8)
où la flèche verticale de gauche est (3.3), celle de droite est (3.6), et la ligne du
bas est la puissance I-ième de (3.1). Un tel diagramme existe car il équivaut
à prolonger le plongement FY ⊗k .... ⊗k FY →֒ K ⊗k .... ⊗k K →֒ K
1,...,k en un
plongement F IY →֒ K
1,...,k, et cela est toujours possible.
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On déduit de (3.8) un diagramme commutatif de morphismes de groupes de
Weil
FWeil(ηIX , η
I
X)

FWeil(ηIY , η
I
Y )

? _
ιX,Yoo FWeil(K1,...,k/K1,...,k)? _
ιYoo

(Weil(ηX , ηX))
I (Weil(ηY , ηY ))
I? _oo (Weil(K/K))I? _oo
(3.9)
On verra dans le paragraphe suivant que la flèche verticale de droite (qui était
aussi le morphisme (3.7) ci-dessus) est également surjective. On note
ιX = ιX,Y ◦ ιY : FWeil(K1,...,k/K
1,...,k) →֒ FWeil(ηIX , η
I
X).(3.10)
On remarque que ιX ne dépend pas de Y . Il multiplie le degré (à valeurs dans
ZI) par deg(v).
Soit m un entier tel que Um soit d’ordre premier à ℓ.
Dans la proposition suivante on notera simplement SL au lieu de SL
mv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
.
Par ailleurs on notera RΓc(Cht
≤µ
∆(v) /Ξ, RΨ(mi)i∈ISL) au lieu de
RΓc(Cht
(I1,...,Ik),≤µ
Nv,I,W
∣∣∣
∆(v)
/Ξ, RΨ(mi)i∈ISL).(3.11)
La notation est justifiée par le fait que (3.11) ne dépend pas du choix de la
partition (I1, ..., Ik). De même on notera, pour tout point géométrique x sur (Xr
N)I , RΓc(Cht
≤µ
x /Ξ, SL) au lieu de
RΓc(Cht
(I1,...,Ik),≤µ
Nv ,I,W
∣∣∣
x
/Ξ, SL).
On dira que (mi)i∈I est assez croissant si les mi+1 −mi sont assez grands (on
rappelle qu’on a choisi une bijection I = {1, ..., k}).
Proposition 3.1. Pour tout δ ∈ FWeil(K1,...,k/K1,...,k) d’image (di)i∈I ∈ ZI , et
pour (mi)i∈I ∈ NI assez croissant (et tel que (mi + di)i∈I ∈ NI), on possède un
morphisme
Tδ : RΨ(mi)i∈ISL→ RΨ(mi+di)i∈ISL
dans Dbc(ChtR
mv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,0
∣∣∣
∆(v)
,Λ) ne dépendant que des données locales, et tel
que pour toutes données globales et pour tout µ le diagramme suivant commute
RΓc(Cht
≤µ
∆(v) /Ξ, RΨ(mi)i∈ISL)

Tδ // RΓc(Cht
≤µ
∆(v) /Ξ, RΨ(mi+di)i∈ISL)

RΓc(Cht
≤µ∏
i∈I Frob
deg(v)mi
X,{i}
(∆(ηX ))
/Ξ, SL)
sp∗

RΓc(Cht
≤µ∏
i∈I Frob
deg(v)(mi+di)
X,{i}
(∆(ηX ))
/Ξ, SL)
sp∗

RΓc(Cht
≤µ∏
i∈I Frob
deg(v)mi
X,{i}
(ηIX )
/Ξ, SL)
ιX(δ)
∗
// RΓc(Cht
≤µ∏
i∈I Frob
deg(v)(mi+di)
X,{i}
(ηIX )
/Ξ, SL)
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Avant de donner la preuve, voici quelques explications sur le diagramme ci-dessus.
Les flèches verticales du haut sont la composée
— des morphismes habituels, pour un trait, de la cohomologie à support
compact de la fibre spéciale à coefficients dans les cycles proches vers
la cohomologie à support compact de la fibre générique du trait, où
ici les points génériques des traits sont Frob
deg(v)mi
X,{i} (∆(Spec(K))) ou
Frob
deg(v)(mi+di)
X,{i} (∆(Spec(K))),
— de l’isomorphisme fourni par (3.1) entre la fibre de la cohomologie à support
compact aux point génériques des traits ci-dessus et la fibre aux points
Frob
deg(v)mi
X,{i} (∆(ηX)) ou Frob
deg(v)(mi+di)
X,{i} (∆(ηX)).
Dans les flèches verticales du bas on désigne encore par sp l’image de sp par les
morphismes de Frobenius partiels
∏
i∈I Frob
deg(v)mi
X,{i} et
∏
i∈I Frob
deg(v)(mi+di)
X,{i} . Dans
la ligne du bas ιX est le morphisme défini dans (3.10) et ιX(δ)
∗ est l’image inverse
par la flèche de spécialisation∏
i∈I
Frob
deg(v)(mi+di)
X,{i} (η
I
X)→
∏
i∈I
Frob
deg(v)mi
X,{i} (η
I
X)
associée à ιX(δ) et définie comme (3.2) (en multipliant les mi et di par deg(v)).
On note que si on compose la ligne du bas avec les morphismes de Frobenius
partiels adéquats et si on prend la limite inductive sur µ on retrouve l’action de
ιX(δ) ∈ FWeil(η
I
X , η
I
X) sur lim−→µ
H
≤µ,Λ
Nv+mv,I,W
∣∣∣
ηIX
définie après la remarque 8.7 de
[Laf12] (à la différence près que l’on considère ici la cohomologie à coefficients
dans Λ et non dans E).
Démonstration. On applique les théorèmes 2.1 et 8.1 de Orgogozo [Org06] à
SL ∈ Dbc(ChtR
mv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
(Y rv)I
,Λ),
en prenant comme base Y I . La seule différence par rapport à [Org06] est que
ChtR
mv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
est un champ d’Artin sur Y I et non pas un schéma. En fait c’est
le quotient d’un schéma de type fini par un groupe réductif (agissant trivialement
sur Y I bien sûr). Cela ne pose aucun problème car
— tous les cycles proches sont naturellement dans la catégorie dérivée équiva-
riante, c’est-à-dire associée au champ, comme cela est expliqué dans le cas
habituel où la base est un trait dans [LMB99] 18.4,
— les propriétés de constructibilité et de compatibilité au changement de base
satisfaites d’après [Org06] se vérifient au niveau du schéma.
L’idée est alors que l’article [Org06] fournit une modification Y˜ I de la base Y I ,
c’est-à-dire un morphisme propre surjectif Y˜ I → Y I induisant un isomorphisme
sur un ouvert partout dense. Pour toute flèche de spécialisation t → s dans Y˜ I ,
en notant s0 l’image de s dans Y
I , on possède d’après [Org06]
RΨ(SL)
∣∣
(t→s)
∈ Dbc(ChtR
mv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
s0
,Λ).
On note U l’ouvert dense de Y˜ I (et aussi de Y I) égal à l’intersection
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— de l’ouvert de la stratification de Y˜ I fournie par le théorème 8.1 de [Org06],
— et de l’ouvert de Y I (et donc de Y˜ I) au-dessus duquel la modification Y˜ I →
Y I est un isomorphisme.
Evidemment U contient le point générique SpecK1,...,k (que l’on peut considérer
comme un point asymptotique au drapeau de coordonnées qu’on a choisi). On
note s le point de Y˜ I au-dessus de s0 = ∆(v) ∈ Y
I qui est le “point exceptionnel
du transformé strict” de ce drapeau, en appliquant la remarque suivante à la
modification Y˜ I → Y I et au drapeau des coordonnées. On note que s et s0 sont
tous les deux égaux à Spec k.
Remarque 3.2. Soit S˜ → S une modification, où S est une variété lisse irréduc-
tible de dimension k. On se donne un drapeau complet
S0 ⊂ S1 ⊂ ... ⊂ Sk = S(3.12)
de sous-variétés lisses fermées irréductibles, avec Sj de dimension j pour tout j,
et S0 un point fermé. Alors il existe un unique drapeau
S˜0 ⊂ S˜1 ⊂ ... ⊂ S˜k = S˜(3.13)
de sous-schémas fermés de S˜ tel que
— pour tout j ∈ {0, ..., k}, S˜j est une modification de Sj
— pour tout j ∈ {0, ..., k − 1}, le point générique de Sj appartient à l’ouvert
de Sj+1 au-dessus duquel la modification S˜j+1 → Sj+1 est un isomorphisme
(car le fermé complémentaire de cet ouvert est de codimension ≥ 2), et S˜j
est l’adhérence de Zariski dans S˜j+1 du relèvement à S˜j+1 du point générique
de Sj.
La dernière condition implique en particulier que S˜0 → S0 est un isomorphisme.
La construction du drapeau (3.13) se fait par récurrence descendante sur j. Le
drapeau modifié (3.13) est appelé le “transformé strict” du drapeau (3.12) et on
dit que S˜0 est le “point exceptionnel de ce transformé strict”. On aurait sans doute
pu remplacer l’hypothèse que les Sj sont lisses irréductibles par l’hypothèse qu’ils
sont normaux irréductibles.
Suite de la démonstration de la proposition 3.1. On note s un point géo-
métrique algébrique au-dessus de s muni d’une flèche de spécialisation
SpecK1,...,k → s(3.14)
dans Y˜ I . On note que s muni de cette flèche de spécialisation est unique à unique
isomorphisme près. De plus pour tout (mi)i∈I ∈ NI on en déduit une flèche de
spécialisation dans Y˜ I
∏
i∈I
FrobmiY,{i}(SpecK
1,...,k)→ Frob
∑
i∈I mi
k (s) = s.(3.15)
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Pour tout (mi)i∈I ∈ NI on définit une flèche de spécialisation dans Y˜ I∏
i∈I
FrobmiY,{i}(η
I
Y )→ s(3.16)
comme composée
— de l’image par
∏
i∈I Frob
mi
Y,{i} de la flèche de spécialisation
ηIY → SpecK
1,...,k(3.17)
associée à l’inclusion F IY ⊂ K
1,...,k fixée dans (3.8),
— et de la flèche de spécialisation (3.15).
Lemme 3.3. Pour tout (mi)i∈I ∈ NI assez croissant, on a
—
∏
i∈I Frob
mi
Y,{i}(∆(ηY )) appartient à U ,
— s est le point exceptionnel du transformé strict dans Y˜ I de l’image de la
diagonale par
∏
i∈I Frob
mi
Y,{i} (ce qui a un sens grâce à la condition précédente
et au fait que la modification Y˜ I → Y I est un isomorphisme au-dessus de
U). 
Fin de la démonstration de la proposition 3.1. On choisit (mi)i∈I ∈ NI tel
que (mi + di)i∈I ∈ N
I et assez croissant pour que les deux propriétés du lemme
précédent soit vérifiées à la fois par (mi)i∈I et par (mi + di)i∈I .
Enfin δ ∈ FWeil(K1,...,k/K1,...,k) donne lieu à un diagramme commutatif de
flèches de spécialisations dans Y˜ I
∏
i∈I Frob
mi+di
Y,{i} (η
I
Y )

ιY (δ) //
∏
i∈I Frob
mi
Y,{i}(η
I
Y )
∏
i∈I Frob
mi+di
Y,{i} (SpecK
1,...,k)
((❘❘
❘❘❘
❘❘
❘❘❘
❘❘
❘❘❘
δ //
∏
i∈I Frob
mi
Y,{i}(SpecK
1,...,k)
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
s
où les deux flèches obliques sont (3.15) pour (mi)i∈I et (mi + di)i∈I , et les deux
flèches verticales sont les images par
∏
i∈I Frob
mi+di
Y,{i} et
∏
i∈I Frob
mi
Y,{i} de (3.17). On
note que (3.16) est la composée descendante à droite. Le diagramme commutatif
ci-dessus associe donc à δ un morphisme image inverse
RΨ(SL)
∣∣(∏
i∈I Frob
mi
Y,{i}
(ηIY )→s
) → RΨ(SL)∣∣(∏
i∈I Frob
mi+di
Y,{i}
(ηIY )→s
).(3.18)
En vertu de la compatibilité des cycles proches au changement de base assuré par
le théorème 2.1 de [Org06], on a
RΨ(SL)
∣∣(∏
i∈I Frob
mi
Y,{i}
(∆(ηY ))→s
) = RΨ(mi)i∈ISL(3.19)
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et de même avec (mi+di)i∈I . Enfin l’image de sp par
∏
i∈I Frob
mi
Y,{i} fournit, grâce
à la lissité sur U des faisceaux de cycles proches, un isomorphisme
RΨ(SL)
∣∣(∏
i∈I Frob
mi
Y,{i}
(∆(ηY ))→s
) ∼→ RΨ(SL)∣∣(∏
i∈I Frob
mi
Y,{i}
(ηIY )→s
)(3.20)
et de même avec (mi + di)i∈I . En composant (de droite à gauche)
— l’inverse de (3.19),
— le morphisme (3.20),
— le morphisme (3.18),
— l’inverse de (3.20) pour (mi + di)i∈I
— et (3.19) pour (mi + di)i∈I
on obtient Tδ tel que le diagramme commute. Il est clair que Tδ ne dépend que
des données locales au sens hensélien, donc au sens du complété en v. 
Remarque 3.4. En complément on indique deux propriétés des Tδ qui résultent
assez facilement de la démonstration mais ne seront pas utilisées dans la suite :
— si on remplace (mi)i∈I par (mi+αi)i∈I avec (αi)i∈I ∈ NI croissant, le Tδ asso-
cié à (mi+αi)i∈I est entrelacé avec celui associé à (mi)i∈I par les morphismes
de Frobenius partiels (plus précisément les correspondances cohomologiques
(2.23), intercalées avec les correspondances cohomologiques (2.24) et leurs
inverses pour remettre les pattes dans l’ordre et pouvoir itérer les mor-
phismes de Frobenius partiels),
— Tδ est compatible à la composition de δ (lorsque le I-uplet (mi)i∈I de départ
est choisi assez positif et croissant pour que la composition soit possible).
Remarque 3.5. Le choix du plongement F IY ⊂ K1,...,k de (3.8) identifie très
probablement RΨ(SL)
∣∣
(ηIY→s)
à RΨ · · ·RΨ(SL) (cycles proches au sens usuel ap-
pliqués à chacune des coordonnées dans l’ordre 1, ..., k de la gauche vers la droite).
Cela peut aider à comprendre intuitivement l’action de δ et la construction de Tδ.
4. Une variante locale du lemme de Drinfeld
Le but de ce paragraphe est de montrer le lemme suivant.
Lemme 4.1. Le morphisme (3.7) (qui est aussi la flèche verticale de droite du
diagramme (3.9)) est surjectif.
On pourrait le montrer à l’aide de polynômes d’Eisenstein. Cependant il est
plus naturel de le déduire de la variante suivante du lemme de Drinfeld pour les
corps locaux de dimension supérieure.
La variante proposée ici est plus élémentaire et moins savante que celles intro-
duites par Fargues-Fontaine, Scholze et Weinstein. Soit k un corps fini et K un
corps contenant k. On note FrobK/k : x 7→ x
♯k le morphisme de Frobenius de K
relatif à k.
Lemme 4.2. On a une équivalence entre
— la catégorie des algèbres finies étales L sur K((t)) avec relèvement
F1 de FrobK/k ⊗ Idt (c’est-à-dire un isomorphisme
σL ≃ L, où
σL = L⊗K((t)),FrobK/k⊗Idt K((t))),
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— la catégorie des algèbres finies étales M sur k((t)) munies d’une action de
Gal(Ksep/K).
Cette équivalence est caractérisée par un isomorphisme
L⊗K((t)) K
sep((t)) ≃M ⊗k((t)) K
sep((t))
entrelaçant F1 et IdM ⊗(FrobK/k⊗ Idt), et compatible aux actions de Gal(K
sep/K).
Autrement dit on a
L =
(
M ⊗k((t)) K
sep((t))
)Gal(Ksep/K)
et
M =
(
L⊗K((t)) K
sep((t))
)F1
.
On note OL et OM les anneaux d’entiers de L et M . En complément de la
correspondance ci-dessus on a aussi
OL ⊗K[[t]] K
sep[[t]] ≃ OM ⊗k[[t]] K
sep[[t]]
et pour tout entier k ∈ N,
(OL/t
kOL)⊗K K
sep ≃ (OM/t
kOM )⊗k K
sep.
Inversement cela permet de montrer le lemme, car on a une équivalence entre
— la catégorie des (E, θ) où E est un K-espace vectoriel de dimension finie
muni d’un isomorphisme θ : σE ≃ E,
— la catégorie des k-espaces vectoriels D de dimension finie munis d’une action
de Gal(Ksep/K),
et cette dernière équivalence est caractérisée par un isomorphisme
E ⊗K K
sep ≃ D ⊗k K
sep
compatible au Frobenius et à l’action de Gal(Ksep/K), de sorte que
E =
(
D ⊗k K
sep
)Gal(Ksep/K)
et D =
(
E ⊗K K
sep
)Frob
.
Pour terminer la démonstration du lemme 4.2 on remarque que le foncteur na-
turel de la deuxième catégorie vers la première dans l’énoncé du lemme (consistant
à prendre les invariants par Gal(Ksep/K)) est pleinement fidèle et qu’étant donné
L avec relèvement de Frobenius partiel dans la catégorie de départ on construit
M par la formule
OM = lim←−
(
(OL/t
k
OL)⊗K K
sep
)F1
.
Ceci termine la preuve du lemme 4.2. 
En complément on remarque que la deuxième catégorie du lemme 4.2 est tri-
vialement équivalente
— à la catégorie des ensembles finis munis d’une action de Gal(Ksep/K) ×
Gal
((
k((t))
)sep
/k((t))
)
,
— à la catégorie des algèbres finies étales M sur K munies d’une action de
Gal
((
k((t))
)sep
/k((t))
)
.
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On a donc une équivalence entre la première catégorie du lemme 4.2 et la dernière
catégorie ci-dessus. Par récurrence sur l’entier k on en déduit le résultat suivant.
Pour tout corps fini k on considère les morphismes de Frobenius partiels Fi sur
k((t1))...((tk)), définis par Fi(ti) = t
♯k
i et Fi(tj) = tj pour j 6= i.
Lemme 4.3. Soit k un corps fini. Il y a une équivalence de catégories entre
— les algèbres étales sur k((t1))...((tk)) munies de relèvement des morphismes
de Frobenius partiels, commutant entre eux et dont le produit est le mor-
phisme de Frobenius total,
— les ensembles finis munis d’actions continues de
∏k
i=1Gal
((
k((ti))
)sep
/k((ti))
)
.
Démonstration du lemme 4.1. On déduit du lemme précédent que le mor-
phisme (3.7) est d’image dense. Or il respecte les degrés à valeurs dans ZI , donc
Ker
(
FWeil(K1,...,k/K1,...,k)→ ZI
)
→
(
Ker
(
Weil(K/K)→ Z
))I
est un morphisme d’image dense dont l’espace de départ est profini, donc com-
pact, donc d’image fermée. Par conséquent ce morphisme est surjectif et (3.7) est
surjectif. 
5. Diagrammes de correspondances cohomologiques.
A la suite de [SGA5, Var07, BV06] et comme dans le paragraphe 4.1 de [Laf12]
on appelle correspondance de X1 vers X2 un morphisme (a1, a2) : A → X1 ×X2
de champs algébriques localement de type fini sur Fq tel que a2 soit représentable
et de type fini. Alors, pour F1 ∈ D
b
c(X1, E) et F2 ∈ D
b
c(X2, E), un morphisme
u : (a2)!(a1)
∗(F1)→ F2, ou, de façon équivalente u : a
∗
1(F1)→ a
!
2(F2)
est appelé une correspondance cohomologique de F1 vers F2 (ou de (X1,F1) vers
(X2,F2)) supportée par A.
Si (a′2, a
′
3) : A
′ → X2 × X3 est une autre correspondance, F3 ∈ D
b
c(X3, E) et
u′ : (a′3)!(a
′
2)
∗(F2) → F3 est une correspondance cohomologique de F2 vers F3
supportée par A′, la composée u′ ◦ u est obtenue de la façon suivante. On pose
A˜ = A×X2 A
′. On a un diagramme commutatif
A˜
a˜′2~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
a˜2   ❆
❆❆
❆❆
❆❆
❆
A
a1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
a2   ❆
❆❆
❆❆
❆❆
❆ A
′
a′2~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
a′3   ❇
❇❇
❇❇
❇❇
❇
X1 X2 X3
où le carré est cartésien. D’où une correspondance (a1a˜′2, a
′
3a˜2) : A˜ → X1 × X3.
On définit la correspondance cohomologique u˜ = u′ ◦ u de F1 vers F3 supportée
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par A˜ comme la composée
(a′3a˜2)!(a1a˜
′
2)
∗(F1) = (a
′
3)!(a˜2)!(a˜
′
2)
∗(a1)
∗(F1)
≃ (a′3)!(a
′
2)
∗(a2)!(a1)
∗(F1)
u
−→ (a′3)!(a
′
2)
∗(F2)
v
−→ F3,
où l’isomorphisme vient du changement de base propre (a˜2)!(a˜′2)
∗ ≃ (a′2)
∗(a2)!.
Définition 5.1. Un diagramme de correspondances est un diagramme commu-
tatif
A
a1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
f

a2
  ❆
❆❆
❆❆
❆❆
❆
X1
f1

B
b1~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
b2   ❆
❆❆
❆❆
❆❆
❆ X2
f2

Y1 Y2
Il est dit cartésien si le carré de droite ABY2X2 est cartésien.
On suppose maintenant le diagramme cartésien. Soient G1 ∈ D
b
c(Y1, E), G2 ∈
Dbc(Y2, E) et une correspondance cohomologique de (Y1,G1) vers (Y2,G2) donnée
par un morphisme v : (b2)!(b1)
∗(G1)→ G2
On pose F1 = (f1)
∗(G1) ∈ D
b
c(X1, E) et F2 = (f2)
∗(G2) ∈ D
b
c(X2, E).
On définit l’image inverse u de v comme la correspondance cohomologique de
(X1,F1) vers (X2,F2) donnée par le morphisme u : (a2)!(a1)
∗(F1)→ F2 égal à la
composée
(a2)!(a1)
∗(F1) = (a2)!(a1)
∗(f1)
∗(G1) = (a2)!f
∗(b1)
∗(G1)
≃ (f2)
∗(b2)!(b1)
∗(G1)
v
−→ (f2)
∗(G2) = F2.
où l’isomorphisme au milieu vient de l’isomorphisme du changement de base
propre (a2)!f
∗ = (f2)
∗(b2)!.
Lemme 5.2. La composée de deux diagrammes cartésiens de correspondances
cohomologiques
A
a1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
f

a2
  ❆
❆❆
❆❆
❆❆
❆ A
′
f ′

a′2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤ a′3
  ❇
❇❇
❇❇
❇❇
❇
X1
f1

B
b1~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
b2   ❅
❅❅
❅❅
❅❅
❅ X2
f2

B′
b′2~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
b′3   ❆
❆❆
❆❆
❆❆
❆ X3
f3

Y1 Y2 Y3
est un diagramme cartésien de correspondances cohomologiques.
De plus, étant donnés
— G1 ∈ D
b
c(Y1, E), G2 ∈ D
b
c(Y2, E), G3 ∈ D
b
c(Y3, E),
— une correspondance cohomologique de (Y1,G1) vers (Y2,G2) donnée par un
morphisme v : (b2)!(b1)
∗(G1)→ G2,
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— une correspondance cohomologique de (Y2,G2) vers (Y3,G3) donnée par un
morphisme v′ : (b3)!(b2)
∗(G2)→ G3,
l’image inverse de la composée v′ ◦ v est égale à la composée des images inverses,
comme correspondance cohomologique de (X1, (f1)
∗(G1)) vers (X3, (f3)
∗(G3)).
Démonstration. On pose A˜ = A×X2 A
′ et B˜ = B×Y2 B
′. Alors A˜ = B×Y2 A
′ =
B ×Y2 B
′ ×Y3 X3 = B˜ ×Y3 X3, de sorte que le diagramme des correspondances
composées est cartésien. Dans le diagramme commutatif
A˜
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄
a˜2
▼▼
▼▼
▼▼
&&▼▼
▼▼
▼▼f˜ 
a˜′2
qq
qq
qq
xxqqq
qq
q
A
f

a2
▼
&&▼▼
▼▼
▼▼
▼▼
▼▼
B˜
b˜2
▼▼
&&▼▼
▼▼
▼▼
▼▼
▼▼b˜
′
2
qq
xxqqq
qq
qq
qq
q
A′
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂
f ′

a′2
qq
xxqqq
qq
qq
qq
B
b2
▼▼
▼▼
▼▼
&&▼▼
▼▼
▼▼
X2
f2

B′
b′2
qq
qq
qq
xxqqq
qq
q
Y2
les carrés AX2A
′A˜ et BY2B
′B˜ sont cartésiens, ainsi que les carrés ABY2X2 et
A˜B˜B′A′, et les deux isomorphismes de foncteurs
(b′2f
′)∗(b2)! = (f
′)∗(b′2)
∗(b2)! ≃ (f
′)∗(b˜2)!(b˜′2)
∗ ≃ (a˜2)!(f˜)
∗(b˜′2)
∗ = (a˜2)!(b˜′2f˜)
∗
et
(f2a
′
2)
∗(b2)! = (a
′
2)
∗(f2)
∗(b2)! ≃ (a
′
2)
∗(a2)!f
∗ ≃ (a˜2)!(a˜
′
2)
∗f ∗ = (a˜2)!(fa˜
′
2)
∗
sont identiques car égaux à l’isomorphisme de changement de base propre dans
le carré cartésien A˜BY2A
′.

6. Fin de la démonstration de la proposition 1.7
Comme précédemment on noteK un corps local de caractéristique p et de corps
résiduel fini k. On fixe un point géométrique algébrique v au-dessus de v = Spec k.
Soit I un ensemble fini. Soit (γi)i∈I un I-uplet d’éléments de Weil(K/K), dont
l”image dans ZI est notée (di)i∈I .
On pose Λ = OE/λ
s
EOE . Soit f une fonction sur Ĝ\Ĝ
I/Ĝ définie sur Λ.
On va construire, après certains choix, un élément
zm,s,I,f,(γi)i∈I ∈ Cc(Um\G(K)/Um,Λ)(6.1)
et on montrera à l’aide d’arguments globaux que le résultat ne dépend pas de ces
choix.
Les choix sont les suivants :
— une représentation de ĜI sur un Λ-module libre de type fini W , ainsi que
x ∈ W et ξ : W → Λ invariants par l’action diagonale de Ĝ tels que f soit
le coefficient de matrice (gi)i∈I 7→ 〈ξ, (gi)i∈I .x〉,
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— un ordre des coordonnées, c’est-à-dire une bijection σ : I
∼
→ {1, ..., k} et on
prend comme partition (I1, ..., Ik) = ({1}, ..., {k})
— un relèvement δ ∈ FWeil(K1,...,k/K1,...,k) de (γi)i∈I (grâce au lemme 4.1 un
tel relèvement existe toujours),
— (mi)i∈I ∈ NI tel que (mi + di)i∈I ∈ NI et assez croissant pour que l’énoncé
de la proposition 3.1 soit satisfait.
La proposition 3.1 fournit un morphisme Tδ.
Remarque 6.1. La remarque 3.4, qui renforce l’énoncé de la proposition 3.1,
impliquerait que Tδ est indépendant du choix de (mi)i∈I et compatible à la com-
position de δ. Nous n’en avons pas besoin pour la suite.
La construction de l’élément (6.1) consiste en une composition de correspon-
dances cohomologiques entre les faisceaux de cycles proches du type
RΨ(li)i∈ISL
nv,Λ,(I1,...,Ik)
I,W,(ni)i∈I ,r
∈ Dbc
(
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
,Λ
)
.(6.2)
Les niveaux seront de la forme nv avec n assez grand (plus grand que m et
assez grand à chaque étape de la composition en fonction de l’étape suivante, si
nécessaire). De même r sera choisi assez grand pour pouvoir être diminué de 1 à
chaque fois que l’on applique un morphisme de Frobenius partiel et il en ira de
même avec les (ni)i∈I .
Les points de départ et d’arrivée de cette suite de correspondances cohomo-
logiques sont des champs de chtoucas restreints sans pattes munis d’un faisceau
lisse L indiquant le niveau. Concrètement ces champs sont •/G(Onv) muni du
Λ-faisceau lisse associé à la représentation régulière de G(Omv) (ce qui a un sens
car n ≥ m).
La suite de correspondances cohomologiques que l’on compose pour obtenir
(6.1) est la suivante :
— le morphisme de création associé à x, qui est supporté sur la diagonale et
aboutit donc dans un faisceau (6.2) avec (li)i∈I = 0,
— des morphismes de Frobenius partiels (2.23) pour passer de (li)i∈I = 0 à
(li)i∈I = (mi)i∈I (en plus ces morphismes doivent être intercalés avec des
correspondances cohomologiques (2.24) et leurs inverses pour remettre les
pattes dans l’ordre),
— le morphisme Tδ de la proposition 3.1 (un morphisme de faisceaux est un
cas particulier de correspondance cohomologique),
— des morphismes de Frobenius partiels pour passer de (li)i∈I = (mi + di)i∈I
à (li)i∈I = 0, intercalés avec des correspondances cohomologiques pour re-
mettre les pattes dans l’ordre,
— un morphisme d’annihilation associé à ξ.
Cette composée n’est pas en général calculable, comme c’était le cas dans le
cas particulier très simple du lemme 6.11 de [Laf12].
Comme les espaces de départ et d’arrivée sont des champs de chtoucas restreints
sans pattes, la composée totale de ces correspondances cohomologiques est une
correspondance cohomologique donnée par
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— la correspondance géométrique constituée par
Z(Fq)/G(Onv) ⊂ G(Onv)\G(K)/G(OK),
muni des morphismes pr1 et pr2 vers •/G(Onv) et •/G(OK), où Z est une
réunion finie de strates fermées de la grassmannienne affine en v,
— une fonction sur Z(Fq)/G(Onv), à valeurs dans Hom(pr1∗(L), pr2∗(L)) où L
est le faisceau sur •/G(Onv) ou •/G(OK) associé à la représentation régulière
de G(Omv) à coefficients dans Λ (en effet on rappelle que m ≤ n et on note
que pr2
!(L) = pr2
∗(L)).
Cela fournit donc une fonction à support fini sur G(Onv)\G(K)/G(OK), à valeurs
dans Hom(pr1
∗(L), pr2
∗(L)), c’est-à-dire une fonction
zm,s,I,f,(γi)i∈I ∈ Cc(Um\G(K)/Um,OE/λ
s
EOE).(6.3)
Il est clair que zm,s,I,f,(γi)i∈I ne dépend que des données sur Y . Autrement dit
il est local au sens hensélien en v, et donc il est local au sens du complété en v.
Lemme 6.2. Dans le cadre global-local de (2.5) et (2.6), l’opérateur d’excursion
global SI,f,(γi)i∈I agissant sur les formes automorphes à coefficients dans OE/λ
s
EOE
est égal à la multiplication à droite par zm,s,I,f,(γi)i∈I .
Démonstration. En effet SI,f,(γi)i∈I est égal à la composée de correspondances
entre champs de chtoucas globaux qui sont les images inverses par les morphismes
de restriction des correspondances considérées ci-dessus entre champs de chtou-
cas restreints. On donne ci-dessous les diagrammes cartésiens grâce auxquels les
correspondances entre champs de chtoucas globaux sont les images inverses des
correspondances entre champs de chtoucas restreints considérées ci-dessus.
La correspondance donnant l’action du morphisme de Frobenius partiel est
Cht
(I2,...,Ik,I1)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I2,...,Ik,I1)
I,W,(ni)i∈I ,r−1

Cht
(I1,...,Ik)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

Id //
FrY,I1oo Cht
(I1,...,Ik)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

ChtR
nv,(I2,...,Ik,I1)
Y,I,W,(ni)i∈I ,r−1
∣∣∣
∆(v)
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
FrRY,I1oo Id // ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
Les correspondances donnant l’oubli de la partition, dans un sens ou dans
l’autre, sont
Cht
(I)
Nv ,I,W
∣∣∣
∆(v)
R
nv,(I)
I,W,(ni)i∈I ,r

Cht
(I1,...,Ik)
Nv ,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

Id //oo Cht
(I1,...,Ik)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

ChtR
nv,(I)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
oo Id // ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
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et
Cht
(I1,...,Ik)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

Cht
(I1,...,Ik)
Nv ,I,W
∣∣∣
∆(v)
R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r

//Idoo Cht
(I)
Nv,I,W
∣∣∣
∆(v)
R
nv,(I)
I,W,(ni)i∈I ,r

ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
Idoo // ChtR
nv,(I)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
De plus Cht
(I)
Nv,I,W
∣∣∣
∆(v)
et ChtR
nv,(I)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
de dépendent pas de (I) (puisque
toutes les pattes sont égales au-dessus de ∆(v)), ce qui exprime les isomorphismes
de fusion. Enfin les morphismes de création et d’annihilation et les Tδ sont donnés
par des morphismes de faisceaux ChtR
nv,(I1,...,Ik)
Y,I,W,(ni)i∈I ,r
∣∣∣
∆(v)
, et leurs images inverses
par R
nv,(I1,...,Ik)
I,W,(ni)i∈I ,r
sont des morphismes de faisceaux sur Cht
(I1,...,Ik)
Nv,I,W . 
Comme Nv est arbitraire, le lemme 1.4 montre que cet élement (6.3) est déter-
miné de manière unique par les opérateurs d’excursion globaux. Donc il ne dépend
pas du choix de l’ordre des pattes σ, ni du relèvement δ de (γi)i∈I , ni du choix
de (mi)i∈I dans la construction de Tδ. Pour la même raison il dépend seulement
de la fonction f : (gi)i∈I 7→ 〈ξ, (gi)i∈I · x〉 et non de W,x, ξ. C’est pourquoi on
l’a noté zm,s,I,f,(γi)i∈I . La construction montre que pour m, s, I, f et (di)i∈I fixés
le support de zm,s,I,f,(γi)i∈Iest borné indépendamment de (γi)i∈I . La compatibi-
lité avec le global montre alors la continuité en (γi)i∈I . Finalement zm,s,I,f,(γi)i∈I
est exactement l’élément (6.1) recherché, et on a terminé la démonstration de la
proposition 1.7.
Remarque 6.3. On voit que
— le support de (6.1) dépend du nombre d’itérations dans la composition de
correspondances cohomologiques, donc des entiers (mi)i∈I ,
— les entiers (mi)i∈I dépendent de la modification Y˜ I de Y
I et de la stratifi-
cation de Y˜ I fournies par [Org06],
— cette modification Y˜ I et sa stratification dépendent a priori de l’entier m
(qui indique le niveau) et de l’entier s (la puissance de ℓ dans les coefficients).
En fait, d’après une communication personnelle de Fabrice Orgogozo, la mo-
dification Y˜ I et sa stratification ne devraient pas dépendre de l’exposant s de ℓ
(même si cela n’est pas rédigé) et en effet on s’attend à ce que le support de (6.1)
ne dépende pas de s. En revanche il est évident que le support de (6.1) dépend de
m, puisqu’à la limite sur m on obtient un élément du centre de Bernstein, donc
une distribution invariante par conjugaison !
Les deux remarques suivantes sont assez techniques et ne serviront pas ensuite.
Remarque 6.4. On peut se demander pourquoi la modification Y˜ I de Y I et
sa stratification ne sont pas invariants par les morphismes de Frobenius partiels
sur Y I , puisqu’après tout les morphismes de Frobenius partiels sur les champs
de chtoucas restreints sont des homéomorphismes locaux à des morphismes lisses
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près (les morphismes d’oubli du niveau (2.17)). Il semble que la raison soit la
suivante : pour itérer les morphismes de Frobenius partiels on doit les intercaler
avec des changements de l’ordre des pattes, c’est-a-dire des morphismes d’oubli
des modifications intermédiaires (2.24) et leurs inverses (vus comme correspon-
dances cohomologiques). Or ces inverses peuvent obliger à raffiner la modification
de Y I et sa stratification.
Remarque 6.5. Le théorème 0.3 de [LZ17] implique que
RΨ(SL)
∣∣
(ηIY→s)
commute à la dualité de Verdier.(6.4)
Pour nous cela a la conséquence suivante. Dans la construction de (6.1) nous
pouvons remplacer l’inverse de (3.20) par un accouplement (comme dans
la remarque 9.2 de [Laf12]). Alors il n’est plus nécessaire de supposer que∏
i∈I Frob
mi
Y,{i}(∆(ηY )) et
∏
i∈I Frob
mi+di
Y,{i} (∆(ηY )) appartiennent à la strate
ouverte U . Autrement dit il est seulement nécessaire de supposer que s est
le point exceptionnel du transformé strict de l’image de la diagonale par∏
i∈I Frob
mi
Y,{i} et
∏
i∈I Frob
mi+di
Y,{i} . Donc la seule façon d’expliquer que le support
de (6.1), et donc forcément le nombre d’itérations des morphismes de Frobenius
partiels, tendent vers l’infini quand m tend vers l’infini est que la modification
Y˜ I de [Org06] devienne de plus en plus profonde quand m tend vers l’infini, ce
qui n’a rien de surprenant !
7. Facteurs γ
En combinant le résultat principal de cet article et des arguments de [Lom15a]
et [HL13a], on construit une bonne théorie des facteurs γ locaux dans le cas
des corps de fonctions. Le point essentiel est que, contrairement aux facteurs L
et ǫ locaux, les facteurs γ locaux ne dépendent que du caractère du centre de
Bernstein, ou du paramètre de Langlands local à semi-simplification près.
7.1. Axiomes pour un système de facteurs γ. On considère une famille de
facteurs γ(s, π × χ, ψ) ∈ C(T ), lorsque K est un corps local de caractéristique p
contenant Fq, G est un groupe réductif déployé sur K, ρ est une représentation
finie de dimension N de Ĝ sur Qℓ, π est une représentation lisse irréductible
à coefficients dans Qℓ de G(K), χ : K∗ → Qℓ
∗
est un caractère continu, et
ψ : K → Qℓ un caractère additif non dégénéré. Les propriétés que doit satisfaire
une telle famille sont les suivantes.
(i) (Naturalité et isomorphisme) γ(s, ρ, π, χ, ψ) dépend de (K, π, χ, ψ) à iso-
morphisme près.
(ii) (Somme directe) Si ρ = ρ1 ⊕ ρ2, alors
γ(s, ρ, π, χ, ψ) = γ(s, ρ1, π, χ, ψ)γ(s, ρ2, π, χ, ψ).
(iii) (Compatibilité avec la théorie du corps de classe) Si G est un tore et ρ est
un caractère c’est le facteur γ abélien de Tate.
(iv) (Compatibilité à l’induction parabolique) Soit M un sous-groupe de Levi
de M , P un parabolique de Levi M , πM une représentation irréductible de
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M , ρM la représentation de dimension N de M̂ obtenue en composant ρ
avec le morphisme M̂ → Ĝ, et π un sous-quotient irréductible de l’induite
parabolique Ind
G(K)
P (K) πM . Alors γ(s, ρ, π, χ, ψ) = γ(s, ρM , πM , χ, ψ).
(v) (Dépendance en ψ). Soit a ∈ K∗, et soit ψa le caractère de K donné par
ψa(x) = ψ(ax). Alors
γ(s, ρ, π, χ, ψa) = ωπ(a)χ(a)
N |a|
N(s− 1
2
)
F γ(s, ρ, π, χ, ψ)
où ωπ : K
∗ → Qℓ
∗
est la restriction du caractère central de π à Gm → G
associé à Ĝ
ρ
−→ GLN
det
−→ Gm.
(vi) (Stabilité). Si π1 et π2 ont le même caractère central et si χ est assez
ramifié en fonction de π1 et π2, alors
γ(s, ρ, π1, χ, ψ) = γ(s, ρ, π2, χ, ψ).
(vii) (Equation fonctionnelle) Soit X une courbe sur Fq, π =
⊗
v∈|X| πv une
représentation automorphe cuspidale de G(A) non ramifiée en dehors d’un
ensemble fini S de places, alors
LS(s, ρ, π, χ) =
∏
v∈S
γ(s, ρ, πv, χv, ψv)L
S(1− s, ρ, π˜, χ˜).
7.2. Unicité. Par (iv) on peut se limiter à montrer l’unicité pour les supercus-
pidales. On fixe une courbe X sur un corps Fq inclus dans k et une place v telle
que k(v) = k. On fixe un isomorphisme K = Fv. Par le même argument de séries
de Poincaré que dans la preuve du lemme 1.4 on trouve une forme automorphe
cuspidale π =
⊗
πw telle que πv soit la représentation supercuspidale de G(K)
pour laquelle on veut montrer l’unicité du facteur γ. On fixe un caractère global χ
non ramifié en v et très ramifié en toutes les places autres que v où π est ramifié.
Alors dans l’équation fonctionnelle tous les facteurs γ sont connus sauf celui en
v, qui est donc déterminé de manière unique.
7.3. Existence. On pose
γ(s, ρ, π, χ, ψ) = γ(s, ρ ◦ σπ, χ, ψ)
où σπ est le paramètre de Langlands local à semi-simplification près associé à π par
le théorème 0.1, et le facteur γ de droite est le facteur local de Godement-Jacquet
habituel pour GLN (en notant N la dimension de ρ). Il apparaît ici du côté
galoisien mais comme la correspondance locale pourGLN est connue par Laumon-
Rapoport-Stuhler [LRS93], on peut aussi le voir du côté automorphe et il a toutes
les propriétés souhaitées (en fait l’existence des facteurs locaux galoisiens pour
GLN est due à Artin, Dwork, Langlands [Lan69] et Deligne [Del73] et l’équation
fonctionnelle est due à Laumon [Lau87]). On vérifie alors les propriétés (i)-(vii).
L’énoncé d’unicité implique que notre construction étend celles des articles de
Henniart-Lomelí, Lomelí, Gan-Lomelí, Ganapathy-Lomelí [HL11, HL13b, HL13a,
GL15a, Lom15a, Lom16, Lom15b, GL15b, HL17] mais ces articles montrent
d’autres propriétés des facteurs γ et aussi des facteurs L et ǫ associés, que nous
ne savons pas obtenir par notre méthode.
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Remarque 7.1. Luis Lomelí nous a fait remarquer que la condition de stabilité
(vi) n’est en fait pas nécessaire pour montrer l’unicité d’une théorie de facteurs γ
vérifiant les autres conditions. L’argument consiste à remplacer l’énoncé naïf de
globalisation utilisé ci-dessus (le lemme 1.4) par un énoncé plus fin, à savoir le
lemme 3.1 de [Lom15b].
8. Cas des groupes non déployés
Tous les énoncés de cet article restent vrais pour G non déployé.
SoitG un groupe réductif surK. Le L-groupe LG est alors le produit semi-direct
Ĝ ⋊ Gal(K˜/K) où K˜ est l’extension finie galoisienne de K telle que Gal(K˜/K)
soit l’image de Gal(K/K) dans le groupe des automorphismes du diagramme de
Dynkin de G. On rappelle que ce produit semi-direct est pris pour l’action de
Gal(K˜/K) sur Ĝ qui préserve un épinglage, voir [Bor79].
On choisit des modèles entiers parahoriques lisses, à fibres géométriquement
connexes, pour G sur SpecOK , X et Y , compatibles entre eux. Pour toutes les
constructions de champs de chtoucas globaux et restreints on utilise ces modèles
entiers. On a besoin de construire des champs de chtoucas même lorsque les pattes
rencontrent le point v où le groupe G n’est pas nécessairement réductif (alors que
cela n’était pas nécessaire dans [Laf12]). Mais cela n’est pas difficile, on renvoie par
exemple à [AH13]. D’après le théorème A de [Ric16] le quotient G(K)/G(O) est
ind-propre, et plus généralement la grassmannienne affine de Beilinson-Drinfeld
est ind-propre sur Y I . Cela permet notamment de justifier la propreté du mor-
phisme d’oubli des modifications intermédiaires dans le lemme 2.19. A part cela
on n’a besoin de rien savoir sur la fibre spéciale en v, seulement qu’elle existe et
supporte les faisceaux de cycles proches. Tout le reste marche comme dans le cas
déployé. Plus précisément on a les théorèmes suivants.
Pour énoncer la compatibilité local-global on rappelle le cadre du paragraphe 12
de [Laf12]. Soit Fq un corps fini, X une courbe projective lisse géométriquement
irréductible sur Fq, FX son corps des fonctions et A ses adèles. Soit G un groupe
réductif sur FX . On fixe un sous-groupe discret cocompact Ξ ⊂ ZG(FX)\ZG(A)
(où ZG est le centre de G). On choisit un modèle réductif de G sur un ou-
vert U de X et un modèle parahorique lisse de G, à fibres géométriquement
connexes, en tous les points de X r U . On fixe N un sous-schéma fini de X.
On rappelle que le théorème 12.3 [Laf12] fournit une décomposition canonique de
Cc(KN\G(A)/KN ,Qℓ)-modules
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) =
⊕
σ
Hσ,(8.1)
où la somme directe dans le membre de droite est indexée par des paramètres de
Langlands globaux au sens rappelé dans l’énoncé de ce théorème.
Théorème 8.1. Il existe une application
π 7→ σπ(8.2)
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— de l’ensemble des classes d’isomorphismes de représentations lisses admis-
sibles et irréductibles de G(K) définies sur une extension finie de Qℓ et
entières,
— vers l’ensemble des classes d’isomorphismes de paramètres de Langlands
locaux semi-simples, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de mor-
phismes σ : Gal(K/K) → LG(Qℓ) définis sur une extension finie de Qℓ,
continus, semi-simples et faisant commuter le diagramme
Gal(K/K)
σ //
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
LG(Qℓ)
xxrrr
rr
rr
rr
r
Gal(K˜/K)
(8.3)
qui est déterminée de manière unique par les deux propriétés suivantes :
a) σπ ne dépend que du caractère par lequel le centre de Bernstein agit sur
π, et en dépend “algébriquement”,
b) cette application est compatible avec la paramétrisation globale, au sens
suivant.
Soient Fq, X,N,G et Ξ comme ci-dessus. Alors pour toute représentation π =⊗
πv de G(A) telle que πKN apparaisse dans Hσ (dans (8.1) ci-dessus), pour
toute place v de X on a égalité entre
— le paramètre local σπv obtenu en appliquant (8.2) avec K égal au complété
Fv de FX en v,
— le semi-simplifié de la restriction de σ à Gal(Fv/Fv).
De plus cette application π 7→ σπ s’étend de façon unique en une application
— de l’ensemble des classes d’isomorphismes de représentations lisses admis-
sibles et irréductibles de G(K) définies sur une extension finie de Qℓ (pas
nécessairement entières)
— vers l’ensemble des classes d’isomorphismes de paramètres de Weil locaux
semi-simples, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de morphismes
σ : Weil(K/K) → LG(Qℓ) définis sur une extension finie de Qℓ, continus,
semi-simples et faisant commuter un diagramme analogue à (8.3),
vérifiant a) ci-dessus.
Cette application est compatible à l’induction parabolique au sens suivant. Si P
est un sous-groupe parabolique de G sur K, de quotient de Levi M , et si τ est une
représentation lisse, admissible et irréductible de M(K) définie sur une exten-
sion finie de Qℓ, et π est un sous-quotient de la représentation induite compacte
Ind
G(K)
P (K) τ (avec la normalisation unitaire), alors σπ est conjugué à la composée
Weil(K/K)
στ−→ LM(Qℓ)→ LG(Qℓ).
Enfin elle est compatible aux cas triviaux de fonctorialité. Soit G′ un groupe
réductif sur K et Υ : G→ G′ un morphisme de groupes sur K dont l’image est un
sous-groupe distingué de G′. D’après le paragraphe 2.5 de [Bor79], on en déduit
LΥ : LG′ → LG. Alors pour toute représentation lisse admissible irréductible π
de G′(K), le centre de Bernstein de G(K) agit sur π par un caractère dont le
paramètre local associé par (8.2) et a) ci-dessus est LΥ ◦ σπ.
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On en déduit une théorie des facteurs γ(s, π×χ, ψ) ∈ C(T ), où K est un corps
local de caractéristique p contenant Fq, G est un groupe réductif sur K, ρ est
une représentation finie de dimension N de LG sur Qℓ, π est une représentation
lisse irréductible à coefficients dans Qℓ de G(K), χ : K
∗ → Qℓ
∗
est un caractère
continu, et ψ : K → Qℓ un caractère additif non dégénéré. Cette théorie des
facteurs γ vérifie les propriétés (i) à (vii) ci-dessus (en remplaçant M̂ et Ĝ par
LM et LG dans la propriété (iv)), et elle est caractérisée de manière unique par
ces propriétés.
Comme dans le chapitre 14 de [Laf12], en utilisant [FL10] et [GL16] on peut
traiter le cas des groupes métaplectiques.
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