Lagrangian subspaces are linear subspaces that appear naturally in control theory applications, and especially in the context of algebraic Riccati equations. In this paper, a class of semidefinite Lagrangian subspaces is introduced and it is shown that these subspaces can be represented by a subset I ⊆ {1, 2, . . . , n} and a Hermitian matrix X ∈ C n×n with the property that the submatrix X II is negative semidefinite and the submatrix X I c I c is positive semidefinite. A matrix X with these definiteness properties is called I-semidefinite and it is a generalization of a quasidefinite matrix. Under mild hypotheses which hold true in most applications, the Lagrangian subspace associated to the stabilizing solution of an algebraic Riccati equation is semidefinite, and in addition it is shown that there is a bijection between Hamiltonian and symplectic pencils and semidefinite Lagrangian subspaces; hence, this structure is ubiquitous in control theory. The (symmetric) principal pivot transform (PPT) is a map used by Mehrmann and Poloni [V. Mehrmann and F. Poloni. Doubling algorithms with permuted Lagrangian graph bases. SIAM J. Matrix Anal. Appl., 33:780-805, 2012.] to convert between two different pairs (I, X) and (J , X ′ ) representing the same Lagrangian subspace. For a semidefinite Lagrangian subspace, it is proven that the symmetric PPT of an I-semidefinite matrix X is a J -semidefinite matrix X ′ , and an implementation of the transformation X → X ′ that both makes use of the definiteness properties of X and guarantees the definiteness of the submatrices of X ′ in finite arithmetic is derived. The resulting formulas are used to obtain a semidefiniteness-preserving version of an optimization algorithm introduced by Mehrmann and Poloni to compute a pair (I opt , X opt ) with M opt = max i,j |(X opt ) ij | as small as possible. Using semidefiniteness allows one to obtain a stronger inequality on M with respect to the general case. , where we denote by X IJ a submatrix of X with rows and columns indexed by the sets I and J , respectively (the order of the indices does not matter as long as it is chosen consistently), and K c denotes the complement of K in {1, 2, . . . , n}.
1. Introduction and preliminaries. The symmetric principal pivot transform of a matrix X ∈ C n×n with respect to an index set K ⊆ {1, 2, . . . , n} is defined as the ELA 202 F. Poloni and N. Strabić (e.g. [1, 8, 14, 17] ), to obtain their permuted Lagrangian graph representation, and show that it both preserves the Lagrangian structure in computations and is numerically stable to work with. In this representation a Lagrangian subspace is identified with the pair (I, X), where I ⊆ {1, 2, . . . , n} and X ∈ C n×n is Hermitian. The symmetric PPT (1.1) is used to convert between two different representations in an optimization algorithm [18, Alg. 2] which computes a subset I opt and an associated X opt whose elements are bounded by a small constant. Using this matrix, X opt improves numerical stability in several contexts, see [20] .
In this paper, we focus on a class of Lagrangian subspaces whose representation (I, X) has additional structure. Let the symbol ≻ denote the Löwner ordering: A ≻ B (A B) means that A − B is positive (semi)definite. We say that a Hermitian matrix X = X * ∈ C n×n is I-definite, for I ⊆ {1, 2, . . . , n}, if (1.2) X II ≺ 0 and X I c I c ≻ 0.
If the previous definition holds with the symbols ≻, ≺ replaced by , then X is I-semidefinite. For I = ∅ an I-definite matrix is simply a positive definite matrix and for I = {1, 2, . . . , n} an I-definite matrix is negative definite. In all other cases, an I-definite matrix is a generalization of a quasidefinite matrix, which is I-definite for I = {1, 2, . . . , k} with some k < n.
Identifying this class of subspaces and exploiting its properties in applications has several advantages: one can improve a bound on the elements of the matrix X opt and preserve this additional structure, which is, for instance, crucial for the existence of a positive semidefinite solution X of an algebraic Riccati equation.
The rest of the paper is structured as follows. In Section 2, we present the basic definitions and concepts related to Lagrangian subspaces and their representations (I, X). We introduce a class of Lagrangian (semi)definite subspaces in Section 3 and prove that for these subspaces the Hermitian matrix X in the pair (I, X) which represents the Lagrangian semidefinite subspace is I-semidefinite for all possible choices of I. In Section 4, we link Lagrangian semidefinite subspaces to Hamiltonian and symplectic pencils appearing in control theory. In Section 5, we derive an implementation of the symmetric PPT (1.1) which converts between two different representations (I, X) and (J , X ′ ) of a Lagrangian semidefinite subspace. Specifically, we show how an I-semidefinite matrix X can be converted to a J -semidefinite matrix X ′ for a given index set J by the PPT that both makes use of the definiteness properties of X and guarantees the definiteness of the blocks of X ′ in finite arithmetic. The symmetric PPT in one case requires the computation of the inverse of a quasidefinite matrix with factored diagonal blocks and we also present an inversion formula which uses unitary factorizations to directly compute the factors of the diagonal blocks of the quasidefinite inverse. In Section 6, we prove that all elements of an I opt -semidefinite ELA PPTs of Quasidefinite Matrices and Semidefinite Lagrangian Subspaces 203 matrix X opt associated with a semidefinite Lagrangian subspace are bounded by 1 in modulus, and present the optimization algorithm which computes an optimal representation. We test the performance of the algorithm on several numerical experiments in Section 7 and present some concluding remarks in Section 8.
2. PPTs and Lagrangian subspaces. An n-dimensional subspace U of C 2n is called Lagrangian if u * J n v = 0 for every u, v ∈ U, where u * denotes the conjugate transpose of a vector u, J n = 0 I n −I n 0 , and I n is the identity matrix. A full column rank matrix U ∈ C 2n×n is a basis for a Lagrangian subspace if and only if U * J n U = 0. For U, V ∈ C 2n×n of full column rank we write U ∼ V if U = V M for a square invertible M ∈ C n×n . Note that this implies that U and V have the same column space, i.e., Im(U ) = Im(V ).
In computational practice, a subspace U is typically represented through a matrix U whose columns span it. A key quantity is its condition number κ(U ) = σ max (U )/σ min (U ): the sensitivity of U = Im(U ) as a function of U depends on it [21, p. 154] , as well as the numerical stability properties of several linear algebra operations associated to it, for instance, QR factorizations and least-squares problems [10, Chap. 19 and 20] . Hence, in most applications the natural choice for a basis is a matrix U with orthonormal columns, which ensures κ(U ) = 1. However, if a matrix U is partitioned as
then it spans a Lagrangian subspace if and only if U * 1 U 2 = U * 2 U 1 , which is a property very difficult to preserve in finite arithmetic. If the matrix U 1 is invertible, one can write
and hence obtain a different matrix V = I n X whose columns span the same subspace. Matrices of the form algebraic Riccati equations [14] . Namely, the matrix X is a solution to a continuoustime algebraic Riccati equation Q+XA+A * X −XGX = 0, where A, G, Q, X ∈ C k×k and G = G * , Q = Q * , if and only if
where the associated matrix H is Hamiltonian and given by
Unlike previous publications, we prefer to use the name Riccati matrix here for G(X), since it is less likely to induce confusion with graphs as the mathematical objects with nodes and edges. From (2.1), since U 1 is nonsingular it follows that (2.4) U ∼ G(U 2 U −1 1 ) and it is easy to see from the definition that Im G(X) is Lagrangian if and only if X = X * , a condition which is trivial to ensure in numerical computation. Hence, if the object of interest is the Lagrangian subspace Im U , one can associate it with the Hermitian matrix X and use only this matrix to store and work on the subspace. The potential difficulties with this approach come from computing X = U 2 U −1 1 since U 1 could be ill-conditioned or even singular. [18] consider a slightly more general form instead. For each subset I ⊆ {1, 2, . . . , n}, the symplectic swap matrix associated with I is defined as
Mehrmann and Poloni
where D is the diagonal matrix such that
The matrices Π I are symplectic (Π T I J n Π I = J n ) and orthogonal (Π T I Π I = I 2n ), and the multiplication with Π I permutes (up to a sign change) the elements of a 2n-length vector, with the limitation that the ith entry can only be exchanged with the (n+i)th, for each i = 1, 2, . . . , n. 
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Given a full column rank matrix U ∈ C 2n×n such that Im U is Lagrangian and a set I ⊆ {1, 2, . . . , n}, define the symplectic swap Π I as in (2.5) and partition
If the top n × n block U 1 is invertible then
Note that (2.8) generalizes the notion of a Riccati matrix (2.2) by not requiring that the identity matrix is contained in the top block but that it can be pieced together (modulo signs) from a subset of rows of the matrix G I (X). Clearly, the pair (I, X), with X = U 2 U −1 1 , identifies Im U uniquely.
The representation (2.7) is called the permuted Lagrangian graph representation in [18] and it generalizes the representation (2.4), while keeping the property that Im G I (X) is Lagrangian if and only if X is Hermitian. We use the name permuted Riccati representation (or basis) here. 1. Im U is Lagrangian. 2. For a particular choice of I ⊆ {1, 2, . . . , n}, we have U ∼ G I (X) and it holds that X = X * . 3. For all choices of I ⊆ {1, 2, . . . , n} such that U ∼ G I (X), it holds that X = X * .
Moreover, for each U satisfying the above properties there exists at least one I opt ⊆ {1, 2, . . . , n} such that U ∼ G I opt (X opt ) and X opt = X * opt satisfies
As with the Riccati matrix representation, we can use any of the matrices X such that U ∼ G I (X) to store the Lagrangian subspace Im U on a computer and operate on it, since the property that X must be Hermitian can be easily enforced. The choice ELA 206 F. Poloni and N. Strabić with I opt is particularly convenient from a numerical point of view: using (2.9), one can prove that κ(G I (X)) cannot be too large [18, Thm. 8.2] .
All the matrices X in G I (X) are Hermitian. For I opt = {2}, the condition (2.9) is satisfied. Then, U ∼ G J (X ′ ) if and only if X KK is invertible, and in this case, X ′ = DY D, where Y is the symmetric PPT of X defined in (1.1) for the index set K, and D is the diagonal matrix such that
Informally speaking, when we wish to transform the matrix X such that U ∼ G I (X) into the matrix X ′ so that U ∼ G J (X ′ ) for a new set J , we have to perform a symmetric PPT (1.1) with respect to the indices that we wish to add to or remove from I, and then flip the signs in the rows and columns with the indices that we remove from I.
Example 2.6. Take I = {1} and the matrix U from Example 2.3 so that
Applying Lemma 2.5 transforms between the remaining three representations as follows. For J = ∅ Lemma 2.5 defines K = {1} and D = diag(−1, 1). Applying (1.1) to X gives
Therefore, U ∼ G ∅ (X ′ ) holds. For J = {2} we have K = {1, 2} and D = diag(−1, 1). In this case,
If the matrices Q and G are positive semidefinite, under standard conditions (see, e.g. [5, 17, 19] ) the Riccati equation has a unique positive semidefinite solution, and this is the solution that is usually of interest. A common approach to computing it is to determine a basis for the stable invariant subspace of H, i.e., the one corresponding to the eigenvalues of H in the open left half plane (e.g. [2, 15, 17] ). This subspace is Lagrangian and if U = U 1 U 2 is its basis then the matrix U 1 is invertible and X = U 2 U −1 1 is the positive semidefinite solution to the Riccati equation [19] . Specifically, U ∼ G(X) and the matrix X = X * 0.
In this section, we take a closer look at Lagrangian subspaces which have a Riccati basis with this property. We call a Lagrangian subspace definite if it can be written as
where G(X) is defined in (2.2). The following result relates I-definite matrices defined by the property (1.2) and definite Lagrangian subspaces. Proof. Let U ∼ G(X) and X ≻ 0. From the definition of a symplectic swap matrix (2.5) it follows that Π ∅ = I 2n , and hence, G ∅ (X) = G(X). Therefore, the definition of a Lagrangian definite subspace can be reformulated as stating U ∼ G I (X), where X is I-definite for I = ∅. If this holds, then for each J ⊆ {1, 2, . . . , n}, Lemma 2.5 defines K = J and D = I n . Since X ≻ 0, every principal submatrix X KK is also positive definite and therefore U ∼ G J (X ′ ) for every J , where X ′ is the symmetric PPT (1.1) of X. It is clear from the formulas (1.1) and the properties of Schur complements [12, Sec. 12.3 ] that X ′ is J -definite, as required.
On the other hand, if U ∼ G I (X) and X is I-definite for some I, then X is Hermitian by definition, and hence, U spans a Lagrangian subspace. We prove that the subspace is Lagrangian definite by applying Lemma 2.5 with J = ∅ to X. It follows that K = I and since X KK = X II ≺ 0, we have U ∼ G ∅ (X ′ ) = G(X ′ ), with X ′ = DY D as in Lemma 2.5. Since X ′ is defined via congruence, it is sufficient to prove that Y , the symmetric PPT of an I-definite matrix with respect to the index set I, is positive definite. This follows from (1.1) due to the definiteness properties of the blocks of X: both Y KK = −X −1 II and its Schur complement 
When these properties hold, we call the subspace Lagrangian semidefinite.
Proof. Let I be such that U ∼ G I (X) and X is I-semidefinite. Consider the matrix Y obtained by perturbing the diagonal entries of X so that the blocks X II and X I c I c become strictly definite, that is, for some ε > 0,
Then the subspace Im U ε , with U ε ∼ G I (Y ), is Lagrangian definite, and by Theorem 3.1, the permuted Riccati representations U ε ∼ G I (Z) exist for every I with Z having the required definiteness properties. By passing to the limit ε → 0, we get the semidefiniteness of the blocks of Z (whenever the representation exists). 4. Semidefinite Lagrangian subspaces associated with control-theory pencils. Section 6 of [18] introduces a method to map regular matrix pencils with special structures to Lagrangian subspaces. The main reason why this kind of bijection is used is that changing a basis in the subspace is equivalent to premultiplying the pencil by a nonsingular matrix, which preserves eigenvalues and right eigenvectors of regular pencils. This makes it possible to apply several techniques based on PPTs to pencils as well. Specifically, we write
and say that the two pencils are left equivalent, if there exists a nonsingular square matrix S such that M 1 = SM 2 and N 1 = SN 2 . It follows that
Hence, if we are interested in the eigenvalues and right eigenvectors of a regular pencil we may instead work with any regular pencil left equivalent to it. We construct here a simple variation of the map from [18] which sends the pencils appearing in most applications in control theory to semidefinite Lagrangian subspaces. The map is defined for pencils M − xN without common left kernel, which means that there exists no vector v = 0 such that v * M = v * N = 0. This is a proper superset of regular pencils, as a common left kernel implies that det(M − xN ) ≡ 0 so a pencil is singular, but the converse does not hold with
In several problems in control theory, e.g. [16, 17] , one deals with Hamiltonian pencils in the form
are known in advance. In the following theorem, we show that this kind of structure is mapped to a semidefinite Lagrangian subspace by a special bijection between pencils and 4k × 2k matrices.
be a matrix pencil without common left kernel. Construct the matrix
Then,
Proof. The first claim is proved by expanding the relation U * J 2k U = 0 into blocks. This leads to the expression −M 1 N *
For the second claim, take M − xN as in (4.1), and I = {1, 2, . . . , k}. We have
ELA
PPTs of Quasidefinite Matrices and Semidefinite Lagrangian Subspaces 211 Equation (6.4) in [18] gives a matrix U in a form similar to (4.2), which satisfies only the first part of the theorem.
In several problems in discrete-time control theory, e.g. [8, 16, 17] , one deals with symplectic pencils in the form
again, factorizations G = BB * , Q = C * C as above are often available. Similarly to the Hamiltonian case, there is a bijection which maps this structure into a semidefinite Lagrangian subspace.
Proof. The proof of both claims is analogous to the proof of Theorem 4.1. Specifically, the Lagrangian semidefinite subspace U from (4.4) is also associated to the
Once again, a construction given in Equation (6.2) in [18] provides an analogous bijection that satisfies only the first part of the theorem. The main use for these bijections is producing left-equivalent pencils with better numerical properties. We show it in a simple case. Partitioning the matrix
conformably to (4.2), we obtain a left-equivalent pencil
a considerably lower value. The two pencils are Hamiltonian and have the same eigenvalues and right eigenvectors, so they are completely equivalent from a numerical perspective.
The optimization algorithm [18, Alg. 2] uses the PPT formulas (1.1) to compute the optimal permuted Riccati representation of a Lagrangian subspace and it can be used to normalize pencils [18, Sec. 6] . If a PPT is applied to a Lagrangian semidefinite subspace Im U , where U is for example given in (4.2) or (4.4), the definiteness properties of the blocks G and Q are not exploited. Furthermore, due to Theorem 3.2, for the computed optimal representation (I opt , X opt ) the matrix X opt must be I optsemidefinite but the definiteness properties of its submatrices are not guaranteed due to possible numerical errors. Note the structure of the matrix X appearing in the proof of the second part of Theorem 4.1 and Theorem 4.2: when the factors B and C are known for representations (4.1) and (4.3), the quasidefinite matrix X is
In the next section, we describe the structure preserving implementation of the symmetric PPT (1.1) for I-semidefinite matrices X in factored form, which resolves the issues described above and leads to the structured version of the optimization algorithm presented in Section 6. Specifically, B and C do not have to be of full rank. We also introduce the following compact form of (5.1):
and say that the map C I converts between a factor representation of the I-semidefinite matrix X and the real matrix. Clearly, the factors B and C are not unique as for any unitary matrices H and U of conformal size we have
Given an I-semidefinite matrix X in a factored form (5.1) and an index set J , our goal in this section is to derive formulas for the symmetric PPT (1.1) needed in Lemma 2.5 to compute a J -semidefinite matrix
and the factors A ′ , B ′ and C ′ are computed directly from A, B and C. We distinguish three cases for the index set J we are converting to: We now derive the formulas for A ′ , B ′ and C ′ in each case. For simplicity, so that we may use a simpler matrix form instead of working with a generic block partition (5.1), take I = {1, 2 . . . , k} so that X is
Case 1.
Recall that we have A ∈ C (n−k)×k , B ∈ C (n−k)×t , C ∈ C r×k as factors of X. Again for simplicity, we take J = {1, 2, . . . , k − l} for some l with 1 ≤ l ≤ k. Let H be a unitary matrix such that Then the factor representation (5.2) of X is
Now we use Lemma 2.5. The pivot index set is K = {k − l + 1, . . . , k}. Note that for this PPT to exist it must hold r ≥ l. For the pivot submatrix X KK = −C * 22 C 22 to be nonsingular, the square matrix C 22 must be invertible. The diagonal sign change matrix D is the block diagonal matrix D = diag(I k−l , −I l , I n−k ), and applying (1.1) to X to compute Y we get
The matrix X ′ is J -semidefinite (as follows by Theorem 3.2) and it is easy to check that it can be represented as
, C ′ = C 11 .
Case 2.
Case 2 is very similar to Case 1. We again start from A ∈ C (n−k)×k , B ∈ C (n−k)×t , C ∈ C r×k and now take 1 ≤ m ≤ n − k, with m ≤ t, to apply Lemma 2.5 to X from (5.2) for J = {1, 2, . . . , k, k + 1, . . . , k + m}, for simplicity. Let U be a unitary matrix such that
The factor representation (5.2) expands to
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If this is the case, we have
Case 3.
This case is somewhat more complicated. We start from A ∈ C (n−k)×k , B ∈ C (n−k)×t , C ∈ C r×k and take 1 ≤ l ≤ k and 1 ≤ m ≤ n − k, such that l ≤ r and m ≤ t. (5.7)
In this case, (5.2) is 
for suitable matrices K, L, N . In this section, we describe a method to compute K, L, N directly from A, B, C. In principle, one can assemble the matrix in (5.10), invert it, and then find the Cholesky factors of its diagonal blocks. However, this does not appear sound from a numerical point of view, since it means forming BB * and C * C and then factoring the corresponding blocks in the computed inverse (which may not be semidefinite due to numerical errors). It is a problem similar to the infamous normal equations for least-squares problems [10, Sec. 20.4 ]. The only condition appearing in Lemma 2.5 is that the pivot submatrix (5.9) is invertible and we wish to keep only that assumption for the existence of the PPT. Hence, formulas which rely on Schur complements [13, Sec. 0.7.3] cannot be used, since BB * and C * C are not guaranteed to have full rank (consider, e.g. the case A = 1, B = C = 0).
In the following, we present an alternative expression that relies heavily on unitary factorizations. 
3. The following relations hold:
Proof. We use a few manipulations of quasidefinite matrices which are standard in the context of preconditioners for saddle-point matrices; see for instance [4, Sec. 10.4] .
Note that P is the Schur complement of −I m in
so by the standard results on Schur complements T is nonsingular and
Inserting factorsQ = diag(Q, I) and its inverse, we get
The top-left 2 × 2 block which we have marked with asterisks is −M * M , with M as in (5.12), so we can write it also as
The middle matrix in above is equal toQ * TQ, which is invertible. Hence, R and M 22 must be invertible, too, which proves our first statement. The inverse of this block 
which proves the second claim.
Expanding the multiplications in the second block column of (5.12), we get C 22 Q 22 = H 22 M 22 and C 22 Q 21 = H 21 M 11 + H 22 M 21 , from which the two equations (5.13) follow easily. From the first block row of (5.11), we get B * 11 = Q 11 R * , and again from (5.12), we get
whose first block column reads H * 11 = M 11 Q * 11 , H * 12 = M 21 Q * 11 + M 22 Q * 12 . Putting together these relations, (5.14) follows.
We now continue computing the factored version of the PPT in Case 3. Assuming that the matrix X KK from (5.9) is nonsingular, the symmetric principal pivot transform Y of X from (5.8) exists and we partition it as
The middle block is −X −1 KK and from Theorem 5.1 defining K, L, N we have
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Lemma 5.2. The remaining blocks of Y from (5.15) are given by
Proof. We get the above formulas after some tedious but straightforward algebra from the PPT formulas (1.1), the expression (5.8) for X and (5.16).
The sign change matrix D from Lemma 2.5 is D = diag(I k−l , −I l , I m , I n−k−m ), and we finally have
where the blocks are defined in (5.16 ) and Lemma 5.2. What remains is to show that
where J = {1, 2, . . . , k − l} ∪ {k, k + 1, . . . , k + m}, by finding the factors B ′ ∈ C (n−k+l−m)×(t−m+l) and C ′ ∈ C (r−l+m)×(k−l+m) such that
The factor A ′ ∈ C (n−k+l−m)×(k+m−l) is given by and we only need to check that these blocks match the blocks specified in (5.17) . From (5.16) we have N N * = −Y 22 and from (5.14) we get
where we have used the formula for Y 42 from Lemma 5.2 for the last equality. What remains is to show that
Multiplying out the left hand side and using (5.14) we see that the above equality holds if and only if
which is true because H from (5.12) is a unitary matrix and so H 11 H * 11 + H 12 H * 12 = I.
The proof involving the matrix C ′ uses (5.13) and is identical to the above.
To summarize the results for Case 3, we have an I-semidefinite matrix X = C I ([ HC 0
A BU ]) for I = {1, . . . , k} and the factors A, BU and HC as in (5.7), and we wish to transform it into a J -semidefinite matrix X ′ for J = {1, . . . , k − l} ∪ {k + 1, . . . , k + m}. Provided that the matrix X KK from (5.9) is invertible and with its inverse defined by (5.16), X ′ can be represented as X ′ = C J
where the factor A ′ is given by (5.18 ) and the factors B ′ and C ′ are defined in Lemma 5.3.
Formulas for arbitrary index sets.
Using a suitable permutation, we can reduce the general case (with arbitrary I and J ) to the ones we treated above. For instance, we show how to adapt Case 1 (the other two are analogous). Let P be the permutation matrix associated to a permutation π that maps 
Then the J -semidefinite matrix X ′ is obtained as X ′ = P TX ′ P .
6. PPTs with bounded elements. We now use the factor-based formulas for the PPT derived in Section 5 to compute an optimal permuted Riccati basis for a Lagrangian semidefinite subspace. From [18, Thm. 3.4] , which is here stated as the final part of Theorem 2.2, we know that for a Lagrangian subspace Im U there exists at least one optimal permuted Riccati representation with X opt satisfying
The above inequality is sharp, as can be seen from the example [18, Sec. 3] where U = I 2 X , X = 1 √ 2 √ 2 1 . However, a stronger version can be obtained under the additional hypothesis that Im U is Lagrangian semidefinite (instead of merely Lagrangian). Theorem 6.1. Let U ∈ C 2n×n be such that Im U is Lagrangian semidefinite. Then, there exists I opt ⊆ {1, 2, . . . , n} such that U ∼ G I opt (X) and
Proof. Since Im U is Lagrangian, from the proof of [18, Thm. 3.4] it follows that there exists an index set I defining the symplectic swap Π I such that U ∼ G I (X), X ∈ C n×n is Hermitian and
In addition, since Im U is Lagrangian semidefinite, from Theorem 3.2 it follows that X is I-semidefinite. We prove that the choice I opt = I satisfies (6.1).
For i = j this trivially follows from (6.2). When i = j, we distinguish four cases.
Case A: i, j ∈ I The block X II is negative semidefinite so its submatrix (X) {i,j}{i,j} is negative semidefinite, too, and this implies ELA 222 F. Poloni and N. Strabić Case B: i, j ∈ I The proof is analogous to the previous one, since X I c I c is positive semidefinite. Case C: i ∈ I, j ∈ I By semidefiniteness it follows that −1 ≤ x ii ≤ 0 and 0 ≤ x jj ≤ 1. Moreover, by the 2 × 2 case from (6.2) we get
and hence, |x ij | ≤ 1. Case D: i ∈ I, j ∈ I The proof is analogous to Case C by swapping i and j.
6.1. The optimization algorithm. Algorithm 1, which is a modified version of [18, Alg. 2] , can be used to compute I opt such that (6.1) holds. In each step, the original algorithm performs one symmetric PPT, where the pivot set consists of either an index of the diagonal element with the largest modulus, providing that this value is greater than a threshold τ 1 ≥ 1 or, if all diagonal elements are less than τ 1 in magnitude, then the pivot set contains indices of the off-diagonal element of largest modulus, if this is greater than τ 2 ≥ √ 2.
Note that due to Theorem 6.1 we need only one threshold value τ ≥ 1. Our algorithm is based on the following observations about the location of the element of the maximum modulus which defines the pivot set for the PPT. Since the blocks X II and X I c I c of an I-semidefinite matrix X with factors A, B, C are semidefinite, if the entry of X with maximum modulus occurs on the diagonal of X then • either it is in the block X II = −C * C: then it is the squared norm C :,j 2 of a column of C; • or it is in the block X I c I c = BB * : then it is the squared norm B i,:
2 of a row of B.
Moreover, if all diagonal elements of X are reduced below τ so that the pivot set is defined by the indices of some off-diagonal element of X, due to definiteness, all off-diagonal elements of X II and X I c I c will not exceed τ , and hence in this case, we need only look in the block A for the element of maximum modulus.
Once the maximum modulus of elements of X is determined, when it exceeds τ , in each of the three cases we can perform a PPT that strictly reduces this maximal entry. For computational efficiency, the algorithm first attempts to find a pivot index among the columns of the factor C, when there are no such pivots, it attempts to find a pivot index among the rows of the factor B, and finally, if no diagonal pivots are found, it looks for an off-diagonal pivot indices among the elements of |A i,j |. We repeat this procedure until all entries are smaller than τ .
Notice the use of the control flow instructions break and continue, defined as in C or MATLAB: the first exits prematurely from the for cycle, the second resumes execution from its next iteration.
The algorithm terminates since each PPT uses a pivot matrix with the modulus of the determinant at least τ and hence |det X| is reduced by a factor at least τ at each step. This argument is similar to, but slightly different from, the one used in [18, Thm. 5.2] , where a determinant argument is applied to U 1 in (2.6) rather than X. Input: I in ⊆ {1, 2, . . . , n}, and factors A in , B in , C in of an I in -semidefinite matrix X in = X * in ∈ C n×n as defined by (5.1); a threshold τ ≥ 1; functions g A , g B , g C specifying the mapping between 'local' indices in A, B, C and 'global' indices in the full matrix X Output: I out ⊆ {1, 2, . . . , n}, and factors A out , B out , C out of an 
Similarly, for Case 2, the starting factors (5.5) are now partitioned as
and the updated factors (5.6) for J = {1, . . . , k, k + 1} correspond to the PPT
For Case 3, the initial partition of factors (5.7) is
The PPT for the updated factors for J = {1, . . . , k − 1} ∪ {k + 1} has the pivot set K = {k, k + 1} and it requires the inverse of the 2 × 2 matrix X KK = −|γ| 2 α α |β| 2 , which can be computed explicitly as 22 and C ′ = C 11 0 (αc * − γa * )/∆ γ/∆ .
Finally, the factor update formula is
7. Numerical experiments. We have implemented a MATLAB version of Algorithm 1 and carried out the tests in MATLAB R2014a on a machine with an Intel Core i7-4910MQ 2.90GHz processor and 16GB RAM.
In our first experiment, we use randn to generate random factors C ∈ R 14×14 , A ∈ R 16×14 , B ∈ R 16×16 and a random index set I with card(I) = 14 defining the I-semidefinite matrix X of order 30. The threshold parameter for the optimization algorithm is τ = 1.5. In Figure 7 .1, we display a color plot of the matrix |X|, where (|X|) ij = |x ij | at the start of the optimization procedure, after 10 and 20 iterations, and the final matrix. The algorithm took 31 iterations and produced the matrix X with max |x ij | = 0.46 and card(I opt ) = 16. The effect of semidefinite blocks on the reduction can be seen in plots (b) and (c) of Figure 7 .1, where the dark red stripes that appear are due to the fact that whenever a diagonal pivot is chosen (Case 1 or 2), all elements in the corresponding row and column of the matrices −C * C or BB * are also reduced below τ . For the same example, Figure 7 .2 displays max i,j |x ij | and | det X| during the iterations. The quantity max i,j |x ij | is not guaranteed to decrease with iterations and we see this behaviour on the left plot but | det X| must decrease with each iteration as we explain in Section 6.1, and this is evident in the log-lin graph on the right. We next use the matrices from the examples in the benchmark test set [6] to construct a quasidefinite matrix X to which we then apply Algorithm 1 with the threshold τ = 1.5. The test set [6] contains 33 problems, which are taken from the standard carex test suite [3] for the numerical solution of the continuous-time algebraic Riccati equation, and in addition some examples use different parameters chosen to make the problems more challenging. Each example contains factors (cf. Section 4) A, G = G T , Q = Q T ∈ R k×k , B ∈ R k×t , C ∈ R r×k , R = R T ∈ R t×t and Q = Q T ∈ R r×r , with r, t ≤ k, which define the Hamiltonian matrix From these factors we construct the quasidefinite matrix 6 4 ] in Example 2 in [6] is singular positive semidefinite and therefore we use R Q = [ 3 2 0 0 ] as its Cholesky factor. The pair (I, X), with I = {1, 2, . . . , k}, identifies a Lagrangian subspace of C 4k which is associated with the Hamiltonian pencil (4.1), as described in Section 4. This construction eliminates Examples 3, 4, 17 and 18 from [6] due to the indefiniteness of the matrix Q, and consequently the matrix Q, since we cannot form a quasidefinite matrix X from these factors.
In Table 7 .1, for each of the remaining examples, we present the dimensions k, t and r defining the factors C f , A and B f of the matrix X, the number of iterations it the optimization took, the 2-norm condition number κ of the starting matrix G I (X), the maximum modulus of the elements in X and the computed optimal reduced 
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the starting representation G I (X) is ill-conditioned. Several examples already had X with elements bounded in modulus by 1 but we include them for completeness. In all other examples, the algorithm achieved the goal of reducing the modulus of all elements in X opt below the threshold τ and the number of iterations required to do this was in general not large.
We also note that the factors B f and C f could have been formed from the matrices G and Q, e.g. by taking their Cholesky factors or semidefinite square roots. We chose not to do this not only because B and C are readily available, but also since in most examples G and/or Q are singular, and moreover, such B f and C f would be square, while those computed from B and C are rectangular, often with very small number of columns and rows, respectively.
The MATLAB code used for the experiments is available at https://bitbucket.org/fph/pgdoubling-quad.
8. Concluding remarks. The main motivation for this work was the fact that the definiteness structure possessed by most matrices to which the PPT is applied in [18] is not used or enforced in general formulas (1.1), which means that it could be lost in computation due to numerical errors. These matrices of interest, which generalize the quasidefinite structure, are called I-semidefinite.
We have shown that I-semidefinite matrices define Lagrangian semidefinite subspaces which are associated with the standard form of Hamiltonian and symplectic pencils appearing in control theory, and this makes I-semidefinite matrices ubiquitous in the field. We also proved that the elementwise bound on the entries of an optimal permuted Riccati representation can be improved for the case of a Lagrangian semidefinite subspace.
The central part of the paper was dedicated to deriving factored versions of the general PPT formulas used in the optimization algorithm for computing this optimal representation. These formulas now exploit the structure of an I-semidefinite matrix X by working on the (not necessarily square) factors defining the semidefinite blocks and guarantee the definiteness properties of the resulting matrix by construction. Working directly with the factors of X is additionally appealing in view of the fact that the factors B and C are often available a priori in control theory. Furthermore, in this way, we avoid forming the Gram matrices C * C and BB * where a possible loss of accuracy might occur.
