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INTRODUCTION

Motivation
Flying small UAVs is becoming more than a hobby and is finding numerous applications in remote sensing from supplementing data gathering to map refinement. Availability of video and very high resolution images from these platforms open up new possibilities but as well necessitates the use of a range of new video/image processing techniques instead of traditional remote sensing image processing. Also data obtained from a small UAV is mostly oblique and noisy due to its unstable platform. Hence an automatic geo-referencing of the collected data like traffic flow needs additional methods, rather than utilizing only the noisy GPS and attitude sensors.
Background
Currently the video from unmanned aerial vehicles are primarily used in manual monitoring applications. But they are also rarely used in a variety of data collection application as well, one of the example applications being automatic collection of traffic information. Since such information would be more useful when geo-tagged, accurate and automatic geo-registration techniques are desired. One way to achieve this is to use the localization sensors like attitude indicator and the GPS. But in small unmanned aerial platforms, due to in-stability of the platform and sensor noise the automatic geo-referencing of the collected data is not possible. (Figure １shows an example scenario where the road centreline map data is overlapped with a real scene using the localization sensor inputs). Hence we need additional techniques to register the real world scene with the map database and then update the collected data on to the geo-database. The idea here is to collect information from the existing sensors like the video camera and process them in such a way that they can be used in aiding accurate geo-referencing. Figure １ : Video frame and map overlay Road networks are a good source of spatial information and can be used for aiding geo-referencing as the network pattern can be exploited for performing local localization. This local information can be used to refine the approximate global location given by the localization sensors. For this purpose the complete road network need not be extracted but the sparsely located features like road intersections and road segments would be sufficient. These intersections and road segments can aid in correcting the geo-referencing errors by matching these features with the map database. This method works well in urban regions where there is a good amount of traffic flow on the roads.
Related Work
This paper presents a method that uses traffic flow extracted from aerial videos to identify the features of interest -the road segments and intersections. Since small aerial platforms in consideration are capable of providing very high resolution imagery, the image only techniques do not produce good results. Where as techniques exploiting the spatio-temporal information is a good alternative and is also a less explored research area. With the ever advancing processing power and efficient image processing algorithms that are being developed these techniques will be able to solve complex real time problems.
METHOD OVERVIEW
Process Block Diagram
The paper focuses on the extraction of the road informationroad segment data and road intersection identification; from the video data. The overall process flow is shown in Figure ２ below, and is explained in the following sub-sections. 
Image Stabilization
In order to extract foreground objects from video of a moving camera, the video frames have to be stabilized. Successive video frame images are registered using SURF features discussed in Error! Reference source not found.] to form a mosaic. For a moving platform, continuous mosaic formation leads to distorted images as the platform moves away from the initial position. Hence the mosaic process is restarted after N successive frames. The latest registered frame in the mosaicvideo appears stabilized and hence shows moving objects. The successive frames are then subtracted to form the difference image sequence. This image sequence is then processed to find the foreground objects. Large foreground objects extracted are assumed to be the vehicles moving on the road.
Traffic Flow Extraction
Traffic flow is the cumulative direction of vehicles moving on a road. The method used to determine the traffic flow is by tracking the moving objects on the road. Centroids of the foreground objects extracted in section 2.2 are tracked using Lucas-Kanade 'optical-flow tracking' algorithm and their trajectory across successive video frames is extracted. Brightness consistency and small movements of objects are assumed to enable tracking by Lucas-Kanade algorithm. When the objects are continuously tracked, the algorithm results in distorted trajectories especially when the moving objects pass through occlusions. This is because the occlusion causes the image sequence to violate the basic assumptions made for tracking and causes the failure of the classic equation (1) The tracking is lost and the tracked image points are likely to be picked up by other moving objects passing through the same position and hence resulting in distorted trajectories. The tracked points are hence cleared after a pre-defined number of frames and new centroids are fed into the tracking algorithm. This reduces tracking errors due to occlusion.
In order to detect the traffic flow direction on each road, the traffic flow at the road junctions and corners need to be neglected. So the trajectories that have higher than an empirical RMS of deviation value from their line-of-best-fit, (see Figure  ３ ) are rejected and only the linear ones are selected for further processing. RMS of deviation value is calculated by equation (2). Figure ３ : RMS of Deviation from Line-Of-Best-Fit
Now the trajectories of different road segments need to be grouped together to provide for a unique road segment. Slope and centre point of the line-of-best-fit for each trajectory is found ( Figure ５ ) so that a three dimensional vector space ( Figure ４ ) constituted by slope on one axis and centre point x and y image coordinates on the other two axes. Using the slope and location of the trajectory, its parent road segment is identified. This is done using a Minimum Spanning Tree on the vector space. The MST is then clustered ( Figure ５ ) based on a defined threshold, which further depends on the camera angle-of-view. This scenario is handled by splitting the curved clusters into two or multiple linear clusters based on the RMS of deviation values from their line-of-best-fit, in a similar approach as that for the curved trajectories. The RMS deviation is recalculated successively for each addition of a trajectory to the cluster and used to split the cluster appropriately when the RMS value exceeds a threshold.
Finding Road Segments and Intersections
Each cluster gives the traffic-flow on a particular segment of road since it shows the direction of the traffic flow and hence the direction of the road. The cluster is a representation of road in itself. Road intersections are points where at least two road segments with more than an acceptable degree of slope difference meet. These clusters are replaced by their lines of best fit and then extended with constraints like cluster proximity, angle to their line-of-best-fit. This helps in identifying the intersections ( Figure ７ ). Multiple intersections are formed with one from each pair of clusters. Based on proximity, a single mean intersection point is found. Figure ７ : Road Intersection Identification
RESULTS
Since we depend on real time traffic for the extraction of road segments and intersections, the performance of the extraction algorithm depends on how well the irregularities in traffic are handled. In this paper, a comparison between the video data collected by a stationary versus a moving platform has been attempted. How accurate the extracted road segments matches with the real road decides the performance of algorithm. Though it is difficult to come up with a robust, consistent measure of accuracy, we compare it with the accuracy of an expert based manual extraction process. So the accuracy of the road segment extraction was measured by finding the difference between the slope of the identified traffic flow cluster and the slope of the road found manually by drawing a line along the road in the image. The difference between these angles divided by their average provides the percentage difference. The results for videos from both stationary and moving platforms are shown in Table 1 . The result shows that the extraction of road segments is more accurate in case of a stationary camera compared to a moving one. Intersection identification accuracy is measured by tabulating the results in Table 2 
CONCLUSION
Results suggest that this method of road segment extraction and road intersection identification is quite promising for videos from UAVs that can hold their position in air. Reduction of accuracy in moving platforms was due to the building and other occlusions. Addressing this problem by depth perception is planned for future work. But an importation continuation of this work is to use the identified road segments and intersections in improving the geo-referencing accuracy. Also other practical issues like the execution time of the image stabilization algorithm need to be improved for any real-time application.
The empirical values in this work have been calculated by considering the UAV camera to be at an angle of 45 degrees. Hence the future work will also attempt to make the algorithm more flexible in this regard. Overall, the above procedural method is a new but simple way of processing the spatiotemporal information available on the aerial videos keeping in mind the application of geo-referencing. 
