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Abstract
A PHYSIOLOGICAL SIGNAL PROCESSING SYSTEM FOR
OPTIMAL ENGAGEMENT AND ATTENTION DETECTION
By Ashwin Belle
A dissertation submitted in partial fulfillment of the requirements for the degree of PhD in
Computer Science at Virginia Commonwealth University.

Virginia Commonwealth University, 2012

Major Director: Kayvan Najarian
Associate Professor, Department of Computer Science, School of Engineering

In today’s high paced, hi-tech and high stress environment, with extended work
hours, long to-do lists and neglected personal health, sleep deprivation has become
common in modern culture. Coupled with these factors is the inherent repetitious and
tedious nature of certain occupations and daily routines, which all add up to an undesirable
fluctuation in individuals’ cognitive attention and capacity. Given certain critical
professions, a momentary or prolonged lapse in attention level can be catastrophic and
sometimes deadly.
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This research proposes to develop a real-time monitoring system which uses
fundamental physiological signals such as the Electrocardiograph (ECG), to analyze and
predict the presence or lack of cognitive attention in individuals during task execution. The
primary focus of this study is to identify the correlation between fluctuating level of
attention and its implications on the physiological parameters of the body. The system is
designed using only those physiological signals that can be collected easily with small,
wearable, portable and non-invasive monitors and thereby being able to predict well in
advance, an individual’s potential loss of attention and ingression of sleepiness. Several
advanced signal processing techniques have been implemented and investigated to derive
multiple clandestine and informative features. These features are then applied to various
machine learning algorithms to produce classification models that are capable of
differentiating between the cases of a person being attentive and the person not being
attentive. Furthermore, Electroencephalograph (EEG) signals are also analyzed and
classified for use as a benchmark for comparison with ECG analysis.
For the study, ECG signals and EEG signals of volunteer subjects are acquired in a
controlled experiment. The experiment is designed to inculcate and sustain cognitive
attention for a period of time following which an attempt is made to reduce cognitive
attention of volunteer subjects. The data acquired during the experiment is decomposed
and analyzed for feature extraction and classification. The presented results show that to a
fairly reasonable accuracy it is possible to detect the presence or lack of attention in
individuals with just their ECG signal, especially in comparison with analysis done on
EEG signals. The continual work of this research includes other physiological signals such
12

as Galvanic Skin Response, Heat Flux, Skin Temperature and video based facial feature
analysis.
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Novelty and Contribution
Cognitive psychology is based on a person’s ability to acquire process and store
information; which applies fundamentally to most of the conscious tasks humans
undertake. The crux of this hypothesis lies in the capacity of attention and engagement
levels that a person is able to inculcate and sustain during a cognitive activity. The more
attentive and engaged a person is while carrying out a given task, the better the yields are
in the performance of that individual. The strength and sustainability of attention has so far
been a non-determinant variable which shows high levels of dependency and correlation
with several environmental and inherent factors that is specific to each individual.
Several critical and non-critical occupations demand a certain level of consistent
performance which happens to be highly correlated with the individual’s attention levels.
Momentary lapse of attention while performing certain critical tasks such as surgery,
piloting a plane, driving, operating heavy machinery, etc. could lead to some devastating
outcomes. Human errors due to drowsiness or lack of focus are a common contingency at
workplaces which can lead to very expensive consequences. In many cases such outcomes
are not entirely imperative and can be avoided given the means to successfully monitor and
predict the onset of drowsiness much in advance, thereby allowing sufficient time to
practice certain precautionary measures.
This proposed study is involved in developing one such system that can be used to
perform real time monitoring and classification of various physiological signals thereby
14

providing the ability to predict the fluctuations in cognitive attention levels and

the onset

of drowsiness in advance. There is some research currently in this area which uses
physiological and non-physiological data to recognize a person’s cognitive status.
However, most of these researches either use a single modal for estimation or are not
specifically targeting attention in individuals. Most of these studies are established based
on certain specific contingencies which are not designed for all purpose application. As
compared to existing systems and research in this realm, this proposed system boasts a few
novelties and contribution that sets it apart from the rest. These novelties are as follows;
Multi-modal perspective: In contrast to existing studies, this proposed system is designed
to encompass several physiological modals for investigating the existence or absence of
cognitive attention. The study investigates physiological signals such as Electrocardiogram
(ECG), Heat Flux (HF), and Galvanic Skin Response (GSR) to recognized specific
psychological parameters especially those of attention and engagement. Advanced signal
processing techniques are exploited to examine the influence that diluting attention has on
physiological signals. Electroencephalogram (EEG) signals which are proven as effective
means for studying cognitive activities are utilized mainly to establish a benchmark for the
analysis outcomes of the other signals used in this study.
Extensive ECG analysis: As mentioned earlier, ECG and other mentioned physiological
measures used in this study have not commonly used for the purpose of recognizing
attention. Especially the ECG although used for many other bio-medical applications, it
has seen very little application in this area previously. With this bearing, in this study the
15

ECG signal is being studied in extensive detail for recognizing attention specific
implication on its characteristics. Several ingrained and cutting-edge signal processing
approaches have been utilized in a creative fashion to compute substantial and valuable
features from the ECG signal in attempt to identify cognitive attention.
Portable Architecture: The proposed system has been distinctly designed and developed
for practical application in real world settings. With comparable systems that are designed
using EEG signal, it is immediately evident that portability of these systems are restricted,
thereby limiting and confining its applications to fixed and controlled settings. This
proposed system on the other hand relies on data that can be solely collected using a
wearable, wireless, non-invasive and completely portable armband which when in use has
a small concealable footprint on the body. The system’s portable architecture allows it to
be applicable in variety of real world settings and applications. Furthermore, for
continuous monitoring of attention and prolonged use, the small footprint of the armband
on the body makes it extremely easy to use for extended periods of time. While being
completely non-invasive yet concealable.
Real-time framework: Another important aspect of the design of this proposed system is
in its real-time application framework. The system is designed to provide real-time
analysis and feedback based on its prediction and classification. With a sufficient large
training data-set, a model can be trained and developed which can be applicable towards
general usage. The trained classification model is also going to be developed to be less
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sensitive to inter-person variability which is common with such multi-modal physiological
experiments.
Innovative feature extraction: With the various signal transposition and decomposition
methods being used, several domain specific features are being extracted for exploiting
such processing techniques. Common statistical features as well as domain based heuristic
features have been designed for this study.
Machine Learning Advances: To enhance the quality of feature classification and the
accuracy of prediction, feature quality evaluation methods and classification techniques are
implemented and assayed to ensure the development of the best classification model based
on the nature of application.

17

CHAPTER 1 Introduction

1.1 Fundamental Overview
This research investigates, with an engineering perspective, a fundamental
phenomenon called ‘cognitive attention’, which is an inherent aspect of human
psychology. In our everyday life, amidst all the information that is encumbered on our
sensory mechanisms, only a fraction of this is processed by the brain and even fewer of
them receive a response from it. So the obvious question that arises is how does the human
brain select what it decides to pay ‘attention’ to and by how much? And when does the
brain start declining the level of attention it is paying?
Attention as a quintessential subsistence has been recognized and analyzed for
centuries now. Early philosophers, like Descarates [1], Berkeley [2], Locke [3] wrote
extensive theories about the existence, role and affects of cognitive attention. Even
luminaries such as Confucius and Leonardo da Vinci are said to have discussed and
described the conscious existence of attention. In the recent past however, the idea of
cognitive attention has gained much more conglomerated interest and has been examined
in various angles by different branches of study such as psychology, psychiatry, neurology,
behavioral science, philosophy and not to forget engineering.
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In past few centuries there have been significant research on the concept of
attention. Although as humans our perception and concept of attention seems fundamental
and easily definable (primarily basing it through own experiences), however for the
scientific community there is no single way of defining the word attention. We all
experience that, to some extent our awareness and control of our current attention depends
on what we choose to attend to. For example while reading this document you have chosen
to focus on the content of this document as opposed to several other entities around you
such as the faint noise of the vents in the background, the sounds from outside etc.
However, after reading this document for long enough, your attention is bound to fluctuate
from its content to other distractions that surround you. Prolonged attempts to read this
document entirely in one sitting might possibly make you drowsy and put you to sleep.
The ability to sustain ones attention, and the frequency of fluctuation or fading of one’s
attention could be due to a combination of multiple reasons. Factors that affect attention
are lack of sleep, medications, emotional state, distractions of the environment, fatigue, so
on and so forth. Recognizing that the affect state of attention is not definable given its
complex nature of interactions between the physical, physiological and environmental
entities, this research is not concerned about the sources and causes of attention related
issues. Instead this study attempts to understand the ‘everyday experience of attention’,
that is, the existence and/or the lack of, attention during our everyday activities.
In today’s high paced, hi-tech and high stress environment, a common sufferer is
our cognitive processing and capacity. Extended work hours, long to-do lists and neglected
health could cause sleep deprivation, a commonplace occurrence in modern culture.
19

Coupled with these factors is the repetitious nature of the activities themselves that we
perform on a daily basis. Such as long hours of driving or commuting, fragmented or
routine jobs, lack of cognitive demand at work place due to automation and machining, etc.
The result of such daily tautological and tedious routines in our lives results in something
that is widely recognized as boredom and monotony which are readily agreed as
undesirable and unpleasant states. During the recent years investigators have begun to refer
to monotony and boredom not just as undesirable aspects of modern life, but also as a
stressor that may be as potentially harmful to the individual [4][5][6][7][8][9].
The study is purely based on an engineering perspective and is focused on deriving
the correlation between cognitive attention and physiological signals of the human body.
The concept of this research is to use advanced signal processing techniques to develop a
mathematical expression of cognitive attention and its effects on certain key human
physiology, thereby being able to analyze, enumerate, categorize and predict the presence
or absence of attention during cognitive activities.

1.2 A Generalized Model
The following model is developed to explain the fundamental hypothesis on which this
research stems from. This model was developed based on literature review of various
fields. It is to be noted that this model does not exhaustively represent all the elements of
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attention; it is instead a simple abstraction of some common real world factors being
considered in this study.

FIGURE 1. A GENERALIZED MODEL

As the model depicts, level 1 is where the individual undertakes a task and is focused on
the task. The words ‘focus’ and ‘attention’ could arguably mean different in different
settings, however with respect to this study it is to be used interchangeably. In level 1, it
can be seen that the presence of attention provides improved performance of the task and
thereby results in success of the task, intuitively it can also be seen that due to the success
in task and performance gain of an individual, the level of attention seems to benefit
inherently as well.
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Level 2 is when the individual moves from a state of being focused/attentive to a
state of boredom/diffused attention. This change in state of cognitive attention could be
due to a number of reasons; however a generalized few factors have been shown in the
depiction of the model. Monotonous or repetitive nature of the task, distractions or external
stimuli, inherent attention disorder in the individual are some of the common causes of
fluctuations between attentive and non-attentive states. Fatigue and frustration are two
special factors that by themselves are sometimes primary causes for distorting attention but
also could be results of other causes. There exists multiple obvious inter-relationships
within these factors; an example of this would be that, a fatigued person, doing a repetitive
task can get easily distracted and fail to perform adequately which could lead to frustration
which in turn could cause further mental fatigue which finally leads to level 3 that is sleep
drowsiness or sleep.

1.3 Research Motivation
With the viewpoint of the task at hand, the final stage that is drowsiness or sleep can be a
very abominable state. A body of literature exists on the mechanism of human sleep and
sleepiness. Homeostasis relates to the neurobiological need to sleep. The sleep-wake cycle
is governed by both homeostatic and circadian factors, where the circadian pacemaker is an
internal body clock that completes a cycle approximately every 24 hours. The longer the
humans pressure themselves against sleep, the more difficult it becomes to resist it [10].
The sleep-wake cycle is intrinsic and inevitable, not a pattern to which people voluntarily
22

adhere or can decide to ignore [11]. Training, occupation, education, motivation, skill
level, and intelligence exert no influence on reducing the need for sleep [12]. It is known
that sleepiness impairs human performance and relevant impairments are identified in this
study by Dinges and Kribbs [10]. The identified impairments are as follows;
•
•
•

Slower reaction time
Reduced vigilance
Deficits in information processing

Often people use physical activity and dietary stimulants to cope with sleep loss, to
mask their need to sleep. However, when they sit still, perform repetitive tasks (such as
driving long distances), get bored, or let down their coping defenses, sleep comes quickly
[13, 14].
Depending on professions, a momentary or prolonged lapse in attention level can be
catastrophic and sometimes deadly. For example, Federal Aviation Administration (FAA)
has had to suspend many of their air traffic controllers and have been forced to make
amendments to their work cycle policies since many of their air traffic controllers were
either caught sleeping or making calamitous mistakes on their jobs due to being over
worked and fatigued. An article in the Washington post in 2010 by A. Halsey highlighted
that the errors recorded by air traffic controllers had recently increased by 51 percent
nationwide. In April 2011, Reno-Tahoe International Airport, Nevada, when an airambulance plane was franticly trying to land with a critically ill patient on board, the pilot
received no assistance from the traffic controller who had fallen asleep. After nearly 20
minutes of waiting for assistance the pilot was forced to land without guidance and the
23

sleeping air traffic controller was subsequently suspended. This was the 5th such incident
recorded in the country between January and April of 2011 alone.
Similarly there are several traffic and road accidents being recorded around the country
regularly due to drowsy or sleeping drivers. May 2011 in Virginia, a bus crash killed
several and wounded many more of its 52 passengers when the driver of the bus fell asleep
at the wheel. A similar incident in March of 2011 near New York City killed 15 passengers
when the driver was asleep as the bus drifted off its lanes and violently crashed on I-95.
American Automobile Association (AAA) Foundation for Traffic Safety poll in 2010 [15]
found that 41% admitted to have nodded off or completely fallen asleep while they were
driving in the past year. Although it might seem that it’s more common to doze off during
long car rides, it turns out that 59% said they’d been driving under an hour before they had
fallen asleep and only 20% had been driving for more than three hours.
These are just a few recent examples of the horrible effects of lack of attention or
sleepiness during certain task performance. Other critical profession such as doctors,
security personnel’s, police officers, soldiers, pilots etc, have also reported several
incidents each year that is in one way or another attributed to loss of attention, fatigue
and/or sleepiness.
Motivated to solve this common problem, this research is an attempt to use
fundamental physiological signals which could be collected easily with tiny wearable and
portable monitors and thereby being able to predict well in advance, an individual’s
potential loss of attention and ingression of sleepiness during a task execution. It is
24

expected that a successful application of this research will help recognize patterns in
individual task performance, improve performance and perhaps in turn save lives.
The research as stated before is purely an engineering and mathematical
perspective of recognizing the presence or the lack of attention. With respect to the
depicted general model in the above figure, this research is trying to recognize the
physiological changes of an individual when the individual shifts from Level 1 through
Level 3 during task performance.
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CHAPTER 2 Background and Application Prospects

2.1 Overview
Studying alertness and drowsiness is not a new domain in scientific research. Numerous
research areas are actively studying the concepts of attention or alertness, distraction,
drowsiness etc. Research of attention and drowsiness is multifaceted and most of the
research is highly disciplinary based or application specific. Literature review shows that
there seems to be as many different concepts of what affects and controls cognitive
attention in humans as there are researchers in this field.
Some studies consider mental fatigue as the primary factor of reduced attention or
drowsiness, and hence try to detect the direct effects of fatigue based on mood, behavior
and information processing [16, 17]. Research correlating attention to depression and
chronic fatigue syndrome which is co-morbid to a wide range of psychological and somatic
disorders have also been done in the past [18, 19]. Evidence relating to diminishing
cognitive or voluntary control over attention accompanied by fatigue has been established
in research by Lorist et al., Sanders, Van der Linden et al.[20-22]. Some research suggests
a direct link between sensorimotor gating and cognitive control of attention and how one
affects the other under fatigue [23, 24].
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Several studies describe roles of stress on alertness and attention of individuals.
Publications such as [25-30] try to determine the effects of stress on human performance.
There are multiple researches focusing on work environments and the impact different
workloads have on attention levels [31, 32, 32-34].
Similarly several non-sensory based mechanisms have also been developed to identify and
quantify attention level in individuals. Non- sensory inputs such as user’s daily routine,
schedules, activities, with self reports from users describing patterns in activities and
attention levels during them, have also been designed to develop various models of
attention, as in daily life [35-38]. Human attention has been studied keenly by multi
disciplines. From literature review it can be seen that research and research results are
scattered and interdisciplinary work in this area is limited. A new wave of interest can now
be seen in the development of ‘attention aware systems’, i.e. systems which are perceptive
of the user’s attention and possibly have reaction mechanism based on the detected
attention levels in the individuals. To develop such attention aware system’s, researchers
from cognitive psychology, computer science, sociology, and other disciplines have shown
collaborative efforts towards shared research agendas. Since most attention aware systems
are developed based on application specific needs, it can be easier to categorize such
research findings based on application areas.
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2.2 Application specific need for attention aware systems
There are several application areas where attention aware systems are being
designed and developed; however, some of the major areas pertaining to such research
have been described here.
2.2.1 Human Computer Interface
The exponential increase in digital computing systems and our growing
dependency on it has redefined our today into what could be called as digital life. The
presentation manner of these digital computing systems that ubiquitously surround us is
becoming more and more important for improving human-computer interaction or HCI.
Since the dawn of the digital age in the 1980’s researches have been seeking new
interaction methods and channels between humans and computers. For example, Bolt’s
‘voice and gesture interface’ [39, 40], Wieser’s ‘ubiquitous computing’ [40], Jacobs ‘Eye
Motion-based interaction’ [41], and Nielsen’s ‘Non-command user interface’ [42] are
significant early attempts at developing successful computing environments. Pickard’s et
al. [43] research attempted to improve interaction between computers and humans through
human emotions. The key aspiration behind such research was to increase the quality of
productivity of humans using these computing systems and to inculcate prolonged periods
of attention from the individuals towards the task being performed on the computing
device.
Findings from discipline of cognitive psychology largely define how human
attention plays in digital environments. Raskin’s research [44] analyzed how single point
28

of attention and habit formations has important relationship with an individual’s ability to
interact with computers. Abowd’s [45] and Weiser’s [40] research designed a wide range
of systems with the aim of supporting the attention choices of the user by making the
device “transparent” so that the user can focus on the task rather than the interface.
Attentional Human Interface project at Microsoft research [46] is another notable research
effort towards capturing the attention of users.
Some of the research and development of attention aware systems have closed loop
feedback oriented designs, where the computer adapts based on the recognized affect state
of the user. Lisetti et al. developed a tele–home health care system where various
physiological and subjective components were used to diagnose different emotions and
psychological status of the individuals [47]. Some studies have used facial features and
facial expression of humans to understand and predict human emotion [48-51].
2.2.2 Airline Industry
The airline industry operates 24/7 and sometimes, so do the folks who work in this
industry. Recent reports on numerous errors by air traffic controllers and pilots alike have
made the industry and its clients more sensitive to the increasing workload, erratic worktime schedules that the employees are forced to maintain. The US National Transportation
Safety Board (NTSB) has identified fatigue as a contributor in more than 300 fatalities in
airline accidents [52, 53]. Moreover, the NTSB has identified fatigue as one of the ‘Top
Ten’ hazard list in its industry since 1990. Studies on air traffic controllers show that
physiological and psychological responses (mood, physical fitness, fatigue) of these
29

individuals are greatly affected based on varying workload and shift hours [52, 54]. Pilots
and cabin crew are also highly susceptible to fatigue and loss of attention during flight
operation, this could lead to disastrous implications, hence, counter measures such as
Fatigue Avoidance Scheduling Tool (FAST) [55] and Psychomotor Vigilance Test (PVT)
[56] etc. were developed.
2.2.3 Road Traffic and Transportation
A 2010 survey by American Automobile Association (AAA) [15] found that 41%
admit to have driven drowsy in the past. Drivers ages 16-24 were the most likely to report
having fallen asleep while driving in the past year. The study also reports that one is six
deadly road accidents and one in eight accidents with serious injury involved drowsy
driving. Amongst all fatally injured drivers, it was determined that 92% of these accidents
were simply because they were not paying attention to driving. More such alarming
statistic are being reported each year worldwide. So with such a great need for
transportation safety, several immediate measures need to be taken to reduce the cases of
lack of attention and drowsy driving.
Several technologies are being developed for detecting drowsy drivers and helping
them stay awake. Several crash avoidance technologies are being provided with modern
cars such as brake assistance, lane departure warning, and blind spot detection. Mercedes
and other top car manufacturers are developing their own ‘attention detection technologies’
as standard inputs to their cars, these technologies usually include, steering monitoring
systems, braking monitoring, acceleration, time on road and road condition to recognize
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affect states of its drivers. Even the trucking industry is trying to adopt newer technologies
to combat drowsy and fatigued truck drivers. Some of the new technology under developed
also use video based driver monitoring or eye tracking technologies which monitor and
determine the conditions of the driver such as, Smart Eye AB, Seeing Machines Face LA,
Delphi Electronics Driver state monitoring, etc. However the fundamental problem with
such face and eye tracking based monitoring systems is that it relies of various factors such
as face visibility, ambient light, eyes visibility (sunglasses cannot be used.) etc.

2.2.4 Learning environments and Learning Disorder
Learning environments and modes of teaching have changed considerable in the
past few decades. More and more technology is being embraced by student and teachers
alike to try and improve the modes and delivery methods of content to the users. Prolonged
attention spans and higher levels of cognition are vital for achieving maximum knowledge
absorption and retention. However these are interpersonal qualities that vary tremendously
from person to person. So attention aware system can help recognize individual patterns
and stimuli requirement to achieve maximum affective learning. Within the learning
systems itself, services which support attention aware processes are being developed based
on certain key fundaments. Factual attention related information is physical observations
by monitoring the physical interaction of the user with the learning environment.
Information from observing keyboard strikes, mouse movements, eye tracking, speech
detectors, etc. are being used for developing attention aware systems for education [57,
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58]. Some researchers are using psycho-physiological observations to during learning to
determine psyco-physiological correlations, which happens to be similar to this research.
Heart Rate Variability – HRV, Electroencephalogram EEG [59]etc have been used in the
research to develop tools for measuring user engagement during learning task. Some tools
are developed based on application observations which collects information based on how
an application is used, such as capturing browsing history, pauses during reading, page
progress etc. Finally user feedback and user direct input systems allows users to directly
inform the system their affective learning states, desired manipulation of input and output
mechanisms, etc. whereby, the system adapts itself based on these user inputs.

Attention Deficit Hyperactive Disorder (ADHD) and other disorders in children
and adults are very prevalent and are being more recognized as a form of learning disorder
around the world. For quite some time these disorders were being diagnosed trough
behavioral observation. Recently more steps are being taken to standardize the diagnosis
and treatment of such disorders. Technology such as neurofeedback and bio-feedback
based on EEG, are being developed for an integrated approach towards detecting and
improving the conditions of such disorders [60-62]. Biofeedback monitoring has resulted
in effective methodologies to reduce interruption and limit focus on unrelated activities for
ADHD patients, leading to improved performance of spelling and arithmetic tasks [63]. A
computer-based system called BrightStar has also been developed which collects
heartbeats and converts them to visual biofeedback to stimulate the brain and improve
attention.
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2.3 Significance of this research
The common issue with attention detection technologies in different areas of
applications is that it can be mostly used in clinical or standardized environmental settings
and is not portable in most cases. Thereby, limiting the continual or daily study of patients
or individuals in real world settings, which is required for a wholesome evaluation of
patterns and motifs within individuals. Also most systems are based on non- physiological
data or use a single physiological modal of input for attention recognition of the individual.
The most popular of these modals for analysis is the EEG for recognizing alertness and
drowsiness in individuals. EEG has shown tremendous success in speedily and accurately
recognizing individuals affect state and cognition functionalities. EEG as a physiological
modal as been studied tremendously and also has led to some significant developments in
the field of cognition and neuro-psychology.
However, this proposed research stands out in comparison with existing ones since
it has been fundamentally designed to be a multi-modal physiological signal based
attention recognition system. It incorporates various signals such as the Electrocardiogram
(ECG), Galvanic Skin Response (GSR), Heat Flux (HF), Skin Temperature (ST) etc.
Extensive literature review reveals ECG signal has rarely been utilized in the development
of such attention aware systems. Those studies that do use ECG only use HRV or hear rate
variability as the most significant information. Hence this research attempts to use ECG as
a significant modal for identifying affective attention states in humans. Here apart from
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HRV calculations several other mechanisms are used to derive useful features and
information from the ECG signal for classification and development of a machine learning
model for detecting existence of attention and the lack of it.

Another key significance of this research lies in the portable frame work that the
process is being developed in. The crux of this study lies in being able to assess the corelationship between physiological signals and attention levels in the individual based on
signals that can be collected using a commercially available portable armband. The
processing of EEG signal collected in this study is to validate the results from the signals
using the armband.
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CHAPTER 3Experimental Setup and Description of Dataset

3.1 Overview
A substantial aspect of this research has been the collection of the data itself. An
extensive search revealed that there is no data set available, freely or otherwise, which
cater to the exact needs to this particular study. Since the study is about utilizing the
physiological signals collected via a portable armband for the detection of attention/focus
or lack of it in an individual, the dataset had to be specifically catered for the requirements
of this research.
Various kinds of experiments were designed and tested on test subjects to see
which of them would be the best suited. The following were the criteria upon which these
experiments were designed;
•

Non Invasive: Since the data collection was on human subjects it was critical to
ensure that their safety and comfort was given the highest priority. All the various
physiological signals being collected were non invasive and were collected with
commercially available and FDA approved devices.

•

IRB regulated: The entirely experimental setup and data acquisition needs to be
meticulously reviewed and approved by the Internal Review Board (IRB), of
VCU’s research office.
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•

Similar Outcome: In view point of the subjects participating in the experiments,
their experience and outcome of each portion of the experiment should be similar
and standardized.

•

Noise free: The data being collected should be relatively noise free. The
environment in which the data collection was conducted needed to be controlled
and ensures reduction in external anomaly and disruptions.
After testing with various designs of experiments the final design was chosen based

on the satisfaction of all of the above criterions. The final design was developed under the
helpful guidance of the psychologist involved with this research.

3.2 Description of the conducted experiment
For this study, the volunteer subjects were individually subjected to watching a
series of pre-selected video clips. These videos clips are all freely available online, and
were primarily chosen based on the content. All of the chosen clips fell in either of two
categories that is either ‘interesting’ or ‘non-interesting’. For each of these categories the
respective sets of clips were concatenated to form a video montage lasting 20 minutes of
viewing duration. Viewing the two set of videos one after the other, that is, ‘Interesting’ or
‘non-interesting’, required contrasting levels of engagement and focus from the participant.
Ensuring (as far as possible) that the subjects were interested and paid attention to the
interesting video set and the subjects were subsequently bored and lost focused attention
during the non-interesting videos was the core concept behind the experiment.
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While each subject was subjected to viewing these video montages, physiological signals
and video signals from the individual were collected. As mentioned the data collection was
done under the consent of the IRB.

3.3 Environment
The experiment is conducted in an isolated room which is relatively dark with
minimized distraction factors. The subject views the set of video on a laptop/desktop
screen while the signal acquisition devices are kept behind them. The subject is in a seated
position and is asked to move as little as possible during the entire experiment. They are
briefed to look only at the screen in front of them showing the videos and nowhere else
during the entire experiment. Once the subject is attached to the signal acquisition devices
they are made to wait for 10 minutes before the experiment begins. This allows the signals
such as GSR and HF to stabilize before the actual data collection begins. Timestamps are
used to mark the beginning and end of each of the two sections in this experiment.
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FIGURE 2. EXPERIMENTAL SETUP

3.4 Physiological Signal Acquisition
The various physiological signals acquired for this experiment are explained below.
3.4.1 EEG
The EEG was collected using the MP150 – EEG100C, a product of BioPack. With
this system an EEG cap is provided that fits snug on the head of the subject and collects
raw EEG signals in real-time.
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FIGURE 3. EEG ACQUISITION EQUIPMENT

The Lycra stretch cap holds nineteen imbedded tin electrodes closely to the subject's head.
Electrodes are pre-positioned in the international 10/20 format. Only skin contact is needed
with the electrodes in the cap. When the electrode cap is in place, EEG recording gel is
injected into each electrode (via a central gel access hole) with a blunt-tipped syringe. For
the scope of this study, EEG data collected only from the frontal lobe (forehead
placements) is used. The EEG signal is collected at 1000Hz.

3.4.2 Armband Data:
The SenseWear-Pro armband (a product of Body-Media Inc.) was used to collect
other physiological signals. The SenseWear Armband is a versatile and reliable wearable
body monitor worn on the upper arm and includes a 2-axis accelerometer, heat flux sensor,
galvanic skin response sensor, skin temperature sensor, and a near-body ambient
temperature sensor [64, 65]. The SenseWear armband is elastic and secured using Velcro.
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The armband is placed on the upper left arm of the subject for signal acquisition. The
signals are acquired by the contacts on the armband and two ECG adhesive electrodes
patch, which seats one on the arm and the other on the neck as shown in figure4. Only skin
surface contacts are required and its small footprint on the body during use makes it ideal
for portability and non-invasiveness.

FIGURE 4. ARMBAND AND ITS SENSORS

The armband is capable of collecting ECG data at 128Hz. Al-Ahmad, Homer, and
Wang [66] have presented preliminary results of validating these prototypes, showing that
the armband measures heart rate and beat-to-beat variability comparably to a Holter
monitor.
For this study the following signals collected from the armband:
•
•
•

ECG -Electrocardiograph
HF – Heat Flux
GSR – Galvanic Skin Response
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3.4.3 Video Signals
An off the shelf web camera was used to record a video of the subjects face during
the entire experiment. In this case the web-camera used is a Logitech Orbit camera. The
intention of recording the subject’s face is two folds; firstly it is to process the video using
a facial feature recognition code which is able to identify the relative position of different
aspects of the face such as eyebrows, eyes, blinks, nose etc. Converting these positions and
movements into a feature space, allows us to study the various types of movements that are
typically associated with focus and engagement as opposed to those associated with
boredom and drowsiness. The second intention being that this video will allow the
psychologist to validate the outcome of all the processing. The video signals collected for
this research study are planned to be used as a part of the future work.
All data acquired for this research from the subjects will be entirely discarded after it is no
longer need for the research. In all aspects, the person’s identity and personal information
which may have been acquired during data collection will be treated with complete
discretion and will be securely maintained by the research team until it is in use. After
which all the acquired data signals will be discarded properly.
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CHAPTER 4 Methodology Overview

4.1 Introduction
There are two general reasons for performing signal processing: (1) to acquire and
process signals to extract and ascertain the existence of previously known information; and
(2) for understanding the change in outcome and causal affect on a particular observation
of a signal due to the presence of an external physical process. This research deals
fundamentally with the latter aspect of signal processing.
The physiological signals that are being collected for this research are in essence
time series. A time series is nothing but a collection of observations made sequentially in
time. Other example of time series signals are ambient temperature data, seismic activity
data, particulate air pollution measurements, etc. Much like how most process in nature are
non-stationary, bio-signals are similar in that there is no systematic trend, no systematic
change in variance and are not strictly periodic. Analysis and processing of time series
data, in particular physiological data is not new science. There are countless methods and
scientific approaches to choose from and apply towards analysis of the signals being
collected as a part of this study. However the methods applied here are specifically chosen
to analyze, understand and predict the possible changes that can be detected based on the
effect a person’s attention, focus and engagement has on his/her physiological signal.
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4.2 Methodology Background
Just like static data or time series data clustering and classification, physiological
signal classification requires a procedure to form clusters given a set of data objects and
the choice of procedure depends both on the type of data available and on the particular
purpose of application. As far as physiological signals are concerned, it is important to
establish the nature of the distinctions that can made whether the signal is discrete-valued
or real-valued, uniformly or non-uniformly sampled, univariate or multivariate, and
whether data series are of equal or unequal length. Non-uniformly sampled data must be
converted into uniformed data before clustering operations can be performed. Here all data
is collected using uniform sampling.
Following is a broad generalization of various approaches one can take in analysis of
physiological signals (or any time series signal for that matter).
4.2.1 Raw Based Approach

FIGURE 5. RAW BASED SIGNAL ANALYSIS APPROACH

The raw data based approach usually deals with treating the time series signal as static data
and by using appropriate distance or similarity measures to form clusters. In this approach
the formed clusters are analyzed for distinction within clusters and/or identifiable cluster
centers to be able to develop means of classification of the original raw signals.
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With the perspective of the physiological signals in this study i.e. ECG, EEG, GSR, HF,
the hypothesis of finding distinction in the signals between when a person is attentive or
not, by using only the raw data is not very helpful. This raw signal based approach is too
simple to identify and extract the complex yet subtle changes in the signal one expects with
such a study. Clustering based on raw data implies working with high dimensional space—
especially for data collected at fast sampling rates. Hence in this research methodology a
more complex approach is employed to derive the necessary solution.
4.2.2 Feature Based Approach

FIGURE 6. FEATURE BASED SIGNAL ANALYSIS APPROACH

It is important to note that while dealing with data with noise, as in the case of the
physiological signals in this study, it is not desirable to work directly with the raw data.
For this reason extracting features from the raw data and using the features for analysis,
ameliorates the inherent undesirable effects. Though most feature extraction methods are
generic in nature, the extracted features are usually application dependent. That is, one set
of features that work well on one application might not be relevant to another. Some
studies even take another feature selection step to further reduce the number of feature
dimensions after feature extraction.
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This study has recognized that for signals such as HF, GSR and to an extent ECG as well,
this approach for identifying distinction between different cases has been very useful.
4.2.3 Decomposition Based Approach

FIGURE 7. DECOMPOSITION BASED SIGNAL ANALYSIS APPROACH

Similar to how digital signal processing of time series data is performed in different
domains, physiological signals can also be transposed to different domains such time
domain, spatial domain, frequency domain, etc, or a combination of them for better
analysis. The physiological signals in its original domain, i.e. time domain, may not be
informative enough to reveal distinction and identifiable characteristics for the study’s
purpose for recognizing the presence or the lack of attention and engagement in the
subjects. Hence in this research, sophisticated transformations methods have been
employed to transform these signals into different domains which best represent the
essential characteristics of the signal.
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4.2.4 Model Based approach

FIGURE 8. MODEL BASED SIGNAL ANALYSIS APPROACH

In the model based approach it is usually considered that the signal under
observation is generated by some kind of model or by mixture of underlying probability
distributions. Two independent cases of signals are considered similar if the models that
characterize their respective signals or the remainder residuals obtained from each model
after fitting is similar in nature. In this research the signals being collected under the two
different conditions of attention and non-attention essentially are very similar in nature. It
is the subtle hypothesized differences between these similar signals that need to be
identified for this study. To do so, the complexity and sophistication of using model based
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approach increases tremendously and is something that might possibly be attempted in the
future work of this research.

4.3 Research Methodology - a Bird’s Eye View Perspective
The overall goal of this study is to be able to identify the engagement, attention and focus
of a person using only his/her physiological signals. Since the experiment involves the
collection of various types of signals, each type of signal is analyzed in a different manner.
The analysis methods chosen for each signal is catered and designed to best suit the
inherent characteristics of the respective signal. The detailed description of each analysis
has been presented later in the content of this proposal.
Here the overview and a global perspective of the entire research have been presented.
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FIGURE 9. RESEARCH METHODOLOGY OVERVIEW

As shown in the above figure, the raw physiological signals as well as facial video
is acquired from the subject as s/he views the ‘interesting’ and the ‘non-interesting’ videos.
These signals are then analyzed and decomposed using some of the afore mentioned
approaches.
It is to be noted that the overview diagram is a global perspective of the direction and
aspirations of this study in its entirety, hence it shows the incorporation of GSR, HF
signals as well as Video in the analysis and feature extraction stages. However, for the
scope of this dissertation, results of only ECG and EEG analysis have been presented,
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while the analysis algorithms for the remaining signals are under various stages of
development and testing.
After the physiological and video signals have been analyzed and decomposed,
relevant and useful features are extracted and fed to the next stage which is machine
learning and classification.
In the machine learning stage using feature sets from several previous subject, a
classification model is computed which is used to test and classify the signals features
from the current subject. The classification of the current acquired and processed
physiological signal would fall under one of two categories; either ‘Interesting’ or ‘Noninteresting’. This real-time classification facilitates the recognition of the ‘Affect State’ of
the subjects’ attention / focus levels and thereby predicts the engagement of the subject
with the presented content.
The ability to quantize or enumerate a person’s engagement level can be of vital
importance, especially in the feedback stage. The feedback here is highly situation
dependent and the feedback system must be customized for each specific application area.
For example, if a person is driving an automobile and the system predicts low engagement
levels and thereby recognizes lack of focus / attention in that individual, the systems
feedback mechanism could alert the person by making a loud noise or announce instruction
over the speakers in the car. It could also redirect the GPS to the nearest coffee shop before
continuing to the destination.
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It is also to be noted that since the feedback is highly situation and application dependant,
the affective state recognition, quantization and feedback mechanisms are a part of the
future work of this research.
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CHAPTER 5 Analysis of Electrocardiogram

5.1 Overview
Electrocardiograph which is more popularly known as ECG or EKG (from
the Dutch Electrokardiogram) is a physiological signal which comprises of tiny electrical
discharges of the heart. This electrical signal is usually captured from the skin when the
heart muscles depolarizes during each heartbeat. The idea of studying the ECG for
detecting ailment has been around for little over a century now. Although the discovery of
these electrical activities of the heart was discovered by Alexander Muirhead in 1872, it
was not until 1903 when Willem Einthoven from the Netherlands created a breakthrough
in naming the waves in the ECG and applying it towards medical sciences. For which he
was awarded the Nobel Prize in Medicine (1924).
Historically, ECG has been extensively used for monitoring vital signs and
diagnosing cardiac disorders of a patient. The ECG is a realistic record of the direction and
magnitude of the electrical activity that is generated by depolarization and re-polarization
of the atria and ventricles of the heart. The figure below depicts a cardiac cycle in an ECG
signal which consists of the P-QRS-T waves. Within the intervals and amplitudes defined
by the cardiac cycle lies majority of the clinically useful information [67]. A cardiac cycle
of the ECG is also referred to as the sinus rhythm, since it is repeatedly occurs during each
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heart beat. Figure 10(a) shows a portion of the ECG from the collection in this study,
figure 10(b) describes the significant points in the cardiac rhythm.

FIGURE 10. (A) ECG SIGNAL, (B) CARDIAC COMPLEX

Over the years researchers and physicians have developed several ways of
analyzing the ECG signal [68-70]. Typically, cardiac cells in the normal state are
electrically polarized the deviations in the normal electrical patterns indicate various
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cardiac disorders [71]. Hence based on this fact, a typical ECG analysis system extracts the
fundamental features of the sinus rhythm (amplitude and intervals).
Physicians and some earlier methods of ECG analysis usually performed analysis
only in the time domain. This might have been because they didn’t have the means to
automatically analyze the real-time recorded ECG with computer aided systems. Although
analysis in the time domain alone has been proven useful, effective and is still practiced,
time domain alone cannot provide certain subtle information which might be inherent
within the signal. Especially considering the case of this research, the ECG collected is
from healthy individuals during two stages of simple testing, i.e. during a phase of
attention and a phase of lack of attention.

FIGURE 11. ECG SIGNAL FROM A SUBJECT

As shown in the figure11, visually the ECG collected from the same individual during both
the test phase look strikingly similar. Hence to be able to find certain characteristic
differences between the two cases of ECG, in this research, the analysis of the collected
ECG has been performed in various domains and not limited to the time domain alone.
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5.2 Analysis Methods
The flowchart in figure12 below shows the procedure of analysis implemented in
this project so far. It begins with the acquisition of raw ECG signal from the subject while
the individual watches the two sets of video montages (interesting and non-interesting). As
with most physiological signals after the raw signal has been collected, some preprocessing might to be performed on the signal before the signal can be analyzed further.
After preprocessing the ECG signal is analyzed with two of the earlier described
fundamental approaches, i.e. raw signal to feature based approach and decomposition
based approach.

FIGURE 12. ANALYSIS IMPLEMENTATION PROCEDURE
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In the raw signal to feature based approach, the QRS complex of every detected
heart wave is identified and extracted. Using each successive identified QRS complex
certain time and amplitude based values are extracted. Using these values, certain
statistical features are computed which are then fed into the machine learning phase of the
analysis.
In the decomposition based approach, the pre-processed ECG signal is decomposed
using two different domain transform methods. The first method is the ‘Wavelet
Transform’ method which transforms and decomposes the signal into the wavelet domain
thus facilitating the extraction of certain key features. The second method being the Stransform method, here ‘S’ stands for ‘Stockwell’ named after its inventor. After
performing S-transform on the signal more features are extracted from the signal which is
combined with all the other extracted features and then classified using machine learning
techniques. Next the analysis methods and application have been explained in more detail.

5.3 Preprocessing of ECG
The acquired raw ECG signal contains some inherent unwanted artifacts that need to be
dealt with before any analysis can be performed. The cause of these artifacts, which is
usually frequency noise or baseline trend, could be due to a number of reasons such as
subjects’ movement causing motion artifacts, breathing patter artifact, loose skin contact of
the electrodes, electric interference (usually found around 55Hz) etc. Therefore a preprocessing step has been designed to ensure that the signal is as clean and artifact free
before analysis.
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FIGURE 13. ECG SIGNAL PREPROCESSING

5.3.1 Noise Removal
As shown in the chart above (figure13), the raw ECG signal is first sent through a
noise removal step. Noise removal in essence is filtering the signal to remove unwanted
frequencies and retain only useful information. Since each signal has to be filtered
differently based on the type inherent noise, for the ECG signal ‘SGolay’ filtering method
has proven to be an adequate filter. The ‘SGolay’ stands for Savitzky-Golay filter. This
filter is a digital polynomial filter based on least square smoothing mechanism. The
SGolay filters are typically used to smooth out a noisy signal with a large frequency span.
They perform better than standard averaging FIR filters, since these filters tend to retain a
significant portion of the signals high frequency content while removing only the noise
[72]. The application and performance of Savitzky-Golay filter on ECG Signal has been
described in [73].
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FIGURE 14. (A) BEFORE NOISE REMOVAL, (B) AFTER NOISE REMOVAL

The figure 14(a) shows the signal before filtering and 14(b) shows the signal after filtering.
It can be seen that sgolay filter successfully removed the high frequency distortion that was
present in the original signal
5.3.2 Baseline Drift Removal
Some of the most significant reasons for baseline drift in ECG recordings are due
to respiration, muscle contraction, and electrode impedance changes due to subject’s
movement [74]. Baseline drift in the ECG signal alters the true amplitude of the sinus
rhythm values and thereby it can influence the features computed, affecting the output of
the entire system.
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FIGURE 15. ECG BASELINE DRIFT REMOVAL, BEFORE AND AFTER

The method adopted to remove the baseline drift first determines the regression line
that best fits the samples within a window of size equal to the sampling rate. Since the
sampling rate of the acquired ECG signal is 128 Hz, a one second window inside the signal
will contain 128 points. Next the computer regression line is subtracted from the original
signal window and thereby eliminating the drift.
Given n points of the ECG signal (x1,y1),(x2,y2),…,(xn,yn), the best fit line associated with
these points can be computed as follows:

𝑚=

𝑛(∑𝑛1 𝑥𝑦) − (∑𝑛1 𝑥)(∑𝑛1 𝑦)

𝑏=

𝑛(∑𝑛1 𝑥 2 ) − (∑𝑛1 𝑥)
∑𝑛1 𝑦 − 𝑚(∑𝑛1 𝑥)
𝑛

𝑦 = 𝑚𝑥 + 𝑏
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2

(1)

(2)
(3)

Where y is a point on the line, m is the slope of the line and b is the intercept. The
computed best fit line for each window is then subtracted from the original signal window
to obtain a baseline drift free signal.
5.3.3 Portion Extraction
After ECG signal has been filtered of noise and baseline drift, the signal is then
split into two important sections based on the acquisition and experiment framework.
These two sections or portions are ‘Interesting’ and ‘Non-Interesting’, which is directly
based on the two video montages that the subject views one after another. The two portions
of signals are extracted from the original signal using the timestamps that are recorded and
indexed at the beginning and end of each portion of the signal acquisition.
It is important to separate these two sections of signals at this stage simply because
in the Machine Learning (ML) stage, the features extracted from these two sections of
signals need to be classified accordingly. The classified and supervised feature sets also
known as ‘training-set’ are only to be used during the learning phase of the ML. During the
learning phase a model is developed which will then be utilized to categorize and classify
fresh data set aka ‘testing-set’ which have not been bifurcated into ‘interesting’ and ‘noninteresting’ portions and hence are not supervised.
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5.4 QRS Complex Detection
As shown earlier the methodology overview figure, one of the methods employed
in analyzing the ECG signal is raw signal to feature based approach. In this approach the
signal after pre-processing is sent through a QRS complex detection method.

FIGURE 16. QRS COMPLEX DETECTION STEPS

Various QRS complex detection algorithms have been in development and use for
decades now [75, 76]. Detection of QRS complex has been vital in clinical application and
diagnosis since any irregularities detected in the sinus rhythm can be an indication of some
underlying disease or disorders. Existing QRS complex detecting algorithms utilize
methods such as Wavelet Transform [77-81], Artificial Neural Networks [82, 83],
Mathematical Morphology [84-86] etc.
For this study, the QRS detection is performed using a novel algorithm developed
by Yurong et al [87]. This QRS detection method was chosen for this study because, it had
high detection accuracy as compared to other existing methods, it also minimized both
false positives and missing peaks detection thus proving to be very useful for our study. In
this method, Hilbert transform is applied to the pre-processed ECG signal to form a new
signal in which the amplitude of the difference between the R wave and other waves, such
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as P wave and T wave, is greatly enhanced making QRS complex detection much more
accurate. Also in case of the presence of inverted R waves, they are identified and thus
solving the problem of missing any complexes. More details of how this method is
implemented is given in [87]. However, for application of this algorithm with the dataset
of this study, some modifications were made such as adaptation of the algorithm with
128HZ armband ECG etc.
After the pre-processed signal is processed with the QRS complex detection
algorithm, certain key time and amplitude features are calculated from it.
5.4.1 Time Based Values
The figure below shows the detected QRS complex and the various time and
amplitude based values that are to be computed from them. All values are computed inside
10 seconds windows of the original time series.

FIGURE 17. TIME BASED VALUES IN ECG
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For computing the values in time domain, the following formula is adopted:
𝑖𝑛𝑡 = 𝑦 − 𝑥; (𝑡𝑖𝑚𝑒 𝑑𝑜𝑚𝑎𝑖𝑛)

(4)

Where x is the first point of interest in time and y is the next point of interest in time and
int is the difference of the two time values, thereby giving us the interval between the two
points of interest. In this manner, the following intervals are calculated:
R-R interval
Q-Q interval
S-S interval
Q-S interval
Q-R interval
R-S interval
These values are further used in feature extraction step.
5.3.2 Amplitude Based Values
Using the amplitude information of the detected QRS complex, more values are
computed. During pre-processing the steps of removing noise and baseline drift can
sometimes affect the absolute amplitude values of the recorded ECG signal. Hence, to
incorporate the amplitude values into the analysis, relative amplitude ratios of each
significant point of the QRS complex is calculated. This is done as follows:
𝑎𝑚𝑝𝑟𝑎𝑡𝑖𝑜 =

𝑥𝑎𝑚𝑝
𝑦𝑎𝑚𝑝
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(5)

Where xamp is the amplitude of the first point of interest, yamp is the amplitude value of the
second point of interest and ampratio is the ratio of the two points in the amplitude domain.
Using this function the following amplitude based values are computed:
R-S amplitude ratio
Q-R amplitude ratio
Q-S amplitude ratio
These amplitude based values along with time based values are all used in the next step
that is feature extraction.
5.3.3 Feature Extraction
With the computed time intervals and amplitude ratios of all detected QRS complex,
feature extraction is then performed on these values. The values extraction is done inside
windows of 10 seconds each. Hence the features computed are based on the values
computed inside each 10 seconds window. The computed features are as follows:

For each set of values inside the 10 second window, x1 , x2 , … xn ∈ X

•

•

(𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑤𝑖𝑛𝑑𝑜𝑤)

Minimum
min = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑥1 , 𝑥2 , … , 𝑥𝑛 )

(6)

max = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑥1 , 𝑥2 , … , 𝑥𝑛 )

(7)

Maximum
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•

•

•

Standard Deviation

Window Mean

Energy

𝑛

1
𝑠𝑡𝑑 =
� 𝑥𝑖2
𝑛
𝑖=1

∑𝑛𝑖=1 𝑥𝑖
𝑚𝑒𝑎𝑛 =
𝑛

(8)
(9)

𝑛

𝑒𝑛𝑒𝑟𝑔𝑦 = �|𝑥𝑖 |2
•

•

Power

𝑖=1

𝑛

1
𝑝𝑜𝑤𝑒𝑟 = �|𝑥𝑖 |2
𝑛
𝑖=1

(10)
(11)

Median
The median is the middle value of a set of data containing an odd number of values,
or the average of the two middle values of a set of data with an even number of
values.

•

Slope
𝜕𝐹
𝑠𝑙𝑜𝑝𝑒 = 𝑚𝑒𝑎𝑛 � �
𝜕𝑥

𝑊ℎ𝑒𝑟𝑒 �

•

(12)

𝜕𝐹
� 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑥 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓
𝜕𝑥
𝑡ℎ𝑒 𝑠𝑢𝑠𝑒𝑞𝑢𝑒𝑛𝑡 𝑥 ′ 𝑠.

Skweness
Skewness is a measure of the asymmetry of the data around the sample mean. If
skewness is negative, the data are spread out more to the left of the mean than to
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the right. If skewness is positive, the data are spread out more to the right. The
skewness of the normal distribution (or any perfectly symmetric distribution) is
zero.

𝑠𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =

•

1 𝑛
3
∑
𝑛 𝑖=1( 𝑥𝑖 − 𝑥̅ )

3

1
��𝑛 ∑𝑛𝑖=1( 𝑥𝑖 − 𝑥̅ )2 �

(13)

Kurtosis
Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the
normal distribution is 3. Distributions that are more outlier-prone than the normal
distribution have kurtosis greater than 3; distributions that are less outlier-prone
have kurtosis less than 3.

•

1 𝑛
∑𝑖=1( 𝑥𝑖 − 𝑥̅ )4
𝑛
𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
2
1
�𝑛 ∑𝑛𝑖=1( 𝑥𝑖 − 𝑥̅ )2 �

(14)

Range
𝑟𝑎𝑛𝑔𝑒 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(𝑥1 , 𝑥2 , … , 𝑥𝑛 ) − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(𝑥1 , 𝑥2 , … , 𝑥𝑛 )

(15)

Let vector D represents the first order variations in X, and vector G represents the second
order variations such that:
𝑑𝑖 = 𝑥𝑖 − xi−1

𝑔𝑖 = 𝑑𝑖 − di−1
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Now, using the signal vector X and vectors D and G, the following first and second order
factors are defined:

∑𝑛 𝑥 2
𝑆0 = � 𝑖=1 𝑖
𝑛
∑𝑛−1 𝑑2
𝑆1 = � 𝑖=2 𝑖
𝑛−1
2
∑𝑛−2
𝑖=3 𝑔𝑖
�
𝑆2 =
𝑛−2

(16)
(17)
(18)

Then the flowing features can be computed:
•

Signal Complexity
𝑆22 𝑆12
𝑆𝑖𝑔𝑛𝑎𝑙 𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = � 2 − 2
𝑆1
𝑆0

•

Signal Mobility
𝑆𝑖𝑔𝑛𝑎𝑙 𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 =

•

(19)

𝑆1
𝑆0

(20)

Log of Variance
Let the probability mass function be as each element be as follows
x1 ↦ p1, ..., xn ↦ pn, then
𝑛

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = � 𝑝𝑖 ∗ (𝑥𝑖 − µ)2
𝑖=1
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(21)

Where,

is the expected value, i.e.
𝑛

µ = � 𝑝𝑖 ∗ 𝑥𝑖

•

𝑇ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒,

(22)

𝑖=1

𝐿𝑜𝑔 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = log 2 �𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑥)�

(23)

Mean of frequencies (Discrete Fourier domain)
𝑁−1

2л

𝑑𝑓𝑡(𝑥𝑘 ) = � 𝑋(𝑗)𝑒 𝑗� 𝑁 �𝑘𝑛
𝑘=1

(24)

Where a net of N time samples, dft(xk) represents the magnitude of sine and cosine
2л

componenets in the samples given by 𝑒 𝑗� 𝑁 �𝑘𝑛 .
Hence,

𝑚𝑒𝑎𝑛 𝑜𝑓 𝑓𝑜𝑢𝑟𝑖𝑒𝑟 𝑑𝑜𝑚𝑎𝑖𝑛 = 𝑚𝑒𝑎𝑛�𝑑𝑓𝑡(𝑥)� (25)
•

Variance of probability distribution
𝑏

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑃[𝑎 ≤ 𝑥 ≤ 𝑏] = � 𝑓(𝑥)𝑑𝑥
𝑎

•

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑜𝑓 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 = 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (𝑃)

Sum of Auto-Correlation

𝐴𝑢𝑡𝑜𝑐𝑜𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑓𝑢𝑐𝑛𝑡𝑖𝑜𝑛 = 𝑅(𝑠, 𝑡) =

(27)

(28)

𝐸[(𝑥𝑡 − µ) ∗ (𝑥𝑡+𝑟 − µ)]
𝜎𝑡 𝜎𝑠

(29)

Where, s and t are different times in the time series, µ is the mean of X, σ is the
standard deviation of X and "E" is the expected value operator.
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𝑆𝑢𝑚 𝑜𝑓 𝐴𝑢𝑡𝑜𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑠𝑢𝑚�𝑅(𝑠, 𝑡)�
•

(30)

Mean of Auto-Covariance
𝐶(𝑠, 𝑡) = 𝐸[(𝑥𝑡 − µ𝑡 ) ∗ (𝑥𝑠 − µ𝑠 )]

(31)

Where, s and t are different times in the time series, µ is the mean of X, and "E" is
the expected value operator.
𝑚𝑒𝑎𝑛 𝑜𝑓 𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑚𝑒𝑎𝑛�𝐶(𝑠, 𝑡)�

(32)

These features are computed for each of the obtained signal value (time and amplitude
values) with 10 seconds windows, giving a total of features columns
9 (values) * 17 (features per value) = 153 (features columns)

5.3.4 Sympathetic and Parasympathetic Stimulations
It is known that cognitive processes evoke patterned changes in physiological state of the
body. This dynamic modulation of visceral state is neurally mediated by sympathetic and
parasympathetic divisions of the autonomic nervous system [88]. The parasympathetic
nervous system (PSNS, or occasionally PNS) is one of the two main divisions of the
autonomic nervous system (Figure). The autonomic nervous system is responsible for
regulation of internal organs and glands, which occurs unconsciously. In a general sense,
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the ANS is considered to be an efferent system that controls visceral functions
involving the heart, the gastro-intestines, and glandular secretion.

FIGURE 18: CENTRAL NERVOUS SYSTEM LAYOUT

The parasympathetic aspect of this system is responsible for stimulation of "rest-anddigest" activities that occur when the body is at rest. On the contrary the sympathetic
nervous system is responsible for stimulating activities associated with the fight-or-flight
response. Sympathetic and parasympathetic divisions typically function in opposition to
each other. This natural opposition is more accepted as complementary in nature rather
than antagonistic. In addition,

studies

of

autonomic

activity

that

accompanies

attention, orienting and learning have demonstrated that the autonomic nervous
system is not simply a ‘non-cognitive’ and automatic part of brain function. The
autonomic and central nervous systems are intimately related, and new research is
beginning to link brain function with autonomic function in a dynamic way [89].
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Jennings and colleagues [90-92] have studied cognitive-autonomic interactions in a
simple motor-preparation task, with a fixed foreperiod warning signal. The subject
is presented with a light, which is followed 10 seconds later by a second light, and
the subject presses a button as quickly as possible after the second light appears.
Inhibition of the motor response during the warning period is accompanied by
changes in autonomic action on the heart, such that the heart rate is decelerated.
The motor inhibition may, moreover, be a component of the attention related
processes that are activated in order for an action to be selected at the end of the
foreperiod. However, it has been argued [93] that the minute changes in autonomic
influences on the heart during the waiting period are induced by the cognitive
processes that underlie ‘expectancy’. With the directional motivation deduced from such
studies, sympathetic and parasympathetic seemed a possible area of application that could
enhance the categorization between the cases of attentiveness and the lack thereof in a
subject.
Studies have assessed that the sympathetic nervous system stimulates heart’s functioning
and an increase in sympathetic stimulation reflects in an increase in hear rate. In contrast
parasympathetic nervous system inhibits the hearts functions therefore an increase in
parasympathetic stimulation causes a decrease in heart rate. So changes in heart rate
directly translate to the fluctuations in Heart Rate Variability (HRV) indices. Hence HRV
provides a valuable insight into the functioning of the autonomous nervous system. So
taking the HRV values calculated using the ECG signal, a standard spectral analysis
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routine is applied upon it. Fourier Transform is applied on the HRV values which are
computed from 10 second windows. Using Butterworth band-pass filtering method, the
High Frequency (HF), Low Frequency (LF) components of the original signal are
extracted. The HF power spectrum is evaluated in the range from 0.15 to 0.4 Hz. This band
reflects parasympathetic (vagal) tone and fluctuations caused by spontaneous respiration
known as respiratory sinus arrhythmia. The LF power spectrum is evaluated in the range
from 0.04 to 0.15 Hz. This band can reflect both sympathetic and parasympathetic tone.
Using the information acquired in from the Fourier domain the following parameters are
evaluated:
•

Power of High Frequency (HF) 0.15 to 0.4 Hz

•

Power of Low Frequency (LF) 0.04 to 0.15 Hz

•

LF/HF Ratio

•

The square root of the mean squared differences of successive RR intervals.
(RMSSD)

The LF/HF Ratio is used to indicate balance between sympathetic and parasympathetic
tone. A decrease in this score might indicate either increase in parasympathetic or decrease
in sympathetic tone. It must be considered together with absolute values of both LF and
HF to determine what factor contributes in autonomic misbalance. RMSSD Estimate of the
short-term components of HRV thereby providing the Vagal Index.
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Therefore, the features that are computed form analysis of effects of autonomous nervous
system are also added to the features obtained from signal value (time and amplitude
values) with 10 seconds windows. Thereby giving a total of features columns
153 (HRV based features) + 4 (ANS based features) = 157 features in total.
These computed features are then sent to the machine learning stage for classification,
training and testing.
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5.5 Wavelet Transform
As explained, sometimes analysis of a signal in time domain alone is insufficient,
and transformation of the signal into different domains can help in better targeting the finer
features in a signal. With time series signals an obvious domain transformation is into the
frequency domain also known as the Fourier domain. Fourier transform helps in the
analysis of the signals in the frequency domain; however in the Fourier domain time
information is obscured since in this domain time information is averaged over the entire
signal. So to overcome this shortcoming of Fourier transformation, Short Time Fourier
Transform (STFT) is sometimes used. However STFT still averages time information over
localized windows and hence does not truly represent both frequency and time information
together. It tries to analyze finite length events in signals using sinusoidal basis functions
that are not limited in time and it is also highly dependent on the size of the window.
Analysis methods which transform the time series data into a true representation of
time-frequency domain allow the elucidation of local, transient or intermittent components
of the original signal. There are several time-frequency analysis methods that are available
for signal processing which basically perform high resolution decomposition in the timefrequency domain. STFT, Wigner-Ville transform (WVT), Choi-Williams distribution
(CWD), Continuous Wavelet Transform (CWT), etc. are some of the available timefrequency analysis methods. Of these the continuous wavelet transform has emerged as the
most favored tool by researchers as it does not contain the cross terms inherent in the WVT
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and CWD methods while possessing frequency-dependent windowing which allows for
arbitrarily high resolution of the high frequency signal components (unlike the STFT)[77] .
Many of the ideas behind wavelet transforms have been in existence for a long
time. However, wavelet transforms analysis as we now know predominantly began in the
mid-1980s. It was initially used to investigate seismic signals [94]. The application of
wavelet transform analysis began taking more prominence at beginning of the 1990s
within science and engineering. In recent years, Wavelet Transform analysis has proven
consistently useful for bio-medical signal analysis. Some of the areas where Wavelet
Transform has been used include: the EMG [95], EEG [96], clinical sounds [97],
respiratory patterns [98], blood pressure trends [99] and DNA sequences [100].
It is known that cognitive processes evoke patterned changes in physiological state
of the body. This dynamic modulation of visceral state is neurally mediated by sympathetic
and parasympathetic divisions of the autonomic nervous system [88][1].
5.5.1 Mathematical Formulation
Wavelet transforms essentially exist in two distinct types: the Continuous Wavelet
Transform (CWT) and the Discrete Wavelet Transform (DWT). For its practical
implementation the continuous wavelet transform or CWT is computed over a finely
discretized time–frequency grid. This discretization involves an approximation of the
transform integral (i.e. a summation) computed on a discrete grid of a scales and b
locations.
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Analysis Equation (CWT)

WΨ , x (a, b) =

1
a

+∞

t −b
dt
a 

∫ x(t )Ψ 

−∞

∗

a≠0

(33)

Synthesis Equation (Inverse CWT)
+∞ +∞

C −1
t −b
x(t ) = Ψ2 ∫ ∫ WΨ , x (a, b)Ψ 
da db
a −∞−∞
 a 

a≠0
(34)

Where
•
•
•
•

Ψ*(t) is the complex conjugate of the analyzing wavelet function Ψ(t), or the
mother wavelet.
b is the shifting or dilation parameter of the wavelet and
a is the scaling or location parameter of the wavelet.
𝐶Ψ−1 is a constant

In general, the wavelet transform is approximated in this way over each time step for a
range of wavelet scales; the inverse continuous wavelet transform is also computed as a
discrete approximation. CWT in its true definition demands the use of all values of shifting
and scaling. Therefore CWT is a heavy computational burden and in general an order or
two in magnitudes more wavelet values generated than original signal components, thus
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leading to a lot of redundant information. In fact, the computation of ICWT requires
double integration hence making the computation more expensive.
To overcome these issues with CWT, in this study for the analysis of the ECG signal the
Discrete Wavelet Transform (DWT) method has been employed. The advantages of using
DWT is that it allows the analysis of continuous signals by applying only discrete values of
shift and scaling to form the discrete wavelets. Also, if the original signal is sampled with
suitable set of scaling and shifting values, the entire continuous signal can be reconstructed
from the DWT (using Inverse-DWT). A natural way of setting up the parameters a
(scaling) and b (shifting) is to use a logarithmic discretization of the ‘a’ scale and link this
respectively to the step size taken between ‘b’ locations or shifts. To link ‘b’ to ‘a’ discrete
steps are taken to each location ‘b’, which are proportional to the ‘a’ scale. This kind of
mother wavelet can be shown in the following form;
Discrete Mother Wavelet Representation

Ψ𝑚,𝑛 (𝑡) =

1

�𝑎0𝑚

𝑡 − 𝑛𝑏0 𝑎0𝑚
�
𝑎0𝑚

Ψ�

(35)

Where
•
•
•

Integer’s m and n control the wavelet shifting and scaling respectively
a0 is a specified fixed dilation step parameter set at a value greater than 1
b0 is the location parameter which must be greater than zero.

Analysis Equation (DWT)
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W

+∞
= ∫ x(t )Ψ * (t )dt
mn
mn
−∞

(36)

Synthesis Equation (Inverse DWT)
x(t) = c ∑ ∑ W Ψ (t)
mn mn
mn

(37)

(Where c is a constant associated with the mother wavelet)
The application of DWT on the acquired and preprocessed ECG signal is explained next.

5.5.2 Application of Discrete Wavelet Transform
In this study, Discrete Wavelet Transform or DWT is applied to the pre-processed ECG
signal.

FIGURE 19. DISCRETE WAVELET TRANSFORM APPLICATION STEPS
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Windowing: As shown in the figure18, the raw ECG signal after preprocessing is first sent
through the windowing step. In this step the interesting and boring portions of the ECG
which are extracted during the pre-processing stage are sent through a windowing
mechanism. In this mechanism, the pre-processed ECG signal is partitioned into tiny
windows. These windows are non-overlapping and contain ECG data of 10 sec interval
(128 Hz * 10 sec = 640data-points).
During experimentation, various window sizes were tried and tested. The window size of
10 seconds seemed to be the smallest window size to provide an ideal quality of features
and result. With the vision of a practical application of this research, a system such as this
would provide live results as the data is being collected at real-time. The system would use
the last 10 seconds of acquired data to predict its classification output. A larger window
size of 10+ seconds for example would allow the system to average the output predictor
based on an average feature extraction over a larger time period, which in turn might
reduce the precision and accuracy of such a system.
Discrete Wavelet Transform: Each of the 10 second partitioned window is decomposed
separately using DWT. A key aspect of DWT application is the choice of the mother
wavelet which is used for the decomposition. Choosing an optimal wavelet function is a
mootable issue, which depends on the application and the signals characteristics [101]. A
common heuristic is to choose a mother wavelet which is as similar as possible in shape to
the signal of interest [102]. Therefore in this experiment, a wavelet needed to be chosen
which is similar in shape to the ECG sinus rhythm, with peaks resembling each of the
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significant point on the P-QRS-T complex. Amongst the many available families of
wavelets available, some of the more popular ones for ECG decomposition are Daubechies
proposed functions (db2, db3, db4, db5, db6, db7, db8) [103]. Symlets wavelets (sym2,
sym3, sym4, sym5, sym6, sym7, sym8) within which sym3 and syn8 are commonly used
[104]. There is also the family of biorthogonal wavelets (bior3.3, bio4.4, bio6.8) which are
sometimes used for ECG applications [105].
Ingrid Daubechies, one of the pioneers on wavelet research, invented what are called
compactly supported orthonormal wavelets -- thus making discrete wavelet analysis
practicable. The names of the Daubechies family wavelets are written dbN, where N is the
order, and db the "surname" of the wavelet. After much experimentation, ‘db4’ from this
family of Daubechies wavelets was chosen as the wavelet of choice for this study since it
seemed to best fit the composite nature of the ECG signal acquired from the armband.
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FIGURE 20. (A) IS THE SAMPLE ECG WAVE, (B) IS THE DB4 WAVELET FUNCTION, (C) DECOMPOSITION LOWPASS FILTER FOR DB4, AND (D) DECOMPOSITION HIGH-PASS FILTER FOR DB4.

In the Wavelet Transform procedure, using the chosen mother wavelet (in this case being
db4), the pre-processed ECG signal is decomposed into cascading levels of filter banks by
using low and high pass filter. The figure20 below shows the procedure in more detail;
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FIGURE 21. DECOMPOSITION PROCESS OF WAVELET TRANSFORM

The decomposition process in wavelet transform can be performed iteratively into
several levels. The number of levels chosen for decomposition is application specific and
also depends on the complexity of the signal. For the ECG signal used in this study, 5
levels of decomposition seemed to provide all the required useful information; further
decomposition did not yield a better result.
As shown in the figure, the wavelet transform mechanism works with successive
approximation with varying scale and shift levels of the mother wavelet so that the original
signal is broken down into many lower resolution components. A computational viewpoint
of the decomposition can be visualized as the signal passing through a low and high pass
filter at each level. The output of the high pass filter yields approximation coefficients and
the output of the low pass filter yields the detailed coefficients of the signal. Here cAn
stands for approximation coefficient at level ‘n’ similarly; cDn stands for detail coefficient
at level ‘n’. During each filter operation the signal is down sampled to roughly half the size
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input signal. The decomposition of each successive level is performed on the
approximation coefficients of the previous level.
5.5.3 Feature Extraction
As mentioned previously, wavelet transform is performed on each of the 10 seconds
windows that are extracted from the pre-processed ECG signal. The result after the
decomposition of each window is the array of approximation and detail coefficients which
comprise of the different resolution components of the signal. Since 5 levels of
decomposition is performed for each window, feature extraction is performed on the
detailed coefficient of each level and approximation coefficient of the final level. This
ensures that each decomposed resolution of the original signal is utilized for the feature
extraction step.
The features computed from these coefficients are as follows: (Here, (x1,x2,…xn)
represents the values of each coefficient from the 10 sec window)
•
•

Standard Deviation
Given in equation (8)
Median
𝑚𝑒𝑑𝑖𝑎𝑛 = 𝑚𝑖𝑑𝑑𝑙𝑒_𝑣𝑎𝑙𝑢𝑒 �𝑠𝑜𝑟𝑡𝑎𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔 (𝑥1 , 𝑥2 , … , 𝑥𝑛 )�

•

Minimum
Given in equation (6)

•

Maximum
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(38)

Given in equation (7)
•

Window Mean
Given in equation (9)

•

Energy
Given in equation (10)

•

Power
Given in equation (11)

•

Slope
Given in equation (12)

•

Entropy
Entropy is a statistical measure of randomness. It is very useful in evaluating the
information present within a signal.

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = −𝑠𝑢𝑚�𝑝.∗ 𝑙𝑜𝑔2(𝑝)�
•

(39)

(𝑤ℎ𝑒𝑟𝑒 𝒑 𝑖𝑠 𝑡ℎ𝑒 ℎ𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑖𝑔𝑛𝑎𝑙)

Skweness
Skewness is a measure of the asymmetry of the data around the sample mean. If
skewness is negative, the data are spread out more to the left of the mean than to
the right. If skewness is positive, the data are spread out more to the right. The
skewness of the normal distribution (or any perfectly symmetric distribution) is
zero.
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Equation provided in (13)
•

Kurtosis
Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the
normal distribution is 3. Distributions that are more outlier-prone than the normal
distribution have kurtosis greater than 3; distributions that are less outlier-prone
have kurtosis less than 3.
Equation provided in (14)

•

Range
Equation provided in (15)

•

Signal Complexity

Equation provided in (19)
•

Signal Mobility

Equation provided in (20)
•

Log of Variance

Equations provided in (21,22 ,23)
•

Mean of frequencies (Fourier domain)

Equation provided in (24, 25)

•

Variance of probability distribution
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Equation provided in (27,28)

•

Sum of Auto-Correlation
Equation provided in (29, 30)

•

Mean of Auto-Covariance

Equation provided in (21, 32)
•

Entropy of Frequency

This feature is computed using all level of detailed and final level of approximation
coefficient. Hence this feature is added separately to each window.
𝐸𝑛𝑡𝑜𝑟𝑝𝑦(𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠) = −𝑝𝑙𝑜𝑔(𝑝)

(40)

And p is calculated as follows:

𝑝=

∑𝑛𝑗=1�𝐴𝑝𝑝𝑟𝑗 �

2

𝑛 ∑5𝑙=1 ∑𝑚
𝑖=1 𝐷𝑒𝑡𝑙𝑖

(41)

where acj are the approximation coefficients at level 5, n is the number of elements
in the approximate coefficient window and dci are the detail coefficients at level l (1 – 5),
m is number of elements in the detailed coefficient at each level.
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After the feature extraction has been performed, the total feature set for the wavelet
transform step will contain;
(6 coefficients (5 detailed + 1 approximation) * 19 (features per coefficient)) + 1 (feature
computed with all levels) = 115 (features columns)
These computed features are then sent to the machine learning stage for classification,
training and testing.
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5.6 S-Transform (Stockwell transform)
The S transform was proposed by R.G. Stockwell and his coworkers 1996. The
distinction of S transform is that it produces decomposition of frequency dependant
resolution in the time-frequency domain while entirely retaining the local phase
information. In other words, The S-transform not only estimates the local power spectrum,
but also the local phase spectrum, which is highly desirable in studying complex
physiological signals such as the ECG.
When it comes to analyzing dynamic spectrum or local spectral nature of nonstationary observations such as the ECG some of the popular methods include, Short Time
Fourier Transform (STFT) [106], Gabor transform [107], complex demodulation [108]
which produces a series of band pass filtered voices and is also related to the filter bank
theory of wavelets etc. Some methods represent the transformation in a combination of
time and frequency domain such as the Cohen class [109] of generalized time-frequency
distributions (GTFD), Cone–Kernel distribution[110], Choi–Williams distribution [111] as
well as the smoothed pseudo Wigner distribution (PWD) [112]. However, one of the more
popular methods for decomposition and analysis in time-frequency domain is Wavelet
Transform, application of which in this study has already been described in detail.
Discrete Wavelet Transform or DWT performs decomposition of a signal that
provides excellent time resolution while maintaining key spectral information or frequency
resolution. However, the details of frequency responses can sometimes be sparse and
variation in the dilation can lead to overlapping spectral response. Hence for identifying
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the more subtle and finer engrained changes in the ECG characteristics between
‘interesting’ and ‘non-interesting’ portions of the data acquisition routine, a clearer timefrequency representation of the ECG is desired.
Although S transform is similar to continuous wavelet transform in having
progressive resolution, unlike wavelet transform, the S-transform retains absolutely
referenced phase information. Absolutely referenced phase implies that the phase
information calculated by the S-transform is referenced to time t = 0, which is also true for
the phase given by the Fourier transform. Only difference being the S transform provides
the absolute referenced phase information for each sample of the time-frequency space.
5.6.1 Mathematical Formulation
There are two varieties of S-transform, continuous and discrete. The continuous S
transform [113] is essentially an extension of the STFT. It can also be seen as a phase
corrected format of the Continuous Wavelet Transform (CWT).
The STFT of a signal h(t)is defined as
∞

𝑆𝑇𝐹𝑇(𝜏, 𝑓) = � ℎ(𝑡) 𝑔(𝜏 − 𝑡)𝑒 −𝑗2𝜋𝑓𝑡 𝑑𝑡
−∞

Where
•
•
•

𝜏 is the time of spectral localization,
f is the Fourier frequency
and g(t) denotes a window function.
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(42)

The S transform can be derived from the above STFT equation simply by substituting the
window function g(t) the Gaussian function,

𝑔(𝑡) =

|𝑓|

√2𝜋

𝑒−

𝑡 2 𝑓2
2

(43)

Therefore the S transform be mathematically defined as follows;
∞

𝑆(𝜏, 𝑓) = � ℎ(𝑡)
−∞

|𝑓|

√2𝜋

𝑒−

(𝜏−𝑡)2 𝑓 2
2
𝑒 −𝑗2𝜋𝑓𝑡 𝑑𝑡

(44)

Since S transform essentially functions with the Gaussian window during decomposition, it
can be deduced that with a wider window in the time domain the transformation can
provide better resolution for lower frequency, and with a narrow Gaussian window the
resolution for higher frequency is better accentuated.
For application of S transform in this study, the continuous S transform does not
prove to be a practice choice. Simply because the acquisition of the ECG signal itself was
performed with discrete sampling and also a continuous decomposition of this signal for all
frequencies can time is simply not computationally pragmatic. Hence a Discrete version of
the S transform has been adopted for the decomposition of the ECG signal.
The Discrete S Transform can be presented as follows;
Let ℎ[𝑘𝑇]be the discrete time series signal to be investigated, where 𝑘 = 0,1, … . , 𝑁 − 1

and T is the time sampling interval. The discrete format of the Fourier transform can be
shown as follows;
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𝑁−1

2𝑗𝜋𝑛𝑘
𝑛
1
𝐻 � � = � ℎ[𝑘𝑇]𝑒 𝑁
𝑁𝑇
𝑁
𝑘=0

(45)

Using the continuous S transform equation and the above equation, the time series,ℎ[𝑘𝑇]’s
S transform can be represented as follows; (making f  n/NT and 𝜏  jT)
𝑁−1

𝑛
𝑚 + 𝑛 2𝜋22𝑚2 2𝑗𝜋𝑚𝑗
𝑆 �𝑗𝑇,
� = � 𝐻�
�𝑒 𝑛 𝑒 𝑁
𝑁𝑇
𝑁𝑇
𝑚=0

𝑛≠0

(46)

Where j,m, and n=0,1,…,N-1.

5.6.2 Application of S Transform
In this study, Discrete S Transform is applied to the pre-processed ECG signal.

FIGURE 22. S TRANSFORM APPLICAION STEPS

Windowing: Similar to the windowing method in the Wavelet Transform step, the raw
ECG signal after preprocessing is first sent through the windowing step. In this step the
interesting and boring portions of the ECG which are extracted during the pre-processing
stage are sent through a windowing mechanism. In this mechanism, the pre-processed
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ECG signal is partitioned into tiny windows. These windows are non-overlapping and
contain ECG data of 10 sec interval (128 Hz * 1- sec = 1280data-points).
For factors of consistency and for practical applications reasons, the window size is chosen
as 10 seconds here as well.
S transform of each window: After the windowing step, each of the 10 seconds long
windows are defragmented using S-transform. The output of the S transform is a complex
2 dimensional matrix with rows representing the frequencies and the columns represent the
time values. The S transform algorithm applied in this study is tuned to produce a step wise
frequency range with step size being 1Hz and the time interval between samples in the
result is 1 step unit.
An example output of a 5 second window of an ECG data after S-transform is given as
follows (for example purposes and details in viewing the image only a 5 second window
has been illustrated);
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FIGURE 23. CONTOUR BASED VISUALIZATION OF AN ST WINDOW

The above figure22 shows the exact point to point representation of the original signal in
the S transforms time-frequency domain. The S transform output matrix has been shown in
a contour map display.
5.6.3 Feature Extraction
The output of each window is a frequency-time represented matrix. Each instance
of the matrix is frequency point and a time point (by the row and column position
respectively). So the entire output matrix can be presented as follows ST(x,y), where x is
the frequency (row) location, and y is the time (column) location.
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The extraction of features form the derived output matrix of ST is performed in two steps.
First the output matrix is reduced from two dimensions to a single dimension. This is done
by computing certain common statistics along the frequency dimension x, while retaining
the discreteness in the time dimension y as is.
The computed features along frequency for each time step y are:
•

Mean of frequencies (f)

•

Sum of frequencies (f)

𝑚𝑒𝑎𝑛(𝑓) =

∑𝑥𝑖=1 𝑆𝑇𝑖,𝑦
𝑥

𝑛

𝑠𝑢𝑚(𝑓) = � 𝑆𝑇𝑖,𝑦
𝑖=1

•

(47)
(47)

Product of frequencies (f)
𝑝𝑟𝑜𝑑𝑢𝑐𝑡(𝑓) = �𝑆𝑇1,𝑦 ∗ 𝑆𝑇2,𝑦 ∗ 𝑆𝑇3,𝑦 ∗ … ∗ 𝑆𝑇𝑥,𝑦 �

•

Standard Deviation of frequencies (f)

•

Range

𝑥

1
2
𝑠𝑡𝑑(𝑓) = ∗ � 𝑆𝑇𝑖,𝑦
𝑥
𝑖=1

(48)

(49)

𝑟𝑎𝑛𝑔𝑒 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚�𝑆𝑇1,𝑦 , 𝑆𝑇2,𝑦 , … , 𝑆𝑇𝑥,𝑦 �

− 𝑚𝑖𝑛𝑖𝑚𝑢𝑚�𝑆𝑇1,𝑦 , 𝑆𝑇2,𝑦 , … , 𝑆𝑇𝑥,𝑦 �(50)

At the end of step one we get an array of features from the frequency domain as
follow:
𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠 = [𝑚𝑒𝑎𝑛(𝑓), 𝑠𝑢𝑚(𝑓), 𝑝𝑟𝑜𝑑𝑢𝑐𝑡(𝑓), 𝑠𝑡𝑑(𝑓), 𝑟𝑎𝑛𝑔𝑒(𝑓)]
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(51)

The next step is to compute statistical features along the time domain:

•

•

•

•

•

Mean

Sum

𝑚𝑒𝑎𝑛(𝑆𝑇) = 𝑚𝑒𝑎𝑛(𝑓𝑖 );
𝑠𝑢𝑚(𝑆𝑇) = 𝑠𝑢𝑚(𝑓𝑖 );

𝑤ℎ𝑒𝑟𝑒 𝑓𝑖 ∈ 𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠
𝑤ℎ𝑒𝑟𝑒 𝑓𝑖 ∈ 𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠

(52)
(53)

Mean of Auto-Covariance
𝑚𝑒𝑎𝑛�𝑎𝑢𝑡𝑜𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑆𝑇)� = 𝑚𝑒𝑎𝑛(𝑎𝑢𝑡𝑜𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑓𝑖 )); (54)
𝑤ℎ𝑒𝑟𝑒 𝑓𝑖 ∈ 𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠

Sum of Cross-Correlation
𝑠𝑢𝑚�𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑖𝑙𝑎𝑡𝑖𝑜𝑛(𝑆𝑇)� = 𝑠𝑢𝑚(𝑎𝑢𝑡𝑜𝑐𝑜𝑟𝑟𝑖𝑙𝑎𝑡𝑖𝑜𝑛(𝑓𝑖 ));
𝑤ℎ𝑒𝑟𝑒 𝑓𝑖 ∈ 𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠

Log2 of Variance
log 2 �𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑆𝑇)� = log 2 (𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑓𝑖 )) ;
𝑤ℎ𝑒𝑟𝑒 𝑓𝑖 ∈ 𝐹𝑟𝑒𝑞𝑓𝑒𝑡𝑠

(55)

(56)

Two other features that are calculated are:
•

•

Mean of max frequencies
𝑚𝑒𝑎𝑛�𝑚𝑎𝑥(𝑆𝑇)� = mean�𝑚𝑎𝑥(𝑆𝑇1,𝑦 , 𝑆𝑇2,𝑦 , … , 𝑆𝑇𝑥,𝑦 �)
Mean absolute deviation of frequencies
𝑚𝑒𝑎𝑛�𝑎𝑏𝑠(𝑆𝑇)� = mean(𝑎𝑏𝑠(𝑆𝑇 − 𝑚𝑒𝑎𝑛(𝑆𝑇)))
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(58)

(57)

After the feature extraction has been performed, the total feature set for the S-Transform
step will contain;
(5 (features in step 1) * 5(features in step 2)) + 2 (additional non iterative features) = 27
(features columns per window)
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5.7. Dual Tree Complex Wavelet Transform –An Introduction.
The Discrete Wavelet Transform (DWT) is most commonly used in its maximally
decimated format also known as dyadic filter tree form as shown in the figure in Wavelet
Transform section. Over the years DWT has been utilized with great success across a
variety of signal processing applications [114, 115]. In a nutshell, the DWT replaces the
infinitely oscillating sinusoidal basis functions of the Fourier transform with a set of
locally oscillating basis functions called wavelets.
Despite DWT’s enormous success in various applications, and despite its
computational efficiency and sparse representation, the Wavelet transform suffers from a
few fundamental and interrelated disadvantages.
•

Oscillations
Developing singularity extraction and modeling the signal during wavelet based
processing gets considerably complicated [116] since wavelets are essentially
bandpass functions, which results in the oscillation of the wavelet coefficients
around the positive and negative singularities.

•

Shift Variance
In the wavelet domain processing, shift variance also complicates the processing,
since a tiny shift of the signal can cause a disturbance in the oscillation patterns of
the wavelet coefficient around singularities [117, 117, 118].

•

Aliasing
Wavelet Coefficients are computed using discrete time down sampling functions
which are bestrewed with non-ideal low and high pass filters, thereby resulting in
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substantial aliasing. Hence after decomposition of a given signal, if the resulting
coefficients are processed in any manner, then the inverse or the synthesis function
will reconstruct the signal with artifacts.
•

Lack of Directionality
The result of wavelet transform produces a pattern that is oriented along multiple
directions. This lack of direction influences the processing of multi-dimensional
signal analysis such as application of DWT on image, such as edge detection [119].

The Dual-Tree Complex Wavelet Transform (DTCWT) claims to overcome all the above
shortcomings of a traditional DWT.
DCTWT Framework: The DCTWT was first introduced by Kingsbury in 1998 [117, 120].
The dual-tree approach is quite similar to standard DWT where in positive and negative
bandpass filtering of the signals is performed at each level of decomposition. However, in
DCTWT, two real DWT’s are used simultaneously at each decomposition level. The first
DWT gives the real part of the transform while the second DWT gives the imaginary part.
The filter banks of analysis and reconstruction or synthesis of the DCTWT have been
illustrated in the figures below.
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FIGURE 24. DUAL TREE WAVELET ANALYSIS ILLUSTRATION

Here H0(n) and H1(n) high pass and low pass filters respectively for tree A.
Similarly, G0(n) and G1(n) are high and low pass filters for tree B. At each level of
decomposition the input signal is down sampled to roughly half its original size. Also the
output of each level is the detailed and approximation coefficient of the input signal.
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FIGURE 25. DUAL TREE WAVELET SYNTHESIS ILLUSTRATION.

Here Ḣ0(n) and Ḣ1(n) high pass and low pass filters respectively for tree A.
Similarly, Ḡ0(n) and Ḡ1(n) are high and low pass filters for tree B. At each level of
decomposition the input signal is down sampled to roughly half its original size.
It is important to understand that the Fourier transform does not suffer from the four
problems listed for DWT. An essential aspect of this is that the magnitude of the Fourier
transform does not oscillate positive and negative but rather provides a smooth positive
envelope in the Fourier domain. Furthermore, the magnitude of Fourier transform has a
simple linear phase offset which encodes the shift thereby making it shift invariant. Also
the coefficients of Fourier are not aliased and do not rely on a complicated aliasing
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cancelation property to reconstruct the signal. Finally, the sinusoids of the M-D Fourier
basis are highly directional plane waves.
The reason for Fourier transform not suffering from such problems is simply because it is
based on complex-valued oscillating sinusoids.
𝑒 𝑗Ω𝑡 = cos(𝛺𝑡) + 𝑗 sin (Ω𝑡)

(59)

With j = √−1. The oscillating cosine and sine components that form the real and

imaginary parts respectively form a Hilbert transform pair. Thereby, they are 90o out of
phase with each other. Together they form an analytical signal 𝑒 𝑗Ω𝑡 . With the same

ideology developing a Complex Wavelet Transform (CWT) as provided in equations 35
and 36 but with a complex valued scaling function along with a complex valued wavelet.
𝜓𝑐 (𝑡) = 𝜓𝑟 (𝑡) + 𝑗𝜓𝑖 (𝑡)

(60)

Here 𝜓𝑟 (𝑡) is real and even while 𝑗𝜓𝑖 (𝑡) is imaginary and odd. Just as in the case of the
complex sinusoidal in Fourier transform the 𝜓𝑟 (𝑡) and 𝑗𝜓𝑖 (𝑡) form an Hilbert transform

pair with 90o phase shifts.

𝑗

Projecting the signal on to 22 𝜓𝑐 (2𝑗 𝑡 − 𝑛), we get the complex format of the wavelet

coefficient

𝑑𝑐(𝑗, 𝑛) = 𝑑𝑟 (𝑗, 𝑛) + 𝑗𝑑𝑖 (𝑗, 𝑛)

(61)

With the magnitude as �𝑑𝑐(𝑗,𝑛) � = �[𝑑𝑟 (𝑗, 𝑛)]2 + [𝑑𝑖 (𝑗, 𝑛)]2
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(62)

And phase
𝑑 (𝑗,𝑛)

/𝑑𝑐 (𝑗,𝑛) = arctan (𝑑 𝑖 (𝑗,𝑛))
𝑟

Where |𝑑𝑐 (𝑗, 𝑛)| > 0

(63)

(64)

Any CWT based on wavelets of compact support cannot exactly possess the Hilbert
transform/analytic signal properties, and this means that any such CWT will not perfectly
overcome the four DWT shortcomings. The key challenge in dual-tree wavelet design is
thus the joint design of its two frequency bands to yield a complex wavelet and scaling
function that are as close as possible to analytic. However the cost for all of this is a
moderate redundancy produced by the two coefficients generated at each level for each
filter, thereby Dual Tree Wavelet Transform falls under the expansive wavelet transform
methods.
In application filter banks (FB) are used to perform analytic CWT splits at each output
level. These filter banks are similar representatives of the mother wavelet in DWT however
the filter banks are usually designed based on certain prerequisite conditions that allow the
real and complex aspects of the low and high pass filters to be analytical towards complex
wavelet applications. In this application the two filter banks used are ‘qshift_b' which are
Q-Shift 14,14 tap filters where Q shift represents ¼ samples shift at each level. The second
type of filter bank used is 'near_sym_b' which is Near-Symmetric (closely related to the
waveform of ECG) with 13, 19 tap filters.
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5.7.1 Feature Extraction
For feature extraction we use the real and imaginary coefficients derived from the DTCWT
decomposition, and the real part of the approximate coefficient. Hence for each 10 sec
window of the ECG signal, 5 levels of DTCWT is performed on it and the real and
complex detailed coefficients from levels 1 through 5 for each level are taken and the real
values of the 5th level approximate coefficient is considered.
The features computed from these coefficients are as follows: (Here, (x1,x2,…xn)
represents the values of each coefficient from the 10 sec window)
•
•

Standard Deviation
Given in equation (8)
Median
𝑚𝑒𝑑𝑖𝑎𝑛 = 𝑚𝑖𝑑𝑑𝑙𝑒_𝑣𝑎𝑙𝑢𝑒 �𝑠𝑜𝑟𝑡𝑎𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔 (𝑥1 , 𝑥2 , … , 𝑥𝑛 )�

•

Minimum
Given in equation (6)

•

Maximum
Given in equation (7)

•

Window Mean
Given in equation (9)

•

Energy
102

(38)

Given in equation (10)
•

Power
Given in equation (11)

•

Slope
Given in equation (12)

•

Entropy
Given in equation (39)

•

Skweness
Skewness is a measure of the asymmetry of the data around the sample mean. If
skewness is negative, the data are spread out more to the left of the mean than to
the right. If skewness is positive, the data are spread out more to the right. The
skewness of the normal distribution (or any perfectly symmetric distribution) is
zero.
Equation provided in (13)

•

Kurtosis
Kurtosis is a measure of how outlier-prone a distribution is. The kurtosis of the
normal distribution is 3. Distributions that are more outlier-prone than the normal
distribution have kurtosis greater than 3; distributions that are less outlier-prone
have kurtosis less than 3.
Equation provided in (14)
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•

Range
Equation provided in (15)

•

Signal Complexity

Equation provided in (19)
•

Signal Mobility

Equation provided in (20)
•

Log of Variance

Equations provided in (21,22 ,23)
•

Mean of frequencies (Fourier domain)

Equation provided in (24, 25)
•

Variance of probability distribution

Equation provided in (27,28)

•

Sum of Auto-Correlation
Equation provided in (29, 30)

•

Mean of Auto-Covariance

Equation provided in (21, 32)
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•

Entropy of Frequency

Equation provided in (40, 41)
After the feature extraction has been performed, the total feature set for the wavelet
transform step will contain;
(11 coefficients (10 detailed + 1 approximation) * 19 (features per coefficient)) + 1
(feature computed with all levels) = 210 (features columns)
These computed features are then sent to the machine learning stage for classification,
training and testing.
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CHAPTER 6 Analysis of Electroencephalogram

6.1 Overview
Electroencephalograms or EEG is the physiological signal that maps the activity of
the neurons in the brain by measuring electrical potentials through surface electrodes
which are strategically placed on the scalp of an individual. The EEG signal exhibits
complex behavior and non-linear dynamics. In the past wide range of work has been done
in understanding the complexities associated with the brain through multiple windows of
mathematics, physics, engineering and chemistry, physiology etc [121, 122].
The EEG was first recorded by German psychiatrist, Hans Berger in 1929. Since
then it has become an irreplaceable aspect of medical and clinical diagnostics. EEG is
heavily used in diagnosis and management of patients with seizure disorders, brain tumors,
stroke, brain damage cause through trauma, sleep disorders, and several other neurological
conditions characterized by abnormal and distinctive wave patterns. A variety of
remarkable diagnostic techniques have been developed over the last few decades, since
EEG provides a convenient and relatively inexpensive way to study and understand the
physiological manifestations of the brain.
In relation to this research, the use of EEG for neurofeedback (or biofeedback) is
becoming increasingly popular. The use of EEG for detecting and identifying
attention/focus in individuals is not a new concept. In 1997, Neuropathways EEG Imaging
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system became the first U.S. patented digital EEG neurofeedback device, displaying brain
wave voltages and frequencies in real time, this was extensively used in the development
of an interventional feedback system for helping children cope with Attention Deficit
Hyperactive Disorder (ADHD) [123, 124]. Similar systems have also been developed for
improving concentration and other cognitive functions of both Attention related disorder
and head trauma patients [125].
The intention of acquiring and analyzing EEG in this project is to set a benchmark
of sorts for attention recognition. The key point of this study is to see if physiological
signals that can be collected from a portable armband can be comparably efficient in
recognizing an individual’s attention and focus. So the following section describes the
signal processing methods used on the subjects EEG signals.

6.2 Analysis Method
EEG recordings are typically analyzed in an event-related fashion when one wants
to gain insights into the relation of the EEG and experimental events. The standard analysis
method is to focus on event-related potentials (ERPs) by averaging. ERPs are basically the
measure of the brain response that is directly related to an internal of external stimulus.
However, another approach is to concentrate on event related oscillations (EROs). ERO is
generally a measure of brain response to a typical activity over a period of time.
Oscillatory activity in the brain is widely observed at different levels of observation and is
thought to play a key role in many cognitive functions such as information transfer,
perception, motor control and memory [126-128].
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Since in this study detecting and identifying a particular type of response or ERP
based on a single activity is not the objective, the focus is more towards recognizing and
categorizing EROs that display changes in behavior between the two stages of data
collection (interesting and non-interesting). Oscillations are characterized by their
amplitude and phase. The amplitude of an EEG oscillation is typically between 0 and 10
μV. According to a classification of different types of oscillatory activity by Galambos
there are spontaneous, induced, and evoked rhythms, all of which are differentiated by
their response rhythm to the stimulus.
The figure below shows the methodology designed for EEG signal analysis in this
project. Raw EEG signal is collected from the subject along with other physiological
signals while they watch the two sets of video montages (interesting and non-interesting).
Decomposition based approach is used for analysis. EEG signal also requires some preprocessing before being analyzed, so some preprocessing is performed wherein the
different fundamental band-components of the signal are extracted.

FIGURE 26. EEG PROCESSING METHODOLOGY
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After pre-processing, the different components of the EEG signal are then
decomposed using Wavelet Transform. Each of the signal components is decomposed
differently in this step based on the core makeup of the signal. After decomposition, the
various computed coefficients are then sent through feature extraction step, where various
statistical features are computed and assembled for the feature classification step.
Next, the preprocessing and analyses steps have been explained in more detail.

6.3 Preprocessing of EEG
The analysis of continuous EEG signals is complex, due to the large amount of
information received from every electrode. These to reduce the complexity of the signal
information different and somewhat distinct components have been identified which put
together provides the EEG signal itself. These different components have been provided
with their own nomenclature, and are categorized by the frequency of their emanations or
some cases the shape of their waveform. Although none of these waves is ever emitted
alone, the state of consciousness of the individuals may make one frequency range more
pronounced than others [129].
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A typical raw EEG signal during acquisition would look something like the figure below.

FIGURE 27. (A)RAW EEG SIGNAL (B) EEG FREQUENCY RESPONSE

The different frequency based Band Components of the EEG signal are as follows:
Delta Waves
Delta waves lie within the range of 0.5 to 4 Hz. Delta waves are primarily
associated with deep sleep, and in the waking state, were thought to indicate physical
defects in the brain.

FIGURE 28. DELTA WAVE ILLUSTRATION
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Theta Waves
Theta waves lie within the range of 4 to 8 Hz, with an amplitude usually greater
than 20 μ V. Theta arises from emotional stress, especially frustration or disappointment.
Theta has been also associated with access to unconscious material, creative inspiration
and deep meditation. The large dominant peak of the theta waves is around 7 Hz.

FIGURE 29. THETA WAVE ILLUSTRATION

Alpha Waves
The rate of change lies between 8 and 13 Hz, with 30-50 μV amplitude. Alpha
waves have been thought to indicate both a relaxed awareness and also inattention. They
are strongest over the frontal (back of the head) cortex and also over occipital cortex.
Alpha is the most prominent wave in the whole realm of brain activity and possibly covers
a greater range than has been previously thought of. It is frequent to see a peak in the beta
range as high as 20 Hz, which has the characteristics of an alpha state rather than a beta,
and the setting in which such a response appears also leads to the same conclusion. Alpha
alone seems to indicate an empty mind rather than a relaxed one, a mindless state rather
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than a passive one, and can be reduced or eliminated by opening the eyes, by hearing
unfamiliar sounds, or by anxiety or mental concentration.

FIGURE 30. ALPHA WAVE ILLUSTRATION

Beta Waves
The rate of change lies between 13 and 30 Hz, and usually has a low voltage
between 5-30 μV. Beta is thought that this band reflects the mechanism of consciousness
that is the binding together of distinct modular brain functions into coherent percepts
capable of behaving in a re-entrant fashion.

FIGURE 31. BETA WAVE ILLUSTRATION

Gamma Waves
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Gamma waves lie within the range of 35Hz and up. is the brain wave usually
associated with active thinking, active attention, and focus on the outside world or solving
concrete problems.

FIGURE 32. EEG PREPROCESSING STEP

To separate these frequency band components from the original EEG signal, a digital
filter is required. Since each of the band components lie within specified frequencies, a
band-pass filter has been used for the component extractions step. A digital band-pass filter
is a time series filter mechanism which allows only certain specified frequency to pass by,
while rejecting or attenuating the remaining frequencies of the input signal. There are
several different types of band-pass filters that can be used for this purpose. However, in
this research the Butterworth filter is used. The Butterworth class of filter was first
described in a 1930 paper by the British engineer Stephen Butterworth after whom it is
named. The filter response is described by Butterworth polynomials [130]. Butterworth
filters are maximally flat, meaning that the response in the frequency domain is the
smoothest possible curve of any class of filter of the equivalent order [130]. So using
Butterworth filters of order 4, the following frequencies were separated into the various
band components of the EEG signal;
•

Delta 0.5-4Hz
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•
•
•
•

Theta 4-8Hz
Alpha 8-13Hz
Beta 13-30Hz
Gamma 36-44Hz

Each of these resulting bands is then sent through the ‘windowing’ step. In this step the
interesting and boring portions of the band components based on the timestamps of the
original EEG are extracted and sent through a windowing mechanism. In this mechanism,
the each band component signal is partitioned into tiny windows. These windows are nonoverlapping and contain ECG data of 10 sec interval. The EEG signal is acquired at a
sampling rate of 1000 Hz. (1000 Hz * 10 sec = 10000data-points/window).
Each of the 10 second partitioned window is then decomposed separately in the
following step using Discrete Wavelet Transform (DWT).

6.4 Applying Discrete Wavelet Transform on EEG
For psychiatry and clinical neuroscience applications, physicians find the ability to
study precisely the fundamental dynamics and behavior of the brain’s neuroelectirc
characteristics very useful. The small yet complex varying frequency structure found in
scalp-recorded EEG waveforms contains detailed neuroelectric information about the
millisecond time frame of underlying processing systems, and many studies indicate that
waveform structure at distinct scales holds significant basic and clinical information [131134]. Small-scale neural rhythms, in particular event related oscillation EROs, have been
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regarded as fundamental to perception and cognition [132]. Wavelet analysis provides a
powerful method of isolating such rhythms for study.
There are several applications of Wavelet transform on EEG analysis. It has been
used in removal of noise from raw EEG waveforms since wavelet coefficients facilitate the
precise noise filtering mechanism by zeroing out or attenuating any coefficients associated
primarily with noise before reconstructing the signal with wavelet synthesis [135-137].
Wavelet analysis of EEG has also been extensively used for signal processing applications
in intelligent detection systems for use in clinical settings [137, 138]. Wavelet transform
has also been used for compression EEG signals, Wavelet compression techniques have
been shown to improve neuroelectric data compression ratios with little loss of signal
information [136, 139, 140]. It can also been seen that for component and event detection
as well as spike and transient detection within the EEG waveforms. Wavelet analysis has
proven quite effective in many research studies [138, 140, 141].
As explained earlier in the ECG analysis section, performance of the Wavelet
transform depends on the mother wavelet chosen for decomposition of the signal. A
common heuristic is to choose one similar to the shape of the signal of interest. So for the
set of band components that is extracted from the original EEG signal different mother
wavelets that suit different bands are applied during decomposition. Considering the shape
and complexity of each band component and by referring published literature, several
different mother wavelets were experimented for decomposition in this study.
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For the analysis of the Gamma wave component, the mother wavelet chosen is the
‘bior3.9’ from the bi-orthogonal family of wavelets. Delta, Theta and Alpha wave
components are decomposed using ‘db4’ as their mother wavelet from the Daubechies
family of wavelets. Finally Beta waves are decomposed using ‘coif3’ as the mother
wavelet from the Coiflets wavelet family.

FIGURE 33. (A)‘COIF3’ WAVELET (B) ‘DB4’ WAVELET AND (C) ‘BOIR3.9’ WAVELET.

The decomposition process in wavelet transform can be performed iteratively into
several levels. The number of levels chosen for decomposition is application specific and
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also depends on the complexity of the signal. For window of the EEG signal band
components, 5 levels of decomposition seemed to provide all the required useful
information; further decomposition did not yield a better result. The detailed coefficients of
all the stages from 1 through 5 and the approximation coefficient of level 5 are retained for
feature extraction step.

6.5 Feature Extraction
The features computed from these coefficients are as follows: (Here, (x1,x2,…xn)
represents the values of each coefficient from the 10 sec window)
•

Standard Deviation

Equation provided in (8)
•

Entropy
Equation provided in (39)

•

Log of Variance
Equation provided in (21)

•

Mean of frequencies (Fourier domain)
Equation provided in (24, 25)
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•

Variance of probability distribution
Equation provided in (27, 28)

•

Sum of Auto-Correlation
Equation provided in (29, 30)

•

Mean of Auto-Covariance

Equation provided in (31, 31)
After the feature extraction has been performed, the total feature set for the wavelet
transform step will contain;
6 coefficients (5 detailed + 1 approximation) * 7 (features per coefficient) = 42 (features
columns per band component)
In total there are 5 extracted band components, so,
42 (features per band component) * 5 (different band components) = 210 (total features
from EEG)
These computed features are then sent to the machine learning stage for classification,
training and testing.
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CHAPTER 7 Analysis of other physiological signals: Galvanic

Skin Response and Heat Flux

As mentioned earlier the armband is capable of acquiring other physiological signals such
as galvanic skin response and het flux. Both these signal are hence collected during the
experiment and analysis to see if it yield useful information of the person’s level of
cognitive attention.

7.1 Analysis of Galvanic Skin Response
Skin conductance, also known as galvanic skin response (GSR), psycho-galvanic reflex
(PGR), skin conductance response
(SCR),

electro-dermal

response

(EDR), or skin conductance level
(SCL), is a measure the electrical
conductance of the skin. Human
skin is a good conductor of
electricity, so when a weal electric
current is delivered to the skin,

FIGURE 34. GSR WAVEFORM

changes in the skin’s conduction of that current can be measured. A GSR amplifier applies
a constant voltage to the skin through electrodes. In this experiment, the armband has an
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embedded GSR amplifier. The output of the GSR amplifier is the skin’s conductance
expressed in units called microSiemens (µS).
The human skin is an adaptive organ which helps in the maintenance of the body’s
water balance and temperature. The skin is comprised of three layers, the epidermis,
dermis and sub-dermis. Sweat glands which are located in the sub-dermis deposit moisture
in the layers of the skin when activated. Sweat glad activation is a simple physiological
survival mechanism. The activation is controlled via the sympathetic response of the
autonomic nervous system.
The GSR signal is characterized by two types of inherent properties; Tonic and
Phasic. Phasic skin conductance refers to the changes in the skin conductance when
discrete environmental stimuli like sights, smells, sounds, etc. is presented. Tonic skin
conductance is the baseline level of skin conductance. Tonic skin conductance patterns are
usually dominant when there is a lack of any particular external stimuli. Tonic skin
conductance levels vary over time in individuals depending on his or her psychological
state and autonomic regulation. Phasic changes in the skin conductance happens when the
sweat glands deposit moisture in the epidermis, and skin conductance returns to normal or
tonic levels when the moisture reduces in the layers of the skin [142, 143].
Typically the different features that can be extracted and quantified from GSR
signals are amplitude (in µS), latency, rise time, and half recovery time. The amplitude of a
GSR at any given time can either be the absolute reading of the amplifier or the difference
between the tonic skin conductance level at the time the response was evoked and the skin
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conductance at the peak of the response. Latency Is the time period between when the
stimulus was produced and when the response is recognized on the GSR signal. Latency
values are usually 3 seconds or less. Rise time is the difference in time between the onset
of the response in GSR and the peak of the recorded response. Typical values of rise time
are 1 to 3 seconds. Half recovery time is the time between the peak of the response and the
point in the signal when the conductance returns to amplitude that is half of the peak
amplitude.
The GSR data that was collected from the armband for this experiment turned out
to be low frequency of 32Hz. Although usually despite the low frequency the information
could perhaps have been useful for analysis, but in this case each subject’s data after
acquisition seemed to provide very little evidence of information. After a thorough
investigation and going back and forth with the manufacturers of the armband it was
realized that due to the sedentary nature of the experiment conducted wherein the subject
barely moves and has no physical activities, the armband was not able to pick up the subtle
changes in GSR. Hence it collected no information of use. This was primarily because the
armband’s GSR sensor was designed to collect data best during physical exercise which
results in increased moisture content in the skin due to sweating. Since the subject of this
experiment did not have any physical activities there was no large changes in the moisture
content on their skin. Hence for our future work it is highly recommended that a different
GSR sensor needs to be used which has large fidelity high frequency sensors that are
capable of acquiring useful galvanic conductance information of the skin even during little
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to no physical activity by the subject. Due to these issues found with the GSR data, it is not
going to be included in the scope of this research thesis. However, due to the extensive
work in algorithm development specifically for GSR data that has already been developed,
it would be rather easy and straight forward to include GSR data into the analysis once the
right data acquisition sensors are available.

7.2 Analysis of Heat Flux
Temperature is used as one of the most common indicator of a person’s well being, since
many medical conditions directly affect the core body temperature. Heat Flux [HF] is the
amount of heat that the body emits. Studies have shown that Heat Flux is effective in
detecting switches in emotional and/or physical contexts. Physical movements and
sometimes emotional changes causes the body to warm up and therefore emit heat.
Different environmental conditions can also have an effect on Heat Flux [143].
The proprietary heat flux sensor being used in the armband is a robust and reliable
device that reflects a measure of the amount of heat being dissipated by the body. The
sensor uses very low thermally resistant materials and extremely sensitive thermocouple
arrays. It is placed in a thermally conductive path between the skin and the side of the
armband exposed to the environment. A high gain internal amplifier is used to bring the
signal to a level that can be sampled by the microprocessor located in the SenseWear
Armband.
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Skin temperature is also measured using a highly accurate thermistor-based sensor
located on the backside of the armband near its edges and in contact with the skin.
Continuously measured skin temperature is reflective of the body’s core temperature
activities. The near-body ambient temperature sensor measures the air temperature
immediately around the wearer’s armband. This sensor also uses a highly accurate
thermistor-based sensor and directly reflects the change in environmental conditions
around the armband; for example, walking out of an air-conditioned building on a hot day.
Studying the changes in the heat dissipation of the body or heat flux could be
another source of information in recognizing the attention levels of an individual.
For this study the HF data collected from the armband was at 32Hz. Since it was a
low frequency signal the signal is used as is and no noise filtering is performed on it in fear
of losing what little information it might contain. So the raw HF signal is partitioned using
the same windowing mechanisms as used before where 10 seconds non-overlapping
windows are used and each of the extracted windows are sent through feature extraction
step. Just as in the other analysis aspects, several statistical features are extracted such as
Standard Deviation, Entropy, power, Energy, Skewness, Kurtosis etc. Totally 18 different
features are extracted per window of the HF signal.
These computed features are then sent to the machine learning phase for checking
the accuracy of classification.
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As it turns out, with by-subject validation across all available HF data (18 subjects),
the accuracy was around 53% with random forest method used for classification. Due to
the low overall accuracy and performance statistics of HF signal, it has not been included
in the studies final results which is provided in the results section. The causes for HF to
underperform might partly be because of the low sampling rate of the HF signal acquired
and partly because the experiment lacked any physical activities. HF signal is more
informative for analysis of experimental conditions where physical activities might be
involved.
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CHAPTER 8 MACHINE LEARNING AND CLASSIFICATION MODEL
The Machine learning paradigm has become an essential and significant aspect of
today’s computing. Machine learning methods and algorithms are being increasing used to
solve complex problems and applications of this are being integrated more and more into
our daily lives. Generally speaking, machine learning deals with the design of
mathematical constructs for computers that in essence mimic the fundamental learning
functionalities of humans. These mathematical constructs are designed to learn rules from
data, adapt to changes, and improve performance of a given program. Many of the
programs that are developed today are tackling highly complex problems that cannot be
explicitly described to the computer. These problems such as identifying faces in images,
autonomous driving, drug interaction discovery, finding patterns in large volumes of
scientific data, performance optimization of systems etc cannot be cannot be described or
delineated just with a set of rules. Hence to solve such vast and complex problems with the
use of computers, the fundamental principles of learning itself has to be embedded into the
programs of today as a computation process. This type of embedding machine learning
aspects to computational solution development is known as computational learning theory.
A famous definition of Machine learning by Tom M. Mitchell says that ‘it is a
computer program that is said to learn from experience E with respect to some class of
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tasks T and performance measure P, if its performance at tasks in T, as measured by P,
improves with experience E’ [144]. What that means is that machine learning algorithms
capture certain key characteristics of unknown underlying probability distributions within
a given dataset. Recognizing such characteristics within the data allows the program to
predict, categorize and classify new and unseen yet similar input data.
The taxonomy of machine learning algorithms can be organized based on the type
of outcome the algorithm provides. There is supervised learning type where functions that
map input variables a desired and specified output using a labeled training set, after which
it predicts on unlabeled data set which is the testing set. Unsupervised learning models a
set of inputs to clusters during training. Semi-supervised learning combines both
supervised and un-supervised learning models. Reinforcement learning is a type of
machine learning where the learning mechanism includes a feedback in the form of
rewards or weights. Transduction type of machine learning tries to predict new outputs
based on specific and fixed cases of observations. Finally the learning to learn type of
machine learning learns from its own inductive bias based on previous experiences.
Over the years several different approaches have been developed in machine
learning such as decision tree learning, association rule learning, genetic or evolutionary
computing, artificial neural networks, support vector machines, clustering etc. All of these
are fundamentally modeled upon the functionalities of human learning mechanisms. The
use of specific machine learning depends highly on the nature of application.
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In this application the result after signal processing on acquired psychological
signals is a large set of features. Since the data was collected in a systematic and controlled
environment, the features extracted from respective portions of the signals can be classified
under the two presumed categories: ‘attention’ and ‘non-attention’. Hence supervised
learning method is used for this study to developed classification heuristics.

8.1 Feature Space Reduction
While dealing with data that has large number of features one can encounter certain
issues while using these features to develop classification model. This is especially true for
some machine learning methods where large feature spaces can be a hindrance from
obtaining useful classification models.
Given the different methods of analysis performed on the ECG signal, the
combined feature set turns out to be a very large. To emphasize we have:
•

157 features from HRV and its related values

•

27 features from Stockwell Transform

•

210 features from Dual Tree Complex Wavelet Transform

So in total by combining all the features computed from ECG signal analysis we get 394
features.
From EEG analysis, a total of 210 features are obtained. These features are
computed for each window. There by forming several instances of such features for a
given dataset. So before sending these features for developing and testing a classification
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model, it is important to identify those features that are most useful in providing
information towards classification and decision making. To do this ‘info-gain’ method is
used. Info-gain is a measure of impurity which computes an index for each feature based
on the quality of information it provides to classify the instance between the two labeled
classes. In this case the label of ‘attention’ and ‘no-attention’. The following is the
computation equation behind info-gain method.
Measure of Impurity
𝑖

𝑖

𝑐−1
𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛: 𝐼(𝑣) = − ∑𝑖=0
𝑝 �𝑣� log 2 𝑝 �𝑣�

(65)

Where;
I(v) = impurity measure of feature ‘v’.
p(i/v) = proportion of observation from class ‘i’ at feature ‘v’.
C = number of classes
By obtaining the indexes for each of the features in the feature table, the features can be
ranked in the order of most informative towards decision making between the classes. The
info-gain indices are obtained across all subjects where a by-subject feature ranking is
performed. In this, in each iteration a particular subject’s feature set is considered as the
test set while the remaining subjects feature sets are pooled together to form the training
set. These test and training sets will be used towards machine learning model development.
Using the feature set of each respective subject, the feature ranking is performed using
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info-gain measure. After obtaining the info-gain indices, the features are ranked based on
the value of its index informing the quality of the feature. Using these ranking across all
subjects the top 10, 20, 30 40 etc features are used towards development of the
classification models. This allows for the selection of the least number of features required
to obtain the highest form of classification accuracies. The next step is to apply these
selected features using a machine learning method.

8.2 Random Forest
There are several machine learning algorithms to choose from, where the choice simply
depends on the type of dataset and its complexity.. Although several machine learning
algorithms such as C4.5, Support Vector Machine, Classification via Regression etc were
experimented with, it consistently was proven than with the kind of features that is being
dealt with in this study ‘Random Forest’ based classification method worked best,
outperforming the rest mentioned classifiers every time.
Leo Breiman developed random forest classification method which is basically an
ensemble classifier that consists of multiple decision trees [150]. It is a very accurate
classifier which displays great success with multiple datasets. It is especially useful with
data mining extremely large datasets and databases. Unlike the other tree-based classifiers
random forest uses multiple trees or a forest to develop decisions and classifications.
Although in this study it is being used to develop models based on supervised data, random
forest can be used for unsupervised data learning as well [151]. Random forest has been
popular for applications in bio-signal and bio-medicine [152].
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In the Random Forests method many classification trees are grown to develop the
rules for decisions and classifications. To classify a new object from an input vector, the
input vector is put down each of the trees in the forest. Each tree gives a classification, and
the tree "votes" for that class. Over all the grown tress, the forest chooses the classification
having the most votes. When the training set for the current tree is drawn by sampling with
replacement, about one-third of the cases are left out of the sample. This OOB (out-of-bag)
data is used to get a running unbiased estimate of the classification error as trees are added
to the forest. It is also used to get estimates of variable importance. After each tree is built,
all of the data are run through the tree, and proximities are computed for each pair of cases.
If two cases occupy the same terminal node, their proximity is increased by one. At the end
of the run, the proximities are normalized by dividing by the number of trees. Proximities
are used in replacing missing data, locating outliers, and producing illuminating lowdimensional views of the data.
In random forests, there is no need for cross-validation or a separate test set to get
an unbiased estimate of the test set error. It is estimated internally, during the run. To do
this, each tree is constructed using a different bootstrap sample from the original data.
About one-third of the cases are left out of the bootstrap sample and not used in the
construction of the kth tree. Then each case that is left out is then put in the construction of
the kth tree to get a classification. In this manner, a test set classification is obtained for
each case in about one-third of the trees. At the end of the run, j is taken to be the class that
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gets most of the votes every time case n was OOB. The proportion of times that j is not
equal to the true class of n averaged over all cases is the OOB error estimate.
Each tree is grown as follows: If the number of cases in the training set is N,
sample N cases at random - but with replacement, from the original data. This sample will
be the training set for growing the tree. If there are M input variables, a number m<<M is
specified such that at each node, m variables are selected at random out of the M and the
best split on these m is used to split the node. The value of m is held constant during the
forest growing. Each tree is grown to the largest extent possible. There is no pruning.
Every time a split of a node is made on variable m the gini impurity criterion for
the two descendent nodes is considered less than the parent node.
Gini Measure of Impurity:

(66)
Where;
I(v) = impurity measure of feature ‘v’.
p(i/v) = proportion of observation from class ‘i’ at feature ‘v’.
C = number of classes
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Adding up the gini index decreases for each individual variable over all trees in the
forest gives a fast variable importance that is often very consistent with the permutation
importance measure.
Random forest classification method is famous for its efficiency on large datasets.
It has an effective way of estimating missing data and maintains accuracy when a large
proportion of the data is missing.

8.3 Parameter Selection for Random Forest
The output characteristics of random forest implementation can vary based on certain
parameters that random forest uses. These parameters need to be chosen such that the best
classification output can be achieved for a given input dataset. These parameters are
number of trees and input seed. Here an ensemble random forest classifier has been
designed; where in several random forests are used to provide the final classification
output. Using the classification output from each of the random forests a probability based
average voting method is used to compute a single ensemble output. By default the random
forest implementation uses the first feature column as the seed input. However since here
many forests are being used, different feature columns are supplied as seed values. This
allows each forest to grow uniquely based on the seed feature. Thereby making the
ensemble output more generalized across all features. The two parameters of the ensemble
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random forest that are tuned here is number of trees in each forest and the number of
forest.This ensemble classifier has been nicknamed as ‘Forest of Forest’.
Number of trees: Typically the number of trees that are grown inside the random forest
implementation is limited to a default number in random forest implementation. Having a
fixed number of trees for varying number of features during implementation may not
always provide the best classification accuracies. Hence, in this study the number of the
trees is computed dynamically based on the number of features that is input as the feature
set. This computation is done as follows:
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑒𝑒𝑠 = 𝑐𝑒𝑖𝑙(10 + 𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠/10) (67)
Where ceil is the operation of rounding the number off to the next integer value.
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60

Number of Features
FIGURE 35: DYNAMIC COMPUTATION OF NUMBER OF TREES
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A controlled linear increase has been applied in this case so as to have a control over the
number of trees that are used for the random forest implementation. Having either a fixed
number of trees or a same number of trees as the features is not a good way of
implementing random forest especially when varying sizes of features are being
experimented with.
Number of forests: Typically the depth of trees that are grown inside the random forest
implementation is limited to a default number in random forest implementation. Having a
fixed number of forests for varying number of features during implementation may not
always provide the best classification accuracies. Hence, in this study the number of forests
is computed dynamically based on the number of features that is input as the feature set.
This computation is done as follows:
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑜𝑟𝑒𝑠𝑡𝑠 = 𝑐𝑒𝑖𝑙(2 ∗ log(𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠)) (68)
Where ceil is the operation of rounding the number off to the next integer value.
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FIGURE 36: COMPUTATION OF DEPTH OF TREES DYNAMICALLY

A logarithmic scale has been implemented to control the number of forests being used for
developing models for varying sizes of feature sets. Since neither fixed nor uncontrolled
number of forests are particularly useful in practical applications of random forest with
varying number of features in the data set. This allows a more controlled development of
the overall ensemble model.
This dynamic parameter selection has been implemented for the combined feature set
analysis of ECG and the results have been discussed in the following results section.
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CHAPTER 9 RESULTS
After every analysis described in this manuscript, the features computed from each of them
is fed to the machine learning stage. In the machine learning step, although various
classifier methods such as C4.5, Classification via Regression, SVM etc. were tested and in
turn it was realized that ‘Random Forest’ classifier worked the best for our purpose, hence
for developing the classifier we used random forest classification method with parameters
as suited. For developing the classification model for each of the classifier ‘by-subject’ or
‘leave one subject out’ based training and test sets are prepared. In this type of training and
testing, out of the given number of subject say x, x-1 subjects are subjects are used for
training and developing the classification model, while the xth subject’s data is used for
testing the developed model. This procedure is repeated in a round robin fashion until each
of the subject’s data in the total collected data has been tested with a classification model
developed exclusively for it. So for each type of classification method, the average
accuracies and other statistics have been presented over all the subjects.
The output of all classification is obtained first in the format of a confusion matrix.
TABLE 1. CONFUSION MATRIX TEMPLATE

Confusion Matrix

attention

Non-attention

attention

True Positives

False Positives

Non-attention

False Negatives

True Negatives
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All the calculations presented hence forth stem from this output of the confusion matrix.
Accuracy is simply calculated by

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑡𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑡𝑟𝑢𝑒𝑁𝑒𝑔𝑒𝑡𝑖𝑣𝑒𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

(69)

The classification sensitivity and specificity calculated as follows:

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑡𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒𝑁𝑒𝑔𝑒𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒𝑁𝑒𝑔𝑒𝑡𝑖𝑣𝑒𝑠+𝑓𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(70)

(71)

In the following subsections, various formats of the computed results have been presented.
First the results from individual computation methods have been show to understand the
effectiveness and contribution of each of these methods towards the overall goal. Next the
results from the combined feature set has been provided where all available ECG data and
EEG data has been utilized. Following which a comparison analysis is provided wherein
the analysis from the corresponding ECG and EEG is presented for the relevant subject
cases. Finally analysis results that is performed based on design towards practical
application is provided.
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9.1 Results from Individual Analysis Methods
Since the project encompasses several different and distinct mechanisms in signal
processing to analyze the given signals, it is important to understand how much each of
these analysis methods contribute to the overall projects output. To do this, in this section
the features extracted from each of the signal processing mechanisms applied earlier are
individually applied to machine learning paradigm and the resulting outputs are discussed.
The classification methods used is random forest, in total there are 23 ECG datasets and 15
EEG datasets.
As mentioned earlier, the application of Discrete Wavelet Transform (DWT) alone did not
yield satisfactory results especially in comparison with HRV feature analysis and ST
feature analysis. Hence an alternate format of wavelet based method called Dual Tree
Complex Wavelet Transform (DTCWT) was applied by which the results seem to improve
vastly. The following is a comparison of the previously obtained output from DCT and the
results obtained from DTCWT.

9.1.1 Results of Discrete Wavelet Transform
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by DWT analysis alone on by-subject test data set with respective
training sets are as follows;
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TABLE 2: DWT CLASSIFICATION ACCURACIES BY SUBJECT

ECG Analysis Using Discrete Wavelet
Transform
120

Accuracies

100
80
60
40
20
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

Accuracies 65.7 74.4 79.7 62.4 90.7 52.2 59 46.8 84.9 70.7 56.6 88 52.7 55 71.6 70.1 87.3 99 100 94.3 80.8 77.4 50.2 72.6

In the table columns 1-23 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 72.6%, which is shown in the
table as the red bar on the 24nd column. The mean specificity of the classification over all
subjects is 63.20% and the overall average sensitivity of the classification on DWT
features of ECG is 81.98%.
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9.1.2 Results of Dual Tree Complex Wavelet Transform (DTCWT)
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by DTCWT analysis on by-subject test data set with respective
training sets are as follows;
TABLE 3: DTCWT CLASSIFICATION ACCURACIES BY SUBJECT

ECG Analysis Using Dual Tree Complex
Wavelet Transform
120

Accuracies

100
80
60
40
20
0

1

2

3

4

5

6

7

8

9

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Accuracies 62 88 89 89 87 52 83 57 95 83 81 100 72 55 75 49 65 99 98 68 88 97 59 78

In the table columns 1-23 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 77.98%, which is shown in
the table as the red bar on the 24nd column. The mean specificity of the classification over
all subjects is 68.88% and the overall average sensitivity of the classification on DCTWT
features of ECG is 87.08%.
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As it can be seen, the mean accuracy of ECG analysis using Discrete Wavelet Transform
was around 73% while the mean accuracy of ECG analysis using Dual Tree Complex
Wavelet Transform was around 78%, which a overall increment of about 5%. With regards
to the sensitivity and specificity as well, the DTCWT seemly outperforms DWT. Since
DTCWT shows significant improvements in results as compared to DWT, the former has
been employed in the final analysis while the later method has not been used.

9.1.3 Results of Stockwell Transform (ST)
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by ST analysis on by-subject test data set with respective training sets
are as follows;
TABLE 4: S TRANSFORM CLASSIFICATION ACCURACIES BY SUBJECT

ECG Analysis Using Stockwell Transform
120

Accuracies

100
80
60
40
20
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12
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19

20

21

22

23

24

Accuracies 57.1 82 78.3 88.8 89.8 71.7 73.7 56.1 84.9 54.6 55.1 96.7 67.2 58.1 81.6 66.5 58.9 86.8 94.2 67.5 82.8 94.5 50.2 73.8
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In the table columns 1-23 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 73.77%, which is shown in
the table as the red bar on the 24nd column. The mean specificity of the classification over
all subjects is 66.83% and the overall average sensitivity of the classification on ST
features of ECG is 80.96%.

9.1.4 Results of Heart Rate Variability (HRV) and Related Values
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by HRV analysis on by-subject test data set with respective training
sets are as follows;
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TABLE 5: HRV VALUES CLASSIFICATION ACCURACIES BY SUBJECT

ECG Analysis Using HRV and Related Values
120

Accuracies

100
80
60
40
20
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8

9
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11

12

13

14

15

16

17

18

19

20

21

22

23

24

Accuracies 59 78.7 75.4 88.1 88.2 89.4 98.5 66.5 83.8 81.8 77.1 72.1 62.8 65.6 74.2 93.5 72.4 100 92.7 81.3 68.5 74.2 56.5 78.3

In the table columns 1-23 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 78.27%, which is shown in
the table as the red bar on the 24nd column. The mean specificity of the classification over
all subjects is 69.80% and the overall average sensitivity of the classification on HRV
features of ECG is 86.79%.

9.1.5 Results of combined feature set of ECG analysis
The features obtained from each of the ECG analysis methods namely, DTCWT, HRV,
ST, are combined to form the total feature extraction process. The classification accuracy
obtained from the combination of these feature sets provide the complete picture with
respect to the accuracy of classification obtained by this research on ECG.
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Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by HRV analysis on by-subject test data set with respective training
sets are as follows;
TABLE 6:COMBINED FEATURESET OF ECG CLASSIFICATION ACCURACIES BY SUBJECT

ECG Analysis of Combined Feature Set
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100

Accuracy
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Accuracies 57.9 92.8 83.7 92.1 88.7 60.6 87.6 71 92.9 84.2 81.6 97.5 73.4 54.6 87.4 86.9 69.4 100 95.5 74.7 75 97.8 60.1 81.1

In the table columns 1-23 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 81.11%, which is shown in
the table as the red bar on the 24nd column. The mean specificity of the classification over
all subjects is 74.78% and the overall average sensitivity of the classification on combined
feature set of ECG is 87.74%.
It can be seen that the mean accuracy of classification of the entire feature set is 81.11%
which is a great improvement than classification results obtained from any one analysis
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method alone. Also the values specificity and sensitivity has become greater than those
obtained from individual methods, thereby providing a more robust classification. So
combing different signal analysis methods helped improve the classification between cases
of attention and no-attention using ECG.
9.1.6 Results of feature set from EEG analysis
Since EEG data is being used to compare the accuracy of classification of ECG analysis,
feature set from discrete wavelet transform analysis of EEG is obtained. There are in total
15 datasets available for EEG.
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained by DWT analysis on by-subject test data set with respective training
sets of EEG are as follows;
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TABLE 7: EEG ANALYSIS CLASSIFICATION ACCURACIES BY SUBJECT

EEG Analysis of DWT Analysis Feature Set
120
100

Accuracy

80
60
40
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9
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16

Accuracies 100 96.51 93.83 100 58.94 97.65 69.8 92.31 83.01 78.72 78.37 68.84 100 97.55 99.18 87.65

In the table columns 1-15 shows the different accuracies obtained from each by-subject
validation for each subject. The mean accuracy of features is 87.64%, which is shown in
the table as the red bar on the 17nd column. The mean specificity of the classification over
all subjects is 83.78% and the overall average sensitivity of the classification on feature set
of EEG is 90.63%.

With the classification accuracy of ECG analysis (combined features) being 81.11% and
classification accuracy of EEG analysis being 87.64% it could be said that using ECG for
recognizing cognitive attention in subjects is very comparable to that from EEG analysis.
However, although these results provide a good direction towards the projects hypothesis,
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the results may not be comparable as equal grounds. The reason being, the number of ECG
subjects is just not the same as the EEG subjects. So for a more comprehensive comparison
between cases of ECG and EEG, the next section provides subject based ECG to EEG
comparisons. Which may be helpful in giving a more clearer picture of how closely the
ECG analysis and EEG analysis is comparable.
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9.2 Comparison of ECG and EEG analysis based on individual subjects
Due to several circumstantial reasons, the both the ECG and EEG data is not available
across the spectrum of subjects on who the experiment was conducted on. None the less,
there are 13 specific cases where both ECG and EEG data are available. Using these
available cases this section provides a comparison of performance between ECG analysis
the corresponding EEG analysis.

9.2.1 Accuracy Comparison
Here the ECG data and EEG data of each subject is taken and feature analysis is performed
on them separately. After developing a classification model using the feature set of the
remainder of the subjects, the classification statistics of both EEG and ECG is obtained
individually. The obtained results are compared side-by-side in the given chart below.
Using the Random Forest Classification method, the accuracies of the classification on the
feature set obtained from analysis each subject’s ECG and EEG dataset are as follows;
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TABLE 8: ECG AND EEG ANALYSIS CLASSIFICATION ACCURACIES COMPARISON BY SUBJECT

Subject Wise Comparison Chart
Classification Accuracy
Between ECG and EEG
120
100

Accuracy

80
60
40
20
0

1
2
3
4
5
6
7
8
9
10
11
12
13
14
ECG 94.66 78.39 79.31 58.15 95.43 86.7 85.71 70.92 56.57 98.04 89.11 65.29 93.85 80.93
EEG 97.81 91.77 95.81 71.02 90.95 83.66 78.3 76.28 63.39 100 98.78 79.18 100 86.69

In the table columns 1-13 shows the different accuracies obtained from for ECG (in blue)
against EEG (in red) for each by-subject validation of each subject. The mean accuracy
classification of ECG is 80.93%, whilst the mean accuracy of the classification of EEG
feature set is 86.68% which is shown in the 14nd column of the table.

For this comparison we can see that in all subject cases ECG results seem to match fairly
close as compared to the results obtained from EEG. This shows that analyzing ECG
analysis for recognizing cognitive attention is very comparable to that of analyzing EEG.
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This of course holds good when one considers the classification results obtained from EEG
for recognizing cognitive attention as the ground truth. It can also be seen that in a few
cases the classification results of ECG seems to outperform that of its counterpart EEG
analysis. This could possibly be either due to weak EEG signal quality or ECG analysis
showing signs of high sensitivity. In any case the comparison of the classification output
for each subject ECG against EEG shows a very promising deduction that the project has
been able to achieve its goal of using ECG in recognizing cases of attention and noattention in subject especially when in comparison to the assumed ground truth of the
analysis output from EEG.

9.2.2 Preview of intermittent outputs with instance wise comparison
As described earlier the features are extracted using a windowing method where 10
seconds non-overlapping windowed sections of the original input signal are used. All
features extracted from each window is considered as a single instance. This is especially
relevant when dealing with the machine learning phase where all the each feature set
instance is used to produce a single output of either ‘0’ for attention and ‘1’ non cases of
lack of attention. So to see how ECG fares in comparison with EEG, for each feature set
instance output, a few subject example outputs have been provided below.
Figure 37 and 39 shows the classification output for each feature instance of a particular
subject during the section where the subject was asked to view the interesting windows.
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The bars in figure 37(a) figure 39(a) indicate that ECG analysis output for that particular
feature set instance shows signs of lack of attention or in other words subject getting bored
while viewing the interesting videos, however the EEG analysis during the same instance
set does not show any bars in figure 37(b) and figure 39(b). The lack of bars in the EEG
analysis shows that there was no lack of attention detected during the viewing of the
interesting videos. This shows that ECG misclassified for some of the instance i.e. it shows
false positive. This may be due to the high sensitivity nature of the ECG analysis, or just
wrongly classified feature instances.
Figure 38 and figure 40 shows the classification output for each feature instance of a
particular subject during the section where the subject was asked to view the noninteresting windows. The bars in figure 38(a) and figure 40(a) indicate that ECG analysis
output for that particular feature set instance shows signs of lack of attention or in other
words subject getting bored while viewing the set of boring videos, Similarly the EEG
analysis during the same instance set show bars in figure 38(b) and figure 40(b). The EEG
analysis also shows that there was lack of attention was detected during the viewing of the
boring videos.
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FIGURE 37: CASE 1 INSTANCE BASED COMPARISON OF CLASSIFICATION OUTPUT BETWEEN (A) ECG AND (B)
EEG DURINNG INTERESTING VIDEOS SECTION
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FIGURE 38: CASE 1 INSTANCE BASED COMPARISON OF CLASSIFICATION OUTPUT BETWEEN (A) ECG AND (B)
EEG DURINNG BORING VIDEOS SECTION
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FIGURE 39: CASE 2 INSTANCE BASED COMPARISON OF CLASSIFICATION OUTPUT BETWEEN (A) ECG AND (B)
EEG DURINNG INTERESTING VIDEOS SECTION
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FIGURE 40: CASE 2 INSTANCE BASED COMPARISON OF CLASSIFICATION OUTPUT BETWEEN (A) ECG AND (B)
EEG DURING BORING VIDEOS SECTION
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9.2.3 Table of overall perspectives
Dwelling further into the subject wise, instance based classification results the following
table has been presented. Here overall all confusion analysis output from the classifier for
all 13 subject for each of their instances is studies. Based on that the percentage of
classification output categories have been computed and presented in the following table.
TABLE 9: TABLE OF OVERALL PERFORMANCE PERSPECTIVE ACCROSS 13 SUBJECT CASES WITH BOTH ECG
AND EEG CLASSIFICATION OUTPUTS

ECG and
EEG Predict
Correctly

Only ECG
Predicts
Correctly not
EEG

Only EEG
predicts
Correctly not
ECG

Both ECG
and EEG
predict
Incorrectly

Attention

78.18%

7.09%

12.89%

1.82%

NoAttention

69.29%

6.07%

15.67%

8.95%

%

The table describes the overall perspective on the performance of the classifier with
instance based evaluation. During the section of ‘attention’, i.e. where the subjects were
watching interesting videos, the cases were both ECG and EEG recognized the windowed
instances correctly as ‘attention’ is about 78%. For cases where Only ECG recognized it as
attention while EEG failed to recognize it as attention for a given instance is only about
7%. About 13% of the cases exists where instances were recognized correctly as attention
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by EEG while ECG flailed. Finally, there are about 1.82% of the cases where both ECG
and EEG failed to recognize the output instance as attention.
Similarly, the table also provides instance based description for section of ‘no-attention’,
i.e. when the subject was asked to watch the non-interesting or boring set of videos. Here,
nearly 69.5% of the cases of instances were correctly recognized as ‘non-interesting’ by
both ECG and EEG analysis prediction. Furthermore, only about 6% of the instant cases
exist where ECG was able to correctly classify them as non-attention whereas EEG failed
to do the same. And in turn, about 15.5% of the instance cases exist where EEG recognized
the instance cases as attentive while ECG misclassified these instances. Finally, the cases
where both ECG and EEG failed to classify instance correctly as ‘non-interesting’ is about
9%.

9.3 Results developed towards practical application
Reiterating the goal of this experiment, the aim is to develop an automatic system that
monitors human cognitive attention using signals collected from a portable armband such
as the ECG. So with that perspective in mind, it is crucial that the system need to be made
more designed towards practical application. The experiment as described up to this point
shows that ECG analysis using all the described method can be comparable to analysis of
EEG for the detection of cognitive attention fluctuation. However it can be recalled that
during ECG analysis 396 features are extracted per window of raw signal which is a very
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large number of features. In reality amidst all these extracted features some of these
features might not be contributing towards the development of the classification model
during machine learning phase. So it can be very helpful if those features that are not good
contributors towards the application are identified and eliminated. By doing so, not only is
the developed classification model going to be leaner, it also helps in eliminate the
computation time required to compute the non-contributing features. Thus making the
whole system that much faster and efficient. However after discarding certain features
during classification model development, it is important to maintain the same level of
classification performance statistics such as accuracy, sensitivity and specificity which
were achieved before feature space reduction. For recognizing the usefulness of a feature,
info-gain analysis is performed on the entire features set. As mentioned, info-gain is a
measure of impurity, which ranks the features based on the quality of separation identified
between the labeled cases of interesting and non-interesting for each feature. Based on the
computer info-gain indices, the feature can be ranked.
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FIGURE 41: FEATURE RANKING, WHERE X-AXIS IS 394 FEATURES NUMBERS AND YAXIS IS NUMBER OF
OCCURANCES BASED ON RANK ACCROSS ALL SUBJECTS

Using this ranking information, the top ranked features are then selected and applied for
the machine learning stage. To see how many of the top ranked features are required
towards the reproduction of the accuracy using all features, a simulation was performed. In
this simulation, intermittent step sizes of 10 were for the number of features selected to be
used for developing individual classification models. The feature ranking of top 1,11, 21,
31 …, 301 and so on were used and the classification output for each step size has been
presented in the chart below.
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TABLE 10: MODEL ACCURACIES OBTAINED BY STEP-SIZE RANKED FEATURES

Classification Accuracies After Stepwise Feature
Selection
90

81.2857723

80
70

Accuracy

60
50
40
30
20
10
0

1 11 21 31 41 51 61 71 81 91 101 111 121 131 141 151 161 171 181 191 201 211 221 231 241 251 261 271 281 291 301

Accuracies 52 53 55 56 59 59 64 65 64 64 64 65 65 65 65 65 72 72 75 75 76 79 79 79 80 80 80 81 81 81 81

Selected Features Sizes in Steps of 10

Using top ranked feature sizes of step size 10 from 1 to 301 numbers of features, it can be
seen that the classification accuracy starts of at slightly over 50% with just one feature and
then shows an increasing trend as the number of features grows. The classification
accuracy peaks at 81.3% with feature set size of 281 features. Although the graph does not
show it, the accuracies do not show any significant change from using feature size between
281 all the way up to 396 (which is the total number of features).
Therefore, it can be seen that by using a feature selection method, it was possible to
eliminate nearly a 100+ features which were found to be not providing any contribution
towards the decision making for classification.
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The following table shows the individual accuracies for by subject validation with the 23
available ECG data from subjects.
TABLE 11: CLASSIFICATION ACCURACIES FOR EACH SUBJECT

By Subject Classification Model Accuracies
After Feature Space Reduction
120
100
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Accuracies 60.5 94.2 83.7 91.1 90.6 60.1 90.1 62 92.4 85.7 80.6 98 70.9 61.7 87.9 94 67.1 100 95.5 76.9 74.5 98.7 53.4 81.3

In the table above, columns 1 trough 23 shows the classification accuracy for the ECG data
of the 23 subjects. The 24th column shows the mean accuracy across all subjects.
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TABLE 12: CLASSIFICATION OUTPUT COMPARISON TABLE BEFORE AND AFTER FEATURE SPACE REDUCTION

%

Before
Feature Space Reduction

After
Feature Space Reduction

Mean Accuracy

81.04%

81.29%

Mean Sensitivity

87.74%

88.56%

Mean Specificity

74.77%

74.44%

The classification output comparison table shows the classification performance between
cases of before feature space reduction and after feature space reduction. It can be seen that
both mean accuracy and mean sensitivity of the classification output has seen remained
relatively the same both before and after feature space reduction and since fewer features
are being used, development of classification models were faster.
To test the performance of the classifier output of the developed model using the top
selected 281 features, various outputs were computed by varying the metrics of sensitivity
and specificity of the model. This performance measure allows for the plotting of the
Receiver Operating Characteristics (ROC) curve, which allows the study of the
classification performance as the discriminating threshold is varied. Here the
discriminating threshold is fluctuated using the weights input of the random forest towards.
By increasing the weights of one class over the other, the sensitivity and specificity of the
models performance can be varied. Using the obtained results of true positive rates
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(Sensitivity) and false positive rate (1-specificity) an ROC curve is plotted and the area
under the curve is measured. The weight were varied between 1:10 for each class thereby
obtaining 10 points on each axes of the ROC plot. Using the intersection of these points on
the map, the following ROC curve was obtained.

FIGURE 42: RECEIVER OPERATING CHARACTERISTIC OF THE CLASSIFICATION MODEL AFTER FEATURE
SELECTION

The Area Under the Curve (AUC) explains how well the model performed. The farther
away the blue line is from the red line in the ROC figure, indicates the better performance
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of the classification model. Here the blue line is the plot points of sensitivity and 1specificity values, and the red line is the So the area under the curve is a quantitative way
of measuring the separation of the blue to the red line. The calculated area under the curve
is 87.7% indicating that the classification model has shown good performance after feature
space reduction.

9.4 Experimental setup validation using EEG features
The intention of this section is to use the features extracted from EEG to validate the
experimental setup which is used to collect data. For EEG feature space reduction this a
novel hybrid nested feature selection algorithms has been developed and described as
follows.
With a large feature set of 210 features per subject, reduction of feature space dimension is
essential for developing an efficient and accurate classification model. In physiological
signals such as the EEG, there exists tremendous inter-personal variability within the
features from person to person. Therefore development of a generalized model for
classification should factor in such inter-person variability. In this system feature selection
is performed using the hybrid model.
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FIGURE 43: HYBRID FEATURE SELECTION ROUTINE

Two measures of impurity are applied as well as one measure of separability. Gini index
and entropy (information gain) provide the impurity measures, and DBI measures the
separability of each feature's correspondence to the difference in attention. Feature from
each subjects feature set is evaluated and ranked using the three feature evaluators
separately. The features according to the ranked indices are accumulated in a feature pool.
The top ten, twenty, thirty and forty ranked features from this pool are then used for the
following calculations where the most popular features with the highest ranks across all
feature evaluation methods are selected.
𝑅𝑔𝑖𝑛𝑖
𝑥𝑛 (𝑖, 𝑗) → 𝐺𝑖𝑛𝑖_𝑅𝑎𝑛𝑘𝑠
𝑟 = ℎ𝑖𝑠𝑡 �𝑅𝑖𝑛𝑓𝑜 � = �𝑥𝑛 (𝑖, 𝑗) → 𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛_𝑅𝑎𝑛𝑘𝑠� (72)
𝑅𝑑𝑏𝑖
𝑥𝑛 (𝑖, 𝑗) → 𝐷𝐵𝐼_𝑅𝑎𝑛𝑘𝑠
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Where r is the list of number of occurrences of a particular feature in the top (10,20,30&40) ranked
feature list. Rgini, Rinfo, and Rdbi from the three feature selection methods. 𝑥𝑛 (𝑖, 𝑗) is the

feature rank value for each feature of the n by-subject rank list and i,j are the row and
column indices of each rank list.

𝑟𝑚,𝑛 = �

𝑟(1,1) … 𝑟(1, 𝑛)
:
� (72)
𝑟(𝑚, 1) … 𝑟(𝑚, 𝑛)

𝑟𝑚,𝑛 is the top rank lists where m is the number of features and n is the number of subjects.
𝑛

⎧ � 𝑟(1 , 𝑛) ⎫
⎪
⎪
⎪ 𝑝=1
⎪
𝑛
⎪
⎪
𝑎𝑚 = � 𝑟(2 , 𝑛)
⎨ 𝑝=1
⎬
⎪ 𝑛 :
⎪
⎪
⎪
⎪ � 𝑟(𝑚 , 𝑛)⎪
⎩𝑝=1
⎭

(73)

𝑎𝑚 is the final list of total ranks computed for each of the top m features and n is the total

number of subjects. The final computed list is then sent to the next step of machine

learning to find the best feature size (10,20,30or40) for model development and
optimization. The advantage of using three different feature ranking methods in this hybrid
model is that some features that might not be captured or ranked highly by one method
could be ranked higher in the other method/s thereby increasing the diversity of the final
feature selections.
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FIGURE 44: FEATURE RANKING BASED ON EACH BAND COMPONENT

From fig 2, it can be noticed that features from the Gamma band have the highest
rankings, indicating that Gamma shows the highest change in activity between the two
stage of ‘attention’ and ‘non-attention’. This is an important finding since literature review
reveals that the in addition to perceptual processing, gamma-band activity accompanies
many other cognitive functions such as attention, which validates the success of the feature
selection process in extracting and highlighting the essential aspects of the EEG signal
which is related to cognitive attention.
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CHAPTER 10 Conclusion and Future Work

This manuscript proposes a computer assisted attention detection system built on a realtime portable framework. The system is designed to be felicitous towards several different
target applications. The functionality of it is based on the analysis of various physiological
signals that can be captured wearing a portable armband.

In this experiment

electroencephalogram (EEG) signals are also captured. The analysis of the EEG signals are
primarily to set a benchmark against which the analysis of the physiological features from
the armband can be compared. This system as it has been proposed, primarily focuses on
the electrocardiogram (ECG) signal and various methods of decomposition are performed
on it. The following are the conclusive statements that can be deduced from the systems
performance so far;
•

It can be seen that to a reasonable level of accuracy the system is able to identify
cognitive attention in comparison with that detected by the EEG collected in the
same experiment. The focus of this proposal was entirely on ECG alone, and with
just this signal it was demonstrated that its classification accuracy was
comparable to that of EEG.
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•

Amongst the various machine learning methods investigated, ‘Random Forest’
method seems to perform the best on the combined feature set. Moreover
parameter tuning for Random Forest was also successfully demonstrated.

•

This study also establishes that ECG alone can be used in analyzing cognitive
attention and that the fluctuation of attention has a translated impact on the
Cardiac rhythm of an individual.

•

One obvious observation that can be made from the results is that prediction from
Using Wavelet Transform Decomposition methods alone did not provide very high
accuracies, due to the inherent shortcomings of the wavelet transform method.
However, by replacing Wavelet Transform with Dual Tree Complex Wavelet
transform the accuracy of classification was increased substantially.

•

S-transform, Hear rate variability analysis (HRV) and Dual Tree Complex
Wavelet transform (Discrete) individually had similar performance statistic,
however by combining these methods the accuracy seen to be better than for any
one method alone.

•

The system by default design was computing and producing an very large feature
set which is not always helpful towards overall computation time. Hence A
feature pruning method was implemented before developing the final feature set
to be used for developing a classification model. Implementing a feature pruning
method helped isolate and eliminate those features that seem to be uninformative
or hindering the overall classification accuracy of the system.
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•

This test bed also proves that such a system can be developed for practical
application using a portable framework like that of the armband which negates
the need for the requirement of stationary and/or cumbersome physiological data
collection machines such as those for collecting EEG.

The study so far has been successful in investigating and establishing the fundamental
correlation between ECG and attention in comparison to the already established correlation
between EEG and cognition. However, more can be done to improve the overall
classification performance of the system in recognizing the fluctuations of cognitive
attention levels. Here are some of the future work planned for implementation for the
system’s classification and prediction performance;
•

First and foremost, is the inclusion of other signals from the armband into the
analysis scheme. Although initial analysis proved that the Galvanic Skin Response
(GSR), and Heat Flux (HF) signals collected as is from the armband did not prove
to be informative there is still high potential for these signals to be used towards
this Endeavour. So using different sensors to collected these signals can likely
improve its performance and this be added onto the overall systems algorithm. This
multi-modal analysis is expected to bring down some of the inter-personal
variability that is inherent in such physiological based systems.

•

More novel features are going to be developed and tried for the feature extraction
step after decomposition. Having a more diverse base of features usually provides
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insight into some connate characteristics of the signal which might not be openly
evident.
•

With hundreds of features being extracted more could be potentially done towards
applying and testing newer feature pruning methods. By reducing the number of
feature being computed and used for developing the models, the computation time
can be greatly reduced and thus making a portable application of this system much
more faster and energy efficient.

•

A hybrid ensemble super classifier is already being designed and developed for this
project which has multiple nested classifiers. The output of all the nested classifiers
will be adopted into a novel super classifier scheme which will be used for
classification and prediction. The advantage of a multi nested hybrid classifier is
that it can reduce interpersonal variability and make the output of the system more
uniform across most cases.

•

A larger data set will be produced by involving more volunteer subjects into this
experiment. A larger data set is expected to provide a more robust classifier model.

•

Video based analysis of subject’s facial expression etc., can also be incorporated
into the systems as additional features. In practice these video based systems can be
applied to relevant applications such as driver monitoring.
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APPENDICES

The following is the table of feature extracted from all the different ECG processing
methods. The table displays a column showing which of these features were selected and
not selected for the final 281 features used after feature space reduction step.

Feature
Features from DTCWT analysis
std R_Det_l1
enrgy R_Det_l1
entropy R_Det_l1
median R_Det_l1
mean 1 R_Det_l1
power R_Det_l1
min R_Det_l1
max R_Det_l1
slope R_Det_l1
kurtosis R_Det_l1
skewness R_Det_l1
range R_Det_l1
complexity R_Det_l1
mobility R_Det_l1
variance_pdfmean R_Det_l1
log_varmean R_Det_l1
mean_fftmean R_Det_l1
sum_autoCorrelationmean R_Det_l1
mean_autoCovariancemean R_Det_l1
std R_Det_l2
enrgy R_Det_l2
entropy R_Det_l2
median R_Det_l2
mean R_Det_l2
power R_Det_l2
min R_Det_l2
max R_Det_l2
slope R_Det_l2
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Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
selected
not_selected
selected
not_selected
not_selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
selected

kurtosis R_Det_l2
skewness R_Det_l2
range R_Det_l2
complexity R_Det_l2
mobility R_Det_l2
variance_pdf R_Det_l2
log_var R_Det_l2
mean_fft R_Det_l2
sum_autoCorrelation R_Det_l2
mean_autoCovariance R_Det_l2
std R_Det_l3
enrgy R_Det_l3
entropy R_Det_l3
median R_Det_l3
mean R_Det_l3
power R_Det_l3
min R_Det_l3
max R_Det_l3
slope R_Det_l3
kurtosis R_Det_l3
skewness R_Det_l3
range R_Det_l3
complexity R_Det_l3
mobility R_Det_l3
variance_pdf R_Det_l3
log_var R_Det_l3
mean_fft R_Det_l3
sum_autoCorrelation R_Det_l3
mean_autoCovariance R_Det_l3
std R_Det_l4
enrgy R_Det_l4
entropy R_Det_l4
median R_Det_l4
mean R_Det_l4
power R_Det_l4
min R_Det_l4
max R_Det_l4

29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

187

not_selected
not_selected
selected
not_selected
selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
selected
not_selected
selected
selected
selected
selected
selected
not_selected
not_selected
selected
selected
not_selected
not_selected
selected
not_selected
selected
not_selected
selected
not_selected

slope R_Det_l4
kurtosis R_Det_l4
skewness R_Det_l4
range R_Det_l4
complexity R_Det_l4
mobility R_Det_l4
variance_pdf R_Det_l4
log_var R_Det_l4
mean_fft R_Det_l4
sum_autoCorrelation R_Det_l4
mean_autoCovariance R_Det_l4
std R_Det_l5
enrgy R_Det_l5
entropy R_Det_l5
median R_Det_l5
mean R_Det_l5
power R_Det_l5
min R_Det_l5
max R_Det_l5
slope R_Det_l5
kurtosis R_Det_l5
skewness R_Det_l5
range R_Det_l5
complexity R_Det_l5
mobility R_Det_l5
variance_pdf R_Det_l5
log_var R_Det_l5
mean_fft R_Det_l5
sum_autoCorrelation R_Det_l5
mean_autoCovariance R_Det_l5
std R_App_l5
enrgy R_App_l5
entropy R_App_l5
median R_App_l5
mean R_App_l5
power R_App_l5
min R_App_l5

66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
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selected
not_selected
not_selected
selected
selected
selected
not_selected
not_selected
not_selected
selected
selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
not_selected
not_selected
selected
not_selected
selected
selected
selected
not_selected
not_selected
not_selected
not_selected
selected
selected
selected
selected
selected
not_selected
selected
selected
selected

max R_App_l5
slope R_App_l5
kurtosis R_App_l5
skewness R_App_l5
range R_App_l5
complexity R_App_l5
mobility R_App_l5
variance_pdf R_App_l5
log_var R_App_l5
mean_fft R_App_l5
sum_autoCorrelation R_App_l5
mean_autoCovariance R_App_l5
std I_Det_l1
enrgy I_Det_l1
entropy I_Det_l1
median I_Det_l1
I_Det_l1 I_Det_l1
power I_Det_l1
min I_Det_l1
max I_Det_l1
slope I_Det_l1
kurtosis I_Det_l1
skewness I_Det_l1
range I_Det_l1
complexity I_Det_l1
mobility I_Det_l1
variance_pdf I_Det_l1
log_var I_Det_l1
mean_fft I_Det_l1
sum_autoCorrelation
I_Det_l1
mean_autoCovariance I_Det_l1
std I_Det_l2
enrgy I_Det_l2
entropy I_Det_l2
median I_Det_l2
I_Det_l1 I_Det_l2
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103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132

selected
selected
selected
not_selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
not_selected
not_selected
not_selected
selected
not_selected
not_selected
not_selected
selected
not_selected
selected
selected
not_selected
not_selected
not_selected
not_selected
not_selected
selected

133
134
135
136
137
138

selected
not_selected
not_selected
not_selected
not_selected
selected

power I_Det_l2
min I_Det_l2
max I_Det_l2
slope I_Det_l2
kurtosis I_Det_l2
skewness I_Det_l2
range I_Det_l2
complexity I_Det_l2
mobility I_Det_l2
variance_pdf I_Det_l2
log_var I_Det_l2
mean_fft I_Det_l2
sum_autoCorrelation
I_Det_l2
mean_autoCovariance I_Det_l2
std I_Det_l3
enrgy I_Det_l3
entropy I_Det_l3
median I_Det_l3
I_Det_l1 I_Det_l3
power I_Det_l3
min I_Det_l3
max I_Det_l3
slope I_Det_l3
kurtosis I_Det_l3
skewness I_Det_l3
range I_Det_l3
complexity I_Det_l3
mobility I_Det_l3
variance_pdf I_Det_l3
log_var I_Det_l3
mean_fft I_Det_l3
sum_autoCorrelation
I_Det_l3
mean_autoCovariance I_Det_l3
std I_Det_l4
enrgy I_Det_l4
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139
140
141
142
143
144
145
146
147
148
149
150
151

not_selected
not_selected
not_selected
selected
not_selected
selected
selected
selected
selected
not_selected
not_selected
not_selected
selected

152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170

selected
not_selected
not_selected
selected
not_selected
selected
not_selected
not_selected
not_selected
selected
not_selected
selected
selected
selected
selected
selected
not_selected
not_selected
selected

171
172
173

selected
not_selected
selected

entropy I_Det_l4
median I_Det_l4
I_Det_l1 I_Det_l4
power I_Det_l4
min I_Det_l4
max I_Det_l4
slope I_Det_l4
kurtosis I_Det_l4
skewness I_Det_l4
range I_Det_l4
complexity I_Det_l4
mobility I_Det_l4
variance_pdf I_Det_l4
log_var I_Det_l4
mean_fft I_Det_l4
sum_autoCorrelation
I_Det_l4
mean_autoCovariance I_Det_l4
std I_Det_l5
enrgy I_Det_l5
entropy I_Det_l5
median I_Det_l5
I_Det_l1 I_Det_l5
power I_Det_l5
min I_Det_l5
max I_Det_l5
slope I_Det_l5
kurtosis I_Det_l5
skewness I_Det_l5
range I_Det_l5
complexity I_Det_l5
mobility I_Det_l5
variance_pdf I_Det_l5
log_var I_Det_l5
mean_fft I_Det_l5
sum_autoCorrelation
I_Det_l5

191

174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189

selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected

190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208

selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected

mean_autoCovariance I_Det_l5
Entropy of Levels_Final_Feature
Features from ST analysis
mean(mean_of_freq)
sum(mean_of_freq)
mean_Xcovariance(mean_of_freq)
sum_Xcorrelation(mean_of_freq)
Log_var(mean_of_freq)
mean(sum_of_freq)
sum(sum_of_freq)
mean_Xcovariance(sum_of_freq)
sum_Xcorrelation(sum_of_freq)
Log_var(sum_of_freq)
mean(product_of_freq)
sum(product_of_freq)
mean_Xcovariance(product_of_freq)
sum_Xcorrelation(product_of_freq)
Log_var(product_of_freq)
mean(std_of_freq)
sum(std_of_freq)
mean_Xcovariance(std_of_freq)
sum_Xcorrelation(std_of_freq)
Log_var(std_of_freq)
mean(range_of_freq)
sum(e
mean_Xcovariance(range_of_freq)
sum_Xcorrelation(range_of_freq)
Log_var(range_of_freq)
Mean_Max_Frequencies
Mean_Absolute_Deviation_Freq
Features from QRS Complex Analysis
min (R-R)
max (R-R)
std (R-R)
energy (R-R)
power (R-R)
mean (R-R)

192

209
210

selected
selected

211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237

selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected
not_selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected

238
239
240
241
242
243

selected
selected
selected
selected
selected
selected

median (R-R)
slope (R-R)
kurtosis (R-R)
range (R-R)
complexity (R-R)
mobility (R-R)
log_var (R-R)
mean_fft (R-R)
var_pdf (R-R)
sum_Xcorrelation (R-R)
mean_Xcovariance (R-R)
min (Q-Q)
max (Q-Q)
std (Q-Q)
energy (Q-Q)
power (Q-Q)
mean (Q-Q)
median (Q-Q)
slope (Q-Q)
kurtosis (Q-Q)
range (Q-Q)
complexity (Q-Q)
mobility (Q-Q)
log_var (Q-Q)
mean_fft (Q-Q)
var_pdf (Q-Q)
sum_Xcorrelation (Q-Q)
mean_Xcovariance (Q-Q)
min (S-S)
max (S-S)
std (S-S)
energy (S-S)
power (S-S)
mean (S-S)
median (S-S)
slope (S-S)
kurtosis (S-S)

244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280

193

selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected

range (S-S)
complexity (S-S)
mobility (S-S)
log_var (S-S)
mean_fft (S-S)
var_pdf (S-S)
sum_Xcorrelation (S-S)
mean_Xcovariance (S-S)
min (Q-R)
max (Q-R)
std (Q-R)
energy (Q-R)
power (Q-R)
mean (Q-R)
median (Q-R)
slope (Q-R)
kurtosis (Q-R)
range (Q-R)
complexity (Q-R)
mobility (Q-R)
log_var (Q-R)
mean_fft (Q-R)
var_pdf (Q-R)
sum_Xcorrelation (Q-R)
mean_Xcovariance (Q-R)
min (R-S)
max (R-S)
std (R-S)
energy (R-S)
power (R-S)
mean (R-S)
median (R-S)
slope (R-S)
kurtosis (R-S)
range (R-S)
complexity (R-S)
mobility (R-S)

281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317

194

selected
selected
selected
selected
selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected

log_var (R-S)
mean_fft (R-S)
var_pdf (R-S)
sum_Xcorrelation (R-S)
mean_Xcovariance (R-S)
min (Q-S)
max (Q-S)
std (Q-S)
energy (Q-S)
power (Q-S)
mean (Q-S)
median (Q-S)
slope (Q-S)
kurtosis (Q-S)
range (Q-S)
complexity (Q-S)
mobility (Q-S)
log_var (Q-S)
mean_fft (Q-S)
var_pdf (Q-S)
sum_Xcorrelation (Q-S)
mean_Xcovariance (Q-S)
min (R/S)
max (R/S)
std (R/S)
energy (R/S)
power (R/S)
mean (R/S)
median (R/S)
slope (R/S)
kurtosis (R/S)
range (R/S)
complexity (R/S)
mobility (R/S)
log_var (R/S)
mean_fft (R/S)
var_pdf (R/S)

318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354

195

selected
selected
selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected
selected
selected
selected
selected
selected
selected
not_selected
selected
selected
selected
not_selected
not_selected
not_selected
selected
selected
selected
selected
selected
selected
selected

sum_Xcorrelation (R/S)
mean_Xcovariance (R/S)
min (Q/R)
max (Q/R)
std (Q/R)
energy (Q/R)
power (Q/R)
mean (Q/R)
median (Q/R)
slope (Q/R)
kurtosis (Q/R)
range (Q/R)
complexity (Q/R)
mobility (Q/R)
log_var (Q/R)
mean_fft (Q/R)
var_pdf (Q/R)
sum_Xcorrelation (Q/R)
mean_Xcovariance (Q/R)
min (Q/S)
max (Q/S)
std (Q/S)
energy (Q/S)
power (Q/S)
mean (Q/S)
median (Q/S)
slope (Q/S)
kurtosis (Q/S)
range (Q/S)
complexity (Q/S)
mobility (Q/S)
log_var (Q/S)
mean_fft (Q/S)
var_pdf (Q/S)
sum_Xcorrelation (Q/S)
mean_Xcovariance (Q/S)
LF/HF

355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391

196

not_selected
selected
selected
not_selected
not_selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected
selected
not_selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
selected
not_selected
selected
selected

LF
HF
Mean_HRV
Std_HRV
RMSSD

392
393
394
395
396

197

selected
selected
selected
selected
selected
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