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ON THE DUAL PROBLEM OF UTILITY MAXIMIZATION
IN INCOMPLETE MARKETS
LINGQI GU, YIQING LIN, AND JUNJIAN YANG
Abstract. In this paper, we study the dual problem of the expected utility maximization
in incomplete markets with bounded random endowment. We start with the problem
formulated in [5] and prove the following statement: in the Brownian framework, the
countably additive part Q̂r of the dual optimizer Q̂ ∈ (L∞)∗ obtained in [5] can be
represented by the terminal value of a supermartingale deflator Y defined in [21], which
is a local martingale.
1. Introduction
Optimal investment is a classical problem in mathematical finance, which concerns an
economic agent who invests in a financial market so as to maximize the expected utility
of his terminal wealth. In this paper, we consider the utility maximization problem in
general semimartingale markets and focus on the primal-dual approach, precisely, we are
interested in properties of the solution to the dual problem.
A complete review of the literature on optimal investment is too extensive, so we only
concentrate on those of immediate interest. In the semimartingale framework, Kramkov
and Schachermayer study the problem with a utility function U supported on R+ in [21].
They assume the agent is endowed with a deterministic initial wealth x and can trade using
admissible strategies - those which keep the corresponding wealth process bounded from
below. The core approach in [21] is to construct an optimal trading strategy by solving a
dual problem defined on L0. The result in [21] is subsequently generalized by Cvitanic´ et
al. [5] to allow for receiving a bounded random endowment eT other than the deterministic
initial wealth, which, for example, can be an exogenous non-traded European contingent
claim. In this case, the primal problem under consideration is formulated as
u(x) := sup
g∈C
E[U(x+ g + eT )], x ∈ R,
where C is the convex cone of all random variables dominated by admissible stochastic
integrals. The authors of [5] employ the duality between L∞ and (L∞)∗ and solve a
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minimization dual problem over the subset D of (L∞)∗, which can be regarded as the weak-
star closure of the setM of equivalent local martingale measures (ELMMs). Precisely, the
dual problem is formulated as
(1.1) v(y) := inf
Q∈D
{
E
[
V
(
y
dQr
dP
)]
+ y〈Q, eT 〉
}
, y > 0,
where V is the conjugate of U , P is the physical probability measure, and Qr is the regular
part of Q ∈ (L∞)∗. It states in [5] that a dual optimizer Q̂ can be found in D, which is
unique up to the singular part, and moreover the primal optimizer can be formulated in
terms of Q̂r.
In [16], the authors relax the boundedness assumption on the random endowment and
instead only require an integrability condition. See also [20] and [14]. Another extension of
[5] is provided by Karatzas and Zˇitkovic´ in [18] by allowing for intertemporal consumption.
Schachermayer treats the case of utility functions supporting both positive and nega-
tive wealth for a locally bounded risky asset without random endowment in [32]. Within
this locally bounded semimartingale framework, Owen obtains a generalized result in [28]
with a bounded random endowment and furthermore, Owen and Zˇitkovic´ [29] consider un-
bounded claims. It is worth mentioning that with the settings of [32], the dual optimizer is
always a martingale measure but may not be equivalent, stated for example in [1, 28, 32].
On the other hand, Biagini and Frittelli investigate a problem similar to [32] and allow for
a general semimartingale model for the risky asset. Their utility maximization problem
is established on a new domain in [2] and is afterwards embedded in Orlicz spaces in [3].
Eventually, Biagini et al. [4] study the problem with unbounded random endowment by
generalizing the duality method in [3].
Besides the duality between the primal and dual problem, many authors are concerned
with the properties of the dual optimizer in the case when U is defined on R+; particularly,
the following representation conjecture is studied: the dual optimizer can be attained by
an equivalent local martingale deflator (for short ELMDs, see e.g. [17, 19]). When eT = 0,
Kramkov and Schachermayer observe that this conjecture fails for general semimartingale
models, since there is an example showing that the associated process could only be a strict
supermartingale (cf. Example 5.1’ in [21]). However, once further conditions are imposed
on S, one could have some positive results. For example, Karatzas and Zˇitkovic´ observe
that this conjecture is true for Itoˆ-process models in [18], and in a recent paper of Horst
et al. [15], this dual optimal process is constructed via solutions of backward stochastic
differential equations. Another important result is presented in [25]: the representation
conjecture is true for all continuous semimartingale models.
In the present paper, we study the regular part of the dual optimizer to (1.1) and
establish the following main result:
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If the underlying filtration is Brownian, then the regular part Q̂r of the dual optimizer
Q̂ to (1.1) can be attained by an equivalent local martingale deflator (ELMD).
Overall speaking, the present work generalizes the result in [25] to the case that eT is a
bounded random variable, which increases the complexity of the dynamics. However, on
the technical side, our proof differs from the existing one. Indeed, the method of Larsen and
Zˇitkovic´ is based on the representation theorem in [9] for continuous arbitrage-free price
processes and the multiplicative decomposition of supermartingale deflators. The authors
examine the decomposition of the dual optimal process, and find that the decreasing part
vanishes and only the local martingale part left due to the maximality. By contrast, the
dual domain in our case is extended and the definition of the dual problem (1.1) involves
eT , so we even do not know a priori whether the dual optimizer is associated with a
supermartingale deflator, and thus the argument via the decomposition of such processes
is not easy to apply.
Indeed, our approach involves the study of both the primal and dual problems. We
construct an optional strong supermartingale Ŷ associated with Q̂r using [6] and a primal
optimal process Ŵ , in particular, the random endowment eT is endowed with a fictional
value process e. Then, we choose a proper sequence of stopping times {τk}k∈N such that Ŵτk
is bounded away from 0. Comparing the expectation of Ŷτk under P and the expectation
of Ŵτk under the finitely additive measure Q̂, we observe that during the evolution of Ŷ ,
there is no mass that disappears until τk and so that Ŷ is a local martingale.
In this framework, even assuming that S is a geometric Brownian motion, the dual
optimal process may fail to be a true martingale (cf. Proposition 2.4 in Larsen et al. [24]).
The rest of this paper is organized as follows: in the next section, we recall basic settings
and main results in [5]; Section 3 is devoted to the introduction of our main theorem while
Section 4 contains the detailed proof. Finally, Section 5 provides with some technical
results and an alternative proof of Proposition 3.2 in [25].
2. Formulation of the problem
In this section, we shall recall the formulation of the utility maximization problem in
incomplete markets with random endowment and briefly introduce the results obtained in
[5].
Consider the model of a financial market consisting of d+1 assets: one bond and d stocks.
Without loss of generality, we assume that the bond price is constant. The stock-price
process S = (Si)1≤i≤d is a strictly positive semimartingale on a filtered probability space
(Ω,F , (Ft)0≤t≤T ,P) satisfying the usual hypotheses of right continuity and saturatedness,
where F0 is assumed to be trivial. Here, T is a finite time horizon. Unless otherwise
specified, we employ the notations L1, L∞ and (L∞)∗ to denote the corresponding spaces
based on (Ω,FT ,P).
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Assume that the agent is endowed with initial wealth x ∈ R and his investment strategy
is denoted by H = (H i)1≤i≤d, which is a predictable S-integrable process specifying the
number of shares of each stock held in his portfolio. We also assume that the agent
receives an exogenous endowment eT at time T , which is FT -measurable and satisfies
ρ := ‖eT‖∞ <∞. Then, the total value of his portfolio at time T can be written into
WT = x+ (H · S)T + eT ,
where (H · S)t =
∫ t
0
HudSu denotes the stochastic integral with respect to S.
We call H an admissible strategy if the process (H ·S) is uniformly bounded from below
by a constant, and we denote by C0 the convex cone of FT -measurable random variables
dominated by admissible stochastic integrals, i.e.,
C0 := {g ∈ FT : g ≤ (H · S)T , for some admissible strategy H}.
Moreover, we define C := C0 ∩ L
∞.
Suppose the agent’s preferences over terminal wealth are modeled by a utility function
U : (0,∞) → R, which is strictly increasing, strictly concave, continuously differentiable
and satisfies the Inada conditions:
U ′(0) := lim
x→0
U ′(x) =∞ and U ′(∞) := lim
x→∞
U ′(x) = 0.
Without loss of generality, we may assume U(∞) > 0 and define U(x) = −∞, if x ≤ 0.
Then, the primal problem can be formulated in the following way:
(2.1) u(x) = sup
g∈C0
E[U(x+ g + eT )], x ∈ R.
We adopt the following assumption as in [5, 21], which ensures a NFLVR setting (see
[8, 10]).
Assumption 2.1. There exists at least one probability measure Q ∼ P, such that for any
H admissible, (H · S) is a local martingale under Q. Namely, the set M of all ELMMs is
not empty.
To establish the dual problem, we first define the dual domain, which is a non-empty
subset of (L∞)∗+, convex and compact with respect to the weak-star topology σ((L
∞)∗, L∞):
(2.2) D := {Q ∈ (L∞)∗+ : ‖Q‖(L∞)∗ = 1 and 〈Q, g〉 ≤ 0, for all g ∈ C}.
In fact, the space (L∞)∗ can be identified with the space of bounded additive measures.
Each element in (L∞)∗+ admits a unique Yosida-Hewitt decomposition Q = Q
r+Qs, where
the regular part Qr ∈ L1 is countably additive and the singular part Qs is purely finitely
additive (see [33]). Then, the dual problem can be formulated as
(2.3) v(y) := inf
Q∈D
{
EP
[
V
(
y
dQr
dP
)]
+ y〈Q, eT 〉
}
, y > 0,
where V is the conjugate of U .
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Throughout this paper, we assume moreover the following assumptions, which ensure
the existence of solutions of the primal and dual problems. Detailed discussion on these
assumptions can be found in [5, 21, 22].
Assumption 2.2. The utility function U satisfies the reasonable asymptotic elasticity, i.e.,
AE(U) := lim sup
x→∞
xU ′(x)
U(x)
< 1.
Assumption 2.3. |u(x)| <∞ holds for some x > ρ.
Now, we summarize the result obtained in [5] as the following theorem:
Theorem 2.4 (Theorem 3.1 and Lemma 4.4 in [5]). Under Assumptions 2.1, 2.2, 2.3, we
have
(1) The primal value function u is finitely valued and continuously differentiable on
(x0,∞), and u(x) = −∞, for all x < x0, where x0 := supQ∈D〈Q,−eT 〉.
(2) The dual value function v is finitely valued and continuously differentiable on (0,∞).
(3) The functions u and v are conjugate in the sense that
v(y) = sup
x>x0
{u(x)− xy}, y > 0,
u(x) = inf
y>0
{v(y) + xy}, x > x0.
(4) For all y > 0, there exists a solution Q̂y ∈ D to the dual problem, which is unique
up to the singular part. For all x > x0, ĝ := I
(
yˆ
dQ̂r
yˆ
dP
)
− x − eT is the solution to
the primal problem, where I = −V ′ and yˆ = u′(x), which attains the infimum of
{v(y)+xy}. There is a unique admissible trading strategy Ĥ such that ĝ = (Ĥ ·S)T .
(5) The following equality is verified for the solutions of the primal and dual problems:
(2.4)
〈
Q̂ryˆ, x+
(
Ĥ · S
)
T
+ eT
〉
=
〈
Q̂yˆ, x+
(
Ĥ · S
)
T
+ eT
〉
= x+
〈
Q̂yˆ, eT
〉
.
Remark 2.5. (i) Since the random variable x+
(
Ĥ ·S
)
T
+eT in Theorem 2.4 is uniformly
bounded from below, then
〈
Q̂yˆ, x+
(
Ĥ · S
)
T
+ eT
〉
is well defined by〈
Q̂yˆ, x+
(
Ĥ · S
)
T
+ eT
〉
:= lim
M→∞
〈
Q̂yˆ,
(
x+
(
Ĥ · S
)
T
+ eT
)
∧M
〉
,
although it is not necessarily an element in L∞.
(ii) From the construction of the primal solution, one can see that
dQ̂r
yˆ
dP
> 0, P-a.s., so
that Q̂ryˆ ∼ P.
(iii) The equality of optimality (2.4) shows that the purely finitely additive part Q̂syˆ “con-
centrates” its mass on the sets,{
x+
(
Ĥ · S
)
T
+ eT <
1
n
}
, for any n ∈ N.
6 LINGQI GU, YIQING LIN, AND JUNJIAN YANG
3. Revisit the dual problem in [5]
In this section, we will present our main result, i.e., in the Brownian framework, the
countably additive part Q̂r of any dual optimizer Q̂ ∈ (L∞)∗ obtained in [5] can be attained
by the terminal value of a local martingale Ŷ which belongs to the set of all supermartingale
deflators, defined by
Y(1) := {Y is a positive semimartingale : Y0 = 1,
XY is a supermartingale, for any X ∈ X (1)},
where
X (1) := {1 + (H · S) : 1 + (H · S)t ≥ 0, 0 ≤ t ≤ T}.
We first observe that the dual optimizer for the problem (2.3) can be approximated by
a sequence of ELMMs.
Proposition 3.1. Let Assumptions 2.1, 2.2, 2.3 hold. Let yˆ := u′(x). If Q̂yˆ is a dual
optimizer (denoted by Q̂ for short) for the problem (2.3), then there exists a sequence
{Qn}∞n=1 of ELMMs, such that
(3.1)
dQn
dP
→
dQ̂r
dP
, P− a.s. and 〈Qn, eT 〉 −→ 〈Q̂, eT 〉, as n→∞.
Proof. First, we claim that D is the weak-star closure of M, which can be regarded as a
subset of (L∞)∗ via the canonical embedding. For the convenience of the reader, we shall
briefly prove this claim. Indeed, D ⊇ M
σ((L∞)∗,L∞)
is trivial. To show the equality, we
suppose, contrary to the claim, there exists a point Q ∈ D but Q /∈ M
σ((L∞)∗,L∞)
. From
[5], D is compact, thus by the Hahn-Banach separation theorem, one can find a function
f ∈ L∞ and a constant α such that
〈Q, f〉 ≤ α, for all Q ∈M
σ((L∞)∗,L∞)
,
but
(3.2) 〈Q, f〉 > α.
Applying the superreplication theory, we conclude f −α ∈ C and thus, from the definition
of D, we have 〈Q, f〉 ≤ α, which is in contradiction to (3.2).
Then, it follows from Corollary 5.2 that we can find a sequence {Qn}∞n=1 ⊂ M, such
that (3.1) holds. 
Remark 3.2. For any cluster point Q⋆ of the sequence {Qn}∞n=1 in Proposition 3.1, Q
⋆ is a
dual optimizer for (2.3) by Proposition A.1 in [5].
Letting {Qn}∞n=1 be the sequence chosen in Proposition 3.1, define for each n ∈ N
Y nt := E
P
[
dQn
dP
∣∣∣∣Ft] ,
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which is the density process of Qn and is a strictly positive martingale.
We recall the definition of optional strong supermartingales. These processes are intro-
duced by Mertens [27] as a generalization of ca`dla`g supermartingales. We also refer to
Appendix I of [11] for more properties of these processes.
Definition 3.3. A real-valued stochastic process Y = (Yt)0≤t≤T is called an optional strong
supermartingale, if
(1) Y is optional;
(2) Yτ is integrable for every [0, T ]-valued stopping time τ ;
(3) For all stopping times σ and τ with 0 ≤ σ ≤ τ ≤ T , we have
Yσ ≥ E [Yτ |Fσ] .
By Theorem 2.7 in [6], there exists a sequence {Y˜ n}∞n=1 of convex combinations Y˜
n ∈
conv(Y n, Y n+1, . . .), and a non-negative optional strong supermartingale Ŷ (not necessarily
ca`dla`g), such that for every [0, T ]-valued stopping time σ, we have
(3.3) Y˜ nσ
P
−→ Ŷσ, as n→∞.
Obviously,
dQ˜n
dP
= Y˜ nT −→ ŶT =
dQ̂r
dP
, P− a.s., as n→∞,
where dQ˜n = Y˜ nT dP. In the remainder of this paper, our main goal is to show the claim
that
(3.4) Ŷ is a local martingale,
under the following assumption:
Assumption 3.4. The underlying filtration (Ft)0≤t≤T is generated by a Brownian motion.
Once the claim (3.4) is verified, we know from the above assumption that Ŷ is continuous
and thus a (ca`dla`g) supermartingale. By a similar argument as in the proof of Lemma 4.1
in [21], namely, for any X ∈ X (1), applying Theorem 2.7 in [6] again, one can see that XŶ
is still a supermartingale, which implies Ŷ ∈ Y(1).
Remark 3.5. One can also apply the well-known Fatou-convergence result (see Lemma 5.2
in [13]) to construct Ŷ ′ as the Fatou limit of {Y˜ n}n∈N, whose terminal value is exactly
the density dQ̂
r
dP
. Although the process Ŷ ′ constructed in this way is certainly ca`dla`g,
yet (3.3) may fail. Therefore, the advantage of the result in [6] is that we could find a
unified sequence which is not only the limit of Y˜ n at the terminal time T but also at any
intermediate time. Particularly, one can pick a subsequence such that the convergence
holds P-a.s. at countably many times. Note that the difference between the two kinds of
limit is only on the graph of countably many stopping times (see Section A.1 in [7]).
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Remark 3.6. Under the above assumption, every local martingale has a continuous mod-
ification. In particular, from Assumption 2.1, the stock-price process S in our setting is
indeed continuous. It is not clear to us whether this assumption is really necessary for the
following theorem or it could be weakened. We leave this as an open question.
Now, we are ready to state our main result. Its proof is postponed to the next section.
Theorem 3.7. Under Assumptions 2.1, 2.2, 2.3, 3.4, the process Ŷ defined in (3.3) is a
local martingale and thus, the regular part Q̂r of any dual optimizer obtained in [5] can be
attained by a local martingale, which belongs to Y(1).
4. Proof of Theorem 3.7
In this section, we shall prove Theorem 3.7. We break the proof into three main steps. In
the sequel, each subsection stands for a step.
4.1. The fictional optimal wealth process. In a first stage, we construct a fictional
optimal wealth process Ŵ , which attains the optimal terminal value x +
(
Ĥ · S
)
T
+ eT .
Then, we look for a sequence of stopping times, such that at each stopping time, the process
Ŵ is bounded away from 0.
Define
W˜ nt := x+ (Ĥ · S)t + E
Q˜n[eT |Ft], 0 ≤ t ≤ T, for all n ∈ N.
SinceM is closed with respect to convex combination, Q˜n is still an ELMM, so that W˜ n is
a Q˜n-supermartingale. It follows from the optimality of Ĥ that W˜ nT = x+(Ĥ ·S)T+eT > 0,
P-a.s., which holds also Q˜n-a.s., since P and Q˜n are equivalent. By Theorem VI-17 in [11],
one can deduce that
(4.1) inf
0≤t≤T
W˜ nt > 0, Q˜
n − a.s.,
which holds also P-a.s.
Consider the process
Y˜ nt W˜
n
t = Y˜
n
t
(
x+ (Ĥ · S)t
)
+ EP
[
Y˜ nT eT |Ft
]
, 0 ≤ t ≤ T,
which is obviously a strictly positive P-supermartingale. Applying Theorem 2.7 in [6] again,
there exists a sequence of convex combinations of {Y˜ n}∞n=1, denoted still by {Y˜
n}∞n=1, and a
non-negative optional strong supermartingale Ẑ, such that for every [0, T ]-valued stopping
time σ we have
(4.2) Y˜ nσ W˜
n
σ
P
−→ Ẑσ, as n→∞.
It is evident that (3.3) still holds for {Y˜ n}∞n=1 as well.
Proposition 4.1. The process Ŵ := Ẑ/Ŷ is well defined.
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Proof. Since ŶT =
dQ̂r
dP
, as stated in Remark 2.5 (ii), we have that ŶT > 0, P-a.s. Then,
one can employ the same argument as (4.1) to deduce (see Theorem VI-17 and Appendix
I Remark 5 in [11])
(4.3) inf
0≤t≤T
Ŷt > 0, P− a.s.,
which implies that Ŵ is well defined. 
Proposition 4.2. The process Ẑ is a martingale and from Assumption 3.4 it has a con-
tinuous modification.
Proof. Note that
ŴT = W˜
n
T = x+ (Ĥ · S)T + eT , for all n ∈ N.
We have, from (2.4) and (3.1),
Ẑ0 = lim
n→∞
Y˜ n0 W˜
n
0 = x+ lim
n→∞
〈Q˜n, eT 〉 = x+ 〈Q̂, eT 〉 = E
P
[
ŶT ŴT
]
= EP
[
ẐT
]
,
from which we conclude that the process Ẑ is a martingale, since we have already known
it is an optional strong supermartingale during the construction. 
Proposition 4.3. There exists a sequence of stopping times {τk}
∞
k=1, such that
Ŵt∧τk ≥
1
k
, for all t ∈ [0, T ],
and P(τk = T )ր 1, as k →∞.
Proof. Although Ŷ is only an optional strong supermartingale, we can always apply the
martingale inequality to show that sup0≤t≤T Ŷt < ∞, P-a.s. (see P395, Appendix I-3 in
[11]). On the other hand, thanks to proposition 4.2, we could proceed with the same
argument as (4.1) to obtain inf0≤t≤T Ẑt > 0, P-a.s. Clearly, we now have
inf
0≤t≤T
Ŵt > 0, P− a.s.
Without loss of generality, we assume Ẑt = ẐT , for t ≥ T . Define
(4.4) σk := inf
{
t > 0 : Ŵt <
1
k
}
, for k ∈ N,
which goes to infinity. From Assumption 3.4, all the stopping times defined above are
predictable. Therefore, for each k, we can choose a sequence σk,m → σk and σk,m < σk,
whenever σk > 0. Define τk := σk,mk ∧ T , where
P
(
|σk,mk − σk| >
1
2k
)
< 1
2k
.
The sequence {τk}
∞
k=1 yields the desired result. 
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4.2. The fictional process for the random endowment. In the sequel, fix k ∈ N
and denote by τ = τk. We shall first decompose Ŵ and obtain a fictional process for
the random endowment eT . Then, we construct a dual optimizer Q
⋆ and prove that the
random variable eτ is the conditional expectation of eT under Q
⋆.
It follows from (3.3) and (4.2) that for every [0, T ]-valued stopping time τ ,
(4.5) W˜ nτ
P
−→ Ŵτ , as n→∞.
Then, we rewrite the process Ŵ as
Ŵt = x+ (Ĥ · S)t + et, 0 ≤ t ≤ T,
where
(4.6) et := P− lim
n→∞
EQ˜
n
[eT |Ft]
with
EQ˜
n
[eT |Ft] =
EP
[
Y˜ nT eT |Ft
]
EP
[
Y˜ nT |Ft
] .
Remark 4.4. In [5], eT is indeed associated with a cumulative process e := (et)0≤t≤T with
e0 = 0, however, only the terminal value eT influences the choice of the agent. In our paper,
e := (et)0≤t≤T is a fictional value process with the terminal value eT , which is constructed
by (4.6) and should be differed from the one in [5].
With the stopping time τ , we see that
{
EP
[
Y˜ nT eT |Fτ
]}∞
n=1
and
{
EP
[
Y˜ nT |Fτ
]}∞
n=1
are
L1-bounded, then recalling Komlo´s’ lemma, we can find a sequence {Y
n
}∞n=1 of convex
combinations Y
n
∈ conv(Y˜ n, Y˜ n+1, . . .) associated with Q
n
∈ conv(Q˜n, Q˜n+1, . . .), such
that P-a.s., for some g ∈ L1(Ω,Fτ ,P),
lim
n→∞
EP
[
Y
n
T eT |Fτ
]
= g, lim
n→∞
EP
[
Y
n
T |Fτ
]
= lim
n→∞
Y
n
τ = Ŷτ ,(4.7)
and eτ = lim
n→∞
EQ
n
[eT |Fτ ] =
g
Ŷτ
.
Remark 4.5. The random variables {EQ
n
[eT |Fτ ]}
∞
n=1 and eτ are elements in L
∞(Ω,Fτ ,P),
and
EQ
n
[eT |Fτ ]
w∗
−→ eτ , as n→∞.
Indeed, for each step function ξm ∈ Fτ , m ∈ N, it follows from the bounded convergence
theorem that 〈EQ
n
[eT |Fτ ], ξ
m〉 → 〈eτ , ξ
m〉. If ξm → ξ in L1(Ω,Fτ ,P), then from the
uniform integrability of {
EQ
n
[eT |Fτ ]ξ
m
}∞
m,n=1
,
we have
〈
EQ
n
[eT |Fτ ], ξ
〉
→ 〈eτ , ξ〉.
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By Egorov’s theorem, there exists an increasing sequence of sets {Ωm}
∞
m=1, such that for
each m, P(Ωm) > 1−
1
2m
, and
{
Y
n
τ
}∞
n=1
uniformly converges to Ŷτ on Ωm. Observing that
for each n ∈ N, Y
n
τ is in L
1
+(Ω,Fτ ,P), we know from Fatou’s lemma that E
P
[
|Ŷτ |
]
≤ 1,
and thus
(4.8)
{
Y
n
τ
}∞
n=1
is uniformly integrable on Ωm.
Proposition 4.6. The sequence
{
Q
n}∞
n=1
⊂M associated with
{
Y
n
τ
}∞
n=1
admits a cluster
point Q⋆ ∈ D, such that
(i) Y
n
T −→
dQ⋆r
dP
, P-a.s.;
(ii) 〈Q̂, eT 〉 = 〈Q
⋆, eT 〉;
(iii) Q⋆ is a dual optimizer for the problem (2.3).
Proof. Note {Q
n
}∞n=1 ⊂ M ⊂ D. Since D is a weak-star compact subset of (L
∞)∗, the
sequence {Q
n
}∞n=1 admits a cluster point Q
⋆ ∈ D. (i) follows from Proposition A.1 in [5];
(ii) holds because of (3.1); (i) and (ii) imply (iii). 
Immediately, we have the following corollary:
Corollary 4.7. The finitely additive measure Q⋆|Fτ is countably additive on Ωm, for each
m ∈ N, where Q⋆|Fτ denotes the restriction of Q
⋆ on Fτ . In other words, (Q
⋆|Fτ )
s vanishes
on Ωm, i.e., for each A ⊂ Ωm, A ∈ Fτ , 〈(Q
⋆|Fτ )
s, 1A〉 = 0.
Proceeding as in the proof of Corollary 5.2 in [30], we observe that Q⋆|Fτ is also a cluster
point of the sequence {Q
n
|Fτ}
∞
n=1, and it follows again from Proposition A.1. in [5] that
Proposition 4.8.
Ŷτ = lim
n→∞
EP
[
Y
n
T |Fτ
]
=
d(Q⋆|Fτ )
r
dP
,P− a.s.
Remark 4.9. We remark that the choice of the finitely additive measure Q⋆ depends on the
stopping time τ , which may not be a Fo¨llmer finitely additive measure for Ŷ (see Definition
2.6 in [30]).
The following corollary is straightforward from (4.3):
Corollary 4.10.
(Q⋆|Fτ )
r ∼ P.
An argument similar to the one used in Proposition 4.8 shows that
Proposition 4.11.
g = lim
n→∞
EP
[
Y
n
T eT |Fτ
]
=
d
(
(Q⋆eT )|Fτ
)r
dP
,P− a.s.,
where Q⋆eT denotes the linear operator 〈Q
⋆, eT ·〉 ∈ (L
∞)∗ and(
(Q⋆eT )|Fτ
)r
:=
(
(Q⋆e+T )|Fτ
)r
−
(
(Q⋆e−T )|Fτ
)r
;(
(Q⋆eT )|Fτ
)s
:=
(
(Q⋆e+T )|Fτ
)s
−
(
(Q⋆e−T )|Fτ
)s
.
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The lemma below is the core of the proof to Theorem 3.7:
Lemma 4.12. The random variable eτ is the conditional expectation of eT under Q
⋆ with
respect to Fτ . In particular,
〈Q⋆|Fτ , eτ 〉 = 〈Q
⋆, eT 〉.
Proof. It follows from the boundedness of eT , there exists a unique random variable η ∈ Fτ
(see Definition 7.1 and Theorem 7.2 in [26]), such that for each A ∈ Fτ ,
〈Q⋆|Fτη, 1A〉 = 〈Q
⋆eT , 1A〉.
Our aim now is to prove
η = eτ =
d
(
(Q⋆eT )|Fτ
)r
dP
d(Q⋆|Fτ )
r
dP
, P− a.s.
It is evident thatQ⋆eT is a cluster point of the sequence {Q
n
eT}
∞
n=1, and similar to Corollary
4.7, we know that for each m ∈ N, ((Q⋆eT )|Fτ )
s vanishes on Ωm. Then, for any A ⊂ Ωm,
A ∈ Fτ ,〈
(Q⋆|Fτ )
r,
d
(
(Q⋆eT )|Fτ
)r
dP
d(Q⋆|Fτ )
r
dP
1A
〉
= EP
[
d
(
(Q⋆eT )|Fτ
)r
dP
1A
]
=
〈(
(Q⋆eT )|Fτ
)r
, 1A
〉
= 〈(Q⋆eT )|Fτ , 1A〉 = 〈Q
⋆eT , 1A〉 = 〈Q
⋆|Fτη, 1A〉 = 〈(Q
⋆|Fτ )
r , η1A〉 ,
which implies η = eτ , (Q
⋆|Fτ )
r-a.s. on Ωm. Thanks to Corollary 4.10, η = eτ , P-a.s. on
Ωm. Letting m→∞, we end the proof. 
4.3. Proof of the main result. In this subsection, we show that {Y
n
τ }
∞
n=1 is uniformly
integrable so that Ŷ·∧τ is a martingale. Then, substituting τ by τk, k ∈ N, we can conclude
that Ŷ is a local martingale.
Let us first consider a dynamic version of (2.4):
Proposition 4.13.〈
Q⋆|Fτ , Ŵτ
〉
=
〈
Q⋆|Fτ , x+ (Ĥ · S)τ + eτ
〉
= x+ 〈Q⋆, eT 〉.
Proof. Since Q⋆ ∈ D, by definition, 〈Q⋆|Fτ , (Ĥ · S)τ 〉 = 〈Q
⋆, (Ĥ · S)τ 〉 ≤ 0. Thus, from
the positivity of (Q⋆|Fτ )
s, the martingale property of Ŷ Ŵ together with Lemma 4.12, we
obtain
x+ 〈Q⋆, eT 〉 = 〈(Q
⋆|Fτ )
r, x+ (Ĥ · S)τ + eτ 〉 ≤ 〈Q
⋆|Fτ , x+ (Ĥ · S)τ + eτ 〉 ≤ x+ 〈Q
⋆, eT 〉.

Now we can deduce that {Y
n
τ }
∞
n=1 is uniformly integrable.
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Proposition 4.14. The sequence of random variables
{
Y
n
τ
}∞
n=1
=
{
EP
[
dQ
n
dP
|Fτ
]}∞
n=1
is
uniformly integrable and
Y
n
τ
L1
−→ Ŷτ , as n→∞.
Proof. From the proof the proposition above, we see that〈
(Q⋆|Fτ )
s, x+ (Ĥ · S)τ + eτ
〉
= 0,
on the other hand, according to Proposition 4.3, Ŵτ = x+ (Ĥ · S)τ + eτ > 0, P-a.s. Thus,
we derive that (Q⋆|Fτ )
s ≡ 0. Recalling that ‖Q⋆‖(L∞)∗ = 1, we have
EP
[
Ŷτ
]
= EP
[
d(Q⋆|Fτ )
r
dP
]
= 1.
We summarize as follows
EP
[
Y
n
τ
]
= 1 and Y
n
τ −→ Ŷτ , P− a.s., as n→∞.
The desired result follows by Scheffe´’s lemma (compare with Lemma 5.4). 
Proof of Theorem 3.7: For each τk defined in Proposition 4.3, it follows by Proposition
4.14 that
Y
n
τk
L1
−→ Ŷτk , as n→∞.
From the martingale property and (3.3), we also have for t ∈ [0, T ],
Y
n
t∧τk
L1
−→ Ŷt∧τk , as n→∞,
which implies Ŷ·∧τk is a martingale. By the definition of {τk}
∞
k=1, Ŷ is a local martingale.
As already discussed in the previous section, Ŷ is consequently a supermartingale deflator,
i.e., Ŷ belongs to Y(1). 
Remark 4.15. Indeed, for each k, the dual optimizer Q⋆ we constructed generates an ELMM
on J0, τkK such that the pricing of the fictional random endowment eτk under this measure
is exact 〈Q̂, eT 〉, in particular, 〈Q̂, eT 〉 is an arbitrage-free price for eτk .
Remark 4.16. We would like to explain a little about the dynamics of Q⋆|F· . Clearly, the
underlying price process S and local martingale Ŷ is continuous, so is the wealth process
Ŵ . Consider a set A ∈ Fτ , where τ is a [0, T ]-valued stopping time, and suppose Ŵτ is
strictly positive on A. For an infinitesimal δt such that Ŵτ+δt cannot suddenly jump to 0,
we can show that if (Q⋆|Fτ )
s ≡ 0 on A, then (Q⋆|Fτ+δt)
s ≡ 0 on A. Otherwise,
〈Q⋆|Fτ+δ , Ŵτ+δ1A〉 = 〈(Q
⋆|Fτ+δ)
r, Ŵτ+δ1A〉+ 〈(Q
⋆|Fτ+δ)
s, Ŵτ+δ1A〉
> 〈(Q⋆|Fτ+δ)
r, Ŵτ+δ1A〉 = 〈(Q
⋆|Fτ )
r, Ŵτ1A〉 = 〈Q
⋆|Fτ , Ŵτ1A〉.
This implies
〈
Q⋆,
(
(Ĥ ·S)τ+δt− (Ĥ ·S)τ
)
1A
〉
> 0, which is a contradiction to the definition
of D.
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5. Appendix
5.1. Some results on (L∞)∗. We state and prove some known results in the space (L∞)∗
for the convenience of the reader. A detailed discussion can be found in [12, 31, 33].
Let (Ω,F ,P) be the underlying probability space and (L∞(Ω,F ,P))∗ be the dual space
of L∞(Ω,F ,P). Unless otherwise specified, we employ the notation (L∞)∗ and L∞ to
denote these two spaces for the simplicity’s sake. Denote by (L∞)∗+ the set of all nonnegative
elements in (L∞)∗. For any Q ∈ (L∞)∗+, there exists a unique decomposition
Q = Qr +Qs, Qr ≥ 0, Qs ≥ 0,
where Qr is countably additive and called the regular part, Qr ≪ P, and Qs is purely
finitely additive and called the singular part. In particular, for any ε > 0, there exists a
set Aε ∈ F , such that P(Aε) > 1− ε and 〈Q
s, 1Aε〉 = 0.
Proposition 5.1. Suppose D˜ is a convex subset of L1+, which is also a subset of (L
∞)∗+
via the canonical embedding. Denote by D the weak-star closure of D˜ in (L∞)∗+. Then, for
each Q ∈ D, there exists a sequence {Qn}∞n=1 ⊂ D˜, such that Q
n → Qr, P-a.s., as n→∞.
Proof. Fixing Q ∈ D, for each n ∈ N, there exists a set An ∈ F , such that P(An) > 1−
1
2n
and Qs is null on An. By the definition of D, we see that Q is a weak-star limit point of
D˜ and thus, Q|An ∈ (L
∞)∗ is also a weak-star limit point of D˜|An, where D˜|An := {Q˜|An :
Q˜ ∈ D˜}. From Q|An = Q
r|An ∈ L
1, we know that Qr|An is a weak limit point of D˜|An.
Moreover, due to the fact that D˜|An is convex, Q
r|An belongs to the L
1-closure of D˜|An.
Therefore, there exists an element Qn ∈ D˜, such that
‖Qn|An −Q
r|An‖L1 <
1
2n
.
Finally,
‖Qn|An −Q
r‖L1 ≤ ‖Q
n|An −Q
r|An‖L1 + ‖Q
r|An −Q
r‖L1 −→ 0,
which yields Qn → Qr, P-a.s. up to a subsequence. 
Corollary 5.2. Suppose D˜ is a convex subset of L1+, which is also a subset of (L
∞)∗+ via
the canonical embedding. Denote by D the weak-star closure of D˜ in (L∞)∗+. Then, for
each Q ∈ D, there exists a sequence {Qn}∞n=1 ⊂ D˜, such that Q
n → Qr, P-a.s., as n→∞,
and for countably many fi ∈ L
∞, i ∈ N,
〈Qn, fi〉 −→ 〈Q, fi〉, as n→∞.
Proof. For each n, define
D˜n :=
n⋂
i=1
{
Q˜ ∈ D˜ : |〈Q˜, fi〉 − 〈Q, fi〉| <
1
n
}
.
It is evident that Q belongs to the weak-star closure of D˜n. Applying the proposition
above, one can find a sequence {Qn,m}∞m=1 ⊂ D˜
n, such that Qn,m → Qr, P-a.s. By the
diagonal argument, we complete the proof. 
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Remark 5.3. We remark that the assumption that D˜ ⊂ L1 is crucial in the above propo-
sition. For a general subset D˜ ⊂ (L∞)∗ and an element Q in its weak-star closure D,
one may not find a sequence {Qn}∞n=1 from D˜, such that (Q
n)r → Qr. For instance,
Ω = [0, 1], F is the Lebesgue sigma-algebra and P is the Lebesgue measure. Define
D˜ := {Q ∈ (L∞)∗+ : ‖Q‖(L∞)∗ = 1, Q = Q
s}, then we find that statement of Proposition
5.1 does not hold, since {Q ∈ L1+ : ‖Q‖(L∞)∗ = 1} ⊂ {Q ∈ (L
∞)∗+ : ‖Q‖(L∞)∗ = 1} = D.
5.2. Alternative proof of Proposition 3.2 in [25]. In Section 3.2 of [25], the authors
show that if the stock-price process S is a continuous semimartingale in the problem
without random endowment formulated in [21], then the dual optimizer is associated with
a local martingale living in the set of supermartingale deflators. Here, we shall give an
alternative proof for this assertion based on the dynamics of the primal and dual solutions.
We emphasize that no extra condition on the filtration F is assumed in this subsection.
Before presenting the theorem, we first introduce the following lemma, which provides
us an abstract structure.
Lemma 5.4. Let {Y n}∞n=1 ⊂ L
1
+(Ω,F ,P) and {X
n}∞n=1 ⊂ L
0(Ω,F ,P), where for each n,
Xn ≥ a > 0, P-a.s. If there exists a pair of random variables (Y,X) ∈ L1(Ω,F ,P) ×
L0(Ω,F ,P), such that
Y n → Y and X ≤ lim inf
n
Xn, P− a.s.,
EP[Y X ] ≥ lim inf
n
EP[Y nXn].
Then, {Y n}∞n=1 is uniformly integrable.
Proof. If not, by passing to a subsequence if necessary, there exists ε > 0, for each n ∈ N,
there exists An such that P(An) <
1
2n
and
EP [Y n1An ] ≥ ε.
Define
ηn := Y n1An , ξ
n := Y n1Acn .
Then ξn → Y , a.s., while by Fatou’s Lemma, we have
EP [Y X ] ≤ lim inf
n→∞
EP[ξnXn] = lim inf
n→∞
EP [Y nXn − ηnXn] ≤ EP [Y X ]− aε,
which is a contradiction. 
In [21], the primal value function can be regarded as (2.1) with eT ≡ 0. On the other
hand, the dual domain is defined as the solid subset generated by all terminal values of
supermartingale deflators, namely,
(5.1) D := {h ∈ L0+(Ω,FT ,P) : h ≤ YT , for some Y ∈ Y(1)}.
Then, the dual problem is formulated by
(5.2) v(y) := inf
h∈D
EP[V (yh)].
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It has been proved that for each x > 0, and yˆ := u′(x), the value v(y) is attained by a unique
dual optimizer ĥyˆ ∈ D, denoted by ĥ for short, and the primal solution X̂T = x+ (Ĥ · S)T
can be constructed in terms of ĥ. Moreover,
(5.3) EP
[
ĥX̂T
]
= x.
Instead of Assumption 3.4, we assume
Assumption 5.5. The stock-price process S is continuous.
Theorem 5.6. Under Assumptions 2.1, 2.2, 2.3, 5.5, the dual optimizer of (5.2) obtained
in [21] is associated with a supermartingale deflator, which is a local martingale. 1
Proof. Since (Ĥ ·S) is a supermartingale under each Q ∈M, similarly to (4.1), we obtain
inf
0≤t≤T
X̂t > 0, P− a.s.
By the continuity of X̂ := x + (Ĥ · S), one can thus define a sequence of stopping times
as (4.4), such that X̂σk∧T ≥
1
k
. Recalling Proposition 3.2 in [21], for each y > 0, the value
v(y) of the dual problem can be approximated by choosing a minimizing sequence {Qn}∞n=1
of ELMMs, associated with the density process {Y n}∞n=1, such that Y
n
T → ĥ, P-a.s. By
Theorem 2.7 in [6], we could find a sequence of convex combinations of {Y n}∞n=1, and an
optional strong supermartingale Ŷ , such that Y n converges to Ŷ in the sense of (3.3).
In particular, after passing to a subsequence, Y nσk∧T → Ŷσk∧T , Y
n
T → ŶT = ĥ, P-a.s. so
that ŶT is the dual optimizer. Moreover, applying once again Theorem 2.7 in [6], we can
show that Ŷ X̂ is an optional strong supermartingale, then we can deduce that Ŷ X̂ is a
martingale from (5.3). Consequently, we arrive at{
EP[Y nσk∧T X̂σk∧T ] ≤ x;
EP[Ŷσk∧T X̂σk∧T ] = x.
(5.4)
It follows immediately by Lemma 5.4 that {Y nσk∧T}
∞
n=1 is uniformly integrable so that
Ŷ·∧σk∧T is a true martingale. We now can conclude that Ŷ is a local martingale, and thus
is ca`dla`g. For any X ∈ X (1), applying Theorem 2.7 in [6] again, one can see that XŶ is
still a (ca`dla`g) supermartingale, which implies Ŷ ∈ Y(1). 
Remark 5.7. According to [17], the inspection of the proofs in [21] reveals that the usual
assumption (NFLVR) can be replaced by a weaker one (NUPBR), which is equivalent to
that Y(1) 6= ∅ or the existence of ELMDs (see e.g. [19]). In this case, to deduce that Ŷ
is a local martingale, we could proceed the same as above with a minimizing sequence of
ELMDs and a classical localization argument if necessary.
1During the revision of this paper, Kramkov and Weston [23] also proved a similar result but using a
different technique.
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Remark 5.8. Compare with Section 4, the proof for the case of eT = 0 is much simpler, and
we only need the continuity of the stock-price process rather than the assumption on the
underlying filtration. We explain as follows. Firstly, the wealth process X̂ in both lines of
(5.4) is unified, in contrast, for the case with non-trivial eT , our sequence of fictional wealth
processes depends on n, and it is not easy to find a sequence of stopping times that stop
the fictional wealth processes simultaneously to let all of them stay above 0. Secondly, by
the continuity of (Ĥ · S), we can easily stop the process by some τ and let it be bounded
away from 0, while in the other case, we lack the continuity of Ŵ .
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