In order to model random density-dependence in population dynamics, we construct the random analogue of the well-known logistic process in the branching process' framework. This densitydependence corresponds to intraspecific competition pressure, which is ubiquitous in ecology, and translates mathematically into a quadratic death rate. The logistic branching process, or LB-process, can thus be seen as (the mass of ) a fragmentation process (corresponding to the branching mechanism) combined with constant coagulation rate (the death rate is proportional to the number of possible coalescing pairs). In the continuous state-space setting, the LB-process is a time-changed (in Lamperti's fashion) Ornstein-Uhlenbeck type process. We obtain similar results for both constructions: when natural deaths do not occur, the LB-process converges to a specified distribution; otherwise, it goes extinct a.s. In the latter case, we provide the expectation and the Laplace transform of the absorption time, as a functional of the solution of a Riccati differential equation. We also show that the quadratic regulatory term allows the LB-process to start at infinity, despite the fact that births occur infinitely often as the initial state goes to ∞. This result can be viewed as an extension of the pure-death process starting from infinity associated to Kingman's coalescent, when some independent fragmentation is added.
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where b and c are real numbers (c > 0). The quadratic regulatory term has a deep ecological meaning as it describes negative interactions between each pair of individuals in the population. The stochastic version of the logistic process we construct is a density-dependent continuous time branching process, in both continuous and discrete state-space. We call it the "branching process with logistic growth" or "logistic branching process," abbreviated as LB-process.
In the discrete state-space setting, individuals give birth as in the pure branching case (independently, at constant rate ρ, to i.i.d. numbers of offspring), but can die either naturally (at constant rate d) or by competition pressure [when the total population has size n: at rate c(n − 1), proportionally to the number of extant conspecifics]. Therefore, when the total population has size n, the first birth arrives at rate ρn and the first death at rate dn + cn(n − 1). This size-dependence complies with the deterministic logistic growth model (1) , in its formal definition (quadratic death rate), as well as in its interpretation (negative interactions between all possible pairs).
In the continuous state-space setting, the LB-process is a Markov process with (nonnegative) real values. Its paths are a.s. cdlg, that is, they are right-continuous with left-hand limits. The general definition is inspired by Lamperti's transform [27] linking continuous-state branching processes and Lévy processes (i.e., processes with independent and stationary increments), and is done by time-changing Ornstein-Uhlenbeck type processes ( [34] , page 104). In the special case when the LB-process has a.s. continuous paths, it is the unique strong solution (when the initial state is fixed) of a stochastic differential equation (SDE) of the following type:
where B is the standard Brownian motion and γ the so-called Gaussian coefficient. In this case, we retain the name coined by Etheridge in [13] where she studies it in a spatial setting: "Feller diffusion with logistic growth."
Modeling density-dependence.
In population biology, the most simple process modeling the dynamics of a population is the Malthusian process. If Z t ∈ [0, ∞) denotes the total number of individuals at time t, then the Malthusian process satisfies dZ t = bZ t dt, where b is the mean birth-death balance per individual and per time unit. The solutions are straightforward exponential functions and when b > 0, they rapidly go to ∞, proving useless for long-term models. Moreover, this model does not allow populations with positive growth to become extinct.
This elementary model has a random counterpart, called the branching process, where populations may have positive (expected) growth and become extinct. In their discrete time and discrete state-space form, branching processes go back to Lord Francis Galton and Irénée-Jules Bienaymé. The so-called Bienaymé-Galton-Watson (BGW) process is a Markov chain, where time steps are the nonoverlapping generations, with individuals behaving independently from one another and each giving birth to a (random) number of offspring (belonging to the next generation). These (random) offspring all have the same probability distribution. Here, the mean growth is geometric, but the process evolves randomly through time, eventually dying out or tending to ∞, with probability 1.
Despite its advantage of allowing extinctions while the mean growth is positive, the BGW-process shares with the Malthusian process the shortcoming (from an ecological standpoint) of being able to go to ∞. In the deterministic case, a celebrated improvement of the Malthusian process is the logistic process (1). It is an elementary combination of geometric growth for small population sizes and a quadratic density-dependent regulatory mechanism.
The main advantage of this model is that Z t converges to a finite limit as
. On the other hand, this model does not allow the population to evolve once it has reached its stable state. A natural continuation will then be for us to replace geometric growth in the logistic equation by random branching (random growth with geometric mean). Alternatively, this can be seen as improving the branching process by, loosely speaking, adding a quadratic regulatory term to it (and thus prevent it from going to ∞).
It is actually a general feature of numerous models in population dynamics that the process describing the evolution of the population size through time either goes to ∞ or ultimately dies out [17] . In particular, this is the case for any integer-valued Markov chain with 0 as an accessible, absorbing state, including (most) BGW processes. As a consequence, the question of adding density-dependence to branching processes is not a new concern, and answers can roughly be divided into three types (a brief survey in this matter can be found in [18] ). The first approach sticks to the branching scheme in the discrete time setting: at each generation, individuals have i.i.d. random numbers of offspring, but their common distribution depends on the current population size (see, e.g., [23] and the references therein; see also [14, 35] ; a special Poisson case is treated in [7] where, despite the title of his paper, the author acknowledges that the model is indeed a density-dependent discrete time branching process, but has no relation to the logistic growth model (1)). The second approach relies on stochastic difference equations, giving rise to what is called the controlled BGW process (see, e.g., [16, 21, 33] ). The third approach consists in generalizing the birth and death rates of the branching process in continuous time in various ways: by considering polynomial rates as functions of the population size instead of linear rates, or by setting to zero the birth rate outside a compact set of population sizes. This way of modeling density dependence is popular among biologists (see, e.g., [11, 29, 30] ).
The present work pertains to the latter approach, but here we are interested in a specific phenomenon, namely, constant pairwise competition pressure, which is a ubiquitous fundamental mechanism in biology in various space and time scales, and thus deserves special attention. We will consider branching processes in their continuous time form, in both continuous and discrete state-space (note, nevertheless, that a similar construction in discrete time could be done, by sticking to the branching scheme but letting the probability of having no child depend on the population size in the same fashion).
Statement of results.
Because all properties of the integer-valued LB-process are common to the real-valued LB-process and not conversely, we state the results in the continuous setting. Roughly speaking, these results hold under condition (L) that the logarithm of the offspring size at each birth time has finite expectation.
Consider the LB-process with continuous paths presented above (2) . We will show that this process is a time-change in Lamperti's fashion [27] of the Ornstein-Uhlenbeck process, which is itself defined from a positive real number c, termed the competititon rate, and the Lévy process ( √ γB t + bt, t ≥ 0).
When the paths need not be continuous, we will consider a general Lévy process with no negative jumps instead of the previous Brownian motion with drift. The LB-process is thus characterized by c > 0 and a real-valued function ψ, termed the branching mechanism, which is the Lévy exponent of a Lévy process with no negative jumps. In the case of Feller's diffusion with logistic growth (2), ψ(λ) = γ 2 λ 2 − bλ, λ ≥ 0. Let us briefly sum up the results. When the underlying branching mechanism does not allow the population to decrease in the absence of competition pressure, that is, there are no "natural deaths" (ψ is then the Lévy exponent of an increasing Lévy process or subordinator), the LB-process is recurrent. It is null-recurrent (continuous setting only) if it has zero drift (no "infinitesimal births"), Lévy measure of finite mass ρ, further satisfying ρ < c, and, in that case, it converges to 0 in probability. Otherwise it is positive-recurrent and its limiting distribution is explicitly given via its Laplace transform (Theorem 3.4; Theorem 2.2 in the discrete setting). When there are "natural deaths," the LB-process goes extinct a.s. We also display formulae for its resolvent measure and its extinction time (via Laplace transform as well, Theorem 3.9).
Let us mention that in the latter case (continuous setting only), the LBprocess either goes to 0 but remains positive, or is absorbed at 0 in finite THE LOGISTIC BRANCHING PROCESS 5 time, depending solely on the branching mechanism (Theorem 3.5), that is, according to a criterion that does not involve the competition rate c: absorption occurs with probability 1 if ∞ dλ/ψ(λ) < ∞, with probability 0 otherwise [where the last inequality has the standard meaning that ∞ x dλ/ψ(λ) exists and is finite for some x].
Most of all, we are able to start the LB-process at +∞ (Corollary 3.10, Theorem 2.3). In the discrete setting this should be compared to the total mass process in the standard coalescent starting from infinity (see Section 2.3). Specifically, we denote by w q the unique positive solution on (0, ∞) vanishing at +∞, of the following Riccati differential equation:
where r is some positive function depending on the branching mechanism ψ and the competition rate c (Lemma 3.8, Lemma 2.1). Namely, set
and ϕ its inverse function. Then r = ϕ ′ / √ cϕ. The standard LB-process (starting from infinity) has entrance law given by
where τ is an independent exponential variable with parameter q. In particular, the absorption time T a has Laplace transform under P ∞ ,
In addition, its expectation is finite and equal to
A shortcoming of our logistic branching process is obviously that it leads to much less tractable formulae than in the pure branching case. Though, we claim that it is the most natural and realistic model for random selfregulatory population dynamics. The simple definition in the discrete setting can easily be handled by biologists to do simulations or to include these dynamics into more complicated models, such as spatial or genetic ones. Indeed, in the case when no natural deaths occur, the LB-process survives with probability 1 without tending to ∞, and might thus provide a fruitful framework for randomly evolving large populations, as well as everlasting genealogies. Open questions are the following: distributions of independent sums of LB-processes, conditioning of the LB-process to survive and quasistationary distributions, underlying genealogy of the LB-process, distribution of coalescence times . . . . In the pure branching case the first of these questions has an obvious answer, the others have been studied in particular in [2, 6, 10, 24, 25, 26, 28, 31] . The outline of the paper is straightforward. Section 2 is concerned with the discrete setting, and is written in a way that is supposed to not scare biologists, as it contains the results geared for potential applications. Section 3 gives a more formal account of the general continuous setting, as well as further interesting subtleties that do not appear in the discrete setting (nullrecurrence, extinction without absorption). Section 4 gathers the proofs of various theorems and lemmas.
2. The discrete setting. In this section we define and study the LBprocess living on the nonnegative integers. The definition differs from that of the LB-process in the continuous setting, but both processes have very similar properties. As a consequence, we will state the results in a rather straightforward fashion, and proofs will be omitted (we leave the slight adaptations to the reader, and refer her or him to the manuscript, to be found on the author's website, for details).
2.1.
A few definitions and a key result. Let us remind the reader that in continuous time and in the pure branching case, individuals behave independently as in the BGW-process, but give birth (rate ρ > 0) and die (rate d ≥ 0) at (random exponential) independent times. The number of offspring born at each birth time is k with probability π k /ρ, where (π k , k ≥ 1) is a sequence of nonnegative integers such that
When the population size is n, the total birth rate is thus ρn and the natural death rate dn. In order to model competition pressure, we then add extra deaths at rate cn(n − 1) (c > 0), considering that each of the n individuals is in competition with the n − 1 remaining others. These deaths occur as if each particle selected another fixed particle at constant rate c and killed it. Observe also that these deaths due to competition have the same kernel as the pure-death counting process associated to Kingman's coalescent [22] , so that the LB-process can be viewed as (the mass of ) a combination of coagulation with independent fragmentation. This viewpoint will be developed briefly in Section 2.3. Set
which characterizes completely the underlying branching mechanism.
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The LB-process Z = (Z t , t ≥ 0) associated with ψ and the positive real number c is thus the (minimal Feller) process with infinitesimal generator Q = (q ij , i, j ≥ 0), where
From now on, we assume condition (L) is satisfied, that is,
Standard calculations yield
where
Define the nonnegative decreasing function θ :
As a consequence of (3), we can assert that
The mapping θ is a bijection, whose inverse on [0, ξ) will be denoted by ϕ.
In particular, 
For any positive q, (ǫ ′ q ) has a unique nonnegative solution w q defined on (0, ξ) and vanishing at ξ−. In addition, w q is positive on (0, ξ), and for any s sufficiently small or large, w q (s) < √ qr(s). As a consequence, ξ 0 w q converges, and w q decreases initially and ultimately.
When the coordinate process starts from x, its law will be denoted by P x .
2.2.
Results. The behavior of the LB-process depends on whether d is positive or zero. As previously, assume condition (L) holds.
When d = 0, recall (3) to see that the function exp(m) can be extended continuously to [0, 1] . It is not difficult to show that one can define the probability measure ν on N by
Theorem 2.2. When d = 0, the LB-process is positive-recurrent in N, and converges in distribution to the probability measure µ defined by
In the binary-splitting case (ρ = π 1 ), this limiting distribution is that of a Poisson variable of parameter ρ/c conditioned on being positive
Recall the function w q defined in Lemma 2.1. Let T a denote the absorption (extinction) time.
Theorem 2.3. When d > 0, the LB-process goes extinct a.s. Moreover, the probabilities (P x , x ≥ 0) converge weakly, as x → ∞, to the law P ∞ of the standard LB-process, or logistic branching process starting from infinity. Under P ∞ , the extinction time T a has Laplace transform
its expectation is finite and equal to
The link with fragmentation-coalescence processes.
Recall that when ψ ≡ 0 and c > 0, the LB-process is merely the pure-death process associated to Kingman's coalescent [22] , where the coagulation rate per pair of objects is a constant equal to 2c. As a consequence, the LB-process can be regarded in general as the mass of a coalescent process with independent fragmentation (corresponding to the branching mechanism): components of the partition coalesce at rate 2c, split independently into a random number k ≥ 2 of subcomponents at rate π k−1 , and may also disappear spontaneously at rate d (erosion).
It is known that the pure-death process (ρ = 0) can be started at infinity, which stems from the fact that arrival times of coalescence events (coagulation from i objects into i − 1 objects) have summable expectations, proportional to (i(i − 1)) −1 . Then Theorem 2.3 asserts that it is still true even after adding fragmentation. Nevertheless, under P ∞ , fragmentation events occur infinitely often with probability 1 as t ց 0. Indeed, the following probabilities are not summable:
Let us mention a few recent results in this vein.
In the discrete reaction-diffusion model studied in [3] , particles perform independent random walks, die spontaneously and locally coalesce or split with the same kernels as ours (in the special case of binary branching).
In [4] , all exchangeable coalescence-fragmentation (EFC) processes living in the partitions of N are characterized. In a case of quick coalescence and slow fragmentation (Kingman's coefficient is nonzero and fragments always come in finite numbers), the mass of the EFC process has the same transition kernel as our (discrete) logistic branching process. This allows Berestycki to use Theorem 2.3 to show that these EFC processes "come down from infinity," in the sense that the number of components of the partition is finite at any positive time t a.s., even though the process starts from dust (at t = 0, it is equal to the infinite collection of singletons). Note, however, that Theorem 2.3 was stated under the assumption that d = 0. To be convinced that the EFC process still comes down from infinity even when d = 0, observe that when there are n ≥ 2 objects, the total death rate is cn(n − 1) ≥ c 2 n(n − 1) + c 2 n, which is the total death rate associated to the LB-process with competition rate c/2 and death rate c/2.
Other works have considered size-biased fragmentation-coalescence processes (on the partitions of an interval; rates are proportional to the lengths of the subintervals), when fragmentation is binary. These partitions have infinitely many components and a ubiquitous equilibrium measure in this setup is the Poisson-Dirichlet distribution [9, 32] .
Convergence to the logistic Feller diffusion.
A convergence result is easily obtained that links the discrete and continuous settings. Namely, Feller's diffusion with logistic growth is the limit of a sequence (indexed by n ∈ N) of discrete logistic branching processes. Rigorously, denote by (Z (n) t , t ≥ 0) the Markov process living on n −1 N, started at n −1 ⌈nx⌉, stopped at 0, and whose transition kernels are as follows. The integer N
is a binary-splitting (π 1 = ρ) LB-process with parameters (indexed by n) ρ n = γ 2 n 2 + λn, d n = γ 2 n 2 + δn, c n = c, where c, δ, γ, λ, are positive constants. In other words:
is incremented by 1/n at rate (
is decremented by 1/n at rate (
Then standard results [20] show that as n → ∞, the sequence (Z (n) t , t ≥ 0) n converges weakly to the Feller diffusion with logistic growth started at x and solution of (2),
3. The continuous setting.
3.1.
Preliminaries. In the 1950s [19] , the analogue of the BGW-process was defined in continuous time and continuous state-space (CB-process). All CB-processes are cdlg, and their jumps (if any) are a.s. positive. Those whose paths are continuous satisfy an SDE of the following type:
so that the definition of the LB-process in this case is clearly (2) . When b = 0, the dynamics are referred to as quadratic branching. When b = 0 and γ = 4, Z is the celebrated Feller diffusion or squared Bessel process of dimension 0.
Next we remind the reader of a celebrated result of Lamperti [27] which relates CB-processes and Lévy processes with no negative jumps. This result will allow us to give the appropriate definition of the branching process with logistic growth in a second section.
A Lévy process is a cdlg Markov process with independent and stationary increments. A Lévy process with continuous paths is the sum of a (scaled) Brownian motion and a deterministic drift (possibly zero). Let X be a realvalued Lévy process with no negative jumps. Let T 0 be the first hitting time of zero by X. Then define
and (C t , t ≥ 0) its right-inverse. Lamperti's result then states that if
then Z is a CB-process, and
Conversely, any CB-process Z is a time-changed Lévy process: if C is defined as above, and η is the right-inverse of C, then Z • η is a Lévy process with no negative jumps killed when it hits 0. In the special case of quadratic branching, Lamperti's result predicts that if we time-change a Feller diffusion (i.e., a quadratic CB-process) in this fashion, we obtain (up to a multiplicative constant) a killed Brownian motion. It is indeed easy to check that if 
Define η as the right-inverse of C, where C t = t 0 Z s ds. Then the process R = Z • η solves the following SDE:
where X is a Brownian motion with drift, namely, γ −1/2 (X t − bt, t ≥ 0) is the standard Brownian motion. Conversely, let R be the (strong) solution of the last SDE where X is a Brownian motion with a possible drift, T 0 its first hitting time of 0 and C the right-inverse of η, where
Then Z = X • C is a diffusion process killed when it hits 0, and solves an SDE of type (2).
This last proposition will enable us to extend the definition of branching process with logistic growth to any kind of branching mechanism.
3.2. Construction of the logistic branching process. Let X denote a spectrally positive Lévy process (i.e., with no negative jumps). The branching mechanism function that interests us is the Lévy exponent ψ of X defined by
It is specified by the Lévy-Khinchin formula ( [5] , Chapter VII)
where α is a real number, γ a positive real number termed the Gaussian coefficient of X, and Π is a positive σ-finite measure on (0, ∞) such that
We now provide the definition of the LB-process. Let R denote the unique strong solution, starting from x, of the following SDE:
T 0 its first hitting time of 0 and C the right-inverse of η, where
Then the LB-process Z is the Feller process defined by
If A (resp. Q) denotes the infinitesimal generator of X (resp. Z), then, for any differentiable f in the domain of A,
Before continuing further, we prove some of the facts stated in this last definition. SDEs of type (4) are well studied, see, for example, [34] , pages 104-113. They have strong solutions which are cdlg homogeneous strong Markov processes, known as Ornstein-Uhlenbeck type processes. An explicit formula for the unique strong solution of (4) with initial state x is
By standard theory of Markov processes (see, e.g., [12] ), Z is then a cdlg time homogeneous strong Markov process. Furthermore, it is easily seen that the infinitesimal generator U of R is given, for any differentiable f in the domain of A, by
As a consequence, for any time t and initial condition x ≥ 0, with s = C u ,
which shows, indeed, that Q is the infinitesimal generator of Z.
Properties of the logistic branching process.
In this section we are interested in the law of the LB-process, and particularly in its long-term behavior. This behavior depends on whether X is a subordinator or not. We recall that a Lévy process with positive jumps is called a subordinator if it has increasing paths a.s. In that case, its paths have finite variation, its drift coefficient is nonnegative, and its Gaussian coefficient is zero.
In contrast to the pure branching case, LB-processes eventually go to 0 with probability 0 or 1. In reference to population biology, this probability is called the extinction probability (otherwise, absorption probability). When X is a subordinator, this probability is 0, and the LB-process is recurrent. When X is not a subordinator, it is 1, and we characterize the law of the extinction time. Unless otherwise specified, proofs of statements of this section are postponed to Section 4.
We recall that condition (L) is equivalent to ∞ log(r)Π(dr) < ∞ [5] . Accordingly, it is easily seen that one can define
In the next statements, we consider the case when X is a subordinator. We then denote by δ ≥ 0 its drift coefficient, so that ( [5] , Chapter III)
We also introduce its Lévy tailΠ, that is,Π(y) = ∞ y Π(dr), y > 0. Remark. Note that ν is also self-decomposable. An r.v. S is said to be self-decomposable if for any a < 1, there is an r.v. S a independent of S such that
In particular, any self-decomposable distribution is infinitely divisible. Conversely, a real infinitely divisible distribution is self-decomposable if its Lévy measure is of type |x| −1 k(x) dx, where k is increasing on (−∞, 0) and decreasing on (0, ∞).
We introduce condition (∂), where ρ is defined as
We thus say that (∂) holds iff (at least) one of the following holds:
Theorem 3.4. Assume X is a subordinator satisfying (L). (i) Assume (∂). Then the probability ν defined in Lemma 3.3 has
The process LB(ψ, c) is positive-recurrent in (δ/c, ∞) and converges in distribution to the probability measure µ whose size-biased distribution is ν, that is,
In particular, the expectation of the stationary probability is
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(ii) Assume (∂) does not hold. Then the process LB(ψ, c) is null-recurrent in (0, ∞) and converges to 0 in probability.
From now on, X is assumed not to be a subordinator. In the next theorem, we claim that the extinction probability is 1. We set a criterion to establish whether the process remains positive or is absorbed, that is, reaches 0 in finite time. Note that the criterion for absorption does not depend on c and is the same as for the branching process (c = 0) [15] .
Theorem 3.5. Assume X satisfies (L) and is not a subordinator. Then the process LB(ψ, c) goes to 0 a.s., and if T a denotes the absorption time
The last two theorems will be proved in Section 4. Next we intend to give deeper insight into the law of the LB-process. We will simultaneously be able to define the standard LB-process or LB-process starting from infinity.
Define θ : [0, +∞) → [0, +∞) by
Recall [5] that when X is not a subordinator, lim inf λ→∞ λ −1 ψ(λ) > 0. As a consequence, the mapping θ is a strictly increasing bijection, whose inverse will be denoted by ϕ. In particular,
Define also for any nonnegative x and positive q, the Laplace transform G q,x of the q-resolvent measure of the LB-process (Z t , t ≥ 0) started at x,
Note that from Definition 3.2, if A still denotes the infinitesimal generator of the Lévy process X, then for any differentiable real function in the domain of A,
Before stating the main theorem of this section, we display three lemmas, the last of which is the key result for the theorem. The first two help understand where the third one comes from. These lemmas are also proved in Section 4 (except Lemma 3.8 whose proof is replaced by the more general proof of Lemma 2.1). 
, for any open subinterval I 0 of I on which f q does not vanish, the function g q defined as
(ii) For any solution (J, g q ) of (ǫ q ), the function h q defined as
Lemma 3.8. For any positive q, the Riccati differential equation (ǫ ′ q ) has a unique nonnegative solution w q defined on (0, ∞) and vanishing at ∞. In addition, w q is positive on (0, ∞), and for any λ sufficiently small or large, w q (λ) < √ qr(λ). As a consequence, 0 w q converges, and w q decreases initially and ultimately.
Now we are able to state the main results of this section. 
In addition, its expectation is finite and is equal to
Corollary 3.10. The probabilities (P x , x ≥ 0) converge weakly, as x → ∞, to the law P ∞ of the standard LB-process or logistic branching process starting from infinity. The standard LB-process is the Markov process that has the same transition kernels as the LB-process considered previously, and entrance law given by
where τ is an independent exponential variable with parameter q. In particular, if ∞ dλ/ψ(λ) converges, then under P ∞ the absorption time T a is a.s.
finite and has Laplace transform
In addition, its expectation is finite and equal to Then the function g q solves the Riccati differential equation (ǫ q ) and by Lemma 3.8 is integrable at 0, for
by the change t = θ(s). Then define the functions F q,x and K q,x as
By Lemma 3.6 and after some algebra, we get
Next integrate the last equation to obtain
where the last equality stems from the changes u = θ(s) and v = θ(t), and K 0 is an integration constant. Therefore, by the same kind of change, we get
Check that this last function is integrable at 0. Indeed, F ′ q,x (λ) ∼ K q,x (λ) as λ ց 0, and the first expression we got for K q,x provides the equivalent K q,x (λ) ∼ c −1 ln(λ). Then because F q,x (0) = G q,x (0) = 1/q, the integration of F ′ q,x reads
We thus get the following expression for G q,x :
Recall that qr 2 = w 2 q − w ′ q , so that an integration by parts yields
Since qG q,0 is constant equal to 1, the constant integration K 0 must be 0. In addition, the previous display yields for any nonnegative λ,
which ends the proof of (7). For (8) , recall that T a is a.s. finite upon the condition given in Theorem 3.5. Observe that
By a double application of Lebesgue's convergence theorem, this quantity converges to
so that, integrating by parts the last quantity,
For the expectation of T a (9), we have to handle the Laplace exponent H(t, λ) of the marginal distribution of the LB-process. Fubini's theorem and Beppo Levi's theorem, indeed, yield
It is clear (see proof of Lemma 3.6) that
which yields, by integrating
Integrate this last equation w.r.t. λ and then w.r.t. t, and recall that H(t, 0) = 1, to get, by Fubini's theorem,
The result follows by letting λ go to ∞ and applying Lebesgue's convergence theorem. An elementary variable change yields (9).
Proof of Corollary 3.10. Equations (10) and (11) of the corollary follow from the same arguments that supported the theorem.
Let us prove the convergence of E x (exp(−λZ τ )) to (12) . Observe that if τ is an independent exponential r.v. with parameter q, then E x (exp(−λZ τ )) = qG q,x (λ). The convergence then stems from (14) and the integration by parts used in (13) . Namely,
Now the function
is integrable on [0, θ(λ)], so that, by Lebesgue's convergence theorem, the last displayed upper bound converges to 0 as x → ∞. Finally, the existence of (and weak convergence to) the LB-process starting from infinity stem from the previous convergence of Laplace transforms and standard theory [8] .
Proofs.
Proofs of Lemma
Note that the positive measure Λ defined by Λ(dr) = (cr) −1Π (r) dr, r > 0, is, under condition (L), a Lévy measure. Indeed,
so that one can define Y as the subordinator with Laplace exponent −m ([5], Chapter III). As a consequence, the probability measure ν is well defined as the law of Y 1 (so it is infinitely divisible), and the measure Λ always has infinite mass so that Y 1 > δ/c a.s.
Proof of Theorem 3.4. To see that
we use the following equality (where both sides can be infinite):
It is clear from Lemma 3.3 that whenever δ = 0, ∞ dλ exp(m(λ)) is finite. Next assume that Π has finite mass ρ. Since the case when Π has infinite mass can easily be derived from the case ρ > c by a truncation argument, it only remains to prove that when δ = 0, ∞ dλ exp(m(λ)) < ∞ iff ρ > c. Then recall Lemma 3.3 and write, for any λ > 1, (r) cr dr
SinceΠ is positive and decreases fromΠ(0+) = ρ, an appeal to Lebesgue's convergence theorem yields
and k(x) is finite. Now the same properties ofΠ ensure that
Using ( If ρ ≤ c, the last equation then shows that ∞ dλ exp(m(λ)) = ∞. This ends the proof of (15) .
We next point out that, (∂) holding or not, Z is recurrent in (δ/c, ∞). Indeed, it is known [34] that R oscillates in (δ/c, ∞) and converges in distribution to ν, so that T 0 = ∞ a.s., lim t→∞ η t = ∞ a.s., and C is defined on the entire [0, ∞), so Z = R • C also oscillates in (δ/c, ∞).
Let us characterize the invariant measures. According to Definition 3.2, the infinitesimal generator Q of Z satisfies, for any positive λ,
where e λ (z) = e −λz . Now for any positive measure ζ on [0, ∞), let χ denote the Laplace transform of rζ(dr). Then ζ is invariant for Z iff ζQ = 0 and
The resolution of this ordinary differential equation proves that χ(λ) = k exp(m(λ)) for some constant k, so that
with a possible Dirac mass at 0 for ζ. We can now prove the dichotomy between (i) (convergence in distribution) and (ii) (convergence to 0 in probability).
(i) Thanks to (15) , since (∂) holds, we know that
Equation (18) then ensures that µ is the unique invariant probability measure.
(ii) In the case when (∂) does not hold, ∞ 0 r −1 ν(dr) = ∞ and all invariant positive measures on (0, ∞) are nonintegrable at 0+, so that lim t→∞ P(Z t > ǫ) = 0 for any positive ǫ.
Recall that Z oscillates in (0, ∞) to conclude it is null-recurrent.
Proof of Theorem 3.5. In the case when X is not a subordinator, the Ornstein-Uhlenbeck type process R still oscillates [34] with stationary measure ν, but this time ν charges the negative half-line so that lim inf t→∞ R t < 0 a.s., and T 0 < ∞ a.s. It is thus clear that lim t→∞ Z t = 0 a.s., the absorption depending on whether the integral T 0 0 ds/R s (= T a ) converges or not. To check the criterion for absorption given in the theorem, we make use of the function G q,x . First define the positive function g q,x as
In the rest of the proof, we will drop the indices whenever it is not ambiguous to do so. Recall that
Since qG(λ) = exp(− Thanks to Lemma 3.6, it is not difficult to prove that g solves
We first show that G decreases more slowly than any negative exponential function of parameter, say, z
To this aim, define
which is finite a.s. since Z goes to 0. Next observe that
which proves our claim. Since X is not a subordinator, λ/ψ(λ) is bounded from above (and positive for sufficiently large λ), so that
We will use this last comparison along with the following rearrangement of the differential equation that g solves
On the vector space C P of continuous real functions defined on [0, ∞) with (at most) polynomial growth at ∞, define the scalar product ·, · by
In particular, if1 denotes the constant function equal to 1 and I the identity function on [0, ∞), then 1 ,1 = 1 and
by the Cauchy-Schwarz inequality. Thus, the positive function g is decreasing on [0, ∞). If l ≥ 0 is its limit at ∞, since lim sup λ→∞ g ′ (λ) = 0 and lim λ→∞ λ/ψ(λ) ∈ [0, ∞), (19) yields l ≤ 0, so that l = 0.
Thanks to this same equation, and because l = 0, note that
As a consequence,
which reduces the comparison to ∞ dλ/ψ(λ).
4.2.
Proofs of Lemmas 3.6, 3.7 and 2.1.
Proof of Lemma 3.6. Recall (6), and apply it to the function e λ defined as e λ (z) = e −λz . It is well known that e λ is in the domain of A and that, for any positive λ,
which concludes the proof.
Proof of Lemma 3.7. Since f q solves the homogeneous equation (E
It is an old trick to consider
, divide the previously displayed equality by −cλf q (λ), and get
For any g q satisfying the last equation on some open interval J , we consider the change of function
,
Proof of Lemma 2.1.
Notation. For any real number t and real functions f, g which do not vanish in a pointed neighborhood of t, we will write
= 1 (resp. = some nonzero, finite real number).
Recall that (ǫ ′ q ) is the following Riccati differential equation:
and ξ < ∞ ⇔ d < c. By the Cauchy-Lipschitz theorem (see, e.g., Corollaries 1 and 2, Chapter 7.2, page 93 in [1] ), for any T ∈ (0, ξ) and a ∈ R, there is a unique maximal solution (I, f ) to (ǫ ′ q ) with boundary condition f (T ) = a. We denote by f (T,a) this maximal solution and by I (T,a) the corresponding maximal interval. We will use repeatedly, and sometimes implicitly, the fact that the orbits of different solutions never intersect, therefore inducing a total ordering on any set of solutions defined on the same interval.
Let us give the outline of the proof. We state three lemmas and then provide the proof of Lemma 2.1. The first lemma studies the graph of r and shows, in particular, that r is monotone on neighborhoods of 0+ and ξ−, and that lim t→0+ r(t) = +∞. The second one is a technical result ensuring, in particular, that, for any T ∈ (0, ξ), the maximal interval I (T,0) is the entire (0, ξ). The third lemma asserts that the family (f (T,0) ) T is uniformly increasing and bounded from above, allowing us to define w q as their increasing limit as T → ξ−.
The rest of the section will then be devoted to proving that w q solves (ǫ ′ q ), and that it is the unique nonnegative solution vanishing at ξ−, and to studying its behavior at 0+ and ξ−. 
We point out that when d ≥ c, one has ξ = +∞, lim s→+∞ r(s) = 0, and lim s→0+ r(s) = +∞, which is the same situation as in the continuous setting. The sequel of the proof in the case when d ≥ c is thus exactly the same in the continuous setting. Then differentiate H to check that it is monotone on neighborhoods of 0 and ξ, so that the same holds for r, by monotonicity of θ. Proof. First note that for any T ∈ (0, ξ), f (T,0) (T ) = 0 and f ′ (T,0) (T ) = −qr 2 (T ) < 0. Consequently, a maximal solution of (ǫ ′ q ) vanishes, at most, once on its interval of definition.
T ∈ (0, ∞), κ T is below h 0 on (0, t 0 ]. Conclude by noticing that on [t 0 , ∞), κ T < √ qr (otherwise κ T would increase on [t 0 , ∞), which contradicts Lemma 4.2(i)).
(ii) d ∈ [c/2, c). Recall Lemma 4.1 to see that r can be extended continuously to (0, ξ]. In the same vein as in Lemma 4.2(i), the maximal solution κ ξ of (ǫ ′ q ) vanishing at ξ is defined on (0, ξ]. It is then obvious that κ T is below κ ξ for any T < ξ.
(iii) d < c/2. Thanks to Lemma 4.2(ii), there is a t 0 close enough from ξ such that h 0 . = f (t 0 , √ qr(t 0 )) has a positive limit at ξ−. This function h 0 is defined on (0, ξ) and since it never vanishes, it never intersects any κ T . As a consequence, the family (κ T ) T is bounded from above by h 0 . Now for any t ∈ (0, ξ) and T > t, κ T (t) > 0 [Lemma 4.2(i)]. Since w q (t) is the increasing limit of κ T (t) as T increases, w q (t) > 0. The function w q vanishes at ξ− by continuity of the flow.
We hereafter conclude the proof of Lemma 2.1. We first prove that for any positive q, w q is the unique nonnegative solution of (ǫ ′ q ) defined on (0, ξ) and vanishing at ξ−.
Let us show the uniqueness of such a solution. Assume h and k are two nonnegative solutions of (ǫ ′ q ) on a neighborhood of ξ, who both vanish at ξ−. If there is some t 0 such that h(t 0 ) = k(t 0 ), say h(t 0 ) > k(t 0 ), then u . = h − k is positive on (t 0 , ξ) and so is v . = h + k. Since h and k are both solutions of (ǫ ′ q ), u and v are such that u ′ = uv, so that u is positive and increasing on (t 0 , ξ). This contradicts the fact that lim t→ξ− u(t) = 0.
To show that w q is the solution of (ǫ ′ q ), fix ε in (0, ξ), and set η . = w q (ε) and h ε . = f (ε,η) . Next suppose that for some t 0 ∈ I (ε,η) , t 0 > ε and h ε (t 0 ) = w q (t 0 ). Since w q is by construction the supremum of a family of orbits indexed by a continuous set, it is necessary that h ε (t 0 ) > w q (t 0 ). Pick then some a ∈ (w q (t 0 ), h ε (t 0 )). We know from Lemma 4.2(i) that f . = f (t 0 ,a) is defined at least on (0, t 0 ]. Since f (t 0 ) > w q (t 0 ), f (t 0 ) > κ T (t 0 ) for all T ∈ (0, ξ). This last inequality certainly holds for all t ∈ (0, t 0 ], and thus, in particular, f (ε) ≥ w q (ε) = η. Reasoning in the same fashion with h ε , we see that f (ε) < h ε (ε). But h ε (ε) = η, which brings the contradiction (η ≤ f (ε) < η), and proves that w q (t) = h ε (t) for all t ∈ I (ε,η) , t ≥ ε. Now by the same reasoning as in the proof of Lemma 4.2, h ε is defined (at least) on [ε, ξ), since otherwise it would go to +∞ in finite time and there would, indeed, be some t 0 such that h ε (t 0 ) > w q (t 0 ). As a consequence, w q = h ε on [ε, ξ). This ends the proof, since ε is arbitrarily small.
We complete the proof of Lemma 2.1 by studying the behavior of w q at 0+ and ξ−.
First note that because w ′ q = w 2 q − qr 2 , w q increases when it is above √ qr, and that w ′ q vanishes when both graphs intersect. Recall r is positive and
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A. LAMBERT monotone on neighborhoods of 0 and ξ. As a consequence, the graph of w q may intersect that of √ qr at most once on each of these two neighborhoods.
On the other hand, it cannot remain above √ qr on a whole neighborhood:
(i) of 0+, because it would be increasing but tend to ∞ as t ց 0+; (ii) of ξ−, because it would be increasing and tend to 0 as t ր ξ−.
Now since w q < √ qr on neighborhoods of 0+ and ξ−, it decreases on these neighborhoods, and which are both integrable on their respective neighborhoods, since ϕ has finite limits at 0+ and ξ−.
