The aim of this article is to investigate a mechanical description of learning. A framework for local and simple learning algorithms based on interpreting a neural network as a set of configuration constraints is proposed. For any architectural design and learning task, unsupervised and supervised algorithms can be derived, optionally using unconstrained and hidden neurons. Unlike algorithms based on the gradient in weight space, the proposed tangential correlation (TC) algorithms move along the gradient in state space. This results in optimal scaling properties and simple expressions for the weight updates.
Introduction
The goal of this article is to give fundamental insights into learning theories, both from the perspective of optimization principles and biophysical complexity. Deterministic neural network models are mechanical systems; they relate the evolution of neural states nonlinearly to each other by virtue of a large number of coupling constants, the synaptic efficacies or weights. The dynamics of the neural states can be either discrete or continuous. A gradual learning algorithm operates on a much larger time scale than the state dynamics; its purpose is to realize a selective input processing by iteratively changing the synaptic weights. The target values for neural states can be fixed by a supervising teacher [29, 24] or they can rely on the input and activity statistics without being constrained by supervising signals [15, 26] .
Although the words supervised and unsupervised learning have been used for many years in the literature (at least since 1964 [6] ), it is worthwhile to state here precise neural definitions:
If the location of the neural target state is only a function of internal network variables (synaptic weights, neural states and sensory input signals), then we speak of unsupervised learning. On the other hand, if additional variables are used to describe the location of the target values, then we speak of supervised learning. In the latter case, the external signals are exactly those aspects of the data for which an internal representation has to be found using the learning algorithm. Thus the difference between supervised and unsupervised algorithms is that only supervised algorithms make use of parameters not inherent in the physical description of the learning network. By studying the general problem of how weight changes affect state changes and vice versa, insights can be gained into both learning paradigms.
The goal of inventing supervised learning algorithms is not so much to model biophysical learning because the physiological evidence of teaching signals for individual neurons is nebulous 1 [4] . Studying supervised learning is a way to address the fundamental problem of building internal models in neural computations.
A very popular approach to supervised learning is error gradient descent. Such algorithms make use of an error E usually defined as the square of the Euclidean distance between the actual output state and a desired target state, E = k (I d k − I k ) 2 , I d k is the desired state and I k the actual output state of the k'th neuron. The error is then considered as a function of the synaptic weights W = (w ij ), where the way I k relates to w ij is given by the network equations. The weights are changed along the direction of steepest descent: ∆w ij = −ǫ∂E/∂w ij , where ǫ is called the learning rate. For layered perceptrons, the resulting algorithm is standard backpropagation [24] : the error in the output propagates backwards layer by layer. The application of error gradient-descent to networks with feedback was described in the same year independently by Almeida [1] and Pineda [23] , who called it recurrent backpropagation. The purpose of the algorithm is to learn stationary states. The direction in which the error propagates is computed on an auxiliary network that has to be rewired for every weight change. In this way the authors bypassed the problem of computing a worrisome matrix inverse, emerging from the calculation of the gradient. The learning algorithm becomes local in terms of connectivity only by virtue of this second network. The same trick of using a second network was applied by other authors to the harder task of generating output states evolving in time [30, 22] . The computational cost of these algorithms is considerable. The Williams-Zipser algorithm makes use of a large auxiliary network of O(N 3 ) equations, where N is the number of neurons in the parent network. Pearlmutter's algorithm is based on the numerical integration of the backward dynamics, meaning that principally the whole state trajectory has to be memorized for each weight update. It thus seems to be a law that the complexity of error gradient-descent algorithms grows rapidly as a function of the complexity of the network architecture and the learning task.
Disregarding whether we construct supervised or unsupervised algorithms, there exist neurobiological criteria that reveal the extent of realism inherent to an algorithm. The central criterion is the locality of computations involved. The information used to change a particular synaptic efficiency has to be naturally available in close physical proximity to that synapse. It is possible to distinguish between different information sources for the change of a particular synaptic weight. With increasing level of complexity, for a synapse we define:
1. Monosynaptic information sources: the value of the synaptic weight to be changed and the corresponding pre-and postsynaptic neural states.
2. Presynaptic information sources: the state of the postsynaptic neuron and all its presy-naptic states and weights.
3. Pansynaptic information sources: the state of the postsynaptic neuron and all its pre-and postsynaptic states and weights.
Any other information source such as a synaptic weight on a different dendritic tree is considered as global. Monosynaptic information necessitates backpropagating signals from the soma into the dendrite. In real cells, backpropagating spikes have been observed; they provide an important signal for changes in synaptic efficacies [20] , especially long-term potentiation (LTP) [19] . In addition to this, presynaptic information necessitates the transmission of signals selectively all over the dendritic tree, whereas pansynaptic information is additionally based on the spreading of signals in the axonal tree back into the dendrites. This is not an entirely implausible requirement, considering the recently observed effect of backpropagating and laterally spreading synaptic depression in simple networks of hippocampal neurons [10] . The distinctions 1-3 are used here to characterize the information sources of neural algorithms. As an illustration, standard backpropagation uses pansynaptic information. Recurrent backpropagation uses global information on the parent network, but by introducing the auxiliary network, the information is rendered presynaptic. A prerequisite for biological neural algorithms is to rely on local information as much as possible. Complex tasks can be learnt by simple rules that act locally; the network complexity can be generated by sequential applications of simple rules. All complexity embodied in a neural algorithm itself may be an artificial and unnecessary sophistication. The requirement of locality concerns also temporal variables. The time delay between the biophysical or chemical processes which cause synaptic efficacies to change and the neural firing by which these processes were activated has to be reasonably small. Weight changes rely only on those states present at the time they take place, they rely on states in the past only indirectly by the intermediate of internal representations.
The efficiency of an algorithm is highly dependent on the learning task. The problem of deciding whether a fixed network architecture is capable of solving a given task is in general a NP-hard problem, as has been shown for multilayer perceptrons [5] . The enterprise of isolating the most efficient algorithm for current network architectures is impractical, unlike P=NP (e.g. unlike some problems which are commonly believed to be hard will be cracked one day).
In the real brain, the number of synapses is approximatively 10 4 times larger than the number of neurons. Each additional neural connection is an additional degree of freedom that may increase the representation potential. The search for internal representations is facilitated by dividing the entire task into smaller and simpler subtasks. There may be synaptic freedom available for encoding the constraints associated with the subtask, e.g. many weight changes might equivalently satisfy them. The changes in synaptic efficacies are not selected from a supply of choices in the real brain, but there is a passive and to a certain degree uncontrollable influence from the actual wiring of the network and the local presence of chemicals mediating synaptic plasticity. In a learning theory we may wish to have direct access to the variables controlling the plasticity and to be able to select which weight changes to physically realize. A high priority might be attached to minimal weight changes or to ones with minimal interference to the most recently generated representations. The principle of learning by tangential correlations is presented using a continuously running recurrent network. Neurons have current dynamics driven by spike rates, which is a plausible conversion from the description of neural activities by point spikes under general circumstances [3] . The function describing the frequency-current curve exhibits a clear firing onset and saturation: m(x) = max(0, tanh x).
The neurodynamics for the somatic currents I = (I 1 , ..., I N ) of N neurons are:
I i is referred to as the state of the neuron and the firing rate m(I i ) as its activity. J i is a stationary external input. For arbitrary weights W = (w ij ) there is no reason for this network to possess solely fixed point attractors like for networks with symmetric connections w ij = w ji [16] . However, in regular cases the dynamics lead to an eventual steady-state denoted by I i , which is what is assumed here:
The task for this network is to learn a given set of desired input associations indexed by µ: J µ → I d,µ (µ will be left out in the following for simplicity). A desired output value I d corresponds to a set of desired weights W d , to be found by the algorithm.
We rewrite the steady-state equation (2) as:
G is the configuration (vector-) potential. It assumes a value equal to the network input. In this notation, the steady state equations ( 
We have linearized the steady state equations and are confronted by N equations for up to N 2 unknowns ∆w ij (the exact number of unknowns depends on the network topology optionally fixed before learning onset). Geometrically, the vector (∆W, ∆I) is tangential to the configuration space of this particular input. The above use of G makes it very natural to call it a potential. A learning step is in this sense an equipotential displacement. Because ∆W and ∆I are precisely related to each other in deterministic networks, we see that it is not possible to separate supervised from unsupervised learning by the nature of either defining target fixed points nor a weight update rule. By assuming the existence of desired output values I d we are therefore not biased towards a specific learning paradigm, although the main focus of this paper is on supervised learning.
A way to proceed is to set ∆I = ǫ(I d − I), where ǫ (the learning rate) has to be reasonably small. For 1 < ǫ < 2, the state changes tend to overshoot their targets and converge by jumping back and forth; for ǫ > 2 the overshoots increase the distance of the states to their targets and we expect the algorithm never to converge. Further, the closer the state is to the target, the better is the linear approximation of the configuration space.
Next we compute ∆W . We rewrite the tangential relations in matrix notation as ∆W x = y, where x i = m(I i ) and
The ∆W with minimal squared norm can be found using the following cost function:
The λ i are the Lagrange multipliers associated with the tangential relations, they are unknown variables expressing the fact that the terms they are multiplied with have to vanish. P = (p ij ) is a matrix defining the topology of the network: p ij = 0 if the j'th neuron is not connected to the i'th one and otherwise p ij > 0, according to how much plasticity is assigned to the particular weight w ij . This is a constrained optimization problem. In order to compute the weight changes for which L is minimal, we set ∂L ∂(∆w ij ) = 0 and get:
By inserting this expression into the tangential relations, we obtain λ i , which, replaced back into (6) finally yields:
∆W (P ) is an outer product or a correlation matrix, it has the properties of a pseudoinverse [18] . By introducing P , we generate a set of equivalent ∆W . The entire family of equivalent weight changes is spanned by the homogeneous solutions of the tangential relations. These are matrices made of row vectors orthogonal to x and are constructed in analogy to the Gram-Schmidt orthogonalization procedure:
k , an arbitrary matrix M is projected onto x. Note that the projection has to be filtered by P in order to maintain the fixed wiring as for equation (7).
Mathematically, P and M parameterize the synaptic freedom which applies to ∆W (see Figure 1 ). The parameterization is not univalent, many different M and P give raise to the same ∆W . M has the purpose of augmenting the dimensionality of the solution, and P assures mainly its correct topology. Summarizing, we write down the full tangential correlation weight update using the original variables:
There are several important remarks to be made here. Consider M = 0. All presynaptic weight changes of neuron i are equally normalized in (8), because they share the same denominator. This holds for arbitrary P . For full and uniform connectivity (p ij = 1), the normalization is equal for all neurons. It is in principal not guaranteed that the denominator is always non-zero, e.g. when all the neurons are silent. Formally ∆W = ∞ in this case. But there are several ways to regularize the weight update: it is possible to define a new denominator by taking the maximum of the old one and a constant δ > 0; or, more elegantly, the denominator is always larger than 1 if there is a fully connected neuron always firing at a constant rate of 1; a computational element that has the purpose of a variable firing threshold. We will use the latter regularization method for training a feedforward network in section 3.3. . The basic tangential correlation weight update is the one with the smallest norm. The other equivalent weight updates (shown by the contour line) can be generated using the parameterization induced by the plasticity and memory matrices P and M.
P stands for plasticity. The larger a plasticity component p ij , the more relative importance is attributed to that weight compared to the other presynaptic weights of neuron i. Drawing connections with neurobiology, the plasticity matrix is a model for the spatial distribution of neuromodulatory chemicals that regulate the synaptic plasticity, it is an indicator of how easily neuromodulatory influences can be triggered. However, a high plasticity p ij does not produce any change ∆w ij if the presynaptic neuron is inactive. This is a consequence of the representation of ∆W by an outer product.
M stands for memory or momentum. It generates weight changes that leave the location of the fixed point unchanged. It has a hidden reinforcing effect and can be used to differentiate the actual pattern from the previous one by taking M t = ǫ 2 ∆W t−1 , where t is a discrete time index and ǫ 2 < 1 is an appropriate parameter. This M t reinforces 'optimally' (in the least squares sense) the previously learned internal representation with the effect of changing the basin of 6 attraction of the momentary fixed point. Several algorithms have proved to possess a faster convergence by using momentum terms similar to M t .
A close look at the learning rule (8) reveals that it only makes use of presynaptic information sources (∆w ij depends only on the presynaptic weights w ik ). Further, it solely depends on the monosynaptically available plasticity and momentum parameters p ik and m ik . With only a little simplification, the learning rule (8) becomes monosynaptic. This is shown in the next section.
Where to Go in State Space
How can we motivate the previous choice of state change ∆I = ǫ(I d − I)? The most compelling reason is that it corresponds to gradient descent on the error-function:
In contrast to 'classical' gradient descent we go down the error in state space:
, and not in weight space! We aim for a more physical understanding of the TC-rule. For this purpose we will neglect the denominator in equation (8); this changes the scaling of the learning rate ǫ. The basic learning rule with p ij = 1 and m ij = 0 may then be rewritten as:
where
∆I k is the resulting initial state velocity by which the network responds if the dynamics are initialized at ∆I i away from the actual fixed point. The network reacts like a spring that is elastically stretched beyond its resting length. The learning rule corresponds to plastically deforming the spring in the opposite direction by which the spring dynamics compensate for the elastic deformation. If we assume that the state velocity is part of the mechanical information available for each neuron, then we immediately see that this update is monosynaptic and therefore physically very simple.
A few words about convergence. Because the configuration space is connected everywhere, learning a single pattern does not pose any problems provided the steps are made small enough. This is a consequence of the linearity of the potential in W and the fact that the function m(x) is continuous. The learning network 'walks' along configurations in different directions for different patterns. A step in a one direction might counterbalance or enhance a step in another target, depending on the target locations. A necessary condition for the algorithm to arrive at both targets is that the intersection of their corresponding configurations is non-empty.
For unsupervised neurons there is no individual teaching signal such as a desired target. A special class of such neurons for supervised algorithms are 'hidden neurons', whose target value depends on a combination of teaching signals destined for output neurons. For the hidden neurons to contribute optimally to the reduction of the error, their targets come to lie along the gradient of the error. We will compare their representation to the representation arising from gradient descent in weight space.
But what if a neuron is not given a target value at all? Is it possible for it to have a computational purpose in supervised learning? This question is investigated by the introduction of the most extreme case where a neuron is taught not to adapt: ∆I i = 0 at each application of the learning rule. This neuron is blind; it remains at its fixed point. However its pre-and postsynaptic weights change according to learning rule (8): when many patterns are trained, then the successive changes of weights induce a shift of previously encountered fixed points. It is thus a second order effect that nevertheless causes representations of blind neurons to change; they may then become useful (see also Figures 3,4) .
A Recurrent Cortical Amplifier
Here the learning rule for fixed points (8) is applied to a simple amplifier task on two different networks, one with full connectivity and another with local connectivity and a global unconstrained neuron.
Full Connectivity
We consider a fully recurrent network of 10 neurons which are trained to amplify input currents. The 10 different input patterns each consist of a single neuron receiving an excitatory input. The task is to generate a steady state network activity resembling a Mexican-hat, centered on this neuron. The motivation for choosing such an apparently simple task is to be able to interpret the final weight matrix. Intuitively, the most straightforward connectivity giving raise to a cortical amplifier consists of local recurrent excitation and lateral inhibition. Such networks have been extensively studied and are often associated with cortical visual processing [7, 14] . Not surprisingly, this is exactly the unique connectivity found by the algorithm in 50 computer simulations differing only by their initial random weights which range uniformly from -0.25 to 0.25. Networks had a satisfactory precision, such as in Figure 2 .
Next, the same experiment is repeated on a network with an unconstrained neuron. Can it compensate for the lateral inhibition?
Nearest Neighbor Connections and an Unconstrained Neuron
A network of 11 neuron is trained the same task as before. Every output neurons is connected only to itself and its nearest neighbor by means of the plasticity matrix: p ij = 1 for |i − j| ≤ 1 and zero otherwise. There is an additional blind neuron that makes recurrent connections with all the output neurons. In 108 of 200 computer simulations differing by their random initial weights, the network found a solution (see Figure 3) . Good performance was usually reached after 150 weight updates.
This example demonstrates that the unconstrained neuron can contribute to the emergence of a solution. It becomes a global inhibitory neuron in approximatively half of the cases. In the other half, the output neurons tried to suppress the blind neuron, pushing it constantly below threshold. Of course, a neuron which is never active cannot be useful. Global inhibition is necessary for this task, because the desired fixed points for inactive output neurons are negative. Consistently, in a second type of experiment, where the blind neuron is constrained to always have a positive steady state, the necessary global inhibition is generated in every trial.
Unconstrained neurons learn slowly as a second order effect; in a first instance only constrained neurons try to achieve the task, but by making errors the unconstrained neurons gradually come to their rescue. The next section shows among other things that unconstrained neurons are less reliable for convergence than hidden neurons. 
A Three Layer Perceptron
Feedforward architectures are simpler than recurrent architectures. Solving the tangential relations on feedforward networks does not lead to a simpler update rule, because the learning rule for recurrent networks is presynaptic, no information propagates backwards. Eliminating recurrent connections does not affect the update rule. For the matter of characterizing the convergence properties of the algorithm, it is worth choosing a simple task on a simple architecture, where the acquisition of a large measurement set is facilitated.
On the simple perceptron, the output is given by: sign(I o ), where I o = k w k I i with inputs I i . A famous learning rule for this network is the Widrow-Hoff rule [29] given by: ∆w i = ∆I o I i i , where ∆I o = ǫ(I d − signI o ) and I d = −1, 1 is the desired classification of the input.
Alternatively, by solving the tangential relations of the perceptron, we find ∆w i = ∆I o I i i / k (I i k ) 2 . Thus tangential correlations reproduce qualitatively the Widrow-Hoff rule, up to the different normalization of ǫ (for ∆I o , we have to put a term pulling I o on the good side of the separating hyperplane defined by k w k I i k = 0. The simplest expression with this property is just ǫ(D − signI o ), which yields the Widrow-Hoff rule.)
But single layered perceptrons are not capable of universal computations, they fail to learn nonlinearly separable mappings such as the logical XOR-function. Being a standard task, we decide to train the XOR-function on a three layer perceptron with two neurons in the middle layer. The performance of our algorithm with hidden and blind neurons is compared to standard backpropagation.
Each neuron in the network is coupled to a constant input of 1, which facilitates the separation of the input patterns and regularizes the normalization of the tangential correlations. The activation function is m(x) = tanh x. The network equations and tangential relations of the perceptron are as follows (W I and W II are the weights from the input and hidden layer respectively): In this case only the input memory matrix M I can generate nontrivial weight changes 2 . In a first set of computer simulations, a random memory matrix M I is used at each weight update with uniformly distributed entries ranging from −5∆I o to 5∆I o . This variable range has the effect of generating weight changes that scale well with the actual output error. The network learns to generate the XOR-function in only slightly more than half of the trials differing by their random initial weights (see Figure 4a) . This performance is of course not brilliant. However, it is surprising that a network with blind interneurons and randomly changing input weights can still learn the task in most of the cases. Without the normalization, this algorithm is monosynaptic (the full equations are given in the appendix).
Next we test the learning performance with hidden neurons. Their representation is generated by the state gradient, ∆I m i = −ǫ
. This leads to:
We can verify that the sign of this prescription is correct. If an output state is too low then the state of an excitatory hidden neuron is taught to increase, pushing the output towards the desired value. Similarly, an inhibitory hidden neuron is subsequently suppressed in order to reduce its inhibitory effect on the output. If there were many output neurons, the expression (13) would have to be summed over all output neurons. The hidden unit then tracks the weighted mean correction of the output. The prescription (13) is postsynaptic, depending on postsynaptic weights and states (the full update rule is given in the appendix). Results of computer simulations are shown in Figure 4 . The representation of hidden neurons generated by standard backpropagation is based on the weight gradient; a simple calculation yields
. We see that apart from the scalar quantity I i 2 , this representation is equal to equation (13) . It is therefore not surprising that backpropagation has a qualitatively similar learning behavior. The quantitative difference resides in the dependence of the convergence rate on the learning rate ǫ (Figure 4b ). The TC-rule is very robust around the optimal working point which is at ǫ ≈ 0.8 and has a slightly faster convergence rate than backpropagation. This large learning rate suggests that the entire configuration space is well approximated by linearization -a pattern is learnt in nearly a single presentation. At ǫ = 2, the performance drops sharply to zero as expected.
Interpreting a neural network as mechanical constraints would not be interesting if it produced merely improved convergence results (for which there is a rich body of literature). But it would be interesting if it allowed for the creation of new simple algorithms on more complex networks. ε : Learning rate parameter mean number of learning steps Figure 4 : Convergence properties. a) The learning reliability of two TC-algorithms compared to standard backpropagation. The learning rate ǫ ranges from 0 to 2.5 in steps of 0.01. At each fixed value of ǫ, the networks were trained 50 times with the XOR-function using different random initial weights between −0.25 and 0.25 and a random presentation order of the input patterns. If in 3000 updates, the error did not go below 10 −3 , the task was considered as unlearnt. The graphs show the number of successful learning trials out of these 50 trials. The dashed line represents backpropagation; the thick line the TC algorithm with hidden neurons and the fine line the TC algorithm with unconstrained neurons. The performance of the algorithm with unconstrained neurons is almost independent of the learning rate over a large range of ǫ. The optimal performance of backpropagation occurs with smaller learning rates and in a narrower window than for the hidden TC-rule. Using hidden neurons, the TC-algorithm converges nearly always for ǫ between 0.5 and 1. b) The convergence rate. The graphs show the mean-number of weight updates for those trials only where the XOR-function has been learned successfully. The convergence rate with unconstrained neurons is unaffected by the learning rate. The smoothing of the curves was done by a convolution with a Gaussian of standard deviation 0.016, for better readability. 13 
Learning the Dynamics of a Spring
In the introduction the general difficulty of the acquisition and generation of time-dependent events has been mentioned. We demonstrate here that with only a minimal effort it is possible to generalize the previously studied algorithms to allow for the control of neural state dynamics. The supervised learning of desired curves in state space using tangential correlations has been shown elsewhere [13] . Brain activity can be rhythmic in several ways. Frequencies measured by electroencephalography can vary over several octaves, ranging from less than one Hertz (δ-rhythm) up to approximately thirty Hertz (β-rhythm). The oscillation frequency in thalamocortical circuits changes abruptly when the brain falls asleep [27] . High oscillation frequencies (50 − 90 Hertz) covarying in different cortical visual areas have been reported to depend on stimulus parameters, [9, 11] . Computationally, the generation of self-similar rhythms with variable time constants is a fundamental problem of speech generation. We can say "come here" very quickly when we are angry and very slowly when we are in a tender mood.
The task in this section is to learn the dynamic behavior of a spring with a variable loadthus to learn oscillations with variable frequencies. Unlike in the previous sections where every neuron was told by a teacher what to do, the learning here is unsupervised. A random initial wiring and random initial activation of the network is all that is needed. The process of rewiring the network is self-organized. The organizational principle, the fundamental plan for how to construct an oscillator is encoded on the same abstraction level as a biological plan arising from gene expressions. No controlling activity from outside intervenes. The collection of genes does not have enough memory capacity to store the wiring patterns of neural circuitry in each cell of our body. But genes can express mechanisms by which these circuits are constructed and maintained. Similarly, the information we give ourselves about the oscillator is not its network realization, but its building plan.
The Newtonian equations for the position x and the velocity v of a spring are:
where ω = k/m is the quotient of the spring constant and the mass, corresponding to the oscillation frequency. In the first experiment, the frequency (mass) is fixed. It will be variable only in later experiments.
The network architecture chosen has the original neurodynamics (1). What makes them different from the steady state equations (2) is an additional term:İ. The configuration space of the network is extended by this term, it is an additional degree of freedom generating the implicit time-dependence of the network variables. The extended constraint potential is defined as:
The input J, which G ′ has to equal, can be stationary or time-varying. Setting the total derivative of the potential equal to zero, and solving the tangential relations yields the update rule (p ij = 1 and m ij = 0):
There is no increase in the complexity of the algorithm when extended to the full timedependence of the network! Weight updating is based solely on information about the network that is presynaptic and instantaneous.
14 The error function which we want to minimize is:
I 1 and I 2 correspond to the position and velocity respectively as given in equation (15) . We want the first neuron to represent the position and the second to represent the velocity of the spring. The corrective state terms of the two output neurons to be replaced in (16) are derived by gradient descent: ∆I = −ǫ ∂E ∂I and ∆İ = −ǫ ∂E ∂İ . The training procedure is the following: The states of the two neurons are randomly initialized between -1 and 1. After a small, but random time, weight updating is performed, upon which the states are reinitialized. This is repeated as many times as necessary. A fully connected network only consisting of the two output neurons with zero inputs performs very well when trained on this task (see Figure 5a ). This is because the spring dynamics are reproduceable with good accuracy for small amplitudes by a network with the following weights:
The task gets more complicated when the load of the spring is variable. We train a network of 5 fully connected neurons. The representation of the 3 hidden neurons is generated by gradient descent: ∆I
The first hidden neuron is supplied with an input reporting the desired frequency (J h 1 = ω), ranging over two octaves: ω = 0.5 to 2.
This network is not able to perform well on the task. The mean mismatch between the true and learned frequencies never drops below 10%. The difficulty encountered by the network does not reside as much in the learning algorithm as in its architecture. Some of its parts thus have to be made more sophisticated to improve the learning performance.
We proceed by expanding the notion of a synaptic weight by an additional modulatory term: w ij → ω λm(v ij ) w ij . m(x) = tanh(x), and λ > 0 is a global constant, indicating up to which power, the input frequency can be elevated. If the individual modulatory weight v ij is positive, then the input frequency amplifies the synaptic weight. On the other hand, a negative modulatory weight will cause the input frequency to suppress the synaptic weight. The direction of synaptic weight modulation as a function of input frequency is thus dependent on the polarity of the modulatory weight.
A fully connected and randomly initialized network of 2 neurons with zero inputs using these extended synapses is trained. At random times either the synaptic or the modulatory weights are updated using tangential correlations. This is done by excluding the other kind of weights from the configuration space G ′′ (W, V, I,İ) = J (these exclusions have the purpose of simplifying the tangential relations). Thus, for example, when the synaptic weights are updated, the modulatory weights are not treated as variables, but as constants. Results of computer simulations are shown in Figures 5b and 5c . This more elaborate synapse is a computational element common to the so-called sigma-pi neurons. Due to their ability to multiply their inputs, they can perform some computations more easily than simple summing neurons do [8] . Having the physical equations of the spring in mind, we know that the only nonvanishing modulatory weight after successful learning has to be v 21 (we must have λm(v 21 ) = 2). In other words, the network architecture chosen here is well adapted to the task. Critically, it could be argued that the task has become trivial given this architecture. However, the success of the algorithm is still somewhat surprising: weights of completely different nature (synaptic and modulatory) can be trained by the same principle.
The learning times are random; there is no notion of causality between applications of the update rule. The weight update reflects only the physical constraints of neural states, not the moment in time when the constraints have to hold true. Learning occurs at random moments of 'consciousness' at which the actual states are compared to each other according to the differential equation for the spring. The network links the discretely learnt events to a natural sequence, natural according to the network architecture. 
Discussion
The approach to neural networks studied here is their role of generating configurations of mechanical variables. Synaptic weights are treated on the same level as neural states. Learning consists of manipulating the weights such that the constraint of maintaining a proper config-uration pushes the network states towards their target values. By linearizing, we are able to parameterize all weight changes that produce the locally optimal improvement in state changes. The learning rate ǫ is dimensionless and does not scale with the number of neurons in the network. It can be chosen to be very large, almost up to a magnitude where the network performs single trial learning. However, ǫ scales with the number of patterns to be learnt: for a large data set it should preferably be small. The algorithms are simple independent of the network architecture and the task. This is obvious from linearization and is nicely illustrated by the algorithm operating on recurrent state dynamics, being not more complex than any algorithm operating on a feedforward network. It is surprising that such algorithms have not been investigated before in the literature, because the idea of solving the linearized network equations is at least as simple as computing the weight gradient of an error surface. On recurrent networks, state gradient algorithms are based solely on presynaptic information sources. In this sense, they incorporate what Rumelhart meant by: "... it is worth looking for more biological plausible ways of doing gradient descent in neural networks [24] ." An interesting topic to be discussed seems to be the relation of weight gradient and state gradient algorithms.
The gradient in weight space is unique and leads to a unique weight update. For state gradient algorithms, the weight update is not unique due to the smaller dimensionality of state space. This freedom is not a disadvantage, on the contrary, it can be used to resolve local ambiguities and interferences. State gradient algorithms scale with the distance in state space. For weight gradient algorithms, the learning rate ǫ is not dimensionless and its meaning is therefore less obvious. Weight gradient algorithms scale badly with the slope of the error surface. If the surface is steep, the gradient vector is long, thus although a small weight change would be sufficient to step down the error surface, the algorithm produces a large weight change. On the other hand, if the surface is flat, the weight changes are only very small, although large changes are needed to step down the error surface. Weight gradient algorithms move on the error surface like a drunken hiker who jumps down mountains and creeps along the coast. This conflict has been widely recognized in the literature and gave rise to speeding-up techniques like the original momentum term of Rumelhart et al., additional normalization terms based on Newton's method for finding the roots of an equation [28] and the use of the natural instead of the ordinary gradient [2] and many others.
In which direction in state space do weight gradient algorithms proceed? As an example, we take recurrent backpropagation. If in the tangential relations, equation (4), we put in the recurrent backpropagation update ∆W RB [23] and solve them for the corresponding state changes ∆I RB , we find:
where (L) ij = δ ij − m ′ (I i )w ij . The matrix (LL T ) −1 is positive definite; all its eigenvalues are real and positive. Therefore there exists a coordinate frame in which ∆I RB equals ∆I with some stretched and some contracted components, depending on whether the corresponding eigenvalues are smaller or larger than one. This means that ∆I RB and ∆I cannot differ by more than 90 degrees: recurrent backpropagation approaches the target in a series of zig-zags either side of the shortest path. The same is true for standard backpropagation on layered perceptrons. Every step indirectly decreases the distance to the target. This illustrates the suboptimal scaling of weight gradient algorithms.
A disadvantage of weight gradient algorithms is that they may get stuck in local minima of the error surface. The same holds true for tangential correlation algorithms when the configuration space is locally flat. There exist methods for escaping local minima when using backpropagation [12] . For TC-algorithms, a simple method to escape bad configurations might be to make a clever use of the synaptic freedom.
It is possible to use the tangential relations for 'softer' methods like reinforcement learning. Training can be done with a critic, telling whether to enhance or suppress activity: ∆I = ±ǫ, depending on whether an association is rewarded (+) or penalized (-). This is in analogy to reward predicting signals originating from dopaminergic neurons found in biological systems [25] . Alternatively, like we just did for recurrent backpropagation, well known learning rules like the Hebb rule can be analyzed on different architectures for their implicit target states; this is of importance for the full understanding of a learning rule.
