Abstract. We describe an infinitary logic for metric structures which is analogous to Lω 1 ,ω . We show that this logic is capable of expressing several concepts from analysis that cannot be expressed in finitary continuous logic. Using topological methods, we prove an omitting types theorem for countable fragments of our infinitary logic. We use omitting types to prove a two-cardinal theorem, which yields a strengthening of a result of Ben Yaacov and Iovino concerning separable quotients of Banach spaces.
Introduction
In this paper we study an infinitary logic for structures based on metric spaces. Our logic is the natural generalization of L ω1,ω to the setting of metric structures, and our main result is an Omitting Types Theorem for this logic.
Real-valued logics have had a variety of applications in analysis, beginning with the introduction of ultrapowers of Banach spaces by Dacunha-Castelle and Krivine in [DCK70] . Krivine, and later Stern, used this approach to solve important problems in functional analysis [Kri76] , [KM81] , [Ste78] . See also [Kri72] , [Kri74] , [Kri84] . In [CK66] Chang and Keisler develop a general framework for continuous model theory with truth values in a fixed compact Hausdorff space K, with the case K = [0, 1] being the motivating example. In recent years there has been a considerable amount of activity in the [0, 1]-valued logic known as first-order continuous logic, which Ben Yaacov and Usvyatsov introduced in [BYU10] as a reformulation of Henson's logic for Banach spaces (see [HI03] ) in the framework of [CK66] . See [BYBHU08] for a self-contained introduction to first-order continuous logic.
In this paper we extend the [0, 1]-valued logics mentioned above by allowing formulas with conjunctions and disjunctions of countable length, which makes our logic a [0, 1]-valued version of L ω1,ω . Including infinitary formulas in our logic allows us to axiomatize important classes of structures from functional analysis (see Section 2). Our logic does not satisfy the compactness theorem, but as our main result shows, countable fragments of this logic do satisfy the classical Omitting Types Theorem.
In the [0, 1]-valued setting we say that a type is principal over a theory T if there is a formula ϕ consistent with T , and an approximation ϕ ′ of ϕ, such that in models of T elements satisfying ϕ ′ are realizations of Σ (see Definition 4.10). Our main result is the following:
Theorem A. Let S be a metric signature, and let L be a countable fragment of L ω1,ω (S). Let T be an L-theory. For each n < ω, let Σ n be a type of T that is not principal over T . Then there is a model of T that omits every Σ n .
Each type Σ n is in finitely many variables, but the number of variables may increase with n. For certain fragments of L ω1,ω , which we call continuous fragments, Theorem A implies an Omitting Types Theorem in which the resulting model is based on a complete metric space (Proposition 4.13). This latter version generalizes Henson's Omitting Types Theorem to infinitary languages (see [BYU07] ). Henson's theorem is the motivation for recent uses of omitting types to characterize certain classes of operator algebras [CCF + 12] . In the finitary setting it is straightforward to generalize the Omitting Types Theorem to uncountable languages (see Theorem [CK90, Theorem 2.2.19]). However, the main result of [CI12] shows that Theorem A cannot be generalized to arbitrary uncountable fragments of L ω1,ω .
Our approach is topological, based on the connection between omitting types and the Baire Category Theorem. The Omitting Types Theorem for the classical (discrete) L ω1,ω is originally due to Keisler in [Kei71] . Later Morley [Mor74] obtained the same result by showing that a relevant topological space is metrizable by a complete metric. In our proof of Theorem A we avoid the issue of metrizability by instead working with a topological notion of completeness. Applying our proof in the classical setting thus gives a simplification of Morley's argument. We have learned from Iovino [Iov] that Caicedo has independently, in unpublished work, obtained the conclusion of Theorem A by adapting Morley's argument.
As applications of Theorem A we prove a [0, 1]-valued version of Keisler's twocardinal theorem (Theorem 5.3), and we extend a result of Ben Yaacov and Iovino from [BYI09] regarding non-trivial separable quotients of Banach spaces (Corollary 5.4).
The paper requires only basic knowledge of classical first-order model theory. In Section 1 we provide the needed background material from both general topology and the model theory of metric structures. In Section 2 we introduce our [0, 1]-valued version of L ω1,ω and state some of its basic properties. The topological spaces we will use in the proof of Theorem A are described in Section 3. In Section 4 we prove that the topological space from the previous section satisfy a topological completeness property which implies that they are Baire spaces. We then show that these topological results imply Theorem A. Section 5 contains the two-cardinal theorem and the applications to separable quotients of Banach spaces.
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1. Preliminaries 1.1. Topological preliminaries. The spaces we will use are not T 0 , but do have other separation properties. In particular, we say that a space is completely regular to mean that points and closed sets can be separated by continuous functions, without assuming the Hausdorff condition. The most important notion from topology for us is the notion of Baire category. Recall that if X is a topological space and A ⊆ X, then A is nowhere dense if int(A) = ∅. A space X is Baire if whenever A n , n < ω are closed nowhere dense subsets of X, then X \ n<ω A n is dense in X. The classical Baire Category Theorem states that locally compact Hausdorff spaces and completely metrizable spaces are Baire. The spaces we will be considering are neither locally compact nor metrizable, but they do have a more general property, which we shall now describe. Recall that a family F of sets is centred if
Definition 1.1. Let X be a completely regular space. A complete sequence of open covers of X is a sequence U n : n < ω of open covers of X with the following property: If F is a centred family of closed subsets of X such that for each n < ω there is F n ∈ F and U n ∈ U n such that F n ⊆ U n , then F = ∅. A completely regular space X isČech-complete if there exists a complete sequence of open covers of X.
If the space X is completely regular and Hausdorff then X isČech-complete if and only if X is a G δ subspace of some (equivalently, every) compactification. For metrizable spaces, beingČech-complete is equivalent to being completely metrizable. It follows from these two facts that if X is either locally compact Hausdorff or completely metrizable then X isČech-complete. The following result states the two key facts aboutČech-complete spaces that we will use in the proof of Theorem A. These facts are stated and proved in [Eng89] for completely regular Hausdorff spaces, but the proof does not use the Hausdorff condition. Lemma 1.2. Let X be a completely regular space.
( [Tal74] assumes the Hausdorff condition, but the result forČech-complete Hausdorff spaces implies the same result for arbitraryČech-complete spaces. If X is aČech-complete space and ≡ is the relation of topological indistinguishability, then X/ ≡ is aČech-complete Hausdorff space. It is routine to check that for any cardinal κ, if X/ ≡ is κ-Baire then so is X.
1.2. Metric structures. Our results in this paper concern model theory for structures based on metric spaces. In order to keep the paper self-contained, we present here the necessary background material about these structures. If (M, d) is a metric space and n ∈ ω, then we consider M n as a metric space in the metric We say that the structure M is based on the metric space (M, d). We allow the possibility that the sets of distinguished functions and elements may be empty. Observe that if M is a metric structure where the metric d is the discrete metric, and each P : M n → [0, 1] actually takes values in {0, 1}, then M is a structure in the usual sense of first-order logic. We call such structures discrete structures. For certain structures, such as those based on normed spaces, the requirement that metric structures have metrics bounded by 1 can be overcome by taking the structure of the unit ball of the normed space, rather than the entire space. Alternatively, one can introduce a multi-sorted version of metric structures, and then take as sorts scaled versions of the closed balls of integer radius.
In many examples it is desirable to have metric structures where the underlying metric spaces are complete. Suppose that M is a metric structure based on the metric space (M, d). Then since all of the distinguished functions are uniformly continuous, they extend uniquely to the completion (M , d) of (M, d). We denote by M the structure based on (M , d), with the distinguished functions given by the unique extensions of the distinguished functions of M, and call this structure the completion of M.
Various special classes of metric structures have been considered in the literature. For example, metric structures with 1-Lipschitz functions and predicates are the structures used in Lukasiewicz-Pavelka logic [H98] . Metric structures based on complete metric spaces are the subject of continuous logic [BYU10] .
The metric structures form the semantic objects for [0, 1]-valued model theory. We now introduce the corresponding syntax. By a modulus of continuity for a uniformly continuous function f : M n → M we mean a function δ : Q ∩ (0, 1) → Q ∩ (0, 1) such that such that for all a 1 , . . . , a n , b 1 , . . . , b n ∈ M and all ǫ ∈ Q ∩ (0, 1),
Similarly, δ is a modulus of continuity for P :
Definition 1.5. A metric signature consists of the following sets, any of which may be empty:
• A set of function symbols, each with an associated arity and modulus of continuity, • A set of predicate symbols, each with an associated arity and modulus of continuity, • A set of constant symbols.
If S is a metric signature and M is a metric structure, then M is a S-structure if the distinguished functions of M have the moduli of continuity of the corresponding symbols of S. If M and N are S-structures we have the natural notion of substructure, which we denote by M ⊆ N.
We will need the notion of an ultraproduct of metric structures. Ultraproducts of metric spaces were introduced independently by Krivine in the context of Banach space theory [Kri67] , and by Luxemburg in the context of nonstandard hulls of metric spaces [Lux69] . We will only sketch the construction here -for details, see [BYBHU08, §5] . If X is a topological space, (x α ) α<κ is a κ-sequence of points from X, and D is an ultrafilter on κ, then we denote the ultrafilter limit of the x α 's along D (when it exists) by lim α→D x α . Suppose that κ is an infinite cardinal, and that M α , d α is a metric space of diameter at most 1 for each α < κ. Let D be an ultrafilter on κ. Define a function d on the cartesian product α<κ M α by
The function d is a pseudometric on α<κ M α . We define the ultraproduct of the M α 's to be the metric space obtained from the pseudometric space α<κ M α , d by taking the quotient by the relation d(x, y) = 0. We denote the ultraproduct by D M α . Now suppose that for each α < κ we have a uniformly continuous function f α : M n α → M α , and that there is a single function δ that is a modulus of uniform continuity for each
We define the ultraproduct of the f α 's to be the function
It follows from the assumption that δ is a modulus of uniform continuity for every f α that f is well-defined and also has δ as a modulus of uniform continuity. 
L ω1,ω for metric structures
In this section we describe a natural analogue of L ω1,ω in the [0, 1]-valued setting. Given a metric signature S, the terms of S are defined exactly as in classical firstorder logic.
Definition 2.1. Let S be a metric signature. An atomic formula of S is an expression of one of the following two forms:
• d(t 1 (x), t 2 (x)), where t 1 and t 2 are terms, • P (t 1 (x), . . . , t n (x)), where t 1 , . . . , t n are terms.
Definition 2.2. Let S be a metric signature. We define the formulas of L ω1,ω (S) recursively, as follows:
, and the total number of free variables used in all the ϕ n 's is finite, then sup n<ω ϕ n is a formula.
The semantics for this logic is given by a recursive definition analogous to the definition of satisfaction in the classical setting. For a metric signature S, an Sterm t(x), and an S-structure M, we denote by t M the function
Note that we always have ϕ M (a 1 , . . . , a n ) ∈ [0, 1]. We write M |= ϕ(a 1 , . . . , a n ) to mean ϕ M (a 1 , . . . , a n ) = 1. Note that we do not have negation in the classical sense; for an arbitrary sentence σ, there may be no sentence ∼σ such that for each M we have M |= ∼σ if and only if M |= σ. In particular, we can express "x = y" by the formula "1 − d(x, y)", but we cannot in general express "x = y".
The interpretation of the connective → will be particularly important for us later, because of the following observation:
The connective → allows us to define the connectives commonly used in firstorder continuous logic. We define ¬, ∧, and ∨ as follows:
Then it is easy to check that M |= ϕ∧ψ if and only if M |= ϕ and M |= ψ. Similarly, ∨ corresponds to disjunction, and (¬ϕ)
We also have the truncated addition, defined as ϕ ∔ ψ = ϕ → ¬ψ.
Remark 2.4. Using only the Lukasiewicz implication → and the rational constants we can obtain the function x → 
Once we have the connective x 2 we obtain all dyadic rational multiples of x by using ∔. It then follows by the Stone-Weierstrass Theorem for lattices (see [GJ76] ) that every continuous F : [0, 1] n → [0, 1] can be uniformly approximated by functions on our list of connectives. In the setting of metric structures based on complete metric spaces, an infinitary [0, 1]-valued logic similar to ours was used in [BYI09] , but with additional technical requirements on the moduli of continuity of the ϕ n when forming sup n<ω ϕ n .
We think of sup n<ω ϕ n as an approximate infinitary disjunction of the ϕ n 's, since M |= sup n<ω ϕ n if and only if for every ǫ ∈ Q ∩ (0, 1) there is n < ω such that ϕ M n > ǫ. We sometimes write n ϕ n instead of sup n ϕ n . Similarly, we think of sup y ψ as an approximate version of ∃y ψ, and sometimes write ∃y instead of sup y . We define inf n ϕ n (or n ϕ n ) as an abbreviation for ¬ sup n ¬ϕ n , and define inf y ψ (or ∀y ψ) as an abbreviation for ¬ sup y ¬ψ. Both of these abbreviations have the expected semantics. Moreover, M |= n ϕ n if and only if M |= ϕ n for every n, and similarly M |= ∀y ϕ(y) if and only if M |= ϕ(a) for every a ∈ M.
The following is a partial list of classes of structures from analysis that can be axiomatized in our L ω1,ω :
• All classes of structures axiomatizable in finitary continuous logic. In the signature of lattices the class of Banach lattices isomorphic to L p (µ) for a fixed 1 ≤ p < ∞ and measure µ is axiomatizable, by results from [BDCK66] , [DCK72] . The class of Banach spaces isometric to L p (µ) is also axiomatizable in the signature of Banach spaces (see [Hen76] ), as is the class of Banach spaces isometric to C(K) for a fixed compact Hausdorff space K (see [Hei81] ). Further examples are described in [HI03, Chapter 13]. More recent examples include subclasses of the class of Nakano spaces [PR08] .
• In any signature with countably many constants (c i ) i<ω , the statement that the constants form a dense set can be expressed by the following sentence:
• In the signature of normed spaces with countably many new constants (c i ) i<ω , the following formula ϕ(x) expresses that x ∈ span { c i : i < ω }:
We can express that (c i ) i<ω is a λ-basic sequence for a fixed λ with the sentence σ λ :
We can therefore express that (c i ) i<ω is a Schauder basis:
Note that this cannot be expressed in the finitary fragment of L ω1,ω , since having a Schauder basis implies separability, and every separable Banach space is elementarily equivalent (in the finitary fragment) to a non-separable space.
The same ideas as in the above example allow us to express that X (or equivalently, X * ) is not super-reflexive -see [Pis, Theorem 3.22 ].
• In the signature of normed spaces with an additional predicate |||·|||, we can express that · and |||·||| are equivalent by the axioms for |||·||| being a norm, plus the sentence:
• In the signature of Banach spaces augmented with two new sorts Y, Z for closed (infinite-dimensional) subspaces, the following expresses that Y and Z witness the failure of hereditary indecomposability (see [AT04, Proposition 1.1]):
• Failures of reflexivity can be expressed as follows. Beginning with a twosorted signature, each sort being the signature for Banach spaces, add countably many constants (c i ) i<ω to the first sort, and (c * i ) i<ω to the second sort. Let S be the signature obtained by then adding a relation symbol F for the natural pairing on X × X * . Then in structures (X, X * ), the following expresses that the constants witness the non-reflexivity of X (see [Pis, Theorem 3 .10]):
This example cannot be expressed in the finitary fragment of L ω1,ω , since it is known that there are reflexive Banach spaces with non-reflexive ultrapowers.
• The failure of a Banach space to be stable, in the sense of Krivine and Maurey [KM81] , can be axiomatized in the signature of normed spaces with constants (c i ) i<ω and (d i ) i<ω as follows:
More generally, we may replace x − y with any formula ϕ(x, y) to express that ϕ is not stable (see [BYU10] ). It is well-known that stability is not axiomatizable in finitary logic.
2.1. Fragments of L ω1,ω . In the discrete setting the Omitting Types Theorem does not hold for L ω1,ω , but does hold for countable fragments of L ω1,ω . Since our goal is to obtain a [0, 1]-valued version of the Omitting Types Theorem, we introduce the notion of a fragment of our
,ω (S)-formulas with the following properties:
• Every atomic formula is in L.
• For each q ∈ Q ∩ [0, 1], the constant formula q is in L.
• L is closed under sup x , →, and ¬.
• L is closed under substituting terms for variables.
It is easy to see that given any countably many formulas of L ω1,ω there is a smallest countable fragment containing all of them. Note also that every fragment contains every finitary formula. If L is a fragment of L ω1,ω , and M, N are L-
and for all L-formulas ϕ(x 1 , . . . , x n ) and all a 1 , . . . , a n ∈ N, ϕ N (a 1 , . . . , a n ) = ϕ M (a 1 , . . . , a n ). We will need the following version of the Downward Löwenheim-Skolem Theorem. The full logic L ω1,ω does not satisfy Downward Löwenheim-Skolem, but for countable fragments the standard proof from the first-order case adapts easily. It will occasionally be useful for us to restrict the formulas in a fragment to those which define continuous functions on each structure.
In [BYI09] syntactic conditions on formulas are presented that ensure continuity, so their infinitary logic is an example of a continuous fragment of our L ω1,ω . It is easy to see that if L is any continuous fragment then for every L-structure M, M L M.
The logic topology
We now describe a topological space associated with a given fragment of L ω1,ω . A space similar to the one presented here was used by Caicedo and Iovino in [CI12] to study omitting types in the context of abstract [0, 1]-valued logics, and for the finitary part of our L ω1,ω in particular.
Definition 3.1. Let S be a metric signature, and let L be a fragment of L ω1,ω (S). Let Str(L) denote the class of all countable L-structures. For each L-theory T , define
Observe that the collection of classes of the form Mod(T ) is closed under finite unions and arbitrary intersections (the latter uses that L is closed under ∧ and ∨). Also, Str(L) = Mod(∅). Hence the collection of complements of classes of the form Mod(T ) forms a topology on Str(L). This is the topological space that we will use to prove the Omitting Types Theorem. On the other hand, we also have that if M, N ∈ Str(L), then M, N are topologically indistinguishable in the logic topology if and only if M ≡ L N. As a result, the logic topology is not T 0 . It is possible to create a Hausdorff space that shares many of the properties of Str(L) by taking the quotient of Str(L) by the elementary equivalence relation, but for our purposes it is simpler to work directly with Str(L) and its subspaces.
Remark 3.3. Our definition of Str(S) raises certain foundational issues. The logic topology is defined as a collection of proper classes, and thus is problematic from the point of standard axiomatizations of set theory, such as ZFC. There are two natural ways to overcome this difficulty. The first is to replace the class of all L-structures by the set of all complete L-theories. Informally, this is equivalent to working with the quotient Str(L)/ ≡ L mentioned above. An alternative approach is to notice that every structure we need in the proof of Theorem A is of cardinality at most 2 ℵ0 . We could then use Scott's trick (see e.g. [Jec78, 9.3]) to select one representative from each isomorphism class of L-structures of cardinality at most 2 ℵ0 , and then replace the class of all L-structures by the set of these chosen representatives. In what follows we will use Str(L) as originally presented, as the reader will have no difficulty translating our arguments into either of these two approaches.
Proof of omitting types
We fix, for the entirety of this section, a metric signature S and a countable fragment L of L ω1,ω (S). If C is any set of new constant symbols, we denote by
The sentences of L C are exactly those sentences of the form ϕ(c 1 , . . . , c n ) for some c 1 , . . . , c n ∈ C and ϕ(x 1 , . . . , x n ) ∈ L. If D is a set of constant symbols with C ⊆ D and T is an L C -theory, we write Mod
M |= T } when necessary to avoid ambiguity. If M is an L-structure and a = { a i : i < ω } is a set of elements of M, then the L C structure obtained from M by interpreting c i as a i is denoted by M, a .
We now fix a countable set C = { c 0 , c 1 , . . . } of new constant symbols and an enumeration { ϕ 0 (x), ϕ 1 (x), . . . } of the L C -formulas in exactly one free variable x. We will primarily work in the following subspace of Str(L C ):
The following remark states the main property of W that we will use.
Remark 4.1. If M, a ∈ W and M |= sup x ϕ(x), then for each ǫ ∈ Q ∩ (0, 1) there is j < ω such that M, a |= ϕ(c j ) ≥ ǫ. More generally, it follows from the fact that we can express inequalities in our formulas that if (sup x ϕ(x)) M,a > r then there exists r ′ ∈ Q ∩ (r, 1) and j < ω such that M, a |= ϕ(c j ) ≥ r ′ .
The preceding remark gives the following version of the Tarski-Vaught test for structures in W. The proof, which is a straightforward induction on the complexity of formulas, is left to the reader.
where M ↾ a is the substructure of M generated by a.
We note that W is non-empty, since given any countable L-structure M we may interpret C as an enumeration a of M to obtain M, a ∈ W.
There are two parts to the proof of our main result. First, in Section 4.1 we show that W isČech-complete. Then in Section 4.2 we relate the model-theoretic notion of principal types to Baire category in W, and use this to prove the Omitting Types Theorem. Section 4.3 is concerned with adapting our proofs to the context of structures based on complete metric spaces. 
For a sentence σ and a rational open interval I ⊆ [0, 1], we temporarily abuse notation to write
Mod(σ ∈ I) = M ∈ W : σ M ∈ I .
We construct the sequence U n : n < ω recursively, so that the following properties hold: 
It is clear that a sequence U n : n < ω satisfying (a) and (b) will satisfy (1) -(3).
For the base case, define
Since the intervals in I 0 are open, U 0 is an open cover, and the conditions in (b) are satisfied trivially. Suppose that U n is defined satisfying (a) and (b). We first refine U n to a cover U n as follows. For each function f : I n → I n+1 , and each
If σ n+1 is not an infinitary disjunction and is not of the form sup x ϕ, then define
Note that U n+1 is a cover of W since U n is a cover of W and I n+1 is a cover of [0, 1]. If σ n+1 is the infinitary disjunction sup i<ω χ i , then define
Finally, if σ n+1 is of the form sup x ϕ, define
It is easy to see that (b) is preserved, so we only need to observe that U n+1 is a cover of W. This follows from Remark 4.1 and the fact that U n is a cover. Proof. Let U n : n < ω be a sequence of open covers as given by Lemma 4.3. Let F be a centred family of closed sets such that for each n < ω there is F n ∈ F and U n ∈ U n such that F n ⊆ U n . To show that U n : n < ω is a complete sequence of open covers, we must show that F = ∅. It is easy to check, using (1) from Lemma 4.3, that
Proof of Claim 4.4.1. The proof is by induction on the complexity of σ. The case where σ is an atomic sentence follows directly from the definition of the ultraproduct (Definition 1.6), and the case where σ is the result of applying a finitary connective follows from the continuity of the finitary connectives and the definition of ultrafilter limits, so we only need to deal with the infinitary disjunction and sup x ϕ cases.
It is sufficient to show that for each a ∈ Q ∩ (0, 1), a < σ D Mn if and only if n < ω :
Hence there is some j < ω such that
So by the inductive hypothesis, lim n→D χ Mn j > a. That is,
We have χ 
≤ σ
Mn for each n, so n < ω : σ Mn > a ⊇ n < ω : χ Mn j > a , and hence n < ω :
Note that, by the inductive hypothesis, it suffices to find j < ω such that n < ω : χ 
Suppose that n < ω : (sup x ϕ)
Mn > a ∈ D. As in the previous case, by (1) of Lemma 4.3 we can find k < ω such that (sup x ϕ) N > a for all N ∈ U k . By (3) of Lemma 4.3 we get j < ω such that ϕ(c j )
N > a for all N ∈ U k . For all n ≥ k we have ϕ(c j )
Mn > a, and hence lim n→D ϕ(c j ) Mn > a. By the inductive hypothesis we have ϕ(c j ) D Mn > a, and therefore (sup x ϕ) D Mn > a as well. Now suppose that n < ω : (sup x ϕ)
Mn > a ∈ D. In order to prove that (sup x ϕ) D Mn ≤ a, we consider two cases. The case n < ω : (sup x ϕ) Mn < a ∈ D is handled in the same way as the previous paragraph. For the other case, suppose that n < ω : (sup x ϕ) Mn = a ∈ D. Then for each ǫ ∈ Q ∩ (0, 1) such that ǫ < min { a, 1 − a }, we also have
As in the preceding cases, this implies that (sup x ϕ) D Mn ∈ (a − ǫ, a + ǫ) for each such ǫ. Taking ǫ → 0 we obtain (sup x ϕ) D Mn = a. ⊣ -Claim 4.4.1
For each F ∈ F, let T F be a theory such that F = Mod(T F ). Then Claim 4.4.1 implies that D M n |= T Fm for every m < ω, so it only remains to check that D M n ∈ W. The proof is essentially the same as the last case of the claim. Suppose that ϕ(x) is an L C -formula in one free variable, and that (sup x ϕ) D Mn = 1.
Fix r ∈ Q ∩ (0, 1). We need to find j such that ϕ(c j ) D Mn > r. By Claim 4.4.1 we have lim n→D (sup x ϕ) Mn = 1, so
Using (1) and (3) of Lemma 4.3 we can find k and j such that ϕ(c j ) N > r for all N ∈ U k . Hence n < ω : ϕ(c j )
Mn > r ∈ D, and by Claim 4.4.1 we have ϕ(c j ) D Mn > r. 
Proof of Omitting Types.
In this section we connect the model-theoretic notions in the statement of Theorem A to the topology of the space W. The connection between Baire spaces and the Omitting Types Theorem in classical logic is well-known. We give a proof in our [0, 1]-valued setting for completeness, following the arguments in [CI12] closely. For simplicity we present the details of the proof in the case where the signature S contains no function symbols. After the proof is complete we will describe the modifications necessary for the general case.
Recall that a set of L-formulas Σ(x 1 , . . . , x n ) is a type of T if there is M |= T and a 1 , . . . , a n ∈ M such that M |= ϕ(a 1 , . . . , a n ) for all ϕ(x 1 , . . . , x n ) ∈ Σ(x 1 , . . . , x n ). When S has no function symbols, the definition of a type of T being principal takes the following simplified form: Definition 4.6. Let T be an L-theory in a signature without function symbols. A type Σ(x) of T principal over T is there is an L-formula ϕ(x) such that T ∪ ϕ(x) is satisfiable, and for some r ∈ Q ∩ (0, 1) we have T ∪ { ϕ(x) ≥ r } |= Σ(x). We say that such ϕ and r witness the principality of Σ.
We can now give the connection between principality of types and Baire spaces.
Lemma 4.7. Let Σ(x) be a type of an L-theory T , and let c be new constant symbols. Then Σ(x) is principal if and only if Mod
Proof. Assume that Σ(x) is principal, and let ϕ(x) ∈ L and r ∈ Q∩(0, 1) witness the principality of Σ. Then T ∪ { ϕ(x) } is satisfiable, and hence
Conversely, suppose that Mod L c (T ∪ Σ(c)) has nonempty interior in Mod L c (T ), so it contains a basic open class. That is, there is an L c -sentence ϕ(c) such that
It follows that there exists s ∈ Q ∩ (0, 1) such that T ∪ { ϕ(x) ≥ s } is satisfiable. Our choices of ϕ and s give us that
It is easy to check that if r ∈ Q ∩ (0, s) then the formula s → ϕ and the rational 1 − r witness that Σ is principal.
Then R T,i is continuous, open, and surjective.
Proof. To keep the notation as simple as possible, we will give the proof only in the case where i = 0 -the general case is similar. To see that R T,i is continuous, observe that if σ is any L c0 -sentence then σ is also an L C -sentence, and the preimage of the basic closed class Mod Lc 0 (σ) under R T,i is the closed class Mod LC (σ). Now suppose that ϕ(c 0 , . . . , c m ) is an L C -sentence (with possibly some of the c i 's, including c 0 , not actually appearing). Define the L c0 -sentence θ(c 0 ) by
To finish the proof it suffices to show that R T,i maps (
As above, find r ∈ Q ∩ (0, 1) such that M, a 0 |= θ(c 0 ) ≤ r, and pick r ′ ∈ (r, 1). Then by definition of θ there are elements a 1 , . . . , a m ∈ M such that
By Downward Löwenheim-Skolem (Proposition 2.7) we can find a countable M 0 L M containing a 0 , a 1 , . . . , a m . Using the remaining constant symbols to enumerate M 0 as a, we have
We now have all of the ingredients necessary to prove our main result.
Theorem 4.9 (Omitting Types). Let T be a satisfiable L-theory and let { Σ j (x j ) } j<ω be a countable set of types of T that are not principal over T . Then there is a model of T that omits each Σ j .
Proof. For each j < ω, write x j = (x 0 , . . . , x nj −1 ). Then for i ∈ ω nj , define
By Lemmas 4.7 and 4.8, each C T,j,i is closed with empty interior. Hence j<ω,i∈ω
For such M, a we have by definition of the C T,j,i 's that for every j < ω no subset of a is a realization of Σ j . Since we are in the case where there are no function symbols, a is the universe of a structure M 0 . By Lemma 4.2, M 0 L M. Thus M 0 |= T and omits every Σ j .
The preceding proof generalizes in a straightforward way to the case where the signature contains function symbols, but it is necessary to give a stronger definition of principal type. The only difficulty is that when there are function symbols present not every subset of a structure is the universe of a substructure, so in the proof of Theorem 4.9 we need to take M 0 to be M ↾ a . The proof of Lemma 4.2 works even with function symbols present, so we still have that M 0 M, but we now need to prove that no subset of M ↾ a realizes any of the Σ j . To do this, we introduce terms into the definition of principality.
Definition 4.10. Let T be an L-theory. A type Σ(x) of T principal over T is there is an L-formula ϕ(x), terms t 1 (y), . . . , t n (y) (where n is the length of x), and r ∈ Q ∩ (0, 1) such that the following hold:
• T ∪ { ϕ(y) } is satisfiable, and
The modification of principality to include terms was used by Keisler and Miller [KM01] in the context of discrete logic without equality, and independently by Caicedo and Iovino [CI12] for [0, 1]-valued logic. Taking Definition 4.10 as the definition of principality, we may assume that whenever Σ(x) is a type we wish to omit, and t 1 (y), . . . , t n (y) are terms, then Σ(t 1 (y), . . . , t n (y)) is also one of the types to be omitted. Then we have that no subset of M ↾ a realizes any of the types we wish to omit since elements of M ↾ a are obtained from a by applying terms.
Remark 4.11. By assuming additional set-theoretic axioms it is possible to extend Theorem 4.9 to allow a collection of fewer than 2 ℵ0 non-principal types to be omitted. To do this, observe that W has a countable base, so Martin's Axiom restricted to countable partial orders implies that W is 2 ℵ0 -Baire (see Remark 1.3). Then the same proof as above can be applied to a collection of fewer than 2 ℵ0 non-principal types. If T is a theory in a countable fragment L of L ω1,ω then there are at most 2 ℵ0 types of T . There are theories in which every model realizes a non-isolated type (see [CK90, Example 2.3.1] for an example in the discrete case), so it is not generally possible to omit 2 ℵ0 non-prinicipal types. Thus under the Continuum Hypothesis it is not always possible to omit ℵ 1 non-principal types. These observations show that the extension of Theorem 4.9 to omitting ℵ 1 non-principal types is undecidable on the basis of ZFC.
4.3. Omitting Types in Complete Structures. In applications of [0, 1]-valued logics it is sometimes desirable to be able to produce metric structures based on complete metric spaces. There are two issues that need to be addressed in order to be able to take the metric completion of the structure obtained from Theorem 4.9.
First, there are some types that may be omitted in a structure but not in its metric completion (such as the type of the limit of a non-convergent Cauchy sequence), so we need a stronger notion of principal type. Second, because of the infinitary connectives, it may not be the case that every structure is elementarily equivalent to its metric completion.
To resolve the first issue, we use the notion of metrically principal types from [CI12] . If Σ(x 1 , . . . , x n ) is a type, then for each δ ∈ Q ∩ (0, 1) we define:
We think of Σ δ as a thickening of Σ, since if M is a structure and a 1 , . . . , a n ∈ M realize Σ, then every n-tuple in the closed δ-ball around (a 1 , . . . , a n ) realizes Σ δ .
Definition 4.12. Let L be a fragment of L ω1,ω and let T be an L-theory. We say that a type Σ(x) of T is metrically principal over T if for every δ > 0 the type Σ δ (x) is principal over T .
Proposition 4.13. Let L be a countable fragment of L ω1,ω , and let T be a satisfiable L-theory. For each n < ω, suppose that Σ n is a type that is not metrically principal.
Then there is M |= T such that the metric completion of M omits each Σ n .
Proof. For each n < ω, let δ n > 0 be such that Σ δn n is non-principal. Using Theorem 4.9 we get M |= T that omits each Σ δn n . Fix n < ω; we show that M, the metric completion of M, omits Σ n . Suppose otherwise, and let a ∈ M be a realization of Σ n in M. By definition of the metric completion there are a 1 , a 2 , . . . from M converging (coordinatewise) to a. For k sufficiently large we then have that a k is in the δ n -ball around a. As we observed earlier, this implies that a k satisfies Σ δn n , contradicting that Σ δn n is not realized in M.
The final problem to be resolved in order to have a satisfactory Omitting Types Theorem for complete structures is that we may not have M ≡ L M. This problem arises because if ϕ(x) is a formula of L ω1,ω and M is a structure, then the function
is a continuous function for every Sstructure M and every L-formula ϕ (Definition 2.8). Applying Proposition 4.13 we therefore have:
Theorem 4.14 (Omitting Types for Complete Structures). Let L be a countable continuous fragment of L ω1,ω , and let T be a satisfiable L-theory. For each n < ω let Σ n be a type that is not metrically principal. Then there is M |= T such that M is based on a complete metric space and M omits each Σ n .
Applications
In this section we apply the Omitting Types Theorem to obtain a [0, 1]-valued version of Keisler's two-cardinal theorem (see [Kei71, Theorem 30] ). We will then apply the two-cardinal theorem to strengthen a result of Ben Yaacov and Iovino [BYI09] related to separable quotients of Banach spaces.
We begin with an easy lemma about metric spaces. Proof. Build a sequence { x α : α < λ } in M recursively, starting from an arbitrary x 0 ∈ M . Given { x α : α < β }, with β < λ, we have that { x α : α < β } is not dense in M . Hence there exists x β ∈ M and R β ∈ Q ∩ (0, 1) such that d(x β , x α ) ≥ R β for all α < β. Then since cof(λ) > ω there is R ∈ Q ∩ (0, 1) and S ∈ [λ] λ such that R = R α for every α ∈ S. Then D = { x α : α ∈ S } can be extended to the desired set.
It will be important for us that certain predicates take values only in {0, 1}, and that this can be expressed in our logic. For any formula ϕ(x), we define the formula Discrete(ϕ) to be ϕ(x) ∨ ¬ϕ(x). It is clear that if M |= ∀x Discrete(ϕ(x)), then ϕ M (a) ∈ {0, 1} for every a ∈ M; in this case we say that ϕ is discrete in M. Note that if ϕ(x) is discrete in models of a theory T then we can relativize quantifiers to { x : ϕ(x) = 1 } in models of T . We emphasize that discreteness of ϕ only means that ϕ takes values in {0, 1}, not that the metric is discrete on { x : ϕ(x) = 1 }.
Definition 5.2. If S is a metric signature with a distinguished unary predicate U , and κ, λ are infinite cardinals, then we say that an S-structure M = M, U, . . . is of type (κ, λ) if the density of M is κ and the density of { a ∈ M : U (a) = 1 } is λ. 
Proof. By Downward Löwenheim-Skolem, we may assume that M is of type (κ + , κ) for some κ ≥ ℵ 0 . Our first step is to expand M into a structure in a larger language that includes an ordering of a dense subset of M in type κ + . To do this we expand the signature S to a new signature S ′ by adding a unary predicate symbol L, a binary predicate symbol , a constant symbol c, and a unary function symbol f . Let M ′ be the disjoint union of M and κ + . Extend the metric d from M to a metric
We interpret L as L(x) = 1 if and only if x ∈ κ + . Interpret c as κ, and let be the characteristic function of the ordinal ordering on κ + , and arbitrary elsewhere.
Find D ⊆ M of size κ + , and R ∈ Q∩(0, 1), as in Lemma 5.1. Define f : M ′ → M ′ so that below κ the function f is an enumeration of a dense subset of V , from κ to κ + f is an enumeration of D, and f is arbitrary otherwise. This gives a metric structure 
We note that a model of T that omits Σ corresponds to a elementary extension of M Proof. We note first that if t is a term that is not a variable symbol or a constant symbol then T |= ∀x¬U (t(x)). It therefore suffices to show that if ψ(x) is a formula consistent with T and r ∈ Q ∩ (0, 1), then T ∪ { ψ(x) ≥ r } |= Σ(x). We note that instead of using a discrete predicate U , we could instead have used a two-sorted language, with only notational differences in the proof. We will use this in our application to non-trivial separable quotients of Banach spaces. The following result was proved by Ben Yaacov and Iovino [BYI09] in the case of finitary continuous logic. 
