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Abstract
We study a nonlinear fluid-structure interaction problem in which the fluid is described
by the three-dimensional incompressible Navier-Stokes equations, and the elastic structure
is modeled by the nonlinear plate equation which includes a generalization of Kirchhoff,
von Kármán and Berger plate models. The fluid and the structure are fully coupled via
kinematic and dynamic boundary conditions. The existence of a weak solution is obtained
by designing a hybrid approximation scheme that successfully deals with the nonlinearities
of the system. We combine time-discretization and operator splitting to create two sub-
problems, one piece-wise stationary for the fluid and one in the Galerkin basis for the plate.
To guarantee the convergence of approximate solutions to a weak solution, a sufficient con-
dition is given on the number of time discretization sub-intervals in every step in a form
of dependence with number of the Galerkin basis functions and nonlinearity order of the
plate equation.
Keywords and phrases: fluid-structure interaction, incompressible viscous fluid, non-
linear plate, three space variables, weak solution
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1 Introduction
In recent years there have been many works in the study of mathematical theory of fluid-
structure interaction (FSI) problems. These problems arise from research fields like hydroe-
lasticity, aeroelasticity, biomechanics, blood flow modeling and so on. Chambolle et. al. in
[4] obtained the existence of a weak solution to the problem of viscous incompressible fluid
and viscoelastic plate interaction in 3D, and Grandmont ([13]) studied the limiting problem
when viscoelasticity coefficient tends to zero. In [23 - 27] Muha and Čanić obtained the
existence of weak solutions to several FSI problems by using the time discretization via
operator splitting method. In [26] they studied the interaction in 2D case, and in [23, 27]
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the 3D cylindrical case where the structure is described by linear and nonlinear Koiter shell
equations, respectively. In [24], they observed a multi-layer structure of blood vessel in 2D,
and in [25], they studied the 2D model with Navier-slip condition on the fluid-structure in-
terface, where some additional difficulties due to the loss of the trace regularity of unknowns
were successfully tackled.
In this paper, we study the interaction problem of viscous incompressible fluid and an
elastic structure, which is modeled by a nonlinear plate law that precisely describes cer-
tain nonlinear phenomena in plate dynamics. This plate model is an extension of the one
studied by Chueshov in [6, 7] in the sense that certain higher order derivatives of displace-
ment are allowed to be in the nonlinear term of the plate equation. In his work, Chueshov
studied a plate model which is a generalization of Kirchhoff, von Kármán and Berger plate
models, and got the well-posedness of the fluid-structure interaction problem where fluid
is described by linearized compressible Navier-Stokes or linearized Euler equations, respec-
tively. Unfortunately, the methods used in [6, 7] strongly rely on the linearity of the fluid
equations. We need to develop a different approach for our nonlinear problem, which was
inspired from the approaches for nonlinear plates and fluid-structure interaction problems.
For this reason we constructed a novel hybrid approximation scheme that deals with
the nonlinearities both in fluid and plate equations by using the time discretization via the
operator splitting method and the Galerkin approximation for the plate. We then prove
that when the number of time discretization sub-intervals in every step is sufficiently large
(compared to the number of Galerkin basis functions, corresponding eigenvalues and some
other parameters), we obtain the convergence of a subsequence of approximate solutions to
a weak solution of the original nonlinear problem.
2 Preliminaries and main result
In this section, we will first describe the model and derive the energy equality in the classical
sense. After that, we introduce the domain transformation (the LE mapping) which is used
in redefining the problem on a fixed domain. At the end of the section, we derive the
equation in a weak form, give the definition of weak solutions and state the main result.
2.1 Model description
Here we deal with the incompressible, viscous fluid interacting with nonlinear plate. The
plate displacement is described by a scalar function η : Γ→ R, where Γ ⊂ R2 is a connected
bounded domain with Lipschitz boundary. The fluid fills the domain between side walls,
the plate and the bottom, i.e.
Ωη(t) = {(X, z) : X ∈ Γ,−1 < z < η(t,X)},
We will denote the graph of η as Γη(t) = {(X, z) : X ∈ Γ, z = η(t,X)} and the side wall of
the domain as W = {(X, z) : X ∈ ∂Γ,−1 < z < 0}, where the plate boundary is assumed
to be fixed as z = 0 for all x ∈ ∂Γ. The entire rigid part of the boundary ∂Ωη(t) will be
denoted as Σ = (Γ× {−1}) ∪W .
The plate displacement η(t,X) will be described by the nonlinear plate law:
∂2t η + F(η) + ∆2η = f, (1)
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where f is the force density in vertical direction that comes from the fluid and F is a
nonlinear function corresponding the nonlinear elastic force in various plate models (see
assumptions given in (18)-(20)). The plate is considered to be clamped
η(t, x) = 0, ∂νη(t, x) = 0, for all x ∈ ∂Γ, t ∈ (0, T ), (2)
where ν is the normal vector on ∂Γ, and supplemented with initial data
η(0, ·) = η0, ∂tη(0, ·) = v0. (3)
The fluid motion is described by the Navier-Stokes equations
∂tu+ u · ∇u = ∇ · σ,
∇ · u = 0,
}
in Ωη(t), t ∈ (0, T ). (4)
where u is the velocity of the fluid, σ = −pI + 2µD(u), µ is the kinematic viscosity
coefficient and D(u) = 12 (∇u+(∇u)τ ). The boundary condition on Σ for the velocity u is
no-slip
u = 0, on Σ, (5)
and we are supplemented with the initial data
u(0, ·) = u0. (6)
The coupling between the fluid and plate is defined by two sets of boundary conditions
on Γη(t). In the Lagrangian framework, with X ∈ Γ and t ∈ (0, T ), they read as:
• The kinematic condition:
∂tη(t,X)e3 = u(t,X, η(t,X)) (7)
where e3 = (0, 0, 1).
• The dynamic condition:
f(t,X) = −Sη(σνη) · e3. (8)
Here, νη is the unit normal vector on the boundary Γη, and Sη(t,X) is the Jacobian
of the transformation from Eulerian to Lagrangian coordinates of the plate
Sη(t,X) =
√
1 + ∂xη(t,X)2 + ∂yη(t,X)2,
with X = (x, y).
With (8), the plate equation (1) then becomes:
∂2t η + F(η) + ∆2η = −Sη(σνη) · e3, (9)
The initial data given in (3) and (6) are assumed to satisfy the following compatibility
conditions:
u0 ∈ L2(Ωη0)3,∇ · u0 = 0, in Ωη0 ,
u0 · ν = 0, on Σ,
u0(X, η0(X)) = v0(X) · e3, on Γ, (10)
∂νη0(X) = η0(X) = v0(X) = 0, on ∂Γ,
η0(X) > −1, on Γ,
where Ωη0 = Ωη(0).
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2.2 The energy identity for smooth solutions
In order to define the weak formulation of the problem (1)-(10), we need to choose the
functional setting. Our bounds will come from the energy inequality of the approximated
system, and it will dictate the regularity of solutions.
We can derive it for smooth solutions in the following way. We multiply (9) with ∂tη
and integrate over Γ. Then we multiply the equation (4) with u, and integrate over Ωη(t).
We sum these two equalities, integrate it over (0, t), and by partial integration we obtain:
E(t) + µ
∫ t
0
||D(τ)||2L2(Ωη(τ))dτ +
∫ t
0
(F(η(τ)), ∂tη(τ))dτ = E(0), (11)
where
E(t) :=
1
2
(
||u(t)||2L2(Ωη(t)) + ||η(t)||2H2(Γ) + ||∂tη(t)||2L2(Γ)
)
Even though the term in (11) with F isn’t necessarily positive, in the case we will study,
we will be able to bound it from bellow in a suitable way (see (A3) on page 6). Therefore,
we will use this equality as an inspiration for the choice of function spaces in the following
discussion.
2.3 LE mapping of the domain and functional setting
In order to define the problem on the fixed domain
Ω = {(X, z) : X ∈ Γ,−1 < z < 0},
we define a family of the following Lagrangian Eulerian (LE) transformations:
Aη(t) : Ω→ Ωη(t),
(X, z) 7→ (X, (z + 1)η(t,X) + z).
This mapping is a bijection and its Jacobian, defined by
Jη(t,X, z) := det∇Aη(t,X, z) = 1 + η(t,X),
is well-defined as long as η(t,X) > −1 for any X ∈ Γ. We also define the LE velocity
wη := d
dt
Aη = (z + 1)∂tηe3, (12)
In order to define the weak solution on the fixed domain Ω, we need to transform the
problem (1)-(10) to be defined on Ω by using Aη. For an arbitrary vector function f
defined on Ωη(t), we define fη on Ω as pullback of f by Aη, i.e
fη(t,X, z) := f(t, Aη(t,X, z)), for (X, z) ∈ Ω
the gradient as the push forward by Aη
∇ηfη := (∇f)η = ∇fη(∇Aη)−1, (13)
with
(∇Aη)−1 = [e1, e2, Aη], Aη = 1η + 1[−(z + 1)∂xη,−(z + 1)∂yη, 1]T , (14)
the symmetrized gradient as
Dη(fη) :=
1
2
(∇ηfη + (∇ηfη)τ ),
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and the LE derivative as a time derivative on the fixed domain Ω
∂tf|Ω := ∂tf + (wη · ∇)f . (15)
Now we write the Navier-Stokes equations in LE formulation by using the LE mapping,
∂tu|Ω + (u −wη) · ∇u = ∇ · σ, in Ωη(t) (16)
where ∂tu|Ω and wη are composed with the (Aη(t))−1, and the transformed divergence free
condition
∇η · uη = 0, in Ω. (17)
From the energy equality (11), the possible regularity of η is H20 (Γ), and since H
2
0 (Γ) is
embedded into the Hölder space C0,α for α < 1, Ωη(t) doesn’t necessarily have the Lipschitz
boundary. For this lower regularity boundary we define the “Lagrangian” trace operator as
γ|Γ(t) : C1(Ωη(t))→ C(Γ),
f 7→ f(t,X, η(t,X)).
In [4, 7, 21], it was proved that by continuity we can extend this trace operator γ to be a
linear operator from H1(Ωη(t)) to Hs(Γ), 0 ≤ s < 1/2. We first define the fluid velocity
space
VF := {u = (u1, u2, u3) ∈ C1(Ωη(t)) : ∇ · u = 0, u = 0 on Σ}
and its following closure
VF := VFH
1(Ωη(t))
.
It is easy to have the following characterization (see [4, 7]):
VF = {u = (u1, u2, u3) ∈ H1(Ωη(t)) : ∇ · u = 0, u = 0 on Σ}.
The transformation of the domain, Aη, isn’t necessarily Lipschitz, so the transformed ve-
locity uη may not be in H1(Ω). The transformed velocity space is then defined as
VηF := {uη : u ∈ VF }
Notice that any function uη ∈ VηF satisfies the transformed divergence free condition (17)
rather than the regular divergence free condition. When the Jacobian J = η + 1 > 0, the
inner product in VηF is defined as:
(fη,gη)Vη
F
:= (f ,g)H1(Ωη(t)).
Now, we define the corresponding function space for fluid velocity involving time
WηF (0, T ) := L∞(0, T ;L2(Ω)) ∩ L2(0, T ;VηF ),
while for the structure we choose classical space
WS(0, T ) :=W 1,∞(0, T ;L2(Γ)) ∩ L∞(0, T ;H20(Γ)).
We include the kinematic condition in the solution space
Wη(0, T ) := {(uη, η) ∈ WηF (0, T )×WS(0, T ) : uη|Γ = ∂tηe3}
and similarly for the corresponding test function space
Qη(0, T ) := {(qη, ψ) ∈ C1c ([0, T );VηF ×H20 (Γ)) : qη|Γ = ψ(t, z)e3}.
Before the end of this subsection, let us impose the following assumptions on the non-
linear term F of the plate equation:
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(A1) Mapping F is locally Lipschitz from H2−ǫ0 (Γ) into H−2(Γ) for some ǫ > 0, i.e.
||F(η1)−F(η2)||H−2 ≤ CR||η1 − η2||H2−ǫ(Γ), (18)
for a constant CR > 0, for any ||ηi||H2−ǫ(Γ) ≤ R (i = 1, 2).
(A2) Mapping F is locally Lipschitz from H20 (Γ) into H−a(Γ) for some 0 ≤ a < 2, i.e.
||F(η1)−F(η2)||H−a ≤ CR||η1 − η2||H2(Γ), (19)
for a constant CR > 0, for any ||ηi||H2(Γ) ≤ R (i = 1, 2).
(A3) F(η) has a potential in H20 (Γ), i.e. there exists a Fréchet differentiable functional
Π(η) on H20 (Γ) such that Π
′(η) = F(η), and there are 0 < κ < 1/2 and C∗ ≥ 0, such
that the following inequality holds,
κ||∆η||2L2(Γ) +Π(η) + C∗ ≥ 0, for all η ∈ H20 (Γ). (20)
Moreover, potential Π(η) is bounded on bounded sets in H20 (Γ). We will denote this
bound by C(Π, η), i.e. Π(η˜) ≤ C(Π, η) for all η˜ ∈ H20 (Γ) such that ||η˜||H2(Γ) ≤
||η||H2(Γ).
Remark 2.1. (1) The assumption (A1) will be used to pass the convergence in the non-
linear term F(η) when the bound of approximate solutions is obtained in H20 (Γ). On the
other hand the condition (A2) tells us the order of nonlinearity precisely - the function
F(η) may depend on the derivatives of η up to order 2 + a, and the parameter a will also
affect the minimal precision in time (the number of time sub-intervals) we will require for
the approximate solution convergence (see inequality (40)). The coercivity condition (20)
in the assumption (A3) is used to eliminate potential in the energy as it can be negative,
while the bound of the initial potential C(Π, η0) defined in (A3) is used in bounding of the
initial energy of the approximate problem in a finite Galerkin basis (see section 3.1.1).
(2) It was proved that in several plate models such as von Kármán, Kirchhoff and
Berger plates, the nonlinear elastic force F satisfies assumptions (A1)-(A3). In Appendix
A more details can be found about the explicit forms of these plate models and the proofs
that they satisfy these assumptions (an interested reader can also see [6, 7, 10] and the
references therein).
2.4 The weak solution formulation and main result
Before defining the weak solution for the problem (1)-(10), we first calculate some terms.
For any given (u, η) ∈ Wη(0, T ) and (q, ψ) ∈ Qη(0, T ), multiplying the equation (16) by q
and integrating over Ωη(t), the convective term can be computed in the following way:∫
Ωη(t)((u−wη) · ∇)u · q = 12
∫
Ωη(t)((u−wη) · ∇)u · q − 12
∫
Ωη(t)((u−wη) · ∇)q · u
+ 12
∫
Ωη(t)(∇ ·wη)u · q + 12
∫
Γη(t)(u−wη) · νη(u · q).
in which the last term vanishes due to the kinematic coupling condition (7). The diffusive
part satisfies
−
∫
Ωη(t)
(∇ · σ) · q = 2µ
∫
Ωη(t)
D(u) : D(q)−
∫
∂Ωη(t)
σνη · q,
where the last term can be expressed as∫
∂Ωη(t)
σνη · q =
∫
Γη(t)
(σνη · e3)q · e3 =
∫
Γ
Sη(σνη) · e3ψ.
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The only remaining term is the one including time derivative. Since we now want to express
these integrals on the fixed domain Ω, we calculate:∫ T
0
∫
Ωη(t) ∂tu
η
|Ω · q =
∫ T
0
∫
Ω J
η∂tu
η · qη
= − ∫ T
0
∫
Ω
∂tJ
ηuη · qη − ∫ T
0
∫
Ω
Jηuη · ∂tqη −
∫ T
0
∫
Ω
J0u0 · qη(0, ·).
As in [16, pp. 77], by a simple calculation we have
∂tJ
η = ∂tη = (1 + η)∂z
(z − η
1 + η
+ 1
)
∂tη = Jη∇η ·wη.
We finally multiply the plate equation (9) with ψ and integrate over (0, T )×Γ, and use
partial integration in time. Summing this with the fluid equation (16) multiplied with q
and integrated over (0, T )×Ω and using the calculation we just obtained, it leads to define:
Definition 2.1. (Weak solution) Under the assumptions (A1)-(A3) of F , we say that
(u, η) ∈ Wη(0, T ) is a weak solution of the problem (1)-(10) defined on the reference domain
Ω, if the initial data u0, η0 satisfy the compatibility conditions given in (10), the following
identity
1
2
∫ T
0
∫
Ω
(
Jη
(
((u −wη) · ∇η)u · q − ((u −wη) · ∇η)q · u)− ∂tJηq · u)
+
∫ T
0
∫
Ω 2µJ
ηDη(u) : Dη(q)− ∫ T0 ∫Ω Jηu · ∂tq
− ∫ T
0
∫
Γ
∂tη∂tψdzdt+
∫ T
0
(F(η), ψ) + ∫ T
0
(∆η,∆ψ)
=
∫
Ω J0u0 · q(0) +
∫
Γ v0 · ψ(0).
(21)
holds for every (q, ψ) ∈ Qη(0, T ).
The main result of this paper is stated as follows:
Theorem 2.1. (Main Theorem). Assume that the nonlinear functional F satisfies the
conditions given in (A1)-(A3). Then, for any given initial data η0 ∈ H20 (Γ), v0 ∈ L2(Γ) and
u0 ∈ L2(Ωη0)3 that satisfiy the compatibility conditions given in (10), there exists a weak
solution (u, η) ∈ Wη(0, T ) of the problem (1)-(10) in the sense of Definition 2.1, satisfying
the energy inequality:
E(t) +
∫ t
0
||D(u(τ))||2L2(Ωη(τ))dτ ≤ C0 = C(E(0) + C(Π, η0) + C∗), for all t ∈ (0, T )
where
E(t) :=
1
2
(
||u(t)||2L2(Ω(t)) + ||η(t)||2H2(Γ) + ||∂tη(t)||2L2(Γ)
)
The constants C = 1/(12 − κ), C∗ and C(Π, η0) come from the boundedness of potential
function Π on bounded sets in H20 (Γ) and the coercivity estimate (20), (see assumption
(A3)). Moreover, this solution is defined on the time interval (0, T ) with T = ∞, or
T < ∞ which is the moment when the free boundary {z = η(t,X)} touches the bottom
{z = −1}.
The remainder of the paper is organized as follows. In section 3.1 we will formulate our
approximate problems. The existence of approximate solutions will be given in section 3.2,
and certain properties of these solutions will be discussed in section 3.3. In section 4, we
study the convergence of approximate solutions. The weak and strong convergences will be
proved in sections 4.1 and 4.2, respectively. The proof of the main result will be given in
section 5.
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3 Construction of approximate solutions
In this section, by using the time discretization and Galerkin basis in H20 (Γ), we will
construct approximate solutions to the original problem (1)-(10), and obtain certain uniform
estimates of approximate solutions. At the end of this section, the difference between ∂tη
and the trace of the fluid velocity v at Γη (which are not equal from the approximate
problems) is studied, and a sufficient condition is introduced on the number of time sub-
intervals N = T/∆t in the time discretization in order to keep the difference smaller than
O((∆t)α) in L2(Γ) for some α > 0.
3.1 Formulation of approximate problems
For any fixed T > 0 and N ≥ 1, letting ∆t = TN , we split the time interval [0, T ] into N
equal sub-intervals and on each sub-interval we use the Lie operator splitting, and separate
the problem into two parts - the fluid and structure sub-problems. We rewrite the problem
(1)-(10) as the following one:
dX
dt
= AX, t ∈ (0, T ), (22)
X |t=0 = X0, (23)
where X = (u, v, η)T , and v = ∂tη and decompose A = A1 + A2, where A1 and A2 are
non-trivial and correspond to these two sub-problems. Since the sub-problems are not of
the same nature, from here on we proceed to define them separately.
3.1.1 The structure sub-problem (SSP) in the Galerkin basis
First, we define the biharmonic eigenvalue problem as to find non-trivial w ∈ H20 (Γ) and
ξ > 0 such that (∆w,∆f) = ξ(w, f),w(X) = ∂νw(X) = 0, on ∂Γ,
for all f ∈ H20 (Γ). This eigenvalue problem has a growing unbounded sequence of eigenval-
ues 0 < ξ1 < ξ2 < ..., and corresponding smooth eigenfunctions {wi}i∈N which form a basis
of H20 (Γ). The set {wi}i∈N is called a Galerkin basis (see for example [11, Theorem 7.22]).
Denote by Gk = span({wi}1≤i≤k) and the closed subspaces
H20,k(Γ) := (Gk, || · ||H2(Γ))
L2k(Γ) := (Gk, || · ||L2(Γ)).
The structure sub-problem (SSP):
For any fixed k ≥ 1, and 0 ≤ n ≤ N − 1, assume that vn ∈ L2k(Γ) is given already, we
define ηn+1 ∈ C1([n∆t, (n + 1)∆t];L2k) ∩ C([n∆t, (n + 1)∆t];H20,k(Γ)) the solution of the
following problem inductively on n,
(
∂tη
n+1(t)− vn
∆t , ψ
)
Γ
+ (∆ηn+1(t),∆ψ)Γ + (F(ηn+1(t)), ψ)Γ = 0,
ηn+1(n∆t,X) = ηn(n∆t,X)
(24)
for all ψ ∈ H20,k(Γ), with η0∆t,k(0, X) = η0,k(X) :=
∑k
i=1(η0, wi)wi, where we have omitted
∆t and k in the subscript of notation ηn+1.
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The approximate solution η∆t,k(t,X) on whole time interval [0, T ] is defined as the
following way:
η∆t,k(t) := η
n+1
∆t,k(t), for t ∈ [n∆t, (n+ 1)∆t), 0 ≤ n ≤ N − 1.
3.1.2 The fluid sub-problem (FSP)
Assume that we have ηn+1∆t,k already from the problem (24), we define following average
quantity:
∂˜tη
n+1
∆t,k :=
1
∆t
∫ (n+1)∆t
n∆t
∂tη
n+1
∆t,kdt =
ηn+1∆t,k((n+ 1)∆t)− ηn∆t,k(n∆t)
∆t
and the LE mapping An+1∆t,k = (X, (z + 1)η˜
n+1
∆t,k + z)), where η˜
n+1
∆t,k = η
n+1
∆t,k((n + 1)∆t). The
discretizated Jacobian and LE velocity are given as:
Jn+1∆t,k := det∇An+1∆t,k = η˜n+1∆t,k + 1, wn+1∆t,k := ∂˜tηn+1∆t,ke3
To determine the approximate solution for the fluid part of the problem (1)-(10) in the weak
form, we first discretize the time derivatives and obtain the following piece-wise stationary
problem:
un+1 − un
∆t
+ ((un −wn+1) · ∇ηn+1)un+1 = ∇ηn+1 · σηn+1(un+1, pn+1), in Ω, (25)
and
∂˜tv
n+1 − ηn+1
∆t
= −Sηn+1σηn+1(un+1, pn+1) · νηn+1 , on Γ, (26)
un+1 = vn+1e3, on Γ, (27)
with no-slip boundary condition on Σ, where we omitted ∆t, k in the subscript for simplicity.
For a fixed basis of Galerkin functions for SSP, we define the fluid problem function
space as follows:
W η˜nk := {(u, v) : V η˜
n
F × L2k(Γ),u = ve3 on Γ}.
where
V η˜
n
F := {u : u ◦ (An)−1 ∈ H1(Ωη˜
n
),∇η˜n · u = 0}
For u ∈ V η˜nF , we will denote the corresponding mapped function uˆ := u ◦ (An)−1, and we
introduce the inner product on V η˜
n
F as (f ,g)V η˜n
F
:= (fˆ , gˆ)H1(Ωη˜n ).
For the initial data, we take
v0∆t,k = v0,k :=
k∑
i=1
(v0, wi)wi, u0∆t,k = u0,k := u0 ◦Aη0 −RΓ(v0 − v0∆t,k)
where RΓ is a linear extension operator from Hs(Γ), s < 1/2, to Vη0F (see section 5.1
and extension of function r1). Notice that we had to modify u0,k since the change of the
initial displacement affects the compatibility conditions, and the above choice makes the
compatibility conditions being preserved for the approximated problem.
Omitting ∆t, k in the subscript and simplifying the notation ∇n := ∇ηn , corresponding
to (25)-(27), we now define the following weak form of the fluid sub-problem (FSP):
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Assume that η˜n+1 ∈ H20,k(Γ) and ∂˜tηn+1 ∈ L2k(Γ) are given already, the problem is to
find (un+1, vn+1) ∈ W η˜nk such that
1
2
∫
Ω
Jn
(
((un −wn+1) · ∇n+1)un+1 · q − ((un −wn+1) · ∇n+1)q · un+1)
+
∫
Ω
Jn
un+1 − un
∆t
· q + 1
2
∫
Ω
Jn+1 − Jn
∆t
un+1 · q
+ 2µ
∫
Ω
JnDn+1(un+1) : Dn+1(q) +
∫
Γ
vn+1 − ∂˜tηn+1
∆t
ψ = 0, (28)
for all (q, ψ) ∈ W η˜nk . Notice that the solution and the test functions are defined in the
space that correspond to the "previous" domain Ωη
n
∆t,k (instead of Ωη
n+1
∆t,k).
We define piece-wise stationary solution on the whole time interval [0, T ]:
u∆t,k(t) := un∆t,k, v∆t,k(t) := v
n
∆t,k, for t ∈ [(n− 1)∆t, n∆t), 1 ≤ n ≤ N,
We will sometimes use the notation (un+1, vn+1) = FSP(∂˜tηn+1, η˜n+1,un) to denote
the solution of (28) and for N = T/∆t and k, we will write the solution
XN,k = (u∆t,k, η∆t,k, v∆t,k)T
determined by (24) and (28), inductively.
t
(X, z)
n∆t
We solve the SSP(vn, ηn) and obtain ηn+1
Sends stationary information
For the domain Ωη
n
(n∆t)
we solve FSP(∂˜tηn+1, η˜n+1,un)
and obtain vn+1 and un+1
Figure 1: The diagram of the solving procedure.
Remark 3.1. (1) We defined the structure sub-problem by using the Galerkin approxima-
tion and this way we created a hybrid approximation scheme, with fluid being piece-wise
stationary and plate displacement being continuous in time (and plate displacement veloc-
ity being piece-wise continuous in time). Since these two sub-problems are communicating,
we had to modify the data that structure sub-problem sends to fluid sub-problem from
continuous in time to stationary, because the fluid sub-problem cannot be solved with con-
tinuous in time information. This creates a difference between functions and their averages
which needs to be taken into consideration later.
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(2) In the original problem (1)-(10), the plate displacement velocity ∂tηe3 and the trace
of the fluid u(t,X, η(t,X)) are equal due to the kinematic boundary condition (7). How-
ever, in general, this is not true for approximate solutions determined from the approximate
problems. In previous work [23 - 27], their difference goes to zero by an estimate derived
from the discretized energy inequalities of sub-problems (see for example [25, Proposition
4]), while in the present work the situation is more complicated. We will study this dif-
ference in detail in section 3.3 by choosing a special discretization step depending on the
number of Galerkin basis functions and some other parameters.
3.2 Solutions of (SSP), (FSP) and discrete energy es-
timates
We will first define appropriate version of energy for each time interval and basis of functions
for n∆t ≤ t ≤ (n+ 1)∆t:
Sn∆t,k(t) =
1
2∆t
∫ t
n∆t
||∂tηn∆t,k(τ)||2L2(Γ)dτ + 12 ||∆ηn∆t,k(t)||2L2(Γ) +Π(ηn∆t,k(t))
+ t−n∆t2∆t
∫
Ω
Jn−1|un−1∆t,k|2
Fn∆t,k(t) =
t−n∆t
2∆t ||vn∆t,k||2L2(Γ) + 12 ||∆ηn+1∆t,k(t)||2L2(Γ) +Π(ηn+1∆t,k(t))
+ t−n∆t2∆t
∫
Ω J
n|un∆t,k|2
Dn∆t,k = ∆tµ
∫
Ω
Jn−1D(un∆t,k) : D(u
n
∆t,k)
We will omit ∆t, k of the subscript throughout most of this section.
Lemma 3.1. For a given function vn ∈ L∞(0, T ;L2(Γ)), the solution ηn+1(t) =∑ki=1 αi,n+1(t)wi
of (SSP) satisfies the following a priori estimates:
1
2∆t
∫ t
n∆t
||∂tηn+1 − vn||2L2(Γ) + Sn+1(t) = Fn(n∆t), (29)
and
t− n∆t
2∆t
∫
Jn|un∆t,k|2 + 12∆t
∫ t
n∆t
(||∂tηn+1 − vn||2L2(Γ) + ||∂tηn+1||2L2(Γ))
+c||∆ηn+1(t)||2L2(Γ) ≤ C∗ + Fn(n∆t),
(30)
with n∆t ≤ t ≤ (n+ 1)∆t, where c = 1/2− κ.
Proof. In (24), by taking ψ = α′i,n+1(t)wi and summing over i = 1, ..., k, it follows
1
2∆t
(||∂tηn+1(t)− vn||2L2(Γ) + ||∂tηn+1(t)||2L2(Γ))
+
1
2
d
dt
||∆ηn+1(t)||2L2(Γ) +
d
dt
Π(ηn+1(t)) =
1
2∆t
||vn||2L2(Γ),
by using ddtΠ(η) = (F(η), ∂tη), and 2(a−b)a = ((a−b)2+a2−b2). Integrating this equality
on [n∆t, t] and adding
∫
Jn|un|2 on both sides, we obtain (29), and using the coercivity
property of potential (20), the estimate (30) follows immediately.
Lemma 3.2. For a given function vn ∈ L∞(0, T ;L2(Γ)), the problem (SSP) has a unique
solution
ηn+1(t) =
k∑
i=1
αi,n+1(t)wi
in C1([n∆t, (n+ 1)∆t];L2k(Γ)) ∩ C([n∆t, (n+ 1)∆t];H20,k(Γ)).
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Proof. In the equation (24), by choosing ψ = wi with i = 1, ..., k, we obtain that αn+1(t) =
(α1,n+1, ..., αk,n+1)T satisfies the following problem,α′n+1(t) + ∆tΞαn+1(t) + ∆tF(αn+1(t)) = V n,αn+1(n∆t) = ((ηn(n∆t), w1), ..., (ηn(n∆t), wk))T (31)
where Ξ = diag(ξ1, ..., ξk),
F(αn+1(t)) = [(F
( k∑
i=1
αi,n+1(t)wi
)
, w1), ..., (F
( k∑
i=1
αi,n+1(t)wi
)
, wk)]T ,
and
V n =
(
(vn, w1), ...., (vn, wk)
)T
.
To solve the above problem, let us verify that F(f(t)) is a Lipschitz function with the Lips-
chitz constant being uniform in t. For two functions f =
∑n
i=1 fi(t)wi and g =
∑n
i=1 gi(t)wi
such that ||f ||H2(Γ), ||g||H2(Γ) ≤ R we have:
|F(f(t)) −F(g(t))| ≤ CR||F(f(t))−F(g(t))||H−a(Γ)
k∑
i=1
||wi||Ha
≤ CR
∣∣∣∣ k∑
i=1
(fi(t)− gi(t))wi
∣∣∣∣
H2
k∑
i=1
||wi||Ha
≤ CRξkk2|f(t)− g(t)|∞.
with |f(t)|∞ = max1≤i≤k |fi(t)|, where we have used ||wi||H2 =
√
ξk from the eigenvalue
equality ξi||wi||2L2 = ||wi||2H2 . Since the solution of the problem (31) satisfies a priori
estimate (30), we can choose R = (C∗ + Fn(n∆t))/c and obtain a uniform Lipschitz
constant. Now, from the existence theory for ordinary differential equations, we obtain the
unique solution αn+1 ∈ C1[n∆t, n∆t + t0] for certain t0 > 0, and from the bound (30) it
follows that t0 = ∆t. This finishes the proof.
Lemma 3.3. Let Jn ≥ c > 0. For a given function ηn+1 ∈ C1([n∆t, (n+ 1)∆t];L2k(Γ)) ∩
C([n∆t, (n + 1)∆t];H20,k(Γ)) there exists a unique solution (u
n+1, vn+1) ∈ W η˜nk of (FSP),
and it satisfies following inequality:
Fn+1
(
(n+1)∆t
)
+
1
2
∫
Ω
Jn|un+1−un|2+1
2
||vn+1−∂˜tηn+1||2L2(Γ)+Dn+1 ≤ Sn+1
(
(n+1)∆t
)
.
(32)
Proof. The existence of (un+1, vn+1) to (FSP) can be proved in the same way as in [26] by
using the Lax-Milgram Lemma. First we want to bound the dissipation term from bellow
by V η˜
n
F norm. For this reason we map the velocity u
n+1 back to the moving domain and
by the Korn inequality (see [5, Chapter 3,Theorem 3.1])
||un+1||2
V η˜
n
F
≤ 1
∆t
CnD
n+1,
where Cn is Korn’s constant that depends on the domain Ωη˜
n
. The continuity property
of two functionals (in the sense of the Lax-Milgram Lemma) and the lower bounds of
the remaining terms for the coercivity property are proved straightforward, so the unique
solution follows.
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To derive the inequality (32), letting q = un+1 and ψ = vn+1 in (28), it follows∫
Ω
Jn
un+1 − un
∆t
· un+1 + 1
2
∫
Ω
Jn+1 − Jn
∆t
un+1 · un+1
=
1
2∆t
∫
Ω
(
Jn+1|un+1|2 + Jn|un+1 − un|2 − Jn|un|2).
On the other hand, obviously we have∫
Γ
vn+1 − ∂˜tηn+1
∆t
vn+1 =
1
2∆t
(||vn+1 − ∂˜tηn+1||2L2(Γ) + ||vn+1||2L2(Γ) − ||∂˜tηn+1||2L2(Γ)),
and
||∂˜tηn+1||2L2(Γ) ≤
1
∆t
∫ ∆t
0
||∂tηn+1||2L2(Γ),
from the Hölder inequality. Thus, we conclude the inequality (32) immediately.
Now we are ready to obtain the uniform bounds of the approximate solutions as follows.
Lemma 3.4. For a given ∆t > 0, T = N∆t, and k ∈ N, let η∆t,k(t),u∆t,k(t), v∆t,k(t)
be the solutions of (SSP) and (FSP) given in Lemmas 3.2 and 3.3 respectively on the time
interval [0, T ]. Then, one has:
(1) for all 0 ≤ n ≤ N and n∆t ≤ t ≤ (n+ 1)∆t,
Fn∆t,k(t), S
n
∆t,k(t) ≤ C0 = E(0) + C(Π, η0), Fn∆t,k(n∆t) +
n∑
i=1
Di∆t,k ≤ C0
where E(0) = 12
(
||u0||2L2(Ω(t)) + ||η0||2H2(Γ) + ||v0||2L2(Γ)
)
is the initial energy, and
C(Π, η0) is defined in (A3);
(2) η∆t,k is bounded in L
∞(0, T ;H20(Γ)) uniformly with respect to ∆t, k;
(3) ∂tη∆t,k is bounded in L
2(0, T ;L2(Γ)) uniformly with respect to ∆t, k;
(4) v∆t,k is bounded in L
∞(0, T ;L2(Γ)) uniformly with respect to ∆t, k;
(5) u∆t,k is bounded in L
∞(0, T ;L2(Ω)) uniformly with respect to ∆t, k;
(6) the following estimate
N−1∑
n=0
( 1
∆t
∫ (n+1)∆t
n∆t
||∂tηn+1∆t,k − vn∆t,k||2L2(Γ) + ||vn+1∆t,k − ∂˜tηn+1∆t,k||2L2(Γ) +
∫
Ω
Jn∆t,k|un+1∆t,k − un∆t,k|2
)
+
∑N
n=1D
n
∆t,k ≤ C
holds.
Proof. The estimates given in (1) follow from (29) and (32). The boundedness given in (2)
and (3) comes from (30) and first inequality given in (1). By taking out Π(ηn+1((n+1)∆t))
in (32) from both sides, we obtain
1
2
( ∫
Jn|un+1∆t,k − un∆t,k|2 +
∫
Ω
Jn+1|un+1∆t,k|2 + ||vn+1∆t,k − ∂˜tηn+1∆t,k||2L2(Γ) + ||vn+1∆t,k||2L2(Γ)
)
+Dn+1∆t,k
≤ Sn+1((n+ 1)∆t)−Π(ηn+1∆t,k((n+ 1)∆t)) ≤ 1c (C∗ + Fn),
where last inequality comes from (30), with C∗ being given in the coercivity estimate from
(A3). This yields the boundedness given in (4) and (5). The estimate given in (6) is
obtained by summing (29) and (32) over all 1 ≤ n ≤ N and by telescoping.
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3.3 Estimate of ∂tη∆t,k − v∆t,k
Since we are working with two parameters k andN = T/∆t in constructing the approximate
solutions, we want to pass the convergence of the approximate solutions at the same time in
both parameters. In order to ensure that ∂tη∆t,k and v∆t,k converge to the same function in
L2(0, T ;L2(Γ)), we want N = N(k) to be sufficiently large in every step. As a preparation,
we first derive some estimates on ∂tη∆t,k − v∆t,k.
For any function f ∈ H20,k(Γ), by using the orthogonality of ∆w1, ...,∆wk in L2(Γ), we
have:
||f ||2H2 ≤ CΓ||∆f ||2L2 = CΓ
( k∑
i=1
(f, wi)∆wi
)2
= CΓ
k∑
i=1
(f, wi)2(∆wi,∆wi) = CΓ
k∑
i=1
ξi(f, wi)2.
(33)
Now taking ψ = wi in (24), we obtain the inequality
1
(∆t)2
(∂tηn+1(t)− vn, wi)2 ≤ 2(∆ηn+1(t),∆wi)2 + 2(F(ηn+1(t))−F(0) + F(0), wi)2
≤ 2ξ2i (ηn+1(t), wi)2 + 2C2R
(||F(0)||H−a + ||ηn+1(t)||H2)2||wi||2Ha .
(34)
by using the Lipschitz continuity of F given in the assumption (A2), where CR is the
Lipschitz constant given in (A2), which is uniform due to the boundedness of η∆t,k given
in Lemma 3.4(2).
Summing (34) over i = 1, ..., k, it follows
1
(∆t)2
||∂tηn+1(t)− vn||2L2(Γ) ≤ 2
k∑
i=1
ξ2i (η
n+1(t), wi)2 + 2C2R
(||F(0)||H−a + ||ηn+1(t)||H2)2 k∑
i=1
||wi||2Ha
≤ 2ξk||∆ηn+1||2L2 + 2C2R
(||F(0)||H−a + ||ηn+1(t)||H2)2 k∑
i=1
||wi||2Ha ,
(35)
by using (33).
From the interpolation inequality for the Sobolev spaces, we have
||wn||2Ha ≤ ||wn||2−aL2(Γ)||wn||aH2 ≤ CΓξ
a/2
i , (36)
and from the uniform bound for η∆t,k given in Lemma 3.4(2), we obtain
1
(∆t)2
||∂tηn+1(t)− vn||2L2 ≤ 2ξk
CΓ
c
(C∗ + C0) + 4C2RCΓ
(||F(0)||2H−a + CΓc (C∗ + C0))
k∑
i=1
ξ
a/2
i
(37)
where c = (12 − κ), with κ and C∗ being the constants given in the coercivity condition of
(20). Denoting by
CB :=
CΓ
c
(C∗ + C0) (38)
we have
||∂tηn+1(t)− vn||2L2(Γ) ≤
(
2ξkCB + 4C2RCΓ
(||F(0)||2H−a + CB) k∑
i=1
ξ
a/2
i
)
(∆t)2. (39)
In order to make the right-hand side of (39) be bounded by (∆t)α for α > 0, we impose
the following condition for every step
N(k) ≥ T
(
2ξkCB + 4C2RCΓ
(||F(0)||2H−a + CB) k∑
i=1
ξ
a/2
i
) 1
2−α
, 0 < α < 2. (40)
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Now we are ready to have:
Lemma 3.5. Assuming that N(k) satisfies (40), we have the following boundedness:
(1) ||∂tηn+1∆t,k(t)− vn∆t,k||2L2(Γ) ≤ (∆t)α, for all t ∈ [n∆t, (n+ 1)∆t];
(2) ∂tη∆t,k is bounded in L
∞(0, T ;L2(Γ)) uniformly with respect to ∆t, k;
(3) ∇η˜∆t,ku∆t,k is bounded in L2(0, T ;L2(Ω)) uniformly with respect to ∆t, k;
(4) v∆t,k is bounded in L
2(0, T ;Hs(Ω)) uniformly with respect to ∆t, k, for any 0 < s <
1/2;
(5) ||∂˜tη∆t,k − ∂tη∆t,k||2L∞(0,T ;L2(Γ)) ≤ C(∆t)2α;
(6)
∑N−1
n=0 ||ηn+1∆t,k − vn+1∆t,k||2L2(Γ) ≤ C and
∑N−1
n=1 ||vn+1∆t,k − vn∆t,k||2L2(Γ) ≤ C.
Proof. From (39) and (40), the above first and second estimates follow immediately from
the uniform bound of v∆t,k given in Lemma 3.4(4).
The third result is obtained in the same way as in [23, Proposition 5.3], by mapping the
gradient back to the moving domain Ωη˜ and applying the transformed Korn’s inequality.
We then use uniform bounds for ∂tη∆t,k in L∞(0, T ;L2(Γ)) and η∆t,k in L∞(0, T ;H20 (Γ))
to obtain the uniform Korn’s constant, and since
∑N
i=1D
n
∆t,k is uniformly bounded from
Lemma 3.4(6), the boundedness in the statement (3) follows. Now, since the function v∆t,k
is the trace of uˆ∆t,k, it enjoys a certain trace regularity (see [21]). In particular
||vn∆t,k||Hs(Γ) ≤ C||uˆn∆t,k||
H1(Ω
η˜
n−1
∆t,k )
(41)
for all 0 ≤ n ≤ N , where C depends on s and ||ηn−1∆t,k||C0,2s(Γ) which is uniformly bounded
due to Lemma 3.4(2), so the constant C is uniform with respect to n,∆t, k. Now, the
statement (4) follows by (41) and the third statement.
Now, to estimate the difference between ∂˜tηn and ∂tηn, we first take the difference
between equation (2.1) for t and τ−moments in [n∆t, (n+ 1)∆t], then choose ψ = wi and
sum over i = 1, ..., k. Following the calculation in (34) and (35), we have
1
(∆t)2
||∂tηn(t)−∂tηn(τ)||2L2(Γ) ≤ 2ξk||ηn(t)−ηn(τ)||2H2(Γ)+2C2R||ηn(t)−ηn(τ)||2H2
k∑
i=1
||wi||2Ha ,
(42)
and from (33) and (36),
1
(∆t)2
||∂tηn(t)− ∂tηn(τ)||2L2(Γ) ≤ 2ξkCΓ||ηn(t)− ηn(τ)||2L2(Γ)
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
≤ 2ξkCΓ||
∫ t
τ
∂tη
n||2L2(Γ)
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
≤ 2ξkCΓ||∂tηn||2L∞(n∆t,(n+1)∆t;L2(Γ) |t− τ |2
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
≤ 8ξkCB |t− τ |2
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
. (43)
The last inequality here can be obtained by choosing, for example, (∆t)α ≤ 1c (C∗ + C0),
and then by Lemma 3.4(4), statement (1) and (38), we bound
||∂tηn||2L∞((n−1)∆t,n∆t;L2(Γ)) ≤ 2||∂tηn(t)− vn−1||2L∞((n−1)∆t,n∆t;L2(Γ)) + 2||vn−1||2L2(Γ) ≤
4
c
(C∗ + C0) =
4CB
CΓ
.
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Next, by the Hölder inequality we have
|∂˜tηn+1 − ∂tηn+1(τ)|2 =
∣∣∣ ∫ (n+1)∆t
n∆t
∂tη
n+1(t)− ∂tηn+1(τ)
∆t
dt
∣∣∣2
≤ 1
∆t
∫ (n+1)∆t
n∆t
∣∣∣∂tηn+1(t)− ∂tηn+1(τ)∣∣∣2dt (44)
Now by integrating this inequality over Γ and using the inequality (43), we obtain
1
∆t
||∂˜tηn − ∂tηn(τ)||2L2(Γ) ≤ 8ξkCB
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)∫ (n+1)∆t
n∆t
|τ − t|2dt (45)
From (40), we can estimate
(∆t)α−2 ≥ 2ξkCB and 12CB (∆t)
α−2 ≥
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
which gives us
4
CB
(∆t)2α−4 ≥ 8ξkCB
(
ξk + CΓC2R
k∑
i=1
ξ
a/2
i
)
(46)
Now, combining (45) and (46), we conclude:
||∂˜tηn∆t,k − ∂tηn∆t,k||2L∞((n−1)∆t,n∆t;L2(Γ)) ≤
4(∆t)2α
3CB
,
and since n was arbitrary, the statement (5) follows.
Finally, from Lemma 3.4(6) and the statements (1) and (5), we obtain:
N−1∑
n=0
||ηn+1∆t,k − vn+1∆t,k||2L2(Γ)
≤
N−1∑
n=0
||vn+1∆t,k − ∂˜tηn+1∆t,k||2L2(Γ) +
N−1∑
n=0
||∂˜tηn+1∆t,k − ∂tηn+1∆t,k||2L2(Γ) ≤ C
and consequently
N−1∑
n=1
||vn+1∆t,k − vn∆t,k||2L2(Γ)
≤
N−1∑
n=1
||vn+1∆t,k − ∂tηn+1∆t,k||2L2(Γ) +
N−1∑
n=1
||∂tηn+1∆t,k − vn∆t,k||2L2(Γ) ≤ C,
so the proof is complete.
4 Convergence of the approximate solutions
In this section, by using the estimates from section 3, we will first obtain the weak conver-
gence of the approximate solutions. After that, by using the Theorem [22, Theorem 3.1]
and some standard compactness results, we will deduce the strong convergence as well.
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4.1 Weak convergence
In order to prove the weak convergence of approximate solutions, we first need to prove
that LE mapping defined in section 2.3 is well-defined independently from the choice of ∆t
and k on the whole time interval [0, T ]:
Lemma 4.1. Assuming that N(k) satisfies (40), we can choose T > 0 independent of ∆t
and k such that for all t ∈ [0, T ]
0 < Cmin ≤ 1 + η∆t,k(t,X) ≤ Cmax
Proof. Using the uniform estimate of ∂tη∆t,k given in Lemma 3.4(3), we first obtain:
||η∆t,k(t)− η∆t,k(0)||L2(Γ) ≤ ||
∫ t
0
∂tη∆t,k(h)dh||L2(Γ) ≤ CT,
and from the uniform estimate of η∆t,k in L∞(0, T ;H20(Γ)) given in Lemma 3.4(2), we have:
||η∆t,k(t)− η∆t,k(0)||H20 (Γ) ≤ 2C.
By the interpolation inequality for Sobolev spaces we have:
||η∆t,k(t)− η∆t,k(0)||H3/2(Γ) ≤ 2CT 1/4.
Since H3/2(Γ) is imbedded into C(Γ), we can bound
η0 + 1 + 2CT 1/4 ≥ η∆t,k(t) + 1 ≥ η0 + 1− 2CT 1/4.
Since η0 + 1 ≥ C > 0, we can take T small enough such that
η∆t,k + 1 ≥ C − 2CT 1/4 ≥ Cmin > 0,
and now the upper bound Cmax follows easily. This finishes the proof.
Notice that now on the time interval [0, T ] the Jacobian of the LE mapping Aη(t) is
uniformly bounded from above and below by two positive constants.
The following result is a direct consequence of boundedness given in Lemma 3.4:
Lemma 4.2. Assuming that N(k) satisfies (40), there exist subsequences of (u∆t,k)∆t,k, (v∆t,k)∆t,k
and (η∆t,k)∆t,k, and the functions v ∈ L∞(0, T ;L2(Ω)), η ∈W 1,∞(0, T ;L2(Γ))∩L∞(0, T ;H20(Γ))
and u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)) such that:
η∆t,k ⇀ η weakly* in L
∞(0, T ;H20 (Γ)),
∂tη∆t,k ⇀ ∂tη weakly* in L
∞(0, T ;L2(Γ))
v∆t,k ⇀ v weakly* in L
∞(0, T ;L2(Γ)),
u∆t,k ⇀ u weakly* in L
∞(0, T ;L2(Ω)),
∇η˜n+1u∆t,k ⇀ M weakly in L2(0, T ;L2(Ω)),
as k → +∞.
We will later prove that M is equal to ∇ηu.
4.2 Strong convergence
In this section, we will prove the strong convergence of the approximate functions, which
is essential in passing the limit in the nonlinear terms of the approximate problem. The
key part is to prove the strong convergence of u∆t,k and v∆t,k in L2(0, T ;L2(Ω)) and
L2(0, T ;L2(Γ)), respectively, which will be done by using the recent abstract result [22,
Theorem 3.1]. Troughout this section, we will assume that T/∆t = N(k) satisfies the
condition (40).
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4.2.1 The strong convergence of u∆t,k and v∆t,k
We shall apply [22, Theorem 3.1] to study the sequence (uˆ∆t,k, v∆t,k)k (recall that ∆t =
∆t(k) and that uˆn∆t,k = u
n
∆t,k ◦An−1∆t,k). First, we start by introducing the following spaces
on the moving domain, the following test function space
Qn∆t,k = {(qˆ, ψ) ∈ H4(Ωη
n
∆t,k)×H20,k(Γ) : ∇ · qˆ = 0, qˆ(t,X, ηn∆t,k(X)) = ψ(t,X)e3}
which is dense in the space of functions (q ◦ (An∆t,k)−1, ψ) such that (q, ψ) ∈ W
η˜n∆t,k
k , and
the following solution space
V n∆t,k = {(uˆ, v) ∈ H1(Ωη˜
n
∆t,k)×Hθk(Γ) : ∇ · uˆ = 0, uˆ(t,X, η˜n∆t,k(X)) = v(t,X)e3}
where 0 < θ < 1/2 is a parameter (which will be fixed from here onwards) and Hθk (Γ) =
(span({wi}1≤i≤k), || · ||Hθ(Γ)). Notice that if (un+1∆t,k, vn+1∆t,k) ∈ W
η˜n∆t,k
k then (uˆ
n+1
∆t,k, v
n+1
∆t,k) ∈
V n∆t,k (due to the trace regularity, see Lemma 3.5(4)), so this choice of space is suitable for
the solution on the moving domain.
We want to introduce function spaces which are defined on a maximal bounded domain
containing all fluid domains Ωη
i
∆t,k for 0 ≤ i ≤ N − 1. For this reason, we define a smooth
scalar function M(X) on Γ such that
M(X) ≥ ηn∆t,k(X), for all X ∈ Γ, k ∈ N, T/∆t(k) = N ∈ N and 0 ≤ n ≤ N − 1,
|M(X)− η0(X)|∞ ≤ C(T ), where C(T )→ 0,when T → 0
}
(47)
The existence of such a function follows by the fact that η∆t,k is uniformly bounded in
W 1,∞(0, T ;L2(Γ)) ∩ L∞(0, T ;H20(Γ)) (from Lemmas 3.4 and 3.5) which is imbedded into
C0,α(0, T ;C0,1−2α(Γ)), for any 0 < α < 1/2. Now we define the maximal domain
ΩM = {(X, z) : X ∈ Γ,−1 < z < M(X)}
and the following Hilbert spaces:
H = L2(ΩM )× L2(Γ)
V = Hθ(ΩM )×Hθ(Γ)
We want to prove the precompactness of {(uˆ∆t,k, v∆t,k)}k in L2(0, T ;H), so we need the
functions uˆ∆t,k to be defined on ΩM . For that reason, we extend the functions uˆ∆t,k by zero
to ΩM , which we still denote as uˆ∆t,k without any confusion. In Appendix B, we prove
that these extended functions are indeed in the space Hθ(ΩM ), and that this extension
maps (V n∆t,k, Q
n
∆t,k) →֒ V × V continuously (uniformly in n,∆t, k).
In order to obtain this strong convergence, we will verify that the hypotheses in [22,
Theorem 3.1] hold:
Lemma 4.3. Let (un∆t,k, v
n
∆t,k) ∈ W
η˜n−1
∆t,k
k be the solution of the (FSP) obtained in the
Section 3 and (uˆn∆t,k, v
n
∆t,k) ∈ V n−1∆t,k the corresponding solution on the moving domain.
Then:
(1)
∑N
n=1 ||uˆn∆t,k||2
H1(Ω
η˜
n−1
∆t,k )
∆t ≤ C and ∑Nn=1 ||vn∆t,k||2Hθ(Γ)∆t ≤ C;
(2) ||uˆ∆t,k||L∞(0,T ;L2(ΩM )) ≤ C and ||v∆t,k||L∞(0,T ;L2(Γ)) ≤ C
Moreover, we have
||Pn∆t,k
uˆn+1∆t,k − uˆn∆t,k
∆t
||(Qn
∆t,k
)′ ≤ C(||uˆn+1∆t,k||V n∆t,k + 1) (48)
where Pn∆t,k is the orthogonal projection onto Q
n
∆t,k
H
and (Qn∆t,k)
′ is the dual space of
Qn∆t,k.
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Proof. Without any confusion, in this proof we will omit ∆t, k in the subscript of functions.
First, the statement (1) follows from Lemmas 3.4(6) and 3.5(4), while the statement (2)
follows from Lemma 3.4(4) and (5).
Next, to prove (48), we want to estimate the following norm
||Pn∆t,k
uˆn+1 − uˆn
∆t
||(Qn
∆t,k
)′ = sup
||(qˆ,ψ)||Qn
∆t,k
=1
∣∣∣ ∫
Ωηn
uˆn+1 − uˆn
∆t
· qˆ +
∫
Γ
vn+1 − vn
∆t
· ψ
∣∣∣
so we sum the sub-problem (24) integrated over (n∆t, (n+ 1)∆t) and divided by ∆t with
the sub-problem (28), and map it back to the moving domain Ωη˜
n
by using the mapping
(An)−1, to obtain
1
2
∫
Ωη˜n
(
((un −wn+1) · ∇)uˆn+1 · qˆ − ((un −wn+1) · ∇)qˆ · uˆn+1)
+
∫
Ωη˜n
uˆn+1 − un
∆t
· qˆ + 1
2
∫
Ωη˜n
Jn+1 − Jn
Jn∆t
uˆn+1 · qˆ
+ 2µ
∫
Ωη˜n
D(uˆn+1) : D(qˆ) +
∫
Γ
vn+1 − vn
∆t
ψ
+
1
∆t
∫ (n+1)∆t
n∆t
∫
Γ
∆ηn+1∆ψ +
1
∆t
∫ (n+1)∆t
n∆t
∫
Γ
F(ηn+1(t))ψ = 0, (49)
for all (qˆ, ψ) ∈ Qn∆t,k, where un = un ◦ (An∆t,k)−1. Notice that in one term 1/Jn appeared
(and in others got canceled with Jn) since its the Jacobian of the mapping (An)−1. We
kept the notation Jn, Jn+1 and wn+1 even though these functions are defined on Ω since
these functions do not depend on the coordinate z, so there is no confusion. First, by the
triangle inequality ∣∣∣ ∫
Ωη˜n
uˆn+1 − uˆn
∆t
· qˆ +
∫
Γ
vn+1 − vn
∆t
· ψ
∣∣∣
≤
∣∣∣ ∫
Ωη˜n
uˆn+1 − un
∆t
· qˆ +
∫
Γ
vn+1 − vn
∆t
· ψ
∣∣∣+ ∣∣∣ ∫
Ωη˜n
uˆn − un
∆t
· qˆ
∣∣∣
The first term on the right-hand side is estimated from the equation (49) in the following
way: ∣∣∣ ∫
Ω
ηn
∆t,k
uˆn+1 − un
∆t
· qˆ +
∫
Γ
vn+1 − vn
∆t
· ψ
∣∣∣
≤ (||un||L2(Ωη˜n ) + ||wn+1||L2(Ωη˜n ))||∇uˆn+1||L2(Ωη˜n )||qˆ||L∞(Ωη˜n )
+
(||un||L2(Ωη˜n ) + ||wn+1||L2(Ωη˜n ))||∇qˆ||L∞(Ωη˜n )||uˆn+1||L2(Ωη˜n ) + C||∂˜tηn+1||L2(Γ)||uˆn+1∆t,k||L2(Ωη˜n )||qˆ||L∞(Ωη˜n )
+ C||∇uˆn+1∆t,k||L2((Ωη˜n )||∇qˆ||L2(Ωη˜n ) + ||∆η||L∞(n∆t,(n+1)∆t;L2(Γ))||∆ψ||L2(Γ)
+ C(||F(0)||H−2(Γ) + ||η||L∞(n∆t,(n+1)∆t;H2−ε(Γ)))||ψ||H2(Γ) ≤ C(||uˆn+1||V n∆t,k + 1)||(qˆ, ψ)||Qn∆t,k
where we used the estimates from Lemmas 3.4 and 3.5, the assumption (A1) for the non-
linear function F and the Sobolev imbeddings. To estimate the next term, we decompose
Ωη˜
n
= S1 ∪ S2, where S1 = Ωη˜n ∩ Ωη˜n−1 , S2 = Ωη˜n \ Ωη˜n−1 and bound∣∣∣ ∫
S1
uˆn − un
∆t
· qˆ
∣∣∣ = 1
∆t
∣∣∣ ∫
S1
uˆn(X, z)− uˆn(X, (η
n−1 + 1)(z + 1)
ηn + 1
− 1) · qˆ
∣∣∣
≤ C||∇uˆn||L2(S1)||η˜n||L2(Γ)||qˆ||L∞(S1)
by the mean-value Theorem. Next,∣∣∣ ∫
S2
uˆn − un
∆t
· qˆ
∣∣∣ ≤ 1
∆t
∫
Γ
∫ η˜n
η˜n−1
|un||qˆ|dzdX ≤ ||uˆn||L2(S2)||∂˜tηn||L2(Γ)||qˆ||L∞(S2)
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since uˆn∆t,k = 0 on S2. Combining the previous four inequalities, by using the imbedding
of H4(Ωη˜
n
) into W 1,∞(Ωη˜
n
), the uniform bounds from Lemmas 3.4 and 3.5, the inequality
(48) follows.
Corollary 4.4. Assuming that N(k) satisfies (40), then u∆t,k → u in L2(0, T ;L2(Ω)) and
v∆t,k → v in L2(0, T ;L2(Γ)) as k →∞.
Proof. From Lemma 4.3, we have that the assumptions A and B given in [22, Theorem 3.1]
are satisfied. Notice that the assumption A3 given in [22, Theorem 3.1] is not necessary to
verify due to [22, Theorem 3.2].
To prove the assumption C given in [22, Theorem 3.1], one can use almost the same
construction as in [22, Example 4.2] with the following changes. First, since η∆t,k is only
uniformly bounded in C0,α(0, T ;C0,1−2α(Γ)) for 0 < α < 1/2, the functions constructed
in [22, Lemma 4.5] would satisfy a weaker inequality - on the right-hand side of the third
inequality, we would have C(l∆t)α, instead of C
√
l∆t. Consequently, the corresponding
operator Iin,l,∆t would satisfy a weaker assumption C1 given in [22, Theorem 3.1], where
the right-hand side of the inequality (3.3) is replaced by C(l∆t)α. Nevertheless, one can
carry out the proof of [22, Theorem 3.1] in the same way with this weaker assumption,
by proving the [22, Lemma 3.1] where the right-hand side of the inequality is replaced
by C(l∆t)α, and the [22, Lemma 3.2] where the last term on the right-hand side of the
inequality is replaced by C(δ)C(l∆t)α. Then, one can conclude that this slightly modified
[22, Theorem 3.1] holds from the inequality (3.23) in which the last term is replaced by
C(δ)C(l∆t)α. Notice that in our case we would choose g(h) = Chα/2.
Therefore, we apply this version of [22, Theorem 3.1] for the sequence (uˆ∆t,k, v∆t,k)k
and obtain that uˆ∆t,k → uˆ in L2(0, T ;L2(ΩM )) and v∆t,k → v in L2(0, T ;L2(Γ)). It
remains to to prove that u∆t,k → u in L2(0, T ;L2(Ω)), where u = uˆ ◦A−1η . Let φ ∈ L2(Ω)
and
φˆ(t,X, z) =
φ ◦ (An∆t,k)−1, t ∈ [n∆t, (n+ 1)∆t), (X, z) ∈ Ω
η˜n∆t,k
0, elsewhere in ΩM
Now,
lim
k→∞
∫ T
0
∫
Ω
u∆t,kφ = lim
k→∞
∫ T
0
∫
ΩM
1
T∆tJ∆t,k
uˆ∆t,kφˆ =
∫ T
0
∫
ΩM
1
J
uˆφˆ =
∫ T
0
∫
Ω
uφ
where T∆tJ∆t,k(t) = J∆t,k(t − ∆t), and since T∆tJ∆t,k, J∆t,k → J in C([0, T ] × Ω) (see
Corollary 4.5), we have that u∆t,k ⇀ u in L2(0, T ;L2(Ω)). Also,
lim
k→∞
||u∆t,k||2L2(0,T ;L2(Ω)) = lim
k→∞
∫ T
0
∫
Ω
|u∆t,k|2 = lim
k→∞
∫ T
0
∫
ΩM
1
J∆t,k
|uˆ∆t,k|2
=
∫ T
0
∫
ΩM
1
J
|uˆ|2 =
∫ T
0
∫
Ω
|u|2 = ||u||2L2(0,T ;L2(Ω)).
Now, the weak convergence of u∆t,k and the strong convergence of ||u∆t,k||2L2(0,T ;L2(Ω))
imply that u∆t,k → u in L2(0, T ;L2(Ω)), so we finish the proof.
4.2.2 Strong convergence of the approximate plate displacement
First, since η∆t,k is uniformly bounded in W 1,∞(0, T ;L2(Γ)) ∩ L∞(0, T ;H20 (Γ)), from the
continuous imbedding
W 1,∞(0, T ;L2(Γ)) ∩ L∞(0, T ;H20 (Γ)) →֒ C0,1−α([0, T ], H2α(Γ)), 0 < α < 1,
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we obtain uniform boundedness of η∆t,k in C0,1−α([0, T ], H2α(Γ)). Since H2α is compactly
imbedded into H2α−ǫ for any fixed ǫ > 0, and since the functions in C0,1−α(0, T ;H2α(Γ))
are uniformly continuous in time on finite interval, by using the Arzela-Ascoli Theorem we
obtain the compactness in time as well. Therefore, we have
η∆t,k → η in C([0, T ];H2s(Γ)), 0 < s < 1,
and
T∆tη∆t,k → η in C([0, T ];H2s(Γ)), 0 < s < 1,
as ∆t → 0. By the compactness we just obtained for η, since F is Lipschitz continuous
from H2−ǫ(Γ) to H−2(Γ) (see (18)) and since constant CR is now uniformly bounded due
to the uniform energy estimate, we have
||F(η∆t,k(t))−F(η(t))||H−2(Γ) ≤ C||η∆t,k(t)− η(t)||H2−ǫ(Γ),
so F(η∆t,k(t)) → F(η(t)) in H−2(Γ), for all t ∈ [0, T ]. Next, from Lemma 3.5(5), (6) and
Corollary 4.4, when N(k) satisfies (40), we have that ∂tη∆t,k, ∂˜tη∆t,k → v in L2(0, T ;L2(Γ))
and v = ∂tη.
Corollary 4.5. Assuming that N(k) satisfies (40), we have the following convergences:
(1) η∆t,k, T∆tη∆t,k → η, in C([0, T ]× Γ);
(2) η˜∆t,k → η in L∞(0, T ;C(Γ));
(3) J∆t,k, T∆tJ∆t,k → J and Aη∆t,k → A, in C([0, T ]× Ω)
(4) w∆t,k → w in L2(0, T ;L2(Ω));
(5) (∇A∆t,k)−1 → (∇A)−1 in C(0, T ;H2s(Ω)) for s < 1/2,
as k →∞.
5 Proof of the main result
In this section, we will first construct appropriate test functions in certain spaces that will
converge to the test functions of the weak solution defined in Definition 2.1. After that, we
will prove the convergence of approximate solutions term by term by using the convergence
results obtained in section 4. At the end of the section, we will prove that the life span
of the solution is either +∞ or up to the moment of the free boundary touch the bottom.
Throughout this section we assume that N(k) satisfies the condition (40).
5.1 Construction of test functions
Now, for given test functions (q, ψ) ∈ Qη(0, T ), where η is the weak* limit of the sequence
η∆t,k given in Lemma 3.4, we want to construct a sequence of test functions q∆t,k and
ψ∆t,k such that (qn∆t,k, ψ
n
∆t,k) ∈ W η˜
n−1
k for all 1 ≤ n ≤ N(k), and (q∆t,k, ψ∆t,k) → (q, ψ)
when k →∞ in a suitable space.
Since the original problem and the original test functions are defined on the moving
domain, we start by defining the uniform domains
Ωmax =
⋃
∆t>0,n∈N
Ωη˜
n
∆t,k , Ωmin =
⋂
∆t>0,n∈N
Ωη˜
n
∆t,k
We define χmax(0, T ) as the space of test functions (r, ψ), where ψ ∈ C1c ([0, T );H20 (Γ)) and
r = r0 + r1 such that:
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1. r0 is a smooth divergence free function with compact support in Ωη(t) ∪ Σ ∪ Γη(t),
extended by 0 to Ωmax \ Ωη(t).
2. function
r1 =
(0, 0, ψ) on Ωmax \ ΩminDivergence free extension to Ωmin (see [12, p.127]). (50)
We then define
χη(0, T ) = {(q, ψ) : q(t,X, z) = r(t,X, z)|Ωη(t) ◦Aη(t), where (r, ψ) ∈ χmax(0, T )}.
Notice that this function space is dense in Qη(0, T ).
For approximate solution X∆t,k and given test functions (q, ψ) ∈ χη(0, T ), with
q = r|Ωη ◦Aη, r = r0 + r1
being the decomposition we introduced, define approximated test functions (q∆t,k, ψ∆t,k)
in the following way:
ψ∆t,k(t, ·) = ψk(n∆t), t ∈ [n∆t, (n+ 1)∆t),
where ψk(t) is a projection of ψ(t, ·) in Gk = span{wi : 1 ≤ i ≤ k}, and
q∆t,k(t, ·) = qn∆t,k(t, ·) := rk(n∆t, ·)
|Ω
η˜
n−1
∆t,k
◦An−1∆t,k, t ∈ [n∆t, (n+ 1)∆t),
rk = r0 + r1,k
where r1,k is the extension of (0, 0, ψk) in the same way as given in (50). Before we proceed
to the convergence of approximate solutions, we first have some convergences for the test
functions as follows:
Lemma 5.1. For every (q, ψ) ∈ χη(0, T ), we have:
q∆t,k → q, ψ∆t,k → ψ, ∇q∆t,k → ∇q, uniformly on [0, T ]× Ω.
as k →∞.
Proof. For t ∈ [n∆t, (n+ 1)∆t),
q∆t,k(t)− q(t) = rk
(
n∆t, An−1∆t,k
)− r(t, Aη(t))
=
(
rk
(
n∆t, An−1∆t,k
)− r(n∆t, An−1∆t,k))+ r(n∆t, An−1∆t,k)− r(t, Aη(t)) (51)
Since rk → r when k →∞, the first difference on the right hand side of (51) goes to 0, so
we only need to study the other difference. Decompose it into
r
(
n∆t, An−1∆t,k
)− r(t, Aη(t)) = r(n∆t, Aη(t))− r(t, Aη(t))+ r(n∆t, An−1∆t,k)− r(n∆t, Aη(n∆t)).
By the mean-value Theorem, there is β ∈ [0, 1] such that
r
(
n∆t, Aη(t)
)− r(t, Aη(t)) = ∂tr(n∆t+ β(t− n∆t), Aη(t))(t− n∆t),
which converges to 0 as k →∞, and the remaining one
r
(
n∆t, An−1∆t,k
)− r(n∆t, Aη(n∆t))→ 0, as k →∞
from the strong convergence of A∆t,k → A. The same argument applies to deduce ψ∆t,k →
ψ and ∇q∆t,k → ∇q as k →∞.
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Lemma 5.2. We have:
ψn+1∆t,k − ψn∆t,k
∆t
=: dψn∆t,k → ∂tψ in L2(0, T ;L2(Ω)), as k → +∞,
and
qn+1∆t,k − qn∆t,k
∆t
=: dqn∆t,k → ∂tq in L2(0, T ;L2(Ω)), as k → +∞.
Proof. Obviously, we have
ψn+1∆t,k − ψn∆t,k
∆t
=
ψk((n+ 1)∆t)− ψk(n∆t)
∆t
= ∂tψ(n∆t+ β∆t) −
∞∑
i=k+1
(
∂tψ(n∆t+ β∆t), wi
)
wi,
for a β ∈ (0, 1). The last term goes to 0 when k → +∞ by using the boundedness of ∂tψ
in L∞(0, T ;L2(Γ)).
For the second convergence, we use similar argument as in the previous Lemma to get:
qn+1∆t,k − qn∆t,k
∆t =
1
∆t
(
rk
(
(n+ 1)∆t, An∆t,k)− rk
(
n∆t, An−1∆t,k
))
= 1∆t
(
rk
(
(n+ 1)∆t, An∆t,k
)− rk((n+ 1)∆t, An−1∆t,k)+ rk((n+ 1)∆t, An−1∆t,k)− rk(n∆t, An−1∆t,k))
= ∇rk
(
(n+ 1)∆t, δ
)An∆t,k −An−1∆t,k
∆t + ∂trk
(
(n+ β)∆t, An−1∆t,k
)
,
with δ = An−1∆t,k + γ
(
An∆t,k − An−1∆t,k
)
for β, γ ∈ [0, 1]. In the decomposition rk = r0 + r1,k,
since term r1,k is a simple extension of ψk, we have that ∇r1,k is the extension of ∇ψk
and ∂tr1,k is the extension of ∂tψk. From the convergence ψk → ψ in C1c ([0, T );H20 (Γ)), we
obtain ∇rk → ∇r and ∂trk → ∂tr as k → +∞. By using the convergence of A∆t,k → Aη,
the term
An∆t,k−A
n−1
∆t,k
∆t = w
n converges to wη as k → +∞, we obtain
dq∆t,k → wη · ∇r+ ∂tr = ∂tq in L2(0, T ;L2(Ω)) as k→ +∞.
5.2 Passage to the limit
To define the approximate problem, for every (q, ψ) ∈ χη(0, T ), by taking the sum (24)
and (28) with test functions q∆t,k and ψ∆t,k, we get∫ T
0
[
1
2
∫
Ω
T∆tJ∆t,k
(
((T∆tu∆t,k −w∆t,k) · ∇η∆t,k)u∆t,k · q∆t,k − ((T∆tu∆t,k −w∆t,k) · ∇η∆t,k)q∆t,k · u∆t,k
)
+
∫
Ω
T∆tJ∆t,k∂tu
∗
∆t,k · q∆t,k +
1
2
∫
Ω
J∆t,k − T∆tJ∆t,k
∆t
u∆t,k · q∆t,k + (F (η∆t,k), ψ∆t,k) + (∆η∆t,k(t),∆ψ∆t,k)
+ 2µ
∫
Ω
Jn+1Dη∆t,k(u∆t,k) : Dη∆t,k(q∆t,k) +
∫
Γ
∂tv
∗
∆t,k · ψ∆t,k
]
dt = 0, (52)
where T∆tf(t) = f(t−∆t) is the translation in time operator, and u∗∆t,k and v∗∆t,k are the
piece-wise linear approximations of u∆t,k and v∆t,k, i.e. for t ∈ [n∆t, (n+ 1)∆t]
u∗∆t,k(t) = u
n
∆t,k +
un+1∆t,k − un∆t,k
∆t
(t− n∆t),
v∗∆t,k(t) = v
n
∆t,k +
vn+1∆t,k − vn∆t,k
∆t
(t− n∆t).
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Notice that replacing the discretized time derivative with the time derivative of the piece-
wise linear approximations does not change the value of the corresponding two integral
terms. We rewrite the approximate problem (52) as
∑8
i=1 Ii = 0, where Ii represents each
integral term on the left side of (52) for 1 ≤ i ≤ 8.
We still don’t know if the limit of ∇η˜∆t,ku∆t,k → ∇ηu. Since our space regularity on
the fixed domain for u is less than H1, this limit had to be passed on the moving domain.
It was proved in [23, 24] that:
∇η˜∆t,ku∆t,k → ∇ηu, weakly in L2(0, T ;L2(Ω)), as k →∞.
Now, by using the weak and strong convergences obtained in the section 4, we are going
to prove the convergences for all the terms Ii
1. Terms I1 and I2: Follows from the convergences of functions T∆tJ∆t,k,u∆t,k,w∆t,k
and q∆t,k and from the weak convergence of ∇η˜∆t,ku∆t,k and convergence of ∇η˜∆t,kq
which follows from the convergences of ∇q∆t,k and A∆t,k. Since
||T∆tu∆t,k − u∆t,k||2L2(0,T ;L2(Ω)) ≤ C
N∑
n=1
||un+1∆t,k − un∆t,k||2L2(Ω)∆t ≤ C∆t
due to Lemma 3.4 (6), function T∆tu∆t,k also converges to u.
2. Terms I3 and I8: Follows by partial integration on every sub-interval while being
careful about left and right limits of q∆t,k and ψ∆t,k at points n∆t and by the mean-
value Theorem (see [26, section 7.2] or [23, section 7.2]):∫ T
0
∫
Ω
T∆tJ∆t,k∂tu˜∆t,k · q∆t,k →
∫ T
0
∫
Ω
∂tJuq −
∫ T
0
∫
Ω
J0u0∂tq(0)−
∫ T
0
∫
Ω
Ju∂tq
and ∫ T
0
∫
Γ
v˜∆t,k · ψ∆t,k →
∫
Γ
v0ψ0 −
∫ T
0
∫
Γ
∂tη0 · ψ0
Here we also used the strong convergence of initial data in the corresponding norms.
3. Term I4: Since
J∆t,k − T∆tJ∆t,k
∆t
= ∂˜tη∆t,k,
convergence of this term follows from the convergence of ∂˜tη∆t,k.
4. Terms I5, I6 and I7: Directly from the weak convergences of the corresponding terms
and the convergence of the term F(η∆t,k) in H−2(Γ).
Notice that we had to take more regular test functions to pass the limit in the term I1
since the function w∆t,k converges only in L2(0, T ;L2(Ω)). On the other hand, since the
function w = (0, 0, ∂tη) ∈ L2(0, T ;L3(Ω)) (due to the imbedding of Sobolev spaces), and
since the other limiting functions are regular enough, the limiting problem is still satisfied
for the test functions from Qη(0, T ) by the density argument.
Thus, we have proven the existence of a weak solution in the sense of the Definition 2.1.
The energy estimate in the Theorem 2.1 follows from the Lemma 3.4(1) and the coercivity
estimate of the potential Π given in assumption (A3), by using the lower semicontinuity
of norms. The remaining part is to study the life span of the solution. We follow the
approach given in [4, pp. 397-398] (see also [26, Theorem 7.1]). For initial data X0 we solve
the problem on the time interval [0, T0]. Let
lim
t→T0
min
X∈Γ
η(t,X) + 1 = C0 > 0
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Since η is uniformly bounded in W 1,∞(0, T ;L2(Γ)) ∩ L∞(0, T ;H20 (Γ)) which is embedded
into C0,1/4([0, T ];H3/2(Γ)), we can choose T1 > T0 such that
||η∆t,k(T1)− η∆t,k(T0)||C(Γ) ≤ C||η∆t,k(T1)− η∆t,k(T0)||H3/2(Γ) ≤ 2C(T1 − T0)1/4,
so for T1 − T0 ≤
(
C0
2C
)4
, we can prolong the solution defined in [0, T0] to be in [0, T1] and
lim
t→T1
min
X∈Γ
η(t,X) + 1 = C1 > C0/2.
Now we repeat this procedure and obtain a sequence of Cn = lim
t→Tn
min
X∈Γ
η(t,X) + 1, and
if lim
n→∞
Cn = 0, then we take T = lim
n→∞
Tn. Otherwise, there exists a C∗ > 0 such that
Cn ≥ C∗, for all n ∈ N. Now, since
1 + η(Tn+1, X) ≥ 1 + η(Tn, X)− 2C(Tn+1 − Tn)1/4 ≥ C∗ − 2C(Tn+1 − Tn)1/4,
we have that
Tn+1 − Tn ≥
( C∗
1 + η(Tn+1, X)
)4
Since η is uniformly bounded in C([0, T ] × Γ), we obtain that Tn+1 − Tn ≥ C > 0, so
lim
n→∞
Tn =∞. This finishes the proof of Theorem 1.1.
Appendix A: The plate models
Here, we will give some concrete examples for the nonlinear elastic force F(η) that appears
in the plate equation (9). The following models were studied in [6, 7, 10].
The Kirchhoff model: Here the nonlinear elastic force takes the form of the Nemyt-
skii operator:
F(η) = −ν · div[|∇η|q∇η − µ|∇η|r∇η]+ f(η)− h(x),
where ν ≥ 0, q > r ≥ 0, and µ ∈ R are parameters, h ∈ L2(Γ) and
f ∈ Liploc(R) satisfies lim
|s|→∞
inf f(s)s−1 > −λ21, (53)
where λ1 is the first eigenvalue for the Laplacian with the Dirichlet boundary condition.
The corresponding potential is
Π(η) =
∫
Γ
Φ(η) +
ν
q + 2
∫
Γ
|∇η|q+2 − νµ
r + 2
∫
Γ
|∇η|r+2 −
∫
Γ
ηh (54)
where Φ(s) =
∫ s
0 f(x)dx. To verify the assumptions (A1) and (A2), let’s estimate the
difference (for s ≥ 0)
||div[|∇η1|s∇η1 − |∇η2|s∇η2]||H−a(Γ) ≤ C|||∇η1|s∇η1 − |∇η2|s∇η2||H1−a(Γ)
≤ C||η1 − η2||H2−ε(Γ)(||η1||sH2(Γ) + ||η2||sH2(Γ))
for 0 < a ≤ 1 and 0 < ε < a (see [10, Section 5.1] for more details on the derivation of this
inequality). This gives us that assumptions (A1)− (A2) hold for any a > 0 and 0 < ε < a.
To prove the assumption (A3), notice that the property (53) gives us that there exists
0 < γ < λ21 such that Φ(s) ≥ −γs2/2 − C, for all s, and since there is a γ′ such that
γ < γ′ < λ21 for which
−
∫
Γ
ηh ≥ −1
2
∫
Γ
(γ′ − γ)η2 − 1
(γ′ − γ)h
2 ≥ −1
2
∫
Γ
(γ′ − γ)η2 − C
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we obtain ∫
Γ
Φ(η)−
∫
Γ
ηh ≥ −γ
′
2
∫
Γ
η2 − C
Noticing that the function C1|x|q+2 − C2|x|r+2, C1 > 0, C2 ∈ R is bounded from below by
a constant, one concludes that the two middle terms on the right hand side of (54) can
be bounded from below by a constant. Next, by squaring the both sides of the harmonic
eigenvalue problem, since λ1 is its lowest eigenvalue, we can conclude that
||∆η||2L2(Γ) ≥ λ21||η||2L2(Γ), ∀η ∈ H20(Γ)
so the coercivity of the potential holds by combining the previous arguments for κ =
γ′/(2λ21) < 1/2. The boundedness on bounded sets in H
2
0 (Γ) of potential can be proved
easily by the means of the Sobolev imbedding Theorem, which gives us that the Kirchhoff
model satisfies the assumption (A3).
The von Kármán model: Here, the nonlinear elastic force takes form
F(η) = −[η, v(η) + F0]− h
where F0 ∈ H4(Γ) and h ∈ L2(Γ) are given functions, and the von Karman bracket is
defined as
[w, u] = ∂2x1w · ∂2x2u+ ∂2x2w · ∂2x1u− 2 · ∂2x1x2w · ∂2x1x2u,
where v = v(η) satisfies the equation
∆v + [η, η] = 0 in Γ, ∂νv = v = 0 on ∂Γ.
The potential is given as
Π(η) =
1
4
∫
Γ
[|v(η)|2 − 2([η, F0]− 2h)η].
One can estimate the difference
||[η1v(η1)]− [η2, v(η2)||H−θ(Γ) ≤ C||η1 − η2||H2−θ(Γ)(||η1||sH2(Γ) + ||η2||sH2(Γ))
for any θ ∈ [0, 1] (see [9, Corollary 1.4.5]), so assumptions (A1), (A2) hold for a = 0 and
ε = 1. The proof that the potential Π(η) satisfies the assumption (A3) can be found in
[9,Chapter 4].
The Berger model: In this case, the nonlinear elastic force takes form
F(η) = −
[
ν
∫
Γ
|∇η|2dx−G
]
∆η − h,
where ν > 0 and G ∈ R are parameters, h ∈ L2(Γ). The corresponding potential is
Π(η) =
ν
4
[ ∫
Γ
|∇η|2
]2
− G
2
∫
Γ
|∇η|2 −
∫
Γ
ηh
It is straightforward to prove that the assumptions (A1), (A2) hold for say a = 0 and ε = 1.
The coercivity of the potential can be proved by using the identity x2 ≤ δx4 + 14δ , for any
δ > 0, while the boundedness on the bounded sets in H20 (Γ) follows easily, so the assump-
tion (A3) holds. For more details about this model, see [8,Chapter 7].
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Other nonlinear models: In [27], a fluid-structure interaction problem was studied be-
tween an incompressible, viscous fluid and a semilinear cylindrical Koiter membrane shell
with inertia and a proof of existence of a weak solution was given. We can easily prove that
the nonlinear elastic force in the structure equation in this model, due to its nice polyno-
mial form (see [27, equation (2.13)]), satisfies the assumptions (A1), (A2) for say a = 0 and
ε = 1, while its potential given in the equality [27, equality (2.5)] is equivalent to the W 1,4
norm (see [27, section 3.1]), so the assumption (A3) follows immediately.
All the models mentioned above satisfy the assumption (A2) for either a = 0 or any
a > 0, but it is not clear if there are other relevant physical models that satisfy this
assumption only for say some a = 2 − δ for a small δ > 0 (and at the same time do not
satisfy it for some small a ≥ 0). The freedom for choosing the parameter a was left in the
assumption since it makes the result more general but does not affect the proof of the main
result in any way.
Appendix B
Lemma 5.3. (Extension by zero to ΩM ) Let η ∈ C0,α(Γ) with α ∈ (0, 1] be given such
that −1 < C1 < η(t,X) < M(X), for all X ∈ Γ, where M(X) is defined in (47), and let
0 < s ≤ 1 and s′ = α(3+2s)−32 . Let Aη be extended by the mapping Abη : Ωb → Ωb, where
Ωb = Γ× (−1, b) and b := max
X∈Γ
M(X) + 1, in the following way:
Abη(t,X, z) =
Aη(t,X, z), if (X, z) ∈ Ω,(0, z
b
(b− η(t,X)) + (X, η(t,X)), elsewhere
We have the following results:
(1) The mapping f 7→ f◦(Abη)−1 =: fˆ is continous fromW s,p(Ωb) toW s
′,p(Ωb), where the
continuity constant only depends on ||η(X)||C0,α(Ωm), the size of Ωb and lower bound
of the Jacobian of the transformation Abη (which can be chosen as min{C1 + 1, 1}).
(2) The extension by zero of f˜|Ω ◦A−1η to ΩM (function (f˜ ◦ (Abη)−1)|ΩM ) satisfies
||(f˜ ◦ (Abη)−1)|ΩM ||Hs′ (ΩM ) ≤ C||f˜ ||Hs(ΩM ) ≤ C||f ||Hs(Ω).
Proof. Recall the following intrinsic seminorm (see [1])
|f |p
W s,p(Ωb)
=
∫
Ωb
∫
Ωb
|f(x)− f(y)|p
|x− y|3+sp dxdy <∞.
Now, we prove (1) in the following way
|fˆ |p
W s′,p(Ωb)
=
∫
Ωb
∫
Ωb
|fˆ(x) − fˆ(y)|p
|x− y|3+ps′ dxdy =
∫
Ωb
∫
Ωb
|f(X)− f(Y )|p
|(Abη)−1(X)− (Abη)−1(Y )|3+ps′
1
J2
dXdY
=
∫
Ωb
∫
Ωb
|f(X)− f(Y )|p
|X − Y |3+ps
|X − Y |3+ps
|(Abη)−1(X)− (Abη)−1(Y )|3+ps′
1
J2
dXdY
≤
∫
Ωb
∫
Ωb
|f(X)− f(Y )|p
|X − Y |3+ps
1
J2
dXdY sup
x,y∈Ωb
|Abη(x)−Abη(y)|3+ps
|x− y|3+ps′
= C(Ωb, C1)|f |pW s,p(Ωb)||Abη||C0,α(Ωb) ≤ C
(
C1, ||η(X)||C0,α(Ωb),Ωb
)
|f |p
W s,p(Ωb)
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To prove the statement (2), we use the inequality [20, Theorem 1.2.16], which gives us that
the extension of f by 0 to R3, denoted by f˜ , satisfies
||f˜ ||Hs(R3) ≤ C(∂Ω)||f ||Hs(Ω),
where C(∂Ω) depends only on the Lipschitz constant of ∂Ω, so the statement (2) follows
by previous inequality and the statement (1).
Corollary 5.4. Let η ∈ H20 (Γ) be such that −1 < C1 < η(t,X) < M(X), for all X ∈ Γ,
where M(X) is defined in (47), and let f ∈ H1(Ωη). Then, extension by 0 of function
f to ΩM is continuous from H1(Ωη) to Hs
′
(ΩM ), for any 0 < s′ < 1/2. The continuity
constant only depends on ||η||H2(Γ) and s′, and the extension of a divergence-free function
is still divergence free.
Proof. By Sobolev embedding, η ∈ C0,α(Γ), for any α < 1, so by Lemma 5.3 (1), f ◦Aη ∈
Hm(Ω), for anym < 1 (for example, one can obtain the same continuity result fromH1(Ωη)
to Hm(Ω) as in Lemma 5.3 (1) by using the mapping Aη and the domains Ωη and Ω). Now,
by Lemma 5.3 (2), the claim follows.
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