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ABSTRACT 
The U.S. National Parks are an integral part of our National Heritage.   They are now, more 
than ever, experiencing threats from outside forces that are difficult to evaluate, such as climate 
change.  The magnitude and direction of change will vary spatially across the landscape, making 
it difficult for park managers to adopt just one approach to managing for climate change.  
Therefore, there must be a systematic way to analyze climate trends and the subsequent effects 
on ecosystems, which is unbiased and useful in varying climates and landscapes.  Through robust 
quantification of the rates of change for key climate variables (temperature, precipitation), and 
ecosystem health indicators (available water and net primary productivity; NPP) we identified 
the National Park System units that are rapidly changing with respect to climate and ecosystem 
productivity.  Additionally, we compared the NPS units with the surrounding, protected area 
centered ecosystem (PACE), to identify which parks were undergoing different changes from 
their surroundings and vice versa.  At these local scales, recent trends in NPP are being driven by 
land use change, disturbances or sever climate changes (drought) therefore the analysis of NPP 
trends can be used to monitor changes in disturbance patterns.  This study provides key insight 
into relative rates and drivers of change for 60 national parks and their surrounding ecosystems.   
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1. INTRODUCTION  
The National Parks of the United States were created in order to protect unique 
geological, ecological and cultural treasures, and they represent an integral part of our national 
heritage.  The National Park Service (NPS) was set up in 1916 in order to manage and protect 
these lands “in such a manner and by such means as will leave them unimpaired for future 
generations”.  However, large scale global changes, such as climate change, are posing new, 
complex problems for the management and preservation of the NPS lands. Changes in global 
temperature, regional precipitation patterns and resulting altered disturbance regimes make it 
difficult to maintain the desirable aspects of a national park and in some cases these changes will 
disrupt the very resource the park was established to protect (Burns et al, 2003; Balling et al, 
1992; Hall & FAGRE, 2003; Lawton et al, 2001).  For example, Hall & Fager (2003) created a 
spatially explicit model of glacial retreat under CO2 induced climate change and estimated that 
many of the glaciers in Glacier National Park will be gone by 2030.   Additionally, protected 
areas are one of the primary management tools for the preservation of biodiversity.  However, 
species range shifts in response to climate change are likely, which may render the fixed 
boundaries of a national park ineffective in protecting the species diversity (Hannah, 2009).  
Burns, et al (2003) showed that parks have the potential to lose up to 20% of their current 
mammalian species diversity under predicted CO2 climate change scenarios.  Finally, changes in 
climate will couple with surrounding land use change and habitat loss which may induce 
dramatic changes in species population dynamics and ecological functioning (Haplin, 1997). 
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When the fundamental controls on a system are changing directionally through time, it is 
impossible to preserve that system in its current state (Chapin, 2008).  In fact, the national parks 
are already responding to directional changes in global climate.  Glaciers respond most directly 
to climate trends in temperature, precipitation and radiant forcings.  Of the national parks with 
glaciers, many of them are currently showing signs of rapid glacial retreat.  Managers in 
Yosemite, Sequoia/Kings Canyon, North Cascades, Mount Rainier, Glacier, Wrangell-St. Elias, 
Denali, and Kenai Fjords national parks have all documented unprecedented glacial retreat 
within the past 50 years (Sauders, et al 2009).  The loss of glacier meltwater, in conjunction with 
earlier snow pack melt will lead to more variable late summer stream flows important for 
ecological functioning, particularly for the parks of the western US (Lundquist and Roche, 
2009).   Bark beetle outbreaks have become more prevalent in the Rocky Mountain West due to 
increases in temperatures.  Yellowstone, Grand Teton and Rocky Mountain national parks have 
all seen increases in wide spread beetle outbreaks which are killing alpine trees, including white 
bark pine, an important food source for the endangered grizzly bears (Ellison, etal 2005).   
The National Park Service Inventory & Monitoring Program (NPS, 2007) was established in 
order to utilize scientific knowledge to assist park managers in determining how well 
management practices are sustaining the ecosystem under increasingly complex pressures.  One 
of the goals of the National Park Inventory and Monitoring Program (I&M) is to identify the 
current status and long term trends for selected indicators, called “vital signs”, to monitor the 
condition of park ecosystems (Fancy et al 2009).  While the park service has rejected the use of a 
“one size fits all” approach to monitoring, they acknowledge that there needs to be a relatively 
3 
 
small set of long-term measurements for each park that “represents the overall health or 
condition of park resources” (Fancy et al, 2009).  The vast majority of the monitoring protocols 
set up by the I&M network include the historic analysis and future monitoring of key climate 
variables, such as temperature and precipitation (NPS, 2010).  However, these networks propose 
to take advantage of the best available local datasets, which vary from site to site, making any 
across park comparison difficult. Currently there is no clear knowledge of the variability in rates 
of change for these key climatic vital signs across the NPS system, using consistent dataset.  A 
consistent national assessment of vital sign trajectories will identify which parks have been 
experiencing the most rapid changes in relation to each other, as well as aid federal managers in 
allocating budgetary funds, and prioritize projects aimed at avoidance or mitigation of the effects 
of climate change at a national level.  
 At the global scale, temperature changes are the greatest over landmasses, in particular at 
the mid to high latitudes of the Northern Hemisphere (Trenberth, et al 2007).  However, at 
regional and local scales, there are many factors which cause heterogeneity in the spatial 
configuration of climate change.  While at the global scale (100 kilometers), features such as 
terrrain and proximity to water bodies play a negligable role in determining climate variability, 
they are two of the main drivers of variablity at local scales (1 kilometer) (Daly, 2006).  Another 
factor includes urban development, which alters surface albedo and can in turn increase or 
decrease temperatures, a phenomenon known as the heat island effect.  Land cover change can 
additionally alter evapotranspiration rates and aerodynamics (wind), leading to changes in 
temperatures, cloud formation and precipitation (Baron, 1998; Stohlgren, 1998).  The interaction 
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of temperature and precipitation limits plant growth and NPP.  Decreases in water availability 
will lead to plant stress, and ultimately death (Mu et al, 2007).  Thus, due to this spatial 
heterogeneity, it is difficult to predict which park units of the US are most likely to see warming, 
changes in precipitation and subsequent changes in water availability.  While global and regional 
assessments of the trends of climatic variables and ecological functioning have been performed 
(i.e. Mann et al, 1998; Trenberth, et al, 2007; Hicke, 2004; Grundstein, 2009; Zhao, 2010), none 
of these studies have identified the local trends associated with NPS units within the United 
States.    
Net Primary Production is a measure of energy flow through a system represented by plant 
biomass accumulation per unit time and may be the single best index of ecological functioning 
(Whittaker & Likens, 1973; Alberti 2005).   It represents an ecosystem’s maximum potential of 
carbon storage and is determined by a plant’s conversion of incident solar radiation to plant 
tissue (Luck 2007).   Many aspects of ecosystem functioning such as nutrient cycling, and 
species diversity (Phillips et al 2008), depend on or are highly correlated with this energy flow.  
Ecosystem productivity and functioning is primarily limited by climate variables, such as 
temperature and precipitation, and incident solar radiation (sunlight).  In general these should fall 
in lines will the central limiting factors on productivity for the area as shown in Figure 1 (G. 
Churkina 1998; Nemani 2003; S.W. Running 2004).  Assessing the configuration and rates of 
change in landscape level NPP has been limited in the past, since field observations are time 
consuming and expensive.  However, with the advent of remote sensing sensors and algorithms 
wide spread analysis at moderate scales (1km) is now possible (Running, 2004; Zhao, 2010).  
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Monitoring trends in NPP is an effective way to determine the large scale effects of 
distrurbances, such as wildland fires and insect outbreaks, and climate extremes such as droughts 
and floods, on vegetation dynamic.   These trends occur over much smaller time periods than 
climate trends due to the regeneration and recovery of ecosystems following perturbations.   In 
some highly productive regions, such as the southeastern US, a perturbation may be 
indistinguishable one year following the distrubance (Neigh et al 2009).  In other more arid 
regions, such as the Rocky Mountain West, the disturbances may be detected for 20 years or 
more.   
  
Figure 1: Potential Climate Limits on Net Primary Production (from Churkina & Running, 
1998; Nemani et al., 2003; and Running et al., 2004).   
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The goal of this paper is to quantify changes in climate and relative moisture over the past 
century as a context for park management.  Data on net primary productivity are available for the 
past decade, hence we will examine changes in primary production over the last decade in order 
to assess alterations in disturbance rates and ecosystem health.  Meteorological stations are more 
prevalent in the developed lands surrounding the parks, and the influences of land use change 
and development on climate, as discussed above, may be evident as well.  Hence we wish to 
know if the rates of climate, relative moisture and net primary production change are similar 
between parks and there surrounding areas.  Finally we will determine if parks with similar 
trajectories of change cluster geographically within the United States.   
2. METHODS and DATASETS 
2.1 Study Area 
 There are 392 National Park Units in the United States, encompassing 84,000,000 acres 
of land.  These parks are located throughout the country and vary greatly in climate, biodiversity 
and geology.  Of these 392 parks, 60 parks were chosen for the study, all within the contiguous 
US.   For the majority of the country, we chose units > 35,000 ha in size in order for the unit to 
be large enough to have adequate ecological function.  However, these parks were highly 
concentrated in the western US.  Therefore two more eastern parks were added, both which had 
acreages smaller than 35000 ha:  Delaware Water Gap National Recreation Area (27765 ha) and 
New River Gorge National River (28485 ha).   We decided to remove oceanic island parks, even 
if they met the size requirement, since analysis of a greater terrestrial ecosystem surrounding the 
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park would be inappropriate.  These parks were Channel Islands National Park, Gulf Islands 
National Seashore, Isle Royale National Park, and Padre Island National Seashore. The Illinois 
and Michigan Canal National Heritage Corridor was removed because of its linear layout and 
because it is largely managed as a cultural site.  The final 60 parks are widely distributed relative 
to climate and land use gradients (Figure 2).   
We used Northern Ecological Observation Network (NEON) Ecoregions to group the parks 
according to similar climatic and ecological features (Harrigrove & Hoffman, 2004).   
Harrigrove & Hoffman delineated ecoregions using a quantitative algorithm called Multivariate 
Geographic Clustering to define areas in similar geographic and environmental space.   This 
grouping will allow for rapid assessment of how an individual park unit is changing between 
similar parks as well as across different ones.  Table 1 is a complete list of all parks used in this 
study, the NEON ecoregion they are part of and their size. 
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Figure 2:  Location of National Parks within NEON Ecoregions 
2.2 Protected Area Centered Ecosystem (PACE) Analysis 
Methods for delineating Protected Area Centered Ecosystems (PACE) were developed by 
Hansen, et. al (in review).  They developed a criterion for mapping PACE based on the four main 
mechanisms through which land use practices alter ecological processes (Hansen and DeFries 
2007): 1) Destroy natural habitats and reduce effective size of larger ecosystem, 2) alter 
characteristics of air, water and natural disturbance, 3)eliminate or isolate crucial habitats, and 4) 
increase human activity along park borders.   These mechanisms led to six criteria for PACE 
delineation: Watershed Boundaries, Airshed Boundaries, Disturbance Initiation and Runout 
Zones, Crucial Habitats, Contiguous Habitats, and Human Edge Effects.  These maps were then 
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put through an expert knowledge review by park managers, in order to ensure completeness and 
accuracy.  Figure 3 shows the location and extent of the PACE analysis.  All methods discussed 
below were performed on the park unit itself, as well as its corresponding PACE.   
 
Figure 3:  Location of PACE within NEON Domains 
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Table 1: National Park Service Units Selected for this study.  
ECOREGION UNIT NAME UNIT CODE STATE HECTARES 
Appalachians/Cumberland Plateau Big South Fork BISO Tennessee 49,576 
 
Great Smoky Mountains GRSM Tennessee 209,824 
Atlantic Neotropical Big Cypress BICY Florida 295,223 
 
Biscayne BISC Florida 71,060 
 
Everglades EVER Florida 622,661 
Desert SW Big Bend BIBE Texas 329,105 
 
Death Valley DEVA California 1,376,359 
 
Joshua Tree JOTR California 320,943 
 
Mojave MOJA California 643,313 
 
Organ Pipe Cactus ORPI Arizona 133,512 
 
Saguaro SAGU Arizona 37,819 
 
White Sands WHSA New Mexico 61,659 
Great Basin Great Basin GRBA Nevada 31,238 
 
Lake Roosevelt LARO Washington 42,376 
Great Lakes Pictured Rocks PIRO Michigan 29,816 
 
Saint Croix SACN Wisconsin 39,549 
 
Sleeping Bear Dunes SLBE Michigan 28,418 
 
Voyageurs VOYA Minnesota 82,899 
Mid Atlantic Blue Ridge BLRI Virginia/North Carolina 36,634 
 
Shenandoah SHEN Virginia 78,216 
Northeast Delaware Water Gap  DEWA New Jersey, Pennsylvania 27,765 
 
New River Gorge NERI West Virginia 28,485 
Northern Plains Badlands BADL South Dakota 98,148 
 
Bighorn Canyon BICA Montana 48,379 
 
Missouri MNRR South Dakota, Nebraska 27,939 
 
Theodore Roosevelt THRO North Dakota 28,483 
Northern Rockies Craters of the Moon CRMO Idaho 190,094 
 
Glacier GLAC Montana 407,838 
 
Grand Teton GRTE Wyoming 125,410 
 
Yellowstone YELL Wyoming 890,509 
Ozarks Complex Buffalo BUFF Arkansas 37,929 
 
Ozark OZAR Missouri 33,314 
Pacific NW Crater Lake CRLA Oregon 73,566 
 
Mount Rainier MORA Washington 95,197 
 
North Cascades NOCA Washington 202,773 
 
Olympic OLYM Washington 369,958 
 
Redwood REDW California 46,798 
 
Ross Lake ROLA Washington 47,314 
Pacific SW Golden Gate GOGA California 31,733 
 
Kings Canyon KICA California 185,843 
 
Lassen Volcanic LAVO California 43,414 
 
Point Reyes PORE California 56,159 
 
Santa Monica Mountains SAMO California 61,879 
 
Sequoia SEQU California 164,709 
 
Yosemite YOSE California 301,643 
Southeast Big Thicket BITH Texas 35,943 
Southern Rockies/Colorado Plateau Arches ARCH Utah 35,475 
 
Canyon de Chelly CACH Utah 37,458 
 
Canyonlands CANY Utah 135,540 
 
Capitol Reef CARE Utah 98,787 
 
Dinosaur DINO Colorado 85,319 
 
El Malpais ELMA New Mexico 47,301 
 
Glen Canyon GLCA Utah 506,247 
 
Grand Canyon GRCA Arizona 488,724 
 
Great Sand Dunes GRSA Colorado 71,085 
 
Guadalupe Mountains GUMO Texas 35,566 
 
Lake Mead LAME Nevada 604,107 
 
Petrified Forest PEFO Arizona 37,992 
 
Rocky Mountain ROMO Colorado 108,017 
 
Zion ZION Utah 59,842 
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2.3 Historic Climate Datasets  
 Long term climate data records are often used for the analysis of climate trends.  Such 
records must consist of data which is calibrated and validated for use in trend analysis.   One of 
the best sources of historic climate data for the United States is the Historic Climate Data 
Network (Kittel, 2004; Williams, etal 2007).  The Historic Climate Data Network (HCDN) is a 
series of 1218 weather stations which represent point data across the contiguous United States 
(Williams, etal 2007).  The stations were rigorously chosen for their accuracy, consistency and 
long term establishment. In order to be included in the network, weather stations had to be 
“currently active (in 1987), have at least 80 year of mean monthly termperature and total 
monthly precipitation data, and have experienced relatively few station moves and equipment 
changes” (Easterling, etal 1995).  The dataset was furhter improved by correcting the data for 
time of observation differences, as well as minimizing various errors due to instrument 
changes/moves, station relocations, and urban heat island effects (Karl et al. 1986; Karl and 
Williams 1987, cited in Williams, etal 2007).  Since this point data is not evenly distributed 
across the landscape, it is important to find data records that accurately represent the landscape in 
which the national parks reside.   This is quite difficult since these areas are often dramatically 
different in respect to climate due to topographic variability across the landscape.  Therefore, one 
climate station will often only represent a specific geographical section  of the park.  In other 
areas, especially in the west where stations are relatively new, the closest NCDN station may be 
a long distance away from the park (> 200km),  or there may be no representative station 
available.   Additionally, some of these datasets are missing records for various years or months 
in the station’s history, leaving gaps in the temoral data series. 
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In an attempt to create a continuous spatial and temporal climate surface from the point data, 
various methods have been employed to extend the stations through time and space.  These 
methods typically involve various geostatistical techniques to interpolate the climate variables 
between spatial observations (weather stations), in addition to various time series analysis 
techniques to interpolate the data through time.  Some of the most common geospatial techniques 
are: Inverse Distance Weighting (Dai, etal, 1997),  thin-plate splines (New, etal 2000), kriging 
(Phillips et al 1992), Daymet (Thronton et al 1997) and PRISM (Daly et al, 2002).   It is very 
important to use a spatial climate dataset which is appropriate for the research question at hand, 
especially since different spatial climate features are important at different scales (Daly, 2006).  
For example, while at the global scale (100 kilometers), features such as terrrain and proximity 
to water bodies play a negligable role in determining climate variability, they are two of the 
primary drivers of variablity at local scales (1 kilometer) (Daly, 2006).  A number of gridded 
climate datasets have been developed for various applications such as ecological 
modeling(VEMAP), global climate analysis (NCEP, NARR), and terrain specific regional 
analysis (PRISM, DAYMET).   These datasets are at various temporal (daily – annual) and 
spatial resolutions (100km – 1km).    
Given the temporal and spatial resolution of PRISM, it was the dataset most appropriate for 
investigating historic changes in climate to the national parks.  PRISM (parameter-elevation 
regressions on independent slopes model) is a medium spatial (4km)  and temporal (monthly) 
resolution dataset which covers the time period of 1890 – present (Daly, 2002).  PRISM is a 
linear regression-based model which interpolates point data from USHCN weather stations. The 
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algorithum makes the assumption that at medium regional scales,  elevation is the most 
important driving factor in the spatial representation of climate parameters, such as temperature 
and precipitation, and therefore uses a digital elevation model (DEM) as its only regressor.  It 
incorporates this statistical predictor with a human expert parameterization known as Knowledge 
Based Systems (KBS).    The advantage of KBS is that the expert user can modify the weighting 
scheme placed on the various local weather stations to most accurately reflect the variability in 
the landscape.  Therefore, the expert decides, within certain limitations, which station best 
represents a given area. 
Water availability is a function of many different factors including temperatures, solar 
radiation, precipitation, soils and wind.  Potential evapotranspiration represents the availability of 
energy in an ecosystem and is a measure of the moisture demand from the atmosphere. Actual 
evapotranspiration is a function of both the potential evapotranspiration and precipitation, and is 
considered equal to potential evapotranspiration when there is an adequate supply of water.  
Thereofore, actual evapotranspiration is driven primarily by energy in humid areas, and 
precipitation in arid areas (Yang, 2009).  A moisture index can be create which accounts for the 
deficit or surplus of water needed by plants throughout a year.  Many different moisture indicies 
which integrate temperature and precipitation have been used in climate studies (Delworth and 
Manabe 1988; Feddema 2005; Grundstein, 2009; Mu et al, 2007; Suzuki et al. 2006; Yang et al. 
2005).   Some of these indicies have complex inputs (i.e. Penman-Monteith) or assumpptions of 
soil water conditions or actual evapotraspirtion inputs (Palmer Drought Index) which make the 
creation of a historical dataset difficult.   The Thornthwaite Moisture Index can be easily 
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calculated from the PRISM dataset since it relys on potential evapotranspiration, rather than 
actual evapotranspiration.  The Thornthwaite equation for potential evapotranspiration (PET) 
(Thornthwaite, 1948) is a function of temperature and solar radiation and is calculated monthly 
as follows: 
        
 
  
  
 
  
  
        
 
 
      Equation 1 
Where L is the length of day, N is the number of days in a month, Tavg is the average daily 
temperature of the month being calculated, α is a function of the heat index I for the year.  The 
heat index is calculated as 
     
      
 
 
     
  
           Equation 2 
and α is calculated as  
                –                                          Equation 3 
The corresponding Moisture Index (Thornthwaite & Mather, 1955) was modified by 
Willmott & Feddema (1992) and can be calculated as: 
     
 
   
               
       
   
 
             
                     Equation 4 
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This is an annual index of moisture availability.  Grudenstein (2009) calculated this index for 
trend analysis for the Climate Division Dataset (Guttman & Quayle, 1986) cross the United 
States.  They found that many areas of the US were becoming wetter, with the exception of 
Wyoming, which appears to be drying.  The dataset, however, does not include a consistent 
network of stations within each division, and therefore the trends are more representative of 
some divisions than others (Gundenstein, 2009).  By using the nationally consistent PRISM 
dataset, a more comprehensive picture of the moisture index will emerge at the local scale of the 
NPS unit.   
2.4 Recent Productivity Datasets  
 There are two primary ways in which Net Primary Productivity is calculated over large 
spatial scales.  Processed-based biogeochemical models, such as CENTURY, Global Biome 
model- biogeochemical cycle (BIOME-BGC), and Terrestrial Ecosystem Model (TEM), utilized 
climate and nutrients as inputs to empirically derived mechanisms of plant functioning in order 
to compute NPP.  Alternatively, production efficiency models utilize a light use efficiency model 
to convert the amount of light absorbed by a plant to carbon uptake (e.g. Monteith, 1965).  These 
types of models can take advantage of remotely sensed images which can cover large tracts of 
land at course to fine spatial and temporal scales (Running, 2004; Field et al., 1995; Potter et al., 
1999).   
 In order to assess the dynamics of landscape level NPP, observations over time are 
necessary (Hicke, 2004).   The production efficiency models utilize real-time observations made 
from satellite imagery, which is useful in monitoring the current (and past) state of NPP for 
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protected areas.  The long term datasets needed to calculate NPP in this way are limited 
primarily by a consistent, calibrated remotely sensed dataset (Asner,2000).  Landsat TM is a 30 
meter resolution sensor which provides the longest record of satellite imagery (1972-present).  
However, the orthorectification, calibration, atmospheric corrections and conversion to at-sensor-
reflectance of Landsat imagery is time consuming and requires rapid, automated approaches to 
preprocessing for producing a consistent dataset for North America (Masek, 2006).   The 
LEDAPS project is making great headway in creating a dense time-series of Landsat data back to 
1975 for the United States; however it is currently unavailable (Masek, 2006).     Even when it 
does become available, the algorithms for translating the raw reflectance into an NPP /GPP 
product will need to be created and implemented, a process which is also time and 
computationally consuming.     
 Advances Very High Resolution Radiometer (AVHRR) is a NOAA sensor which has 
been mounted on a number of platforms throughout its history (1978 – present).  The first 
AVHRR was a 4-channel radiometer, followed by a 5- and finally 6- channel instrument.  The 
AVHRR data set, while extending well into the past, has a number of issues that must be 
overcome before trend analysis can be conducted. As already mentioned, there have been three 
AVHRR sensors (AVHRR1, 2, and 3) launched aboard a number of satellites (NOAA 1-18), 
which have produced images of differing quality.  A number of attempts at calibrating these 
digital images, in order to create a seamless time series from 1982 to 2006, have produced some 
datasets (Eidenshink, 2006; Trishchenko, et al 2002).  However, there are still a number of 
problems with each of them. For example, the 1km USGS dataset has not been corrected for 
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satellite drift that NOAA-2 sensors exhibited. This drift introduces a number of problems in 
humid, heavy vegetated areas during trend analysis (M. Brown, NASA GODDARD SFC: 
personal contact, April 2007). This means that trend analysis for this dataset is not appropriate.  
The GIMMS NDVI dataset was derived from the 8km AVHRR dataset from 1982 to 2008.  The 
NASA Global Inventory Modeling & Mapping Studies (GIMMS) group utilized statistical 
techniques to resolve the majority of the issues associated with the 1km dataset.  (Pinion et al, 
2003).  This NDVI dataset can be used as a surrogate for productivity, or incorporated into a 
light use efficiency model to compute NPP directly (Hicke, 2004).  It is also appropriate for use 
in trend analysis, as long as the trends are spatially contiguous (a cluster of pixels) and strong 
(>0.4, C. Neigh, NASA GODDARD SFC: personal contact, October, 2010). It seems to be 
reliable at very large, global scale analysis, however, its use for smaller scale analysis (such as at 
the park level), has not yet been verified (Fensholt et al, 2006)  
 Recently, a time series of GPP/NPP digital dataset was created using the Moderate 
Resolution Imaging Spectroradiometer (MODIS) satellite data, from 2000-2009 (Zhao & 
Running, 2010).  MODIS is a sensor mounted aboard NASA’s Terra (EOS AM) & Aqua (EOS 
PM) platform.  It is a polar orbiting satellite which passes across the equator in the morning 
(Terra) and in the evening (Aqua).  This is a 36 band sensor, with a one to two day repeat cycle.  
The MODIS data has fewer calibration issues than the longer time series of the AVHRR dataset.  
For example, there is currently only data from one satellite, therefore cross satellite calibration is 
not necessary.  Second, there is an onboard calibration feature in MODIS that recalibrates the 
electromagnetic sensor with each pass.  The data processing has improved greatly with the 
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MODIS dataset as well. The GPP algorithm that has been derived for the MODIS dataset relies 
on an LAI calculation that is currently unique to MODIS (Running, 2004). Also, the MODIS 
GPP/NPP dataset has been calibrated and verified through the use of FLUX-NET towers and 
field observations (F.A. Heinsch 2006), while the AVHRR dataset has not. Additionally Philips, 
et al. (2008) showed that the MODIS NPP/GPP products were highly correlated to bird species 
richness and that the MODIS productivity measures increase our ability to address the species 
energy relationship at broad spatial scales over general NDVI measures.  Consequently, we have 
decided to analyze the annual GPP/NPP in the national parks using the MODIS MOD17A3/A2 
datasets.  
 The MODIS GPP is calculated using the MOD17 algorithms (Running et al, 2000; Zhao 
et al, 2010b) MODIS GPP/NPP is calculated in grams of carbon per meter squared per year 
using Collection 5 (C5) LAI and FPAR datasets.   Daily GPP is calculated as: 
 GPP = Emax * SWrad * FPAR * fVPD * fTmin    Equation 5 
where Emax is the maximum light use efficiency, SWrad is short wave downward solar 
radiation,  FPAR is Fraction of Photosynthetically Active Radiation being absorbed by plants, 
fVPD (high daily time Vapor Pressure Deficit) and fTmin (low daily temperature) are reduction 
scalars from water stresses.  Annual NPP is calculated as: 
NPP =               
   
                     
   
         
NPP =                                                              
   
            Equation 6 
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where Rm is the maintenance respiration calculated using Q10 theory.  A Biome Property Lookup 
Table (BPLUT) is used to calculate the maintenance respiration index as follows: 
 MRI = Q10 (
    
   
  
                 Equation 7 
where Tavg is the average daily temperature using the NCEP/DOE II daily reanalysis datasets 
(Kanamitsu et al,2002) and  Q10 = 3.22 – 0.046*Tavg (Tjoelker et al, 2002).   
 While most ecosystem models still rely on empirical regressions of temperature 
dependent respiration (i.e. Q10 theory), plant physiology suggests that respiration is highly 
variable and could benefit from a more mechanistic modeling approach (Davidson et al,  2006).  
Empirical studies have shown (Waring & Running 2007), that: 
  NPP ≈  0.5 * GPP              Equation 8 
We will compare this simplified version of NPP calculations with the Q10 NPP values to 
determine rates of NPP change within the NPS units.     
2.5 Statistical Methods 
 The annual time series for climate variables are typically not best fit using a linear trend, 
since the rates of change are non- linear throughout the century.  A loess curve fits the data much 
better, as shown in Figure 4, where temperatures for Yellowstone National Park have remained 
relatively stable for the first half of the century, and then start to rise dramatically after the mid 
1970’s.  However, a loess trend does little in the way of quantifying the overall rates of change 
each unit is undergoing, especially in comparison to many other parks.  In order to compare the 
rates of change among the various NPS units, a linear regression is the most efficient at showing 
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the relative rates of change over a time period.  The “climate shift” is the time period where 
global mean temperatures began a discernible upward trend which has been attributed, at least in 
part, to increases in greenhouse gas (GHG) concentrations (Trenberth, et al 2007)  This year has 
been agreed upon as 1976, by much of the scientific community (Trenberth, 1990).  The IPCC 
Working Group 1 suggests analyzing climate trends after 1979 however, due to increases in 
global instrumental measurement accuracies found after this date.   By breaking the time series 
into two different time periods (one long term and one after the 1976 “climate shift”), we are 
more capable of capturing the variation in trends using linear models.  
 
Figure 4:  Loess Curve fit to the Mean Annual Temperature time series for Yellowstone National 
Park 
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Climate trends are typically analyzed through least squares regression. However least 
squares (LSQ) regression has a number of critical assumptions that are frequently violated by 
climate datasets. The first is that the observations are independent and normally distributed; a 
criterion that is rarely met in spatial climate datasets. Violating this assumption can lead to 
erratic and unreliable results using LSQ regression, as well as faulty significance test results 
(Lanzarte, 1996).  Outliers, heteroskedasticity and/or autocorrelation are common in time series 
datasets and can greatly affect the standard errors and regression estimators of a least squares 
regression. A regression estimator is considered robust if it is reliable in the presence of outliers, 
while standard errors are considered robust if they are still reliable in the presence of 
heteroskedasticity and/or autocorrelation.   
In Ordinary Least squares regression the calculation of estimated model parameters, often 
denoted as the beta’s (i.e. slope, intercepts), are overly sensitive to outliers and edge effects 
common in time series datasets.  In fact even one outlier can have a profound effect on the 
estimators (Yohai, 1987). This can lead to trends appearing larger or smaller than they actually 
are, or to trends appearing absent when in fact there is a trend present. As previously stated, A 
regression estimator is considered robust if it is still consistent in the presence of outliers.  In 
order to quantify this consistency a breakdown point can be analyzed.  A breakdown point is the 
point at which any further outliers will render the estimates useless, and represents the the 
fraction of outliers that an estimator can cope with (Crous, et al 2003).  Therefore a robust 
estimator will have a high breakdown point and should also be efficient.  An efficient estimator 
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of parameter Φ can be defined mathematically as an unbiased estimator who mean square error 
or variance is minimized.    
In addition to robust calculation of regression estimators in the presence of outliers, 
robust calculation of standard errors is important as well. When heteroskedasticity and/or 
autocorrelation are present, the OLS standard errors may prove to be unreliable, leading to faulty 
significant tests and under or over estimation of confidence intervals.  Many methods for 
calculating robust standard errors have been proposed (i.e. Newey-West, 1987, Eicker, 1967, 
White, 1980), in which the form of the heteroskedasticity and/or autocorrelation does not have to 
be specified (Croux, 2003).  However, the computation of robust standard errors on OLS 
regression estimators will still be vulnerable to outliers, therefore, it is important to compute 
robust standard errors for robust regression techniques.  
 Robust regression of climate datasets has been implemented throughout the past decade, 
particularly when OLS assumptions are violated (Moberg and Jones, 2005; Homar, 2010).  An 
algorithm which supplies both a robust estimator and robust standard errors has historically been 
computationally intensive and impractical.  However with modern computing power, this form 
of statistical estimation is possible.  One such method is the MM-estimate method, which was 
first proposed by Yohai (1987).  During a recent review of the robust regression techniques 
(Finger 2010), MM-estimation was highly recommended over other forms of robust regression 
due to its high breakdown point and efficiency.   This robust regression method is based on an 
iterative numerical algorithm which consists of a three-stage calculation based on Huber’s M-
estimation.  The method provides consistency and asymptotical normality estimates. Calculating 
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robust standard errors from bootstrapping methods using MM-estimators is computationally 
expensive and can be potentially numerically instable.  Therefore, Sailbian et al (2006) proposed 
a computationally fast and numerically stable  algorithm which computes robust estimates using 
the MM-estimator algorithm defined by Yohai (1987), and calculates robust standard errors 
using a bootstrapping method (Croux, etal, 2003) for obtaining standard errors from MM-
estimators.  We use the Lmrob from the robustbase (Rousseeuw, 2008) R package as the 
implementation of this algorithm, to calculate the trends for the climate and productivity 
analysis.   
While both methods may produce significant annual trends, the robust trends are quite 
different from the LSQ trends, as shown in Figure 5.  The LSQ annual temperature trends for 
Yellowstone National Park are much larger than the robust method, due to the outliers found at 
the end of the time series.  Additionally the standard errors are different, especially in the 
monthly data, where autocorrelation is more likely to present a problem, as is evident in Death 
Valley National Parks seasonal trends (Figure 6).   
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Figure 5:  OLS (blue line) and Robust MM-estimate (red line) trends for Mean Annual 
Temperature for Yellowstone National Park. 
Figure 6:  OLS (black lines) and Robust MM-estimate (red lines) trends for mean monthly trends 
of Death Valley National Park. 
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 The PRISM dataset was analyzed for mean annual temperature, total annual precipitation 
and the derived Moisture Index (Equation 4).  We took the spatial average of each national park, 
by averaging all pixels of a given variable within a given park for each time step.  We analyzed 
the LSQ and MM-estimation trends at two different time periods:  1895 – 2009 and 1979 – 2009, 
in order to capture the temporal variability inherent in time series climate datasets.  This was to 
determine 1) the overall annual temporal pattern of climate change the parks have undergone 
throughout the past century, and 2) the recent changes in climate that may have been exacerbated 
by GHG concentrations.   A separate linear regression was fit to the area average of each park 
and its subsequent greater ecosystem.  
 Annual NPP trends were calculated on the area average MODIS NPP & 50% MODIS 
GPP for a given park (and it’s PACE).  The original MODIS NPP/GPP datasets were projected 
from a geographic project to Alber’s equal area projection in order to account for varying areas 
associated with latitudes of different values.  The resulting dataset contained equal 1km
2 
 pixels.  
We then fit robust MM-estimate regressions to these annual values.   A pixel by pixel trend 
analysis was also performed to create a surface of recent trends in order to identify areas of rapid 
change within the NPS unit and it’s PACE.  These trends were calculated using Ordinary Least 
Squares regression, due to the computation intensity of the robust methods used in the area 
average analysis.   
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3. RESULTS 
3.1 Quantifying changes in climate & water availability  
Forty-seven out of 60 (78%) units have significantly warming annual temperature trends 
from 1895 to 2009, while one unit (Big South Fork) had significant cooling (Figure 7).  Most 
parks undergoing warming are in line with the global average of 1°C over the past century. 
Those units increasing almost twice as fast as this average include Rocky Mountain NP (2 
°C/100yrs), and Zion NP (1.9°C/100yrs). The analysis since the climate shift (1979 – 2009) 
showed very different results.  While only 50% of the parks showed increases in temperatures, 
the increases were very high, ranging from 1.5°C/100yrs (Everglades) to 7.7°C/100yrs 
(Yellowstone NP and Rocky Mountain NP), indicating that even at these localized scales, the 
effects of recent climate change are evident.  No parks exhibited cooling during the past 30 
years.  
Precipitation patterns are much more variable than temperature patterns.  In particular, 
precipitation is much more influenced by decadal oscillations such as the Pacific decadal 
southern oscillation.  Twenty-two percent (13) of the NPS units had significant increasing total 
annual precipitation over the past century (1895-2009), while no parks exhibited significant 
decreases (Figure 7).  These parks are rather evenly distributed throughout the US, with little 
evidence of geographic clustering.  However, when looking at the past 30 years (1979 – 2009), 
eleven of the parks showed significant decreasing trends, seven of which are located in the 
Southern Rockies / Colorado Plateau.    The Colorado plateau is greatly affected by the southern 
oscillation, and is particularly dry during El Nino winters (Higgins 2002).  In fact, the Colorado 
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Plateau is currently in its worst drought in more than a century of record keeping (Saunders et al 
2009). Only one unit (Theodor Roosevelt NP) showed significant increases in precipitation 
during this time period. 
These decreases in precipitation may lead to a drying of the NPS units, particularly if 
increasing temperatures and water demands accompany the decrease in precipitation.   In order 
to investigate the water balance, the Thornthwaite Moisture Index was used. In terms of the 
Moisture Index, a negative trend suggests drying and a positive trend indicates wetness.  
Moisture Index Trends were multiplied by 100 to create whole numbers.  In order to assess the 
driver of changes in the Moisture index, PET trends were calculated as well.  Ten of the NPS 
units were becoming wetter overall throughout 1895 - 2009 period.  All of these units had 
increases in precipitation, while only half of these parks had increases in PET as well.  This 
suggests that while temperatures were rising in half of the units, precipitation increases were 
enough to keep up with the increases in water demand.  Two units (Rocky Mountain NP and 
Biscayne NP) are becoming drier (Figure 7).  Both of these parks have an increase in PET 
throughout the past 100 years, with no increase (or decrease) in precipitation.  This suggests that 
the dryness of these areas has been driven by increasing water demands (Potential 
Evapotranspiration), which is outpacing precipitation.   The 1979 – 2009 period is showing 
sixteen different parks as drying, while only one park is becoming wetter (Theodore Roosevelt 
NP).  Of these dry parks, eleven have decreasing precipitations, five of which have no change in 
PET.  Five of the drying parks have increases in PET with no change in precipitation.  There is 
little geographic clustering of the drivers of the Moisture index change.   These results shows  
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Figure 7:  Climate trends for NPS units by analysis period for (top) Mean Annual Temperature, 
(middle) Total Annual Precipitation and (bottom) Moisture Index 
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that the water balance varies both in time and space throughout the NPS units, which in 
turn will lead to varying responses in NPP and ecological functioning.   
3.2 Recent Changes in NPP   
 NPP trends were calculated in two separate ways for each park.  First the area average 
NPP for each park was calculated for each year of the time-series, and then the robust regression 
was used to determine area average (Aavg) NPP trends over the entire park.   NPP was 
calculated in two manors as described above, Q10 theory (Q10) and half GPP theory (0.5GPP) 
Only one NPS unit is experiencing decreasing Aavg Q10 trends, Santa Monica Mountains (-15.0), 
while two (Yosemite and Biscayne) are experiencing a decrease in Aavg 0.5GPP trends (Figure 
7).   Four and three parks are experiencing increases in average Q10 and 0.5GPP respectively.   
Of the parks with significant trends, only one unit agrees among the two methods for calculating 
NPP: Missouri River NRA, which produces significant positive Aavg trends under both methods.  
Agreement was strong for the parks with no significant trends, with 51 of the parks show no 
trends in either method.   Eight of the units show differing results of one with significant trends 
and the other without.  However, no unit shows significant opposite trends between the two 
methods (i.e. positive Q10 and negative 0.5GPP).   This is to be expected given the high 
correlation between the two methods, which has a Pearson’s Correlation Coefficient of 0.94 for 
the area averages of the parks (Figure 8).   Given such a high correlation between the Q10 and 
50% of GPP, the remaining results will only discuss the trends found in the 50%GPP dataset. 
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Figure 7:  Area average NPP trends, calculated using Q10 theory and 50% GPP theory 
 
Figure 8:  Relationship between two methods for calculating NPP, r = 0.94 
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 In order to assess the spatial variability of a park with respect to NPP trends, a separate 
regression was fit to each pixel using OLS (Figure 9).  The spatial variability of parks 
experiencing positive NPP trends varies greatly with the percentage of the park exhibiting a 
significant positive trend ranging from 81.4% (Missouri River NRA) to less than 1% (Figure 9).  
The variability for negative trends is much less, with percentages ranging from 11.6% (Kings 
Canyon) to less than 1%.    
 
 
Figure 9: Clockwise from upper left: NPP tends for Northwestern US, Northeastern US, 
Southeastern US and Southwestern US. Trends were considered significant at the 95% 
confidence level, calculated using 50% GPP theory.  
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3.3 Protected Area Centered Ecosystem (PACE) Comparison 
 While climate varies spatially and temporally across the United States, the scales at 
which the current research was performed should not produce dramatically different climatic 
trends within the park, when compared to its surrounding ecosystem.  Differences in temperature 
and precipitation trends between the park and its PACE were very small in most cases.  The 
cases where there were large differences resulted from a park containing a significant trend, 
while the PACE did not, or vice versa.  Temperature differences between park trends and PACE 
trends ranged from -0.9 to 0.6, precipitation trends ranged from -49.3 to 45.2  .     The Moisture 
Index shows strong similarities between the unit and its PACE as well, however there are many 
PACEs showing drying over the past 100 years, where the park it not.  Everglades/Big Cypress, 
the Colorado river parks, the Guadaloupe Mountains, Saguaro, Zion, and 
Yosemite/Sequoia/Kings Canyonall have significant drying over the past century within the park, 
however their PACE showing no significant trend.   
A much more interesting picture emerges when looking at the spatial variability in NPP 
trends.  Total percent of each unit experiencing a positive trend was calculated, along with the 
percentage of the unit experiencing negative trends (Figure 9).  Mount Rainier, 
Yellowstone/Grand Teton, Everglades/Big Cypress/Biscayne PACEs are showing the largest 
decreases in NPP (16%, 15%, 12% respectively), while Missouri River NRA, Guadalupe 
Mountains and White Sands PACEs are showing the greatest increases in NPP (60%, 49 % and 
41% respectively).  Guadalupe Mountains NP (69%) has almost twice as much of its land 
undergoing positive NPP trends as it’s PACE (41%).  Mount Rainer’s PACE is showing 
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moderate amounts of negative NPP (16%), while the park itself is showing much lower amounts 
of negative trends (2%).    
In addition to extreme climate events such as drought, NPP changes may be driven by 
disturbances or land use change.  An example of disturbance as a driver of NPP changes can be 
seen by looking at Yellowstone national park. Yellowstone NP differs the most from its PACE in 
terms of Negative NPP trends with 15% of its PACE undergoing a negative NPP trend, and only 
6% of the park having significant negative trends.  In addition, 17% of the park itself is showing 
increases in GPP while its PACE is showing only a very small amount of positive NPP (2%), 
therefore the park and its PACE are experiencing opposite patterns in NPP.  This is a case in 
which causality for these trends may be inferred from its well studied disturbance history (Figure 
10).  Yellowstone NP is 2,200,522 acres and it’s PACE excluding the park is 6,091,440 acres.  
The fires of 1988 consumed 51% (1,117,504 acres) of the park, and a total of 56% (1,226,792 
acres) have burned from 1984 to 2008. The subsequent recovery from this large scale 
disturbance would result in high amounts of NPP increases within the park.   Neigh et al (2008) 
demonstrated that forest recovery after large scale fire disturbance could be detected from NDVI 
trends, and the spatial coincidence of the fire perimeters with positive NPP trends future supports 
this notion.  However, the 1988 fires only consumed 9% of the PACE and a total of only 14% 
(848,920 acres) of the PACE has burned from 1984 to 2008.  Within the PACE, more recent fires 
align with negative NPP trends, explaining some of the decreases, however more extensive 
research is needed to explain them all.    
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A case study of human induced NPP trends can be seen in the high plains region of the 
United States.  The majority of the Missouri River NRA and its PACE are experiencing 
increasing NPP trends, with no negative trends (Figure 9).   Though a long term agriculture study 
of land use trends in Nebraska, Hiller and Powel (2009) found that the amount if land 
undergoing crop conversion has increased from 1866 to 2007.  In particular they found that the 
hectares of land being used to grow corn have increase dramatically since 1965.  They attribute 
some of this growth and hypothesize that future agricultural growth in the area is being driven by 
production of corn for bio-fuels.  While more extensive research needs to be done, this boom in 
corn production is most likely driving the large scale increases in NPP seen in the Missouri River 
NRA area.  These are two cases in which NPP trends can be attributed to either a natural driver 
(fire disturbance) or land use change (crop conversion).  These short term trends of NPP are 
useful in determining the landscape level temporal dynamics of disturbance and land use change   
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Figure 10:GPP Trends for Yellowstone NP and its PACE with fire perimeters from 1984 to 2007 
superimposed. 
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VII. DISCUSSION 
 
Rates of climate change are known to be spatially variable across North America. While the 
greatest warming is at higher latitudes, patterns of temperature vary substantially longitudinally. 
Effects of climate change on ecosystem productivity in a region are likely even more variable in 
space due to local amounts of solar radiation, temperature, and precipitation. These factors 
suggest that some national parks are changing in climate and primary productivity faster than 
others. However, systematic analysis of rates of change across the U.S. National Parks network 
has not yet been done. We quantified rates of change for 60 national parks and their PACE.  
Through this analysis, parks which are undergoing the most rapid change with respect to climate 
and productivity were identified.  Subsequently, parks which were changing differently from 
their PACEs were also identified.  Our results show that the rates of climatic change are variable 
across time, with different trajectories occurring in the recent past (1979 – 2009), when 
compared to the last century.  More importantly, the interactions that temperature and 
precipitation have on water availability are even more variable in both time and space, with 
temperatures driving dryness in some units and precipitation driving dryness in others.  
Additionally, we showed that changes in either climate variable did not necessarily mean a 
change in available water for the ecosystem.  It is this availability of water which drives changes 
in NPP due to climate, and which may lead to alterations in disturbance regimes.   
Our study showed that the recent changes in NPP are useful in monitoring disturbance and 
land use change in and surrounding the parks.  The case study of Yellowstone National Park 
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demonstrated that disturbance history was a primary driver of productivity change, while 
Missouri River NRA Protected Area Centered Ecosystem showed a case where human induced 
changes in productivity were evident.  Such short term analysis of NPP will allow park managers 
to monitor disturbance and recovery rates of vegetated areas.  Severe short term changes in 
climate such as a persistent drought, will show changes in NPP (Zhao & Running, 2010), 
however, these intense short term climate trends were not investigated during this study.  Other 
land use activities such as timber harvests, and natural disturbances, such as bark beetle die off; 
have also been shown to produce changes in NDVI (Neigh et al, 2009).  In order to perform a 
complete assessment of the drivers of short term NPP trends in the NPS units, other disturbances 
(i.e. insect and pathogen die off), land use activities (i.e. timber harvests) and short term intense 
climate changes (drought), will need to be performed.    
The time series of the MODIS NPP/GPP products is only ten years long, and therefore limits 
the utility of these products in long term trend research.  The importance of having consistent 
sensors in operation for an extended period of time is critical to our understanding of longer term 
productivity dynamics.  With additional years of MODIS and similar NPP/GPP products 
becoming available in the future, more research on the long term effects of climate and water 
availability change on regional level productivity will be able to be performed.  
The ecological consequences of climate change are typically human perceptions, and they are 
not necessarily good or bad.  The responses are representative of an ecosystem’s shift from a 
prior state to a new state.  It is our human perspective that determines whether this new state is 
detrimental or beneficial.  For example, research has shown that Yellowstone National Park may 
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lose all White bark pines (Pinus albicaulis) under a warming climate, however Western Larch 
(Larix occidentalis), a species currently residing at elevations lower than the parks limits may 
move into the park (Marris, 2011).  Grizzly bears (Ursus arctos horribilis), a token species of 
Yellowstone National Park, rely on White bark pines as a major food source,  however as mobile 
mammals, they may be given an opportunity to seek new food sources within the park. The 
migrations and shifts of species such as this may be a key response to climate change.  It will be 
important for managers to collaborate with land management agencies and owners outside the 
NPS agency in order to ensure that these species will have adequate habitat to move too.   
This research has been an important step in aiding managers to understand the climatic and 
ecological dynamics of 60 units and their surrounding PACE.  Managers can use this information 
as a starting point for developing more intensive inventorying and monitoring programs.   One of 
the primary goals of the Inventory and Monitoring program is to “Monitor park ecosystems to 
better understand their dynamic nature and condition and to provide reference points for 
comparisons with other, altered environments” (NPS 2007).  Dassman (1972) first proposed the 
use of National Parks as ecological baselines, and others have shown the importance of using 
protected areas as ecological baselines (Arcese and Sinclair, 1997).   Additional research needs 
to be done to establish the ecological baselines of the NPS unit ecosystems.  Since these 
baselines are dynamic in nature, it is difficult to establish them through a single snapshot in time; 
rather a longer term picture is needed.  Fire disturbance was shown to be a major driver of 
productivity variability in Yellowstone, as is the case for a large portion of the American West.  
Productivity was shown to decrease with recent fires, followed by an increase during the 
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following decades.  The NPS Units and their PCEs may be useful in trading time for space for 
investigating the landscape level roles that fire disturbance is playing in the regional carbon 
cycle.  While the research presented here has shown the utility of comparing an NPS unit with its 
PACE, further research into the causality of the differences between the unit and its PACE for 
each unit will be an important future step in determining the drivers of productivity change.    
It is widely accepted that many of the problems facing natural resource management do not 
adhere to political boundaries or small parcels of land (Ansson 2000; Stefan A. Bergmann 2004).  
Climate change, loss of biodiversity, polluted water and air, as well as forest and wetland health 
surpasses these manmade boundaries to scales ranging from a watershed to the entire globe.   
While there are few legal steps that the park can take in order to mitigate impacts from external 
threats(Stottlemyer 1987), a key step that managers can take is to identify and quantify the 
threats to the park.  Ecosystem services such as air and water purification, flood protection, waste 
decomposition, recreation and climate regulation will fall apart if the ecosystem that produces 
these services is degraded beyond a certain threshold (Salzman 2006). In order to avoid such 
consequences, and ecosystem collapse, vulnerability to outside threats must be identified, 
quantified and monitored.  Future ecological response to a changing climate is highly uncertain.  
Continued consistent monitoring of climate variables, moisture indices and NPP for short term 
trends will allow managers to identify potential problems as they become apparent and take steps 
to mitigate adverse effects.   Through the continued use of long term environmental data records 
and remote sensing data, such large scale monitoring is possible, and will continue to be 
important for the management of protected areas. 
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Ecoregion 
Unit 
Name 
Park 
TDMEAN(°C) 
GPE 
TDMEAN(°C) Park PPT (mm) GPE PPT(mm) MI*1000 Park MI*1000 GPE 
1895 1979 1895 1979 1895 1979 1895 1979 1895 1979 1895 1979 
Appalachian BISO -0.4 0 0 0 0 0 0 0 0 0 0.05 0 
/Cumberland Plateau GRSM 0 3.0 0 3.4 0 0 0 0 0 0 0 0 
Atlantic Neotropical BICY 0.8 0 0.9 0 0 0 0 0 0 0 -1.48 0 
 
BISC 1.2 1.9 0.9 0 0 0 0 0 -0.47 0 -1.48 0 
 
EVER 1.0 1.5 0.9 0 0 0 0 0 0 0 -1.48 0 
Desert SW BIBE 0.9 2.6 1.0 3.0 45.2 0 0 0 0 0 0 0 
 
DEVA 1.5 4.4 1.4 3.9 46.7 0 44.5 0 0.43 0 0 -9.30 
 
JOTR 0 0 0.6 0 0 0 0 0 0 0 0 -5.77 
 
MOJA 0.8 0 0.8 2.5 0 -379.7 0 -294.9 0 -4.37 0 -9.09 
 
ORPI 1.4 2.8 1.3 3.1 0 0 0 0 0 0 0 0.00 
 
SAGU 1.3 0 1.2 3.0 0 -596.5 0 0 0 -6.64 -1.69 -9.50 
 
WHSA 0.6 4.3 0.8 4.7 52.6 0 53.4 0 0.51 -3.42 0 0 
Great Basin GRBA 0.9 4.9 0.7 0 0 -771.0 0 -354.0 0 -11.13 0 0 
 
LARO 0.9 0 0.9 0 0 0 0 0 0 0 0 0 
Great Lakes PIRO 1.3 0 1.0 0 68.8 0 67.2 0 0 0 0 0 
 
SACN 0.9 0 0.8 0 100.2 0 105.0 0 0.66 0 0.07 0 
 
SLBE 0.7 0 0 3.4 132.1 0 163.6 0 1.00 0 0.14 0 
 
VOYA 0.7 0 0.9 0 0 0 49.3 0 0 0 0 0 
Mid Atlantic BLRI 0 0 0 0 0 0 0 0 0 0 0 0 
 
SHEN 0 2.6 0.4 0 102.6 0 82.0 0 0.61 0 0 0 
Northeast DEWA 1.2 1.8 1.1 1.8 0 0 0 0 0 0 0 0 
 
NERI 0 2.4 0 0 0 0 0 0 0 0 0 0 
Northern Plains BADL 1.1 0 1.1 0 71.2 0 67.7 0 0.94 0 0.23 1.51 
 
BICA 0 0 0.9 0 0 0 36.2 0 0 0 0.00 0 
 
MNRR 0.8 0 0.7 0 96.5 0 84.2 0 1.21 0 0 0 
 
THRO 1.6 0 1.5 0 0 306.5 0 299.8 0 6.49 0 0 
Northern Rockies CRMO 1.2 0 1.1 0 0 0 0 0 0 0 0 0 
 
GLAC 1.5 5.0 1.4 4.9 0 0 0 0 0 0 0 0 
 
GRTE 1.0 6.3 1.1 7.7 0 0 0 0 0 0 0 0 
 
YELL 1.0 7.7 1.1 7.7 0 0 0 0 0 -3.63 0 0 
Ozarks Complex BUFF 0 0 0 0 153.7 0 158.7 0 1.17 0 0 0 
 
OZAR 0 0 0 0 122.3 0 132.2 0 0.72 0 0 0 
Pacific NW CRLA 0.7 3.8 1.0 3.5 0 0 0 0 0 0 0 0 
 
MORA 0.5 0 0.8 0 0 0 0 0 0 0 0 0 
 
NOCA 1.3 4.8 1.2 6.0 0 0 0 0 0 0 0 0 
 
OLYM 0 0 0.5 0 0 0 0 0 0 0 0 0 
 
REDW 0.7 0 0.7 0 0 0 0 0 0 0 0 0 
 
ROLA 1.4 6.4 1.2 6.0 0 0 0 0 0 0 0 0 
Pacific SW GOGA 1.2 0 1.4 1.9 0 0 0 0 0 0 0 0 
 
KICA 0 7.6 1.0 6.2 0 0 0 0 0 0 -0.31 -2.38 
 
LAVO 0.9 4.4 0.9 5.6 0 -1882.9 0 0 0 -5.49 0 -0.80 
 
PORE 1.2 0 1.4 1.9 0 0 0 0 0 0 0 0.00 
 
SAMO 1.6 2.0 1.4 1.8 0 0 0 0 0 0 0 0.00 
 
SEQU 1.2 7.6 1.0 6.2 0 0 0 0 0 0 -0.31 -2.38 
 
YOSE 1.0 5.3 1.0 6.2 0 0 0 0 0 0 -0.31 -2.38 
Southeast BITH 0 3.1 0 2.8 242.0 0 250.2 0 1.44 0 0.90 0.00 
Southern  ARCH 1.2 6.8 1.3 4.0 0 0 0 -225.2 0 -3.65 -1.84 -16.54 
Rockies/ CACH 1.4 4.6 1.1 3.0 0 -505.3 0 0 0 -9.04 0 -3.22 
Colorado  CANY 1.3 2.9 1.4 3.7 0 -168.8 0 -249.0 0 -2.99 -1.43 -11.73 
Plateau CARE 1.6 0 1.4 3.7 32.2 0 0 -249.0 0 0 -1.43 -11.73 
 
DINO 1.3 0 1.1 0 0 -269.2 0 0 0 -5.42 0 -1.23 
 
ELMA 1.2 0 1.0 0 0 -234.7 0 -266.2 0 -4.51 0 -1.56 
 
GLCA 1.4 0 1.4 3.7 0 0 0 -249.0 0 -2.40 -1.43 -11.73 
 
GRCA 1.0 0 1.4 3.7 0 -392.6 0 -249.0 0 -5.33 -1.43 -11.73 
 
GRSA 0 0 0 4.0 0 0 0 0 0 0 0 0 
 
GUMO 1.1 3.9 0.7 0 0 0 0 0 0 0 -2.14 0 
 
LAME 1.4 6.0 1.4 3.7 0 -245.2 0 -249.0 0 -3.26 -1.43 -11.73 
 
PEFO 1.4 4.4 1.4 4.0 0 -435.5 0 -439.0 0 -6.91 0 -5.32 
 
ROMO 2.0 7.7 1.4 5.1 0 0 0 0 -0.57 0 0 0 
 
ZION 1.9 0 1.8 5.1 0 0 0 0 0 -7.32 -0.48 -5.73 
Table 2: Trends (rate/100years) for the three climate indices by starting year of analysis period            pvalue < .05
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Ecoregion Unit Name 
AREA AVERAGES SPATIAL  PERCENTAGES 
10Q NPP 50% GPP  POSITIVE 50% GPP  NEGATIVE 50% GPP  
Park  PACE  Park  PACE  Park  PACE  Park  PACE  
Appalachians/ BISO 0.0 0.0 0.0 0.0 0% <1% 0% <1% 
Cmbl.  Plateau GRSM 0.0 0.0 0.0 0.0 <1% <1% <1% <1% 
Atlantic  BICY 0.0 0.0 0.0 0.0 1% 3% 6% 11% 
Neotropical BISC 0.0 0.0 -4.0 0.0 0% 3 % < 1% 11% 
 
EVER 0.0 0.0 0.0 0.0 2% 3% 7% 11% 
Desert SW BIBE 0.0 0.0 0.0 0.0 12% 28% 0% 0% 
 
DEVA 0.0 0.0 0.0 0.0 < 1% >1% 2% 1% 
 
JOTR 0.0 0.0 1.4 0.0 2% 2% 0% < 1% 
 
MOJA 0.0 0.0 0.0 0.0 < 1% < 1% < 1% < 1% 
 
ORPI 0.0 0.0 0.0 0.0 < 1% < 1% 0% < 1% 
 
SAGU 0.0 0.0 0.0 0.0 7% 1% < 1% 1% 
 
WHSA 5.8 0.0 0.0 0.0 41% 41% < 1% < 1% 
Great Basin GRBA 0.0 0.0 0.0 0.0 0% < 1% 1% < 1% 
 
LARO 0.0 0.0 0.0 0.0 1% 1% 2% 2% 
Great Lakes PIRO 0.0 0.0 0.0 0.0 < 1% < 1% < 1% 3% 
 
SACN 0.0 0.0 0.0 0.0 1% 2% 2% 6% 
 
SLBE 0.0 0.0 0.0 0.0 < 1% < 1% < 1% 2% 
 
VOYA 0.0 0.0 0.0 0.0 1 % < 1% < 1% 2% 
Mid Atlantic BLRI 0.0 0.0 0.0 0.0 < 1% < 1% < 1% < 1% 
 
SHEN 0.0 8.0 0.0 0.0 < 1% < 1% 0% < 1% 
Northeast DEWA 0.0 0.0 5.2 4.8 < 1% 2% 0% < 1% 
 
NERI 0.0 0.0 0.0 0.0 < 1% < 1% 0% < 1% 
Northern Plains BADL 0.0 7.2 0.0 0.0 14% 5% 0% < 1% 
 
BICA 0.0 0.0 0.0 0.0 1% 6% 1% 1 % 
 
MNRR 16.1 16.7 8.5 9.8 53% 60 % 0% 0% 
 
THRO 3.7 5.35 0.0 0.0 0% < 1% 0% < 1% 
Northern Rockies CRMO 0.0 0.00 0.0 0.0 3% 4% < 1% < 1% 
 
GLAC 0.0 0.00 0.0 0.0 6% < 1% 9% < 1% 
 
GRTE 0.0 0.00 0.0 0.0 < 1% 2% 2% 15% 
 
YELL 2.4 0.00 0.0 0.0 17% 2% 6% 15% 
Ozarks Complex BUFF 0.0 0.00 0.0 0.0 0% 0% 0% < 1% 
 
OZAR 0.0 0.00 0.0 0.0 0% < 1% 0% 0% 
Pacific NW CRLA 0.0 0.00 0.0 0.0 < 1% 6% 2% 4% 
 
MORA 0.0 -10.0 0.0 -5.5 < 1% < 1% 6% 16% 
 
NOCA 0.0 0.00 0.0 0.0 3% 4% < 1% 5% 
 
OLYM 0.0 0.00 0.0 0.0 1% 2% < 1% 5% 
 
REDW 0.0 0.00 0.0 0.0 6% 3% < 1% 3% 
 
ROLA 0.0 0.00 0.0 0.0 10% 4% 1% 5% 
Pacific SW GOGA 0.0 0.00 0.0 0.0 2% 2% 6% 3% 
 
KICA 0.0 0.00 0.0 0.0 0% < 1% 5% 7% 
 
LAVO 0.0 0.00 0.0 0.0 0% 2% 6% 11% 
 
PORE 0.0 0.00 0.0 0.0 4% 2 % 0% 3% 
 
SAMO -15.0 -12.1 0.0 -9.6 0% < 1% 2% 6% 
 
SEQU 0.0 0.00 0.0 0.0 < 1% < 1% 7% 7% 
 
YOSE 0.0 0.00 -3.5 0.0 < 1% < 1% 12% 7% 
Southeast BITH 0.0 0.00 0.0 0.0 < 1% 2% 2% 4% 
Southern  ARCH 0.0 0.00 0.0 0.0 0% 9% < 1% 4% 
Rockies/ CACH 0.0 0.00 0.0 0.0 0% < 1% < 1% < 1% 
Colorado Plateau CANY 0.0 0.00 0.0 0.0 0% < 1% 0% < 1% 
 
CARE 0.0 0.00 0.0 0.0 0% < 1% 0% < 1% 
 
DINO 0.00 0.00 0.0 0.0 < 1% 2% < 1% < 1% 
 
ELMA 0.00 0.00 0.0 0.0 2% < 1% < 1% < 1% 
 
GLCA 0.00 0.00 0.0 0.0 < 1% < 1% < 1% < 1% 
 
GRCA 0.00 0.00 0.0 0.0 < 1% < 1% 2% < 1% 
 
GRSA 0.00 0.00 0.0 0.0 2% 2% 0% < 1% 
 
GUMO 0.00 0.00 0.0 0.0 69% 50% 0% < 1% 
 
LAME 0.00 0.00 0.0 0.0 1% < 1% < 1% < 1% 
 
PEFO 0.00 0.00 0.0 0.0 < 1% < 1% 0% < 1% 
 
ROMO 0.00 0.00 0.0 0.0 2% < 1% 3% 5% 
 
ZION 0.00 0.00 0.0 0.0 < 1% < 1% 2% 1% 
Table 3: Area average NPP trends by method (right columns) & percentage of each NPS Unit and its PACE 
experiencing 0.5*GPP method for calculating NPP trend by direction (left columns) (pvalue < 0.05) 
