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Resumen
En este trabajo se presenta un me´todo pra´ctico para control de sistemas cao´ticos por medio de pulsos, que utiliza una condicio´n
de evento ajustada a la dina´mica del proceso. Se muestran resultados de simulacio´n para tres sistemas cao´ticos usando para ello
dos algoritmos de control (unipolar y bipolar). No se requiere conocimiento de un modelo matema´tico del sistema a controlar,
y u´nicamente se utilizan datos muestreados en lı´nea de una variable medida. Tambie´n se analizan aspectos pra´cticos como la
saturacio´n de la sen˜al de control y el ruido en la medida. Los resultados satisfactorios obtenidos ponen de maniﬁesto la capacidad
del me´todo para su aplicacio´n a sistemas reales. Copyright c© 2011 CEA.
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1. Introduccio´n
El control de sistemas cao´ticos es un campo de estudio y
experimentacio´n muy activo. Ya en 1990, Ott, Grebogi y Yorke
(OGY) (Ott et al., 1990) mostraron co´mo pequen˜as perturba-
ciones en los para´metros de un sistema con comportamiento
cao´tico, pueden estabilizarlo en las proximidades de una o´rbita
perio´dica inestable (unstable periodic orbit, UPO), considerada
e´sta una condicio´n de operacio´n candidata o set-point (Abed et
al., 1995; Andrievskii y Fradkov, 2003; Boccaletti et al., 2000).
Si la trayectoria de la evolucio´n dina´mica del sistema en el es-
pacio de estados cruza una seccio´n de Poincare´, la secuencia de
puntos de cruce tendra´, bajo comportamiento perio´dico, un pun-
to de equilibrio. La accio´n de control se aplica so´lo dentro de
cierta vecindad de este equilibrio y depende de la separacio´n al
mismo. La eleccio´n de la superﬁcie de Poincare´ adecuada para
que la trayectoria no deje de visitarla y la necesidad de calcular
previamente el equilibrio en ella, resulta ser un inconvenien-
te pra´ctico. Del me´todo OGY han surgido diferentes variantes
y generalizaciones (Andrievskii y Fradkov, 2003; Boccaletti et
al., 2000; Chen, 1999).
Otro me´todo de control, basado en la comparacio´n del es-
tado del sistema en cada instante con el estado en un intervalo
de tiempo anterior, fue sen˜alado por Pyragas (Pyragas, 1992).
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Sa´nchez), manuel.prian@uca.es (Manuel Prian Rodrı´guez)
En este caso, el control es proporcional a la desviacio´n, con-
siguiendo un comportamiento perio´dico en el sistema. Como
el me´todo no requiere conocimiento previo de los equilibrios
del sistema, aunque sı´ necesita una estimacio´n del periodo de
la o´rbita, puede ofrecer ventajas frente al OGY. A partir de es-
te fundamento, se han desarrollado las te´cnicas de control por
realimentacio´n retardada (Delayed Feedback Control, DFC) y
sus variantes (Fiedler et al., 2007; Nakajima, 1997; Nakajima y
Ueda, 1998; Pyragas et al., 2004; Pyragas y Pyragas, 2006; Py-
ragiene y Pyragas, 2005; Ushio, 1996; Yamamoto et al., 2001).
Una forma de control por impulsos que se fundamenta en la
perturbacio´n instanta´nea y perio´dica de las variables de estado,
fue´ propuesta por Matı´as y Gu¨e´mez (Gu¨emez y Matias, 1993;
Matias y Gu¨emez, 1994). Mostraron que se consigue obtener
en el sistema cao´tico un comportamiento perio´dico mediante el
ajuste de la amplitud y del periodo de aplicacio´n de la misma.
Adema´s, encontraron una interesante relacio´n empı´rica entre la
amplitud de la perturbacio´n y su periodicidad. Entre los nume-
rosos trabajos que han estudiado problemas de control o sincro-
nizacio´n por pulsos, pueden citarse, entre otros, los de D.L Piro
et at. (Gonzalez y Piro, 1984), H.A. Larrondo et at. (Larrondo
et al., 1996) y (Yang, 1999).
Cada una de estas te´cnicas ofrece ventajas segu´n el objetivo
ﬁjado para el disen˜o del control y todas presentan diﬁcultades
para su realizacio´n pra´ctica (Ogorzalek, 1998). Segu´n cada ca-
so, resultara´ ma´s conveniente uno u otro me´todo (Andrievskii
y Fradkov, 2003; Boccaletti et al., 2000; Chen, 1999; Lo´pez et
al., 2006, 2007; Ogorzalek, 1993; Prian et al., 2009).
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Del estudio y reproduccio´n de estos trabajos, al plantearnos
una forma de control con una te´cnica realizable, sencilla y u´til
(Aracil, 2011), con un para´metro de ajuste de la ganancia, y una
realizacio´n por muestreo (con un periodo Tm), ası´ como la po-
sibilidad de llevar a cabo una forma de control pulsado (con un
ancho de pulso tw), se desarrollaron las te´cnicas experimentales
mostradas en la seccio´n 2.4 de este artı´culo.
En este trabajo se muestra un me´todo de control por pulsos
(“pulsed control”), basado en una condicio´n de evento variable
ajustada a la dina´mica del proceso. Logra un comportamiento
perio´dico mediante la aplicacio´n, en tiempo discreto, de una se-
cuencia de control compuesta por pulsos de amplitud y periodi-
cidad dependientes de la dina´mica del sistema. Usa superﬁcies
de Poincare´ y una realizacio´n con realimentacio´n no-lineal de
so´lo una variable medida. No requiere conocimiento alguno a
priori del sistema dina´mico, se ajusta a sus oscilaciones y con-
duce a un comportamiento estable y perio´dico tras la sintonı´a
de los para´metros del controlador; una vez deﬁnidos Tm y tw, el
controlador so´lo depende del ajuste de ganancia.
Se han realizado pruebas de simulacio´n nume´rica con tres
circuitos electro´nicos, considera´ndose aspectos relacionados con
la implementacio´n pra´ctica, tales como el ruido de medida, la
limitacio´n de la sen˜al de control aplicada, el periodo de mues-
treo, la variabilidad en las condiciones iniciales y en el instante
de aplicacio´n del control.
El trabajo se ha organizado como sigue: la seccio´n segun-
da presenta el problema, el objetivo del control, la notacio´n y
las leyes de control. La seccio´n tercera muestra los resultados
de la simulacio´n nume´rica. Las conclusiones resumen nuestras
aportaciones y lı´neas de continuacio´n.
2. Me´todo
2.1. Formulacio´n del problema de control
Los sistemas considerados en este trabajo pueden represen-
tarse por un conjunto de ecuaciones de estado:
x˙ = F(x,p,u) (1)
donde x ∈ Rn es el vector n-dimensional de estado, p ∈ Rnp es el
vector np-dimensional de para´metros del sistema, u ∈ Rnu es el
vector nu-dimensional de entradas de control y F es una funcio´n
vectorial no lineal. Segu´n sea el conocimiento que se tenga so-
bre el sistema, de las posibilidades de acceso a las magnitudes
implicadas y de la facilidad para alterar sus valores, los me´to-
dos de control actu´an modiﬁcando el vector de para´metros p, o
el vector de entradas de control u. La medida de la salida del
sistema (“event measurement variable”, EMV) se denota por y,
que es un vector ny-dimensional funcio´n del vector de estado
y = h(x). Cuando u = g(y), se tiene un problema de control por
realimentacio´n de la salida y la estructura (1) es la del sistema
en lazo cerrado correspondiente.
Para este trabajo tanto la salida como la entrada de control
son escalares. Se va a considerar la situacio´n en la que para los
valores de los para´metros elegidos, el comportamiento de (1)
observado por y(t) cuando u(t) = 0 (sistema libre), es cao´tico.
En cada caso, la medida se obtiene de la variable de estado xm,
es decir, y = h(xm), y la aplicacio´n del control se realiza en la
ecuacio´n correspondiente a la derivada de la variable de estado
xc, (x˙c = fc(x1, x2, ..., xn−1, xn) + u), con u = g(y)).
2.2. Objetivo del control
Es sabido que la que la naturaleza no predecible del com-
portamiento cao´tico y la coexistencia en el atractor de multi-
ples o´rbitas perio´dicas inestables (UPOs) complica el disen˜o
de los controladores. El objetivo de nuestra forma de control
es, u´nicamente, obtener un comportamiento perio´dico (“perio-
dic orbit”, PO) en un oscilador auto´nomo que se encuentra en
situacio´n de caos; y ello, con la mı´nima intervencio´n (energı´a)
del controlador. La seleccio´n de una o´rbita concreta, de entre las
posibles UPOs y POs, no es, en este caso, un objetivo sino un
problema abierto sobre el que continuamos trabajando. El ob-
jetivo del me´todo propuesto es por tanto estabilizar al sistema
en una o´rbita perio´dica, que se alcanza como resultado de apli-
car el control, y que puede aproximarse a una UPO. Para ello
se plantea aplicar una sen˜al de control consistente en pulsos de
duracio´n y magnitud ajustables (ver (6) y(7)):
u(t) =
{
U j t j ≤ t ≤ t j + tw
0 t j + tw < t < t j+1
(2)
Siendo (ve´ase la seccio´n (2.3)) t j y t j+1 los instantes de tiem-
po en los que se actualiza y se decide la aplicacio´n la sen˜al de
control, tw < (t j+1 − t j) el intervalo de tiempo de la actuacio´n o
ancho del pulso y U j el valor que representa la amplitud cons-
tante del mismo en el intervalo considerado.
2.3. Condicio´n de evento ajustada a la dina´mica cao´tica
Para determinar (a partir de las muestras obtenidas con pe-
riodo de muestreo Tm) el instante de aplicacio´n y la amplitud
del pulso de control, en vez de usar una condicio´n estableci-
da a priori, (como el caso de seccio´n de Poincare` ﬁja), el al-
goritmo de control propuesto utiliza una condicio´n de evento
(EC, “event condition”) variable, dependiente de la evolucio´n
dina´mica del sistema. Ello tiene la ventaja de que permite tratar
al proceso como un sistema tipo caja negra, a la vez que logra
que el pulso de control se ajuste a las distintas frecuencias y
amplitudes de la compleja dina´mica cao´tica.
La EC propuesta consiste en utilizar el cruce ascendente (o
descendente en su caso) de la muestra actual yk con una se-
cuencia de valores EVk, que corresponde al valor medio de las
muestras obtenidas desde el u´ltimo evento detectado, donde se
inicio´ al valor 1 el ı´ndice k, que indica el nu´mero de muestras
acumuladas en la secuencia. Ası´, el valor de evento j-e´simo,
(EVk) j, es la media de las k j muestras de la salida y(t) entre dos
condiciones de evento sucesivas, la (EC) j−1, en la que se hizo
k = 1, y la (EC) j, donde k = k j:
(EVk) j = yevent j = 〈yk〉 j =
1
k j
k j∑
k=1
yk (3)
 J.F. Moreno Verdulla et al. / Revista Iberoamericana de Automática e Informática industrial 8 (2011) 159–166 161
5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8 7 7.2
−10
0
10
20
30
40
50
60
70
y
(t
),
 E
V
k
,u
k
Tiempo
y(t)
EV
k
u
k
EC
j−2 ECj−1
y
pj−1
y
pj
EC
j
y
pj+1
EC
j+1
y
pj+2
EC
j+2
y
pj+3
Figura 1: Condicio´n de evento ajustada. Dina´mica sin control.
La ﬁgura (1) muestra la condicio´n de evento variable (EC) j,
deﬁnida por el cruce ascendente de yk con el valor medio cal-
culado con las k j muestras efectuadas desde la (EC)( j − 1):
yk j = yk (EV) j sii yk−1 ≤ yevent j ≤ yk (EC) (4)
aunque tambie´n podrı´a quedar deﬁnida por el ﬂanco descenden-
te de la sen˜al de salida, es decir:
yk j = yk (EV) j sii yk−1 ≥ yevent j ≥ yk (EC) (5)
lo que puede resultar u´til en determinados casos. No´tese que la
condicio´n de evento yevent j alcanza un valor ma´ximo retrasado,
que ocurre despue´s de que yk haya pasado por un valor ma´xi-
mo yp j ası´, (yp j − yevent j ) reﬂeja una diferencia que depende no
so´lo del valor de pico yp j, sino tambie´n de la forma con la que
evoluciona en el tiempo la oscilacio´n j-e´sima. Esto sirve pa-
ra realizar un ajuste dina´mico de las amplitudes de los pulsos
de control (ver (6) y (7)). Una vez que se alcance un re´gimen
perio´dico bajo control, tanto el valor de evento (EV) j como la
diferencia (yp j − yevent j ) sera´n cantidades constantes.
2.4. Ley de control
Una vez deﬁnido el instante de aplicacio´n del pulso de con-
trol, para calcular la amplitud del mismo, U j en (2), se propone
la siguiente expresio´n obtenida de forma empı´rica:
uk = Ku
(yp j − yevent j )2
(t j − t j−1) (6)
sii t j ≤ t ≤ t j + tw con k = 1, 2, . . . , k j+1
uk = 0 cuando t j + tw < t < t j+1
Su estructura responde a la necesidad de disponer de un para´me-
tro de ajuste (Ku), y que la amplitud del pulso sea gobernada
por la dina´mica de lazo cerrado, vı´a valores signiﬁcativos de
cada o´rbita: el valor de pico (yp j), el valor de evento (yevent j )
y el intervalo de tiempo entre dos eventos consecutivos. (T j =
t j − t j−1), denominado tiempo de vuelo o de retorno. En cada
caso, tras deﬁnir los para´metros temporales (Tm, tw) el ajuste de
Ku se hace de forma experimental.
En este trabajo se propone adema´s una variante de la ante-
rior, en la que se busca reducir la magnitud de la sen˜al de control
en re´gimen perio´dico:
uk = Ku
(yp j − yevent j )2
(t j − t j−1) (yevent j − yevent j−1 ) (7)
sii t j ≤ t ≤ t j + tw con k = 1, 2, . . . , k j+1
uk = 0 cuando t j + tw < t < t j+1
Se usa el valor de evento anterior (yevent j−1 ) para an˜adir (yevent j −
yevent j−1 ) que construye un te´rmino corrector basado en la evolu-
cio´n de los valores de evento hacia uno de equilibrio sin conoci-
miento alguno del sistema; a diferencia de las consideraciones
de la dina´mica de pico a pico (“peak to peak dynamics”) (Can-
daten y Rinaldi, 2000; Piccardi y Rinaldi, 2000, 2003), basada
en los valores de pico y su evolucio´n hacia un pico de equilibrio
que ha de ser determinado previamente.
La ley de control (7) resulta muy u´til cuando el sistema a
controlar soporta la forma de control bipolar, es decir, los pulsos
de control aplicados pueden ser positivos o negativos. Adema´s,
este te´rmino ayuda a que la magnitud de la sen˜al de control
resulte menor o tienda a disminuir conforme la dina´mica obte-
nida converja a una situacio´n perio´dica. A diferencia del me´to-
do OGY, que activa la sen˜al de control en la vecindad de una
o´rbita perio´dica inestable (UPO) y entonces aplica la accio´n de
control; en nuestro me´todo, el instante de activacio´n del con-
trolador ton depende del operador de planta. A medida que el
algoritmo de control lleve al sistema a una situacio´n perio´dica
(PO), la magnitud de los pulsos de control sera´ menor.
2.5. Efecto del ruido de medida
Como el control por pulsos so´lo actu´a durante breves inter-
valos de tiempo, la causa principal de que le afecte el ruido de
medida es la decisio´n de activar la accio´n de control cuando se
detecten falsas condiciones de evento producidas por el ruido,
como se muestra en la ﬁgura (2).
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Figura 2: Falsos eventos. Ruido ±2%. de la medida.
Para evitar activar la sen˜al de control en estos casos, se ha
incluido la capacidad de inhibir la aplicacio´n de la accio´n de
control mientras puedan aparecer falsos eventos. Para ello, el
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controlador propuesto dispone de otro para´metro, tholdo f f , que
es ajustable por el operador y permite lograr un efecto discrimi-
nador de falsos eventos. Una vez aplicado el pulso de control,
puede inhibirse la generacio´n de otro pulso durante un intervalo
de tiempo (tw + tholdo f f < T j), ignora´ndose toda falsa condicio´n
de evento que pudiera aparecer debido al ruido. Esto hace que
el algoritmo resulte menos sensible al ruido.
3. Resultados de simulacio´n nume´rica
Los valores asignados a los para´metros de los modelos, son
los recogidos en las referencias respectivas. Para la simulacio´n
nume´rica de los circuitos se ha usado un integrador de Runge-
Kutta de cuarto orden, de paso ﬁjo (Δt) cuyo valor se indica en
cada uno de los casos analizados. Para simular el ruido, se ha
an˜adido al valor calculado de la medida una cantidad aleatoria
con distribucio´n uniforme, en un rango ± ruido mV, segu´n la
expresio´n Vruido = ((0,5−RND)/500)ruido mV, donde RND es
un nu´mero aleatorio, comprendido entre 0 y 1.
Se han realizado simulaciones de tipo MonteCarlo para con-
siderar la sensibilidad del algoritmo frente a las condiciones
iniciales [xi(0)]n y el momento de aplicacio´n del control [ton]n,
afecta´ndolas en el experimento n-simo de una variablilidad de
la forma [xi(0)]n = [xi(0)]1(1+(0,5−RND)) y [ton]n = [ton]1(1+
(0,5−RND)), donde [xi(0)]1 y [ton]1 son las condiciones inicia-
les y momento de aplicacio´n del control del primer experimen-
to, cuyo valor se declara en cada uno de los casos que se descri-
ben a continuacio´n; en ellos se sen˜alan tambie´n dos estadı´sticos
(media y desviacio´n tı´pica) de dos indicadores de la o´rbita en-
contrada: el tiempo de vuelo T j y el valor del pico positivo yp j
del u´ltimo ciclo calculado.
3.1. Ajuste por el operador
La evolucio´n dina´mica en un sistema cao´tico es muy de-
pendiente de las condiciones iniciales. Aquı´ se consideran unas
condiciones iniciales que, estando dentro de la cuenca de atrac-
cio´n, llevan a cada oscilador a un comportamiento cao´tico. Es,
entonces cuando el operador aplica el control, (en cada simula-
cio´n realizada en un momento distinto, de manera que el estado
inicial del sistema cuando se activa el controlador es siempre di-
ferente). Tras ﬁjar Tm, segu´n requiera la dina´mica del sistema,
el operador realiza los siguientes pasos:
(i) usa el menor ancho del pulso realizable tw = Tm y elige
un valor inicial para la ganancia Ku,
(ii) observa el nu´mero de pulsos entre eventos y aumenta o
reduce tholdo f f hasta conseguir un u´nico pulso,
(iii) si el comportamiento obtenido no es satisfactorio, eleva
o reduce la ganancia Ku, hasta anular o saturar uk; si no logra la
periodicidad, aumenta el ancho del pulso tw y repite este paso
hasta que,
(iv) si consigue una periodicidad con una banda (o zona de
sombra de la o´rbita) limitada (que fundamentalmente se puede
deber al ruido de medida), realiza el ajuste ﬁno del controlador
retocando ligeramente la ganancia o del ancho del pulso.
3.2. Circuito KSS
Kiers, Schmidt y Sprott (KSS) (Kiers et al., 2004), presen-
taron el circuito de la ﬁgura (3), en el que se puede obtener un
comportamiento cao´tico. Para simular el control propuesto en
este circuito, se elige y(t) = v1(t) como salida. Cuando u(t) = 0,
se tiene:
(RC)3
d3v1
dt3
= − R
Rv
(RC)2
d2v1
dt2
− RCdv1
dt
+ D(v1) − RR0 u0
Si se usa un escalado de tiempo τ = t
α
con factor de escala
α = RC, entonces pueden deﬁnirse como variables de estado:
v1 = x1
dv1
dt
=
dv1
dτ
dτ
dt
=
1
RC
dv1
dτ
= x2
d2v1
dt2
=
1
(RC)2
d2v1
dτ2
= x3
d3v1
dt3
=
1
(RC)3
d3v1
dτ3
= x˙3
quedando, al an˜adir u(t) al nodo de entrada:
D(x1) = −c(min{x1, 0})
x˙1 = x2
x˙2 = x3 (8)
x˙3 = −ax3 − x2 + D(x1) − b(u0 + u)
con a = R/Rv, b = R/R0, c = R2/R1 y, en este caso, con la
forma no lineal D(x1) − c(min{x1, 0}).
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Figura 3: Circuito KSS.
En la simulacio´n de (8), se ha considerado que u0 = 1V,
R = 46.6, Rv = 80, R0 = Rs = 156.9, R2 = 88.9, R1 = 15.1; to-
dos en kΩ. La escala de tiempos usa un factor α = 15×10−3, que
esta´ pro´ximo al valor de RC para C = 330 nF. El paso de inte-
gracio´n es Δτ = 10−5; las condiciones iniciales [x1(0)]1 = 0.50,
[x2(0)]1 = 0.25, [x3(0)]1 = 0.001 y el ruido entre ±2 mV.
En el controlador Tm = 0. 5 × 10−3 s, tw = 5ms, tholdo f f =
50(t = 750)ms. El control se aplico´ en [τon]1 =200 (t=3s) hasta
[τo f f ]n =1200 (t=18s). Para estudiar el control unipolar, se rea-
lizaron 150 simulaciones, con Ku = 6.7, encontrando un tiempo
de vuelo de Tk j = 6.871 (0.103s) con στ = 0.022 (0.0003s), y
un valor del pico positivo de yp j = 1.664 con σy = 0.008V.
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(c) KSS bajo control bipolar (τ > 1000 (t>15s))
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Figura 4: Sistema KSS.
Bajo control bipolar, con Ku = 2.5, tw = 5ms y con igua-
les valores en los dema´s para´metros, el tiempo de vuelo es de
Tk j = 6.587 (0.099s) con στ = 0.016 (0.0002s); el valor del pi-
co positivo es de yp j = 1.795 con σy = 0.002V. No´tese la mayor
suavidad de la trayectoria por ser menor el cambio forzado por
el control.
3.3. Circuito de Gonza´lez
Para llevar a cabo el control por pulsos en el oscilador de
puente de Wien modiﬁcado de Gonza´lez et al (Gonzalez et al.,
2005), se aprovecha el nodo formado por la entrada al ampliﬁ-
cador, el condensador C1 y la resistencia R (ﬁgura5).
Este nodo deﬁne tanto la tensio´n de salida como la variable
de estado x3(t). La aplicacio´n de los pulsos de tensio´n se ha-
ce a trave´s del ampliﬁcador separador y de la resistencia Rs =
100kΩ. Tenie´ndose que:
x˙1 = (1/L)( f − RLx1 − x2)
x˙2 = (1/C)x1 (9)
x˙3 = (1/C1)(x1 − x3/R − (x3 − u)/Rs)
f = (A/2)(|x3 + VS /A| − |x3 − VS /A|)) − x3
u(t)
−
+
−
+
y(t)
Rs
−
+
+
x3−C1R
−
x2
+
C RL L
iL
x1
R1R2
Figura 5: Circuito de Gonza´lez.
El sistema se ha simulado considerando y(tk) = x3(tk) con
los siguientes valores de los para´metros: L = 0.1 H, C = 100 ×
10−9 F,C1 = 470×10−9 F, RL = 90Ω, R = 23×103Ω, Rs = 100×
103Ω, A = (1 + R1/R2) = 5.8, Vs = 14 V, y se ha usado Δt =
10−9 s. Como condiciones iniciales [x1(0)]1 = 0.005, [x2(0)]1 =
0.05, [x3(0)]1 = 0.05. En el controlador Tm = 1 × 10−5 s, tw =
0.2 ms, tholdo f f = 0.5 ms.
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Figura 6: Circuito de Gonza´lez. Control unipolar (t > 0.2 s).
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Figura 8: Gonza´lez bajo control bipolar (t > 0.2 s).
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Figura 9: Gonza´lez. Control bipolar desde t =0.1 s.
El control se aplico´ en [ton]1 = 0.2 hasta to f f = 0.6 s. Con
control unipolar, se han efectuado un total de 300 simulaciones
con Ku =0.01 y tensio´n de saturacio´n de +14 V, se han podido
diferenciar los dos ciclos de la o´rbita de periodo dos de las ﬁ-
guras (6) y (7). En 134 de ellas el tiempo de vuelo es de Tk j =
2.413 ms con στ = 0.006 ms, y pico positivo de yp j = 3.202 V
con σy = 0.004 V. En 166 simulaciones, se encontraron valo-
res de Tk j = 1.872 ms con στ = 0.013 ms y yp j = 3.634 V con
σy = 0.006 V respectivamente. No´tese que pese a su saturacio´n,
el controlador logra el objetivo.
Bajo control bipolar, se han realizado 300 simulaciones, la
saturacio´n del controlador se ha ajustado a ±10V, permanecien-
do todos los dema´s para´metros y condiciones iguales a los an-
teriores. Se obtiene un tiempo de vuelo de Tk j = 2.212 ms con
στ = 0.008 ms, y un pico de yp j = 1.910 con σy = 0.024 V.
No´tese, en la ﬁgura (9), la notable disminucio´n del esfuerzo de
control.
3.4. Circuito de Chua
El complejo sistema cao´tico de Chua (Chua et al., 1986;
Murali y Sinha, 2003), puede ser realizado por un circuito basa-
do en ampliﬁcadores operacionales, (ver (Kennedy et al., 1992)
para una descripcio´n completa).
u(t)
−
+ Rs
iL = x3
L
RL
R0
−
+
y(t)
v2 = x2
C2
R
v1 = x1
C1
−
+
R3
R1
R2
−
+
R6
R4
R5
Figura 10: Circuito de Chua.
El circuito se ha representado en la ﬁgura (10). Se han an˜adi-
do dos ampliﬁcadores separadores: el primero, para observar la
salida y(t) = R0iL (a trave´s de la resistencia de medida R0 =
10Ω); el segundo, para aplicar el control u2(t) sobre v2 (via
RS = 100KΩ). Su modelo matema´tico (10) es:
g = m0x1 + 1/2(m1 − m0)(|x1 + Bp| − |x1 − Bp|)
x˙1 = (1/C1)[(x2 − x1)/R − g]
x˙2 = (1/C2)[(x1 − x2)/R + x3 − (x2 − u2)/RS ] (10)
x˙3 = (1/L)[−x2 − (RL + R0)x3]
Con para´metros (Kennedy et al., 1992): m01 = 1/R1, Bp1 =
(R3/(R2 +R3))Esat, m11 = −1/R3, m02 = 1/R4, Bp2 = (R6/(R5 +
R6))Esat, m12 = −1/R6, m0 = (m01 + m02), m1 = (m11 + m12),
Bp = Bp2, y componentes: L = 0,018H, C1 = 10nF, C2 =
100nF, R1 = 220Ω, R2 = 220Ω, R3 = 2200Ω, R4 = 22000Ω,
R5 = 22000Ω, R6 = 3300Ω, Esat = 13.9 V (supuesto Vcc
±15 V) y RL = 13.5Ω, la resistencia de la bobina. El valor
de R = 1710Ω, diﬁere del sen˜alado en (Kennedy et al., 1992)
(R = 1790Ω) pues la presencia de R0 y RS requiere reajustar R
para obtener caos.
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Figura 11: Sistema de Chua
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Figura 12: Control bipolar. (a) sin ruido (b) ruido 0.1mV
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Figura 13: Control bipolar. (a),(b) sin ruido; (c),(d) ruido 0.1mV
Las ﬁguras (11(a)) y (11(b)) muestran los resultados de si-
mulacio´n nume´rica bajo control unipolar con Δt = 0,8×10−10 s,
condiciones iniciales [x1(0)]1 = −0 .7, [x2(0)]1 = 0.2, [x3(0)]1 =
0.001 y un ruido de medida de ±1 mV. No´tese que este nivel de
ruido resulta de considerar condiciones de peor caso, pues con
un ampliﬁcador de instrumentacio´n se aumentarı´a la relacio´n
sen˜al ruido que llegarı´a al controlador.
En el controlador, se han considerado los siguientes valores
de los para´metros: Tm = 5μs, tholdo f f = 200μs, ajusta´ndose la
ganancia Ku y el ancho del pulso tw segu´n la forma de control
empleada. Para el algoritmo de control unipolar, se ha ajustado
la ganancia del controlador a Ku = 30 y el ancho del pulso a
tw = 20μs. La tensio´n de saturacio´n es de +14 V. El control se
aplica en [ton]1 = 30 ms hasta to f f = 120 ms.
Se han llevado a cabo un total de 300 simulaciones, en-
contra´ndose que 158 de ellas corresponden a una de las “scrolls”,
obtenie´ndose que el tiempo medio de vuelo es de Tk j =0.34 ms
con desviacio´n tı´pica στ = 0.01 ms y un promedio del valor del
pico positivo yp j =0.051 V, con desviacio´n tı´pica σy = 0.001 V.
En las otras 142 simulaciones, correspondientes a la otra de las
“scrolls”, el tiempo medio de vuelo es el mismo, con un pro-
medio del valor del pico positivo de yp j =0.010 V y con σy =
0.001 V.
Con control bipolar, la sensibilidad al ruido de medida es
mayor. Las ﬁguras (12) y (13) muestran las respectivas o´rbitas
obtenidas sin ruido y con un ruido de medida de ±0.1 mV. En
el primer caso, los pulsos tienden a disminuir y la o´rbita logra-
da no muestra una banda de dispersio´n signiﬁcativa. Con bajo
nivel de ruido, el controlador genera pequen˜os pulsos que man-
tienen conﬁnada la o´rbita alrededor de una banda que podrı´a
considerarse de utilidad. La simulacio´n se ha realizado con un
muestreo ma´s ﬁno Tm = 1μs. Se han reajustado Ku = 1250,
tw = 100μs y la saturacio´n de la salida a ±14V, para que en las
300 simulaciones se obtenga el comportamiento de las ﬁguras
(12) y (13), con tiempo de vuelo de Tk j =0.35 ms y στ = 0.01
ms. El valor del pico positivo es yp j =0.051 V, con σy = 0.01 V.
Como se observa, con bajo nivel de ruido, la te´cnica lo-
gra periodicidad, pese a las variaciones en la condicio´n inicial,
el instante de activacio´n del control, el ruido de medida y, so-
bre todo, la tendencia del complejo sistema de Chua (“double
scroll”) a escapar de una a otra. Cuando aumenta el ruido, son
mayores las bandas de amplitud y fase y el control puede nece-
sitar el reajuste de para´metros.
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4. Conclusiones
Se ha expuesto una forma de control por pulsos para siste-
mas cao´ticos basado en un algoritmo de control no lineal que
aprovecha la informacio´n obtenida de la observacio´n por mues-
treo de una sola variable medida. No se requiere ningu´n co-
nocimiento a priori del sistema. Como un ana´lisis previo de
viabilidad pra´ctica, se ha realizado la simulacio´n nume´rica so-
bre los modelos matema´ticos de varios circuitos cao´ticos bajo
condiciones de ruido de medida y restricciones a la sen˜al de
control, encontra´ndose resultados satisfactorios. Entre las po-
sibles lı´neas de continuacio´n esta´n la justiﬁcacio´n teo´rica y la
implementacio´n pra´ctica del controlador en un sistema basado
en microprocesador para probarlo sobre circuitos electro´nicos
reales.
English Summary
Chaotic systems control based on variable event condi-
tion adjusted to process dynamics.
Abstract
In this work it is presented a practical method for contro-
lling chaotic systems based on variable event condition adjus-
ted to process dynamics. Simulation results are shown for three
chaotic systems using two control algorithms (unipolar and bi-
polar). No previous knowledge of the mathematical model of
the system to control is needed, and on-line sample data of only
one measurement variable are used. Practical aspects such as
control signal saturation and measurement noise are also con-
sidered. Satisfactory results show the method application capa-
city to actual systems.
Keywords:
Chaotic system, non-linear dynamics, unstable periodic or-
bit, pulsed control.
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