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ABSTRACT 
Brain damage produces substantial and enduring disability. Recovery is 
limited because the neural substrates that underlie functional compensation are 
not fully understood. 
The cat model of visuo-spatial neglect has been highly successful in 
revealing both the effects of brain damage and the nature of recovery. Data from 
this animal model have supported the idea that the effects of unilateral brain 
damage extend to the intact hemisphere, where cerebral areas are hypothesized 
to be disinhibited. This disinhibition is thought to interfere with recovery, and 
deactivation of discrete regions in the contralesional hemisphere have been 
shown to produce recovery in a standard perimetry task (Payne et al., 2003). 
However, functional studies of the passive/resting state have shown limited 
effects of lesion in the activity of contralesional cerebral areas (Rushmore et al., 
2006). The goal of this study was to tests the hypothesis that hemispheric 
iv 
asymmetry in brain damage would be accentuated while the animal was 
performing the perimetry task. 
This hypothesis was tested in two parts . In the first part, whole brain 
metabolic imaging was used to identify brain regions critically involved in the 
perimetry task. The following regions were found to be activated : the superior 
colliculus, the posterior middle lateral suprasylvian cortex and the posterior 
lateral suprasylvian sulcus. These regions fit well with published findings 
indicating that selective cooling deactivation of these regions produces neglect 
(Payne & Lomber, 1996; Lomber & Payne, 2001 ). In the frontal region of cortex, 
our data indicate the involvement of areas 3a, 6cl and the cingulated gyrus in 
task execution. 
The second part of the study used unilateral cortical ablation of the 
contiguous visual areas- in conjunction with perimetry testing and 2-
deoxyglucose administration- to assess the functional state of specific brain 
regions in the contralesional hemisphere. A comparison of intact levels of neural 
circuitry (from part one) with levels of activity in contralesional brain structures 
(from part two) during task execution revealed regions that were significantly 
disinhibited following injury. This disinhibition is highly selective, affecting only 
area 17, the lateral geniculate nucleus, the nucleus lateralis posterior lateralis 
(LPL), the nucleus lateral is posterior medialis (LPM) and a single layer of the 
superior colliculus (the stratum griseum superficiale). 
v 
These results are in broad agreement with much of the scientific literature. 
While we did find contralesional disinhibition to occur in the lesion cases, the 
areas that are affected are highly specific and were not predicted by models of 
the effects of brain damage on cortical activity (Payne & Rushmore, 2003). The 
unique regions found to be disinhibited could become the targets of futu re 
therapies and research for visuo-spatial neglect. 
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I. · Introduction 
The objective of this thesis is to evaluate the functional brain networks 
underlying a visual detection task, and then to determine how unilateral brain 
damage affects the contralesional (intact) hemisphere during execution of this 
task. The introduction will discuss the various kinds of brain damage, the general 
types of recovery from brain damage and the animal model used in this thesis to 
evaluate our objectives. 
A. Brain Damage 
1. Classification 
Brain damage is the loss and/or degeneration of brain cells following brain 
injury. Depending on the mechanism of injury and the nature of neurological 
deficits, brain injuries are sometimes classified as acquired brain injuries (ABis). 
ABI is a term that encompasses brain injuries developed after birth. In this way, 
ABI is distinct from many diseases of congenital, genetic or non-traumatic origin 
(e.g. Alzheimer's Disease). ABI incorporates injuries received due to trauma (i.e. 
TBI) and from medical accidents such as strokes, aneurysms or tumors. 
TBI is characterized by a significant (sometimes penetrating) force that 
impacts the brain and/or causes the brain to impact powerfully within the skull. 
Examples include injuries sustained from falls, firearms or vehicular accidents. 
The severity of TBI is sometimes classified into two groups: mild TBI (mTBI) is 
defined by a transient alteration of mental status (e .g. concussion), whereas 
severe TBI denotes an enduring alteration in mental status (e.g. coma, amnesia) 
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(Faul, Xu , Wald, & Coronado, 201 0). mTBI differs from TBI in terms of both 
intensity of impact and severity of symptoms; altered mental status is ephemeral 
and injury is less likely to compromise neuronal integrity on a permanent basis. 
ABI of non-traumatic origin encompasses a fairly diverse collection of 
injuries including ischemic and hemmorhagic stroke. The term stroke, also known 
as a cerebrovascular accident, denotes an interruption of blood supply to the 
brain. Ischemic stroke results from arterial blockage, whereas hemorrhagic 
stroke results from vessel rupture. 
2. Epidemiology 
a.TBI 
Throughout the world , ABI is one of the most frequent causes of death 
and disability (Greenwald, Burnett, & Miller, 2003). TBI is chiefly responsible for 
the high figure . The World Health Organization projects TBI to overtake several 
illnesses in terms of morbidity and mortality within the decade (Corrigan et al., 
2012). Due to public ignorance and the sometimes insidious and subtle nature of 
symptoms, TBI has been described as a "silent epidemic" in the U.S. (Faul et al., 
201 0). 
In 1996, the U.S. Congress passed the Traumatic Brain Injury Act. The act 
instructed the Centers for Disease Control and Prevention (CDC) to assess the 
incidence and prevalence of TBI in all demographics across the U.S. (Faul et al., 
201 0). As a result of the act, the CDC presented much of the following data on 
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TBI (Faul et al., 2010). Published in 2010 and incorporating data from 2002-
2006, the report is the most extensive and up to date of its kind. 
TBI incidence in the United States is estimated at 1.7 million per year 
(Faul et al., 201 0). 1.365 million of these people are treated in and released from 
emergency departments throughout the U.S. (Faul et al., 201 0). Another 275,000 
are hospitalized and 52,000 die (Faul et al., 201 0). TBI is at least a contributing 
factor in 30.5% of trauma-related deaths in the U.S. (Faul et al., 201 0). 
TBI is the primary cause of mortality in people under the age of 45 
(Jennett, 1996). TBI incidence is especially high in toddlers (0-4 years), 
adolescents (15-19 years) and in the aging population (>65 years) (Greenwald et 
al., 2003). Almost 35% of the 1.7 million treated for TBI in emergency 
departments are children under 15 years of age (Faul et al., 201 0). The 
demographic that is most frequently hospitalized and/or killed following TBI is 
males under the age of 4 (Faul et al., 201 0). Although incidence is relatively low 
among those over 75 years, when TBI does occur they are hospitalized and/or 
killed at the highest rate (Faul et al., 201 0). TBI incidence is greater in males 
across all age groups (Faul et al., 201 0). 
For the population at large, falls account for 35.2% of TBI incidence, 
vehicular accidents for 17.3%, blows to the head (e.g. collision sports) for 16.5%, 
assault for 10% and unknown injuries for the remaining 21% (Faul et al., 201 0). 
Of course, injury-specific incidence varies with age. Falling most frequently 
occurs in those under 4 years and over 75 years (Faul et al., 201 0). Veh icular 
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accidents are the most likely cause of TBI-related death , and they most 
· frequently occur in individuals between 20 and 24 years (Faul et al. , 201 0). TBI 
incidence due to assault follows a similar age range (young adults) (Faul et al. , 
201 0) . 
The CDC's previous publ ication of this report (2004) cited the annual 
incidence of TBI-related emergency visits at 1.4 million (Faul et al. , 201 0). The 
current report cites that figure at 1.7 million (Faul et al. , 201 0). Despite improved 
awareness, understanding and treatment, the incidence of TBI is on the rise 
(Faul et al. , 201 0). One explanation is that as the elderly population grows, so 
does TBI incidence in this demographic (Faul et al., 201 0). Additionally, growing 
public awareness of the seriousness of TBI might be contributing to more 
emergency room visits than was previously seen (Faul et al., 2010). 
However, the report underestimates the impact of TBI; patients treated in 
federal , military and Veterans Affairs hospitals are not included (Faul et al. , 
201 0) . This is an especially relevant omission as the state of modern warfare has 
made soldiers especially vulnerable to TBI. 
Despite these high numbers, untold numbers of individuals who sustain 
TBis are untreated and undocumented. The Traumatic Brain Injury Act of 2012, 
which would sustain and improve fund ing and research , was introduced to 
Congress in March. It is still awaiting consideration. 
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b. Stroke 
ABI is a persistent global phenomenon that affects patients of all ages. 
While the incidence of TBI is disproportionately high among the young, other 
forms of ABI such as stroke, aneurysm and tumor are intrinsically linked to the 
aging population . Stroke- in particular ischemic stroke, which accounts for 85% 
of all strokes- is germane to the current study(Lakhan, Kirchgessner, & Hofer, 
2009). 
In industrialized countries, stroke is the third most frequent cause of death 
(Roger et al., 2011 ). In the U.S., it is responsible for about 1 in 18 deaths (Roger 
et al., 2011) These numbers follow a 45% decrease in the stroke death rate from 
1997- 2007 (Roger et al., 2011 ). Despite the striking decrease in death rate (and 
occurrence), the growth of the aging demographic may actually increase stroke 
incidence in the future (Kinlay, 2011 ). 
Moreover, a reduction in death rate coincides with an increase in 
permanent disability following stroke- an urgent problem in the medical 
community. Stroke is the primary cause of lasting disability across the world (Lo, 
Dalkara, & Moskowitz, 2003). Prognosis for stroke survivors is notoriously poor-
15-30% live with lifelong disabilities and another 20% require ongoing 
professional care (Lakhan et al., 2009). The number of people living with serious 
disabilities as a result of stroke in the U.S. is estimated at 4.4 million (Benowitz & 
Carmichael, 201 0). 
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Annual stroke incidence is estimated at 795,000 (Roger et al., 2011 ). 
About 185,000 of these represent recurrent strokes, while the remaining 610,000 
represent first-time strokes (Roger et al., 2011 ). 20-25% of stoke victims die 
within a year (Benowitz & Carmichael, 201 0). According to the CDC, the primary 
risk factors for stroke in humans are inactivity, obesity and high blood pressure. 
Of course, age is also a primary risk factor (Nudo, 2011 ). 
3. Etiology of Brain Damage 
All forms of ABI can be classified as either diffuse axonal injury (DAI) or 
focal injury (FI). Both terms provide information about the mechanism of injury as 
well as the character of brain damage and neurological deficits. DAI and Fl can 
result from a single injury (Graham, Mcintosh, Maxwell, & Nicoll , 2000), and both 
forms are sufficient to initiate a secondary cascade of injury. 
a. Diffuse Axonal Injury 
DAI is most commonly associated with vehicular accidents that result in 
rapid acceleration/deceleration and shearing forces (Meythaler, Peduzzi, 
Eleftheriou, & Novack, 2001 ). These injuries often involve coup contrecoup 
impacts in which the brain violently accelerates from one pole of the skull to the 
other. Distinct from concussion, DAI is also seen in athletes participating in 
contact sports (Meythaler et al., 2001 ). DAI is intrinsically related to- and may 
in fact be a requisite for- posttraumatic loss of consciousness (Meythaler et al., 
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2001 ). Axonal deterioration is the hallmark of this type of injury. White matter is 
affected and damage to the brain is considerably more pervasive than Fl. 
Functional deficits, in turn, are more difficult to explain. 
It is noteworthy that DAI is not necessarily diffusely distributed (Meythaler 
et al., 2001 ). Injuries preferentially occur in multiple but disparate brain regions: 
parasagittal white matter and white matter of the brainstem and corpus callosum 
(Meythaler et al. , 2001 ). In fact, severity of DAI is correlated with an increase in 
the number and volume of focal lesions (Meythaler et al. , 2001 ). The term 
"multifocal injury" might thus provide a more accurate description of most cases 
of DAI (Maythaler et al. , 2001 ). 
The mechanism of primary brain damage in DAI appears to exploit the 
heterogeneity of the brain in terms of density and structure (Meythaler et al., 
2001 ). The high viscosity of cytoplasm allows the force of impact to be 
transmitted throughout the cell, and the resultant shear forces can damage 
organelles and cytoskeletons in axons throughout the brain (Povlishock & 
Christman, 1995). Shearing forces at work during DAI can be overwhelming-
they can also jeopardize cerebral vessels and the spinal cord, even if spine 
dislocation does not occur (Kakulas, 1999). 
Compared to other mechanisms of injury, DAI is unique in that the impact 
must occur over a relatively lengthy period of time and it must be repetitive. 
Mechanical energy from impact must be distributed to multiple regions of the 
brain over time (Meythaler et al., 2001 ). Along with the number of foci , the 
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severity of DAI depends on the amount of time relevant brain structures are 
exposed to a force that exceeds the yield point- the point at which an elastic 
object cannot retain its original structure (Meythaler et al., 2001 ). DAI is thus 
fundamentally distinct from Fl , in which impact is narrowly distributed and occurs 
over a very brief amount of time (e.g. a sharp blow to the head). 
Other criteria that increase the severity of DAI include angular (vs. 
translational) and lateral (vs. saggital) acceleration (Meythaler et al., 2001 ). 
These criteria are partially explained as follows: experiments indicate that 
structures able to rotate upon acceleration/deceleration absorb the most energy 
per impact (Meythaler et al., 2001 ). Acceleration of the brain around the center of 
gravity (as in angular acceleration) is more likely to cause harm than acceleration 
on the center of gravity (as in translational acceleration) (Duhaime, Christian, 
Rorke, & Zimmerman, 1998). Furthermore, animal models exposed to lateral, 
repetitive movements have been shown to develop DAI (Meythaler et al., 2001 ). 
Such findings support evidence of DAI in experimental models of the "shaken 
baby" syndrome, in which the unsupported head of an infant is jerked in a motion 
reminiscent ofwhiplash (Meythaler et al., 2001 ). 
Due to the problem of scale (axons being about 1 micron in diameter) 
and the absence of a single localized lesion, modern imaging techniques such as 
computed tomography and magnetic resonance imaging often fail to identify 
neuronal compromise (Li, Li, Feng, & Pan, 201 0). DAI is diagnosed following 
histological assessment at autopsy (Meythaler et al., 2001 ). 
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b. Focal Injury 
The focal injury (FI) type of ABI is defined by confined lesions. Functional 
deficits, in turn, are specific and predictable. For example, a stroke that damages 
the left inferior frontal gyrus is liable to injure a region called Broca's area, 
resulting in functional deficits in producing speech (Broca's aphasia). 
Alternatively, damage to Wernicke's area in the superior temporal gyrus may 
create deficits in receiving or understanding speech. A stroke of the middle 
cerebral artery often affects specific visuoparietal cortical regions and sometimes 
produces visuospatial neglect, a syndrome characterized by a loss of awareness 
of contralesional space. 
Contusions, penetrating brain trauma, hemorrhage and anoxia (e.g. 
secondary to focal ischemic stroke) are known to create deficits consistent with 
Fl (Meythaler et al., 2001 ). As evidenced by stroke and TBI, Fl can result from 
internal as well as external trauma. Unlike DAis, Fls are relatively simple to 
diagnose due the presence of a prominent focal lesion (Morganti-Kossman, 
Rancan, Otto, Stahel, & Kossmann, 2001) 
Stroke is a form of focal cerebral ischemia and sheds additional light on 
the mechanism and progression of Fl. Strokes are classified into one of two 
fundamental categories: ischemic or hemorrhagic. Ischemic strokes account for 
85% of all stroke cases, while hemorrhagic strokes account for the remaining 
15% (Lakhan et al., 2009). In ischemic stroke, a blockage (e.g. atherosclerotic 
plaque , a thrombus) prevents the normal flow of blood to a region of the brain. A 
9 
thrombus can travel to the brain from elsewhere (cerebral embolism) or develop 
within a cerebral vessel itself (cerebral thrombosis). As a thrombus travels 
distally towards the brain, it encounters increasingly smaller blood vessels until a 
blockage results. Regardless of origin, an occlusion in brain vasculature rapidly 
deprives central nervous tissue from glucose and oxygen (La khan et al., 2009) 
and produces localized death in the region of ischemia (the ischemic core). The 
region immediately surrounding the core, the ischemic penumbra, is also at risk 
following stroke (Kernie & Parent, 201 0). 
In hemorrhagic stroke, a cerebral or subarachnoid blood vessel ruptures 
and blood accumulates in the brain. Pressure generated from the resulting 
hematoma affects nearby tissue. Vessel rupture in hemorrhagic stroke typically 
results from aneurysm or arteriovenous malformation. 
The prognosis following stroke largely depends on the severity and 
duration of ischemia and the ability of the brain to compensate (Dirnagl, ladecola, 
& Moskowitz, 1999). Efforts to save ischemic penumbra and promote 
neurogenesis with stem cells are in the relatively early stages (Part B) (Kernie & · 
Parent, 201 0). 
Untreated ischemic stroke ages the brain 3.6 years per hour, relative to 
normal aging (Lakhan et al., 2009). If a large vessel is blocked, neurons are lost 
at a rate of 120 million per hour (Lakhan et al., 2009). In this light, the high 
frequency of motor and sensory deficits in stoke survivors is unsurprising 
(Lakhan et al., 2009). 
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Intravenous recombinant tissue plasminogen activator, a "clot buster," is a 
protease used in the treatment of stroke. Rapid administration of a clot buster 
following an ischemic stroke has been shown to reduce brain damage and 
improve patient outcomes (La khan et al., 2009). However, efficacy of stroke 
treatment is limited due to very few pharmaceutical treatments and a narrow time 
window for intervention (Lakhan et al., 2009). The time window for intervention 
has recently been increased from 3 h to 4.5 h post-stroke (Nudo, 2011 ). 
Despite the high number of treatment therapies effective in animals, all 
have been ineffective in human trials (Lakhan et al., 2009). Improved 
understanding of the physiology of secondary brain damage has also failed to 
yield superior treatments (Benowitz & Carmichael, 201 0). Physical and 
occupational therapy remain the primary options for patients who survive stroke 
(Benowitz & Carmichael, 201 0). As in all neurotrauma, however, some amount 
spontaneous recovery is the norm (Lakhan et al., 2009). Long-term recovery 
appears to result primarily from neuroplasticity (Part B) (Lakhan et al., 2009). 
Modulating this plasticity, in turn, is an attractive alternative treatment for patients 
(Benowitz & Carmichael, 201 0). 
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c. Secondary Brain Damage 
Compared to DAI, Fl is better understood. However, the concurrence of 
these injuries in a single patient can greatly complicate treatment (Graham et al., 
2000). Moreover, it is secondary brain damage that presents the greatest 
challenge to ABI patients, researchers and clinicians (Morganti-Kossman et al. , 
2001 ). 
All forms of ABI are accompanied by a secondary cellular/ molecular 
cascade of injuries following the initial traumatic insult (Juurlink & Paterson , 
1998). This cascade is sometimes called secondary TBI in the case of external 
trauma or the ischemic cascade in the case of stroke , and is concurrent with an 
increase in cell death (Corrigan et al., 2012). There are important differences 
between each cascade, and even Fls and DAis progress in different ways, 
despite their ability to coexist (Graham et al. , 2000). These inconsistencies 
greatly complicate scientific understanding and patient treatment. As such, the 
general processes that contribute to secondary brain damage are relevant to our 
research. 
Secondary brain damage following all forms of neurotrauma is 
characterized by a post-traumatic influx of intracellular Ca+2, oxidative stress, 
mitochondrial damage and ATP exhaustion (Juurlink & Paterson , 1998; 
Meythaler et al. , 2001 ). Neuronal death results from necrosis and/or apoptosis 
(Richardson , Sun, & Bullock, 2007). Secondary injuries are biochemical and 
begin within hours-days in the case of TBI or within seconds-minutes in the case 
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of stroke (Morganti-Kossman et al., 2001; Lakhan et al., 2009). Despite vast 
improvements in the treatment of primary brain damage, controlling the 
mechanisms that contribute to secondary brain damage is immensely 
challenging (Morganti-Kossman et al. , 2001 ). A detailed description of the current 
understanding of secondary brain damage in TBI and stroke now follows. 
An immune component is involved in all kinds of secondary brain damage. 
Degeneration of the blood brain barrier (BBB), in particular, is implicated in the 
progression of secondary brain damage. Traditionally, the BBB is thought to 
provide the central nervous system (CNS) with a certain degree of exemption 
from infection and inflammation (Morganti-Kossman et al. , 2001 ). Endothelial 
tight junctions separating the CNS from blood and lymph flow restrict the 
passage of immune cells and many potentially harmful molecules into the brain 
(Morganti-Kossman et al. , 2001 ). Generating an immune response in the rodent 
brain , for example, requires injection of high levels of pro-inflammatory 
cytotokines directly into the brain (Andersson, Perry, & Gordon , 1992). 
The BBB has arisen independently multiple times in evolutionary history 
(Bundgaard & Abbott, 2008). It is a feature of all living vertebrates and its 
selective advantage is clear (Bundgaard & Abbott, 2008). However, the 
"immunological privilege" the CNS enjoys in non-pathological states makes it 
particularly vulnerable when pathology arises (Morganti-Kossman et al. , 2001 ). 
Considering the absence of lymphatic fluid and the presence of resident immune 
cells (i.e. microglia) in the CNS, it is not unreasonable to describe peripheral 
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immune cells as, to some extent, foreign to the brain. This foreignness could 
contribute to the pathology that is observed when "immune privilege" is 
suspended . 
Neurological diseases such as Alzheimer's disease , multiple sclerosis , TBI 
and stroke reveal CNS tissues to be vulnerable to penetration by immune cells 
(Morganti-Kossman et al., 2001 ). Accordingly, the CNS is also susceptible to 
infection and inflammation (Morganti-Kossman et al. , 2001 ). In both TBI and 
stroke, BBB and microvasculature integrity is compromised, blood cells and 
serum proteins invade the brain and the immune response is ultimately triggered 
(Lakhan et al., 2009; Morganti-Kossman et al. , 2001 ). 
i. Secondary Brain Damage: TBI 
The cascades involved in secondary brain damage following TBI involve a 
surge in immune components and reactive oxygen species (Juurlink & Paterson, 
1998; La khan et al., 2009; Morganti-Kossman et al. , 2001 ). Neuroinflammation 
and increased intracerebral pressure (ICP) may cause deterioration of the BBB 
(Morganti-Kossman et al., 2001 ). This results in the escape of blood cells and 
serum proteins to the intrathecal space (Morganti-Kossman et al. , 2001 ). These 
events compromise cerebral homeostasis and exacerbate the problems of ICP, 
reduced brain perfusion and edema (Morganti-Kossman et al. , 2001 ). Without 
question , these events contribute to functional deficits and poor prognosis 
following brain damage (Morganti-Kossman et al. , 2001 ). 
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TBI can ultimately cause leukocytes to extravate into the brain at the site 
of BBB rupture (Morganti-Kossman et al., 2001 ). Neutrophils and macrophages 
extravate into the brain and activate microglia and neurons in the brain 
(Morganti-Kossman et al., 2001 ). Microglia and neurons cause leukocytes to 
unleash pro-inflammatory cytokines, reactive oxygen species, proteinases and 
neurotrophic factors (Lucas, Rothwell, & Gibson, 2006). In effect, leukocytes and 
resident brain cells collaborate to alter the form and function of certain cells 
(Morganti-Kossman et al., 2001 ). Macro phages receive improved ability to move 
and phagocytose, fibroblasts and astrocytes begin to produce the glial scar and 
neurons die via apoptosis or necrosis (Morganti-Kossman et al., 2001 ). 
The production of reactive oxygen species and mitochondrial destruction 
are factors likely to be intimately involved in the death of neurons (Morganti-
Kossman, et al., 2001 ). Of course, mitochondrial compromise creates energy 
deficits that are devastating to a cell (Morganti-Kossman et al., 2001 ). TBI-
induced cell death, via apoptosis or necrosis, is a chronic event (Morganti-
Kossman et al., 2001 ). In rat models of neurotrauma, neurons, endothelial cells 
and astrocytes are all vulnerable to cell death (Morganti-Kossman et al., 2001 ). 
Even the reparative effects of neurotrophins can be neutralized as a result of TBI 
(Morganti-Kossman et al., 2001 ). 
Apoptotic cell death, generally thought to be unrelated to immune 
response, coincides with increased levels of cytokine release in the 
experimentally traumatized brain (Morganti-Kossman et al., 2001 ). This can be 
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explained in part with observations that caspase-3 (a pro-apoptotic protein which 
can be activated by cytokines) expression correlates positively with mitochondrial 
damage and subsequent apoptosis (Morganti -Kossman et al. , 2001 ). 
Overall , the role of inflammation in neuronal death remains poorly 
understood. Many factors involved in the inflammatory response serve dual or 
conflicting purposes (Morganti-Kossman, Lenzlinger, Stocker, Trentz, & 
Kossmann , 1997). Immunosuppressive and anti-apoptotic factors may prove 
advantageous in the modulation of inflammation and the prevention of neuronal 
cell death (Morganti-Kossman et al. , 2001 ). 
ii. The Role of Cytokines in Secondary Brain Damage: TBI 
Cytokines have an established role as immune and inflammatory 
modulators (Morganti-Kossman et al. , 2001 ). It is possible that cytokines also 
participate in CNS homeostasis (Morganti-Kossman et al. , 2001 ). Through 
immunohistochemistry and hybridization studies, specific cytokines have been 
shown to be upregulated following TBI (Morganti-Kossman et al. , 2001 ). In 
particular, upregulation occurs in those cytokines that serve a variety of 
functions: pro-inflammatory, anti-inflammatory, adhesion and/or chemotaxis (i.e. 
IL-6,1L-8, IL-10, TNF, TGF-Beta and ICAM-1) (Morganti-Kossman et al., 2001). 
Individual cytokines can perform varying or contradictory functions depending on 
the environment (Morganti-Kossman et al. , 2001 ). For example , IL-6 has been 
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observed to initiateboth neurotoxic and neurotrophic influence, depending on the 
environment (Morganti-Kossman et al., 2001 ). 
Upregulation of cytokines correlates positively with increased 888 
compromise, leukocyte extravasion and brain damage (Morganti-Kossman et al., 
2001 ). Although this suggests a degenerative role for inflammation, other T81 
models show that cytokines are necessary for neurological repair: cytokine 
anatogonists prevent recovery (Morganti-Kossman et al., 2001 ). One conclusion 
is certain: neuroinflammation performs varied and sometimes contradictory 
functions in response to brain damage. Finding ways to modulating the degree 
and timing of cytokine release following T81 may prove critical forJuture 
treatment (Morganti-Kossman et al., 2001 ). 
iii. Secondary Brain Damage: Stroke 
Ischemia and inflammation are the major drivers behind stroke pathology 
(Lakhan et al., 2009). The ischemic cascade defines the secondary cellular and 
molecular events that follow stroke. The cascade is strikingly similar to the events 
that define secondary brain damage following TBI. 
Oxygen and glucose deprivation from blockage or hemorrhage 
characterizes stroke (Lakhan et al., 2009). Acute hypoperfusion leads to Ca+2 
influx, mitochondrial degeneration, excitotoxicity and oxidative stress (Juurlink & 
Paterson, 1998; Lakhan et al., 2009). The BBB and microvasculature degenerate 
(Lakhan et al., 2009). Leukocytes extravate into the CNS and neuroinflammation 
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occurs (Lakhan et al. , 2009). In a matter of minutes, permanent and irreversible 
injury to the immediate area, the ischemic core, results (Dirnagl et al. , 1999). 
Neurons in the ischemic core are permanently depolarized and u nsalvageable 
(Lakhan et al. , 2009). 
As in secondary brain damage following TBI , the ischemic cascade is 
cyclical in nature and contributes additional damage following stroke (Lakhan et 
al., 2009). Tissue immediately surrounding the ischemic core, the ischemic 
penumbra, is also in jeopardy following stroke (Kernie & Parent, 201 O) .Unlike 
neurons of the ischemic core , however, neurons in the ischemic penumbra can 
be salvaged and are targeted in stroke therapy (Lakhan et al. , 2009). 
iv. The Role of Cytokines in Secondary Brain Damage: Stroke 
Cytokines, produced by both immune cells and CNS neurons, are 
upregulated post-stroke (La khan et al. , 2009) . TNF-alpha, ll-6, IL-1 0 and IL-20 
are cytokines that have been implicated in the inflammatory response following 
stroke (Lakhan et al. , 2009). These signaling proteins play an important role in 
neuroinflammation (Lakhan et al., 2009). 
Excitotoxicity and oxidative stress generated during the ischemic cascade 
have been shown to activate cytokine-secreting cells that can exacerbate the 
inflammatory response (Lakhan et al. , 2009; Lucas et al. , 2006) . For example, 
leukocytes (primarily neutrophils) that extravate into the CNS following vascular 
disruption can release cytokines (Lakhan et al. , 2009). 
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Thus, not only do neutrophils produce additional inflammation, but they 
also secrete more cytokines, heightening the magnitude of the cascade (Lakhan 
et al. , 2009). As in TBI , the various cytokines upregulated may exert reparative or 
· degenerative function (Lakhan et al. , 2009; Morganti-kossman et al., 1997). This 
makes the role of inflammation in stroke particularly complex for researchers and 
clinicians. 
v. Secondary Brain Damage: DAI 
Soon after DAI-related death, axonal deterioration and swellings are 
apparent upon histological examination (Meythaler et al., 2001 ).This sequence 
coincides with the mechanism of DAI: mechanical injury to axons is followed by 
cellular injury (Meythaler et al. , 2001 ). Axonal tearing leads to a porous cell 
membrane which initiates Ca+2 influx and cytoskeletal and mitochondrial 
dysfunction (Morganti-Kossman et al., 2001 ). 
As mitochondrial damage mounts, neurons lose their ability to produce 
ATP and maintain homeostasis via the Na+/K+ pump (Meythaler et al. , 2001 ). 
Acute glutamate release constitutively opens NMDA and AMPA receptors on the 
neuronal membrane, rendering it useless (Meythaler et al., 2001 ). As neurons 
die, a feedback cycle that increases glutamate release ensues (Meythaler et al., 
2001 ). NMDAIAMPA activation and Ca+2 influx increase accordingly, 
exacerbating the problem (Meythaler et al., 2001 ). Finally, myelin degenerates 
and neurological function is compromised (Meythaler et al. , 2001 ). A 
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considerable number of neurons, however, do manage to repair (Part B) 
(Meythaler et al., 2001 ). 
Injuries due to secondary biochemical cascades are consistent with 
Wallerian degeneration and can contribute to axonotmesis (Meythaler et al., 
2001 ). Over time, axonal swellings grow in size and long white matter tracts (e.g. 
the corpus callosum) become infiltrated with microglia (Meythaler et al. , 2001 ). 
The presence of microglia is associated with deteriorating white matter, and 
histological staining for microglia is a fundamental step in diagnosing DAI at 
autopsy (Meythaler et al. , 2001 ). 
In sum, there is a collection of processes that occur during the progression 
of secondary brain damage. Many of these processes are poorly understood . 
Pharmaceutical agents effective in preventing secondary brain damage in 
animals have failed consistently to translate to humans (Morganti-Kossman et al. , 
2001 ). The unpredictable nature of inflammation in the CNS is a key part of the 
problem. TBI and stroke-generated neuroinflammation have been observed to 
promote brain repair in some instances and exacerbate brain damage in others 
(Lakhan et al., 2009 ; Morganti-kossman et al. , 1997) 
It was recently shown that the amyloid precursor protein (APP) is 
upregulated into damaged cells following trauma, ischemia or excitotoxicity 
(Corrigan et al. , 2012). Using APP knockout mice, Corrigan et al. demonstrated 
that APP upregulation promotes repair following TBI. It has been speculated that 
APP is upregulated in order to alleviate neuronal damage by way of sAPPalpha, 
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its neuroprotective metabolite (Corrigan et al., 2012). This has therapeutic 
implfcations for all forms of ABI , including stroke. Nevertheless, the role of many 
of the molecules involved in secondary brain damage is unclear. 
What is clear is that a variety of neurological insults can produce a 
cascade of events including inflammation , excitoxicity and oxidative stress. 
These events are cyclical in nature and produce clinical deficits beyond those 
caused by the initial insult. Disruption of basic cellular processes (e.g. the 
Na+/K+ pump) destroys cellular homeostasis and cell death results. The precise 
function of inflammation and many upregulated molecules is unknown. It is 
imperative to study how the brain~ can overcome primary and secondary 
damage- be it by prevention or reversal of damage. Enhancing recovery from 
damage (or modulating the processes that allow it) is an attractive avenue for 
improving clinical outlook. 
B. Recovery from Brain Damage 
Regardless of the type of injury or extent of brain damage, a considerable 
degree of spontaneous recovery is likely to occur after the injury (Biaiss et al. , 
2011 ). Evidence demonstrating how long-term recovery occurs continues to 
grow, and supports the idea that recovery occurs in tandem with neuroplasticity. 
Neuroplasticity is the ability of the nervous system to alter its organization and 
function throughout normal processes such as learning and development, and in 
response to pathology such as brain damage (Lakhan et al. , 2009). 
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In pathological states, some of this recovery occurs as the acute stage of 
brain damage (e.g. inflammation) subsides (Benowitz & Carmichael, 201 0). 
However, recovery during the chronic stage is likely due to remapping of 
remaining neural circu itry (Benowitz & Carmichael , 201 0). Modulating this 
plasticity through therapeutic intervention is a primary focus in brain damage 
research (Nudo, 2011 ). Another phenomenon that may play an important role in 
recovery from brain damage is adult neurogenesis, the birth of new neurons after 
birth . 
1. Neurogenesis 
It is well known that neurogenesis occurs in the hippocampus following 
TBI and other brain injuries (Biaiss et al. , 2011 ). The most well established 
regions of adult neural stem and progenitor cells are the subventricular (SVZ) 
and subgranular (SGZ) zones (Biaiss et al., 2011 ). The SVZ borders the lateral 
ventricles, while the SGZ is found in the dentate gyrus of the hippocampus. The 
SVZ sends cells rostrally for olfactory neurogenesis, whereas the SGZ forms 
granule cell neurons for hippocampal neurogenesis throughout life (Biaiss et al. , 
2011 ). 
It is widely speculated that the birth of new neurons in these regions may 
play a role in spontaneous recovery, but the purpose of prolonged neurogenesis 
is largely unclear (Biaiss et al. , 2011 ). For example , SGZ neurogenesis might be 
vestigial and inconsequential to any kind of functional recovery (Biaiss et al. , 
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2011 ). Moreover, neurogenesis might actually create or exacerbate some of the 
symptoms associated with TBI (e.g. epilepsy) (Biaiss et al., 2011 ). 
In any case, there is substantial evidence indicating that cortical injury 
induces neurogenesis (Chen, Iwata, Nonaka, Browne, & Smith, 2003) . Evidence 
points to the SGZ, in particular, as the relevant region for recovery. As a structure 
that develops primarily after birth, the adult dentate gyrus is equipped throughout 
life with progenitor cells of the SGZ (Biaiss et al., 2011 ). These cells develop into 
granule cells confined to the dentate gyrus (Biaiss et al. , 2011 ). The function of 
granule cells is somewhat unclear, but there is some evidence for a role in 
information streaming to the hippocampus (Kempermann, 2002). 
Regardless of function, cortical injury in mice triggers a surge in SGZ 
progenitor cells followed by increased levels of neurogenesis (Biaiss et al., 
2011 ). This is evidenced by the observation of new neurons in the distal layers of 
the dentate gyrus (Biaiss et al., 2011 ). It may be possible that the death of 
granule cells via injury or secondary brain damage may provide the impetus for 
increased neurogenesis (Dash, Mach, & Moore, 2001 ). 
New neurons created following injury are able to steadily integrate within 
hippocampal circuitry (in all layers) and elaborate long dendrites (Biaiss et al., 
2011 ). If progenitor cells are destroyed when injury occurs, neurogenesis 
decreases and recovery is impaired (Biaiss et al., 2011 ). Knockout mice (devoid 
of neurogenesis capability) that receive cortical injury show cognitive deficits 
greater than wildtype mice that received the same injury (Biaiss et al., 2011 ). 
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Both stroke models and human stroke survivors show evidence of 
increased neurogenesis in the SVZ and the SGZ (Lakhan et al. , 2009). Cells 
born at the SVZ have been observed to travel to the ischemic boundary, 
conceivably to promote repair (La khan et al. , 2009). Although not conclusively 
so, it seems that SGZ neurogenesis is involved in recovery from brain damage 
(Biaiss et al., 2011 ). 
Aiming to enhance neurogenesis is a reasonable goal in the clin ical 
approach to stroke (Biaiss et al. , 2011 ). In addition, stem cell transplantation to 
promote axonal growth remains a viable therapy for stroke patients (Benowitz & 
Carmichael, 201 0). in total, there is great optimism in therapies designed to 
enhance endogenous neurogenesis in stroke survivors (Lakhan et al. , 
2009).Nevertheless, increased neurogenesis does not in itself reveal a 
mechanism of spontaneous recovery from brain damage (Biaiss et al. , 2011 ). 
2. Neuroplasticity 
A wide array of cellular, structural , functional and behavioral evidence 
supports the idea that the brain can alter its structure and function in response to 
injury-induced deficits. Neuroplasticity is typically thought of as a long-term form 
of recovery, and occurs after some degree of spontaneous recovery has taken 
place. Recovery from brain damage is a gradual , sequential process where the 
final step is often considered to be neuroplasticity. Modulating that neuroplasticity 
through training or rehabilitation has generated some intriguing results. 
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Spontaneous recovery of function is thought to occur via three 
mechanisms (Nuda, 2011 ). Focal injury to the brain via stroke or TBI can cause 
diaschisis (Nuda, 2011 ). Diaschisis occurs when uninjured brain regions distal to 
the ischemic core suffer from hypoperfusion and impaired metabolism (Nuda, 
2011 ). In effect, uninjured brain reg ions that are interconnected (via neurons) to 
the damaged regions are also impaired (Nuda, 2011 ). It is likely that these distal 
regions are critically involved in functional remapping (Nuda, 2011 ). Diaschisis 
subsides within days-weeks post-injury, and this is thought to be responsible for 
some functional recovery in the earliest stages (Nuda, 2011 ). 
Functional compensation , as opposed to functional recovery, may also 
occur following stroke (Nuda, 2011 ). In functional compensation , the injured 
region (e.g. the ischemic core) may remain injured , but functional recovery is 
observed due to other adaptations (Nuda, 2011 ). For instance, an uninjured brain 
region (or even improved musculature or flexibility) might account for functional 
improvements observed post-injury (Nuda, 2011 ). 
Finally, remapping of brain circuitry (i.e. neuroplasticity) is now a well-
established mechanism of recovery (Nuda, 2011 ). Functional reorganization of 
neural circuitry to overcome sensory, motor and/or language deficits has been 
observed in humans through direct cortical stimulation , functional imaging, 
magnetic stimulation and direct current stimulation (Benowitz & Carmichael , 
201 0) . A growing body of evidence demonstrates that neuroplasticity is involved 
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in the functional recovery observed following stroke (Benowitz & Carmichael , 
2010). 
The majority of stroke survivors show recovery in motor, language and 
cognitive domains within a year (Benowitz & Carmichael, 201 0). Within weeks of 
a stroke, new regions are activated to perform the tasks that were impaired by 
the stroke (Benowitz & Carmichael, 201 0). Functional MRI studies in stroke 
patients demonstrate the brains ability to change in order to accommodate for 
deficits received from brain damage (La khan et al., 2009). Long-term recovery of 
this sort occurs primarily through the augmentation of existing networks spared 
by injury (Lakhan et al., 2009). These events are distinct from short-term 
recovery, such as recovery that coincides with mitigation of the inflammatory 
response . 
Uninjured brain regions that take on impaired functions post-injury can 
originate from various parts of the brain , including the contralesional hemisphere 
(Benowitz & Carmichael, 201 0) . Activation of the contralesional hemisphere 
following stroke is correlated with increased stroke severity and decreased 
prognosis (Benowitz & Carmichael, 201 0). Activation of ipsilesional brain regions 
correlates with improved recovery and prognosis (Benowitz & Carmichael, 2010). 
Ultimately, increased cortical activity translates into a remapping of circuitry near 
the ischemic penumbra (Benowitz & Carmichael , 201 0). Similar processes have 
been demonstrated in animal models (Benowitz & Carmichael, 201 0). 
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In effect, neuroplasticity is typically associated with more significant 
functional implications than other forms of recovery. A description of the 
underlying phenomena that are involved in plasticity now follows. 
A pivotal step in understanding the substrates for neuroplasticity came in 
1947. Hebb postulated that recurrent firing of a postysynaptic neuron by a 
presynaptic neuron increases synaptic efficacy, thereby contributing to the 
processes of learning and development (Ward & Cohen, 2004 ). Long-term 
potentiation (L TP) and long-term depression (L TO) are Hebbian processes later 
determined to be involved in learning and development (Ward & Cohen, 2004). It 
has also been determined that focal injury to cortex can trigger L TP and L TO, 
. and that such an injury can trigger a structural reorganization in the brain (Ward 
& Cohen, 2004 ). These changes are thought to be involved in recovery from 
brain damage. 
Furthermore, the aftermath of brain injury involves the upregulation of 
neurotransmitters, axonal sprouting, morphological changes in dendrites, 
synaptogenesis and neurogenesis (Nudo, 2011 ). These processes are initiated 
soon after injury, persist over an extended period of time (weeks-moths) and are 
involved in the recovery process (Nudo, 2011 ). However, the functional 
outcomes of these changes (i.e . whether they promote recovery or exacerbate 
damage) remain to be seen (Nudo, 2011 ). 
In the case of dendrites, morphology and number is altered in the 
ischemic penumbra following stroke (Benowitz & Carmichael, 201 0). Dendritic 
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spines are lost and rapidly reformed , suggesting synaptogenesis and remodeling 
of circuitry occurs within weeks following stroke (Benowitz & Carmichael, 201 0). 
These changes can coincide with recovery of function (e.g . regaining use of an 
impaired limb) or compensation of function (e.g. improved use of an unimpaired 
limb to compensate) (Benowitz & Carmichael , 2010). This suggests an intrinsic 
ability in the brain to compensate for loss of function. 
Dendritic spines in cortex are thought to receive exclusive postsynaptic 
input from axonal boutons, so a concurrent increase in axonal sprouting and 
morphology is to be expected (Benowitz & Carmichael , 201 O).Sprouting of axons 
has been demonstrated in animal models of stroke (Benowitz & Carmichael, 
201 0). Axonal growth following brain damage has been shown in rats and 
primates, and new axons can generate new connections (Benowitz & 
Carmichael, 201 0). 
The contralesional hippocampus, for example, is able to send axons back 
to the damaged side to restore lost synapses (Benowitz & Carmichael, 201 0). In 
the barrel cortex of the rat (somatosensory cortex), extensive axonal sprouting 
occurs post-stroke and restores the pre-injury somatotopic representation 
(Benowitz & Carmichael , 201 0). Sprouted axons can also travel long distances 
between sites in the ipsilesional cortex and within the corticospinal tract (CST) 
(Benowitz & Carmichael 201 0). In fact, following damage to one CST, the intact 
CST can send new axons across the spinal cord to restore innervations 
(Benowitz & Carmichael , 201 0). 
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Undamaged cortex in stroke survivors and stroke models remains plastic 
for prolonged time periods (Nudo, 2011 ). Alterations in cortical excitability, circuit 
organization, dendritic morphology and axonal sprouting demonstrate the 
potential of promoting recovery in the damaged brain (Nudo, 2011 ). Along with 
through injury, the brain can be altered during learning and development. Thus, it 
is reasonable to expect that similar plasticity could result from training or 
rehabilitation post-injury (Nudo, 2011 ). 
Whether functional recovery or functional compensation occurs depends 
at least in part on behavior following injury (Nudo, 2011 ). For example, in the 
absence of rehabilitation , the hand representation in monkeys subjected to an 
ischemic lesion in M1 is assumed by other representations (Nudo, 201 1 ). If 
rehabilitation does occur, however, the hand representation is not "subsidized" 
and can in some cases even expand (Nudo, 2011 ). TMS studies in humans 
suggest that these results translate well to humans (Nudo, 2011 ). 
These results support the vicariation theory, which states that distinct 
brain regions (not necessarily involved in the task) can assume the functions lost 
by the injured region (Nudo, 2011 ). This is in contrast to redundancy theories that 
suggest redundancies (backup circuits) throughout the brain can assume 
functions in the event of an injury (Finger, 201 0). Moreover, it points to the 
importance of post-injury training and rehabilitation in promoting recovery of 
function. 
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Deficits resulting from damage to a variety of adult brain regions (e.g. 
visual , motor, and somatosensory cortices) can be overcome through training 
(Huxlin , Williams, & Price, 2008). These findings support the current 
understanding of adult neuroplasticity, and imply that the brain can be exploited 
in order to promote functional recovery following brain injury (Huxlin et al., 2008). 
Visuoperceptual deficits resulting from damage to extrastriate visual cortex 
in the cat can be overcome with the aid of highly-specific training regimens 
(Huxlin et al. , 2008). Recovery requires animals to perform visual discrimination 
in brain regions that control the impaired visual field (Huxlin et al., 2008). The 
lateral suprasylvian cortex (LS) is a high level regiqn of visual cortex (Huxlin et 
al., 2008). Recovery from injury to LS can only occur in areas that were 
subjected to visual discrimination training prior to injury (Huxlin et al., 2008). 
It is likely that low level regions of visual cortex are involved in the 
recovery of visual processing (Huxlin et al. , 2008). Area 18, in particular, is 
heavily interconnected to LS (Huxlin et al., 2008). AMPA receptors and calcium-
binding proteins in area 18 are downregulated following damage to LS (Huxlin et 
al. , 2008). AMPA receptors are ionotropic glutamate receptors involved in 
excitatory synapses (Huxlin et al., 2008). Following intensive retraining, however, 
AMPA receptors in area 18 are expressed at normal levels (Huxlin et al., 2008). 
These results are noteworthy in that they demonstrate the value of trai ning in 
promoting recovery from brain damage, and they suggest the importance (or 
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perhaps necessity) of training distinct regions in enacting recovery (Huxlin et al., 
2008). 
Long-term recovery from brain damage involves functional changes in the 
brain that are prolonged over time. There is strong evidence that neuroplasticity 
occurs following brain damage, and that it is responsible for functional changes. 
A thorough understanding of how the brain is likely to react to a well-defined 
lesion will be enormously important in treatment. 
C. Visuospatial Neglect 
Visuospatial neglect is a specific disorder that can result from brain damage. 
In the current study, the disorder was used to study the functional activity 
involved in spatial orienting and recovery from brain damage. 
Visuoperceptual deficits frequently develop in patients who have suffered 
TBI or stroke (Proto, Pella, Hill, & Gouvier, 2009). In terms of symptoms following 
brain injury, visuoperceptual deficits are the second most common after attention 
and memory deficits (Proto et al., 2009). Visuospatial (hemispatial) neglect is 
among the most debilitating of such deficits, but is most precisely defined as an 
attentional deficit. 
Neglect is traditionally associated with brain injury to the right hemisphere, 
although it sometimes occurs following injury to the left hemisphere (Proto et al., 
2009). Neuroanatomically, neglect is typically caused due to damage to the right 
posterior and inferior parietal cortex. Neglect can also arise from damage to the 
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frontal lobes, superior colliculus, basal ganglia, thalamus, caudate and putamen 
(Proto et al. , 2009). Physiologically, neglect is typically caused by stroke in the 
nearby right middle cerebral artery(Mort et al. , 2003). 
Eighty-two percent of patients who suffer a stroke in the right hemisphere 
develop neglect, along with 65% of patients who suffer a stroke in the left 
hemisphere (Proto et al., 2009). Neglect is also more severe and more likely to 
persist on a chronic basis following damage to the right hemisphere (Proto et al., 
2009). In addition , neglect patients are less likely to recover from other stroke 
symptoms when compared to stroke patients who do not present with neglect 
(Proto et al. , 2009). 
The primary deficit that results in visuospatial neglect is the loss of 
awareness of stimuli in the contralesional visual field (Adai r, Na, Schwartz, & 
Heilman , 2003). Patients frequently deny the presence of a visual deficit, a 
phenomenon known as Anton-Babinski syndrome that is indicative of occipital 
brain damage (Maddula , Lutton, & Keegan , 2009). 
Neglect itself is particularly difficult to diagnose and treat, and poses a 
complex and somewhat enigmatic problem to the scientific community (Proto et 
al. , 2009). A large part of the problem is that neglect is not necessarily a distinct 
disorder with specific symptoms, or even a specific mechanism of injury (Proto et 
al. , 2009). Rather, patients present with an assortment of visually-related 
symptoms with a concurrent sparing of primary motor and sensory cortices 
(Proto et al. , 2009). 
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Although neglect is fundamentally a problem of contralateral visual 
deficits, deficits to the entire visual system may also occur (Proto et al. , 2009). 
Pathology depends largely on the location and scale of the lesion, and prognosis 
depends primarily on the individual patient (Proto et al. , 2009). 
Nevertheless, neglect is traditionally though of and studied in terms of a 
cortical lesion to the right hemisphere that creates deficits in stimulus detection in 
the contralateral visual field (Adair et al. , 2003). Although a distinct lesion is 
usually the culprit in neglect, diffuse axonal injury has been shown to contribute 
to functional deficits in some cases of neglect (Proto et al., 2009). 
A leading hypothesis to account for the deficits seen in neglect is that an 
impairment in attentional mechanisms (i.e. the orienting response) results from 
the lesion (Proto et al., 2009). While the right hemisphere is involved in orienting 
to both visual fields, the left hemisphere is primarily involved in attention of the 
right hemifield (Proto et al. , 2009). This somewhat unusual method of expressing 
visual attention leaves the left hemifield particularly vulnerable to disease, since 
there is a paucity of redundant circuitry there (Proto et al., 2009). 
It is understandable, then, that a lesion to right cortex would leave a 
patient with an attentional prejudice to visual stimuli presenting in the right 
hemifield (Proto et al., 2009). Attention to stimuli (i.e. exogenous attention) is 
largely distinct from voluntary (i.e. endogenous) attention mechanisms, and one 
system cannot accommodate for the other in the event of injury (Proto et al., 
2009). Encouraging a neglect patient to focus on the neglected hemifield is rarely 
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successful. In addition, damage to the exogenous processing system might 
prevent information relay to higher levels of attentional processing (Proto et al., 
2009). 
A similar hypothesis to account for neglect is that damage to right parietal 
cortex leads to heightened (and perhaps unrestricted) attention to stimuli 
presented in the right visual field , which prevents patients from focusing on 
stimuli in the left hemifield (Proto et al., 2009). 
It is also possible that the damaged side of the brain releases its inhibition 
(or modulation in general) on homologous regions of the contralateral side (Proto 
et al., 2009). This hypothesis arose from a remarkable set of experiments 
performed by James Sprague in 1966 (Part D). The intact side might become 
hyperexcitable due to a (lesion-induced) loss of inhibitory control from the 
damaged hemisphere (Proto et al., 2009). This kind of disinhibition has been 
observed in parietal cortex and superior colliculus- the contralesional 
homologous region becomes hyperexcited (Proto et al. , 2009). 
Such a phenomenon could lead to further inhibition on the lesion side, 
exacerbating the functional deficits already seen (Proto et al., 2009). This, in turn, 
would alter subcortical function, raising the possibility that neglect is better 
explained in terms of subcortical circuitry (Proto et al. , 2009). 
A neglect patient is unlikely to return to pre-injury levels of functioning, but 
43% of patients enjoy some degree spontaneous recovery (Proto et al. , 2009). 
This is in accord with the general prognosis for all survivors of neurotrauma 
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(Biaiss et al. , 2011 ). Recovery from visuospatial neglect is thought to occur by 
three avenues: (1) intact circuitry may compensate functionally for the damaged 
circuitry, (2) neuroplasticity through treatment and/or (3) the restoration of 
neurons through neurogenesis (Proto et al., 2009). 
The efficacy of rehabilitation therapies to promote recovery is often in 
dispute (Proto et al., 2009). One reason for this is the speculation that any 
recovery observed is spontaneous rather than induced by treatment (Proto et al., 
2009). Visual scanning training, cueing techniques, and obscuring vision from the 
ipsilesional eye (all designed to shift attention to the neglected hemifield) have 
yield limited success (Proto et al., 2009). 
Other therapies, like repetitive transcranial magnetic stimulation (rTMS), 
have shown greater promise. In the framework of visual neglect, rTMS is a 
technique that applies an electrical current through the skull and onto parietal 
cortex (Proto et al., 2009). rTMS reverses, to an extent, some of the deficits 
associated with neglect (Proto et al., 2009). The technique is thought to work by 
modulating interhemispheric rivalry (Proto et al., 2009). Application of the device 
to the contralesional (intact) hemisphere may reverse its hyperexcitability and 
reinstate hemispheric balance (Proto et al., 2009). The potential for rTMS to 
promote long-term recovery remains to be seen (Proto et al., 2009). 
A similar technique, transcranial direct current stimulation (tDCS), is 
another potential treatment for visuospatial neglect. tDCS was used to promote 
partial recovery from neglect in this study. In tDCS , electrodes placed on the 
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scalp administer a minimal current (i.e. milliamps) into the brain over the course 
of 10 to 20 minutes (Stagg & Nitsche, 2011 ). tOeS is advantageous from a 
therapeutic perspective because it is relatively simple to administer and is 
tolerated by the patienUsubject (Stagg & Nitsche, 2011 ). 
Anodal stimulation creates an excitatory effect on cortical structures, 
whereas cathodal stimulation creates an inhibitory effect (Stagg, O'Shea, & 
Johansen-Berg, 2010). In humans, these effects can last up to 90 minutes 
depending upon the extent of stimulation (Stagg et al., 201 0). Accordingly, there 
is a potential for toes to reinstate lasting interhemispheric balance- via 
inhibiting the contralesional hemisphere or exciting the .ipsilesional hemisphere 
(Stagg et al., 2010). In stroke patients, motor function is improved following toes 
therapy, but effects are relatively brief(< 1 hour) (Stagg et al., 2010). 
It appears that mes promotes recovery (at least in part) through altering 
the GABAergic and glutamatergic systems (Stagg et al., 201 0). Experimental 
models demonstrate that repetitive toes may alter synaptic plasticity on a more 
permanent basis (Stagg et al., 201 0). Such recovery has important implications 
to a variety of neurological disorders, including visuospatial neglect. 
D. Cat Model of Visuospatial Neglect 
Various treatments, including caloric stimulation, allow patients to 
temporarily regain awareness of the neglected hemifield (Adair et al., 2003). This 
is important to note, as it reveals neglect is not necessarily (or in fact typically) a 
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problem of sensory perception. Rather, the circuitry responsible for detecting and 
orienting to stimuli in the neglected hemifield is in place, but unused (Rushmore, 
Valero-Cabre , Lomber, Hilgetag , & Payne, 2006). Perhaps function could be 
restored through identification and modulation of the secondary circuits 
responsible for the deficit (Rushmore et al., 2006). Identification of responsible 
circuits in humans, however, is complicated by differences in lesion and 
plasticity, and a replicable model of neglect is required (Rushmore et al., 2006). 
Animal models of visuospatial neglect have included the rat , cat and 
monkey (Rushmore & Payne, 2004). The cat model , in particular, has proven 
useful in neglect research. As in humans, lesion to posterior parietal cortex in the 
cat generates a condition very similar to neglect (Rushmore et al., 2006). This 
has been achieved though virtual lesions ("temporary cooling deactivation") or 
through administering a unilateral lesion that removes visually-responsive cortex 
(Payne, Lomber, Geeraerts, van der Gucht, & Vandenbussche, 1996; Payne & 
Rushmore , 2003; Sprague, 1966). These studies were instrumental in the 
development of a recent hypothesis that may account for neglect: unilateral 
damage to posterior parietal cortex may instill in the orienting system a prejudice 
for one and only one visual hemifield (Rushmore et al. , 2006). 
Imposed imbalance between the hemispheres may result from a lesion 
that interferes with two fundamental circuits (Rushmore et al., 2006). First, the 
lesion may interfere with transcortical projections to homologous areas, releasing 
them from inhibition and leading to a prolonged state of unilateral 
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hyperexcitability (Rushmore et al., 2006). The overexcited areas, in turn, 
overstimuiate cortical and subcortical areas involved in the orienting response 
(Rushmore et al., 2006). Second, the lesion to parietal cortex might eliminate 
efferent projections to superior colliculus (SC) (Rushmore et al., 2006). Inhibitory 
influence on the contralateral SC is therefore diminished, causing it to become 
overexcited (Rushmore et al., 2006). This, in turn, causes the SC on the lesion 
side to be overinhibited (Rushmore et al., 2006). In sum, relevant structures on 
the lesion side are overly-inhibited while those contralesional are overly-excited 
(Rushmore et al., 2006). 
Hypoactivity in the ipsilesional SC and hyperactivity in contralesional SC 
has been observed in the cat model of neglect (Rushmore et al., 2006). 
Moreover, cooling of the hyperactive SC (lowering its activity) abolished the 
symptoms of neglect (Rushmore et al., 2006). Non-invasive modulation of SC 
activity could prove therapeutic for patients suffering from neglect (Rushmore et 
al., 2006). These findings represent the current understanding of recovery from 
neglect, and represent nearly 60 years of scientific progress. 
In 1966, Sprague produced a study that indicated that recovery of function 
was possible in neglect, and established the first of a long line of studies that 
examined the interactions between brain areas and how disruption can impair or 
enhance recovery. Spraque induced neglect and hemianopia via unilateral 
removal of a large region of posterior cortex (Sprague, 1966). He then 
demonstrated that neglect could be reversed (the orienting response restored) in 
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two ways: inducing a lesion in the contralesional SC or by severing the collicular 
ccimmisure (Sprague, 1966). The phenomenon became known as the 'Sprague 
Effect', and demonstrated the involvement of both cortical and subcortical 
structures in orienting behavior (Sprague, 1996). 
The 'Sprague Effect' was explained as follows: the large cortical lesion 
removes its efferent connections, leading to decreased activity in the ipsilateral 
SC. The contralateral SC is thereby disinhibited and its activity increased. In turn, 
the contralateral SC exhibits a greater inhibitory effect on the ipsilateral SC than 
normal, exacerbating the interhemispheric imbalance. Through removing the 
contralateral SC or disrupting its commissural pathway, inhibition is released and 
the ipsilateral SC returns to normal levels (Sherman, 1977). 
In both cases, in order for the orienting response to be restored SC 
crosstalk must be removed (Sprague, 1966). In effect, functional deficits resulting 
from cortical damage are alleviated through inflicting subcortical damage. 
Deficits in hearing resulting from a lesion to auditory cortex are also alleviated 
through deactivation of the contralesional SC (Lomber, Malhotra, & Sprague, 
2007). This demonstrates a possible uniformity of the 'Sprague Effect' across 
multiple brain systems. 
In 1989, Wallace , Rosenquist and Sprague postulated that neurons 
outside of the SC might contribute to the inhibitory effect on the contralateral SC 
(Wallace, Rosenquist, & Sprague, 1989). In other words, neurons that use the 
SC and/or the collicular commisure as a conduit for axons might be contributing 
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to neglect (Rushmore et al., 2006). To test their hypothesis, they administered 
ibotenic acid lesions in the SC which target cell bodies but spare axons (Wallace 
et al. , 1989). Acid lesions to the SC did not reverse neglect, but subsequent 
collicular commisurotomy did (Wallace et al. , 1989). Their experiments proved 
that sources upstream from SC contributed to the inhibitory tone responsible for 
neglect (Wallace et al., 1989). Although Sprague's ablation of the SC was 
effective in restoring the orienting response, collicular commisurotomy was the 
relevant procedure. 
Subsequent studies demonstrated which regions were sending inhibitory 
signals through the collicular commusure. Neglect from cortical ablation was 
reversed via that administration of ibotenic acid lesions to the contralateral 
substantia nigra (SN) (Wallace, Rosenquist, & Sprague, 1990) or to the 
pedunculopontine tectum (PPT) (Durmer & Rosenquist, 2001 ). The PPT 
receives projections from the SN and sends projections to the SC (Durmer & 
Rosenquist, 2001 ). In sum, it was hypothesized that the subcortical circuity 
involved in recovery of the orienting response includes the SN, the PPT and the 
SC (Durmer & Rosenquist, 2001 ). 
Recently, it was demonstrated that reversible cooling deactivation of 
posterior parietal cortex can induce visual neglect, and that neglect could be 
overcome by subsequent deactivation of the homologous region in the 
contalateral hemisphere (Lomber & Payne, 2001 ). These results are reminiscent 
of 'the Sprague effect' and the same phenomenon has been demonstrated 
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through cooling deactivation of each SC to produce and then reverse neglect 
(Lomber & Payne, 2001 ). Metabolic studies implicate the SC as the critically 
involved structure of neglect pathogenesis and recovery (Rushmore et al., 2006). 
Furthermore, every brain region that has been shown to produce neglect upon 
injury exhibits strong connections with SC, and humans who have suffered from 
injury to SC present with symptoms similar to neglect (Rushmore et al., 2006). 
Damage to a select variety of anatomical regions can produce neglect. It 
is quite possible that these regions share a common downstream destination, the 
SC, which ultimately expresses the functional damage of neglect (Rushmore et 
al., 2006). 
In spite of this emphasis on the superior colliculus as being the prime 
mediator of neglect, Rushmore (2006) did not find disinhibition of the 
contralesional visuoparietal cortex following cortical deactivation, a prediction 
made by previous studies (Kinsbourne, 1977). It is important to note that 
Rushmore (2006) produced functional activity maps in the passive animal, and 
transcallosal influences may have only been present during task execution. 
Therefore, the goal of this thesis was to examine the functional status of brain 
areas during a task designed to examine neglect in normal animals, and in 
animals that had received unilateral damage to visual cortex. It was hypothesized 
that the visuoparietal cortex and the superior colliculus would be selectively 
activated during performance of the task in intact animals, and that the 
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contralesional (intact) hemisphere would be hyperexcited in lesioned animals 
during the task. 
II. Materials and Methods 
A. Animal Care 
A total of four adult, female cats were attained through Liberty Laboratories 
(Waverly, NY), a company licensed in the breeding and sale of animals to be 
used for biomedical research. All procedures used in this study were authorized 
by the Institutional Animal Care and Use Committee (IACUC) of Boston 
University School of Medicine and conformed to the National Research Council's 
Guidelines for the Care and Use of Mammals in Neuroscience and Behavioral 
Research (Van Sluyters et al. 2003). Cats inhabited an enriched environment 
and were group housed with a 12 h light-dark cycle. Cats were fed dry food 
(Nestle-Purina Petcare, St. Louis, MO) for 1 hour at each day's end and water 
was available ad libitum. Wet food (Triumph Pet Industries, Inc., Warwick, NY) 
was issued exclusively during experimental testing as positive reward. Testing 
occurred at least daily, five days a week and for intervals of 30 min to 1 h. 
Two groups of animals were evaluated in this study: (1) a group of 
neurologically intact cats that performed a perimetry task in which visual stimuli 
were presented only to a single hemifield (n=2), and (2) a group of cats that 
received transcranial direct current stimulation (tDCS) to remediate visual deficits 
of a unilateral lesion to visuoparietal cortex. In both groups, 2-[-14C]-
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deoxyglucose (2DG) was administered as a marker of neuronal activity during 
the execution of the perimetry task. 
B. Behavior 
The purpose of the perimetry task was to determine a subject's abili ty to 
detect and orient to high-contrast visual stimuli presented throughout the visual 
field. Each animal performed the task in the perimetry arena, a raised platform 
surrounded by a semicircular wall. Thirteen holes, equally spaced apart, were 
drilled into the junction of the platform and the semicircular wall. 
In the first training phase, an animal was brought into the perimetry arena and 
, trained to fixate the cynosure (apex) of the semicircle. Each cat was positioned in 
the arena so that the lateral canthi were aligned with an extrapolated line 
connecting the two most peripheral holes of the tabletop. After the cat was 
appropriately positioned, a low-contrast stimulus was presented at the cynosure. 
Cats were expected to advance to the stimulus and collected a low-incentive dry 
food reward, upon which a correct response was noted. An incorrect response 
was noted in the event that a eat's gaze was directed in any location apart from 
the cynosure. 
The second training phase began after the subject had proven to habitually 
identify and approach the stimulus presented at the cynosure. In the second 
phase, the low-contrast stimulus was again presented at the cynosure and a 
variable amount of time (1-4s) was elapsed to ensure constant fixation. After 
fixation was established, an additional high-contrast stimulus was presented 
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away from the cynosure at one of the thirteen holes. In this case, the cat was 
expected to orient its gaze away from the cynosure and to the novel stimulus. If 
reorientation occurred, a correct response was noted and the animal was allowed 
to approach the novel stimulus and collect a high-incentive wet food reward. 
The order of novel stimulus presentation was pseudorandomly arranged to 
ensure both unpredictability and that each of the thirteen holes was used twice. 
Trials of the second training phase were intermixed with catch trials in order to 
ensure that the subject was performing the task correctly. In catch trials , as in the 
first training phase, a central stimulus was presented at the cynosure but 
presentation of a secondary stimulus did not occur. 
For the lesion group, animals were trained on this task to plateau. 
C. Surgery 
Surgery was performed in two of the four animals. One day prior to 
surgery, animals were sedated with a mixture of ketamine (1 Omg/kg, i.m.) and 
ace promazine (0.01 mg/kg, s.c.). 
A catheter was then introduced into the cephalic vein and secured with 
surgical tape. Dexamethasone (1 mg/kg, i.v.), antibiotics (cephazolin 30mg/kg, 
i.v) and lactated Ringers solution (-50-1 OOcc, s.c.) were administered. The 
dorsum of the head was shaved and the cat was allowed to recover from effects 
of the sedation. 
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On the day of surgery, the cat was brought to the entry room of a sterile 
surgical room. The cat was injected with sodium pentobarbital (25mg/kg , and to 
effect). Dexamethsasone (1 mg/kg , i.m.) and glycopyrollate (0.03mg/kg, i.m.) 
were administered, and EKG electrode leads were attached to the thorax and the 
abdomen to monitor heart and breathing rates. A rectal temperature probe was 
introduced and secured. The animal was intubated and an endotrachial tube 
secured. Ophthalmic antibiotic ointment was placed over the corneas to prevent 
corneal abrasions. The animal was placed in a stereotaxic device, and the 
following parameters were monitored at 10 minute intervals: heart rate, core 
temperature , pC02, breathing rate (from EKG and from capnometer), pedal 
reflex tone, and EKG waveform shape. Any change in the variables from 
standard values was counteracted by additional pentobarbital. 
The subject was then prepared for sterile and aseptic surgery. Hair on the 
dorsum of the head was depiliated , scrubbed with betadine and washed with 
alcohol. Sterile drapes isolated the dorsum of the head. A midline incision was 
made in the dorsum of the scalp, and fascia and muscle on the left side reflected 
laterally to expose the skull. The positions of sulci were visualized through the 
bone and drawn on the skull to guide the craniotomy. A craniotomy and 
durectomy was made, and the brain visualized. Mannitol was administered (1.5 
g/kg/min; 20% solution) to harden the brain and make it amenable for 
manipulation . Lesion was produced by subpial aspiration of the contiguous 
visual areas: the marginal and posterolateral gyri were removed in their entirety 
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up to AP 18, the middle suprasylvian and posterior supraslyvian gyri were 
removed, and the medial fringe of the ectosylvian gyrus and the posterior 
ectosylvian gyrus was removed. Grey matter of all sulci between the ectosylvian 
gyri and the splenial sulcus was removed. This produced removal of the 
following physiologically-defined areas: 17, 18, 19, 20a, 20b, 21 a, 21 b, LS, dLS, 
7, SVA, CVA, AMLS, ALLS, PMLS, PLLS and PS. 
After lesion , the space defect was filled with gelfoam, the dura was 
reapproximated and the skull piece replaced. The muscle and skin were sutured, 
and the animal was removed from the stereotaxic apparatus. 
Recovery was very closely monitored. Fluids (Ringer's solution, 50-1 OOcc 
s.c) were given and buprenorphine (0.001-0.01 mg/kg, s.c.) was administered as 
soon as the animal regained consciousness. Recovery was uneventful in all 
cases. After surgery, dexamethasone was administered daily in decreasing 
doses, buprenorphine was given until veterinary consult deemed it no longer 
needed, and antibiotics (cephazolin 30mg/kg q12h) were administered for 10 
days after surgery. Sutures were removed on day 10. 
D. 2DG administration 
In all animals, 2DG experiments were conducted during the execution of the 
perimetry task. In order to limit radiation exposure in the wet lab, 2DG 
experiments were conducted in a different room than the room used for 
behavioral assessment. To accommodate for this discrepancy, animals were 
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acclimated to performing the perimetry task in this different location for at least 
one week prior to the 2DG experiment. 
One day prior to the 2DG experiment, cats were sedated with ketamine (1 0-
20mg/kg) and a cephalic catheter was installed. On the day of the experiment, 
animals were transported to the laboratory, injected with a bolus of 2DG 
(1 OOuCi/kg, i.v.) and performed the perimetry task for 45 minutes. Neurologically 
intact cats were presented with stimuli only in one visual hemifield. Thus, the 
resulting map of activity could be compared to the contralateral hemisphere in 
order to show the brain structures differentially activated by this task. The 
lesioned animals were exposed to the full task. 
After the experiment was complete, cats received heparin (1000 units) and 
1% sodium nitrate (1 cc, i.v.). They were euthanized with sodium pentobarbital 
(120mg/kg, i.v.). The circulatory system was perfused with 15% sucrose in a 
0.1 M phosphate buffer (pH=7.4) over a period of 1 min and perfused with 2% 
paraformaldehyde and 15% sucrose in 0.1 M phosphate buffer over a period of 5 
min. 
E. Tissue Processing 
Brains were immediately extracted, covered with albumin and frozen in a 2-
methylbutane bath (held at -30°C) for 30 min. Brains were relocated to a -80°C 
freezer where they were stored. All brains were subsequently sectioned (at 23 
microns) in a cryostat with a chamber temperature of -25°C. 
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Throughout the entire extent of the brain, sections obtained were distributed 
in a precise five-round cycle (Schematic 1 ). Each round produced five sections. 
The first section of the first four rounds was mounted on a coverslip and the 
subsequent four sections in each round were discarded. On the fifth round of the 
cycle, the first section was again mounted on a coverslip, the following three 
sections were mounted on slides (to be used for Nissl , Acetylcholinesterase 
(AChE) and Myelin staining, respectively) and the final secton was discarded. 
Rounds one through five were repeated until the entire brain was sectioned. 
In effect, sections to be used for radiography were mounted on subbed 
coverslips, and sections to be used for histochemistry were mounted on subbed 
slides. 
Preparation of the subbing solution was identical for slides and coverslips. 
Distilled water (400ml) was poured into a beaker and heated to 65°C on a hot 
plate within the fume hood . Gelatin (2.5g , 275 Bloom) was introduced and 
dissolved in the water with the aid of a magnetic stir bar. CrK(S04 )2·H20 (0.2g) 
was then added and dissolved in solution . Three or four crystals of thymol were 
dissolved in solution to minimize the formation of bubbles. The solution was left 
to cool to 45°C before subbing could occur. The temperatures of 65°C and 45°C 
were rigidly followed . 
In order to sub coverslips, the subbing solution was poured into a glass 
container. Each coverslip was individually dipped into the subbing solution and 
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propped up against a cardboard box atop a paper towel. Coverslips were left to 
dry for 24h in open air in preparation for use in radiography. 
In order to sub slides, the cooled subbing solution was again poured into a 
glass container. Groups of 15 slides were placed in a glass slide container and 
carefully submerged into the subbing solution three times. Slides were left to dry 
for 24h within the hood in preparation for use in histochemistry. 
Groups of 25 sections mounted on coverslips were adhered to a Bristol board 
with a 14C microscale (Amersham). High resolution X-ray film (Structurix, Agfa) 
was set atop each Bristol boards. A group of -4 boards were placed in a light-
tight cassette, enveloped in aluminum foil and left in the -80°C freezer for 10 
days. Each film was subsequently developed with 019 developer, fixed with 
Kodak fixer and washed thoroughly with water in a strict procedure (Schematic 
2). 
In the darkroom, a container was filled with a mixture of ice and water. A 
second container was placed atop the ice bath and filled with 019 developer 
(3.8ml). The temperature of the developer was maintained at -soc throughout 
the entire procedure; ice/water was added to the underlying container as needed. 
To form the stop bath, acetic acid (40ml) and water (1 L) were mixed into a 
container adjacent to the developer. A container placed adjacent to the stop bath 
was then filled with Kodak fixer (3.8ml). Finally, a water cage was prepared for 
maintaining films that had completed the development process. 
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Films were developed individually. In the dark, the light-tight cassette was 
opened and a single film was carefully removed. Bristol boards and 14C 
microscales accompanying each slide were carefully set aside . The film was first 
placed into the developer and flipped from side to side each minute over a period 
of 10 minutes. Radiographic images generally began to appear midway through 
this process. The film was then transferred to the stop bath with the developed 
side facing upward. The film was agitated in the stop bath for 2min by thoroughly 
shaking the container. The film was then removed from the stop bath and 
thoroughly washed on each side with a small water hose for 1-2 min. After 
washing, the film was transferred into the fixer container for 8 minutes, being 
flipped over each minute. Finally, the film was transferred to the water cage and 
left for at least 20m. The process was then repeated for films remaining in the 
light-tight cassette box. Once all films had collected in the water cage for at least 
20min, they were carefully removed and hung to dry with clothespins on a 
suspended string. 
F. Digitizing 
Anatomical regions were delineated through visual demarcation of defined 
metabolic regions. As stated above, sections to be used for histochemistry were 
obtained throughout the five round cryosectioning cycle. This equates to a Nissl 
section for every .5mm of the brain (1 section per 506microns). Nissl stained 
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sections were placed on a Jena microprojector which magnified the image and 
allowed distinct metabolic brain regions to be visualized and demarcated. 
Region demarcation was performed with the aid of a variety of texts on cat 
neuroanatomy (Avendano, Rausell , Perez-Aguilar, & lsorna, 1988; Cavada & 
Reinoso-Suarez, 1985; Krettek & Price, 1977; Rosenquist , 1985; Scannell , 
Blakemore, & Young, 1995; Vanduffel , Vandenbussche, Singer, & Orban, 1995, 
1997). Discrepancies in region demarcation (especially in the frontal pole) were 
carefully considered, and our final demarcations were made with a special 
preference for Rosenquist, 1985 and our own assessment of metabolic density. 
Radiographic images were imported to a computer and digitized using the 
imaging software MCID Core. Digitizing illumination was held at 375 units. 
Densitometry was performed in order to measure the optical density of 
radiographic images. Optical density is logarithmic and inversely proportional to 
the amount of light that is allowed to absorb. In this case optical density 
correlates to 2-DG uptake and functional activity. Initially, flat field correction was 
performed in order to minimize artifact and standardize measurements across 
films. Flat field correction is a technique used in a variety of instruments to 
maximize image quality. In this case, flat field correction was performed to 
eliminate artefacts that may be present on the camera , photocell and/or the path 
of light. As a result, variations in optical density were known to be due to 
individual radiographs rather than imaging error. This was done in add ition to 
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careful maintenance of the densitometer to prevent the accumulation of particles 
from the environment. 
Each radiograph was calibrated with a 14c Microscale. Sampling individual 
segments of the 14C Microscale yields a linear curve for relative optical density 
vs. relative 2DG uptake (nCi/gr). In this way, the optical density as a measure of 
relative 2DG uptake was standardized across all films. 
Metabolic density levels were measured at superficial, middle and deep 
layers for each region. These layers correspond to cortical layers 3, 4, and 5, 
respectively, and are readily identifiable. A circular sampling tool of .25mm in 
diameter was used to sample each layer of each region. When artefacts were 
encountered in a specific layer or region, sampling was suspended until normal 
conditions were restored. Occasionally, an entire section was abnormal and 
sampling did not occur. 
Data was exported to Microsoft excel. Each region was normalized against 
relative 2DG uptake values in white matter. A variety of comparisons , including 
comparisons within and between brains, was then performed . 
G. Statistics 
Data for each anatomical region from each sampled section was exported to 
Microsoft excel for analysis. In addition to anatomical location , data were 
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separated on the basis of hemisphere and rostrocaudallocation. Values were 
normalized to sectional white matter to normalize each section. For each intact 
animal , paired Student's t-tests were used to test the hypothesis that a significant 
difference was present across hemispheres. Such an approach evaluated the 
mean of one site against the mean of another site for each section to determine 
consistent differences. This approach had the advantage of providing good 
statistical power for measures obtained within an animal, but suffered from the 
fact that the low numbers of animals produced an inability to comment on how or 
whether each animal was representative of a population. 
As a consequence, a comparison was made between the levels of activity in 
contralesional brain areas and levels of activity in analogous brain regions in the 
intact brain. Such a comparison would test the hypothesis that contralesional 
brain areas are more active during the perimetry task. Based on the low number 
of animals, an operational definition of hyper-excitability was made if the values 
of the contralesional brain structures were greater than 150% of the intact activity 
levels, and hypo-excitability was made if the activity values were 50% of the 
intact activity levels. 
53 
111. Results 
A. Identification of Neuroanatomical Regions Involved in the Execution 
of the Perimetry Task 
Through exclusive stimulation of targets in a single visual hemifield , 
neuroanatomical regions involved in the execution of the perimetry task could be 
identified. Brain regions activated in one hemisphere were compared to baseline 
levels of those regions in the other hemisphere to test the hypothesis that the 
perimetry task selectively activated specific regions of the visual and motor 
networks. Two animals were evaluated , AN331 and AN332. The cerebrum was 
blocked into two main parts - a caudal portion containing the contiguous visual 
areas and a rostral area containing the frontal pole (FP). AN 331 received 
exclusive stimulation to the right visual hemifield , whereas AN 332 received 
exclusive stimulation to the left visual hemifield . 
Right and left hemispheric activity was compared for all regions of visual 
cortex. Interhemispheric differences were less distinct than similar metabolic 
studies (e.g. Vanduffel et al. , 1995;Vanduffel et al. , 1997) due to the fact that the 
non-stimulated hemisphere was not deafferented. The analysis was performed 
in two stages -the first stage was to determine whether there was systematic 
alteration of interhemispheric differences when evaluated in a rostral-caudal 
direction. Such an analysis might be expected to preferentially reveal differences 
in the activity pattern when the horizontal meridian representation was evaluated, 
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because it was this representation that was stimulated by the high contrast visual 
stimuli . All visual areas were evaluated in a rostra-caudal direction, and no 
consistent localized portion was identified as being elevated or depressed with 
respect to the non-stimulated side (AN331: Figs 1-11 ; AN332: Figs 21-31 ). 
The next type of analysis was designed to evaluate whether individual areas 
exhibited consistent differences between the stimulated and non-stimulated area. 
For this analysis, the average value for each section was compared to the value 
in the opposite hemisphere using a paired Student's t-test. Regions were 
considered significant within each animal if the p-value of the test statistic was 
less than 0.05. 
In case AN 331 , visual regions that displayed significant differences 
between left and right hemispheres were the superficial layer of Area 17, the 
superficial and middle layers of PMLS, the middle layer of PLLS, the superficial 
layer of SVA, the superficial layer of the CVA, the deep layer of area X1, the 
superficial layer of area 21A, all four layers of the superior colliculus (SGS, SO, 
SGI , SGP), the middle and deep layers of Area 20A, the LPL and the pulvinar ( 
Table 1 ). In AN 332, statistically significant regions included the superficial and 
middle layers of area 18, the middle layer of area 19, the deep layer of area 21A, 
the superficial and middle layers of PMLS, the superficial layer of PLLS, the deep 
1 Area X was so called because it lacked any designation when physiological areas were 
mapped to anatomical regions . The area was located lateral to Area 19 and medial to 
Area 21A. It was treated un iquely in part because a substantial asymmetry was found in 
the functional signal. 
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layer of 208 and one layer of the SC (SGS) (Table 2). Regions shown to be 
statistically significant in both animals included the superficial and middle layers 
of PMLS and one layer of the superior colliculus (SGS). The PLLS also showed 
significant hemispheric asymmetry in both brains, but in different layers (AN 331 : 
middle layer; AN 332: superficial layer) . A very conservative estimate of the 
statistical data implicates PMLS, PLLS, and the SC in execution of the task. 
In the frontal pole, motor, somatosensory and cingulate areas were 
evaluated. Statistically significant regions in AN 331 FP included all layers of 
areas 3a, 3b, 4gamma and 5b, the superficial and middle layers of CG and the 
middle layer of 6cl. Apart from area 4gamma, all of these regions show 
heightened activity in the left hemisphere, which accords well with selective 
activation of the motor cortices controlling motor commands to right targets . 
Statistically significant regions in AN 332 FP included all layers of area 3a and 
CG and the middle and deep layers of 6cl. These regions all exhibited 
heightened activity in the left hemisphere. 
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B. Identification of Neuroanatomical Regions affected by Unilateral 
Lesion to Visual Cortex 
Left unilateral ablation of all visual cortical areas was hypothesized to alter the 
functional status of the contralesional hemisphere. Previous data (Rushmore et 
al., 2006) found support for this possibility at collicular levels, but not at the level 
of the visuoparietal cortex. Importantly, these data were generated while the 
animal was in the passive state. A potential reason why hyperexcitability was not 
observed in cortical regions was that the region might have needed to be active 
in order to produce a disinhibition of intact areas. In the current experiment, 
lesioned animals were given 2DG after limited recovery using transcranial direct 
current stimulation (tDCS) (20% correct to contralesional targets; >95% correct to 
ipsilesional targets) during the performance of the perimetry task. The values 
were compared to normalized values of intact animals performing the perimetry 
task. Given the low number of animals, qualitative analysis was performed and 
hyperexcitability was operationally defined as activity levels in the contralesional 
areas that were >150% of intact levels. Hypoexcitability was operationally defined 
as activity levels in contralesional brain areas that were less than 50% of intact 
levels. 
In the cerebrum, all layers of area 17 and vLS/21 b showed heightened 
contralesional activity when compared to activity observed in the intact brain. 
There were no regions that were found to be hypoexcitable, although 
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contralesional area CVA was notable for its decrease. In the contralesional 
thalamus, the LGN and both divisions of the LP nuclei were hyperexcitable, and 
the midbrain showed a specific increase only in the SGS layer. 
IV. Discussion 
A. Functional activity underlying the perimetry task 
With respect the portion of the study that investigated the response of the 
intact brain to visual stimuli presented to a single visual hemifield during the 
perimetry task, our results confirmed the hypothesis that specific brain structures 
would show a task-dependent asymmetry in functional activity. The data are 
consistent with exposure of AN 331 (FP) to right-sided visual stimuli and AN 332 
(FP) to left-sided stimuli. The structures that were consistently identified were the 
PMLS cortex, the PLLS cortex and the superior colliculus. 
The AN 332 superior colliculus showed consistent difference in the 
superficial layers. A qualititative interpretation of the activity in each layer (Figure 
30, left column) shows convincing preference for the right hemisphere. 
Additionally, interhmispheric ratios (L/R) for each layer were <1, indicating 
heightened activity in the right hemisphere (Figure 30, right column). In effect, 
and considering the statistical significance for all SC layers in AN 331, it is 
probably reasonable to describe the entire SC as critical to task execution. 
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The PMLS and PLLS cortical areas also showed an asymmetry in 
activation in both brains. Significance was highly specific in this region across 
both brains- the superficial and middle layers were implicated , but the deep 
layer was not. The PLLS cortical area was implicated across both brains but with 
less specificity. PLLS was significantly activated in the middle layer of AN 331 
and the superficial of AN 332. The involvement of the PMLS, PLLS and the SC is 
a highly replicable observation in visuo-spatial orienting experiments (Payne et 
al. , 1996; Lomber & Payne, 2001 ). 
The PMLS and PLLS cortical regions are major components of the Clare-
Bishop extrastriate areas (Hubel & Wiesel, 1969). This region is analogous to the 
visuoparietal cortex of the macaque or the human (Payne & Rushmore, 2003), 
and neurons here respond to signals of motion and space (Vanduffel et al. , 
1995). 
Unilateral temporary deactivation of PMLS and PLLS or SC via cooling 
was found to produce visuo-spatial neglect in the contralateral visual field 
(Lomber & Payne , 1996): a syndrome expressed in the subject as an inability to 
respond to contralesional visual targets in the perimetry task. These results 
suggested a critical role of these regions in the orienting response. In sum, the 
critical involvement of cortical and subcortical structures in execution of the 
perimetry task is indicated (Lomber & Payne , 1996). 
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Similarly, Payne et al. demonstrated that a highly specific reg ion of cat 
cortex is liable to produce neglect when damaged (Payne, 1996). This region, the 
posterior extent of the middle suprasylvian region (pMS) (Payne, 1996), defines 
the location of PMLS and PLLS, the cortical regions implicated in task execution 
in this study. In terms of magnitude of neglect, deactivation of the pMS and the 
SC produce comparable deficits (Payne, 1996). This suggests a necessary role 
for both a narrowly-defined region of cortex and the SC in task execution and is 
consistent with the data presented in this thesis . 
Data from the frontal regions of both of these brains also confirmed our 
expectations with respect to a generalized heightened activity in the hemisphere 
contralateral to visual stimulation. A very conservative estimate of regions 
implicated in task execution (significant difference across both brains) includes 
the superficial, middle and deep layers of Area 3a, the superficial middle and 
deep layers of Area CG and the middle layer of Area 6cl. Before these regions 
and their functions are discussed, a brief discussion of Area 4 (Area 4gamma) is 
in order. Area 4 is unique in that ipsilateral activity was heightened (although not 
significantly so) across both brains (AN 331 FP: Figure 42; AN 332 FP: Figure 
49). In other words, brain activity was heightened in the hemisphere ipsilateral to 
visual stimulation . 
The best explanation for this result is the function of Area 4. Area 4 is a 
region of motor cortex that controls contralateral limb movements (G . Andersson, 
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1986). Electrical stimulation of the contralateral forelimbs evokes activity in Area 
4 (Andersson, 1986). If not probable, it is certainly feasible that the eat's orienting 
response incorporates muscle movements on the side ipsilateral to visual 
stimulation. A consideration of the gait of the animal in the task reveals a 
potential reason: during orienting and approach, the forelimb contralateral to the 
stimulus (and therefore ipsilateral to the visually-activated hemisphere) will have 
larger muscle activations. The forelimb ipsilateral to the stimulus, in contrast, will 
act more as a pivot for the animal, and may be conceived to result in a higher 
activity level ipsilateral to the stimulated visual field. In any case, a determination 
of forelimb muscle activity throughout the task is desirable. 
Apart from this exception, all other significant regions adhered to the 
general rubric of increased contralateral activity. Area 3a, which was significant 
across all layers in both brains, is a narrow region of somatosensory cortex 
(Avendano & Verdu, 1992). It is located in between Areas 3b and 4, but its 
peripheral borders are somewhat unclear (Avendano & Verdu, 1992). Area 3a 
contains a single contralateral somatotopic representation. Most of its cells 
respond to deep stimuli , and the region receives extensive vagal input 
concerning visceral activity (Ito & Craig, 2003). Information about muscle activity 
is projected to motor cortex from 3a, and 3a is also able to monosynaptically 
influence neurons in motor cortex, including Area 4 (Avendano, Isla, & Rausell , 
1992). It is likely that this region was activated due to repetitive pressure on the 
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animal from the experimenter's hand . This pressure was exerted on the same 
side of stimulation as the animal pulled towards the stimulus. 
Activity in the superficial and middle layers of CG (Cingulate Gyrus) also 
showed significant levels of asymmetry. This region is involved in multimodal 
sensory stimulation (visual, auditory and somatosensory) (Olson & Musil, 1993). 
It also has an import role in processing pain. It is strongly liked to cortical areas 
with sensory and oculomotor functions (Musil & Olson, 1988). The neurons in CG 
carry tonic orbital position signals and are active in conjunction with saccadic eye 
movements (Olson & Musil, 1992). In sum, CG activity is related to eye 
movements, gaze and visuo-spatial cognition- activity is diminished with the 
removal of visual stimuli (Olson & Musil , 1992). Therefore, the activity difference 
in this area may reflect asymmetrical horizontal excursion of the eyes. 
The middle layer of Area 6cl was also asymmetrically activated in both 
brains. This is a region of premotor cortex. At least 30% of neurons are visual 
and maintain huge receptive fields that may include the complete contralateral 
visual hemifield (Weyand & Gatka, 1998). This region is involved in visual 
attention, gaze control and eye movements (e .g. pursuit eye movements and 
voluntary saccades) (Weyand & Gatka, 1998), and the asymmetrical activation 
observed in this study is consistent with the function of this area. 
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B. Analysis of brain areas in animals with unilateral lesion of visual 
cortex 
In two animals , a unilateral lesion was produced and a limited recovery 
was produced (-20% in the neglected hemifield) using tDCS. Previous studies 
hypothesized that the injury should disinhibit the intact hemisphere. In support of 
this, a neglect induced by cooling of the PMLS/PLLS cortices (pMS) is reversed 
by deactivating the intact hemisphere (Lomber and Payne, 1996). 
However, Rushmore (2006) did not find evidence of heightened activity in 
the PMLS/PLLS cortices of the intact hemisphere in the passively resting 
lesioned or cooled brain. This difference raised the possibility that contralateral 
disinhibition required the animal to be performing the task during 2DG infusion . 
The goal of this study, therefore , was to examine activity in intact brain regions 
during performance of the perimetry task, with special emphasis on the PMLS 
and PLLS cortices. 
Similar to Rushmore's data, no effect was found in the PMLS/PLLS region 
. of the intact hemisphere . However, significant increases in activity substantially 
above normal levels were observed in cortical areas 17 and vLS/21 B, in thalamic 
areas LGN , LPL and LPM and in the SGS of the superior colliculus. 
Unlike the procedure for intact animals, sensory input was not restricted to 
one hemifield in lesioned animals. As a result, heightened activity in area 17, 
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LGN and SGS cannot be due to differences in sensory input Most of the data 
are consistent with a hypothesis that the lesion produces inhibition of area 17, 
which then has strong functional connections with LGN, LPL, LPM and SGS 
(Vanduffel et al. , 1997). The involvement of vLS/21 B could represent a 
preferential functional interaction with the lesioned hemisphere, but could easily 
also result from a difficulty in sampling this region in coronal brain sections. The 
involvement of area 17 is a novel finding, since Rushmore (2006) did not report 
the involvement of this area. Moreover, these results represent a new avenue of 
investigation, and are anecdotally supported by findings that deactivation of area 
17 contralateral to a neglect-inducing deactivation of area pMS has the effect of 
reversing the neglect (J. Rushmore, personal communication). 
C. Experimental considerations 
It is worth noting that the statistical power in this study is low, and that the 
results represent the conclusions of a pilot study. With that in mind , every effort 
was taken to be as conservative as possible with the conclusions. 
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V. Conclusion 
Overall, these data have identified regions critically involved in the 
execution of the perimetry task. These brain regions found good agreement with 
the regions generally established in the orienting response and with studies using 
cooling deactivation of specific regions to disrupt the perimetry task. Data have 
also been presented that support the hypothesis that neglect is accompanied, at 
least in part, by a disinhibition of contralesional brain structures. Brain regions 
identified to be disinhibited did not conform to previous models (Payne and 
Rushmore, 2003), and open novel routes to investigate the neural bases of 
neglect in the feline model. 
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AN 331 
Region 
A17s 
A 17m 
A17d 
A18s 
A 18m 
A18d 
A19s 
A 19m 
A19d 
AXs 
AXm 
AXd 
A21As 
A21Am 
A21Ad 
PMLSs 
PMLSm 
PMLSd 
PLLSs 
PLLSm 
PLLSd 
VLS/21Bs 
VLS/21Bm 
VLS/21Bd 
20As 
20Am 
20Ad 
20Bs 
208m 
20Bd 
LGN 
LPL 
LPM 
Pulvinar 
CVAs 
CVAm 
CVAd 
SVAs 
SVAm 
SVAd 
SGS 
so 
SGI 
SGP 
6.133 1.085 
8.273 1.454 
6.302 1.080 
6.248 1.188 
8.268 1.650 
6.099 1.108 
6.166 0.977 
7.065 1.151 
5.876 0.888 
5.755 0.875 
6.460 0.999 
5.764 0.845 
5.542 0.863 
5.979 0.889 
5.120 0.717 
6.431 0.887 
7.064 0.949 
6.156 0.802 
5.977 0.886 
6.749 1.101 
5.830 0.890 
5.217 0.903 
5.937 0.947 
5.046 0.892 
4.135 1.001 
4.790 1.134 
4.183 1.000 
3.535 0.504 
3.900 0.568 
3.436 0.494 
9.342 2.043 
5.044 0.761 
5.168 0.302 
7.838 0.880 
5.751 0.725 
6.169 0.799 
5.228 0.630 
5.457 0.680 
5.948 0.752 
5.299 0.668 
6.908 1.321 
4.968 0.831 
4.745 0.654 
3.743 0.651 
6.315 1.163 0.974 0.059 1.3E-08 
8.302 1.593 1.017 0.137 0.612 
6.327 1.227 1.015 0.129 0.523 
6.263 1.226 1.017 0.150 0.608 
8.351 1.716 1.010 0.139 0.294 
6.068 1.184 1.024 0.133 0.906 
5.990 1.020 1.010 0.070 0.124 
6.880 1.234 1.011 0.077 0.211 
5.727 1.011 1.025 0.123 0.722 
5.745 0.822 1.019 0.137 0.836 
6.308 0.897 1.040 0.139 0.102 
5.551 0.792 1.055 0.136 0.005 
5.351 0.854 1.038 0.132 0.045 
5.822 0.873 1.028 0.134 0.486 
5.016 0.776 1.017 0.125 0.452 
6.178 0.846 1.060 0.114 0.001 
6.868 0.972 . 1.042 0.107 0.038 
6.051 0.863 1.029 0.107 0.395 
5.873 0.882 1.041 0.110 0.508 
6.541 1.043 1.056 0.113 0.023 
5.750 0.831 1.037 0.105 0.693 
5.190 1.054 1.056 0.133 0.189 
6.029 1.150 1.051 0.137 0.250 
5.079 0.981 1.051 0.137 0.246 
3.820 0.675 0.955 0.110 0.066 
4.457 0.821 0.948 0.105 0.026 
3.923 0.692 0.940 0.116 0.012 
3.362 0.547 0.998 0.120 0.788 
3.745 0.511 1.025 0.125 0.764 
3.390 0.475 1.008 0.118 0.967 
8.710 1.662 1.076 0.161 0.805 
4.593 0.571 1.099 0.031 0.017 
5.412 0.672 0.957 0.083 0.371 
4.174 0.336 1.616 0.113 0.012 
5.539 0.715 1.062 0.165 0.027 
6.020 0.816 1.049 0.153 0.236 
5.103 0.718 1.042 0.144 0.583 
5.276 0.710 1.055 0.134 0.022 
5.786 0.786 1.048 0.129 0.040 
5.224 0.731 1.036 0.136 0.486 
6.577 1.147 1.053 0.107 0.005 
4.770 0.794 1.047 0.106 0.004 
4.604 0.683 1.037 0.104 0.036 
3.588 0.552 1.048 0.126 0.023 
Table 1. Cortical regions investigated in AN 331 are listed in the first column . The average relative 
2DG uptake values for the left (Mean Left) and right (Mean Right) hemispheres for each region are 
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listed, along with their corresponding standard deviations (SO Left and SO Right). The 
interhemispheric ratio (IR) is determined by dividing Mean Left by Mean Right (UR). Note that this 
value is calculated by taking the average of (UR) for each section throughout the brain. The 
standard deviation which corresponds to the IR is also listed (SO IR). P-values in the far right 
column are indicative of a two-tailed T test and represent significant differences between regions of 
opposite hemispheres. Significant values are listed in bold. 
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AN332 
Re ion 
A17s 
A 17m 
A17d 
A18s 
A 18m 
A18d 
A19s 
A 19m 
A19d 
AX.s 
AX.m 
AX.d 
A21As 
A21Am 
A21Ad 
PMLSs 
PMLSm 
PMLSd 
PLLSs 
PLLSm 
PLLSd 
VLS/21Bs 
VLS/21Bm 
VLS/21Bd 
20As 
20Am 
20Ad 
20Bs 
208m 
20Bd 
LGN 
LPL 
LPM 
Pulvinar 
CVAs 
CVAm 
CVAd 
SVAs 
SVAm 
SVAd 
SGS 
so 
SGI 
SGP 
5.664 
6.957 
5.671 
5.489 
6.436 
5.309 
5.102 
5.587 
4.982 
5.025 
5.600 
5.036 
4.866 
5.238 
4.598 
5.417 
5.993 
5.262 
4.776 
5.981 
5.084 
4.221 
4.590 
4.328 
3.694 
4.073 
3.838 
26.646 
29.690 
18.641 
8.760 
6.999 
6.466 
8.420 
4.714 
5.314 
4.569 
4.550 
5.068 
4.467 
4.873 
4.330 
4.118 
3.507 
0.949 5.615 0.831 1.012 0.120 
1.129 6.894 0.997 1.012 0.116 
0.935 5.666 0.785 1.003 0.114 
0.985 5.494 0.869 1.003 0.124 
1.121 6.564 0.978 0.984 0.128 
0.860 5.357 0.707 0.994 0.122 
0.888 5.144 0.808 0.996 0.125 
0.938 5.688 0.854 0.986 0.119 
0.790 5.060 0.745 0.989 0.119 
0.819 5.017 0.682 1.004 0.120 
0.806 5.514 0.681 1.017 0.105 
0.723 4.972 0.679 1.017 0.115 
0.793 4.879 0.747 1.000 0.115 
0.810 5.250 0.740 1.002 0.121 
0.759 4.672 0.678 0.988 0.114 
0.894 5.297 0.792 1.022 0.103 
0.860 5.838 0.723 1.021 0.099 
0.758 5.238 0.690 1.005 0.096 
0.720 4.954 0.582 0.965 0.103 
0.674 6.032 0.612 0.993 0.085 
0.621 5.178 0.588 0.983 0.089 
0.787 4.091 0.507 1.074 0.258 
0.664 4.353 0.516 1.082 0.218 
0.673 3.937 0.520 1.140 0.241 
0.169 3.472 0.418 1.077 0.139 
0.316 3.722 0.434 1.109 0.167 
0.327 3.468 0.357 1.117 0.156 
4.773 26.664 9.228 1.118 0.433 
5.520 30.360 8.612 1.026 0.242 
3.024 22.210 6.327 0.891 0.182 
1.448 8.908 1.248 0.988 0.145 
1.165 6.456 0.803 1.070 0.147 
0.991 6.083 0.832 1.004 0.150 
1.207 8.336 1.186 1.019 0.169 
0.703 4.633 0.660 1.023 0.121 
0.812 5.283 0.760 1.010 0.108 
0.624 4.495 0.548 1.019 0.107 
0.676 4.533 0.629 1.007 0.111 
0.678 5.125 0.654 0.992 0.102 
0.627 4.515 0.559 0.992 0.105 
0.473 5.111 0.656 0.968 0.162 
0.377 4.474 0.570 0.982 0.148 
0.391 4.273 0.530 0.977 0.153 
0.329 3.611 0.502 0.987 0.157 
Table 2. Cortical regions investigated in AN 332 are listed in the first column . All other 
conventions are the same as in Table 1 
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0.404 
0.363 
0.933 
0.046 
0.043 
0.394 
0.470 
0.087 
0.149 
0.938 
0.160 
0.291 
0.650 
0.805 
0.083 
0.046 
0.046 
0.828 
0.012 
0.340 
0.067 
0.750 
0.629 
0.436 
0.270 
0.197 
0.132 
0.948 
0.757 
0.042 
0.523 
0.129 
0.990 
0.999 
0.171 
0.611 
0.145 
0.751 
0.293 
0.329 
0.045 
0.099 
0.167 
0.060 
3as 8.544 2.687 6.801 2.688 1.439 0.710 5.901E-05 
3am 10.219 2.742 8.345 2.892 1.374 0.609 5.057E-25 
3ad 7.068 1.689 5.916 2.188 1.371 0.651 5.537E-04 
5bs 6.363 2.735 4.618 1.936 1.564 0.932 8.249E-05 
5bm 7.023 2.701 5.122 1.713 1.409 0.542 1.628E-06 
5bd 5.649 2.261 4.337 2.065 1.413 0.585 4.688E-04 
4s 9.621 3.722 10.446 4.344 0.966 0.263 0.022 
4m 12.260 3.978 13.727 5.408 0.940 0.234 0.003 
4d 12.547 4.700 13.447 5.056 0.964 0.233 0.023 
4bs 11 .060 3.543 10.267 3.578 1.123 0.293 0.026 
4bm 12.803 3.672 12.393 4.581 1.108 0.343 0.278 
4bd 10.665 3.160 10.293 3.718 1.116 0.373 0.321 
Cgs 5.183 1.026 4.930 1.450 1.107 0.283 0.062 
Cgm 6.964 1.535 6.503 1.816 1.109 0.229 0.007 
Cgd 5.346 1.181 5.212 1.428 1.068 0.256 0.340 
3bs 13.075 7.146 7.718 5.465 2.271 1.156 7.13E-17 
3bm 20.371 11.225 13.101 10.119 2.009 0.848 2.24E-16 
3bd 12.003 6.239 7.898 5.215 1.733 0.561 2.83E-15 
6cls 4.348 1.092 4.350 1.152 1.031 0.271 0.987 
6clm 4.589 0.920 4.311 0.984 1.093 0.233 0.009 
6cld 3.420 0.862 3.476 0.923 1.023 0.276 0.654 
Ss 10.431 3.125 10.356 3.079 1.053 0.350 0.843 
Sm 12.648 3.807 13.127 4.091 1.010 0.335 0.299 
8d 11 .144 3.668 11 .613 3.757 0.991 0.307 0.220 
Table 3. Frontal pole regions investigated in AN 331 are listed. All other conventions are the 
same as in Table 1. 
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AN 332 FP 
Regions 
3as 
3am 
3ad 
5bs 
5bm 
5bd 
4s 
4m 
4d 
4bs 
4bm 
4bd 
egs 
egm 
egd 
3bs 
3bm 
3bd 
Gels 
Gelm 
Geld 
as 
am 
ad 
7.673 
5.066 
7.878 
7.745 
5.791 
8.671 
11.539 
11.140 
7.433 
9.248 
8.171 
3.976 
5.020 
4.065 
11 .508 
15.862 
8.832 
4.244 
4.391 
3.609 
8.655 
11 .207 
10.030 
2.201 8.196 
2.492 8.807 
1.528 6.176 
2.407 7.932 
2.432 7.511 
2.228 5.691 
3.505 8.583 
4.463 11.268 
4.645 10.639 
3.312 7.509 
3.800 9.067 
3.637 8.577 
1.877 4.669 
2.071 5.713 
1.822 4.458 
8.123 12.902 
11.370 17.147 
6.061 10.628 
1.968 4.196 
2.139 5.332 
1.625 4.502 
3.523 8.850 
3.849 11 .373 
3.984 10.366 
2.999 0.875 0.247 1.2a3E-03 
2.658 0.846 0.239 G.a34E-05 
2.675 0.819 0.316 1.4a1E-04 
3.072 1.066 0.337 0.219 
2.676 1.036 0.343 0.282 
2.271 1.001 0.347 0.327 
3.748 0.952 0.360 0.763 
4.574 0.968 0.341 0.368 
4.697 0.954 0.475 0.222 
2.896 1.027 0.566 0.138 
3.111 1.014 0.598 0.097 
2.737 0.943 0.550 0.479 
1.931 0.790 0.382 a.562E-Oa 
1.929 0.817 0.367 a.949E-Oa 
1.578 0.839 0.382 G.297E-03 
8.317 0.794 0.665 0.371 
10.947 0.789 0.676 0.543 
6.694 0.731 0.678 0.143 
1.410 0.962 0.266 0.431 
2.325 0.772 0.421 3.052E-04 
1.513 0.747 0.395 2.GG3E-OG 
3.097 0.864 0.616 0.677 
3.694 0.880 0.629 0.981 
3.688 0.867 0.623 0.548 
Table 4. Frontal pole regions investigated in AN 332 FP are listed in the first column. All other 
conventions are the same as in Table 1. 
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AN 333 Region Mean Right SO Right 
A17s 8.832 2.513 
A 17m 15.743 4.302 
A17d 9.470 2.257 
A18s 6.434 2.090 
A 18m 8.263 2.163 
A18d 5.994 1.742 
A19s 5.785 2.449 
A 19m 6.944 2.450 
A19d 5.852 2.022 
AX.s 4.548 1.729 
AX.m 6.387 1.841 
AX.d 6.117 1.244 
A21As 5.623 1.224 
A21Am 6.485 1.539 
A21Ad 4.964 1.224 
PMLSs 6.416 1.952 
PMLSm 7.972 2.118 
PMLSd 6.676 1.900 
PLLSs 5.147 1.363 
PLLSm 6.378 1.558 
PLLSd 6.041 1.530 
VLS/21Bs 11 .526 3.225 
VLS/21Bm 16.991 4.528 
VLS/21Bd 11.794 2.889 
20As 4.594 1.808 
20Am 5.026 1.198 
20Ad 4.003 1.204 
20Bs 2.983 0.693 
208m 4.463 1.081 
20Bd 3.525 1.222 
LGN 17.687 5.666 
LPL 9.276 3.409 
LPM 9.481 3.899 
Pulvinar 3.412 3.139 
CVAs 3.408 0.769 
CVAm 3.957 0.680 
CVAd 3.134 0.785 
SVAs 2.751 0.760 
SVAm 4.757 1.063 
SVAd 4.439 1.005 
SGS 5.245 0.802 
so 8.648 1.389 
SGI 4.066 0.589 
SGP 5.546 0.941 
Table 5. AN 333 (contralesional right hemisphere) regions are listed in the left column. Average 
relative 2DG uptake values in the right hemisphere are listed for each region (Mean Right) in the 
center column. The corresponding standard deviations (SO Right) are listed in the far right 
column. 
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AN 334 Region Mean Right SO Right 
A17s 10.725 3.600 
A 17m 16.419 6.191 
A17d 10.363 3.529 
A18s 7.074 2.311 
A 18m 9.806 4.096 
A18d 6.947 2.860 
A19s 6.373 2.021 
A 19m 7.815 1.969 
A19d 6.442 1.849 
AXs 4.907 1.032 
AXm 6.728 1.381 
AXd 6.841 1.229 
A21As 7.782 1.881 
A21Am 8.230 1.925 
A21Ad 6.230 1.550 
PMLSs 6.905 1.668 
PMLSm 8.450 1.869 
PMLSd 7.084 1.623 
PLLSs 5.701 1.599 
PLLSm 7.562 2.115 
PLLSd 7.495 1.802 
VLS/21Bs 14.920 4.691 
VLS/21Bm 20.086 6.093 
VLS/21Bd 15.715 5.095 
20As 3.862 1.057 
20Am 4.709 2.080 
20Ad 3.698 1.767 
20Bs 7.444 1.320 
208m 9.959 1.570 
20Bd 8.516 1.552 
LGN 20.765 2.602 
LPL 8.033 1.273 
LPM 9.536 2.101 
Pulvinar 6.159 2.281 
CVAs 3.634 0.612 
CVAm 4.540 0.760 
CVAd 3.441 0.689 
SVAs 4.087 1.122 
SVAm 5.095 1.279 
SVAd 3.925 1.049 
SGS 10.267 2.504 
so 7.035 1.964 
SGI 6.401 1.393 
SGP 4.845 1.142 
Table 6. AN 334 (contralesional right hemisphere) regions are listed in the left column . Average 
relative 2DG uptake values in the right hemisphere are listed for each region (Mean Right) in the 
center column. The corresponding standard deviations (SO Right) are listed in the far right 
column. 
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Contralesional Re ion Contralesional Activity 
A17s Increase 
A17m Increase 
A17d Increase 
A 18s No change 
A 18m No change 
A 18d No change 
A19s No change 
A 19m No change 
A 19d No change 
AX.s No change 
AX.m No change 
AX.d No change 
~1~ No~a~e 
~1 Am No change 
~1 Ad No change 
PMLSs No change 
PMLSm No change 
PMLSd No change 
PLLSs No change 
PLLSm No change 
PLLSd No change 
VLS/21Bs Increase 
VLS/21Bm Increase 
VLS/21 Bd Increase 
20~ No change 
20Am No change 
20Ad No change 
20Bs No change 
208m No change 
20Bd No change 
LGN Increase 
LPL Increase 
LPM Increase 
Pulvinar No change 
CV ~ Decrease 
CVAm Decrease 
CVAd Decrease 
SVAs No change 
SV Am No change 
SV Ad No change 
SGS Increase 
SO No change 
SGI No change 
SGP No change 
Table 7. Contralesional regions from AN 333 and AN 334 are listed in the left column. Contralesional activity was 
compared to activity in the intact brain (AN 331 , AN 332). Significant increase in contralesional regions occurred when 
relative 2DG uptake values exceeded 150% of the uptake observed in intact brains. Significant decrease in contralateral 
regions occured when relative 2DG uptake values were 50% that of intact brains. Significant changes, and their directions, 
are listed in bold. 
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Figure 1. The left column shows a comparison of relative 2DG uptake values in the left and right hemispheres of all layers of Area 17. Layers include superficial (A17s), 
middle (A 17m) and deep (A17d). Average 2DG uptake is represented in raw values (thin lines) and 6 point moving average values (thick lines). The left hemisphere is 
represented in blue, and the right hemisphere in red . In the right column, interhemispheric ratios (IRs) are given for each layer throughout a region's rostrocaudal extent. 
The IR is represented on the y-axis, and is calculated by dividing values from the left hemisphere by values from the right. An IR greater than 1 indicates heightened 
activity is observed in the left hemisphere, an IR less than 1 indicates heightened activity is observed in the right hemisphere, and an IR of 1 indicates identical activity is 
observed in both hemispheres. Activity documented here is representative of an individual animal (AN 331 ), noted in the upper right corner. 
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Figure 3. Activity specific to Area 19 is shown. All conventions are identical to Figure 1. 
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Figure 5. Activity specific to Area 21A is shown. All conventions are identical to Figure 1. 
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Figure 11. Activity specific to the following midbrain structures are shown: the lateral geniculate nucleus (LGN), the nucleus lateralis 
posterior medialis (LPM) the nucleus lateralis posterior lateral is (LPL) and the pulvinar. These regions are part of the lateral posterior-
pulvinar complex. No layering is present or documented. All other conventions are identical to Figure 1. 
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Areas 17, 18 and 19: Hemispheric Averages AN 331 
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Figure 12. Average relative 2DG uptake values are shown for the left and right hemispheres of Areas 17, 18 and 19. Values are 
representative of a single animal , documented in the upper right corner (AN 331 ). The asterisk denotes a statistically significant difference 
between hemispheres, determined by a two-tailed T test. 
Areas PMLS and PLLS: Hemispheric Averages AN 331 
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Figure 13. Activity is shown for PMLS and PLLS . All other conventions are identical to Figure 12. 
Areas SVA and CVA: Hemispheric Averages AN 331 
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Figure 14. Activity is shown for SVA and CVA. All other conventions are identical to Figure 12. 
Area 21 A: Hemispheric Averages AN 331 
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Figure 15. Activity is shown for Area 21 A. All other conventions are identical to Figure 12 . 
Area X: Hemispheric Averages AN 331 
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Figure 16. Activity is shown for Area X. All other conventions are identical to Figure 12 . 
layers ofthe Superior Colliculus: Hemispheric Averages AN 331 
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Figure 17. Activity is shown for all layers of the SC. All other conventions are identical to Figure 12. 
Areas 20A and 208: Hemispheric Averages AN 331 
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Figure 18. Activity is shown for Areas 20A and 208. All other conventions are identical to Figure 12 . 
Area VLS/21 B: Hemispheric Averages AN 331 
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Figure 19. Activity is shown for Area VLS/218. All other conventions are identical to Figure 12. 
LGN, LPL, LPM and Pulvinar: Hemispheric Ate rages AN 331 
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Figure 20. Activity is shown for LGN, LPL, LPM and pulvinar. All other conventions are identical to Figure 12. 
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Figure 21. Activity for Area 17 is shown in a new animal (AN 332). The animal is noted in the upper right corner. All other conventions are 
identical to Figure 1. 
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Figure 22. Activity for Area 18 is shown. All other conventions are identical to Figure 21 . 
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Figure 25. Activity for Area 21Ad is shown. All other conventions are identical to Figure 21 . 
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Figure 26. Activity for PMLS is shown. All other conventions are identical to Figure 21 . 
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Figure 29. Activity for CVA is shown . All other conventions are identical to Figure 21 . 
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Figure 30. Activity for all layers of the SC is shown. All other conventions are identical to Figure 21 . 
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Areas 17, 18 and 18: Hemispheric Averages AN 332 
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Figure 32. Average relative 2DG uptake values are shown for the left and right hemispheres of Areas 17, 18 and 19. Values are 
representative of a new animal , documented in the upper right corner (AN 332). Asterisks denote a statistically significant difference 
between hemispheres, determined by a two-tailed T test. 
PMLS and PLLS: Hemispheric Averages AN 332 
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Figure 33. Activity for PMLS and PLLS is shown. All other conventions are identical to Figure 32. 
SVA and CVA: Hemispheric Averages AN 332 
6 
R 
e 
I 
a 
t 4 
i 
v 
e 
I 
...... 
0 I -..! 2 
D 
G 
u 
p 2 
t 
a 
k 
e 
0 
LSVAs RSVAs LSVAm RSVAm LSVAd RSVAd LCVAs RCVAs LCVAm RCVAm LCVAd RCVAd 
Figure 34. Activity for SVA and CVA are shown . All other conventions are identical to Figure 32. 
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Area 21A: Hemispheric Averages 
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Figure 35. Activity for Area 21A is shown. All other conventions are identical to Figure 32 . 
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Area X: Hemispheric Averages AN 332 
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Figure 36. Activity for Area X is shown. All other conventions are identical to Figure 32. 
Layers of the Superior Colliculus: Hemispheric Averages AN 332 
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Figure 37. Activity for all layers of the SC is shown. All other conventions are identical to Figure 32. 
Areas 20A and 208: Hemispheric Averages AN 332 
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Figure 38. Activity for Areas 20A and 208 is shown. All other conventions are identical to Figure 32. 
Area VLS/218: Hemispheric Averages AN 332 
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Figure 39. Activity for Area VLS/21 B is shown. All other conventions are identical to Figure 32. 
LGN, LPL, LPM and Pulvinar: Hemispheric Averages AN 332 
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Figure 40. Activity for LGN , LPL, LPM and pulvinar is shown. All other conventions are identical to Figure 32. 
...... 
...... 
~ 
Areas 3a and 4: Hemispheric Averages AN 331 FP 
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Figure 41. Activity for the frontal pole (FP) regions 3a and 4 is shown. Conventions are identical to Figure12, except that regions here are 
unique to the FP. Values are representative of a single animal (AN 331 FP) , noted in the upper right corner. 
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Figure 42. Area 3b is shown. All conventions are identical to Figure 41 . Area 3b showed significant physical asymmetry and an unpaired 
T-test was used to test for significance. 
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Figure 43. Activity for 5b is shown. All other conventions are identical to Figure 12. 
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Figure 44. Activity for 4b is shown . All other conventions are identical to Figure 12. 
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Figure 45. Activity for CG is shown. All other conventions are identical to Figure 12. 
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Figure 46. Activity for 6cl is shown. All other conventions are identical to Figure 12. 
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Figure 47. Activity for Area 8 is shown. All other conventions are identical to Figure 12. 
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Figure 48. Activity for the frontal po le (FP) regTons 3ais ~shown.Conventions are identical- toF igure 32~ except that regions here are 
unique to the FP. Values are representative of a single animal (AN 332 FP), noted in the upper right corner. 
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Figure 49. Activity for Area 3b is shown. All conventions are identical to Figure 48. Area 3b showed significant physical asymmetry and an 
unpaired T-test was used to test for significance. 
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Figure 50. Activity fo r Area 5bis-shown . All other conventions are identicalto Figur e 48. 
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Figure 51. Activity for Area 4 is shown. All other conventions are identical to Figure 48. 
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Figure 52. Activity for Area 4b is shown . All other conventions are identical to Figure 48. 
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Figure 53. Activity for CG is shown. All other conventions are identical to Figure 48 . 
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Figure 54. Activity for 6cls is shown. All other conventions are identical to Figure 48. 
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Figure 55. Activity for Area 8 is shown . All other conventions are identical to Figure 48. 
....... 
1\.) 
<.0 
Relative 
2DG 
Uptake 
17s 
-- - - ---- . ~~ .~-- --- --- -- ---· 
4 -- -- - - --=--=-= 
8 "t 6 - ~~
: t - -:=-:-It :=_-.. ' ~-. 
331 331 
Left Right 
331 331 
Left Right 
332 332 
Left Right 
17m 
332 332 
Left Right 
17d 
1 2 .-----------
333 334 
Right Right 
333 334 
Right Right 
10 -+--- • 1 
8 -f-- ----
-----
2 ,- -- -
:~'- -~ 
0 1- . .,..._,_ . - . ---,--IR-, 
331 331 
Left Right 
332 332 
Left Right 
333 
Right 
334 
Ri ght 
18s 
12 ~--- ----------------
10 '--·- ---
8 
6 
4 -
2 
0 -,- - ---.--'-r--r--0...., 
331 331 
Left Right 
18 .--
16 
14 
332 332 
Left Right 
18m 
333 334 
Right Right 
u -
'! 11181 
Q ,-_,-,I I I rl 
331 331 
Left Right 
332 332 
Left Right 
18d 
333 334 
Right Right 
12 
10 
8 
19s 
~ ttl . . H.-- L_l 
331 331 
Left Right 
331 331 
Left Right 
332 332 
Left Right 
19m 
332 332 
Left Right 
19d 
333 334 
Right Right 
333 334 
Right Right 
~~ I ~~ t-----8 8-r-----
~ -- r- }1. 11 ~ =---1 .. 1--.1 . t-~ 
331 331 
Left Right 
332 332 
Left Right 
333 
Right 
334 
Right 
331 331 
Left Right 
332 332 
Left Right 
333 
Right 
334 
Right 
Figure 56. Right unilateral surgical ablation of visual cortex was performed in AN 333 and AN 334. Activity in the contralesional hemispheres (333 Right and 334 Right) 
was compared to activity in the left and right hemispheres of intact brains (331 Left, 331 Right, 332 Left and 332 Right). Significant difference in the contralesional 
hemisphere is defined by a change in the relative 2DG uptake value in excess of 150% that of the intact brain. Regions that display significant difference are 
documented in Table 5. Distinct regions are separated into columns, and distinct layers separated into rows. Superficial (s) , middle (m) and deep (d) layers are noted for 
each region. Average relative 2DG uptake values are shown here for Areas 17, 18 and 19. 
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Figure 57. Activity for Areas X and 21A is shown. All other conventions are identical to Figure 55. 
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Figure 58. Activity for SVA and CVA is shown. All other conventions are identical to Figure 55 . 
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Figure 59. Activity for Areas 20A and 208 is shown. All other conventions are identical to Figure 55 . 
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Figure 60. Activity for all layers of the SC is shown. All other conventions are identical to Figure 55. 
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Figure 61. Activity for all layers of the SC is shown. All other conventions are identical to Figure 55 . 
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Five-Round Crvosectioning Cycle 
Round 1 Coverslip Discard Discard Discard Discard 
Round 2 Coverslip Discard Discard Discard Discard 
Round 3 Coverslip Discard Discard Discard Discard 
Round 4 Coverslip Discard Discard Discard Discard 
Round 5 Coverslip Slide Slide Slide Discard 
(Nissl) (AChE) (Myelin) 
Schematic 1. The f1ve round cycle of cryosect1omng IS Illustrated. Each round (1-5) cons1sts of 
five rotations of the cryostat, producing five coronal sections of brain tissue. The first section in 
each round is mounted on a glass coverslip. In Round 1, 2, 3 and 4, the next four sections are 
discarded. In Round 5, the next three sections are used for histochemistry (Nissl, 
acetylcholinesterase, and Myelin stains). Acetylcholinesterase is abbreviated AChE. The final 
section of the cycle is discarded, and the cycle is repeated until the rostra-caudal extent of the 
brain is sectioned . 
135 
1""- / 
Developer 
(10min) 
v 
"' 
Development Process of Radiographic Films 
" 
/ I" / 
Stop Fixer 
Bath 
Wash (8 min) 
..... 
(2m in) 
1-+1 
(2m in) f-+ 
I/ 
" v ' 
Water 
Cage 
(20m in) 
Schematic 2. The shapes represent containers , and the text represents the contents of each 
container. The time each radiograph was exposed to each solution is noted in parentheses. The 
third shape represents gently washing each film with water. The fifth container, "water cage ," 
represents where each film was housed following the development process. After 15 films had 
been fixed , two drops of Hypo-check were added to the fixer to test for exhaustion . If the Hypo-
check turned white in solution (indicating exhaustion), the fixer was discarded and a new solution 
was created . 
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