This paper investigates the approximation power of three types of random neural networks: (a) infinite width networks, with weights following an arbitrary distribution; (b) finite width networks obtained by subsampling the preceding infinite width networks; (c) finite width networks obtained by starting with standard Gaussian initialization, and then adding a vanishingly small correction to the weights. The primary result is a fully quantified bound on the rate of approximation of general general continuous functions: in all three cases, a function f can be approximated with complexity
Introduction
The goal of this work is to investigate the approximation power of the following three classes of functions: letting σ r (z) := max{0, z} denote the ReLU (Rectified Linear Unit),
Infinite width networks
where µ is a signed measure over weights and biases (a, b);
where (a i , b i ) and signs s i ∈ {−1, +1} are sampled from the preceding signed measure µ;
where (a i , b i ) and u follow standard Gaussian initialization, with additional vanishingly small corrections (w i , v i ) (i.e., (w i , v i ) 2 ≪ (a i , b i ) 2 ).
The primary contribution, in Theorem 2.1, Theorem 3.1 and Theorem 4.1 is that all three classes of functions can ǫ-approximate a given continuous function f with their own suitably-defined complexities scaling with f 1 ( d /δ) O(d) , where |f (x) − f (x ′ )| = O(ǫ) when x − x ′ ≤ δ over some compact set.
Section 2 develops infinite width networks, where the natural complexity measure is µ 1 , the total mass of the signed measure, which can be interpreted as the total weight of the output layer. In addition to the approximation of continuous functions in Theorem 2.8, contributions include exact representation of analytic radial functions and Gaussian densities (Lemmas 2.4 and 2.5), an elementary proof scheme for approximating functions via convolutions with radial basis functions (Lemma 2.6), and approximation rates with convolutions over radial basis functions.
Section 3 develops sampled networks, where the complexity is now the number of nodes and a bound on their weights. Two different sampling schemes, based on prior work Barron (1993) ; Gurvits and Koiran (1995) , give sampling routines for ReLU and RBF networks in the L 2 and uniform metrics. The sample complexity scales directly with µ 2 1 , justifying the definition. Section 4 develops corrected networks, where the key complexity consideration is to have the Frobenius norm on the correction weights vanish as the network width increases; in this way, the work investigates the over-parameterized regime now familiar in deep learning (Allen-Zhu et al., 2018b) , but directly with ReLU activations in the approximating and target networks, and from a purely approximation-theoretic perspective. These bounds are only shown for L 2 metrics. The section allows develops multi-layer approximation results, and invokes them to show that within this regime, the depth separation phenomenon still holds: there exist polynomially-sized 3-layer networks close to random initialization which can not by approximated by 2-layer networks of sub-exponential size.
Section 5 closes with a few open problems. Before moving on to related work, notation, and the body of the paper, it is a good time to stress the metrics used in this work. For infinite width and sampled networks (Sections 2 and 3), both uniform norm over compact set and L 2 (P ) for any probability measure P are considered. While uniform approximation is the gold standard in this literature (Funahashi, 1989; Hornik et al., 1989; Cybenko, 1989) , L 2 was used by Barron (1993) to develop approximations which are not merely worst-case, and have some sensitive to the approximated function, as is slightly the case here (via the quantity f 1 ). The results in the correction matrix (over-parameterized) regime in Section 4 rely upon the L 2 metric, and while it is not shown that uniform approximation is impossible, there is some evidence that things break or become much more expensive with the uniform metric. On the other hand, since the probability measure underlying the L 2 metric is allowed to be arbitrary, these approximation guarantees can still be invoked in machine learning contexts (e.g., they still imply that the approximant can achieve a population risk similar to the target function).
Related work
A primary inspiration for this work was the recent literature on over-parameterized and infinitewidth networks (Allen-Zhu et al., 2018a,b; Du et al., 2018a; Li and Liang, 2018; Zou et al., 2018; Oymak and Soltanolkotabi, 2019; Andoni et al., 2014; Du et al., 2018b; Arora et al., 2019; Cao and Gu, 2019; Ghorbani et al., 2019; Araújo et al., 2019; Safran and Shamir, 2017; Neyshabur et al., 2018) . The contributions in these works are algorithmic, primarily showing convergence of standard descent methods, whereas the focus of the present work is purely approximation-theoretic. In Section 4, the main lemma statements resemble statements in (Allen-Zhu et al., 2018a,b) , but as mentioned before they forego smooth activations, and focus on approximation-theoretic considerations (e.g., approximation of continuous functions in some metric over infinitely many points, rather than a finite point set).
The primary celebrated approximation theory for shallow networks is universal approximation, which refers to approximation of continuous functions over compact sets in the uniform metric (Cybenko, 1989; Hornik et al., 1989; Funahashi, 1989) . In contrast to this vast prior work, the present analysis gives explicit rates of approximation for all continuous functions, moreover with elementary self-contained constructions. These constructions pass through a radial basis function step, which is also the approach of (Mhaskar and Micchelli, 1992) ; the short convolution-based proof in Lemma 2.6 however does not seem to have appeared before. That said, it can also be interpreted as an abstraction of Bernstein's proof of the Weierstrass Approximation Theorem (Alon and Spencer, 2016) . The preceding constructions are worst-case; by contrast, the approach of Barron (1993) gives potentially much better rates, but the complexity measure is somewhat opaque and moreover can be infinite for general continuous functions.
Section 3, as mentioned before, samples using known techniques: the Maurey method for L 2 (P ) approximation (Pisier, 1980; Barron, 1993) , and uniform convergence techniques (with parameters and data switched) for uniform approximation (Gurvits and Koiran, 1995; Sun et al., 2018) .
Common notation
An integral over a signed measure is the infinite-width analog of a linear combination of nodes, where the linear combination can have positive and nonpositive terms. For a signed measure µ, there is a unique (up to null sets) Jordan decomposition µ = µ + − µ − , where µ ± are disjoint nonnegative measures.
Define µ 1 := µ + 1 + µ − 1 , where µ ± 1 = µ ± (R q ) denotes total mass. To sample from a signed basis measure µ over basis functions x → p(x; v) with parameters v ∈ R q , note that µ := (µ + + µ − )/ µ + is a probability measure; therefore first draw parameter v fromμ, then define sign s ∈ {−1, +1} based on whether v fell in the support of µ + or µ − ; in this way, lettingμ denote the resulting measure on (s, v),
The main basis measures considered here as follows.
• A ReLU measure leads to a function of the form σ r (a T x − b) dµ(a, b). Refinements here are Gaussian ReLU measures where µ is written as a Gaussian N (0, I) over weights a and a conditional distribution µ b|a over biases b; the support of the bias will always be specified, and affects the sampling rates in Section 3. Lastly, radial ReLU measures have a Gaussian N (0, I) over a producted together with a signed measure on nonnegative biases; by rotational invariance of Gaussians, the resulting functions are radial.
• An RBF measure ν is a signed measure on centers of Gaussian RBFs p σ of some fixed variance σ 2 I, meaning
This work will use RBFs along the way to approximate other functions with ReLUs.
There is a nuisance to note: these measures and corresponding functions will often only be valid for x within some compact set; otherwise the measures can easily fail to be finite. The standard quantity for rates of approximation of continuous functions is the modulus of continuity, defined for f : R d → R and δ > 0 as
note ω satisfies ω(δ) < ∞ and lim δ↓0 ω(δ) = 0 when R < ∞ and f is continuous.
The approximation metrics will be the uniform metric f u := sup x∈R d |f (x)|, which might be used together with a truncated function f |R (x) := f (x)1 x ≤ 1 , and the L 2 (P ) metric for any probability metric P , defined as
where B 2 ≤ B ∞ := f |R u is an (unsightly) complexity quantity that will enter some bounds. Define f 1 := |f (x)| dx, over the Lebesgue measure; due to the use of convolutions in constructing approximations, f 1 will appear in the approximation complexities.
Corrected networks will be written most often in matrix notation:
where σ r is applied coordinate-wise (with the appropriate dimensions), (U, A, b) have Gaussian coordinates, and (deterministic) corrections (W, v) will have vastly smaller norms as measured by the Frobenius norm, meaning (W, v) F ≪ (A, b) F , where the parentheses indicate the extra vector is appended as an additional column.
Infinite width networks
The main byproduct of this section is the following approximation rate for continuous functions by infinite width ReLU networks.
Theorem 2.1 (Simplification of Theorem 2.8). Let f : R d → R and δ > 0 be given, and define
for a Gaussian ReLU measure µ where µ b|a is supported on [−R a , ∞), and
The first step of the proof, occupying the next subsection, is to develop exact constructions of (analytic) radial functions, leading to an exact construction of Gaussian densities with infinite width ReLU networks in Lemma 2.5; it is thanks to this construction that g = h above, where h is a ReLU network and g is an RBF network.
The second step Lemma 2.6, an elementary lemma showing that convolving a continuous function with a localized basis (e.g., with a Gaussian RBF) does not change it much, which gives rise to the function g above. Combining these two parts leads to a proof of Theorem 2.8 and its simplification Theorem 2.1 above.
Note that Theorem 2.1 is stated with the uniform norm; Theorem 2.8 also gives bounds in L 2 (P ) (as well as bounds for infinite width RBF networks), but while these L 2 (P ) bounds are potentially better, they rely upon the quantity B 2 which is more awkward than B ∞ .
Radial functions
The first step is to approximate univariate functions; since ReLUs track changes in slope, unsurprisingly the norm of the corresponding measure depends on second derivatives. This measure was recently shown by Savarese et al. (2019) to give constructions with minimal norm in function space.
Lemma 2.2. Let twice continuously differentiable f : R → R be given with f (0) = f ′ (0) = 0. Then, for any x ≥ 0,
In particular, f can be represented with a ReLU bias measure on [0, B] with mass B 0 |f ′′ (b)| db. The proof follows by integration by parts. This measure can now be combined (producted!) with a Gaussian measure on weights to obtain radial functions. To see why radial functions are easy to represent by ReLU networks with Gaussian weights, note, by rotational invariance of the Gaussian and positive homogeneity,
this also demonstrates the convenience of working with expectations (and integrals) rather than finite networks. Combining this approach with the nonnegative measure from Lemma 2.2 gives the following estimates for powers of norms.
Lemma 2.3. Let even power p be given, and let µ p denote the Radial ReLU measure obtained from the bias measure
and for any x ≤ B, µ p 1 ≤ 2dB p−1 .
This leads to a handle on many radial functions: if f (x) = F ( x 2 ) where F is analytic, then
which gives a radial ReLU measure by replacing x 2i with its radial ReLU measure.
and the corresponding ReLU measure µ for x ≤ B satisfies
The Gaussian density has this form: p σ (x) = F ( x 2 ) where F (z) := exp(−z/(2σ 2 ))/(2πσ 2 ) d/2 is analytic. Thanks to a change-of-measure trick, the sum defining this measure can be shown convergent, leading to the aforementioned exact construction of Gaussian densities.
The appearance of 1/δ d in µ 1 may seem unsavory, however it is not too unsurprising given proofs that many basic radial functions require exponentially large ReLU norm (Eldan and Shamir, 2015; .
Continuous functions
The general approximation of continuous functions via convolutions with radial functions is as follows.
Lemma 2.6. Let (f, δ, ǫ, R, B 2 , B ∞ ) be given and defined as in Theorem 2.8. Let p denote the density of some Lebesgue continuous measure µ, and define
The full proof is given in the appendix, but the core of the proof for the uniform norm is as follows; the case of L 2 (P ) follows the same structure. To start, note for x ≤ 1 that
To remove the last term,
Splitting the (remaining) first term further,
When µ = N (0, σ 2 I), the behavior of the final tail probability is a standard χ 2 bound. To invoke Lemma 2.6 to prove Theorem 2.8, it is necessary to write not just Gaussian densities at the origin as ReLU measures (as in Lemma 2.5), but also those not at the origin. The following lemma shows how to do this, now with Gaussian ReLU measures rather than radial ReLU measures.
Combining all of these pieces leads to Theorem 2.8 as follows, which immediately gives Theorem 2.1 as a corollary.
Theorem 2.8. Let (f, δ, ǫ, σ, R, B 2 , B ∞ ) be given and defined as in Theorem 2.8. Let P be a probability measure on {x ∈ R d : x ≤ 1}.
1. The RBF measure dν = f |R dz supported on RBFs with variance σ 2 I and centers v ≤ R and corresponding RBF mixture g(
2. Let µ v denote the ReLU measure (granted by Lemmas 2.5 and 2.7) for a Gaussian N (v, σ 2 I) with v ≤ R, and define the ReLU measure dµ = f |R (z) dµ z dz and corresponding ReLU mixture h. Then h = g (and thereby inherits the preceding approximation guarantees), and
and µ is a Gaussian ReLU measure with µ b|a supported on [− a R, ∞).
Sampled networks
This section culminates in the following bound.
Theorem 3.1 (Simplification of Theorem C.2). Let f : R d → R and δ > 0 and ρ > 0 be given, and let (ǫ, R, µ) be given as in Theorem 2.1. Let ((s i , a i , b i )) n i=1 be sampled from µ, and choose
Then with probability at least 1 − ρ over the draw of
The strategy is to sample from the ReLU measure constructed in Theorem 2.1; the measure mass µ 1 and support of µ b|a there were crucial in determining the sample complexity n here, and in turn the estimates on a i and b i will be needed for corrected networks in the next section.
Consider once again the choice of norm. In what follows, both uniform and L 2 (P ) guarantees are provided. For sampling RBFs, the L 2 (P ) bound has an important difference, namely the removal of a factor that could scale with input dimension. Unfortunately, the ReLU sampling analysis does not quite remove this term; it appears possible, though perhaps complicated already in cases like the convolution construction of µ in Theorem 2.1.
Sampling lemmas
The first approach is a standard tool from function approximation, indeed with neural networks (Barron, 1993) : the Maurey lemma (Pisier, 1980) . This technique leads to bounds in L 2 (P ), for any probability measure P .
Lemma 3.2 (Maurey and McDiarmid)
. Let basis probability measureμ over signs and parameters parameters (s, v) ∈ ±1 × V as well as a probability measure P over x ≤ 1 be given. Then
and with probability at least 1 − ρ over an iid draw of ((
The proof follows the usual Maurey scheme, expanding the square; the deviations follow from McDiarmid's inequality.
The second technique, for the uniform norm, is to apply standard generalization tools, but with the role of parameters and data swapped; uniform control on members of a function class ("uniform convergence") becomes a uniform norm over possible inputs. This technique has been rediscovered a few times; e.g., Gurvits and Koiran (1995) referred to the VC dimension of the data as a co-VC dimension, and similarly the technique was used recently with Rademacher complexity and neural networks (Sun et al., 2018) .
Lemma 3.3. Let basis probability measureμ over (s, v) ∈ ±1 × V be given with |p(x; v)| ≤ c almost surely for x ≤ 1 and all v ∈ V. With probability at least 1 − ρ over ((
Applying these tools to sampling RBF measures is straightforward; the L 2 (P ) calculations are direct, and the Rademacher calculation is direct from standard Rademacher tools; the lemma and proof are relegated to the appendix.
In the case of the ReLU, if µ has bounded support, everything is similarly direct. In the case of Gaussian ReLU measures, a little bit of care is needed to first truncate the Gaussian.
As mentioned above, the RBF bounds exhibit a savings with L 2 (P ), but a looseness in the analysis or assumptions prevents its appearance with ReLU measures; they are still bother presented here for the intrepid reader.
Lemma 3.4. Let ReLU measure µ and probability measure P over x ≤ 1 be given, and define
in the support of µ satisfy a ≤ Q and |b| ≥ −R a −R 1 . Then with probability at least 1 − ρ over the construction of f n ,
2. Suppose µ is a Gaussian ReLU measure with µ b|a supported on [− a R − R 1 , ∞). Then with probability at least 1 − ρ over the construction of f n ,
where Q 2 = d + 8d ln(3n/ρ), and a i ≤ Q and
Combining these pieces with Theorem 2.8 gives approximation guarantees for continuous functions, stated in full in the appendix as Theorem C.2), and simplified into Theorem 3.1.
Corrected networks
In greater detail, a corrected network evaluates x → U σ r (A + W )x + (b + v) , with random coordinates U ∼ N (0, τ 2 ) and A ∼ N (0, 1 /m) and b ∼ N (0, 1 /m) where A ∈ R m×d , but (W, v) are deterministic. Since (W, v) will be allowed to scale with 1 /τ, pushing τ inside the σ r above reveals its role as a signal-to-noise ratio between A and W . The goal in this regime is to establish good
As before, the section starts with an approximation rate for continuous functions.
Theorem 4.1. Let f : R d → R and δ > 0 and ρ > 0 be given, as well as (ǫ, R, n) as in Theorem C.2, and m = Ω(n ln( 1 /ρ)). Then there exist corrections (W, v) ∈ R m×d × R m with
so that, with probability at least 1−δ, the resulting corrected network f m (with
The proof combines a general lemma given below in Lemma 4.2, saying that a shallow network can be corrected towards a target function, with the sampled target function from Theorem C.2.
This section also develops a multi-layer lemma in Lemma 4.3. In that proof, the inner weight matrices A i have shape m × m, and a careful concentration analysis is required show things things improve with m. This concentration analysis seems to be sensitive to the inputs; instead trying to proceed with uniform bounds (e.g., by repeating the earlier uniform sampling technique as in Lemma 3.3) produces bounds which go down with m /m; that is to say, they don't.
Combining this multi-layer lemma with a known depth separation result due to Daniely (2017) establishes that depth separation still occurs with these corrected networks. The bound uses notation from the multi-layer case and appears at the end of this section.
Single-layer correction
In this subsection and its proofs, there is a targetŨ σ r (W x +ṽ) with (Ũ ,W ,ṽ) ∈ {−1, +1} 1×p × R p×d × R d . The method of proof is to distribute the entries of (W ,ṽ) across (W, v); thus, despite (W, v) F ≪ (A, b) F (with the effect becoming more pronounced with increasing overparameterization m), the Gaussian entries in (A, b) cancel and the network overall points in the direction of the target network.
The parameterization and tradeoffs of the lemma are similar to those of Lemma G.1 of (Allen-Zhu et al., 2018a), which had to follow a more complicated route with a smooth target function and frozen activations in the approximant; on the other hand, that proof provided a gradient descent analysis, whereas the goal here is only approximation.
Lemma 4.2. Consider a target network f (x) =Ũ σ r (W x +ṽ), and let ρ be given. Define
Then there exists a correction (W, v) with
so that for all m ≥ M and any distribution P on x, with probability at least 1 − ρ over (U, A, b), the resulting corrected network g satisfies
The main thing to note is that E A F = Θ( √ d) and E b 2 = Θ(1), whereas W F and v 2 go to zero with m.
Multi-layer correction
The target function in this setting will be written as
, and the corrected network is
are all initialized entry-wise iid according to N (0, 1/m), and U L is initialized coordinate-wise iid according to N (0, τ 2 ).
By again distributing the entries of (W i ,ṽ i ) across (W i , v i ), it is possible to created a corrected multilayer network with f ≈ g, despite the random initialization vastly exceeding the correction in norm. Since the inner dimensions of f and g differ, the proof maintains encoding and decoding matrices which can be used to convert between the two, and moreover establishes that they are close throughout the layers.
Controlling the error due to random initialization in these steps takes inspiration from (Allen-Zhu et al., 2018b). As discussed before, care is needed in the concentration steps to correctly handle the cancellations of the random entries.
Lemma 4.3. Let L ≥ 3 and ρ be given. Define
Then there exist correction matrices W := (W 1 , . . . , W L−1 ) and biases v :
s.t. for all m ≥ M and any data distribution on x, with probability at least 1 − ρ over the draw of
Thanks to the preceding lemma and aforementioned depth separation results , depth separation for corrected networks easily follows. 
where P is uniform on the product of two spheres of unit radius (each in d/2 dimensions).
Open problems
Despite the appearance of f 1 , the constructions here are still fairly worst case; instead, for a given f , is there a handle on the minimum norm µ giving rise to it? As mentioned earlier, in the univariate case, the answer seems to be given by Lemma 2.2 (Savarese et al., 2019). The depth separation in Theorem 4.4 is only between 2 and 3 layer networks. There are deeper separation results, but they require exponential Lipschitz constants, which break Lemma 4.3 (Telgarsky, 2015) ; is there either a way to improve either to get multi-layer depth separation in the corrected network regime? A Technical lemmas
A.1 Properties of Gaussians
Most Gaussian concentration here relies upon the following celebrated bound.
Lemma A.1 (Gaussian concentration; Theorem 2.4 of (Wainwright, 2015) ). Let (z 1 , . . . , z n ) be standard Gaussian random variables, and f : R n → R be a ρ-Lipschitz function (in ℓ 2 ). Then, with probability at least 1 − δ,
The following lemma collects together all the main Gaussian properties used throughout, derived mainly via the preceding bound but also a few other standard Gaussian facts.
Lemma A.2.
1. Given (g 1 , . . . , g r ), with probability at least 1 − δ, |{i : g i ≥ 0}| ≥ r/2 − r ln(1/δ)/2. 1 − δ, (g 1 , . . . , g r ) ∞ ≤ 2 ln(2r/δ).
With probability at least
3. Let (u 1 , . . . , u r ) be nonnegative, A ∈ R m×d be a Gaussian random matrix with rows g i , and
W ∈ R ×d be a (deterministic) matrix with rows w i . Then for any y ∈ R d ,
and with probability at least 1 − δ,
4. Let (g 1 , . . . , g r ) be standard Gaussian random variables. Then
5. Let A ∈ R m×d be a Gaussian random matrix with rows a i , Then for any
6. Let Gaussian random vector x := (x 1 , . . . , x n ) be given with entries drawn iid from N (0, σ 2 ).
Then E x 1 = n 2σ/π, and with probability at least 1 − δ,
7. Given Z ∼ N (0, σ 2 I) with Z ∈ R d and variance σ 2 := δ 2 /(d + 8d ln(2/τ ) for some τ > 0,
Proof.
This follows from Hoeffding's inequality applied to the indicator random variables
2. This follows by union bounding over r applications of Lemma A.1 with f (g) = g (which is 1-Lipschitz) and δ replaced with δ/n.
3. For the expectation, by rotational invariance,
For the deviations, it suffices to verify the map is ( u ∞ y √ r)-Lipschitz and to apply Lemma A.1: letting a ′ i denote the rows of another matrix
For the expectation,
For the concentration, it suffices to note g → g 1 is √ r-Lipschitz and apply Lemma A.1:
given another such vector g ′ ,
5. Let (z 1 , . . . , z m ) be iid χ 2 random variables. Each σ r ((a j ) T y) 2 is distributionally equivalent to (a T j y) 2 /2, which by rotational invariance is equivalent to y 2 z j /2. By standard χ 2 concentration (Wainwright, 2015, Example 2.5), with probability at least 1 − δ,
6. Note that the mapping x → x 1 is √ n-Lipschitz, as verified by
, so the claim follows by via Lemma A.1.
7. By standard χ 2 concentration (Wainwright, 2015, Example 2.5),
8. Temporarily ignoring the normalization √ 2π, the first integral is direct from
using integration by parts and a standard Gaussian tail lower bound,
B Deferred proofs from Section 2
Before proceeding with the proofs, note the following convenient lemma which shows how to control the norm of a basis measure defined in terms of others.
Lemma B.1. Let {µ v : v ∈ V} be a family of basis measures, and let ν be a nonnegative measure over v, and let f : V → R be given. Then the basis measure
Proof. Let µ v± be the positive and negative parts of each µ v , and let f ± denote the positive and negative parts of f . Then
and
Proof of Lemma 2.2. Using integration by parts,
Proof of Lemma 2.3. To start, by rotational invariance of the Gaussian measure and positive homogeneity, considering the case x > 0 (since otherwise x = 0 and thus Eσ r (a T x) p = Eσ r (0) = 0),
Next, by Lemma 2.2, b → p(p − 1)b p−2 is the ReLU bias measure granting
Lastly, to compute the norm of the measure (via Lemma B.1), the integral over b need only be computed up to a x ≤ a B, thus
Otherwise p ≥ 4, thus a = a 2 ≤ a p−1 , and
which together gives
Proof of Lemma 2.4. Using the Taylor expansion of F and the preceding lemma,
And when x ≤ B, the ReLU measure norm upper bound follows (via Lemma B.1) from
Proof of Lemma 2.5. Define F (z) := exp(−z/(2σ) 2 )/(2πσ 2 ) d/2 and note that
Using this, the form of the ReLU measure is given by Lemma 2.4, and what remains is to compute the mass of this measure. Define B 0 := σ, and suppose x = B 0 ; continuing with the mass formula from Lemma 2.4,
This also handles the case x < B 0 , since increasing x can only increase the integral. Now suppose B 0 < x ≤ B, and define r := B 0 / x , whereby xr = B 0 , and let µ 0 denote the measure used for the case x ≤ B 0 considered above. Then the measure µ := Cµ 0 with C := r −d exp((B 2 0 − x 2 )/(2σ 2 )) suffices for this case, since the general measure change of variable formula (e.g., (Folland, 1999 , Theorem 2.47)) gives
as desired, and Lemma B.1 gives
Proof of Lemma 2.6. To start, for either L(P ) metric, both of which are supported only on x ≤ 1,
.
To analyze this final term, consider the two norms separately.
• For L ∞ (P ), note for any x ≤ 1
• For L 2 (P ), proceeding similarly, by Jensen's inequality,
To finish, the bound on Pr µ [ z > δ] is a restatement of Lemma A.2.
Proof of Lemma 2.7. Since
it suffices to define ν by translating the condition distribution µ b|a by a T v to obtain ν b|a , which can now depend on a for each b. By construction, ν 1 = µ 1 and b ≥ a T v.
Proof of Theorem 2.8. For the first part, everything but the calculation of ν 1 is from Lemma 2.6; for ν 1 , as usual by Lemma B.1 it is
For the ReLU measure, since g = h, the approximation guarantees are as before. For the ReLU mass, note firstly by Lemma 2.7 that µ v 1 does not depend on v (e.g., µ v 1 = µ 0 1 ), but the conditional distribution of ReLU biases shifts; since before shifting the ReLU biases are supported on [0, ∞), after shifting they have support
To conclude with the ReLU mass calculation, combining µ v 1 = µ 0 1 with Lemma B.1 gives
C Deferred proofs from Section 3
Proof of Lemma 3.2. The calculation of the expectation follows the usual Maurey lemma scheme (Pisier, 1980) :
For concentration, the bounded differences property holds via the general inequality
Setting c := sup v∈V E x p(x; v) 2 , by McDiarmid's inequality, with probability at least 1 − ρ,
Proof of Lemma 3.3. This is a standard application of Rademacher complexity (Shalev-Shwartz and Ben-David, 2014), albeit swapping the role of parameters and data.
Lemma C.1. Let probability measure P over x ≤ 1 be given, and an RBF measure µ with variance σ 2 be given supported on centers v ≤ R, and define f (x) := p(x − v) dµ (v) . With probability at least 1 − ρ over a random draw of ((
Proof of Lemma C.1. The two bounds are consequences of Lemmas 3.2 and 3.3 after multiplying through by µ 1 , so all the remains is to calculate the two complexity terms.
First, for the L 2 complexity, letting p denote the Gaussian density with variance σ 2 I, in this setting the bound resorts to a worst-case calculation, namely
For the Rademacher complexity, using standard properties Rademacher lemmas (Shalev-Shwartz and Ben-David 2014), first note the map z
, and thus
Moreover this last Rademacher complexity is equal to
Proof of Lemma 3.4. This proof first establishes the first point using the earlier tools, and then reduces the second to the first via a truncation argument.
1. For L 2 (P ), by Lemma 3.2 it suffices to calculate
For the uniform norm, by Lemma 3.3 it suffices to check the quantities
and moreover since the coordinate-wise mapping z i → s i σ r (z i − b i ) is 1-Lipschitz for each i ∈ {1, . . . , n}, using standard properties Rademacher lemmas (Shalev-Shwartz and Ben-David, 2014),
2. As discussed above, this proof will proceed by truncating the distribution on a within the Gaussian ReLU measure µ to some a 2 ≤ Q, and then reducing to the previous part. To this end, let ν denote the corresponding ReLU measure with truncated Gaussian weights, and define g(
Let E denote the event a Gaussian random vector a satisfies a 2 ≤ d + 8d ln(3n/ρ) =: Q 2 , Conditioning the draw of f n on this event, then f n is an unbiased estimate of g rather than f , and the second term follows from the preceding part. The remainder of the proof upper bounds the first term by 1/n, which gives the bound.
Proceeding in this way, first note by Lemma A.2 that with probability at least 1 − ρ/3, each a i satisfies a i 2 2 < d + 8d ln(3n/ρ) = Q 2 . Moreover, when computing f n , any b 2 i > Q 2 can be safely discarded since the ReLU evaluates to zero.
it suffices to upper bound the latter quantity. For any x ≤ 1,
and moreover by Lemma A.2
Combining these estimates gives the final bound.
Theorem C.2. Let f : R d → R and δ > 0 and ρ > 0 be given, and let (ǫ, R, σ 2 , g, h, µ, ν, P, B 2 , B ∞ ) be given as in Theorem 2.1.
be a sample from ν and define g n :=
. With probability at least 1 − ρ over this random draw constructing
be a sample from µ, and define h n :=
With probability at least 1 − ρ over this random draw constructing h n ,
Proof. All bounds follow from the triangle inequality combined with Theorem 2.8 and lemmas 3.4 and C.1.
D Deferred proofs from Section 4
Before proceeding to the proofs for Lemmas 4.2 and 4.3 in this section, some notation and definition are introduced for analyzing a single intermediate layer in a multi-layer network. A matrix A ∈ R m×n is a decoding matrix if n ≥ m, its rows are orthogonal, and on each row the number of nonzero entries on each row is the same with values all equal to −α i or +α i on the i-th row, where (α 1 , . . . , α m ) are fixed constants. An example is the identity matrix.
A single hidden layer in the target network is specified as follows. Its weight matrix is denoted byW ∈ R p×q and bias vector byṽ ∈ R p , whereby the input dimension is q and output dimension is p. If it is followed by the output layer, the output layer weights are denoted byũ ∈ {−1, +1} p , and letŨ denote the diagonal matrix formed withũ, whereby diag(Ũ ) =ũ. Lastly, let the decoding matrix associated with this layer be denoted by D ∈ R q×n , with values (α 1 , . . . , α q ).
For the corresponding layer in the approximating network, let A ∈ R m×n denote the randomly initialized weight matrix and b ∈ R n denote the random bias vector, each with entries drawn iid from N (0, γ 2 ), and let W, v denote the correction weight matrix and correction bias vector, whereby the input dimension is n and output dimension is m. If it is followed by the output layer, let the output weight matrix be denoted by u ∈ R m with coordinates drawn iid from N (0, λ 2 ). In general, when A is a matrix, let a i index its rows.
Finally, for any input pair (x, h) ∈ R q × R n , the output pair computed by the respective layer in the target and approximating networks is denoted by (x ′ , h ′ ), namely
whereŨ = I when it is not followed by the output layer.
The following two results are proved for the quantities specified above.
Lemma D.1 (Intermediate Layer). Let δ be given. Also, let a decoding matrix D ′ ∈ R p×m containing k nonzero entries be given, which must satisfy sgn(D ′ ij ) =ũ i for all nonzero entries, and let τ min and τ max denote the minimum and maximum nonzero absolute values in D ′ . Let E denote the diagonal matrix formed with (τ 1 , . . . , τ p ), and set (W, v) via
which is equivalent to setting (w j , v j ) to the following ∀i ∈ {1, . . . , p}, j ∈ {j : D ′ ij = 0}, and zero otherwise:
and with probability at least 1 − δ over the draw of (A, b), for any h ∈ R n ,
as well as for any joint distribution on the pair (x, h) ∼ P ,
Lemma D.2 (Output Layer). Let (τ, δ) be given, set γ 2 = 1/m and λ 2 = τ 2 π/2, and define
Then there exist a correction matrix W ∈ R m×n and bias v ∈ R m with
s.t. for all m ≥ M and any joint distribution on the pair (x, h) ∼ P , with probability at least 1 − δ over the draw of (A, b, u),
Lemma 4.2 is a direct consequence of Lemma D.2 and its proof is skipped. The proof for Lemma 4.3 is obtained with an induction on Lemma D.1 and is presented first, followed by the proofs for Lemmas D.1 and D.2.
Proof of Lemma 4.3. Let D 1 := I, and h 1 = x 1 := x be the input, then D 1 h 1 − x 1 2 = 0. An induction result is proved first below. Define
and also partition S := {1, . . . , m} into p sets of equal cardinality (S 1 , . . . , S p ), and define
Then it will be shown with strong induction that with probability at least 1
Consider the base case where i = 1. By lemma D.1, with probability at least 1 − δ,
where the last inequality holds when m ≥ p/τ 2 , and
. Next, assume that the claim holds from i = 1 up to k, then apply lemma D.1 again, with probability at least 1 − δ,
where the first line is due to the parameter choice s.t. α 2 np/τ 2 mq = 1, the second line follows from the inductive hypothesis, and the third line is a consequence of ( (W i ,ṽ i ) 2 + ζ) ≥ 1. Also,
where the second line follows by the same reasoning. This concludes the induction proof. By Lemma D.2, with probability at least 1 − δ, the expected output error is bounded with the result above by
Finally, the norm on the correction matrices is calculated. By the construction in lemma D.1,
and by the construction in lemma D.2,
Proof of Lemma D.1. First, the bounds on W, v are verified. Note that by the structure of the decoding matrix D, the columns ofW D consist of the columns ofW copied by no more than n/q times and scaled by at most α max . Similarly, the rows of D ′TW D consist of the rows ofW D copied by k/p times and scaled by at most 1/τ min . Because (E 2 ) −1Ũ is diagonal, the content of ((E 2 ) −1Ũ D ′ ) TW D is made up of at most kn/pq scaled copies ofW ,
and similarly,
Next, define the index sets S i := {j : D ′ ij = 0} and S := p i=1 S i , where (S 1 , . . . , S p ) forms a partition of S by construction. The bound on h ′ 2 is evaluated by upper bounding it with triangle inequality,
where for the first term above, Finally, an upper bound on E (x,h) D ′ h ′ − x ′ 2 2 =: D ′ h ′ − x ′ 2 L 2 (P ) is deriving by applying the triangle inequality followed by the Minkowski inequality,
3)
The first term in is bounded by
The output error is upper bounded with Minkowski inequality by
where the second term is zero, since for any i, by the choice of τ i ,
For the last term, defineS := {1, . . . , m} \ S, and note that by norm and triangle inequality, and with probability at least 1 − δ,
By applying Lemma A.2 to max j∈S |u j | and combining the result above, with probability at least 1 − 2δ, j∈S u j σ r ( a j , h + b j ) ≤ λγ (h, 1) 2 |S| 2 ln 2|S| δ + 2 2|S| 3 ln 2|S| δ Together, by plugging the results above along with Equation (D.6) into Equation (D.7), with probability at least 1 − δ, by the choice of λ, 
D.1 Proof of simplified corollaries
Proof of Theorem 4.1. Let n be given as per Theorem C.2, with corresponding sampled network h n with (s i , a i , b i ) collected into matrixW ∈ R n×d and vectorṽ ∈ R n , and sign vectorŨ ∈ {−1, +1} n , and moreover
and thus choosing τ = Θ(ǫ/ √ n) and invoking Lemma 4.2 to obtain corrections (W, v) gives
Meanwhile,
The bound now follows via the triangle inequality from the bounds in Theorem C.2 and Lemma 4.2:
Proof of Theorem 4.4. As constructed and analyzed by Daniely (2017, Example 2), there exists a ReLU network f with two ReLU layers and weights (W 3 ,W 2 ,W 1 ) ∈ R 1×p × R p×p × R p×d and biases (b 3 ,b 2 ,b 1 ) ∈ R 1 R p × R p with
and f − h L 2 (P ) ≥ 1 4000 whenever h has a single ReLU layer, weights O(2 d ), and d Ω(d) nodes. (Since ReLUs can represent identity mappings, biasesb 3 andb 2 may be combined, and positive homogeneity allows the weight ofW 3 to be pushed inside and the sign to becomeŨ 3 .) Consequently, invoking Lemma 4.3 with τ = Θ( 1 /d 30 ) gives corrections with the desired ratio W F/E A F = O( d 50 / √ m), and the corresponding corrected network g satisfies, with probability at least 1 − ρ, f − g L 2 (P ) ≤ 1 8000 , whereby for any single ReLU layer h as above,
