Abstract. Let Ω be a bounded subset of R n with smooth boundary. We investigate the solvability for a class of the system of the nonlinear elliptic equations with Dirichlet boundary condition. Using the mountain pass theorem we prove that the system has at least one nontrivial solution.
Introduction
Let Ω be a bounded subset of R n with smooth boundary. Let 0 < λ 1 < λ 2 ≤ · · · ≤ λ k ≤ · · · be the eigenvalues of the eigenvalue problem for a single elliptic equation −∆u = λu with Dirichlet boundary condition and ϕ k be the eigenfunction corresponding to the eigenvalue λ k , k ≥ 1. Let F : R n → R be a C 2 function such that F (0, . . . , 0) = 0. In this paper we are concerned with the multiplicity of the solutions for a class of the system of the nonlinear elliptic equations with Dirichlet boundary condition 
where
We assume that F satisfies the following conditions:
Some papers of Lee [13, 16, 17, 18] concerning the semilinear elliptic system and some papers of the other several authors [10, 15] have treated the system of this kind nonlinear elliptic equations. In [1, 2, 3, 7] the authors studied the existence of solutions of the single elliptic equation. In [4, 5, 6, 8, 9, 11, 12, 14, 19, 20, 21] the authors used variational methods and critical point theory for the existence and multiplicity of solutions of boundary value problems.
System (1.1) can be rewritten by
In this paper we are looking for the weak solutions of the system (1.
Our main result is the following: For the proof of Theorem 1.1 we approach the variational method and use the generalization of the mountain pass theorem. In Section 2, we obtain some results on the operator −∆ on W 1,2 0 (Ω), F , the functional I on H, and recall the generalization of the mountain pass theorem. In Section 3, we prove Theorem 1.1 by the mountain pass theorem.
Some results on −∆, F , I and generalized mountain pass theorem
In this section we obtain some results on the operator −∆ on W 1,2 0 (Ω), F , the functional I on H, and recall the generalization of the mountain pass theorem. Since λ i > 0 for all i ≥ 1, we have the following lemma. Thus we have that
Hence we have the inequality
From Lemma 2.1, we have:
belong to H. Now we return to the case of the system. We observe that by the following Proposition 2.1, the weak solutions of system (1.1) coincide with the critical points of the associated functional I
Proposition 2.1. Assume that the conditions (F1)-(F4) hold. Then the functional I(u) is continuous, Fréchet differentiable in H with Fréchet derivative
Proof. First we prove that I(U ) is continuous in H. For U, V ∈ H,
from which we have 1 2
for some C > 0. By the differentiability of F ,
Thus we have
By the differentiability of F ,
Similarly, it is easily checked that I ∈ C 1 . □
Proposition 2.2. Assume that F satisfies the conditions (F1)-(F4).
Then there exist a 0 > 0, b 0 ∈ R and µ > 2 such that
Multiplying by ξ −µ , we get
Proposition 2.3. Assume that F satisfies the conditions (F1)-(F4). Then if
∥U j ∥ → +∞ and ∫ Ω U j · F U (U j )dx − 2 ∫ Ω F (U j )dx ∥U j ∥ → 0, then there exist (U hj ) j and W ∈ H such that grad( ∫ Ω F (U hj )dx) ∥U hj ∥ → W and U hj ∥U hj ∥ ⇀ (0, . . . , 0).
Proof. By (F3) and Proposition 2.2, for U
for suitable constant C ′ . To get the conclusion it suffices to estimate ∥
* ′ ν, then this is a consequence of Hölder inequality.
Next we consider the case µ < 2 * ′ ν. By the assumptions µ and ν,
By the standard interpolation arguments, it follows that
where α is such that 
Proof of Theorem 1.1
From now on we shall show that I satisfies the conditions (I1)-(I4) under the assumptions (F1)-(F4) . Assume that the (F1)-(F4) hold.
We have the following inequalities: 1 (i = 1, . . . , n) . Let us set
Then V is a subspace of H and H
Proof. First we will prove that there exist ρ > 0 and a ball B ρ with radius ρ such that B rho ∩ X ̸ = ∅ and inf U ∈∂Bρ∩X I(U ) > 0. Let U ∈ X. Then we have that
By (F3) and (F4), F (U ) ≤ a|U | β , a > 0 and β > 2. So we have
. Since β > 2, there exist a small number ρ > 0 and a small ball B ρ with radius ρ such that if U ∈ ∂B ρ ∩ X, then inf U ∈∂Bρ∩X I(U ) > 0 and inf U ∈Bρ∩X I(U ) > −∞. Next, we will prove that there exist e ∈ ∂B 1 ∩ X and Q = (B R ∩ V ) ⊕ {re| 0 < r < R} such that sup U ∈∂Q I(U ) < 0. Let us choose an element e ∈ X with ∥e∥ = 1 and U ∈ V ⊕ {re| r > 0}. Let P Y be a projection from H onto a subspace Y of H. Then we have Proof. Let c ∈ R, j → +∞ and (U j ) j be a sequence such that
We claim that (U j ) j is bounded. By contradiction we suppose that ∥U j ∥ → +∞ and setÛ j = Uj ∥Uj ∥ . Then
so −∆Û j converges. Since (Û j ) j is bounded and the inverse operator of −∆ is a compact mapping, up to subsequence, (Û j ) j has a limit. SinceÛ j ⇀ (0, . . . , 0), we getÛ j → (0, . . . , 0), which is a contradiction to the fact that ∥Û j ∥ = 1. Thus (U j ) j is bounded. We can now suppose that U j ⇀ U for some U ∈ H. Since the mapping U → grad( ∫ 
