Magnetic activity and differential rotation are commonly observed features on main-sequence F-type stars. We seek to make contact with such observations and to provide a self-consistent picture of how differential rotation and magnetic fields arise in the interiors of these stars. The three-dimensional magnetohydrodynamic anelastic spherical harmonic code is employed to simulate global-scale convection and dynamo processes in a 1.2 M F-type star at two rotation rates. The simulations are carried out in spherical shells that encompass most of the convection zone and a portion of the stably stratified radiative zone below it, allowing us to explore the effects a stable zone has upon the morphology of the global-scale magnetic fields. We find that dynamo action with a high degree of time variation occurs in the star rotating more rapidly at 20 Ω , with the polarity of the mean field reversing on a timescale of about 1600 days. Between reversals, the magnetic energy rises and falls with a fairly regular period, with three magnetic energy cycles required to complete a reversal. The magnetic energy cycles and polarity reversals arise due to a linking of the polar-slip instability in the stable region and dynamo action present in the convection zone. For the more slowly rotating case (10 Ω ), persistent wreaths of magnetism are established and maintained by dynamo action. Compared to their hydrodynamic progenitors, the dynamo states here involve a marked reduction in the exhibited latitudinal differential rotation, which also vary during the course of a cycle.
INTRODUCTION

Stellar Magnetic Fields and Rotation
Observations of main-sequence stars across the HertzsprungRussell diagram indicate that most stars rotate and that many possess both substantial magnetic variability and strong axisymmetric magnetic fields (e.g., Donati & Landstreet 2009 ). In particular, main-sequence late-type stars such as the F-type stars exhibit a positive correlation between the stellar rotation rate and surface magnetism (e.g., Pizzolato et al. 2003; Wright et al. 2011 ). The precise origins of this magnetic activity and its correlation with rotation, however, remain unclear. Convection and differential rotation are likely crucial elements in the dynamo action that manifests itself as starspots, coronal emission, and variable magnetic fields seen on the surfaces of these stars (e.g., Noyes et al. 1984; Berdyugina 2005; Miesch & Toomre 2009; Reiners 2012) .
The polarity reversals observed on the Sun occur roughly every 11 yr and are the clearest evidence for cyclical magnetic field regeneration by dynamo processes. However, there have recently been detections of magnetic cycles in other stars as well. Advances in asteroseismology enabled by the Kepler and CoRoT missions and in Zeeman-Doppler spectropolarimetric imaging (ZDI) techniques have enabled long-term observations of many magnetically active stars. Such measurements have revealed that cyclic magnetic reversals are not a unique feature of the Sun, but seem to be a fairly common feature of late-type stars. Some of the stars with the best observational coverage are F-type stars, being that they are fairly luminous and have a large mean rotation rate. Several F-type stars have observations indicating that they may harbor magnetic cycles, including τ Boötis, HD 49933, HD 52265, and HD 181420, (Fares et al. 2009; Mathur et al. 2010 Mathur et al. , 2013 .
Given the crucial role that differential rotation likely plays in the dynamo action occurring within these stars, we note that spectropolarimetric observations not only permit a mapping of the surface magnetism of these stars, but also reveal information about the differential rotation on the surface of the star (e.g., Donati & Landstreet 2009; Reiners 2012) . Other methods can also shed light on the nature of the differential rotation of stars. For instance, high resolution observations of stellar absorption lines can be processed to produce an average line profile that is then Fourier transformed. The ratio of the values of the first two zero crossings of this transform give a measurement of the differential rotation (e.g., Reiners 2006 Reiners , 2012 . Starspot modeling of photometric data can also be used to infer the inclination angle and differential rotation profile (e.g., Berdyugina 2005; Strassmeier 2009 ). In another technique, photometric data can be analyzed for their asteroseismic signatures, yielding information about the rotational behavior of a star (e.g., Gizon & Solanki 2004; Cunha et al. 2007 ). For the F-type stars, the Fourier analysis technique using stellar spectra has produced the largest number of detections of differential rotation to date (Ammler-von Eiff & Reiners 2012) . In this work, 18 F-type stars are identified as having differential rotation and it is shown that the horizontal shear expressed as a latitudinal angular velocity contrast ΔΩ increases both with increasing effective temperature and with increasing angular rotation rate Ω, extending and corroborating earlier work (Barnes et al. 2005; Reiners 2006) .
It is instructive to look in detail at one specific F-type star, namely, τ Boötis, a 1.3 M star rotating at about 10 Ω . This star is magnetically active and appears to reverse its magnetic polarity with a period of about two years (Fares et al. 2009 ). Observed latitudinal differential rotation (ΔΩ) of τ Boötis, and of 1.2 M and 1.3 M main-sequence F-star models. Observed ΔΩ and equatorial rotation rate Ω EQ from A (Catala et al. 2007 ), B (Donati et al. 2008) , C 1 -C 3 (Fares et al. 2009), and D (Ammler-von Eiff & Reiners 2012) , with uncertainties in gray. For comparison, we show hydrodynamic simulations of 1.2 M (red diamonds) and 1.3 M (red triangles) stars from Paper I, and our Case A10m involving the MHD simulation of a 1.2 M star rotating at 10 Ω (blue diamond).
(A color version of this figure is available in the online journal.)
The first measurement of the differential rotation of this star was made using the line profile analysis technique (Reiners 2006) , and again a year later in Catala et al. (2007) . Subsequent measurements were made using spectropolarimetric techniques as in Donati et al. (2008) . Three separate observations were made in Fares et al. (2009) over the course of several months in 2008, showing a potential variation in the magnetic field. Subsequent observations suggest that τ Boötis does indeed possess stable, periodic reversals (Vidotto et al. 2012) .
In Figure 1 , it appears that in addition to the possible timevarying magnetism of τ Boötis deduced from the ZDI studies, there may also be temporal variation in the differential rotation. Such variations have been observed using ZDI methods on more rapidly rotating stars such as AB Doradus (Donati et al. 2003) . It could be that the dynamo action likely occurring within the star is impacting the differential rotation achieved at its surface. Indeed, global simulations of G-type stars rotating faster than the Sun (Brown et al. 2010, 2011, hereafter B10 and B11) , as well as the simulations of F-type stars being reported upon here, show similar behavior. More precisely, the differential rotation achieved in these simulations varies in accord with the waxing and waning strength of the magnetic fields built by dynamo action in their convection zones.
Global Simulations of Convection
The hydrodynamic behavior of F-type stars has recently been explored for a range of masses and rotation rates using the anelastic spherical harmonic (ASH) code as in Augustson et al. (2012, hereafter Paper I) . It was found that the both the magnitude and the scaling of the differential rotation with rotation rate achieved in the simulations of Paper I have a quantitatively good agreement with those observed in the Ftype stars. We show in Figure 1 a comparison of the latitudinal differential rotation ΔΩ observed on τ Boötis to those achieved in our simulations from Paper I and this work with rotation rates closest to τ Boötis. We here will extend the results of Paper I by explicitly admitting dynamo processes, so that we might assess the impact of magnetism on the differential rotation achieved in these stars and comment upon what timescales of magnetic variability arise in them. To assess the role that magnetism may have in the internal dynamics of these stars, we have selected two of the hydrodynamic 1.2 M simulations from Paper I that have differing rotation rates and have evolved them with magnetic dynamo processes enabled. The latitudinal differential rotation in one of these magnetic cases is shown in Figure 1 for comparison to both τ Boötis and our previous models, with the minimum and maximum of its time-varying value indicated by the error bar.
Helioseismology has presented detailed observational evidence for the presence of differential rotation in both latitude and radius in the Sun, and asteroseismology is beginning to provide estimates of differential rotation in other stars (e.g., Thompson et al. 2003; Cunha et al. 2007; Chaplin & Miglio 2013) . The definitive evidence for substantial differential rotation in the Sun and advances in supercomputing technology spurred a major series of numerical experiments using globalscale simulations. These simulations aimed to establish which mechanisms might be sustaining the Sun's differential rotation. Utilizing the global-scale ASH code, early work revealed the role of turbulent Reynolds stresses and the meridional circulation in transporting angular momentum to the equator to yield rotation profiles in the bulk of the convection zone largely in accord with helioseismic findings (Miesch et al. 2000; Brun & Toomre 2002; Miesch et al. 2006 ). Higher resolution simulations have enabled detailed study of the dynamics of the giant cells of convection seen in these simulations (Miesch et al. 2008) . Deeper three-dimensional (3D) models that capture both the solar convection zone and much of the radiative interior are feasible and exhibit the nonlinear coupling between the overshooting convection and the gravity wave field in the Sun's interior ).
Stellar Dynamo Modeling
A major focus of the global-scale 3D simulations has been the solar dynamo and its accompanying 22 yr reversal period. Early simulations of the global-scale solar dynamo with the magnetohydrodynamic (MHD) version of the ASH code showed that complex magnetic field structures were built through sustained dynamo action, with irregular polarity reversals, and that the solar differential rotation profile was maintained despite the influence of Maxwell stresses (Brun et al. 2004) . The role of a tachocline of shear at the base of the convection zone upon the dynamo action was examined by Browning et al. (2006) . Other 3D MHD simulation codes also capture aspects of the Sun's complex behavior, for instance, cyclical magnetic polarity reversals have been found in solar convective dynamo simulations (Ghizaru et al. 2010; Käpylä et al. 2012) . There is yet no definitive answer as to what sets the cycle period and its variability or how it links to surface magnetic activity.
Recent MHD studies of G-type stars that rotate more rapidly than the Sun, reminiscent of the younger Sun, were conducted using ASH (B10; B11). The dynamo action in these simulations generated significant mean fields as large-scale bands of toroidal field, dubbed wreaths, in their convection zones without the need for a tachocline. These wreaths of magnetism were robust features over a range of rotation rates and diffusivities in these Sun-like G-type stars. The dynamo action in these simulations involves a rich set of behavior depending upon rotation rate, variously exhibiting intermittency, persistence, or cyclic polarity reversals. Most recently, buoyant magnetic structures have been obtained in low dissipation simulations of such a G-type star rotating at 3 Ω , where they buoyantly rise away from strong wreaths of magnetism built in its convection zone (Nelson et al. 2011 (Nelson et al. , 2013a (Nelson et al. , 2013b .
The ASH code has also been used to simulate the dynamics of turbulent global-scale hydrodynamic and MHD convection in a range of main-sequence stars, spanning the mass range between the M dwarfs and the more massive A-type stars. At the lower end of the mass range, the global MHD simulations of fully convective M dwarfs have shown that they likely possess little latitudinal differential rotation and strong axisymmetric fields (Browning 2008) , a finding that is commensurate with observations of differentially rotating and magnetically active M dwarfs (Donati & Landstreet 2009; Reiners 2012) . In studies of core convection in A-type stars, the ASH simulations showed that dynamo action can support magnetic fields in equipartition with the convective kinetic energy, with peak field strengths of about 100 kG (Brun et al. 2005) . When this convective core dynamo is threaded with a poloidal fossil field, it can achieve a 10-fold superequipartition dynamo state (Featherstone et al. 2009 ). Such prior work with global simulations using ASH provides perspectives to the dynamo processes that we now considers in F-type stars.
In turning to our two F-type star dynamo simulations, we provide in Section 2 the MHD equations solved in ASH and the details of the setup of our numerical experiments. The general properties of the convective patterns and mean flows established within the MHD simulations are discussed in Section 4, where they are also compared to their hydrodynamic counterparts described in Paper I. We then examine in Section 5 the magnetic simulation of a 1.2 M F-type star rotating at 10 times the solar rate (10 Ω ) and its resulting persistent magnetic wreaths. We explore in Section 6 the dynamo mechanisms maintaining these wreaths, and in Section 7 the impact such structures have upon the transport of angular momentum and upon their thermal structure. We then examine in Section 8 the dynamo action with reversing fields achieved in the more rapidly rotating (20 Ω ) of our two cases. In Section 9, we consider the magnetic field morphologies achieved during the course of a polarity reversal, and in Section 10.1 analyze the evolving toroidal and poloidal field generation terms and examine the many timescales involved in the cycles. In Section 11, we reflect upon the significance of these F-star dynamo simulations.
FORMULATING THE PROBLEM
The generation of the global-scale magnetism and the maintenance of the large-scale flows observed in the Sun and other stars involve the continuous transfer of energy and momentum amongst a vast range of spatio-temporal scales. This requires that subtle balances arise between the dynamical components present within stars that both builds and sustains strong, organized magnetic fields and bulk flows. Capturing all the relevant time and spatial scales existing within stars from the global spherical geometry through the true dissipation range within a direct numerical simulation in a single simulation is currently intractable. Yet, studying carefully selected portions of these complex systems can yield insight into the observed behavior of stellar magnetism and rotation.
Therefore, a modeling tool is required for stellar dynamo studies that parameterizes unresolved spatial scales and eliminates processes that occur on timescales much faster than the relevant dynamics, along with taking account of the spherical geometry of the star. The 3D ASH simulation code is one such approach and it is employed in our study of the two F-type star models here. ASH solves the anelastic MHD equations of motion in a rotating spherical shell using a pseudo-spectral method with spherical harmonic expansions in the horizontal and Chebyshev polynomials in radius. Simulations using ASH capture the entire spherical shell geometry, allowing for global connectivity of magnetic structures and turbulent flows. However, the simulated turbulence is still quite removed from the intensely turbulent conditions likely present in actual stellar convection zones.
Anelastic Equations
In the anelastic approximation, the effects of a mean density stratification and Alfvén waves are retained, while high frequency sound waves are filtered out. Thus the Courant-Friedrichs-Lewy condition on the time step will be governed by the subsonic flow velocity and Alfvén waves rather than the sound speed. In ASH, the anelastic MHD equations solved are fully nonlinear in the momentum and magnetic variables (Glatzmaier 1984; Clune et al. 1999; Brun et al. 2004 ). However, the density, entropy, pressure, and temperature are linearized about their spherically symmetric and evolving means ρ, S, P , and T , respectively, which are functions of the radial coordinate only. These linearized thermodynamic variables are denoted ρ, S, P, and T. The equations solved in ASH retain physical units, are in spherical coordinates (r, θ, φ) , and are evolved in time t. These equations are continuity:
hydrostatic:
momentum: ρ ∂v ∂t = −ρv · ∇v − ∇P + 1
induction:
with the velocity field being v = v rr + v θθ + v φφ , and the magnetic field being B = B rr + B θθ + B φφ .ˆ 0 = Ω 0ẑ is the angular velocity of the rotating frame,ẑ is the direction along the rotation axis, and the gravitational acceleration is g = −g(r)r. The term F BV Z = (gρ) −1 dS/dr ensures that the motions in regions where the entropy gradient is large are energy conserving . The Λ (r) term in Equation (3) is a radial gradient of the mean turbulent pressure that maintains hydrostatic equilibrium as the mean state evolves. The viscous diffusion tensor D and the diffusive heating Φ are involving the stress tensor e ij , the effective kinematic viscosity ν, the magnetic resistivity η, and the current density J = c/4π∇ × B. The energy flux q is comprised of a radiation flux (in the diffusion approximation) and a two-term anisotropic turbulent entropy diffusion flux,
with κ r the molecular radiation diffusion coefficient, and c P the specific heat at constant pressure. The entropy diffusion flux has the effective thermal diffusivity κ acting on the entropy fluctuations with spherical harmonic degree > 0 and another κ 0 acting only on the spherically symmetric ( = 0) entropy. The form and impact of these diffusive transport coefficients are discussed in Section 2.2. A calorically perfect gas equation of state is used for the mean state, about which the fluctuations are linearized as
with γ the adiabatic exponent. The anelastic system of MHD equations requires 12 boundary conditions in order to be well posed. One of the primary goals of this work is to assess the generation of the magnetic field and how it impacts the organization of angular momentum and energy in our simulations. Thus we have opted for the following impenetrable, torque-free, and flux transmitting boundary conditions
The magnetic boundary conditions are perfectly conducting at the lower radial boundary (r 1 ) and matching to a potential field at the upper radial boundary (r 2 ), implying that
with Ψ the magnetic potential. The solution of Laplace's equation defines the three components of B at the upper boundary. Further details of the implementation and formulation of the ASH code can be found in Clune et al. (1999) and Brun et al. (2004) .
Experimental Configuration
The studies here explore two 1.2 M stars, one rotating every 2.72 days or 10 Ω (Case A10m) and the other every 1.36 days or 20 Ω (Case A20m), as summarized in Table 1 . These cases were initialized from the evolved hydrodynamic Case A10 and Case A20 from Paper I, after introducing a weak 10 −4 G oblique dipolar field oriented at 45
• relative to the rotation axis. The hydrodynamic progenitor cases were originally initialized from a realistic one-dimensional (1D) stellar model evolved using the stellar evolution code MESA (Paxton et al. 2011) . The convective dynamics in these simulations slightly modifies the 1D stellar structure, establishing a mean thermodynamic state as shown in Paper I (Figure 2 there). The radial boundaries of the original hydrodynamic simulations, and thus in the simulations presented here, are carefully chosen locations within the star. The upper boundary is located below the surface to avoid the very intense convection driven by radiative losses and ionization in the uppermost layers of the actual star. Our models include a realistically stratified stable zone and possess a greater luminosity and a geometrically thinner convection zone than in the solar models with wreaths studied as in B11. Despite being stable against convective instability, a broad spectrum of motions arise in this region due to overshooting motions and waves.
The strongly nonlinear interactions are resolved up to spherical harmonic degree = 340 in the simulations here. However, because the convective motions and waves within the actual star exist on scales smaller than our grid resolution, these models should be regarded as large-eddy simulations. We parameterize the effects of these sub-grid scale motions as effective viscous and thermal diffusivities and magnetic resistivity (ν, κ, and η, respectively). Our parameterization of these motions are meant to mimic the mixing properties of unresolved turbulent eddies. The functional form with radius of these diffusivities are as in Paper I, where they are proportional to ρ −(1/2) and are tapered in the stable zone by a factor of 1000 below the radius (0.83 R). An effective magnetic resistivity is also introduced. The magnetic Prandtl number Pr m = ν/η = 1/3 is fixed throughout the domain, hence η = Pr/Pr m κ. The thermal Prandtl number is Pr = ν/κ = 1/4. These diffusive parameters give rise to radial variations in the Rayleigh, Taylor, and Reynolds numbers. Table 1 provides representative values of these parameters, which are sampled at mid-convection zone depth.
OVERVIEW OF PRIMARY FINDINGS
The global-scale convective hydrodynamics of F-type stars of differing masses were explored in Paper I, with an emphasis on the sensitivity of the simulations to the bulk rotation rate. We found that the latitudinal differential rotation ΔΩ increased both with mass and with rotation rate. The increasing differential rotation induced a decreasing meridional circulation kinetic energy because of weakened Reynolds stresses and an increasing latitudinal temperature gradient due to a strong thermal wind effect. The differential rotation achieved in those models, however, was near the upper bound of the reported observational data over the range of rotation rates examined in Paper I. In addition to general interest in dynamo processes, this encouraged us to explore the effects of magnetism upon the mean properties of F-type stars.
By admitting MHD processes in two of these simulations, we find that both models rapidly build strong toroidal magnetic structures through dynamo action. These prominent toroidal magnetic fields (as in Figures 4, 9 , and 10) may be called wreaths due to their longitudinal connectivity and filamentary latitudinal structure. Particularly in Case A10m, the wreaths are persistent in their polarity, with their toroidal field sense maintained, though they vary in time and in magnitude. In both of our magnetic cases, the differential rotation is reduced by at least 50% compared to their hydrodynamic counterparts. This prominent change in rotation profile means that the latitudinal temperature contrasts are also sharply diminished. As is discussed in Section 7, the meridional flow is significantly modified, for it is difficult for such flows to cross the toroidal bands of field due to the Lorentz force back reaction upon them.
Much as in the studies by B11 of young G-type stars, we find here that lower diffusivities and more rapid rotation leads to field reversals in both the toroidal and poloidal polarities of the wreaths. The toroidal fields of Case A20m possess a dipolar character (wreaths of opposite polarity) in the stable zone and have a more complex latitudinal structure within the convection zone. Indeed, in the convection zone, the toroidal structures are fairly long-lived octopolar wreaths. These multipolar wreaths slowly slip poleward, are eviscerated by the small-scale polar convection, and then are dissipated. The linking between this polar slip, the poloidal field, and the wreaths generated in the convection zone that together lead to field reversals is explored in detail in Sections 9-10.4.
CONVECTIVE PATTERNS AND MEAN STRUCTURES
Our hydrodynamical simulations of F-type stars in Paper I revealed that the convection involved structures that depend upon the location of a convective cell relative to the tangent cylinder of the convection zone. This tangent cylinder is centered on and extends along the rotation axis of the simulation, and touches the bottom of the convection zone. For the 1.2 M star simulations, this cylinder extends through the upper boundary at ±32
• latitude. There is a distinct transition in the nature of the convection inside (at higher latitudes) and outside the tangent cylinder. Outside the tangent cylinder (at low latitudes) the convective structures are columnar rolls that possess an elliptical cross-section in the equatorial plane that is tilted prograde by Coriolis forces and that are aligned with the rotation axis. However, the convective motions associated with these equatorial columns are largely perpendicular to the rotation axis. Inside the tangent cylinder (at higher latitudes), the convective structures are also columnar and aligned with the rotation axis, but in contrast to their low-latitude counterparts have convective motions mainly aligned with the rotation axis.
This change of convective structure with latitude leads to differing transport properties of the flows, wherein the lowlatitude structures have Reynolds stresses that act to accelerate the mean zonal flow in a prograde direction, whereas the highlatitude structures act to accelerate flows in the retrograde direction. When in a statistically steady state, the mean angular momentum transport properties of the convection maintains both a steady zonal flow and a steady meridional flow through gyroscopic pumping as discussed in Paper I. In turn, it is shown there that this steady zonal flow establishes a largely geostrophic pressure balance and a thermal wind balance that leads to the latitudinal temperature contrast.
In Figure 2 , the hydrodynamic progenitor Case A10 from Paper I and its magnetic counterpart Case A10m are compared in terms of their radial velocity convective patterns and the profiles in radius and latitude of the mean angular velocity, mean temperature fluctuations, and meridional circulation streamfunction ψ. The same is shown for Case A20 and Case A20m in Figure 3 . It is clear from the snapshots of the radial velocities shown in Figures 2(a) and (e) and 3(a) and (e) that the convective patterns of the magnetic cases are only moderately changed relative to the hydrodynamic progenitor cases. As in the non-magnetic simulations, the convection is largely isotropic inside the tangent cylinder (high latitudes), whereas outside of this cylinder the convective structures are prograde-tilted columns roughly aligned with the rotation axis (low latitudes). This is particularly true for Case A10m, where only small changes in the convective patterns are evident visible at low latitudes. This is a result of the weakened latitudinal shear, which leads to less disruption of the poleward edges of the low-latitude columnar convective cells.
For Case A20m, the convective columns at low latitudes are of a smaller scale compared to Case A20. The regions that had latitudinal shear strong enough to suppress convection now have elongated convective cells with radial velocities nearly twice as large in the magnetic case and with much greater connectivity between the equatorial regions and mid-latitudes extending to about ±30
• . Also evident are the bands of weakened convection that coincide with the locations of the strong toroidal wreaths at about ±60
• and ±20
• in latitude. These wreaths tend to suppress convection where they are strongest due to the Lorentz force feedback on the rising and descending flows.
The magnetic fields also have a more indirect impact on the mean flows and the thermodynamic state of the simulations.
For instance, the angular velocity is decreased in amplitude for Case A10m and is both diminished and banded in character for Case A20m (Figures 2(b) and (f) and 3(b) and (f)). The mean difference in angular velocity between 60
• and the equator is reduced by 50% in Case A10m and by 60% in Case A20m relative to their hydrodynamic counterparts (see Section 7 for more details). This leads to a substantial reduction in the strength of the thermal wind, with the latitudinal temperature contrast (Figures 2(c) and (g) and 3(c) and (g)) dropping from 500 K to 300 K (a factor of 1.7) in Case A10m and from 1600 K to 250 K (a factor of 6.4) in Case A20m.
Moreover, due to the modified Reynolds stresses and an introduction of the Maxwell stresses, the meridional flow also changes in structure. In Case A10m, it is changed only slightly with the cells occupying slightly larger extents in latitude (Figures 2(d) and (h)). The hydrodynamic Case A20 has meridional flows that are multi-celled and possess a strong polar cell that stretches between the tangent cylinder and the pole, while in contrast, the magnetic case has a very weak polar cell with only two low-latitude cells, one roughly at the tangent cylinder and another of the opposite sense at lower latitudes near the equator (Figures 3(d) and (h)).
DYNAMICS WITHIN CASE A10m
We begin with a detailed analysis of Case A10m, for it has the least temporal variability in its magnetic structures. This allows us to more readily assess the various processes that maintain the mean magnetic fields and the mean flows. After considering here the general properties of the fields, we then turn in Section 6 to the generation of the strong toroidal wreaths, examining the role of the various production terms in the mean induction equation. Then, in Section 7, we consider the impact of the magnetic field on the balance of angular momentum transport terms and the thermal wind that accompanies it.
The magnetic fields as shown in Figure 4 for Case A10m are prominent longitudinal structures, with the B φ field within the stable zone positively oriented in longitude in the southern hemisphere and oppositely directed in the northern hemisphere as in panels (c) and (d). The radial fields B r show the same sense, but are more tessellated with fine structure (panels (a) and (b)). In the convection zone, there are two toroidal magnetic structures at low latitudes. The strongest of these two wreaths resides at about ±20
• and is of the same sense as the fields in the stable zone. There is also a weaker wreath situated at midlatitudes in the convection zone that rests on top of the strong, latitudinally extended wreaths that are seated in the stable zone. The toroidal fields have peak field strengths that range between about 1.2 kG at the upper boundary and 16 kG in the stable zone. The longitudinal component of the vector potential is traced with streamlines in Figure 4 (b). These streamlines show the orientation of the poloidal field, namely, whether it is clockwise (CW) or counter-clockwise (CCW) in the meridional plane. The magnitude of the poloidal field is generally weaker than the toroidal field, with about 600 G peak radial field strength and 2 kG peak meridional field strength.
The magnetic fields built and maintained through dynamo action in Case A10m wax and wane in strength by about a factor of two with a period of about 1000 days. Similarly, the latitudinal differential rotation varies by up to 20% on the same timescale ( Figure 1 ). The variations arise primarily from the interplay of the Lorentz forces acting on the mean flow and the resulting reduced magnetic field generation due to the diminished shear. However, while the magnetic fields vary in magnitude, they do not reverse their polarity during the 3000 day evolution of this case. This time span covers 1100 rotation periods, 15 magnetic diffusion times, and many hundreds of convective overturnings. Thus these toroidal wreaths are remarkably persistent magnetic structures.
In Case A10m, the strongest bands of toroidal field are established in the relatively quiescent stable zone and extend into the churning convection zone. Given their long-lived nature, these fields have both mean magnetic helicity and crosshelicity, which is achieved by the enshrouding character of the poloidal fields and to the stretching and twisting of field due to differential rotation and meridional flows. Due to the perfectly conducting lower boundary, the magnetic helicity is somewhat suppressed in the stable zone. It is instead largest at the base of the convection zone where the toroidal magnetic field and the toroidal component of the vector potential (representing the poloidal fields) have the greatest overlap. The cross-helicity on the other hand is largest in the stable zone, where the fields and mean flows are able to align given that they are free of the convective pummeling occurring in the convection zone.
GENERATING GLOBAL-SCALE MAGNETISM
The mean toroidal field shown in Figure 4 (d) was initially generated and then maintained by similar processes. During the growth phase of the magnetic field, the shear of the differential rotation acts to fold and wind the initial poloidal field into toroidal structures. During this kinematic phase, the mean shear and meridional flows are largely unaffected and can be considered stationary relative to the timescales of the growing field. However, once the magnetic fields are strong enough, they begin to quench the convective flows that cross them. The magnetic field strength becomes saturated as the back reaction of the Lorentz forces increases the alignment of the velocity field and the magnetic field, which reduces both its generation and at times leads to its partial destruction.
This configuration of fields establishes a new balance between the various mechanisms of angular momentum transport needed to sustain the differential rotation when compared to the hydrodynamic cases. Here magnetic fields both transport angular momentum as well as block formerly open channels of transport. For instance, the strong toroidal field serves to reduce the latitudinal transport of angular momentum by Reynolds stresses, which modifies both the differential rotation and the meridional circulations within the simulation.
Toroidal Generation
The mean magnetic field strengths in Case A10m wax and wane as time marches forward, so this balance is not instantaneous. This time evolving dependence of the mean fields is due to many competing processes that both produce and destroy magnetic field through the shearing and advection of field, through compressive motions, and dissipation through resistive processes. These production and dissipation terms are most easily understood through an evolution equation for the mean magnetic energy. We break this equation into its poloidal and toroidal components P ME and T ME as 
with the denoting an average in longitude, v = v − v the fluctuating velocity, B = B− B the fluctuating magnetic field, and v and B the axisymmetric velocity and magnetic field, respectively. A detailed derivation of the mean-field production terms in spherical coordinates is provided in Appendix A of B10. Here T indicates a toroidal magnetic energy generation term and P a poloidal energy generation term. The subscript of these monikers denote production in turn by mean shear (MS), fluctuating shear (FS), mean advection (MA), fluctuating advection (FA), compressional correlations (CC), and resistive diffusion (RD). Over a long time average, the time variability of the production of T ME is removed, leaving a balance between terms that produce and terms that destroy field. Figure 5 presents such a time average of these mean generation terms, involving a 500 day interval or 180 rotations. In this statistically steady state, the maintenance of the toroidal wreaths of magnetic field is largely governed by a balance between the production of field by both the mean shear and the dissipation of field through resistive processes. By comparing Figures 5(a) and (d), it is clear that the mean shear T MS of Equation (14) is primarily responsible for maintaining the strength of the wreaths, with the production due to fluctuating fields T FS , T MA , and T CC playing weak but supporting roles.
The relative contributions have been measured by integrating over time and space to give a mean production or destruction of toroidal magnetic energy T i = T i dV , where i is any of the terms in Equation (14). As indicated in Figure 5 (f), the bulk of the production is accomplished by T MS , being about 89% of the total. The remaining 11% of the mean production is due mostly to the T FS term. In contrast, the averaged T RD and T FA terms act in concert to dissipate magnetic energy, with T RD being the 98% partner.
In keeping with the dominance of the Ω effect (T MS above), the spatial distribution of toroidal magnetic energy generation is greatest at latitudes where the latitudinal gradients in the differential rotation are at their largest. This maximum occurs in a 15
• swath just inside the tangent cylinder in the stable zone at about ±25
• and in a patch centered at ±15
• in the convection zone. The toroidal sense of the wreaths shown in Figure 4 are maintained throughout the simulation by these same mechanisms. Indeed, the sign of the gradient of the latitudinal differential rotation gives rise to the sign of the wreaths, provided the poloidal field does not change its sense during this extended simulations, which it does not.
The fluctuating shear (T FS ) plays less of a role because it both creates and destroys field, with the field being built where the tangent cylinder intersects the bottom of the convection zone with regions of destruction above and below it. This can be regarded as the result of small variations in the differential rotation as it migrates northward and southward in latitude as each of the convective cells varies somewhat in its latitudinal extent and in the strength of its resulting Reynolds stresses. These variations can produce field when their gradients are aligned with the fluctuating poloidal field, and destroy it when anti-aligned with it. The local variations in the differential rotation also induce changes in the meridional flow as seen in the fluctuating advection terms (T FA ), which can similarly build or destroy field when the gradients of the fluctuating toroidal field are anti-aligned or not with the fluctuating meridional flow. The resistive diffusion (T RD ) acts to maintain an energetic balance in the saturated state whereby it effectively counteracts the sum of all the other terms in Equation (14).
Poloidal Generation
We next examine the mechanisms generating the poloidal fields and its associated magnetic energy P ME as in Figure 6 . Generation of mean poloidal magnetic energy (P ME ) in Case A10m. The dominant production terms are shown, namely, (a) mean shear (P MS ), (b) mean advection (P MA ), a cylinder tangent to the bottom of the domain (T. C.) is indicated (dashed line), (c) fluctuating shear (P FS ), (d) fluctuating advection (P FA ) and (e) the sum P MS + P FS + P MA + P FA + P CC , with (f) the resistive diffusion of field (P RD ). The mean generation terms shown contribute to the P ME when positive (red), and destroy it if negative (blue). (g) The relative contribution of each term, with those in red adding to the volume-and time-averaged poloidal energy generation and those in blue dissipating energy.
Equation (15). Figure 6 shows the temporal and longitudinal averages of the these generation terms, displaying the terms with the largest average contributions. The averaging window is here also 500 days. The primary balance of poloidal magnetic energy generation in the stable zone is between the mean shear P MS and the mean advection P MA (Figures 6(a) and (b)). In particular, at latitudes inside the tangent cylinder, mean shear produces field, while it destroys it at lower latitudes. In contrast, advection by the mean flow creates poloidal field in a small but diffuse region about where a tangent cylinder intersects the base of the convection zone and it acts to destroy poloidal field inside this cylinder. The physical mechanism behind this balance is that the mean Lorentz force is directed such that the mean poloidal field in the northern hemisphere is nearly aligned with the mean meridional flow in the stable zone (anti-aligned in the southern hemisphere). Given this, the sign difference between the P MS and the P MA terms ensures their balance. Furthermore, this alignment of meridional velocity and poloidal field give rise to the particular quadrupolar nature of the poloidal field seen in Figure 4 (b), with CCW field at higher latitudes and CW field at lower latitudes. In the convection zone itself, the story is quite different. Here the predominant balance is between fluctuating shear P FS , fluctuating advection P FA , and resistive diffusion P RD (Figures 6(c) , (d), and (f)). These terms are associated with the fluctuating velocities and magnetic fields of the more isotropic convective cells at higher latitudes, with the bulk of the production occurring at the interface between the convection zone and the stable zone. The fluctuating shear produces field inside the tangent cylinder, whereas the fluctuating advection destroys field there. Yet just outside the tangent cylinder, their roles are reversed.
Figure 6(g) shows that in the spatially integrated sense and unlike in the toroidal energy generation, the fluctuating shear P FS is the dominant contributor to the production of poloidal field, generating on average 72% of the poloidal energy, while the resistive diffusion P RD again is the largest dissipator, destroying 87% of it. However, the balances are more subtle given the distinction between the spatial localities of the energy generation in the convection zone versus the stable zone.
MAINTAINING THE MEAN FLOWS
The transport of momentum, energy, and magnetic field effected by the convective motions in these simulations establish and maintain the mean flows, mean magnetic fields, and thermodynamic structures. Here we focus on the transport of angular momentum in a statistically steady state, in which a direct link between the meridional circulation and the differential rotation can be found. The balance of angular momentum transport fluxes gives rise to the statistical time invariance of the angular velocity, with those fluxes arising from the Reynolds, Maxwell, and viscous stresses. In a time-averaged sense, these transport mechanisms act in sum to balance the advection of angular momentum by the meridional circulation, while also maintaining the differential rotation. To elucidate the individual contributions of these fluxes, consider the evolution of the mean specific angular momentum as
with L = λ 2 Ω = λ v φ + λΩ 0 , λ = r sin θ the cylindrical radius, v = v − v the fluctuating velocity, B = B − B the fluctuating magnetic field,λ the cylindrical radial unit vector, and v and B the axisymmetric velocity and magnetic field, respectively.
The axial torque T is the divergence of the angular momentum flux F = F λλ + F zẑ . There are four components to this flux: the Reynolds stresses produced by the turbulent alignment of the fluctuating poloidal and toroidal velocity components which are the first terms in Equations (17) and (18) In a statistically steady state, the advection of mean angular momentum by the meridional circulation, on the left hand side of Equation (16), then acts against this torque so as to produce no net torque. Therefore, the meridional flow may be considered an extrinsic property of the system that depends upon the angular momentum fluxes and the overall profile of the angular momentum that are in turn established by the convection present in these simulations. This framework for understanding the linking of the angular momentum, meridional flow, and angular momentum transport processes is called gyroscopic pumping (e.g., McIntyre 1998; Miesch & Hindman 2011) . The basic idea of gyroscopic pumping is that axial torques induce meridional circulations that act to balance the total torque. Such an approach allows us to focus on the transport properties established by the convection with the influence of the meridional flow removed. However, the assumption of statistical steadiness is not required for much of this understanding to apply. Indeed, one need only retain the explicit time dependence of the angular momentum in Equation (16) to have greater generality, which can be of importance when considering the time variability of the mean magnetic fields due to cyclic activity for instance.
Feedback of Magnetism on Mean Flows
In Figure 7 (a), the axial torque T gives an indication as to where the zonal flow is being sustained in prograde and retrograde directions and by which transport mechanism. There are two regions to consider in detail, one is the convection zone and the other is the stable zone below it. We first examine the convection zone, where, by comparing Figures 7(a) and (b), it is clear that the Reynolds stresses dominate the torque inside of the tangent cylinder and act to accelerate the zonal flow in a retrograde direction (negative). Outside the tangent cylinder, the Reynolds stresses and viscous stresses act to nearly oppose each other. The Reynolds stresses of the low-latitude columnar convective structures are yet somewhat larger, leading to prograde zonal flow in the bulk of the interior. This balance in the convection zone is most evident in Figure 7 (f), where the dark blue and green lines mirror each other to the right of the dashed line that indicates the base of the convection zone.
The mean Maxwell stresses (MM) displayed in Figure 7 (d) contribute to the retrograde torque on the low-latitude, equatorward edge of the wreaths (as in Figure 4 (c)) and to the positive torque at latitudes above 35
• in the lower convection zone where the magnetic field strength is greater. While the Reynolds and viscous stresses align very closely along the cylinder tangent to the base of the convection zone, both the mean and fluctuating Maxwell stresses (MM and FM) act together to balance the hydrodynamic stresses (RS and VS) along a cylinder that is tangent to the bottom of the domain in the stable zone. This leads to the tilting of the net retrograde torque away from the rotation axis and to a small inclusion of prograde torque approximately where this latter cylinder meets the base of the convection zone.
In comparing the mean angular velocities in the convection zones of Case A10 and Case A10m (Figures 2(b) and (f) ), the tilt of contours in the polar regions have transitioned from the cylindrical and almost lenticular alignment in Case A10 to a radial alignment in Case A10m. This is in keeping with Ferraro's theorem, which states that the isorotational contours become aligned with the poloidal field, as can be seen in Equation (14). Given the radial field present at high latitudes in Case A10m (Figure 4 ) and that there is very little net production of azimuthal magnetic field (Figure 5 ), a situation arises that promotes the conical alignment of the isorotational contours.
In the stable zone, the axial torque is confined to a roughly 45
• band in latitude where the toroidal magnetic fields reach their greatest strength. In this region, which is predominantly inside the tangent cylinder, the Maxwell stresses and diffusion are the largest sources of the torque T . The mean Maxwell stresses decelerate the lowest latitudes and act to accelerate higher latitudes. This torque is due to the Lorentz force feedback of the wreaths on the differential rotation, where they are acting Notes. Total kinetic energy density (KE) and those of differential rotation (KE DR ), meridional circulation (KE MC ), and convective (KE C ). Total magnetic energy density (ME) and of toroidal (TME), fluctuating (FME), and poloidal (PME). Both energies are averaged in time and volume and are shown in units of erg cm −3 , and component percentages in parentheses, with the exception of ME which is shown relative to KE. The relative latitudinal differential rotation is ΔΩ 60 /Ω 0 , and the latitudinal temperature difference (ΔT 60 , in K) are both measured between the equator and 60 • latitude (averaged over both hemispheres), with the latter providing a more stable measure in contrast to the pole.
to minimize the latitudinal gradients of the angular velocity in the stable zone. Yet, the magnitude of the latitudinal shear of the differential rotation and the higher density in the stable zone lead to a balance between the diffusion and the magnetic stresses, and thus to a stable net torque and steady induced meridional flow.
The result of these torques, beyond maintaining the rotation profile Ω, is to also sustain the meridional flow through the mechanism of gyroscopic pumping. With the addition of magnetism in these F-type star models, a new cell of meridional flow is built and maintained through the interaction of the magnetic fields and the relatively unchanged convective flow patterns. This cell stretches from about ±30
• to ±55
• and occupies much of the convection zone (Figures 2(d) and (h) ). The primary action of this cell is to short circuit the transport of angular momentum by the meridional flow between higher latitudes and the equator, isolating it somewhat from the poles. Instead, high angular momentum fluid from the poles is now most efficiently advected to this mid-latitude cell along the base of the convection zone. So, not only do Lorentz forces keep angular momentum from being easily advected across the strong toroidal wreaths by deflecting the meridional flow, but they also set up a meridional circulation that further weakens this transport.
The magnetic disruption of the formerly efficient equatorward angular momentum transport means that more angular momentum is trapped and recirculated in the polar regions. It is a situation markedly different from the hydrodynamic solutions, where momentum slips more easily equatorward to enhance the differential rotation. This suggests that the latitudinal differential rotation can be significantly reduced in the magnetic Case A10m, as is indeed evident in the sharply reduced differential rotation kinetic energy and latitudinal differential rotation ΔΩ 60 in Table 2 .
Thermal Wind Balances
The convective structures in these simulations are largely axially aligned due to the influence of the bulk rotation, which leads to both the enthalpy and angular momentum fluxes also being aligned on cylinders. Baroclinicity arises from the misalignment of pressure and density surfaces and becomes increasingly important in regions that are stratified, such as the domains in the simulations here where we capture roughly four density scale heights. It is these tendencies that lead to a linking of the mean flows and the mean thermodynamic state through the time-averaged properties of the turbulent transport of energy and momentum. This linking becomes more explicit when considering the time-averaged and azimuthally averaged zonal vorticity equation, which is the longitudinal component of the curl of Equation (4) divided by background density ρ. Here, we show only the dominant balance in the zonal vorticity equation, omitting the small amplitude Reynolds, magnetic, and viscous zonal torques that are covered in greater depth in Paper I. This leads to the approximate thermal wind equation
As is evident from Equation (19), the latitudinal thermal perturbations depend quadratically on the magnitude of the differential rotation. Thus, the diminished latitudinal differential rotation in Case A10m compared to Case A10 requires less poleward enthalpy flux and results in a reduced thermal contrast. This strong dependence of the mean temperature perturbations upon the differential rotation is realized when comparing the latitudinal differential rotation ΔΩ 60 and the thermal contrast ΔT 60 between these two cases in Table 2 .
Although the magnetic torques do contribute to the thermal wind, it is a very minor effect as they constitute only about 10 −3 of the total balance. Indeed, as seen in Paper I, the baroclinic terms are by far the largest contributors outside of a small region near the upper boundary, where the Reynolds stresses play the dominant role. The two baroclinic terms contribute in different regions, wherein the entropy gradient is the dominant term in the convection zone, whereas the pressure term largely controls the balance in the stable zone.
EXPLORING CASE A20m
Unlike its more diffusive and more slowly rotating partner, Case A20m has not only oscillations in the total magnetic energy, but it also exhibits global-scale changes in the polarity of the poloidal and toroidal magnetic fields. Such transitions to some form of cyclical and polarity reversing dynamo action have been realized in explorations of the Sun-like stars at varying rotation rates (B11), though unlike here those simulations did not incorporate a stable zone. Figure 8(a) presents the time evolution of the volume-averaged energy densities of Case A20m, with the time-averaged values given in Table 2 for reference. The simulation has been evolved for a total of 14,200 days (10,450 rotations), with the first 8000 days being the evolution of the hydrodynamic case. We have not shown the kinematic growth and saturation phases of the field evolution, a process that occupies about 1000 days in the early evolution. Starting at about day 9000, the magnetic field cyclically waxes and wanes in strength while also undergoing occasional polarity reversals. At later times, after about 13,000 days, the system enters a more quiescent state, during which a relatively high magnetic energy and weaker differential rotation are maintained. It may (a) Time traces of kinetic and magnetic energies in units of erg cm −3 over 4500 days of evolution (3200 rotation periods), showing the differential rotation kinetic energy (DRE, black), convective kinetic energy (CKE, dark blue), meridional circulation kinetic energy (MCE, light blue), toroidal magnetic energy (TME, red), fluctuating magnetic energy (FME, orange), and poloidal magnetic energy (PME, yellow). (b) Time variation of the sign and magnitude of the horizontally averaged latitudinal magnetic field B θ , indicating poloidal polarity reversals, with separate averages at mid-convection zone (blue) and in the stable zone (red). The labels t 1 through t 5 indicate the times at which we examine the solution in detail (dashed gray lines), while the solid gray lines indicate the reversal interval studied in detail. (A color version of this figure is available in the online journal.) be beginning a renewed phase of cycles as was seen in case D5 of B11, but this behavior could not be pursued further at this stage due to the high cost of the simulation.
The energy density of the convection and of the meridional flows show only modest temporal variations, with changes on the order of at most 20%. In contrast, the differential rotation and magnetic energy densities possess major swings, with the strong nonlinear feedback between the differential rotation and the magnetic fields. The energy density of the differential rotation oscillates by about a factor of three between roughly 3× 10 6 erg cm −3 and 9× 10 6 erg cm −3 , which is indicative of up to 70% changes in the magnitude of the differential rotation. The minima and maxima of the differential rotation kinetic energy is about 90
• out of phase with the magnetic energies. The magnetic energy densities can change even more substantially, with the poloidal energy dropping by more than an order of magnitude between cycles and the toroidal energy decreasing by up to a factor of six. The fluctuating magnetic energies are somewhat less variable, but still show swings of about a factor of two.
As illustrated in Figure 8 (b), three global-scale polarity changes in the toroidal and poloidal fields are realized during the simulation, occurring roughly every 1600 days. There are also several failed reversals. Additionally, there is a lag of about 150 days in these reversals between the convection zone and the stable zone. This phase difference is reflected in the relative timing of both the local minima and maxima of the toroidal and poloidal magnetic energy densities. However, further time evolution would be necessary to assess the consistency and periodicity of such cycles and reversals. The interval containing the second reversal and the times t 1 through t 5 indicated in Figure 8 will be examined in detail to elucidate the reversal mechanism and the properties of the field generation.
MORPHOLOGY OF A REVERSAL
Case A20m clearly shows strong variability in both its magnetic fields and its mean flows. We seek perspective on how a reversal is achieved and identify the mechanisms responsible for destroying and building field around the time of a reversal, which occurs at t 4 in the example reversal discussed here. We begin by emphasizing the global connectivity of the magnetic field in this system as shown in Figure 9 . We then turn to a detailed analysis of this reversal sampled at times t 1 through t 5 in Figure 10 that provides a reasonable proxy for what may be occurring more generally in this simulation. In studying a reversal, we first examine the evolution of the mean toroidal field, then turn to successive samplings of full global views of the toroidal fields at two depths, and then consider the evolving properties of the poloidal field. To help pull all of this together, we summarize in Section 10.4 the elements involved in the reversal, and forward reference these enumerated elements in presenting our results here.
Wreaths of Magnetism
The dynamo generated magnetic fields of Case A20m have global connectivity not only in their mean components, but also possesses long distance links between more localized fields. Figures 9(a) and (b) show the field lines extended outside of the surface of the star using a force-free potential field extrapolation (Schatten et al. 1969 ). This serves to accentuate the globalscale linkage of the fields built by dynamo action within this simulation of an F-type star. The field is shown at two times, near times t 1 and t 5 . The coloring of the lines is meant to construe the polarity of the magnetic field. Given that at the upper radius our boundary condition is a potential field, this extrapolated field is close to the exterior field that implicitly links the magnetic fields in the interior.
At time t 5 , there are distinct bridges of field between individual adjacent wreaths, and the magnetic fields share longer distance connections as well. For instance, if we focus on the bottom right of Figure 9 (b), there are field lines linking the lowlatitude wreaths with a polar wreath. This is also the case in the bottom left of Figure 9 (a), where there is a strong long-distance connection between the low-latitude wreath in the southern hemisphere and the pole. Given the global-scale interconnectedness and spatial complexity of the field built in Case A20m, it is no surprise that local changes in the structure of the field and flows can influence the global topology of the entire magnetic field.
To have a clearer impression of the 3D structure of the magnetism and its connectivity within its convection zone, we show a field-line tracing of the magnetic structures at time t 5 in Figure 9 cross-linking of these toroidal bands of field includes an equatorial bridging of the two wreaths with the greatest strength. Also visible are the remnant wreaths that have slipped poleward and are being recycled into poloidal field by the vigorous small-scale convection there. Figure 9 (d) shows the details of the fields linking the two strongest wreaths that straddle the equator. The imprint of the low-latitude convective columns is visible on the blue-toned wreath in the northern hemisphere, where the upflows and downflows alternately draw field upward and punch it down, resulting in the corrugation seen there. Weak poloidal field also threads through these columns, field that arises from the stretching of toroidal field into poloidal field by the rotation-axis-aligned helical flows of the columns. Thus the convection gives the wreaths their braided character.
Mean Toroidal Field Evolution
In Figures 10(a) and (b) , the time-latitude diagrams show the evolution of the mean toroidal magnetic field at two depths, one near the top of the simulation in the convection zone and another in the stable zone. Comparing these two panels, it is clear that the morphologies of the fields are related, but have very different latitudinal dependencies. The multipolar arrangement of the field in the convection zone is evident, where a wreath of the opposite sense (as in Figure 9 (c) and indicated with arrows in Figures 10(c)-(g) ) is nestled between the radially extended lobes of the more latitudinally extended fields seated in the stable zone. These toroidal fields merge and dissipate as time evolves, with some of them propagating poleward and others equatorward.
Within the stable zone in Figure 10 (b), toroidal field begins as two weak wreaths of opposite sense in each hemisphere, these wreaths gain strength as the cycle proceeds and begin to slowly rise along cylinders due to magnetic buoyancy. The Lorentz forces pulling on the fluid within the wreath become strong enough to break off the poleward facing portion of it (see Element 2, Section 10.4). This leaves a new toroidal segment of field that, as we show in Section 9.3, undergoes a polar-slip instability (Spruit & van Ballegooijen 1982b; Moreno-Insertis et al. 1992) . The onset of these polar-slip events are indicated by arrows. Indeed, once this poleward branch of field breaks away, it propagates poleward with the meridional Alfvén speed, with the polar branch of the toroidal wreaths slipping from about 30
• to the pole in roughly 480 days. The remaining field, with its buoyancy and Lorentz forces reduced, is then pulled equatorward by the meridional circulation and Coriolis forces. This also impacts the fields in the convection zone, as they can also be seen propagating equatorward with a time delayed response. The hemispheres do not change their polarity at the same time, as the poloidal field connecting the wreaths across the equator is too weak to rapidly affect such changes. In particular, at time t 2 , the northern hemisphere reaches a maximum in field strength, while the southern hemisphere is undergoing a polarity reversal. There was a failed reversal at time t 1 in the northern hemisphere, leading to the quadrupolar symmetry maintained in the portion of the cycle between times t 1 and t 4 . Likewise, the southern hemisphere fails to reverse at time t 4 leading again to a dipolar symmetry in the toroidal field. When the field does reverse its polarity, the timescale for the reversal at a given latitude is very short, on the order of a few days. The reversal begins at mid-latitudes where the latitudinally extended swaths of toroidal magnetic field seen in Figure 10 (b) begin to break apart (Element 4), as occurs around day 11,350 in the southern hemisphere and at about day 12,000 in the northern hemisphere. This reversal then propagates poleward and equatorward, though at different rates for each direction, with the equatorial reversal taking about 150 days and the higher-latitude reversal about 300 days.
Polar-slip Instability
In a non-rotating frame, the equations of motion of a toroidal flux tube are coupled in a plane parallel to the tube. Motions out of this plane, which are in latitude, are independent of the other directions and in a quiescent medium depend only upon the tension in the magnetic field (Spruit & van Ballegooijen 1982b) . Thus the latitudinal motion of such a tube satisfies the dispersion relationship ω 2 = v e ) about 75% of the time. However, given the paucity of polar-slip events realized in the simulation, there must be other processes that inhibit the instability from occurring more often. Having accounted for rotational influences above, the only other latitudinal force to contend with in the stable zone is advection due to the meridional circulation.
Overcoming the equatorward meridional return flow in the stable zone is much more difficult than satisfying the above constraint. It requires that the magnetic field strengths be in energy superequipartition with this flow. More precisely, the magnetic tension forces need to be at least as large as the force arising from advection, which means that the field strength must satisfy the following B 2 4πρ 0 v 2 MC . In Case A20m, the minimum field strength required to overcome the meridional advection is therefore 19 kG. The peak field strengths achieved in this case on the other hand are 30 kG, so it is possible for these strongest fields to slip toward the pole. Hence, it is no coincidence that the fields slip poleward when the low-latitude torii of field reach their peak strengths. We find that the mean fields satisfy this constraint only 0.2% of the time, which implies that the slip instability should occur roughly every 500 days. This is very close to the average time between the slip events and roughly the energy cycle time in Case A20m. This time should be expected, given that it is equivalent to the time for a meridional Alfvén wave to propagate from the latitude of the slip to the pole in this simulation (τ ≈ πr/3v A ≈ 480 days). In Case A10m, the kinetic energy in the meridional circulation is about twice as large as that in Case A20m. Following the arguments above, this requires a minimum field strength of 27 kG to have the magnetic tension overcome meridional advection. However, the peak field strength achieved in this more slowly rotating case is only 16 kG, which may explain why the polar-slip is not seen there.
Next, we assess the buoyancy of these wreaths using the following thin flux tube instability criterion for axisymmetric fields with motions in the plane parallel to the flux tube
where β is the ratio of gas pressure to magnetic pressure, δ is a measure of the adiabaticity of the stratification, f is the ratio of the scale height to the local radius of curvature, and γ is the adiabatic exponent as in Spruit & van Ballegooijen (1982a) .
In Case A20m, the plasma β is fairly large, being at minimum about 10 6 near the stable zone and at maximum 10 7 near the upper boundary. The stratification is quite sub-adiabatic in the stable zone with δ = ∇ − ∇ ad ≈ −0.1 throughout much of it. Hence, in the bulk of the stable zone, the field is very stable to radial motions. Yet as shown above, the field can still slip toward the pole along horizontal surfaces. In the upper portion of the stable zone and in the convection zone of Case A20m, this criterion is easily satisfied where |δ| 10 −6 , meaning that fields have the possibility of radial buoyancy.
Successive Toroidal Field Samplings during a Reversal
The variations in the toroidal field configurations, their waxing and waning field intensities, and the impacts of smallscale convection and MHD instabilities are shown as the cycle proceeds between day 11,000 and 12,650 at times t 1 through t 5 in the left column of Figures 10(c)-(g) for the convection zone and in the middle column of Figures 10(h)-(l) for the stable zone. For reference, the right column of Figures 10(m)-(q) shows a time-and azimuthal-average of B φ over 10 rotation periods centered at each time t i , which displays the latitudinal and radial dependence of the wreaths as well as their overall sense. These mean toroidal field snapshots reveal that the fields have their greatest strength in the stable zone, much as in Case A10m. During most of the cycle, they possess a large degree of latitudinal connectivity as the deeper field slips toward the poles (Figures 10(e) , (k), and (q) and Elements 2 and 4). They also extend radially into the convection zone, nearly reaching the upper boundary of the simulation. Weak, oppositely directed wreaths are generated at about ±25
• where the latitudinal shear of the differential rotation is large (Elements 3 and 6) .
The left column of panels in Figure 10 shows Mollweide views of B φ in the upper convection zone. The impact of convection on the wreaths gives rise to the complex patterns of magnetic field seen there. The high-latitude convection destroys much of the signature of the deeper wreaths, leaving smallscale yet still persistently polarized toroidal magnetic fields. Similarly, the downflows of the low-latitude convective columns imprint themselves as alternating and latitudinally inclined dark and light patterns on the stronger equatorially seated wreaths.
All of these panels share the same color scaling, thus providing an overall impression of the increase and decrease of the global field strength over the time samples here. The strongest fields occur at the sample times t 1 , t 3 , and t 5 (Figures 10(c) , (e), and (g)), which correspond to local maxima in the total magnetic energy. The bands of magnetic field in the convection zone whose toroidal sense is opposite that of the fields in the stable zone play critical roles during a reversal and are indicated with arrows in these panels (Elements 3 and 6) .
The middle column of panels shows a global view of the toroidal field at the base of the stable zone, where the strongest fields in the simulation reside. These fields can at times encompass nearly the entire horizontal surface in the stable zone, as a portion of the strong low-latitude wreaths slips poleward leaving a sheet of fairly strong toroidal field in its wake (Element 2). While the field interior to the edges of this sheet is still quite strong, it is a tenuous enmeshment of field lines held together by magnetic tension. This field connecting the equatorial and polar-slipping wreaths is stretched over the sphere and possesses membrane Alfvén modes arising from the interaction with the fluid motion present in the stable zone, which leads to a natural thinning and strengthening in places (Figures 10(h) , (j), and (l)). Therefore, there is small-scale, fibril structure contained within this latitudinally extended toroidal field.
At times t 1 and t 5 (Figures 10(h) and (l)), the detachment of the polar sheet of toroidal field from the primary low-latitude wreath can be seen. This process begins at an isolated latitude and longitude where the latitudinal tension force is near a minimum, but is an inherently non-local phenomenon, as the reason the field detaches is due to the strong shear experienced by the polar wreath, which acts through the Ω effect to build stronger field on the poleward side of the sheet. However, this shear also advects field on a timescale faster than the Alfvén travel time across the sheet, leading to a loss of cohesion in the toroidal sheet. Thus, without magnetic tension to hold the sheet together, the polar and equatorial wreaths contract in on themselves. This process leads to a reconnection of the poloidal field as discussed in the following section (Element 4).
There is also evidence for an intermittent global-scale shear instability occurring at an azimuthal order m of about 14 at times t 2 and t 4 , though most prominently at time t 4 . This arises from the latitudinal shear satisfying the Rayleigh criterion for instability at certain latitudes, which leads to a rapid mixing of potential vorticity at these and nearby latitudes (Watson 1981; Gilman & Fox 1997) . Hence, this instability can significantly reduce the latitudinal gradient of the differential rotation, but occurs only intermittently when its instability criteria are met.
Evolution of Poloidal Field
The variability of the poloidal field over this reversal interval is presented in Figure 11 , showing both the field in our computational domain and a potential field extrapolation of it into the atmosphere above. The field begins at time t 1 in a quadrupolar state with the CW-oriented field wrapped around the deep-seated wreaths in the stable zone. The asymmetric field reversals are also visible, with the southern hemisphere reversing between times t 1 and t 3 , followed by the northern hemisphere between t 3 and t 5 . As the simulation evolves through the global polarity reversal between t 1 and t 5 , this quadrupolar field begins to transition to a dipolar configuration as the toroidal field begins to weaken. It then again migrates toward a quadrupolar symmetry as the dipolarity of the toroidal wreaths is reasserted.
During the detachment process of the poleward propagating wreaths in the stable zone, large portions of the wreath eventually break away from the equatorial wreath. These toroidal fields have enshrouding poloidal fields associated with them, as can be deduced by comparing Figures 10(m) -(q) and the panels of Figure 11 . Hence, as the sheet of toroidal field is torn in two, the poloidal field reconnects. If the polar branch retains its polarity, the poloidal field associated with the equatorial wreath usually reconnects with the oppositely signed equatorial poloidal field and vice versa. The failure or success of a reversal hinges on which branch reconnects with the poloidal field of the oppositely directed wreath present at mid-latitudes in the convection zone. This occurs at times t 2 in the northern hemisphere (Figure 11(b) ) and t 4 in the southern hemisphere (Figure 11(d) ). When this occurs, the T MS that had been acting to build the field now acts in concert with resistive diffusion to rapidly dissipate field and to later build toroidal field of the opposite sense (Elements 4 and 5).
The oppositely directed wreaths have weak poloidal fields also of the opposite sense associated with them. Yet once the poloidal field of the deeper wreaths weaken, these fields can become dominant as in Figures 11(b) and (d). Hence, despite being usually weaker than the fields associated with the primary toroids of field in the stable zone, these poloidal fields provide the seed field for a reversal (Element 6).
The potential field extrapolation to 1.2 R in Figure 11 provides some idea of what the field structure outside of the star might look like if the dynamo action seen here is occurring in real stars. Namely, one may detect transitions between dipolar and quadrupolar dominance in ZDI of more rapidly rotating F-type stars. In addition, as a star transitions between dynamo states, many of the magnetic field lines become open, possibly leading to a stellar wind with oscillatory behavior.
TIME VARIABILITY OF FIELD GENERATION
Assessing the Production of Magnetic Energy
The toroidal magnetic energy (T ME ) generation in Case A20m is shown in Figure 12 , with the stable zone and the convection zone analyzed individually. Much as in Case A10m, the dominant balance is between the production of field due to the mean shear (T MS ) and its destruction by resistive dissipation (T RD ). The former responsible on average for 90% of the field generation and the latter for 95% of its annihilation, with such a dominant balance achieved in both zones. However, the stable zone contributes about three times greater energy production than the convection zone, reflecting the stronger fields present there.
The oscillation in toroidal magnetic field energy (Figure 8 (a)) follows naturally from the variation in the toroidal magnetic energy generation terms seen in Figure 12 . The generation rises and falls depending upon the strength of the mean poloidal field and the steepness of the gradients of the differential rotation. The production of mean toroidal field in the stable zone appears less periodic than in the convection zone. This is due to the polar-slip instability and the resulting detachment events, which occur somewhat stochastically and cause shifts in the magnetic energy cycle period. The timing of peak generation by T MS in the stable zone tends to precede that in the convection zone.
The poloidal magnetic energy (P ME ) generation is displayed in Figure 13 , with the production terms shown separately for the stable and convection zones. The P CC term (omitted) is negligible at all times. The dominant production term in the convection zone (Figure 13(a) ) is the fluctuating shear (P FS ), and is counteracted by resistive dissipation (P RD ). The timeaveraged generation of P ME by P FS accounts for 82% of the total, whereas P RD makes up 88% of its total dissipation. The time lag between this production and the production of toroidal field arises from the advection and rise time of the field moving from the stable zone into the convection zone. Once this toroidal field rises into the convection zone, it is pummeled by the convection and shredded into poloidal field. Hence, there is a rapid increase in the turbulent production terms (Element 3), where this deeperseated toroidal and poloidal field serves as a source of magnetic energy for the more complex field developed in the convection zone.
In contrast, in the stable zone, there is a balancing act between P MS and P MA . This arises from the alignment of the poloidal field and meridional flows in the stable zone. The mean shear here accounts for 50% of the production in a time-averaged sense. In comparing Figures 12(a) and 13(a) , it is clear that the peak in T ME production by T MA and the peak in P ME production by P MS occur at identical times. It is no coincidence that this also accompanies a minimum in T ME production, as it coincides with the detachment of the poleward side of the toroidal field in the stable zone and thus to the reconnection of the poloidal field.
Dynamo Timescales
To elucidate the relevant timescales for the dynamics of the global magnetic field, we examine cross-correlations of Figure 13 . Volume-integrated poloidal magnetic energy (P ME in units of erg cm −3 s −1 ) generation terms traced in time for Case A20m. (a) P ME generation in the stable zone (SZ), with a phase lag between two production mechanisms: production by P MS (red) and field destruction by P MA (green) precedes the balance between P FS (orange) and P RD (dark blue). P FA (light blue) plays a minor role. (b) The same quantities in the convection zone (CZ). Here the dominant contributors are P FS and P RD . (A color version of this figure is available in the online journal.) the magnetic energy generation terms as in Figure 14 . The underlying magnetic energy cycle in Case A20m is somewhat obscured by other signals in Figures 12 and 13 , but is revealed in the cross-correlation of T MS and P FS in the convection zone (blue curve). Here the average cycle period is 580 days (τ C ). There is also a 60 day shift τ O at no temporal offset. This is likely related to the convective overturning time in the convection zone that can link the deeper wreaths with poloidal field in the convection zone.
The energy cycle period is not the sole timescale governing this system. In particular, the same cross-correlation in the stable zone (red curve) indicates three relevant timescales, with a prominent anti-correlation between T MS and P FS at 480 days (τ S ). This timescale corresponds to the time it takes the poleward branch of the magnetic field to slip from low latitudes to the pole (Element 2). This is an anti-correlation because T MS is often at a minimum when P MS is growing or near a maximum. This itself may be linked to the time required for an Alfvén wave to circumnavigate the toroidal sheet of field in the stable zone, which also happens to be about 480 days.
Another important timescale is that which separates the energy cycle period and the polar-slip timescale. This roughly 100 day timescale is a lagged response of the convection zone to the destruction of the polar wreath in the stable zone through dissipation and instabilities. To make this timescale more evident, we have shown the volume-averaged T MS production terms cross-correlated between the convection zone and the stable zone in Figure 14 (green curve). There is a peak at the timescale labeled τ A in this correlation. This is approximately the Alfvén wave crossing time from the lower boundary at the base of the stable zone to the upper boundary of the simulation. These waves travel along these field lines and serve to link the convection zone in regions where the radial field threads through both zones (Figure 11) .
We conclude that in Case A20m, it is the underlying dynamics of the poleward slip instability and Alfvénic waves that act together to set the magnetic energy cycle period τ C = τ S + τ A . This gives rise to the timescales for reversal Elements 2-4. However, τ C of course is not the polarity reversal timescale. The transitions between field polarities are accompanied by minima in the magnetic field strength, each of which are separated by an average period of τ C . We find here that the polarity reversal timescale of 1600 days typically involves three magnetic energy cycles.
Characterizing the Dynamo
To place the prior analysis in perspective, it is useful to make a connection to the mean-field theory (MFT) of electrodynamics (e.g., Moffatt 1978; Krause & Raedler 1980; Brandenburg & Subramanian 2005) . It is fairly simple to understand the mechanisms building the mean toroidal field, where the presence of a poloidal field and differential rotation readily generate it. The origin of the axisymmetric poloidal field is more subtle, with the turbulent convection being primarily responsible for its generation. The meridional circulation, turbulent pumping, and diffusion on the other hand bring it into the stable zone. Thus we examine a constant in time but spatially varying α-effect. This provides a quantitative measure of the influence of the turbulent properties of the flow on the turbulent electromotive force (EMF, E), which is defined as E = v × B .
As just seen in Section 10.1, E is largely responsible for the generation of poloidal magnetic field in the convection zone and also at times in the stable zone (Figures 13(a) and (b) ). Therefore, we will concentrate on the generation of poloidal field in terms of the azimuthal component of the mean vector potential A φ under the Coulomb gauge, which evolves as
We now explore the connection between MFT and the EMF achieved in our simulations by first noting that the first-order expansion of E around the mean magnetic field is
where α is a rank two pseudo-tensor and β is a rank three tensor. We approximate the β tensor by including only its action on the anti-symmetric part of ∇ B , which is the current J = ∇ × B , so that
with the sign of χ chosen to conform to the standard notation MFT, mkj the Levi-Civita symbol, and with an implied sum over repeated indices. In our analysis, α is expanded as α B = α S B + γ × B , with α S being the symmetric portion of α and γ the anti-symmetric portion. The latter is also known as the turbulent pumping velocity. For the diffusion tensor χ , we apply the first-order smoothing approximation and take only the lowest order moments, wherein χ becomes purely isotropic as χ ij ≈ 1/3τ 0 v ·v δ ij (e.g., Brandenburg & Subramanian 2005) . While χ becomes isotropic under these assumptions, it may still be inhomogeneous through both τ 0 and v · v . We define τ 0 to be the local convective overturning time τ 0 (r) = H ρ /u r,rms , which here ranges between 40 days at the base of the convection zone to about one day near the upper boundary of the simulation.
To reconstruct the α tensor from our data, its individual components are solved for from a temporal sequence of data at each radial and latitudinal grid point using a method similar to the least-squares singular value decomposition (SVD) methodology described in Racine et al. (2011) . This local fitting technique assumes that each point may be treated independently, which precludes the capture of temporally and spatially displaced correlations that can influence the dynamo action achieved in our simulations (B11; Nelson et al. 2013a ). Yet it has the advantage that the magnetic fields and electric currents from the simulation constrain the components of α. The higher-order tensor components neglected here can be found using test field methods (e.g., Kraichnan 1972; Schrinner et al. 2007 ), or calculated analytically as in Brandenburg & Subramanian (2005) . The reconstruction is carried out over the entire reversal interval, and then its applicability at a given stage of the reversal is assessed. To this end, Figures 15(a)-(e) show the five components of α that contribute to E φ . The magnitude of the components of the α tensor is fairly large in comparison to solar simulations (Racine et al. 2011; Nelson et al. 2013a; Simard et al. 2013 ), being about 5-10 times greater. This is due to the intrinsically faster flows present in the F-type stars, which in turn arises from their higher luminosity and the lower density in their convection zones. The dynamo efficiency of these flows can be estimated by finding the average magnitude of the α-effect relative to the rms value of the fluctuating velocity field. We find that this measure of efficiency is roughly The spatial structure of α φ,r , α φ,φ , and γ r visible in Figures 15(a) , (c), and (d) is roughly asymmetric between the two hemispheres, with the other two components being nearly north-south symmetric. The former attribute arises from the influence of Coriolis forces on the flows, with the cyclonic turbulence present at higher latitudes being an important contributor to the sign and magnitude of these fields. All of the components shown also have structures that know about the bottom of the convection zone, where there is a change in sign as one moves from the upper boundary to the bottom of the domain. This is particularly evident in α φ,φ . The divergence and dilution of vortical downflows and the convergence of swirling upflows gives rise to this feature. Not surprisingly, there is a latitudinal dependence to these structures, where a distinct transition in flow morphology across the tangent cylinder makes itself known. The amplitude of these components is fairly low in the stable zone except near the poles, which is consistent with the fluctuating velocities being relatively small in this region. The impact of the β-effect is largest near the upper boundary, within the viscous boundary layer, and within the stable region, where the eddy correlation time becomes large. The diffusion coefficient is nearly independent of latitude, with small variations of the order of 1% at a given radius. However, it increases by about three orders of magnitude from about 10 13 in the bulk of the convection zone to 10 16 near the upper boundary and in the stable zone. 
with the standard deviations of each component σ 2 α i,j computed using the least-squares merit function and components from the SVD decomposition. Under this measure, the accuracy of the SVD fit to α over the interval t 1 -t 5 has an uncertainty that is at worst about 5 m s −1 , and is on average about 1 m s −1 . Given the small values of the fluctuating velocity and magnetic field in the stable zone, it is no surprise that the fits are most uncertain there. It is of note that when the contributions of the β-effect and the current are included, the accuracy of the fit to the α tensor is increased by about 20%.
The lower row of Figure 15 shows the relative uncertainty in the reconstructed EMF averaged over 20 day intervals surrounding times t 1 -t 5 , with panel (l) showing the average over an entire reversal. The agreement between the mean-field estimate of the EMF and the EMF of the simulation is highly time dependent, with some instances showing agreement and other times being more poorly represented by the temporally constant α and β tensors. Yet the longer term agreement between the two is reasonably good, as in Figure 15 (l), with the mean uncertainty being only about 30%. If only the α-effect is taken into account, the average uncertainty of the mean-field estimate relative to the EMF of the simulation is larger at about 50%. This indicates that the combination of the α-and β-effects is capturing the rough outlines of the reversal, though the EMF resulting from MFT tends to be much less spatially variable than the EMF in the simulation.
Under an L 2 norm, no single one of the components of α is overtly dominant in the mean-field estimate of the turbulent EMF generating poloidal field, rather they each contribute almost equally to the total EMF. The one exception is the α φ,φ component, which contributes about 40% to the total α-effect, whereas the other quantities are nearly evenly split in importance and sustain the other 60% of the α-effect. This balance is sensitive to whether or not the β-effect is included, with a lower overall contribution of the α φ,φ component when it is not included. In either case, however, this means that the turbulent production of mean poloidal field by an α-effect achieved through the action of convection chewing away at the mean toroidal field is not the sole effect. Indeed, as the above analysis indicates, the mean poloidal field is also generated through the action of the smaller-scale vortical turbulence at high latitudes and the columnar convection at low latitudes amplifying existing poloidal field.
From the above analysis it is evident that the action of convection on both the poloidal and toroidal fields effectively sustains and regenerates the mean poloidal field, whereas the toroidal fields are primarily built through the interaction of the poloidal field and the rotational shear. In Figure 12 , there is a weak influence of the α-like T FS and T FA terms, which are roughly a factor of 10 smaller than the Ω-effect (T MS ). Yet this is only the case for the toroidal magnetic energy. The difference between the same terms for the generation of the field itself is only a factor of three. Therefore, given the presence of the differential rotation to sustain the toroidal field and the secondary but non-negligible action of the EMF, the dynamo operating in this simulation could be characterized as an α 2 -Ω dynamo. However, the spatio-temporal variation of the generation of poloidal field in the simulations makes an exact characterization of the dynamo in the context of MFT difficult.
Reversal Elements
Having viewed the evolving properties of the toroidal and poloidal fields in a reversal, it may be useful to enumerate the elements that appear to be essential. We have cross-referenced these elements in our prior discussions and sketched them in Figure 16 . Element 1. At the beginning of each 580 day magnetic cycle, strong monolithic toroidal field is built through the Ω effect in the stable zone over the course of about 150 days, utilizing the remaining poloidal field from the previous cycle (Figure 16(a) ). Element 2. Continued dynamo action through the Ω-effect serves to strengthen the wreaths and to broaden them in latitude. Eventually, the structure reaches a latitudinal extent and strength great enough for Lorentz forces to begin tearing it in two, with the poleward side of the wreath breaking away (Figure 16(b) ). This field then accelerates toward the poles under the influence of the combined action of buoyancy, Lorentz, and Coriolis forces. Yet it retains some of its linkage with the primary low-latitude bound wreath, forming a sheet of toroidal field in the stable zone. The entire slip between low latitudes and the pole takes about 480 days, which is the Alfvénic timescale that characterizes the polar-slip instability. Element 3. Poloidal field wraps around the deeper wreaths, encasing them. The action of convection above the stable zone is to turn this poloidal field into toroidal field through shearing due to the differential rotation (T MS ). This builds and maintains a wreath at mid-latitudes in the convection zone over the course of a magnetic energy cycle, whose toroidal sense is opposite to that of the deeper field (Figures 10(c) -(g) and 16(c)). Element 4. While the poleward branch of toroidal field in the stable zone slips further toward the pole, the toroidal sheet of field linking it to the low latitude is shorn apart by the differential rotation. This initiates a reconnection of the poloidal field enshrouding both branches of toroidal field. During this reconnection event, either the equatorial or the polar branches of this field reverse their magnetic helicity (Figures 16(d) and (e)). This reconnection process takes only a few days at a given latitude. Element 5. The fields whose helicity does not reverse continue to grow until the differential rotation weakens under Lorentz force feedbacks. The rate of magnetic field generation due to the mean shear then falls below the rate of resistive dissipation, eventually destroying the field. The field with the reversed helicity is more rapidly dissipated by the combined action of the resistive dissipation and the mean shear, which, due to the reversed poloidal field sense, now acts to destroy field. The reconnection and field dissipation migrates equatorward from the initial mid-latitude reconnection on a timescale of about 100 days (Figures 10(b) and 16(e) and (f)). It is this timescale and the polar-slip that are the dominant processes setting the 580 day energy cycle period. Element 6. As the field decays away, the convection which is relatively unchanged during the cycle rebuilds the differential rotation on the timescale of a few global convective overturnings. As this is occurring, the poloidal field that had been sustained around the deeper wreaths is no longer available to build the weaker, oppositely directed toroidal field in the convection zone. This field is pumped into the stable region over a convective overturning timescale (Figure 16(f) ). Element 7. There are now two paths to rebuilding field in the stable zone to begin an energy cycle anew. One path is that both the toroidal and poloidal field remnants of the weaker wreaths in the convection zone are pumped into the stable zone. This provides the seed of the polarity for the new cycle and gives rise to a polarity reversal, which is then built upon by the Ω effect. This appears to occur every three energy cycles, leading to the 1600 day reversal period. Typically, following the end of the first cycle there is a failed reversal in which the polarity of the former wreaths is retained. In this cycle, the deeper field begins to strengthen before it had decayed sufficiently to be overcome by the remnant wreath pumped in from the convection zone (Figure 16(g) ).
CONCLUSIONS
We have explored the interaction of rotation, convection, and magnetism in a 1.2 M star rotating at 10 and 20 times the solar rate with the 3D MHD ASH code. We find that strong dynamo action occurs both in the convection zone and in the stable zone of these simulations. The magnetic fields resulting from this dynamo action are organized into large-scale structures, forming strong toroidal bands (wreaths) of field with intricate fibril structure and with enshrouding poloidal fields that the serve to link the wreaths. The portion of the radiative zone present in the simulations here plays an active role in both storing and building these global-scale magnetic fields.
These MHD simulations of F-type stars reveal spatially complex and temporally dynamic behavior, with time variation in the magnetic energy arising in both cases. In our analysis of these two cases, the primary mechanism for building toroidal field is the Ω effect underlying T MS , and that for building the poloidal field is P FS . This corresponds well with prior simulations of G-type stars (B11; Nelson et al. 2013a) , where these are also the dominant sources of magnetic energy production. To put these simulations in the context of MFT electrodynamics, the dynamos in both Case A10m and Case A20m exhibit some characteristics similar to those seen in a classical α 2 -Ω dynamo. We also find that the β-effect is an important factor in obtaining a reasonable agreement between the mean-field estimate of the turbulent EMF and the time-averaged turbulent EMF of the simulation.
The limited temporal variability of Case A10m allows us to examine time averages of these magnetic structures in terms of their generation, maintenance, and impacts upon the mean flow and thermal structure of the simulation. Unlike previous simulations of young G-stars that yield strong, coherent wreaths of magnetism in their convection zones, the simulations here explicitly include a stable zone. In our assessment of the generation of magnetic field in the stable zone, we find that the P MS and P MA poloidal magnetic energy generation terms are largely equal. This arises due to the alignment of the mean poloidal magnetic field and the meridional flow. This poloidal field is directly tied to the deep toroidal wreaths present in the stable zone. These structures act to block channels of angular momentum transport that had efficiently accelerated the equator in the hydrodynamic cases of Paper I, leading to a reduced latitudinal differential rotation in their MHD counterparts here.
In contrast to the modest variability of Case A10m, Case A20m exhibits a broad spectrum of dynamical timescales, with large variations in the magnetic energies and their generation rates. Indeed, we have found magnetic energy cycles with a roughly 580 day period and cyclical polarity reversals occurring roughly every 1600 days, or every three energy cycles. A mechanism for the polarity reversals in Case A20m has been enumerated, where the crucial elements are the coupling between the stable zone and the convection zone and the polar-slip instability. This reversal mechanism merits further investigation to better assess its statistical properties over many polarity reversals and to establish its potential role in other stellar configurations, such as in the Sun or τ Boötis.
The mean flows established in these 3D MHD simulations are quite different from those of the purely hydrodynamic variety. The differential rotation and its accompanying thermal contrast of Case A10m and Case A20m are reduced relative to their hydrodynamic counterparts Case A10 and Case A20 of Paper I. In particular, the average latitudinal differential rotation has dropped by a factor of 2.0 in Case A10m and by a factor of 2.4 in Case A20m. The global-scale magnetism established in both Case A10m and Case A20m leads to variations in the latitudinal differential rotation with time. Here the differential rotation varies by about 20% in Case A10m and by up to 70% in Case A20m on timescales commensurate with the variation of the magnetic fields. Time-varying bulk flows have been seen in prior MHD simulations of the G-type stars (B11). Some modulation of the differential rotation with magnetic activity appears to be also observed on τ Boötis and several other stars (Donati et al. 2003) .
The 3D numerical simulations presented here and in Paper I cover rotation ranges that are accessible to the line profile technique, and thus are directly comparable to recently expanded data sets of observed differential rotation in F-stars, such as those in Ammler-von Eiff & Reiners (2012) . Indeed, the differential rotation achieved in the prior simulations of Paper I tended to match the earlier observational data (Reiners 2006) , an agreement further improved upon here. The hydrodynamic models of Paper I fell well within the uncertainties of the measured differential rotation, but often a given model had a ΔΩ matching that of the stars with the greatest differential rotation at a given rotation rate. The time-averaged latitudinal differential rotation of the two magnetic models explored here, on the other hand, now follows the average trend line of the observed data for the F-type stars.
Our 3D simulations of F-type star dynamo action reveal that quite complex processes can be at work, and that we have sampled only a small subset of them. However, tools in computational astrophysics such as ASH that study the interior dynamics of stars will continue to improve with rapid advances
