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Abstract Investigating the characteristics of model-
forecast errors using various statistical and object-oriented
methods is necessary for providing useful guidance to end-
users and model developers as well. To this end, the ran-
dom and systematic errors (i.e., biases) of the 2-m tem-
perature and 10-m wind predictions of the NCAR-AirDat
weather research and forecasting (WRF)-based real-time
four-dimensional data assimilation (RTFDDA) and fore-
casting system are analyzed. This system has been running
operationally over a contiguous United States (CONUS)
domain at a 4-km grid spacing with four forecast cycles
daily from June 2009 to September 2010. In the result an
exceptionally useful forecast dataset was generated and
used for studying the error properties of the model fore-
casts, in terms of both a longer time period and a broader
coverage of geographic regions than previously studied.
Spatiotemporal characteristics of the errors are investigated
based on the 24-h forecasts between June 2009 and April
2010, and the 72-h forecasts between May and September
2010. It was found that the biases of both wind and tem-
perature forecasts vary greatly seasonally and diurnally,
with dependency on the forecast length, station elevation,
geographical location, and meteorological conditions. The
temperature showed systematic cold biases during the
daytime at all station elevations and warm biases during the
nighttime above 1,000 m above sea level (ASL), while
below 600 m ASL cold biases occurred during the night-
time. The forecasts of surface wind speed exhibited strong
positive biases during the nighttime, while the negative
biases were observed in the spring and summer afternoons.
The surface wind speed was mostly over-predicted except
for the stations located between 1,000 and 2,100 m ASL,
for which negative biases were identified for most forecast
cycles. The highest wind-speed errors were found over the
high terrain and near sea-level stations. The wind-direction
errors were relatively large at the high-terrain elevation in
the Rocky and Appalachian mountain ranges and the
western coastal areas and the error structure exhibited
notable diurnal variability.
1 Introduction
Mesoscale numerical weather prediction (NWP) models
driven by global model output provide valuable short-term
weather forecasts at regional scales with refined model
grids and customized model physics. Increases in model
resolution have made it possible to realistically resolve the
interaction of large-scale circulations with local terrain,
thus providing more accurate representation of local wind,
convection, and precipitation. The growing desire for more
accurate weather forecasts has led to steady improvements
in the operational NWP models. Despite the improvements,
model forecasting is inherently affected by imperfect initial
and boundary conditions, numerical approximations of
the dynamical equations (e.g., truncation errors), and
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simplifications of the complex atmospheric physical and
chemical processes. As a result, NWP model forecasts are
inevitably subject to systematic (biases) and random errors
(Cheng and Steenburgh 2005; Molders 2008; Liu et al.
2009; Coleman et al. 2010). Investigating the characteris-
tics of model-forecast errors using various statistical and
object-oriented methods is instrumental in providing useful
guidance to end-users and model developers as well.
Analysis of model-forecast errors, especially the sys-
tematic biases, is the first step for model developers to
understand the model behavior and develop a solution to
reduce the model errors. Such statistical error features can
help model developers identify the limitations and make
improvements to model resolution, physics parameteriza-
tions, assimilating higher density data, and more accurate
model numerics. For example, high-resolution models are
able to realistically resolve many of the mesoscale features
that arise from the interaction of large-scale flow with
topography (Fritsch et al. 1998), where a myriad of
mesoscale processes have been recognized as significant
sources of errors for models (Rife et al. 2002, 2004). A few
studies (e.g., Hahn and Mass 2009; Lin and Colle 2009)
have also shown that the use of the positive-definite
advection (PDA) algorithms reduces spuriously generated
moisture at high-model resolutions.
Forecasts of surface- and boundary-layer variables rely
heavily on surface conditions including soil temperature
and moisture (Chen et al. 2001; Holt et al. 2006; Sutton
et al. 2006), properties of land surface (land use, land cover,
vegetation; Barlage et al. 2010), and the coupling between
such parameters within the land-surface model (LSM) and
PBL parameterizations (Liu et al. 2006). The model
microphysics and radiation may represent additional sour-
ces of biases in temperature and precipitation. Improve-
ments in bulk microphysical parameterizations introduced
in MM5 (Woods et al. 2007) and WRF (Lin and Colle 2011)
not only produce better snow forecasts, but also reduce
some biases in surface temperature. The deficiencies in
cloud microphysics, boundary-layer parameterizations and
surface physics, might have also contribute to the over-
prediction of precipitation near complex orography (Hahn
and Mass 2009). Several recent studies attempt to correct
wind biases by accounting for the unresolved topographic
features. Mass and Ovens (2011) showed that by using
surface roughness length proportional to the magnitude of
sub-grid scale terrain variance, both wind-speed and wind-
direction bias could be greatly reduced. More recently,
Jime´nez and Dudhia (2012) added a new surface sink term
in the WRF momentum equation to take into account the
effects of the unresolved terrain, which improved climato-
logical and intra-diurnal wind speed variability.
Data assimilation presents another means to reduce
model biases by improving the quality of initial conditions.
By taking advantage of the new observational technologies
and advanced data assimilation techniques, e.g., an off-line
high-resolution land-surface model (LSM) spun-up (Case
et al. 2008), or the initialization of the model through
assimilation of diverse observations, such as satellite
radiance data (Xu et al. 2009), or tropospheric airborne
meteorological data reporting (TAMDAR) measurements
(Childs 2010), the model-forecast errors could be further
mitigated.
Over the last 3 years, NCAR and AirDat LLC have
jointly developed a real-time operational WRF-based real-
time four-dimensional data assimilation (WRF-RTFDDA)
forecasting system that covers the contiguous US
(CONUS) with two nested-grid domains at 12- and 4-km
grid intervals, respectively (Fig. 1). This system has been
running in a real-time operational mode since July 2009.
One significant component of the WRF-RTFDDA system
is a data assimilation component that continuously assim-
ilates meteorological observations as they become avail-
able, enabling the system to generate model-assimilated
and model-adjusted datasets that both define the current
atmospheric conditions and serve as the initial conditions
for subsequent model forecasts (Liu et al. 2008a). This
high-resolution CONUS-scale system provides an excep-
tionally useful forecast dataset for studying the error
properties of the WRF model forecasts, in terms of a longer
time period and a broader coverage of geographic regions
than previously studied. In this paper, we examine the
temporal and spatial error characteristics of the forecasts as
a function of station elevations, geographical locations
across CONUS, seasonal migration, and meteorological
conditions. We compute and characterize the statistical
properties of the surface wind and temperature forecast
biases and root-mean squared errors (RMSEs) of this real-
Fig. 1 Model domains and terrain height (shading). The external
domain, D1, consists of 441 9 303 9 36 grid points at a 12-km grid
spacing; the internal domain, D2, contains 1,192 9 766 9 36 grid
points at a 4-km grid spacing
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time operational high-resolution 4-km WRF-RTFDDA
system.
This paper is organized as follows. Section 2 describes
the modeling system, data archive, and the bias verification
methods. The spatiotemporal structures of the model biases
are analyzed and discussed in Sect. 3. Section 4 examines
the bias geographical distributions and their dependency on
the terrain height. Summary and discussions are provided
in Sect. 5.
2 Description of the operational system and verification
methodology
WRF-RTFDDA is one of the real-time operational data
assimilation and forecasting systems developed by NCAR,
and has been implemented over various regions to support
many applications and provide multi-scale weather analy-
ses and forecasts with fine-mesh domains down to a grid
spacing of 0.5–3 km (Liu et al. 2008a, b; Sharman et al.
2008). The core of the forecasting system is the Advanced
Research WRF (ARW; Skamarock et al. 2005) modeling
framework. This system continuously assimilates all syn-
optic and asynoptic weather observations using observation
nudging based on Newtonian relaxation (Liu et al. 2007).
The use of multi-scale domains and rapid cycling produces
dynamically spun-up and physically consistent initial
conditions for short-term mesoscale weather forecasts (Liu
et al. 2006, 2008a).
2.1 NCAR-AirDat WRF-RTFDDA system
The operational WRF-RTFDDA was deployed at AirDat
for real-time forecasts over a CONUS domain in July 2009
(Liu et al. 2010). The system was set up with two one-way-
nested domains (Fig. 1), which was found to be a com-
putationally efficient configuration due to the reduction of
the cost of the WRF preprocessing computations through
the use of a 12-km coarse grid. The external domain (D1)
consists of 441 9 303 points at a 12-km horizontal grid
spacing, and the internal domain (D2) has 1,192 9 766
grid points at a 4-km horizontal grid spacing, both domains
employing 37 vertical levels in the entire layer with 13
levels located between the surface and the 1.5-km height.
The lowest model level is about 10 m above the surface.
For both domains, 27 modified USGS land-use categories
and 19 soil categories are used. Table 1 shows the physical
parameterization schemes employed by this system. In
December 2009, the microphysics scheme was switched
from the Lin et al. (1983) scheme to the more sophisticated
Morrison two-moment scheme (i.e., Morrison et al. 2009),
which predicts the mixing ratios of rain, ice, snow, and
graupel, as well as their number concentrations. The
system has been running four forecast cycles per day
starting at 00, 06, 12, and 18 UTC. Each cycle produces a
6-h analysis through continuous data assimilation and 72-h
forecasts (24-h forecasts before 22 April, 2010). In the
NCAR-AirDat WRF-RTFDDA system, the PDA algorithm
is applied for both the 12- and 4-km grids. The system cold
starts once a week on Saturdays at 18Z.
2.2 Forecast data sets
Observation nudging is used in the WRF-RTFDDA for
continuously collecting and ingesting all available synoptic
and asynoptic weather observations from conventional and
unconventional platforms, e.g., various surface data
(METAR, SYNOP, SPECI, ship, buoy, QuikScat seawinds,
mesonets, etc.) and upper-air observations (TEMP, PILOT,
wind profilers, aircrafts, satellite winds, dropsondes, radi-
ometer profilers, RAOBS, Doppler radar winds, and oth-
ers). Multi-stage cycling allows for the ingestion of data
with different time lags to provide continuous analyses and
forecasts at a specified time interval—in this case, 3 h.
The real-time verification statistics analyzed in this
paper were generated using the forecasts over a period of
14 months, with 24-h forecasts from 1 July, 2009 through
22 April, 2010 (hereafter denoted as S1), and 72-h fore-
casts from 22 May, 2010 through 9 September, 2010.
Figure 2 shows examples of the typical weather regimes
during the cool (S1) and warm (S2) seasons. The S1 period
is characterized in a large part by the passage of frontal
systems during the winter and spring seasons, while the S2
period is characterized by convective activities during the
summer and early fall.
Finally, it is noted here that one of the unique datasets
assimilated in the NCAR-AirDat WRF-RTFDDA system is
the AirDat TAMDAR observation. TAMDAR is an air-
borne multi-function in situ atmospheric sensor equipped
on commercial aircrafts, and provides measurements
of humidity, pressure, temperature, winds, icing, and




Time integration Adaptive time step
Land surface Noah
Surface layer Monin–Obukhov
PBL YSU (non-local mixing)
SW-RAD Dudhia
LW-RAD RRTM
Clod microphysics Lin et at.; Morrison (from December 17, 2009)
Cumulus scheme Kain–Fritsch (12 km only)
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turbulence, along the flight paths. The TAMDAR sensors
have been installed and operating over CONUS, Alaska,
and Mexico on the Horizon, Republic, Chautauqua, Shuttle
America, PenAir, Piedmont, Frontier Alaska, AeroMexico
Connect and Mesaba Airlines, as well as on a few research
aircrafts. Upon completion of the 2011 installations, more
than 6,000 daily soundings have been produced in North
America at more than 360 locations.
2.3 Methodology of systematic error analysis
Verification statistics of the operational forecasts are
computed by interpolating WRF output (linear interpola-
tion in horizontal and vertical directions) to observation
points of all selected 523 METAR and other standard
surface stations. At every forecast hour (separately in each
cycle), we calculate bias and RMSE as follows:
Fig. 2 Satellite photographs of
the cloud top IR brightness
temperature (C), during
different weather regimes in S1
and S2: strong springtime
convective systems in April
22–25 (upper panel); fair-
weather summer-time cumulus
convection in July 6–9 (lower
panel)
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wherein N is the number of all valid observations, CO is the
observed meteorological quantity at a station location and
at a particular time, and Cf is the model prediction at the
same time interpolated to the same location. The bias is
defined here as the ‘‘difference of the central location of the
forecasts and the observations’’ (Jolliffe and Stephenson
2011). The RMSE is generally more sensitive to large
errors because the square power provides more weight to
the larger error values. On the other hand, the mean bias
does not reflect positive and negative errors for individual
cases because they tend to cancel out. The standard
deviations of the BIAS (STDBIAS) and RMSE (STDRMSE)
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The correlation skill score (CORR) evaluates systematic
relations between forecasts and observations, for example,
their error differences and the amplitudes. Thus, perfect
correlation exists for COR = 1 or COR = -1. STDBIAS
indicates the variability of random errors relative to the
bias, similarly, STDRMS to the mean RMSE.
3 Spatiotemporal variations of the forecast biases
The investigation of model biases and their characteristics
have been the subject of several recent publications. For
example, Cheng and Steenburgh (2005) and Molders (2008)
showed a general tendency of the WRF model (Skamarock
et al. 2005) to overestimate the 10-m wind speed over the
western part of US and Alaska, respectively. The large-
magnitude bias in wind speed and wind direction was also
identified in recent versions of WRF in simulations over
mountainous areas (Roux et al. 2009; Mass and Ovens 2011;
Jime´nez and Dudhia 2012, 2013). The studies of Prabha and
Hoogenboom (2008) and Liu et al. (2009) reported the
underestimation of the 2-m daytime temperature, with
average cold biases between -4 and -2 C. In contrast,
daytime warm biases were noted by Coleman et al. (2010) in
their summertime simulations over the Los Angeles basin
using the WRF model, as well as the fifth-generation Penn-
sylvania State University—NCAR Mesoscale Model (MM5;
Grell et al. 1994). Coleman et al. (2010) attributed the day-
time warm biases to insufficient representation of the
anthropogenic latent heat flux, a source of enthalpy, resulting
in significant cooling in the planetary boundary-layer (PBL)
schemes. More recently, in the springtime-2011 15- and
3-km WRF-CONUS simulations Romine et al. (2013)
reported the diurnal and synoptic-scale variability in the
temperature mean errors, positive bias in 2-m dewpoint, and
wind-direction errors related to the synoptic variability
within the model domain. In this section, we analyze the
forecast errors of the 2-m temperatures and 10-m winds of
the NCAR-AirDat 4-km WRF-RTFDDA system for an
operational period of 14 months. All available forecast
cycles during the period are included in the study.
3.1 Domain-averaged error characteristics
Figure 3 illustrates the domain-averaged RMSE and stan-
dard deviation of the 24 h forecasts of 2-m temperature,
10-m wind speed and wind direction for the four forecast
cycles (00, 06, 12, 18 UTC) averaged over the entire S1
period. The averaging is done for all available forecast
cycles between 1 July, 2009 and 22 April, 2010. The
temperature errors exhibit strong diurnal patterns in each
cycle with a growing trend during the daytime and peaking
in the late afternoon. There is a period of approximately
3 h following the late afternoon peak when the temperature
error decreases, and then stays roughly constant during the
nighttime. The standard deviation of the RMSE around the
mean values is moderate and never exceeds 0.4 K for
temperature and 0.3 m s-1 for wind speed. On average, the
temperature errors for the 00 UTC cycle are lower than
those of the other cycles, which may be attributable to the
assimilation of more aircraft data of the daytime flights and
RAOB data, as noted by Croke et al. (2010). The minimum
error of 1.8 K is always found at the end of the analysis
time (or the 0-h forecast lead time) for all the cycles, which
is most likely due to the effect of continuous assimilation.
The maximum error in 2-m temperature reaches 2.5 K.
Roux et al. (2009) also showed a strong effect of the
diurnal cycle on the model-forecast bias, with maximum
temperature errors increasing from 1.8 K during the ana-
lysis period to 2.5 K at the late afternoon hours.
In comparison, the diurnal variability in 10-m wind
speed error and 10-m wind-direction error are less pro-
nounced when compared to those of 2-m temperature
(Fig. 3). For wind speed, nighttime and early morning
correspond to relatively smaller errors while relatively
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larger errors on the order of 1.9 m s-1 are found around
noon. For wind direction, the error distributions appear to
be out of phase with those of wind speed. The spread of the
RMSE around the mean is small for wind speed
(\0.3 m s-1), but is quite large for wind direction (*50).
Figure 4 presents the domain-averaged RMSE as a func-
tion of 0 to 72-h forecast lead time averaged over the entire
S2 period. Increasing trends in the RMSEs of temperature,
wind speed, and wind direction with forecast lead time are
evident (especially for temperature), with superposed strong
diurnal variations. The maximum temperature errors that
peak in late afternoon grow from 2.5 K in the beginning of
the forecast cycle to 3.2 K at the end of the forecast cycle. As
in the S1 period, the largest wind-speed errors occur around
noon, and grow from 1.9 to 2.1 m s-1 during the 72-h
forecast length. Averaged over the entire CONUS domain,
the 10-m wind-speed daytime bias is about 0.5 m s-1 while
the MAE of 10-m wind speeds grows gradually from
approximately 1.2 m s-1 during the analysis period to
2 m s-1 at the end of the 72-h forecast length (not shown).
Compared to the findings of the other regional models
reported in literatures, the NCAR-AirDat CONUS WRF-
RTFDDA system shows slightly better forecast verification
statistics. Case et al. (2002) evaluated high-resolution
(1.25-km grid spacing) simulations of the Regional
Atmospheric Modeling System (RAMS) over east-central
Florida during the 1999 and 2000 summer months. They
showed that the temperature and wind-speed RMSE for a
24-h forecast corresponding to the 12 UTC cycle had very
similar temporal structure to the current results. Their peak
temperature (wind speed) RMSE reached 3.75 K
(2.5 m s-1) at the end of the 9-h (7-h) forecast. In com-
parison, the NCAR-AirDat system has a peak temperature
(wind speed) RMSE of 2.5 K (1.9 m s-1) at the end of 6-h
(12-h) forecast for the 12 UTC cycle (see Figs. 3, 4).
Jones et al. (2007) examined the RMSE of the 48-h
MM5 ensemble forecasts over the northeast US at 12-km
horizontal resolution. They showed that the temperature
RMSE approached 2.8 K and increased with the forecast
length, which is similar to the current results. Their wind-
speed RMSE exhibited strong diurnal cycles with errors in
the range of 2–2.8 m s-1, while the current results show
relatively smaller errors in the range of 1.5–2.1 m s-1.
Jones et al. (2007) also showed that the wind-direction
RMSE in their simulations had similar time tendencies to
Case et al. (2002), i.e., increasing from 40 to 55 at the
end of the 48-h forecasts in warm season (May–Septem-
ber), and from 30 to 45 in cool season (October–March).
The WRF-RTFDDA wind-direction RMSE in the current
study consistently exhibits the same time tendency for both
Fig. 3 Domain-averaged RMSE (black lines) and standard deviation
(shadings) of 2-m temperature, 10-m wind speed, and wind-direction
forecasts as a function of 0- to 24-h forecast lead time for each of the
four cycles averaged over the S1 period of July 1, 2009 through April
22, 2010
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cool and warm seasons, with higher RMSE in the range of
90–95 within the 72-h forecasts and a daily fluctuation of
±5. The higher mean RMSE in our WRF-RTFDDA
simulations is likely related to large wind-direction errors
over the Rocky Mountain areas where the model tends to
have a difficulty in resolving the wind direction realisti-
cally due to the complex terrain.
The biases of temperature and wind speed as a function
of forecast lead time averaged over the S1 and S2 periods
for the 12 UTC cycles are presented in Fig. 5. The growth
of temperature and wind-speed RMSE during the first few
hours of the forecasts seen in Fig. 3 appears to be related to
the increasing negative biases of the respective variables
during the same time period (Fig. 5). The averaged maxi-
mum biases reach -1 K for temperature and -0.5 m s-1
for wind speed during the S1 period. At the end of the 24-h
forecasts the average temperature biases decreased to zero
while the total variances (represented by the yellow shad-
ings) increased to ±2 K. The averaged wind-speed biases
stay approximately constant in the second half of the 24-h
forecasts with positive values not exceeding 0.3 m s-1 and
total variances in the range of ±1.3 m s-1. Both the tem-
perature and wind-speed biases during the S2 period show
strong diurnal variations (Fig. 5). The gradual increases of
the averaged negative temperature biases as well as the
total variance correlate well with the gradual increase of
temperature RMSE in Fig. 4. For wind speed, biases stay
nearly unchanged during the 72-h forecasts; however, the
total variances increase slowly and reach ±1.6 m s-1 at the
end of the 72-h forecasts, which also corresponds well to
the gradual increase of wind-speed RMSE seen in Fig. 4.
Figure 6 shows the correlation of temperature and wind
speed between the model forecasts and the observations as
a function of forecast lead time for the 12 UTC cycle.
Apparently, the correlation is much higher for temperature
than wind speed for both S1 and S2 periods. Gradual
decreases in the correlation with the forecast lead time are
noticed for both temperature and wind speed; however, the
Fig. 4 Same as Fig. 3 except for the 0- to 72-h forecast lead time averaged over the S2 period of 22 May 2010 through 9 September 2010
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variances do not show a clear trend. Temperature (wind
speed) shows well-defined (less well defined) diurnal
variations in correlation during the 72-h forecasts.
3.2 Seasonal variation of the forecast errors
Figures 7 and 8 show the seasonal variability of tempera-
ture biases and wind-speed biases, respectively, as a
function of the forecast hours during the S1 period. For 2-m
temperature (Fig. 7), the model shows positive biases up to
1.5 K in nighttime and cold biases with peak values
reaching -1.5 K in daytime during the fall, winter, and
spring. The cold biases have two peaks: one in November,
and another higher peak between February and April.
Biases are lower in summer, with generally weak positive
biases (\0.5 K) in the morning and early afternoon. During
the summer, cold biases occur during the late afternoon and
early evening hours. Overall, the model system underpre-
dicts the amplitude of the diurnal evolution of 2-m tem-
perature as reflected by warm biases at night and cold
biases in the afternoon, which suggests a systematic defi-
ciency in the WRF physical parameterization schemes
especially the radiation scheme and the treatment of
advection (e.g., Rostkier-Edelstein and Hacker 2010).
Insufficient vertical levels within the boundary layer might
also contribute to the model biases as the current system
only has 13 vertical levels between the surface and the 1.5-
km height. The model biases could be effectively mitigated
through the assimilation of surface observations as noted
by Rostkier-Edelstein and Hacker (2010, 2013) in their
single-column model—ensemble filter experiments.
Surface wind speed is strongly positively biased (Fig. 8)
at night during the entire study period, with the averaged
biases ranging between 0.5 and 1.0 m s-1, and peaks up to
2 m s-1 at times. During the late spring and summer, there
are strong negative biases in the afternoon with a peak of
-1.5 m s-1. The negative biases in the afternoon may be
related to the limited ability of the 4-km grid model to rep-
resent the afternoon convection, while the positive nighttime
biases might be related to the known deficiencies of WRF
boundary-layer parameterizations under stable conditions.
The nighttime positive wind speed biases are also closely
correlated to the nighttime warm temperature bias, likely
pointing to possible excessive mixing of the surface layer in
Fig. 5 Bias of temperature (left
panels) and wind speed (right
panels) as a function of forecast
lead time for the 12 UTC cycle
averaged over the S1 period
(upper panels) and S2 period
(lower panels). The raw biases
are averaged over all stations
and all available cycles, and are
represented by the continuous
black lines. The yellow shadings
represent total variance, while
the gray shadings represent the
variance between different 12
UTC cycles
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Fig. 6 Correlation coefficients
of the observed and simulated
temperature (left panels) and
wind speed (right panels) as a
function of forecast lead time
for the 12 UTC cycle during the
S1 period (upper panels) and S2
period (lower panels). The mean
and variance are represented by
thick black lines and gray
shadings, respectively
Fig. 7 Temporal variations of
the domain-averaged daily
temperature biases as a function
of forecast lead time for each of
the four cycles during the period
of July 1, 2009 through April
22, 2010 (the S1 period; the
forecast date is written in the
format month/day along the
y axis)
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the model, which may be in turn due to small-scale terrain
drag that is unresolved by the current weather models (Ste-
eneveld et al. 2008). Steeneveld et al. (2009) showed that
gravity wave drag due to small obstacles, mountains and hills
could reach the equivalent magnitude as the turbulent drag
and could modify the wind speed sufficiently.
The temperature and wind-speed biases as a function of
forecast lead time for the 00 UTC (late afternoon over
CONUS) cycle and 12 UTC (early morning over CONUS)
cycle during the S2 period are shown in Fig. 9. As in the
case for the S1 period, warm (positive) biases in the
nighttime and cold (negative) biases in the afternoon are
evident for temperature (wind speed) during the S2 period.
The daytime cold bias reaches -1.5 K during the late
afternoon hours, while the nighttime warm bias is generally
less than 0.3 K. The wind speed tends to be under-pre-
dicted by -1.5 m s-1 in the afternoon. Between the late
afternoon (i.e., 00 UTC) cycle and the early morning (i.e.,
12 UTC) cycle, relatively small differences are noticed for
wind speed during the entire S2 period; however, the
temperature biases exhibit significant differences espe-
cially during June, July, and August (Fig. 9). The tem-
perature biases from May to early June and from late
August to September are greater than those in the other
months for both cycles. Spring weather over CONUS is
characterized by substantial increases in temperature and
wind speed with a gradual decrease in precipitation, while
in the autumn and winter, the weather conditions are nearly
the opposite. In the summer, unstable conditions with
convective activities dominate the weather over CONUS.
Thus, it appears that the seasonal changes in the forecast
biases more or less reflect the model’s varying skills under
different weather regimes, for example, treatment of shal-
low cumulus convection (e.g., Angevine 2005; Angevine
et al. 2010).
The mean RMSE of the S1 and S2 periods seen in
Figs. 3 and 4 contains both systematic (i.e., bias) and
random-error components. The variance, also known as the
Fig. 8 Same as Fig. 7 except
for the domain-averaged daily
wind-speed biases
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centered root-mean square error (CRMSE2), is the random
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and is partly caused by the under-resolved small-scale or
high-frequency phenomena such as convective cells by the
4-km grid model. The mean RMSE in the S2 period (Fig. 4)
shows a much stronger diurnal signature than that in the S1
period (Fig. 3) and the most likely reason is that the mean
RMSE in the S1 period is obtained by averaging across
multiple seasons with differing diurnal bias distributions.
3.3 Error geographical distributions
Figure 10 displays the geographical distributions of the
mean bias of 10-m wind speed, 10-m wind direction and
2-m temperature for the 00 UTC (late afternoon) and 12
UTC (early morning) cycles. The biases are computed for
the 24-h forecasts, and the averaging is done for all forecast
cycles of the S1 period. The wind-speed forecasts for the
stations in the western portion of the domain, mostly along
the slopes of the Rocky Mountains and in the Central
Valley of California, have large negative biases at 00 UTC,
some as low as -3 m s-1. The wind-speed biases are
smaller at most coastal mountainous locations at 12 UTC.
In contrast, positive wind-speed biases of up to 2 m s-1
can be seen in the eastern coastal areas, as well as the
northwestern coastal areas, including northern California,
Oregon, and Washington for both cycles. Stations in the
Midwest including the Great Plains exhibit relatively
smaller wind-speed biases for both cycles.
The wind-direction biases show irregular distributions in
the eastern areas with large variations among stations. The
biases, however, are strongly negative (counterclockwise)
over the Rocky Mountains with values reaching -25 , and
Fig. 9 Temporal variations of
the domain-averaged daily
temperature biases (upper
panels) and wind-speed biases
(lower panels) as a function of
forecast lead time for the 00
UTC cycle (late afternoon, left
panels) and 12 UTC cycle (early
morning, right panels) during
the period of May 22, 2010
through September 9, 2010 (the
S2 period)
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Fig. 10 Geographical distribution of biases for the S1 period: 00 UTC (left panels) and 12 UTC (right panels). The biases of the 24-h forecasts
are averaged over all valid cycles within S1
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positive biases of up to 20  are observed along the western
Rocky Mountain slopes for the 00 UTC cycle. Further-
more, the wind-direction biases on the slopes are about 5 
greater for the 12 UTC cycle when compared to the 00
UTC cycle. The wind-direction biases in the mountainous
regions may indicate some deficiencies in the model’s
representation of the topographic forcing, which likely
causes systematic flow shifts. In WRF simulations over the
Pacific Northwest at the 12-km grid spacing, Mass and
Ovens (2011) also noted over-prediction of the near-sur-
face wind speed and wind-direction errors at low levels in
areas of complex terrain in which the flow tends to be too
geostrophic. They attributed the causes of the model errors
to the lack of sub-grid terrain friction in WRF and subse-
quently introduced an algorithm to mitigate the errors in
wind speed and direction.
The temperature biases also exhibit notable spatial
variations between the east states and the west states
(Fig. 10). Some large cold biases up to -4.0 K occur over
the Appalachian Mountains, the valleys of California and
Washington, and over the Rocky Mountains for the 00
UTC cycle. The Northern and Southern Plains show neg-
ligible biases for the 00 UTC cycle, but warm biases up to
1.5 K for the 12 UTC cycle. Compared to the 00 UTC
cycle, the 12 UTC cycle shows mainly positive biases over
CONUS, except for a region along the Appalachian range
where negative biases in the range of -1.5 K are found.
The larger daytime cold biases associated with the high
mountains for the 00 UTC cycle constitute a complicated
modeling challenge. The causes of the larger biases may be
related to (a) imperfect atmospheric radiation transfer over
the high terrain; (b) inaccurate representation of the land-
use properties; (c) truncated valleys/peaks of mountain
ranges due to limited model grid resolution; (d) inaccurate
mountainous cloud simulation; and (or) (e) uncertainty in
the model surface-snow process parameterization within
the land-surface model (LSM) (e.g., Barlage et al. 2010;
Mass and Owens 2013). An increasing trend in removing
these error sources from the NWP systems are currently
observed in the modeling community.
Barlage et al. (2010) introduced a time-varying albedo
formulation that increases the fresh snow albedo in the
WRF-Noah LSM and improves the magnitude and timing
of seasonal maximum snow-water equivalent (SWE) in the
Colorado Rocky Mountains. Minor improvements in the
averaged SWE were also obtained by introducing adjust-
ments to surface exchange coefficients in the stable
boundary layer, as well as the surface roughness length
over snow. The same authors also found that introduction
of terrain orientation and slope dependence did not affect
the simulated SWE seasonal maximum; however, the
diurnal distributions of incoming solar radiation between
the east- and west-facing slopes were changed. These
changes between the slopes might affect the convective
precipitation, accumulation and ablation of snow, and
hence, directly change the distributions and amplitude of
the temperature biases along the mountain ranges.
Biases in coastal areas are affected by the different
diurnal land–water heating, and are subjected to the
imperfect simulations of the magnitude and phases of sea
and land breezes. Notice that in the current study, the
nighttime warm biases in the coastal areas nearly disappear
during the daytime. Croke et al. (2010) suggested that the
diurnal signal in the temperature biases is linked to the
nocturnal damping of the sea breezes by the warm coastal
waters in the fall. Case et al. (2008) investigated improve-
ments in the land-surface initialization of the WRF model
using NASA Land Information System (LIS) conditions.
The drier initial soil states in their simulations improved the
simulation of the timing and evolution of a sea breeze over
northwestern Florida, which resulted in a reduction in both
the nocturnal warm bias, as well as the daytime cold bias.
4 Correlation of forecast biases terrain heights
Complex terrain significantly impacts weather systems that
pass by and greatly modulates the local and regional weather
processes as reported by Roux et al. (2009) and Mass and
Ovens (2011) in the recent versions of WRF over the North-
west Pacific area. More recently, Jime´nez and Dudhia (2012)
showed positive bias (*1 ms-1) over the valleys and plains
and large negative bias (-3 m s-1) at the hills and mountains.
On average, both biases are compensated although the uneven
sampling of the wind by the larger number of stations located
in plains and valleys comparing to number of mountain sta-
tions results in an overall positive bias. Jime´nez and Dudhia
(2013) also found large magnitude of biases of the wind
direction (RMSE of 80) over the areas of complex terrain and
these errors were dependent inversely on the surface wind
speed. In this section, we present detailed analyses of the
model biases in the context of terrain including their seasonal
variability and the terrain dependency.
4.1 Seasonal bias variability for the lower
and the higher elevation stations
Figure 11 shows the distributions of the mean temperature
bias for all 12 UTC forecast cycles in the S1 period aver-
aged both over all stations and over stations with terrain
heights either above or below 600 m above seal level
(ASL). The 600-m threshold was chosen arbitrarily with
the purpose of distinguishing the low-altitude coastal areas
from the high plains and mountains. The results indicate
that the high-elevation stations have much larger warm
biases during the nighttime with maxima exceeding 1.5 K,
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and cold biases during the daytime ([-1.5 K). The
nighttime warm biases are much greater in the winter than
the other seasons during the S1 period. During the summer,
convection that frequently occurs in the afternoon may lead
to a decrease of the nighttime warm biases. This appears to
be the case especially for the low-elevation stations
(Fig. 11). As a matter of fact, even the western stations
exhibit small cold biases at night (not shown).
The low-elevation stations tend to show cold biases for
both the daytime and nighttime for the reasons discussed
above; however, the amplitude of the cold biases exhibits
strong seasonal dependence. For example, in the summer,
the daytime negative biases are normally greater than
-0.8 K; but in the spring, the cold biases in the daytime
could reach as high as -1.4 K. At the nighttime, slightly
negative biases in the range of -0.3 K exist during the
spring and summer, with peak values around -1.0 K
during the middle of June. During December and January,
the negative biases are replaced by positive biases and the
maximum values could reach 1.2 K. The negative biases,
seen in Fig. 10, for the eastern stations are then consistent
with the domain-averaged biases for the stations below
600 m, which are around -0.2 K. The small magnitude of
this domain-averaged negative bias is due to the dominance
of the coastal stations located in Florida and North Carolina
for which small positive biases are found.
4.2 Dependence of biases with terrain height
for different forecast cycles
To further analyze the dependence of biases on the terrain
height, we divided the surface stations into 11 groups based
on the stations’ elevations: 15–46, 47–99, 100–167,
168–233, 234–287, 288–396, 397–579, 580–1,004,
1,005–1,481, 1,482–2,117, 2,118 m and higher. Coinci-
dently, each group contains approximately the same num-
ber of stations.
Figure 12 shows the 2-m temperature biases as a func-
tion of the terrain elevation averaged over the S1 period.
The low-elevation stations always show weak cold biases,
regardless of the cycles, with smaller biases at nighttime
(i.e., roughly -0.2 K for the 12 UTC cycle). All stations
exhibit cold biases for the 00 UTC and 18 UTC cycles
while the stations above 400 m for the 12 UTC cycle and
above 600 m for the 06 UTC cycle show warm biases.
Thus, at the higher elevations ([600 m), the temperature
biases display well-defined diurnal variability, with
strongly negative bias (up to -2.0 K) in the daytime (18
and 00 UTC cycles) but moderately positive (up to 1.0 K)
at night. The largest temperature biases are found for the
highest elevations, which is also consistent with the find-
ings in other mesoscale model experiments. For example,
Xu et al. (2009) examined the WRF-ARW model biases in
the complex terrain of Southwest Asia from 1 to 31 May
2006. The 2-m temperature errors in their simulations were
closely related to the heterogeneity in terrain structure,
with larger forecast errors located in the higher elevation
terrain.
The bias distributions presented in Fig. 12 are also
consistent with the individual cycle-averaged results shown
in Fig. 10, showing that the strongest cold biases exist over
the Appalachian Mountains in the eastern part of the model
domain where the average elevation is roughly 900 m with
peaks around 2,100 m. In this elevation range, the largest
cold biases come from the 00 UTC cycle and range from
-1.5 to -4.0 K. Above 2,100 m (the Rocky Mountain
Fig. 11 Mean temperature biases in the S1 period as a function of forecast lead time averaged over all stations (left panel), over stations with
terrain height above 600 m (center panel) and over stations with terrain height below 600 m (right panel) for the 12 UTC cycles
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stations), the average cold biases are the biggest during the
daytime but shift to weak warm biases during the night;
however, large spatial variations of biases are also evident
within this elevation range. During the daytime, the sta-
tions with small cold biases are located mostly in the
central part of the Rocky Mountains, and larger cold biases
are present in the eastern and western parts of the Rockies,
as well as near coasts in northern California, Oregon, and
the Cascade Mountains of Washington. The latter may be
related to the amount of moisture carried from the Pacific
Ocean deep into the continental areas, as well as the
imperfect representation of the convective cloud processes
along the slopes of this complex topography. The localized
over-prediction of precipitation on the windward slopes
and over the broader leeward regions along the Oregon
Cascades was observed with MM5 (Garvert et al. 2005a, b)
and the Canadian Global Environmental Multiscale (GEM)
model (Milbrandt et al. 2008) model. Lin and Colle (2009)
reported over-prediction of snow by the WRF model along
the Cascades’ windward slopes due to the over-predicted
maximum snow depositional growth, which resulted in
rapid and excessive graupel (rimed snow) fallout.
The model wind directions (Fig. 13) exhibit negative
biases of approximately -9 for the stations with eleva-
tions below 600 m ASL. The smallest wind-direction
errors are seen for the stations with altitudes between 600
and 1,000 m, while the highest errors are found at the
highest stations with elevation in excess of 2,100 m. The
biases from forecast cycles 06 and 12 UTC, which repre-
sent the nocturnal and early morning conditions, show
similar structure with a positive bias of 4 for stations
located between 600 and 1,000 m, 11 for stations
1,500–2,100 m, a negative bias of -12 for stations
1,000–1,500 m, and the largest negative bias of -20 for
the highest stations situated above 2,100 m. The 00 UTC
afternoon forecasts show strong negative biases for stations
located above 1,000 m, reaching -20 at the highest sta-
tion locations. The mid-day forecast conditions from the 18
UTC cycles produce small biases for station elevations
between 600 and 2,100 m, and positive biases of up to 8
for the highest station locations.
The 10-m wind-speed biases presented in Fig. 14 show
an interesting difference between the mid-elevation sta-
tions with consistently negative biases, and the low- and
Fig. 12 Temperature biases as
a function of the terrain
elevation averaged over the S1
period. The dashed-dot lines are
the averaged biases for all
stations higher than the
elevation threshold. The
continuous horizontal lines are
the average over all station
elevations
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high-elevation stations where the bias sign changes
between cycles. Strong diurnal variability is seen at the
higher elevation stations located above 2,100 m, changing
from a negative daytime bias of -0.8 m s-1 to positive
biases with a peak of 0.6 m s-1 during the early morning
hours. The cycle-averaged biases in wind speed are small
at many stations (see Fig. 10), and are most likely due to
the cancellation of the positive and negative biases
throughout the diurnal cycle. This is especially true for the
majority of the Rocky Mountain stations. The biases at
middle elevation stations between 1,000 and 2,100 m
remain negative with a nocturnal minimum of -0.3 m s-1
and mid-day negative peak of -0.8 m s-1. The average
negative wind-speed bias in Fig. 8 is the combined signa-
ture of the stations in the Great Plains, the California
Coastal Range, and several stations with a weaker negative
bias in the Rocky Mountains. At the low elevations, the
biases are mostly positive with a maximum of 0.7 m s-1,
except during the middle of the day when the biases
become negative at each model elevation. When averaged
across all cycles, the low-elevation stations indicate strong
positive biases with the highest positive bias near the
coastal locations, as well as stations around the Appala-
chian Mountains.
The nighttime wind-speed biases presented here are in
agreement with the results provided by Roux et al. (2009)
who also found that the wind-speed biases decreased from
lower terrain to about 600 m ASL, and then increased with
elevation toward the mountain peaks. The same authors
noted that the lowest biases were seen at stations between
400 and 1,500 m ASL while the highest biases were
identified at stations located near sea level and the higher-
altitude mountains. This observation calls for future
research on stable boundary-layer parameterizations over
large mountain ranges.
5 Summary
Investigating the characteristics of model-forecast errors
using various statistical and object-oriented methods is
necessary for providing useful guidance to end-users and
model developers as well. The NCAR-AirDat weather
research and forecasting (WRF)-based real-time four-
dimensional data assimilation (RTFDDA) and forecasting
system, running operationally over a contiguous United
States (CONUS) domain at a 4-km grid spacing with four
forecast cycles daily from June 2009 to September 2010,
Fig. 13 Same as Fig. 12 except
for the wind-direction biases
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provides an exceptionally useful forecast dataset for
studying the error properties of the WRF model forecasts,
in terms of a longer time period and a broader coverage of
geographic regions than previously studied. This study
analyzes the characteristics of the 2-m temperature and
10-m wind forecast errors from the NCAR-AirDat opera-
tional CONUS-scale 4-km grid WRF-RTFDDA forecasting
system between 2009 and 2010. The verification of 2-m
temperature, 10-m wind speed, and wind-direction fore-
casts shows that the error varies greatly with seasons,
diurnal cycles, forecast lead times, geographical locations,
and elevations. Keeping in mind the diversity of all the
possible conditions affecting the forecasts, we can sum-
marize the most noticeable error features as follows:
• The domain-cycle-averaged RMSE and bias of tem-
perature and wind speed generally grow with forecast
length, and display strong diurnal patterns in each
cycle. The mean RMSE errors of temperature grow
during the daytime and peak in the late afternoon. In
comparison, the diurnal variations in wind speed errors
are less pronounced with smaller errors during the
nighttime and early morning but larger errors during the
daytime that peak around noon.
• Model biases exhibit large seasonal variability, with a
general tendency of under-prediction of the amplitude
of the surface temperature and strongly positive night-
time surface wind speed biases during the entire study
period. The warm temperature biases occur mainly
during the nighttime, while the negative wind-speed
biases are generally observed during the spring and
summertime afternoons.
• The geographical distribution analysis shows large
negative wind-direction biases along the slopes of the
Rocky Mountains and in the Central Valley of
California, and positive biases in the eastern and
northwestern coastal areas. The biases in wind direction
are strongly negative (counterclockwise) over the
Rocky Mountains. The spatial distributions of the
temperature biases feature east–west variations with
large cold biases in the mountainous areas of California
and Washington Rocky Mountains, and the Appala-
chian Mountains.
• The terrain elevation and topographical effects are
significant factors affecting the model biases. The
systematic cold biases that are independent of diurnal
cycles appear at the low elevations in the coastal areas.
Fig. 14 Same as Fig. 12 except
for the wind-speed biases
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At higher elevations with terrain height in excess of
600 m ASL, the cold (warm) biases are seen only
during the daytime (nighttime). The highest wind speed
errors are found over high terrain (mostly negative
biases) and near sea-level stations (mostly positive
biases). The negative temperature biases exist at all
elevations around noontime. At elevations between
1,000 and 2,100 m, negative wind-speed biases with
variable amplitudes during different weather conditions
and forecast duration are identified for each cycle.
Wind-direction errors, largest in the Rocky and Appa-
lachian mountain ranges and in the western coastal
areas, display strong diurnal and spatial variations.
This paper is focused primarily on analysis of the char-
acteristics of the model-forecast errors. The error features
suggest that the model physical parameterization schemes
and model dynamic formulations behave differently
according to the time of the day, seasons, and geographical
(topography and land uses) contrasts. Additional work is
necessary to better understand and identify the sources of
these errors to improve the model forecasts. It is our hope
that the current study could help inform the end-users in
assessing the level of forecast errors in their own use of the
NWP system, and meanwhile, provide the model develop-
ers insight into the behavior of the model-forecast error
dependency given the complex sets of parameterizations.
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