After defining classical weighted modulation spaces we show some basic properties. In this work we additionally choose an approach in terms of the frequency-uniform decomposition and a discussion on the weights of modulation spaces leads to a definition of Gevrey-modulation spaces, where we leave the Sobolev frame and proceed to the Gevrey frame in order to get better results. We prove that Gevrey-modulation spaces are algebras under multiplication. Moreover, we obtain a non-analytic superposition result which gives rise to discuss the possibility to apply Gevrey-modulation spaces to non-linear partial differential equations.
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Motivation
In signal analysis the goal is to determine the frequency spectrum of a signal at a time x. Therefore a signal is recorded over a short period I = [x − δ, x]. This signal is referred to as f inst and is defined by f inst = f · χ I , where χ I is the characteristic function of the interval I = [x − δ, x]. Hence, the frequency spectrumf inst is of interest. But it is well-known that an ideal resolution of the frequency at a time x is not possible in general. This obstacle can be reasoned by so-called uncertainty principles. The theory is presented in [13] . Mathematically this means that the support off inst cannot be small. Thus, it is impossible to obtain an instantaneous frequency and it does not make sense to speak of a specific frequency at a time x. But of course we want to get a reasonable and fruitful way to determine time-frequency information of a signal which introduces us to the field of time-frequency analysis. At this point a natural link to quantum mechanics can be mentioned. Instead of time and frequency we speak of position and momentum, respectively. Similar arguments yield that we can only find a probability distribution of the position x together with its momentum ω. Hence, it is impossible to assign simultaneously a particle's exact position x to its exact momentum ω with arbitrary precision. In fact that is precisely what the well-known Heisenberg's uncertainty principle states. The mathematical model behind the previous considerations is explicitly explained in [13] . We will only give a rough sketch in the following. In [13] it is explained in more detail. Let f be a function. Then its properties are completely obtained by the values f (x) for all x ∈ R n . We even get the properties of its Fourier transformf since the Fourier transform is one-to-one. But an essential problem arises from the following fact: If f ∈ L p (R n ) is an element of the standard space of Lebesgue integrable functions L p , then we cannot say the same forf , i.e., we do not know if f ∈ L p (R n ) for p = 2. Thus, the functions f and its Fourier transformf are two different representations of the same object but indeed they show different properties of this object. Consequently we search for representations which combine f andf and its different features. The most common joint time-frequency representation is the so-called short-time Fourier transform which already turned out to be rather fruitful, for instance compare with the theory in [13] . It reveals information about local properties of the function f . In terms of the discussion above it particularly gives information about the "local frequency spectrum". The next goal consists of finding a family of Banach spaces that are defined by means of the global behavior of certain local properties. Taking the previous considerations into account we want to find a space which controls globally the short-time Fourier transform. This directly leads to modulation spaces which got introduced by Feichtinger in the beginning of 1980s. For more details we refer to [10] . But his original approach actually based on another idea. Feichtinger realized that modulation spaces basically correspond to so-called Wiener amalgam spaces on the Fourier transform side (see [6] , [8] , [9] ). In fact modulation spaces and their Fourier transforms are of the same structure. That points out a big advantage when treating those spaces. Moreover, for spaces of Wiener type there existed already results which have been carried over to modulation spaces in some sense. At this point we only mention properties like duality, multiplier estimates and interpolation methods but there are more statements. Nowadays modulation spaces are of great interest in time-frequency analysis because of their large number of applications, for instance the modeling of wireless channels, the analysis of linear operators and so on. Also in the theory of pseudo-differential operators modulation spaces are applicable (see [23] , [15] , [26] ). However our main goal in the future will be to apply modulation spaces to partial differential equations. In this work we will establish a very basic linear result but our main focus is on an introduction to the theory of modulation spaces and eventually the preparation of some tools in order to be able to treat non-linear problems as well. Some results on this field are already existing (see [17] , [30] , [29] , [20] ).
The Short-time Fourier Transform (STFT)
Definition
First of all we define an appropriate joint time-frequency representation. Definition 1.1. Let φ = 0 be a fixed function, the so-called window function. Then the short-time Fourier transform (STFT) of a function f with respect to φ is defined as
It is needed to choose sufficiently smooth window functions to avoid artificial discontinuities of the corresponding STFT V φ f . What this means for φ in particular will be shown later on. The window function reveals local properties of the function f , that is, we just Fourier transform the function f restricted on an interval, the so-called window, determined by the window function φ.
Hence we obtain local information about frequency properties of f . Let φ now be supported on a compact set centered in the origin. Then V φ f (x, ·) is the Fourier transform of the function f in a neighborhood of x. This window can be shifted by choosing different values for x. That is why in [13] the STFT is also called the "sliding window Fourier transform". Moreover, the STFT is linear in f and conjugate-linear in φ. In the definition 1.1 we fixed the window function φ, so that the short-time Fourier transform V φ f becomes a linear mapping from functions on R n to functions on R 2n . But obviously V φ f also depends essentially on φ. Because of this fact we assumed φ to be sufficiently smooth.
Function Spaces for STFT
We want to investigate more precisely which function spaces for f and φ are eventually appropriate to define the short-time Fourier transform V φ f . Therefore we firstly introduce two operators. For x, ξ ∈ R n we define respectively the translation operator T x and modulation operator M ξ by
and M ξ f (t) = e ıξ·t f (t).
Naturally we can define the product between both operators T x and M ξ . The operators we obtain are so-called time-frequency shifts M ξ T x and T x M ξ , respectively. By basic properties of the introduced operators and some straightforward computations we can easily prove the subsequent lemma which gives equal representations of the short-time Fourier transform V φ f of a function f . Remark that the involution of a function φ is defined as φ * (x) = φ(−x). Furthermore we recall the Fourier transform which is defined by
for admissible functions f . The inverse Fourier transform is defined by
Lemma 1.2. Let f and φ be admissible functions. Then V φ f is uniformly continuous on R 2n and
= e −ıx·ξ Vφf (ξ, −x)
= (2π)
Proof. Cf. Lemma 5.2 in [18] .
So far we assumed admissible functions when we considered the short-time Fourier transform. What this in particular means can be basically deduced by Lemma 1.2. Due to equality (1) together with Hölder's inequality the short-time Fourier transform
A more general existence result can be obtained by equality (2) . If B is a Banach space, then we know by chapter 4 in [19] that the dual space B * exists and is also a Banach space. Additionally we assume that B is invariant under time-frequency shifts. Hence, the expression (·, ·) L 2 is well defined by duality. Therefore V φ f exists for f ∈ B, φ ∈ B * and for f ∈ B * , φ ∈ B, respectively. Summarizing we can also define the short-time Fourier transform of distributions by taking corresponding test functions as windows.
The following results are proved in [13] . Proposition 1.3. For a fixed window function φ ∈ S(R n ) \ {0} and for f ∈ S ′ (R n ) the STFT V φ f is both defined and continuous on S ′ (R 2n ).
Remark. It can be shown that this statement also holds vice versa.
Basic Properties
The next proposition gives rise to another interesting question.
Proof. Cf. Corollary 3.2.2 in [13] .
Hence, the short-time Fourier transform V φ f determines the function f completely. This means
2n , then f = 0 on R n . Thus, it is natural to ask for an inversion formula as it is known for the usual Fourier transform. The fundamental theory justifying these considerations is presented in chapter 3 in [19] .
Proof. Cf. Corollary 3.2.3 in [13] .
Remark. In Corollary 11.2.7 in [13] it is shown that the inversion formula also holds in S ′ (R n ).
After we established the so-called inversion formula of time-frequency analysis the existence of an adjoint V * φ of V φ is of great interest. Therefore we define a linear operator A φ by
with an admissible window function φ ∈ L 2 (R n ) \ {0}. In fact, the operator A φ is the adjoint of V φ if we consider the short-time Fourier transform as a map from
where I is the identity operator on L 2 (R n ). By now we worked with admissible functions to show the concepts of how to get the basic properties of the short-time Fourier transform. These results can be naturally extended to distributions. Another helpful result is the following lemma.
Proof. Cf. Lemma 16 in [18] .
Alternative Approach
Recalling that the idea of the short-time Fourier transform in fact was to obtain local frequency properties of a function f by taking the Fourier transform in a so-called window. As a window we chose a sufficiently smooth function φ to avoid discontinuities. By roughly adopting this idea we can establish the following approach to the STFT. The so-called frequency-uniform decomposition gives rise to find another definition of modulation spaces. For that let ρ : R n → [0, 1] be a Schwartz function which is compactly supported in the cube
. Naturally one obtains the shifted functions ρ k (ξ) = ρ(ξ − k) for k ∈ Z n . Finally we define
with the following obvious properties:
The operator
is called uniform decomposition operator. Now the similarity to Definition 1.1 of the STFT is obvious. Taking Lemma 1.2 into account we have
Note that k ∈ Z n , i.e., the frequency-uniform decomposition handles discrete frequencies.
Modulation Spaces
So far we found a joint time-frequency representation of a function f namely its short-time Fourier transform V φ f . The goal was to get information about the behavior of a function and its Fourier transform at the same time. After we obtained those information we naturally want to control them in some sense. Therefore we introduce weighted modulation spaces. A detailed concept of weights can be found in chapter 11 in [13] . Subsequently however we will only use particular weights.
Definition 1.8. The so-called integrability parameters are given by 1 ≤ p, q ≤ ∞. Let φ ∈ S(R n ) \ {0} be a fixed window and assume s, σ ∈ R to be the weight parameters. Then the weighted modulation spaceM
where the norm is defined as
Furthermore, the weighted modulation space W
is finite. For p = ∞ and/or q = ∞ the definition can be obviously modified by taking L ∞ norms.
Remark. Note that Note that the weight expression with respect to x in the preceding definition corresponds to some growth or decay properties of a function f in the modulation spaceM p,q s,σ . On the other hand the weight expression with respect to ξ corresponds to regularity properties of f inM p,q s,σ . The following proposition shows these facts in a mathematically more precise way. Here we recall that
Proposition 1.9. Let s, s 0 , σ, σ 0 ∈ R and 1 ≤ p, q ≤ ∞ be the integrability parameters. Then it holds:
s,σ (R n ) and
Proof. Cf. Corollary 3.3 in [24] .
Summarizing Definition 1.8 we imposed on the short-time Fourier transform of a function f some L p and L q behavior, respectively. However in Section 1.2.4 we found an alternative approach to the STFT. We will prove that defining modulation spaces with the help of the uniform decomposition operator is also reasonable. In particular it is equivalent. Definition 1.10. Let 1 ≤ p, q ≤ ∞ and assume s ∈ R to be the weight parameter. Then the weighted modulation space M p,q
is finite with obvious modifications when p = ∞ and/or q = ∞.
In order to prove Proposition 1.12 we need the so-called Bernstein's multiplier estimate which is stated in [30] . Lemma 1.11. Assume that s > n 2 . Then there exists a constant C > 0 such that
Remark. As mentioned in [30] this lemma also holds for s > n 
, where the positive constants C 1 and C 2 are depending on the dimension n. Furthermore they are depending on the window function and on the frequency-uniform decomposition functions, respectively.
Proof. The idea of the proof for finite integrability parameters p and q is given in [30] . By [13] we get
with an admissible window function φ ∈ S(R n ). First suppose that 1 ≤ p, q < ∞ and f ∈ S(R n ). Due to the mean value theorem there exists a
Here we used Lemma 1.11 and the density of the Schwartz space
For the second part we take into consideration that suppφ(· − ξ k ) overlaps at most O( √ n) many supports of σ k . Let Λ be a set which contains at most O( √ n) many elements. Then we get
by using again Lemma 1.11 and density arguments. It follows
In the next step assume p = ∞ and q > 1. Moreover, let g ∈M
By duality which is shown in Theorem 2.4, Hölder's inequality and support properties we obtain 
−s (R n ). Again due to duality which is stated in Theorem 2.4, Hölder's inequality and support properties we deduce
Last step of the proof consists of showing the opposite inclusion. Let φ ∈ S(R n ) \ {0} be an admissible window function. Recall that the short-time Fourier transform is shift-invariant. Using again Lemma 1.2, Lemma 1.7, Lemma 4.2 in [3] and Minkowski's inequality we obtain
if p > 1. At this point only the limit cases p = 1, q = ∞ and p = ∞, q = 1 are left, respectively. The main tool in order to prove it is Proposition 1.4 (3) in [25] . It holds
and
which can be justified by a construction of sequences of admissible functions. In fact this yields that the proposition holds for all p, q ∈ [1, ∞] since the inclusionsM
can be extended to p = 1 and q = 1 without any problems, respectively. The opposite inclusions were shown by duality. By (9) and (10) we can apply the same arguments as above for the limit cases. This completes the proof of the proposition.
At this point we obtained two equivalent definitions of modulation spaces of the type M p,q s . These are indeed helpful since both of them can be used to reveal different properties.
Properties of Modulation Spaces
Strongly connected to modulation spaces is the theory of weighted mixed norm Lebesgue spaces which we already used in the proof of Proposition 1.12 without actually defining them. Hence, we introduce these spaces in order to show properties of modulation spaces.
Definition 2.1. Let 1 ≤ p, q ≤ ∞ be the integrability parameters and s, σ be real numbers. Then the weighted mixed-norm space of all Lebesgue measurable functions F on R 2n is denoted by L p,q s,σ (R 2n ) and consists of all F such that its norm
Remark. Analogously to the remark of Definition 1.8, all notations apply to weighted Lebesgue spaces L
Properties of the spaces L p,q s,σ (R n ) were investigated in [1] . In fact it is a Banach space and we know the dual space for p, q
, where p ′ and q ′ denote the corresponding conjugated exponents, respectively. From these observations we can deduce some fundamental properties of weighted modulation spaces which were already revealed in [13] . For a more comprehensive understanding of some of the subsequent results we can refer to [18] , where proofs or respectively their ideas are shown. First of all we state the direct connection between modulation spaces and Lebesgue spaces in the following proposition. Theorem 2.2. Let φ ∈ S(R n ) be a fixed non-zero window function. Then the function f belongs to the modulation spaceM
Moreover, different window functions yield equivalent norms.
Furthermore the subsequent results can be proved. Theorem 2.3. Assume s, σ ∈ R and the integrability parameters 1 ≤ p, q ≤ ∞. Then the modulation spaceM
In Definition 1.8 we defined scales of modulation spaces. We can describe their relations in more detail.
Additionally assume s 1 , s 2 , σ 1 , σ 2 ∈ R to be real numbers, where s 2 ≤ s 1 and σ 2 ≤ σ 1 . Then it holds:
3. additionally to the assumptions above suppose q 2 < ∞, thenM
However the opposite statement is not true, i.e., taking p 1 ≤ p 2 < ∞ we do not have a dense inclusionM
Proof. For the proofs of 1. and 2. see Theorem 12.2.2 and Proposition 11.3.4 in [13] . In order to prove 3. we mainly stress Gabor expansion which is explained in [13] . Assume φ and ψ to be admissible window functions. Moreover, we introduce the following notation
Then Corollary 12.2.6 in [13] yields
with unconditional convergence for p, q < ∞ and weak * convergence in the limit case p, q = ∞. This result is sufficient for our considerations since we are only treating distributions anyway. By the same corollary we obtain equivalence of norms, i.e., there exists constants C 1 , C 2 > 0 such that
So let q 1 ≤ q 2 < ∞ and f ∈M ∞,q2 . For a number N ∈ N we define a function f N by
where χ N is the characteristic function with respect to k, i.e.,
Using the previous considerations we compute
follows by Theorem 12.2.2 in [13] . Using the same techniques as in the first part of the proof we obtain the sequence of coefficients {χ N (j)(V φ f )(x j , ξ k )} j,k∈Z n of f N which is a finite sequence with respect to j and therefore belongs to l p1,∞ s
. Defining now the function
. Now we will establish a counterexample, i.e., we construct a sequence {c j,k } j,k∈Z n satisfying
does not tend to zero as N → ∞. Let N 0 be a fixed positive integer and ϕ be a positive bounded function such that supp ϕ ⊂ {x ∈ R n : |x| ≤ N 0 }. Now set c j,k = ϕ(j − k). Obviously (13) is fulfilled but we see that for every N we can choose k such that N ≤ |k| ≤ N + N 0 . Thus, the term (14) never gets arbitrarily small. HenceM
Remark. The Gabor analysis of modulation spaces as shown in [13] is a very strong tool. And at this point we only use it as a tool in order to prove some basic results about characterizations of modulation spaces. We do not present any theory of Gabor analysis. Note that an immediate consequence of the latter proposition is that the standard modulation space increases with its integrability parameters p and q.
As used in the proof of Proposition 2.5 we have an appropriate characterization of modulation space functions in terms of Gabor expansion. Note that in general we consider elements of modulation spaces as distributions. Now we want to deduce a characterization result for periodic modulation space functions. Recall that admissible periodic functions can be represented by their corresponding Fourier series. It is shown in [16] that we can find a representation of periodic distributions in terms of a sum namely Poisson's summation formula for distributions. Let u ∈ S ′ (R n ) be periodic such that u(x − α) = u(x), α ∈ Z n and suppose φ ∈ S(R n ) to be a function satisfying
It is known that Poisson's summation formula holds for Schwartz functions. This and Fourier's inversion formula yield
where the coefficients are defined by
Proposition 2.6.
similar to (15) .
Proof. By [16] we know that Poisson's summation formula holds for tempered distributions S ′ , where the coefficients are defined as above. So the first step is to show f ∈M ∞,q s implies {c α } α∈Z n ∈ l q s . Let f ∈M ∞,q s (R n ) and φ ∈ S(R n ). By the mean value theorem and (12) it follows
Thus, we obtain
Remark. We assumed the period of the periodic distribution to be 1 or 2π in each variable, respectively. The stated result can be naturally generalized for a period T = (T 1 , T 2 , . . . , T n ) ∈ Z n .
Summarizing we have stated some basic properties of modulation spaces and mentioned some sensible characterizations of functions in modulation spaces. Since our goal is to apply the theory of modulation spaces to partial differential equations another essential investigation concerns the Fourier transform.
Remark. The proof of this proposition also yieldŝ 3 Gevrey-modulation spaces
Introduction
We have got a basic understanding of weighted modulation spaces. We also introduced two equivalent definitions of modulation spaces. In all previous proofs we used the continuous Definition 1.1 of the short-time Fourier transform. So we have not made use of Definition 1.10 of modulation spaces yet. The advantages of the frequency-uniform decomposition appear in the proof of Theorem 3.12, Lemma 3.17 and Theorem 3.19. Another important aspect which we have not considered yet is the meaning of the weight functions. Note that subsequently the weight with respect to the x-variable will not be of interest since the weight function with respect to the ξ-variable corresponds to regularity properties. Now we will focus on growth properties of those weights. So far we worked in the Sobolev frame, i.e., we considered weight functions w(ξ) = ξ s which is rather reasonable. For instance suppose that f ∈ S(R n ). Since we assumed the window function φ ∈ S(R n ) to be a Schwartz function and by Proposition 1.4 we know that for all N ≥ 0 there exists a constant C N > 0 such that
This statement also holds vice versa. In order to obtain better results we adjust the weight function w = w(ξ). In particular we will subsequently work with a function w(ξ) = e |ξ| 1 s , where s > 1 is the so-called weight parameter. That basically means we are using weights of Gevrey type. The motivation to follow this strategy comes from [3] . There the authors used spaces of Gevrey type, i.e., function spaces defined by the behavior of the Fourier transform. In fact we are in a similar situation when treating modulation spaces. Since the future work is aimed at applying modulation spaces to partial differential equations we need to prepare some tools. We will prove an algebra result that can be used to include analytic non-linearities in partial differential equations. It also helps us to show a superposition result. This in turn provides us a generalization of our considerations to particular non-analytic non-linearities in partial differential equations. Since it is not in the least trivial to obtain superposition operators for spaces which are characterized by the Fourier transform side we need to choose admissible weights, i.e., weights of Gevrey type w(ξ) = e |ξ| 1 s with s > 1. This implies another problem. The space of window functions for the short-time Fourier transform namely the Schwartz space does not sensibly define modulation spaces anymore. Therefore we introduce the Gelfand-Shilov space as in [27] .
On Gelfand-Shilov Spaces and a Definition of Gevrey-modulation Spaces
Definition 3.1. Let h > 0 and s ∈ R be fixed numbers. Then the Gelfand-Shilov space
s for all multi-indices α, β ∈ N n with a positive constant C. Thus the Gelfand-Shilov space is the set
Obviously, it holds S s,h ⊂ S and moreover, the Gelfand-Shilov spaces are increasing with the parameters h and s. Due to [12] it is well-known that these spaces are Banach spaces. We can also define the Gelfand-Shilov space S s (R n ) which is the inductive limit with respect to S s,h (R n ), i.e.,
In [12] it is shown that for s < . By the argumentation in [27] it also follows that the dual space S ′ s,h of S s,h is a Banach space which contains the set of all tempered distributions S ′ . Now we can define the so-called Gelfand-Shilov distribution space S ′ s as the projective limit
If we go back to Definition 1.8 of the modulation space considering now weights of exponential type the short-time Fourier transform obviously needs a behavior similar to
for some ǫ > 0, where the strong decay with respect to the ξ-variable is necessary and the decay with respect to the x-variable is sufficient for the convergence of the integral.
Lemma 3.2. The following conditions are equivalent:
1. It holds f ∈ S s (R n ).
2. There is a constant C > 0 and a number h > 0 such that
for all multi-indices α, β ∈ N n .
3. There is a constant C > 0 and a number h > 0 such that
Proof. We basically use a simpler version of the proof of Theorem 2.3 in [4] . Assume that f ∈ S s (R n ). Then the inequalities (19) and (20) follow immediately by Definition 3.1 since the space S s is invariant under Fourier transform as stated in [27] . Now let us assume that the inequalities (19) hold. From the estimate α + β β
we can deduce
Hence we can say that there exists a constant H > 0 such that
Later on we want to estimate the L 2 -norm of the term x α ∂ β f (x). Therefore we need to show that there exists a constant C > 0 such that
For simplicity we only consider the case n = 1. For higher dimensions the argumentation stays the same. Note that g(
where we used Cauchy-Schwarz and Minkowski inequality. Since f ∈ S s (R n ) and our estimates hold for all multi-indices α, β we can simply write
Thus, we can estimate the L 2 -norm instead of L ∞ -norm. By applying partial integration, the Leibniz rule and the Cauchy-Schwarz inequality we get
Thus we have f ∈ S s (R n ). Now suppose that (20) holds. Then we only need to show that
By Definition 1.1 in [5] we deduce that there exists the so-called associated function
Due to the theory presented in [4] we can even state the inverse result. In particular we have 
where N (ξ) is the associated function of (β!) s . Now (20) and the previous considerations yield
Moreover, using (22) the estimates
s complete the proof. Proof. By Definition 3.1 we can also write
Thus, we get 
respectively. Taking now the sum over α on both sides we obtain
that is by Taylor's formula,
For β = 0 and ǫ := s (2h) By Lemma 3.2 we analogously get
After getting general characterizations of functions from the Gelfand-Shilov space S s we can find our desired characterization for the short-time Fourier transform of those functions.
Proposition 3.4. Let φ ∈ S s (R n ) be a fixed window function and f ∈ S ′ s (R n ). Then the following statements are equivalent:
3. there exists a constant C > 0 such that
for some ǫ > 0.
Proof. Cf. Proposition 3.12 in [14] . At this point we only want to show that if f ∈ S s (R n ), then we can find the characterization
By already taking into account Lemma 3.10 and Proposition 3.3 we have Putting these two results together we obtain
Stressing additionally Lemma 1.2 it follows
which completes the proof.
Thus, we have shown that it is reasonable to use Gelfand-Shilov spaces and we define the so-called Gevrey-modulation space as follows:
Definition 3.5. The integrability parameters are given by 1 ≤ p, q ≤ ∞. Let φ ∈ S s (R n ) \ {0} be a fixed window and assume s > 1 to be the weight parameter. Then the Gevrey-modulation space GM
s (R n ) < ∞}, where the norm is defined as
with obvious modifications when p = ∞ and/or q = ∞.
Naturally we can define the norm in terms of the frequency-uniform decomposition
Note that for the frequency-uniform decomposition we also need to use a function ρ ∈ S s (R n )\ {0}, cf. Definition 1.10. These two norms of Gevrey-modulation spaces are equivalent due to analogous arguments as in the proof of Proposition 1.12. Remark that applying the mean value theorem yields different constants when turning the integral into a sum.
Embedding Results
Before treating algebra and superposition problems we shortly formulate an embedding result which usually arises together with these problems. Remark that we do not care about optimality since we will get a sufficiently good statement for Gevrey-modulation spaces introduced in Definition 3.5. Proposition 3.6. Assume N to be an integer. Then for every ǫ > 0 it holds
where the space L ∞ N consists of all functions which have bounded derivatives up to order N , i.e., if
Proof. Let B p,q s be the Besov space with Lebesgue exponents p, q and Sobolev parameter s. For details see [2] . By argumentations in [28] and [22] we obtain the inclusions is implicitly given in chapter 6 in [2] , the other embedding is explicitly given in [2] . Hence it follows L
Proposition 3.7. Lets ∈ R and 1 ≤ p, q ≤ ∞. Define θ 1 = θ 1 (p, q) and θ 2 = θ 2 (p, q) as follows
where p ′ is the conjugate exponent of p. Then
Proof. Cf. (0.4) in [24] .
Proof. Due to Proposition 2.5 it suffices to prove M
Note that for the integrability parameters it holds p = q = ∞. The inclusion
is given in [22] . Sinces > µn it follows by Theorem 3.
At this point we immediately see that the strong weights in Gevrey-modulation spaces improve the situation.
Proof. Fix the weight parameters > µn as in Proposition 3.8 and setw(ξ) = ξ s . Then w(ξ) = e |ξ| 1 s >w(ξ) for arbitrary numbers s > 1 and large ξ ∈ R n . This gives
Multiplication Algebras
The next step consists of proving an essential property for Gevrey-modulation spaces. In order to obtain superposition results we need the algebra property of those spaces. Iwabuchi already showed some similar results in [17] . But he imposed conditions on the integrability parameters. Since the introduced Gevrey-modulation spaces GM p,q s have a better behavior than the usual modulation spaces defined in Definition 1.10 we can show the fundamental algebra property for GM p,q s . First of all we need the following lemma which is stated in [3] . where k, l ∈ Z n and 0 < δ < 1.
We also stress a version of Nikol'skij's inequality.
Lemma 3.11. Let 1 ≤ p ≤ q ≤ ∞ and f be an integrable function with supp F f (ξ) ⊂ B r (R n ) := {ξ ∈ R n : |ξ| ≤ r}, i.e., the compact Fourier support of f is contained in a ball around the origin with radius r > 0. Then it holds
Proof. The idea of this proof is given in [28] . By the assumption we know that supp F f (r −1 ξ) ⊂ B 1 (R n ) := {ξ ∈ R n : |ξ| ≤ 1}. If we take a compactly supported function φ ∈ S(R n ) with F φ = 1 in the ball B r (R n ), then we have F f = F f · F φ and, therefore, we can rewrite f as follows
By Hölder's inequality we obtain
where C > 0 is a constant and
If we take the supremum with respect to x we get
Now we have
By substituting r −1 x by y we get
with a positive constant C which is only dependent on the choice of the frequency-uniform decomposition, the dimension n and the parameters s, p, q.
In particular the Gevrey-modulation space GM p,q s (R n ) is an algebra under multiplication.
Proof. We will prove the algebra property since it is of main interest in this work. But we easily obtain the more general result if we simply omit to apply Nikol'skij's inequality, i.e. Lemma 3.11, with respect to the L p norm. We know that supp
Now we determine the Fourier support of f j · g l . We have supp F (f j g l ) = supp(F f j * F g l ) and
the subsequent computations can be deduced. For i = 1, . . . , n we have −1 ≤ η i − j i ≤ 1 and
Thus, we have
. . , n. Therefore the term does not vanish if
So we obtain
These preparations yield the following norm estimates
where we used Minkowski's and Young's inequality. By the basic properties of the decomposition function σ k and the shift invariance of this function it is trivial to see that
Now we continue the norm estimate
by Hölder's inequality. The Lemmata 3.11 and 3.10 yield
Now both parts S 1 and S 2 are estimated separately. Thus
The estimate (⋆) needs a more detailed consideration, i.e., we have to show that for every fixed k ∈ Z n there exists a positive constantC such that
We prove this by induction over the dimension n. For n = 1 it obviously holds
because k ∈ Z is just a shift in the argument of the exponential function. Now we assume that (25) holds for the l-dimensional case. Then we need to show
This can be done by the following computations
Note that in each estimate the choice of constantC can be different. Thus we verified the estimate (⋆).
By the consideration
where we used the triangle inequality and a positive constant C, we finally obtain for the upper estimate
For the second sum S 2 the estimate
follows by analogous computations. Remark that all computations can also be done by taking the l ∞ and L ∞ norm, respectively. Therefore the algebra property follows for p = q = ∞ and the proof is completed.
Non-analytic Superposition
The idea of introducing the subsequent composition operators is given in [3] . The first tool will be the subalgebra property for Gevrey-modulation spaces GM p,q s . Therefore we find the following decomposition of the phase space. Let R > 0 and ǫ = (ǫ 1 , . . . , ǫ n ) be fixed with ǫ j ∈ {0, 1}, j = 1, . . . , n. Then we have a decomposition of R n into (2 n + 1) parts
Proposition 3.13. Let 1 ≤ p, q ≤ ∞. Suppose that ǫ = (ǫ 1 , . . . , ǫ n ) is fixed with ǫ j ∈ {0, 1}, j = 1, . . . , n. Given s > 1 and R > 0 the spaces
The constant D can be specified by
where the constant C 0 > 0 is only dependent on p and n and q ′ is chosen such that
we have supp F (f g) ⊂ P R (ǫ). In order to show the algebra property we follow the same steps as in the proof of Theorem 3.12. Consider there the term
where we used the support properties of the functions f and g. Now we estimate the sum
Recall that ǫ is fixed. The essential fact we are using is that for j, k ∈ P R (ǫ) both of the indices have the same sign, i.e., sgn(j i ) = sgn(k i ) for i = 1, . . . , n. Thus, the case |j + k| ≤ |j| is only fulfilled for k = 0. But this is the trivial case and also included in the considerations of S 2 . So the other sum which needs to be estimated is
The same arguments yield the correctness of |j| ≤ |j + k| for all indices j, k ∈ Z n . Therefore it follows for k ∈ P R (ǫ)
The proof is completed.
Note that in the following we assume every function to be real-valued unless it is explicitly stated that complex functions are allowed.
with a constant C > 0.
Proof. Consider the function f (t) = e ıt − 1. By applying the mean value theorem we obtain
Note that f ′ (t) = − sin(t) + ı cos(t) is a bounded function. Therefore it follows
In order to establish the next result we need to recall two lemmata from [3] .
Lemma 3.15. Let N ∈ N and suppose a 1 , a 2 , . . . , a N to be complex numbers. Then it holds
Proof. Cf. Lemma 4.6. in [3] . 
Now an appropriate estimate for S 1 needs to be shown. We have
where S 2 converges as shown in the previous considerations. Estimating the first sum due to Lemma 3.14, Lemma 1.11 and Minkowski's inequality we get
Now we consider the terms T 1 and T 2 separately. Thus, we obtain 
, where C 2 > 0 is a constant depending on the dimension n, the weight parameter s and the integrability parameter q. Furthermore we get
whereC 2 > 0 is a constant depending on the same parameters as C 2 in the previous estimate. Summarizing we have shown that
with positive constants c 0 , c 1 depending on n, s and q.
Up to now we have proved
for admissible u ∈ GM p,q s (R n ) with positive constants b, c depending on n, s and q but independent of u, r and R. The next step consists of choosing a general u ∈ GM p,q s (R n ). For decomposing u on the phase space we introduce two functions χ R,ǫ and χ R , that is the characteristic function of P R (ǫ) and the characteristic function of the set P R , respectively. By defining
we can rewrite u as
where I is the set of all ǫ = (ǫ 1 , . . . , ǫ n ) with ǫ j ∈ {0, 1}, j = 1, . . . , n. This representation obviously gives
taking into account the support property. Due to representation (27) 
for an admissible choice of j k . Note that for u GM p,q s (R n ) ≤ 1 our considerations are getting trivial. Therefore we restrict ourselves to the case u GM p,q s (R n ) > 1. The final step of the proof is to choose the number R as a function of u GM p,q s such that (29) and (30) will be approximately of the same size. As mentioned in Proposition 3.13 we know that the algebra constant D in (29) Note that the constants C and c are independent of u. This together with (29) and (30) gives the desired result and completes the proof. Since we want to show continuity we have |ξ − η| < δ with sufficiently small δ. Therefore it is natural to assume u(·)(ξ − η) GM p,q s ≤ 1. The proof is completed.
Now we can establish the following result, where basically ideas of [3] are used. Proof. Equation (31) yields R d|µ|(ξ) < ∞. Thus µ is a finite measure and µ(R) = 0 makes sense. Now we define the inverse Fourier transform of µ f (t) = 1 √ 2π R e ıξt dµ(ξ).
Moreover R |(ıξ) j | d|µ|(ξ) < ∞ is deduced from equation (31) for all j ∈ N. This gives f ∈ C ∞ and due to µ(R) = 0 we can also write f as follows
Since µ is a complex measure we can split it up into real part µ r and imaginary part µ i where each of them is a signed measure. Thus we have µ(E) = µ r (E) + ıµ i (E) for all measurable sets E. By Jordan decomposition we obtain
Here it is µ + (E) = µ(E ∩ P ) and µ − (E) = −µ(E ∩ N ), where the set P is a positive set for µ and N is a negative set for µ. Without loss of generality we proceed our computations only with the measure µ + r . For all measurable sets E we have µ + r (E) ≤ |µ|(E). Let u ∈ GM p,q s and define the function g(ξ) = e ıu(x)ξ − 1 analogously to Lemma 3.18. Then g is Bochner integrable because of its continuity and taking into account that the measure µ + r is finite. Therefore we obtain the Bochner integral 
where every integral on the right-hand side is finite. Thus, the statement is proved.
For practical reasons we remark the following consequence. Proof. Most of the work has been done in the proof of Theorem 3.19 where we basically followed [3] . Here we refer again to [3] . The condition (32) yields that the modulus of lim This completes the proof.
Application to Partial Differential Equations
