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Different optical methods for phase recovering and therefore the wave-
front are related with a set of direct techniques as interferometry, in-
direct ones like Shack-Hartmann sensing and iterative methods where
an objective function is optimized. The aerospace industry has used
techniques coming from optical metrology for the assembly and in-
tegration of instruments with optical properties. However, also other
subjects use, involve and push the development of these kind of tech-
niques, for example in microscopy.
Currently, the wavefront retrieval techniques have been improved and
strengthened by using algorithms coming from computer graphics. In
addition, the design of filters and phase demodulation by using the
theory of signals coming from electronic engineering and telecommu-
nications.
In addition to the improvements in algorithms, the experimental op-
tical methods have triggered innovative developments considering the
emergent technologies based on liquid crystal (spatial light modulators
- SLMs) and its ability to modulate phase, amplitude or both easily.
Furthermore, the performance in terms of response times, resolution
and modulation capabilities, among others, of liquid crystal devices
are improving constantly.
This thesis proposes new methods and improvements in techniques for
recovering the wavefront in order to be used in the corresponding pro-
cesses of assembly and integration of optical instruments for space.
A method able to recover the phase with abrupt differences of intensity
in the incoming field is proposed from the conventional interferometry
by using techniques coming from computer graphics and fringe nor-
malization through filters described since the signal theory. A com-
parison between electronic speckle pattern interferometry (ESPI) and
differential interferometry showing as a disadvantage that the last one
does not recover the phase of an extended object. Moreover, the wave-
front recovery in topographic applications is proposed in ESPI by using
two wavelengths, and adapting the wavefront by using a SLM. In this
way, it was proposed a complete new method, where the wavefront is
modified by introducing an orbital angular momentum (OAM) using
an experimental setup ESPI to overcome the sign ambiguities which
are typical on interferometry since the experiment.
There were proposed two new methods from the indirect methods fo-
cused on Shack-Hartmann sensing. The first one uses spiral phase fil-
tering. This filter is an extension of the ESPI experimental setup intro-
ducing an optical vortex in the reference beam since the perspective of
image processing. Moreover, it is a generalization of the high dynamic
range (HDR) method proposed in the experimental setup of conven-
tional interferometry. The second one, is a novel proposal to recover
the wavefront in zonal mode, using the optical flow method coming
from computer graphics and to avoid the computation for the centroids
in a traditional way, which is computationally expensive.
At last, a revision of the iterative methods for phase recovering and
their usefulness on the integration of optical instruments is presented.
Resumen
Los diferentes me´todos o´pticos para la recuperacio´n de la fase y por
tanto para el frente de onda pasan por una serie de te´cnicas, como las
interferome´tricas y otras no directas entre las que destacan el sensado
Shack-Hartmann y los me´todos iterativos en los que se minimiza una
funcio´n objetivo. La industria aeroespacial hace uso de estas te´cnicas
provenientes de la metrologı´a o´ptica para la integracio´n de instrumen-
tos esencialmente o´pticos. Sin embargo, no es la u´nica industria, ni a´rea
que hace uso de estas, un ejemplo es la microscopia, la cual tambie´n
ha aportado con nuevas te´cnicas.
Actualmente las te´cnicas de recuperacio´n del frente onda se han apro-
piado y robustecido desde la algoritmia de a´reas como la computacio´n
gra´fica, y desde el punto de vista del tratamiento de sen˜ales provenien-
tes de la ingenierı´a electro´nica y de telecomunicaciones con el disen˜o
de filtros y la demodulacio´n de la fase en el espacio frecuencial.
Por otro lado, no solo la algoritmia ha sido mejorada, los me´todos o´pti-
cos experimentales han desencadenado en desarrollos novedosos con
la aparicio´n de tecnologı´as emergentes basadas en cristal-liquido (Mo-
duladores espaciales de luz - SLMs). La gran ventaja de estos dispositi-
vos es la capacidad de modular fase, amplitud o ambas con una relativa
facilidad en su uso. Adicionalmente los nuevos dispositivos tienen ca-
da vez mejor desempen˜os en las capacidades de modulacio´n, en los
tiempos de respuesta, mayor resolucio´n, entre otras.
En resumen esta memoria de tesis propone me´todos novedosos e in-
troduce mejoras en otros para las te´cnicas de recuperacio´n del frente
de onda que son usados en los procesos de integracio´n de instrumentos
o´pticos para espacio.
Desde la interferometrı´a convencional se propone un me´todo capaz de
reconstruir la fase con diferencias de intensidad abruptas en el campo a
reconstruir, usando te´cnicas provenientes de la computacio´n gra´fica y
la normalizacio´n de franjas a trave´s de filtros descritos desde la teorı´a
de sen˜ales. En interferometrı´a electro´nica de patrones de Speckle (ES-
PI) se hace una comparacio´n para mostrar las ventajas de esta con res-
pecto a la interferometrı´a diferencial, la cual, no recupera la fase de un
objeto extendido. Tambie´n en ESPI se propone hacer la recuperacio´n
del frente de onda en aplicaciones topogra´ficas usando dos longitudes
de onda y haciendo adaptacio´n del frente de onda con el uso de un
SLM. En este sentido, propusimos un me´todo completamente nuevo,
en el cual modificamos el frente de onda introduciendo momento angu-
lar orbital (OAM) en un montaje ESPI, para superar las ambigu¨edades
en el signo tı´picas en interferometrı´a desde el experimento.
Desde los me´todos indirectos, donde principalmente nos centramos en
el sensado Shack-Hartmann, se proponen dos nuevos me´todos para
procesar los patrones Hartmann. El primero usa el filtrado espiral de
fase, a trave´s del operador vo´rtice para hacer ma´s fa´cil el ca´lculo de
los centroides de manera tradicional. El filtro espiral de fase es una ex-
tensio´n de lo propuesto en el montaje experimental ESPI introduciendo
un vorticidad o´ptica al haz de referencia, pero desde la perspectiva del
procesamiento de ima´genes, y adicionalmente es una generalizacio´n
del algoritmo de normalizacio´n de franjas propuesto en el montaje de
interferometrı´a convencional. El segundo me´todo es una propuesta no-
vedosa que reconstruye la fase de forma zonal, haciendo uso del me´to-
do de flujo o´ptico (optical flow) proveniente de la computacio´n grafica
para evitar el ca´lculo de los centroides de manera tradicional, lo cual
es muy costoso computacionalmente.
Por u´ltimo se hace una revisio´n de los me´todos iterativos de recupera-
cio´n de la fase y su utilidad en la integracio´n de instrumentos o´pticos.
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En esta introduccio´n se presentan los aspectos que motivaron el desarrollo de
este trabajo, luego se describen los aspectos generales en la integracio´n de ins-
trumentos o´pticos para espacio. Adicionalmente, se hace una revisio´n general del
estado del arte y posteriormente se detallan las propuestas especı´ficas de la tesis
desde la perspectiva de los instrumentos y la instrumentacio´n de proyectos de ob-
servacio´n astrofı´sica. Finalmente, se presenta la estructura de la tesis.
1.1 Motivacio´n y objetivos
Mejorar las te´cnicas de medida del frente de onda, sea de manera directa o indirecta,
es y ha sido durante an˜os un objetivo primordial en muchas a´reas de la o´ptica [1–4].
Es sabido que de la forma misma del frente de onda es posible discernir la calidad
de un sistema o´ptico [1, 5], pero tambie´n desde el punto de vista opto-meca´nico el
frente de onda puede ser una entrada para un mejor disen˜o meca´nico propiamente
dicho, es decir, que la interaccio´n entre la o´ptica y la meca´nica produzcan las me-
nores aberraciones posibles [6, 7], o incluso, dependiendo de las aplicaciones y de
las te´cnicas de medida, el frente de onda podrı´a estar relacionado de manera directa
con deformaciones meca´nicas [8, 9] o incluso, con la informacio´n proveniente de
la topologı´a de un objeto [10].
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La medida del frente de onda obligatoriamente pasa por obtener la informacio´n
de la fase, lo cual dependiendo de la aplicacio´n podrı´a tornarse complicado. Esta
medida de la fase tradicionalmente es hecha, bien sea por me´todos interfero´me-
tricos (directos) como la holografı´a o la interferometrı´a de Speckle [3, 8, 11, 12],
por me´todos no interfero´metricos (indirectos) como los basados en sensores tipo
Shack-Hartmann [1] o me´todos iterativos de recuperacio´n de la fase como el de
diversidad de fase, estos u´ltimos, se basan en el feno´meno de la propagacio´n de
la luz y la teorı´a de la difraccio´n [2, 13, 14]. Como es de esperar cada me´todo
de medida tiene beneficios y complicaciones. En el caso de los me´todos interfe-
rome´tricos, la introduccio´n de un haz de referencia obliga a la participacio´n de ma´s
elementos o´pticos y por ende a una complejidad an˜adida en el montaje o´ptico, ya
sea por el alineamiento o por el control del taman˜o de los haces, ası´ mismo son
altamente sensibles a vibraciones y por tanto requieren mayor estabilidad meca´ni-
ca. Los me´todos basados en sensores tipo Shack-Hartmann, tienen poca resolucio´n
espacial y producen problemas con la interpretacio´n de la medida y la deduccio´n
del error del frente de onda. Por otro lado, los me´todos iterativos de recuperacio´n
de fase, se basan en encontrar un mı´nimo, el cual no tendrı´a por que ser global y
por tanto encontrar una solucio´n poco fiable en el error del frente de onda.
En las ciencias de la observacio´n donde esta´n involucrados instrumentos o´pti-
cos, se identifican dos tareas en las que el conocimiento, la mejora, o incluso la
innovacio´n sobre las te´cnicas de medida de la fase proporciona un avance en el
desarrollo de este tipo de instrumentos, estas tareas son la integracio´n y ma´s tan-
gencialmente el disen˜o o´ptico, es decir, desarrollar instrumentacio´n cada vez con
una exigencia mayor en requisitos de resolucio´n, hace necesario disponer de nue-
vas te´cnicas para la medida del error del frente de onda durante el desarrollo, in-
tegracio´n y alineamiento del instrumento. En el caso de instrumentos disen˜ados
para la investigacio´n en astrofı´sica y astronomı´a donde cada vez se necesita ma´s
resolucio´n, alcance y eficiencia para una mayor comprensio´n del universo, poder
asegurar un buen comportamiento del instrumento de observacio´n parte primero
por fortalecer las te´cnicas de medida y caracterizacio´n.
Por tanto, el objetivo general de esta tesis, es proponer nuevos me´todos deme-
dida y reconstruccio´n de la fase enmarcados en la metrologı´a o´ptica, fortale-
ciendo tambie´n el procesamiento de la informacio´n entregada por los sensores
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de medida indirecta de la fase, para la integracio´n de instrumentos o´pticos de
observacio´n astrofı´sica, haciendo e´nfasis en los proyectos espaciales. Adema´s
de apropiar una serie de te´cnicas existentes y mejorarlas con el fin de que pudieran
ser fa´cilmente usadas por la industria aeroespacial.
Algunas preguntas generales que se planteron al inicio de esta tesis fueron:
¿Co´mo se puede mejorar la sinergia entre la o´ptica y la meca´nica a trave´s de
la recuperacio´n de la fase?, es decir, ¿co´mo mejorar el disen˜o optomeca´nico con
herramientas tı´picas del procesamiento o´ptico?, ¿son los me´todos existentes sufi-
cientes?, ¿habrı´a que mejorar tanto el tiempo como la calidad del procesamiento?,
¿que´ variaciones tendrı´an los me´todos de recuperacio´n de fase bajo requerimientos
estrictos propios de la industria aeroespacial?, ¿se debe refinar el disen˜o meca´nico,
el o´ptico o ambos? o ¿son los procesos de integracio´n lo suficientemente precisos
para verificar si los requerimientos se cumplen?. Estas preguntas revelan la exigen-
cia tanto a nivel de ingenierı´a como a nivel cientı´fico, y han sido hechas no solo
desde la problema´tica del Instituto Nacional de Te´cnica Aeroespacial - INTA y sus
proyectos, sino tambie´n desde la visio´n procedente de la experiencia del autor.
Una fuerte componente motivacional que se dilucido´ a lo largo de la tesis, fue
encontrar hacia donde se dirigı´an todas las te´cnicas implementadas, especialmente
con el uso de moduladores espaciales de luz (SLMs) y sus mu´ltiples aplicaciones.
Desde el punto de vista instrumental como pasa en IMaX o en PHI (Ver Anexo A),
ambos instrumentos desarrollados con la participacio´n del INTA, los SLMs son
usados como moduladores de polarizacio´n. Desde el punto de vista meto´dico estos
son usados para mejorar las te´cnicas interferome´tricas, desarrollar mejores sensores
de frente de onda Shack-Hartmann (SH), haciendo variable el nu´mero y la focal de
las microlentillas, o incluso, son usados en los me´todos de diversidad de fase tanto
para generar la diversidad, como tambien para compensar las aberraciones.
En conclusio´n, esta tesis da respuesta a la pregunta inicial sobre te´cnicas para
la recuperacio´n de la fase en la industria aeroespacial, y adicionalmente, mues-
tra nuevos me´todos en los procesos de recuperacio´n de la fase usando tecnologı´as
emergentes, apoyados en a´reas tan diversas como la fı´sica teo´rica y la computacio´n
gra´fica. Adicionalmente, genera preguntas nuevas para ser resueltas en trabajos fu-
turos. En concreto, existe una pregunta que se trata ligeramente en el Capı´tulo 5,
¿se puede mejorar la resolucio´n o´ptica utilizando vo´rtices o´pticos para identificar
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objetos de fase?, la cual tiene un impacto directo en microscopı´a. En esta direc-
cio´n actualmente se realiza un trabajo colaborativo entre el INTA, y la Universidad
EAFIT en Colombia.
1.2 Aspectos generales de la integracio´n de instrumen-
tos o´pticos para espacio
Todo instrumento visto desde la perspectiva de un proyecto debe cumplir una serie
de etapas tı´picas para su desarrollo [15, 16], las cuales conducen a la obtencio´n de
un proyecto espacial exitoso. Sin embargo, no es el intere´s de esta tesis entrar en
detalle de todas ellas. De manera general, cuando se plantea un proyecto cientı´fico-
te´cnico de observacio´n espacial y adema´s si e´ste esta´ enmarcado dentro de una
investigacio´n de intere´s cientı´fico, lo primero que se define son los requerimientos
a este nivel, es decir, que´ es lo que se espera poder observar con el instrumento y
cua´l sera´ el alcance cientı´fico, a partir de esto, se entra en una fase de convertir e´stos
requerimientos cientı´fico-te´cnicos en unas propuestas de ingenierı´a, las cuales son
una materializacio´n te´cnica de los requerimientos cientı´ficos, dicho de otra forma,
estos son los que permiten discernir si la ingenierı´a esta´ lo suficientemente avan-
zada como para proponer un proyecto de este tipo. A partir de los requerimientos
de ingenierı´a, se entra en las etapas de disen˜o, y posteriormente en las etapas de
fabricacio´n e integracio´n.
Particularmente son de nuestro intere´s tres modelos o prototipos en el desarrollo
de un instrumento, que pueden hacer parte de diferentes etapas del proyecto donde
son criticas las te´cnicas de verificacio´n e integracio´n:
 Modelo termo-estructural: Es un modelo del instrumento no-operacional en
te´rminos ele´ctricos y o´pticos, pero evalu´a la capacidad de disipacio´n te´rmica
y el comportamiento estructural ante cargas equivalentes, por tanto es el en-
cargado de verificar el disen˜o estructural y te´rmico, adema´s de confirmar la
precisio´n de los modelos matema´ticos (modelos de elementos finitos) desa-
rrollados para predecir la respuesta del instrumento ante esfuerzos meca´ni-
cos y te´rmicos. A trave´s de e´ste tambie´n se verifican los requerimientos de
taman˜o y masa [15, 17].
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 Modelo de ingenierı´a: Este es el primer modelo completamente funcional del
instrumento y en esta etapa todos los subsistemas se interconectan. Tambie´n
se descubren problemas como resultado de incompatibilidades entre las in-
terfaces. El modelo de ingenierı´a es usado para calificar el disen˜o bajo las
condiciones ambientales y se prueban y refinan los protocolos de montaje
e integracio´n, que luego sera´n usados para el montaje y la integracio´n del
modelo de vuelo [15, 17].
 Modelo de vuelo: Este es el modelo operacional que hara´ la ciencia para la
cual fue disen˜ado. Este modelo es probado bajo todas las condiciones am-
bientales y es al cual se le realizan todas las pruebas de calibracio´n. Los
ensayos sobre e´ste deben calificar todos los aspectos del disen˜o en las etapas
de los modelos termo-estructurales y de ingenierı´a [15, 17].
Se debe desarrollar y aplicar una adecuada campan˜a de pruebas y verificacio´n
de los requisitos para las etapas descritas, lo cual es un punto en comu´n entre ellas.
A este proceso de pruebas y verificacio´n se le denomina AIV y las pruebas asocia-
das a verificar los requisitos sera´n diferentes para cada etapa. Las consideraciones
de integracio´n y ensamble, la seleccio´n, descripcio´n, organizacio´n y control de las
pruebas son aspectos crı´ticos en la verificacio´n de los requerimientos de ingenierı´a
de un instrumento [18–20].
Las a´reas ba´sicas en las que se puede desglosar el disen˜o y el AIV son las
ingenierı´as: o´ptica, meca´nica, te´rmica, electro´nica y de software. Cada a´rea tiene
mu´ltiples suba´reas que aquı´ no son descritas. Sin embargo, solo es importante para
el desarrollo de este trabajo tener en cuenta dos suba´reas dentro de la meca´nica
que son la opto-meca´nica y el ana´lisis termo-estructural. No´tese que en la Fig. 1.1
aquellos recuadros que esta´n contenidos en un marco ma´s grueso son los relevantes
para el desarrollo de esta tesis y son los que muestran en amarillo en la Fig. 1.2.
La Fig. 1.1 muestra de manera condensada un diagrama de bloques que presenta
las a´reas generales de la ingenierı´a donde se llevan a cabo los planes de AIV y
la Fig. 1.2 muestra en detalle donde esta tesis hace un aporte, centra´ndose en la
metrologı´a o´ptica para procesos de verificacio´n. En resumen, esta tesis propone
nuevos me´todos para hacer las pruebas de verificacio´n de los requisitos dentro de
la optomeca´nica y el comportamiento termo-estructural usando me´todos o´pticos.
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Figura 1.1: A´reas generales de la ingenierı´a donde se llevan a cabo los planes de AIV.
La metrologı´a es una de las herramientas fundamentales para conseguir un ins-
trumento de la calidad estipulada en los requerimientos de ingenierı´a. Aunque la
metrologı´a es una a´rea muy amplia con diversas orientaciones, este trabajo se cen-
tra en la metrologı´a o´ptica y en dos tareas puntuales de e´sta; la interferometrı´a y
la recuperacio´n de la fase de manera indirecta. Y para cada una de estas dos ta-
reas, hay dos subtareas que corresponden al contenido de esta tesis. Dentro de la
interferometrı´a convencional e Interferometrı´a Electro´nica de Patrones de Speckle
(ESPI), se proponen me´todos nuevos que mejoran y maximizan las eficiencias en
tiempo de procesado de la informacio´n como en la calidad de los resultados, y
con respecto a los me´todos indirectos de recuperacio´n de fase, se proponen me´to-
dos novedosos provenientes de la computacio´n gra´fica que mejoran los algoritmos
propios de reconstruccio´n de la fase o del frente de onda.
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Figura 1.2:Me´todos usados en esta tesis dentro de la metrologı´a o´ptica para la verifi-
cacio´n de requisitos de ingenierı´a.
1.3 Estado del Arte
Una revisio´n general de los me´todos implementados en el contexto de la integracio´n
de instrumentos o´pticos a trave´s de la metrologı´a o´ptica, se hace a continuacio´n.
Cada Capı´tulo de la Tesis contiene una revisio´n del estado del arte sobre el tema
especı´fico.
1.3.1 Revisio´n general
En los procesos de AIV de instrumentos para espacio, la metrologı´a siempre ha
sido una de las herramientas fundamentales, y a medida que los instrumentos se han
vuelto ma´s exigentes, las herramientas metrolo´gicas han tenido que ir un paso ma´s
adelante para asegurar la calidad de e´stos, y en ocasiones, incluso cada institucio´n
debe desarrollar sus propias te´cnicas metrolo´gicas [20].
De acuerdo con el International Bureau of Weights and Measures (BIPM), la
metrologı´a se define como la ciencia de medir, incluyendo tanto las consideracio-
nes teo´ricas como experimentales en cualquier nivel de incertidumbre en cualquier
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campo de la ciencia y la tecnologı´a. Los esta´ndares de calidad en la industria manu-
facturera como la industria metalmeca´nica, textil, extrusoras de pla´stico, automo-
triz, entre otras, han demandado el desarrollo de te´cnicas metrolo´gicas ma´s avanza-
das que garanticen un mejor control de las especificaciones sobre los productos. Es
aquı´ donde el campo de la metrologı´a o´ptica ha desempen˜ado un papel importante,
y e´ste ha crecido significativamente en los u´ltimos 30 an˜os [21]. Las herramientas
que una vez estuvieron limitadas a aplicaciones especı´ficas, como por ejemplo a
la medida de componentes o´pticos, en nuestros dı´as empiezan a aplicarse a otras
industrias [21].
La metrologı´a o´ptica esta´ relacionada directamente con el tratamiento de la luz,
es decir, las propiedades de la luz se usan para hacer las medidas y por lo tanto se
pueden desarrollar descripciones matema´ticas de las ondas y de la propagacio´n de
e´stas [22]. Los mecanismos ba´sicos de metrologı´a o´ptica incluyen: 1) Cambios en
la cantidad de luz reflejada o transmitida. 2) Cambios en la direccio´n de propaga-
cio´n de la luz. 3) Cambios en la naturaleza de la luz tales como fase, coherencia o
polarizacio´n. 4) Cambios en la distribucio´n de la luz reflejada o transmitida. Todos
estos mecanismos proveen un amplio rango de herramientas que permiten la me-
dida y catacterizacio´n de diferentes tipos de objetos [21]. Dentro de la metrologı´a,
la metrologı´a o´ptica ofrece las ventajas de no ser destructiva, no ser invasiva y con
precisio´n del orden de la longitud de onda de trabajo o menor [23].
El mecanismo en el que se fundamenta esta tesis es el que constituye cambios
en la naturaleza de la luz, especı´ficamente la deteccio´n de los cambios en la fase,
debido a que esta propiedad entrega informacio´n sobre los cambios en el objeto o
en el sistema.
Dentro de la interferometrı´a encontrar los cambios en la fase parte por hacer
un ana´lisis de las franjas de interferencia [8, 12, 24]. En fı´sica y matema´ticas, un
problema inverso es un marco general que se utiliza para convertir las medicio-
nes observadas en informacio´n acerca de un objeto fı´sico o sistema en estudio.
En ana´lisis de franjas esto es lo que se conoce como demodulacio´n del patro´n de
franjas [24].
El ana´lisis de franjas es un tema en el que se ha trabajado desde diferentes
te´cnicas de la metrologı´a o´ptica como interferometrı´a o´ptica, moire´ por sombras
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(shadowmoire´), proyeccio´n de franjas, fotoelasticidad, interferometrı´a hologra´fica,
ESPI, entre otras [3, 8–12, 24–30].
El principal objetivo del ana´lisis de un patro´n de franjas es estimar la fase con-
tinua a partir de unos valores de intensidad de entrada, donde la sen˜al de intere´s
esta´ enmascarada por unas funciones desconocidas. Adicionalmente, hay ambigue-
dades en el signo y una fase continua bien comportada parte por calcular correc-
tamente la fase mo´dulo 2, la cual adema´s podrı´a tener singularidades, llamados
vo´rtices o´pticos [25] que producen tambie´n ambiguedades en la fase. Por tanto, el
ca´lculo de la fase mo´dulo 2 es una de las principales tareas para obtener exito-
samente la fase continua. La forma ma´s simple de calcular la fase mo´dulo 2 es
introduciendo informacio´n adicional al patro´n interferome´trico con el uso de por-
tadoras, sean espaciales o temporales [12, 24]. Los me´todos ma´s usados son los de
salto de fase (Phase shifting), estos resuleven el problema del signo, sin embargo,
no necesariamente la ambiguedad en la fase. Algunos me´todos para desenvolver la
fase requieren un u´ltimo paso en la demodulacio´n si existe ambiguedad [12, 24, 25].
Recientemente ha sido presentada por Servin et al. una teorı´a unificada basada
en la descripcio´n a trave´s de la teorı´a de sen˜ales de Fourier, de la interferometrı´a de
salto de fase [24], la cual permite un ana´lisis sencillo de los algoritmos de salto de
fase.
Por otro lado, los me´todos indirectos de recuperacio´n de la fase se basan prin-
cipalmente en tres tipos: 1) los que miden un tilt local y un cambio diferencial de la
fase en la pupila de salida, 2) los que miden un tilt local y un diferencial de la fase
en el plano imagen, y 3) los me´todos iterativos que se basan en cambios de inten-
sidad de la luz en el plano imagen [31]. Esta tesis hace aportes especialmente en el
tipo dos y una revisio´n en el tipo tres. En especial el sensado a trave´s de sensores
Shack-Hartmann, se basa en el segundo tipo, inicialmente eran usados para medir
las superficies de los espejos primarios de telescopios astrono´micos en la fase de
pulido [31, 32], o en la alineacio´n e integracio´n de instrumentos o´pticos [4, 31].
Sin embargo, a medida que los telescopios empezaron a ser ma´s grandes e´stos se
usaron para el sensado del frente de onda en tiempo real en los sistemas de o´ptica
adaptativa [33–35]. Pero no fue solo en e´sta a´rea donde e´stos sensores experimen-
taron grandes avances, tambie´n en aberrometrı´a del ojo y oftalmologı´a [1].
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Un sensor Shack-Hartmann tiene dos componentes principales: un arreglo bidi-
mensionad de microlentes y un detector CCD. Las microlentes muestrean el frente
de onda que llega, donde cada una de ellas hace una imagen en su foco. El detector
CCD se ubica en el foco del arreglo de microlentes [31, 36, 37]. Si se tiene una
distribucio´n de spots (patron Hartmann) correspondientes a la luz incidente enfo-
cada por el arreglo de microlentes sobre la CCD, provenientes de un frente de onda
plano, e´sta se puede definir como el frente de onda de referencia, y si en una se-
gunda medida la luz incidente viene aberrada, los spots tendra´n desplazamientos
relativos en los ejes de muestreo definidos por la CCD respecto al primer patro´n
de spots. Estos movimientos relativos permiten levantar el frente de onda aberrado,
es decir, los cambios en la fase de manera local [31, 36, 37]. La reconstruccio´n
del frente de onda se obtiene despue´s de tres pasos de procesamiento de ambos
patrones Hartmann. 1) Ca´lculo de los centroides. Es la posicion del pı´xel para cada
distrubucio´n de irradiancia de cada spot calculada a trave´s de los primeros momen-
tos de a´rea. 2) Ca´lculo de las pendientes entre el patro´n de centriodes de referencia
y el patro´n de centroides aberrado. 3) Reconstruccio´n del frente de onda a partir de
las pendientes, usando la definicio´n del gradiente. Existen dos me´todos tı´picos para
reconstruir el frente de onda. Zonal: Integracio´n nume´rica directa, Modal: Ajuste
polinomial, usualmente usando los polinomios de Zernike [1]. En el Anexo D se
describen los polinomios de Zernike.
El sensado Shack-Hartmann se usa habitualemnte en la integracio´n de instru-
mentos o´pticos para espacio [15], como es el caso de COSTAR uno de los instru-
mentos del Hubble [31]. Sin embargo, no es el u´nico me´todo indirecto usado para
este fin. Los me´todos iterativos que se basan en cambios de intensidad de la luz en
el plano imagen, tambie´n han sido usados de manera frecuente [2, 14, 31].
Los me´todos iterativos de minimizacio´n que se basan en cambios de intensi-
dad en mu´ltiples observaciones para recuperar la fase, han alcanzado grados de
refinamiento en a´reas diversas como la astronomı´a, la microscopı´a, la aberrometrı´a
ocular o en optomeca´nica para el estudio de deformaciones meca´nicas [2, 14, 38–
40], y con la introduccio´n de SLMs sobre los montajes o´pticos han mejorado las
prestaciones sobre los algorithmos del sensado del frente de onda [39, 41], adicio-
nalmente los SLMs sirven como correctores del error del frente de onda [33–35],
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lo que ha permitido avances incluso en otro tipo de aplicaciones como la o´ptica
cua´ntica [42].
Los me´todos de recuperacio´n de fase iterativos analizados desde el tipo de luz
empledada, pueden clasificarse en dos: 1) Luz incoherente; para sensado de aberra-
ciones o´pticas de sistemas formadores de imagen. 2) Luz coherente; para la iden-
tificacio´n del campo complejo a la entrada del sistema o´ptico [38, 39, 43]. Los
me´todos que emplean la luz incoherente son los usados habitualmente para la inte-
gracio´n de instrumentos o´pticos [31, 43].
La recuperacio´n de la fase en procesos de AIV debe entenderse tambie´n desde
la teorı´a de aberraciones y la calidad de imagen, en particular si los instrumentos
que se integran son formadores de imagen [5, 44, 45], ya que e´sta es una medida
cuantitativa de la respuesta del sistema. Algunos me´todos de medicio´n de la calidad
de imagen como el ca´lculo del mo´dulo de la funcio´n de transferencia o´ptica (MTF),
la cual describe la calidad de transferencia de un sistema o´ptico como una funcio´n
de la frecuencias espaciales [19, 46], son de corte ma´s cualitativos debido a que
no es posible saber cua´les son las aberraciones que ma´s influyen en la calidad del
sistema [46–48]. Sin embargo, cuando hay involucrada electro´nica, esencialmente
detectores, donde el taman˜o y el muestreo espacial es finito, y adicionalmente se
produce ruido electro´nico, la medida de la MTF en la integracio´n de instrumentos
o´pticos es una herramienta fundamental [19, 46].
En resumen, la tesis constribuye desde dos perspectivas diferentes, la pri-
mera esta´ enmarcada en reconstruir el frente de onda producido por cambios
de fase inducidos por deformaciones meca´nicas, cambios en el ı´ndice de re-
fraccio´n o cuando el campo complejo de un objeto entrega informacio´n sobre
el sistema o´ptico o sobre el objeto mismo. La segunda perspectiva se enmarca
en reconstruir el frente de onda tratado desde la teorı´a de las aberraciones
o´pticas para caracterizar sistemas o´pticos complejos.
1.3.2 Propuestas a partir de los intrumentos y la instrumentacio´n
En esta seccio´n se presenta la novedad del trabajo en comparacio´n con el esta-
do del arte a partir de los instrumentos y la instrumentacio´n. Adicionalmente, se
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muestra como el desarrollo de instrumentos reales (Ver Anexo A) ha motivado la
investigacio´n y como los resultados de la tesis pueden ser aplicables.
En el caso de los instrumentos IMaX y PHI, ambos poları´metros y sistemas
formadores de imagen para observacio´n astrono´mica (Ver Anexo A), la modula-
cio´n de la polarizacio´n se hace a trave´s de la tecnologı´a de retardadores variables
basados en cristal lı´quido (Liquid crystal variable retarders – LCVRs). El uso de
tecnologı´as emergentes es posible en proyectos con condiciones ambientales de
espacio si previamente se ha hecho una campan˜a de validacio´n. En particular el
INTA fue el responsable de realizar la validacio´n y calificacio´n de los LCVRs para
el proyecto PHI y en el Anexo B se hace una introduccio´n a este proceso.
Tanto en el Anexo B como en el Capı´tulo 2, se habla sobre una de las propieda-
des que deben cumplir los LCVRs, conocida como homogeneidad del retardo que
esta´ estrechamente relacionada con el error del frente de onda, y que nos permi-
tira´ obtener la calidad o´ptica del dispositivo y por tanto su influencia en la forma-
cio´n de imagen del instrumento. Evaluar la homogeneidad del retardo, que puede
ser a trave´s de medidas interferome´tricas, es fundamental para saber si posterior-
mente los datos deben ser tratados con calibraciones pixel a pixel. El proceso de
fabricacio´n y pegado de las celdas produce variaciones de retardo a lo largo de la
apertura u´til, y si la celda es muy buena el retardo es menor al 3.5%. En ocasiones
la aparicio´n de burbujas de aire en el dispositivo puede ser catastro´fico tanto para la
homogeneidad del retardo como para el error en el frente de onda [49]. La hipo´tesis
era que e´stas no siempre son identificables en el mismo estado de polarizacio´n. Por
tanto, e´sta es la razo´n que se tuvieran zonas desproporcionadas de intensidad en el
patro´n interferome´trico en la apertura u´til del dispositivo.
En el Capı´tulo 2, con el uso de te´cnicas provenientes de la computacio´n gra´fi-
ca como el me´todo de alto rango dina´mico (High Dynamic Range - HDR) [50]
se logro´ procesar las franjas interferome´tricas en casos donde las diferencias de
intensidad en mu´ltiples zonas de la imagen son desproporcionadas, y e´ste me´todo
adicionalmente usa el filtrado de Fourier para el pre-procesado de franjas imple-
mentando un algoritmo de normalizacio´n [24, 51]. Otros autores han propuesto
extender el rango dina´mico en el uso de luz estructurada con algoritmos que no
provienen de la computacio´n gra´fica, sin embargo, cuando la diferencia de inten-
sidad en diferentes zonas es muy acusada, estos algoritmos pierden informacio´n
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importante para la recuperacio´n de la fase [52–54]. Vargas et al. propusieron un
me´todo similar para proyeccio´n de franjas sin tener diferencias abruptas en la in-
tensidad [55]. Adicionalmente, la ponderacio´n sobre la informacio´n que los pixeles
portan no es proveniente de la teorı´a de sen˜ales, haciendo que e´ste me´todo sea ma´s
sensible al ruido.
Cuando se tienen instrumentos que deben ser probados en condiciones am-
bientales adversas, como los proyectos espaciales, o condiciones de criogenia, las
medidas de precisio´n en la integracio´n del instrumento se dificultan de manera
apreciable, ma´s au´n si se deben hacer medidas no locales. Una alternativa es la
interferometrı´a, pero la interferometrı´a convencional dificulta el proceso debido al
uso de espejos de referencia en condiciones adversas, esto podrı´a inducir a errores
porque no se mide el objeto de estudio como tal, sobre todo si se habla del compor-
tamiento de estructuras meca´nicas (ver Anexo A, instrumento EMIR). Para esto,
la te´cnica ESPI descrita en el Capı´tulo 3 resulta u´til. Un ejemplo de esto, es que
la estructura meca´nica del telescopio espacial James Webb fue evaluada utilizando
la te´cnica ESPI [56, 57], con el me´todo de los cuatro pasos (salto de fase - pha-
se shifting) para reconstruir la fase mo´dulo 2, y los pasos eran simulta´neamente
capturados en un solo interferograma a trave´s de una ma´scara de fase pixelada que
codificaba los saltos de fase requeridos [56]. Sin embargo, la calibracio´n de este
sistema es compleja [56, 57]. Por otro lado, si la fase se recupera a trave´s de los
me´todos de salto de fase convencionales, se incrementan tanto el tiempo de pro-
cesamiento como la dificultad en el montaje, sobre todo cuando el elemento que
genera los saltos de fase es un mecanismo piezoele´ctrico que debe estar dentro de
una ca´mara de termo-vacı´o (TVC). En los Capı´tulos 2 y 3 se propone recuperar
la fase con el me´todo de los saltos de fase, pero con estos aleatorios [58], utilizan-
do como elemento de salto de fase los movimientos vibratorios producidos por las
bombas de vacı´o de la TVC, esto hace que el sistema sea ma´s simple de implemen-
tar.
Adicionalmente, si se quisieran tiempos de procesamiento ma´s ra´pidos, en el
Capı´tulo 5 se propone otro me´todo a trave´s de ESPI modificando el brazo de refe-
rencia con una ma´scara espiral, usando un SLM para recuperar la fase con un solo
interferograma sin perder el signo de la funcio´n par coseno. La generalizacio´n del
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me´todo presentado en el Capı´tulo 2 podrı´a ser usado en ESPI en el estudio de de-
formaciones de estructuras meca´nicas en donde esta´n involucrados materiales con
reflectancias diferentes.
De acuerdo a la configuracio´n de los telescopios tipo Korsch, en el caso de
SEOSAT (ver Anexo A) el espejo secundario es quien tiene la labor de re-enfocar
el sistema cuando se producen dilataciones te´rmicas. El mecanismo de re-enfoque
que soporta este espejo es pasivo. Este mecanismo utiliza un sistema de flexures
que permiten que cualquier dilatacio´n te´rmica sobre e´l sea axial [4, 6, 7]. En el
Capı´tulo 3 se propone una metodologı´a para evaluar materiales compuestos a trave´s
de la te´cnica ESPI en combinacio´n con los modelos de elementos finitos (FEM) que
sirvan en un futuro para disen˜ar mecanismos de re-enfoque pasivos en la industria
aeroespacial, ya que con e´stos el coeficiente de expansio´n te´rmica (CTE) puede
ser escogido a voluntad. Mu´ltiples autores han reportado el uso de la te´cnica ESPI
en combinacio´n con el me´todo de elementos finitos para evaluacio´n de materiales
compuestos [59–64] pero sin propuestas concretas para mecanismos en la industria
aeroespacial.
Algo parecido sucede en el instrumento GAIA (ver Anexo A), donde el meca-
nismo de control del espejo M2 es el encargado de mantener la posicio´n del espejo
secundario desde la posicio´n definida durante la alineacio´n en Tierra, pasando a
trave´s de todos los procesos hasta llegar a su fase operacional en o´rbita. Una de
las exigencias de este mecanismo es que debe trabajar en un rango de temperaturas
muy amplio incluso llegando a condiciones de temperaturas crioge´nicas y con unos
recorridos meca´nicos muy estrictos. Las pruebas funcionales de termo-vacı´o para
este mecanismo fueron realizadas en las instalaciones LINES-INTA. Para evaluar
los movimientos lineales correctos, se usaron tres interfero´metros diferenciales [65]
como se explica en el Capı´tulo 3, y para las rotaciones se utilizaron dos autocoli-
madores. Este sistema o´ptico permite conocer la capacidad de repetibilidad del
mecanismo. Sin embargo, estas medidas no entregan informacio´n sobre deforma-
ciones globales del sistema debido a su cara´cter local [65] y a la necesidad de
espejos secundarios que pueden ser problema´ticos en condiciones de termo-vacı´o
como se explica en el Capı´tulo 3. Usando la te´cnica ESPI se resuelve tanto el pro-
blema de las deformaciones globales como la medida de las rotaciones sin el uso
de autocolimadores, incluso con un montaje experimental ma´s sencillo.
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Ası´ como en el instrumento GAIA, el funcionamiento del mecanismo de re-
enfoque de PHI (ver Anexo A) puede ser comprobado con la implementacio´n de
los algoritmos descritos en los Capı´tulos 3 y 5. Estos algoritmos permiten medir el
recorrido total del mecanismo, la precisio´n y la desalineacio´n lateral.
Dadas las fuentes de error que producen los mecanismos o elementos mo´viles
en instrumentos espaciales, e´stos suelen evitarse, por ejemplo, en IMaX y en PHI
se utilizaron dispositivos de cristal lı´quido para modular la polarizacio´n, pero dis-
positivos pixelados como los SLMs tambie´n basados en cristal lı´quido, demuestran
ser u´tiles como mecanismos de enfoque, correccio´n de aberraciones o en sistemas
de franjas como compensador de e´stas [33, 66, 67]. El Capı´tulo 4 muestra aplica-
ciones y fortalezas de los SLMs en este sentido. Con la experiencia del INTA en la
validacio´n de dispositivos basados en cristal lı´quido para modular la polarizacio´n
como se describe en el Anexo B, los SLMs podra´n ser a futuro elementos viables de
modulacio´n de fase para proyectos espaciales. El uso de SLMs mejora la velocidad
en el procesamiento de la fase y no se hace necesaria una alta estabilidad meca´nica
en interferometrı´a, esto puede verse en los Capı´tulos 4 y 5.
En esta tesis, gran parte del desarrollo hecho es a trave´s del uso de moduladores
espaciales de luz (SLMs), los cuales son dispositivos que pueden modificar la fase,
la amplitud o ambas. El sistema de o´ptica adaptativa de GTC (ver Anexo A) o en
general cualquier sistema de o´ptica adaptativa, podrı´a usar SLMs en vez de espejos
deformables, la gran ventaja de e´stos es su alta resolucio´n espacial y su principal
desventaja son los tiempos de respuesta. En el Capı´tulo 4, se muestra como se
puede compensar un frente de onda usando un SLM y en el Anexo B se muestran
los tiempos de respuesta tı´picos que puede tener un dispositivo basado en cristal
lı´quido.
Los problemas asociados a la deteccio´n de aberraciones o´pticas dina´micas pro-
venientes de la turbulencia atmosfe´rica o de otros factores como las vibraciones
meca´nicas, son objetos de estudio en la Astrofı´sica moderna para mejorar la reso-
lucio´n de las observaciones. En los telescopios terrestres modernos, los sistemas
de o´ptica adaptativa sensan y corrigen los errores en el frente de onda [31, 33–35].
Uno de los principales problemas es corregir casi en tiempo real las aberraciones,
esto quiere decir mejorar los procesos de co´mputo, en lo cual se esta´ enfocando el
Instituto de Astrofı´sica de Canarias a trave´s del uso de computacio´n en paralelo.
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Sin embargo, otro enfoque al problema es la mejora de los algoritmos actuales para
la deteccio´n de las aberraciones [31, 33–35], donde esta tesis propone una novedad
a trave´s de la deteccio´n de las aberraciones y el ca´lculo de las mismas usando el
me´todo de flujo o´ptico, como se describe en el Capı´tulo 7, la ventaja del me´todo
es que no se requiere el ca´lculo de los centroides para la reconstruccio´n de la fase
ya que hace una medida global del movimiento de la imagen. El me´todo de flujo
o´ptico que es un algoritmo proveniente de la computacio´n gra´fica ha sido orienta-
do para poder ser implementado en programacio´n en paralelo, lo que permite una
buena sinergia con el proyecto IACATS (ver Anexo A).
El sensado Shack-Hartmann a trave´s del me´todo de flujo o´ptico se propone
como herramienta en la integracio´n de instrumentos, particularmente cuando hay
mu´ltiples reflexiones en los patrones Hartmann, aparecen spots que no son propios
del patro´n sino de la reflexio´n, y los me´todos tradicionales no pueden recuperar
la fase si antes no son filtrados los patrones mediante el uso de procesamiento de
ima´genes. En el Capı´tulo 6, se propone una manera de procesar los patrones Hart-
mann, para tener un buen comportamiento de e´stos a trave´s de la transformada
espiral y ası´ poder recuperar la fase a trave´s de me´todos tradicionales. Las mu´lti-
ples reflexiones en los patrones Hartmann son un comportamiento que suele darse
cuando se integran instrumentos o´pticos [31].
La funcio´n del mecanismo de diversidad de fase dentro de IMaX es medir las
aberraciones del sistema o´ptico en diferentes etapas de la observacio´n y de esta ma-
nera hacer una compensacio´n para tener ima´genes de alta resolucio´n del Sol [2]. El
mecanismo se basa en tener dos ima´genes simulta´neas de la misma escena, una de
ellas desenfocada con un desenfoque conocido. El desenfoque es introducido me-
diante un la´mina plano-paralela, el me´todo es explicado en detalle en el Capı´tulo
8. E´sta es otra manera de compensar aberraciones diferente a la o´ptica adaptativa
como se describio´ anteriormente, utilizando el objeto que se observa como infor-
macio´n para corregir las aberraciones. El me´todo de diversidad de fase puede ser
potenciado con el uso de un SLM como elemento que introduce cambios de fase
conocidos [39, 41]. En el Capı´tulo 8, se usa el me´todo de diversidad de fase para
recuperar las aberraciones del sistema y un me´todo basado en la ecuacio´n de pro-
pagacio´n de onda [68, 69] para recuperar el campo complejo del objeto. En ambos
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algoritmos un modulador es ubicado en el plano de Fourier, y es el que se encarga
de introducir las diversidades.
Esta tesis explora diferentes me´todos para mejorar los procesos de integracio´n,
que dadas las altas exigencias de la industria incrementan la necesidad de la comu-
nidad cientı´fica de difundir y estandarizar cada vez ma´s estos procesos, entre las
diferentes instituciones o centros de investigacio´n.
1.4 Estructura
El texto esta´ dividido en III Partes tema´ticas que agrupan los Capı´tulos y una IV
parte que agrupa los Anexos. La Parte I contiene el Capı´tulo 2 donde usando la
te´cnica de interferometrı´a convencional combinada con me´todos provenientes de
la computacio´n gra´fica se propone una nueva metodologı´a, y se muestra una apli-
cacio´n especı´fica en la caracterizacio´n de dispositivos basados en cristal lı´quido. La
Parte II agrupa los Capı´tulos 3, 4 y 5 donde se explica la te´cnica ESPI a partir de su
formalismo matema´tico y como e´sta puede ser implementada e incluso mejorada en
combinacio´n con modelos de elementos finitos, para la comprobacio´n de requisi-
tos en estructuras meca´nicas, usando tecnologı´as emergentes como los dispositivos
basados en cristal lı´quido. Esto nos llevo´ al desarrollo de una nueva te´cnica a partir
de la unio´n de la te´cnica ESPI con las ma´scaras espirales de fase proyectadas en
un SLM, en el cual se mejora la velocidad en el procesamiento en la evaluacio´n de
estructuras meca´nicas. En la Parte III se describen te´cnicas no interferome´tricas.
En el Capı´tulo 6 las ma´scaras espirales, vistas desde la o´ptica del procesamiento
de ima´genes, fueron utilizadas como filtro en el espacio de Fourier (transforma-
da espiral) para mejorar la recuperacio´n de los centroides en un patro´n Hartmann.
El trabajo realizado con el uso de la te´cnica de levantamiento de fase a trave´s de
los sensores Shack-Hartmann nos llevo´ a plantear un me´todo novedoso para este
fin, utilizando algoritmos provenientes de la computacio´n gra´fica, presentado en el
Capı´tulo 7. Con la intencio´n de cerrar el cı´rculo en las te´cnicas de levantamiento
de fase, se revisan dos me´todos iterativos para la recuperacio´n de la fase, lo cual
se describe en el Capı´tulo 8. A continuacio´n se presenta un breve resumen de la
disertacio´n por Partes y Capı´tulos, resaltando las contribuciones realizadas.
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Parte I: Interferometrı´a convencional
En el Capı´tulo 2, se propone un Me´todo de alto rango dina´mico para aplica-
ciones interferome´tricas, usando metodologı´as de la computacio´n gra´fica como el
me´todo de alto rango dina´mico (HDR) y de normalizacio´n de franjas. La propuesta
mejora el contraste en el patro´n de franjas y es aplicado para compensar el error del
frente de onda, y cambios en el retardo de dispositivos basados en cristal lı´quido
(LC) a nivel experimental.
Parte II: Interferometrı´a Electro´nica de Speckle
El Capı´tulo 3, Te´cnica ESPI para la Medicio´n de Estructuras Meca´nicas Com-
plejas en Aplicaciones Aeroespaciales, es una revisio´n comparativa entre la te´cnica
ESPI y una te´cnica interferome´trica diferencial para la medicio´n de CTEs en ma-
teriales compuestos disen˜ados ad hoc, con el fin de ser usados en mecanismos de
la industria aeroespacial. Las mediciones hechas a trave´s de ESPI son a su vez
comparadas con un modelo de elementos finitos.
En el Capı´tulo 4, Aplicaciones de moduladores espaciales de luz en interfero-
metrı´a Speckle, se discute la influencia que tiene un dispositivo de cristal lı´quido,
solo de fase (SLM), en la medicio´n de la calidad concerniente a la deformacio´n y
la medicio´n de la topografı´a usando dos longitudes de onda. Adicionalmente, se
muestra como estos sirven como compensadores de franjas.
En el Capı´tulo 5, Interferometrı´a electro´nica de patrones de Speckle (ESPI), en
combinacio´n con haces helicoidales, se desarrolla una te´cnica nueva de interfero-
metrı´a, basada en la unio´n de las te´cnicas de ESPI e Interferometrı´a espiral, usando
SLMs. Con los resultados que allı´ se muestran se evidencian ventajas claras para
estudios de deformacio´n.
Parte III: Recuperacio´n de fase con me´todos no interferome´tricos
En el Capı´tulo 6, Deteccio´n de los centroides en un sensor Shack-Hartmann
utilizando la transformada espiral de fase, se presenta un algoritmo capaz de detec-
tar los centroides en un sensor Shack-Hartmann (SH) en presencia de fuerte ruido,
iluminacio´n de fondo y modulacio´n en la sen˜al de los spots, usando el me´todo de
la transformada espiral de fase y un filtrado de Fourier.
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En el Capı´tulo 7, Determinacio´n de la dislocacio´n del mapa de spots Shack-
Hartmann usando el me´todo de flujo o´ptico, se presenta un me´todo robusto y pre-
ciso para la determinacio´n de la dislocacio´n del mapa de spots Shack-Hartmann,
basado en un algoritmo de flujo o´ptico regularizado que no requiere obterner los
centroides del mapa de spots.
En el Capı´tulo 8, Diversidad de fase multiplano en un arreglo 4F usando un
SLM para levantamiento de fase, se describen dos me´todos iterativos donde in-
troduciendo desenfoques conocidos no meca´nicos, es posible recuperar la fase del
sistema y posteriormente el campo complejo del objeto.
En el Capı´tulo 9,Conclusiones, se enuncian las conclusiones generales de la
tesis y luego se especifican las conclusiones generales desde el procesamiento de
la informacio´n y desde los montajes o´pticos. Adicionalmente, se hace una des-
cripcio´n de las perspectivas futuras y se muestran los artı´culos y comunicaciones
concernientes a la tesis.
En los Anexos se hacen ampliaciones relevantes sobre temas no tratados de
manera directa en los Capı´tulos.
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Mucho sabrı´amos si tan so´lo supie´ramos que es un rayo de luz...la luz
es la forma ma´s refinada de la materia.
Louis De Broglie
Le dire´ que estoy ahora cerca de desenmaran˜ar el Caos, para hacer surgir
la Luz, que es una de las ma´s altas y difı´ciles materias que pueda jama´s




Me´todo de alto rango
dina´mico para aplicacones
interferome´tricas
Usando metodologı´as de alto rango dina´mico (HDR) y de normalizacio´n, se
presenta un me´todo para mejorar el contraste del patro´n de franjas en las medicio-
nes interferome´tricas utilizadas normalmente para la recuperacio´n de la fase. En un
interferograma simulado, que imita los principales efectos que se pueden encon-
trar en un proceso interferome´trico (luz difusa, ruido foto´nico, ruido electro´nico,
feno´menos de dispersio´n, etc), fue posible mejorar el contraste de las franjas y dis-
minuir el error cuadra´tico medio en ma´s del 35%. El me´todo propuesto se aplica
a interferogramas experimentales para medir el error del frente de onda y cambios
de retardo en dispositivos de cristal lı´quido (LC). Esto se realiza con una configu-
racio´n Mach-Zehnder en la que se usan tres a´reas con diferente polarizacio´n. El
me´todo propuesto aumenta la calidad de la recuperacio´n de la fase y disminuye el
error cuadra´tico medio en un 50%.
Palabras clave: Alto rango dina´mico (HDR), normalizacio´n, ana´lisis de fran-
jas, dispositivos de cristales lı´quidos (LC).
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2.1 Introduccio´n
Un rango dina´mico medido en niveles de gris limitado puede ser un problema, e in-
crementarlo es una herramienta importante en muchas aplicaciones interferome´tri-
cas [1–6] o en otras a´reas de la ciencia, tales como la visio´n por ordenador [7, 8]
o la astronomı´a [9], aunque, el aumento del rango dina´mico se realiza a trave´s de
software, no se puede hacer sin conocer el funcionamiento de la CCD.
Los para´metros ma´s comunes en la caracterizacio´n de una CCD son: la res-
puesta espectral, la sen˜al ma´xima y mı´nima, el rango dina´mico, uniformidad de
pı´xel a pı´xel, conversio´n de la ganancia de salida, ruido de fondo, eficiencia de
transferencia de carga, eficiencia cua´ntica y la relacio´n sen˜al-ruido [10]. Como los
para´metros mencionados anteriormente son interdependientes, si el rango dina´mico
se extiende, la relacio´n sen˜al-ruido mejora, y ambos para´metros pueden ser iguales
solo cuando el sistema esta´ limitado por el ruido de fondo, los valores de la sen˜al
son bajos y el pozo pequen˜o. El rango dina´mico es la relacio´n entre la sen˜al ma´xi-
ma y el ruido equivalente en la exposicio´n, y el coeficiente sen˜al-ruido (SNR) es la
relacio´n entre la sen˜al que se transmite y la desviacio´n esta´ndar de la sen˜al. Donde
el ruido equivalente en la exposicio´n es el cual produce un SNR igual a uno.
La funcio´n de respuesta o curva caracterı´stica es la pendiente de la transfor-
macio´n de entrada-salida. La entrada ma´xima o la exposicio´n equivalente de satu-
racio´n es la entrada que llena los pozos de carga correspondeintes a un pı´xel. La
exposicio´n equivalente de saturacio´n se utiliza para definir el rango dina´mico [10].
La funcio´n de respuesta es propia de cada dispositivo y su eficiencia cua´ntica varı´a
respecto a la componente espectral de la luz.
En el caso de las pelı´culas fotogra´ficas, la respuesta de la pelı´cula a las variacio-
nes en la exposicio´n es una funcio´n no lineal, que es el producto de la irradiancia
que recibe la pelı´cula y el tiempo de exposicio´n. Los sensores CCD esta´n disen˜ados
para producir sen˜ales ele´ctricas, que son linealmente proporcionales a la exposi-
cio´n del sensor hasta un cierto nivel de saturacio´n [11]. Sin embargo, el proceso de
ima´genes en la CCD generalmente se desvı´a de este modelo lineal ideal [12] debi-
do a la conversio´n de salida de 12-bits de los convertidores analo´gico-digitales de
la CCD a los valores de 8-bits que se usan comu´nmente para almacenar ima´genes
(Formatos JPG, PNG, entre otros), adema´s de otras fuentes de error en el sensor.
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Como con la pelı´cula, la no linealidad ma´s significativa en la curva de respuesta
es su punto de saturacio´n, donde cualquier pı´xel con una irradiancia por encima de
cierto nivel se mapea al mismo valor ma´ximo de la imagen [13, 14].
Para obtener una imagen de alto rango dina´mico en irradiancia (HDR), un con-
junto de ima´genes en diferentes tiempos de exposicio´n se pueden fusionar en una
imagen de irradiancia individual con amplio rango dina´mico, pero la funcio´n de
respuesta del sistema formador de ima´genes debe calcularse con anterioridad [15].
La informacio´n esencial de todos los me´todos para la calibracio´n radiome´trica y la
recuperacio´n de su funcio´n de respuesta, es la relacio´n que existe entre el valor di-
gital correspondiente a cada nivel de gris en una imagen con respecto a otra imagen
de la misma escena con diferente tiempo de exposicio´n [11–13, 15–17]. El algo-
ritmo que proponen Debevec y Malik [13] para la recuperacio´n de la funcio´n de
respuesta y la construccio´n del mapa de irradiancia HDR, se utilizo´ en este trabajo
debido a su fa´cil implementacio´n.
En la Seccio´n 2.2 se aborda el formalismo matema´tico, posteriormente en la
Seccio´n 2.3, se presenta una simulacio´n para aclarar algunos conceptos y para cuan-
tificar la mejora del contraste, lo cual se muestra gra´ficamente. En la Seccio´n 2.4,
se aplica la metodologı´a mencionada a datos experimentales obtenidos a partir del
conjunto de interferogramas adquiridos en una configuracio´n Mach-Zehnder. Este
montaje experimental se utiliza para probar la calidad o´ptica de un dispositivo de
cristal lı´quido (LC) en fase de desarrollo en el laboratorio LINES-INTA. Se utili-
zan diferentes a´reas de polarizacio´n en las mismas adquisiciones para analizar la
apertura o´ptica del dispositivo, lo cual produce a´reas con niveles de iluminacio´n
muy diferentes de modo que el proceso de normalizacio´n es necesario para extraer
con e´xito la fase. En el Anexo B se hace una introduccio´n a otro tipo de pruebas
hechas a los dispositivos de LC, para entender mejor el funcionamiento de estos
en condiciones ambientales propias de misiones espaciales. En la Seccio´n 2.5, se
presentan las conclusiones de este capı´tulo.
2.2 Formalismo matema´tico
La intensidad I(x; y; t) se puede definir como la relacio´n entre la irradianciaE(x; y)
y el tiempo de exposicio´nt(t) como en una pelı´cula fotogra´fica, donde la intensi-
31
2. ME´TODO DE ALTO RANGO DINA´MICO PARA APLICACONES
INTERFEROME´TRICAS
dad se obtiene en un rango de 8 bits (0-255 en escala de grises en una tı´pica imagen
digital), y se expresa como la Eq. 2.1,
I(x; y; t) = f(E(x; y) t(t)); (2.1)
donde f es la funcio´n de respuesta y se asume que es monoto´nica e invertible,
y la Eq. 2.1 se puede escribir como la Eq. 2.2,
ln f 1(I(x; y; t)) = ln E(x; y) + ln t(t); (2.2)
como los tiempos de exposicio´n t(t) y las intensidades I(x; y; t) se conocen,
la te´cnica de calibracio´n es so´lo un me´todo de regularizacio´n que permite conocer
la curva de respuesta del sensor f y la irradiancia E(x; y). Esta funcio´n se resuelve
a trave´s de una optimizacio´n de mı´nimos cuadrados [13]. Esto es una ventaja clara
con respecto a la calibracio´n experimental, debido a que se requiere una fuente
de luz calibrada y estabilizada para tener certeza de que se conoce la irradiancia
durante la calibracio´n.
Una vez se recupera la curva de respuesta, el HDR se puede calcular en tres
pasos. En primer lugar, utilizando la funcio´n de respuesta recuperada f , cada me-
dida I(x; y; t) se escala al valor de irradiancia E(x; y), como se indica en la Eq.
2.2 y como puede observarse en el Paso 1 del digrama de flujo de la Fig. 2.1. La
curva de respuesta se puede utilizar para determinar los valores de irradiancia en
cualquier imagen adquirida por el proceso de ima´genes asociadas con f , y no so´lo
las ima´genes que se utilizaron para recuperar la funcio´n de respuesta, debido a que
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Figura 2.1: Diagrama de flujo del algoritmo HDR.
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En segunda instancia, la irradiancia escalada E(x; y) se regulariza logarı´tmi-
camente y se le restan los tiempos de exposicio´n tambie´n regularizados logarı´tmi-
camente como se muestra en el Paso 2 de la Fig. 2.1 y la Eq. 2.3, y ası´ todos los
valores de irradiancia terminan con la misma exposicio´n efectiva,
ln E(x; y) = ln f 1(I(x; y; t))  ln t(t): (2.3)
Finalmente, el valor de irradiancia en un pı´xel se calcula como una media pon-
derada de los valores individuales de la irradiancia normalizados, tal como lo mues-
tra el Paso 3 de la Fig. 2.1 y la Eq. 2.4,
ln E(x; y) =
nX
j=1
w(I(x; y; tj))(ln f





En el algoritmo Debevec y Malik [13], la funcio´n de ponderacio´n w(I(x; y; t))
es una funcio´n triangular simple basada en la suposicio´n de que los pı´xeles de
rango medio son ma´s confiables, por lo tanto, a aquellos con rango medio se les
asigna un peso mayor que a los que esta´n saturados o subsaturados. Sin embargo,
se utilizo´ la funcio´n de ponderacio´n w(I(x; y; t))mostrada en la Eq. 2.5, propuesta
por Mitsunaga y Nayar [15], proveniente de la teorı´a de sen˜ales mostradas en las
Eqs. 2.6 y 2.7. Cualquiera de estos me´todos producira´ un resultado satisfactorio,
aunque la u´ltima funcio´n de ponderacio´n representa de manera ma´s aproximada la
realidad debido a que tiene en cuenta los efectos del ruido [17].




El SNR puede ser obtenido cuando la sen˜al en cada pı´xel es ponderada en pro-
porcio´n a la intensidad esperada, por tanto e´ste puede ser escalado al valor de irra-
diancia f 1(I(x; y; t)) [18], como se muestra en la Eq. 2.6,






la Eq. 2.7 es una simplificacio´n de la Eq. 2.6,
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N(I(x; y; t))(f 1)0(I(x; y; t))
; (2.7)
donde N es la desviacio´n esta´ndar del ruido medido. Suponiendo que el rui-
do es independiente del valor del pı´xel medido, es posible definir la funcio´n de
ponderacio´n como lo muestra la Eq. 2.5.
Suponiendo que el problema es una medida interferome´trica con a´reas sobresa-
turadas y subsaturadas, aumentar el rango dina´mico, como se menciono´ anterior-
mente, no es suficiente para una recuperacio´n de la fase con calidad. El siguiente
paso sera´ suprimir el fondo e igualar la modulacio´n.
Los algoritmos utilizados para visualizar la imagen HDR [17] no son u´tiles
para franjas interferome´tricas HDR, porque no es trivial realizar la ecualizacio´n
de la modulacio´n. Sin embargo, se han desarrollado algoritmos de normalizacio´n
usados en el ana´lisis de franjas para esta tarea [19–21]. El proceso de supresio´n de
fondo y la normalizacio´n de la modulacio´n se denomina normalizacio´n de patro´n
de franjas [20]. Las variaciones de fondo y modulacio´n se consideran una fuente
de errores en la estimacio´n de la fase [19], por lo tanto, la normalizacio´n de franjas
es un paso del pre-proceso antes de la recuperacio´n de la fase. El algoritmo de
normalizacio´n de franjas utilizado en este trabajo fue la normalizacio´n del patro´n
de franjas isotro´picas n-dimensionales [19], desarrollado por Quiroga et al. y que
se explicara´ posteriormente.
Si se asume que el patro´n de franjas es un modelo sinusoidal de la irradiancia,
se puede escribir como en la Eq. 2.8,
IHDR(x; y) = b(x; y) +m(x; y) cos ((x; y)); (2.8)
donde, IHDR(x; y) es la irradiancia del patro´n de franjas HDR, b(x; y) el ruido
de fondo, m(x; y) la modulacio´n y (x; y) la fase a modular. Si consideramos
IHP (x; y) como la irradiancia HDR filtrada por un filtro paso alto para suprimir el
ruido de fondo, e´sta puede ser escrita como en la Eq. 2.9,
IHP (x; y) = m(x; y) cos ((x; y)): (2.9)
Para obtener la normalizacio´n de la modulacio´n despue´s de la supresio´n del
fondo, IHP debe ser tratado como se explica de la Eq. 2.10 a la Eq. 2.12 con el
procedimiento descrito a continuacio´n.
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Hn es un operador no-lineal que se interpreta como la generalizacio´n n-dimensional




  i  qjqj  FfIHP (x; y)g
o
: (2.10)
La Eq. 2.10 afirma que la respuesta en frecuencias del operador Hnfg puede
estimarse por n filtros de Reisz en una dimensio´n 1D a lo largo de cada coorde-
nada espectral [22]. Donde q = (1; :::; n) es el vector de posicio´n en el dominio
espectral, F y F 1 son la transformada y la transformada inversa de Fourier, res-
pectivamente. La ventaja de definir el operador Hn como filtros de Reisz, es que
la generalizacio´n n-dimensional de la transformada de Hilbert3 1D es isotro´pica y
por tanto puede ser calculada a trave´s de transformadas ra´pidas de Fourier [19, 22].
El operadorHn tiene solo una singularidad en el origen y puede ser interpretado
como una funcio´n espiral de fase [23]. La mayor influencia conceptual y matema´ti-
ca desarrollada en el formalismo de la funcio´n espiral de fase propuesto por Larkin
[19, 23], llevo´ a nuevas investigaciones en vo´rtices o´pticos. En particular, en esta
tesis se hace uso de la funcio´n espiral en dos aplicaciones. En el Capı´tulo 5 se uti-
liza con el fin de introducir una vorticidad en el frente de onda en combinacio´n con
interferometrı´a, y en el Capı´tulo 6 se usa como filtro para mejorar la calidad de los
spots en un sensor Shack-Hartmann.
Retomando la Eq. 2.10 y aplica´ndole a e´sta el operador de cuasi-cuadratura, la
ecuacio´n puede reescribirse como la Eq. 2.11,
QnfIHP (x; y)g = jHnfIHP (x; y)gj: (2.11)
Por u´ltimo, el patro´n de franjas normalizado sobre las franjas interferome´tricas
HDR se describe en la Eq. 2.12,
In(x; y) =
IHP (x; y)p
(IHp(x; y))2 + (QnfIHP (x; y)g)2
: (2.12)
3Una sen˜al analı´tica consiste en dos partes, la parte real es la base de la funcio´n y la parte
imaginaria o cuadratura es la transformada de Hilbert de la parte real [23]. La transformada de
Hilbert unidimensional descrita a trave´s de las transformadas de Fourier se define como: G^(f) =
 isgn(f)G(f) [24].
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En resumen, se propone un me´todo que tiene dos pasos principales, aumentar
el rango dina´mico y luego normalizar el patro´n interferome´trico HDR. El objetivo
principal, es procesar la modulacio´n para mejorar el contraste en un conjunto de
interferogramas que se utilizara´n para reconstruir la fase. Para demostrar el bene-
ficio de este proceso, se hizo una simulacio´n antes de aplicar la metodologı´a a un
caso experimental.
2.3 Simulacio´n
Usando la Eq. 2.8, se construye un interferograma en nueve tiempos de exposicio´n
diferentes y relativos entre sı´. Un interferograma simulado con una exposicio´n re-
lativa de 0:5, tiene la mitad de la exposicio´n con respecto a otro con una exposicio´n
relativa de 1.
(a)




























Figura 2.2: El interferograma simulado con ma´s baja saturacio´n. (a) Interferograma
con 5% de ruido. (b) Perfil del interferograma sobre la lı´nea en (a).
La Fig. 2.2(a) muestra la simulacio´n del interferograma subsaturado, que inclu-
ye 5% de nivel de ruido para incorporar la influencia del ruido electro´nico (corrien-
te oscura, ruido foto´nico, ruido de lectura, etc), caracterizado por la variacio´n de
pı´xel a pı´xel. El ruido se considero´ como una distribucio´n gaussiana agregado en la
intensidad, siendo diferente para cada imagen de tiempo de exposicio´n. Se creo´ una
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distribucio´n espacial para simular el efecto principal de la luz difusa producida en
un proceso tı´pico de adquisicio´n, y se superpuso a la primera contribucio´n mencio-
nada. Esta distribucio´n espacial es tambie´n la simulacio´n del ruido de fondo que se
compone por una distribucio´n coseno cuadrado y una funcio´n parabo´lica bidimen-
sional. La amplitud de modulacio´n no es constante y esta´ formada por la funcio´n
parabo´lica bidimensional. La Fig. 2.2(b) muestra el perfil del interferograma si-
guiendo la lı´nea en la Fig. 2.2(a).
Despue´s de simularse el conjunto de nueve ima´genes, se calculo´ la funcio´n
de respuesta como se explico´ en la Seccio´n 2.2. Luego, se construyo´ el patro´n
interferome´trico HDR. Claramente, esta funcio´n de respuesta no es real como la de
una CCD.
El algoritmo HDR ba´sicamente une un conjunto de ima´genes con diferentes
tiempos de exposicio´n, y crea una u´nica imagen sinte´tica, que tiene un alto rango
dina´mico del mapa de irradiancia de la escena [17]. Aunque, el mapa de irradian-
cia HDR lleva informacio´n de todas las a´reas de la imagen, au´n muestra diferentes
niveles de amplitud que no permiten la recuperacio´n de la fase. Por lo tanto, es
necesario normalizar para aprovechar la resolucio´n digital lograda con el proceso
HDR. La Seccio´n 2.4 presenta un caso experimental en donde se observa la dife-
rencia de los niveles de amplitud despue´s de aplicar el proceso HDR.
El nu´mero mı´nimo de ima´genes necesarias para aumentar el rango dina´mico
es de dos [13]. Sin embargo, construir la imagen HDR con ma´s de dos ima´genes
permite un mejor muestreo de a´reas sobresaturadas y subsaturadas. El criterio para
seleccionar el nu´mero ideal de ima´genes del proceso HDR, es la razo´n entre dos
nu´meros reales positivos, el numerador corresponde a la diferencia entre el valor
ma´ximo y el valor mı´nimo de irradiancia de la escena a recuperar y el denominador
corresponde al rango dina´mico de la CCD. Sin embargo, mu´ltiples autores que han
trabajado en el proceso de HDR aseguran a trave´s de sus pruebas experimentales
que cuando el nu´mero de ima´genes es mayor a seis, el proceso se hace muy sensible
al ruido, y por tanto la calidad de la imagen HDR podrı´a empeorar [11–17], lo
anterior concuerda con nuestros resultados simulados, mostrados en la Fig. 2.3.
Para entender la ventaja del proceso HDR, la Fig. 2.3(a) muestra co´mo el error
cuadra´tico medio (RMSE, ver Eq. 2.13) disminuye cuando hay ma´s ima´genes para
construir la imagen de alto rango dina´mico. Se esperarı´a una curva asinto´tica, pero
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como se menciono´ anteriormente, en la imagen 8 la influencia del ruido de fondo
gana peso sobre la sen˜al HDR, y por tanto empeora la calidad de e´sta. Adicional-
mente, cuando se aplica el ruido electro´nico como se observa en la Fig. 2.3(b),
el error aumenta a partir de la imagen 7, y esto es debido a los artefactos tı´pi-
cos de la simulacio´n como el aliasing o el muestreo por debajo del criterio de
Nyquist  Shannon y por la esencia misma del algoritmo de normalizacio´n.



















Mejora en HDR + Normalización
Error RMS de la "mejor imagen"
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Mejora en HDR + Normalización
Error RMS de la "mejor imagen"
(b)
Figura 2.3: Nu´mero de imagen Vs. RMSE. (a) HDR + normalizacio´n sin ruido
electro´nico. (b) HDR + normalizacio´n con ruido electro´nico.







[IWoN(x; y)  IHDR(x; y)]2
nm ; (2.13)
donde IWoN(x; y) es el objetivo (una imagen simulada sin ruido, ni fondo),
IHDR(x; y) es la imagen sinte´tica. En la Fig. 2.3(a), la lı´nea punteada, o mejor
imagen simulada, es el menor error en comparacio´n con el objetivo de las nueve
ima´genes simuladas. Es evidente que este error es sustancialmente mayor que el de
las ima´genes HDR, representado por la lı´nea continua.
La Fig. 2.3(a) muestra co´mo el error se reduce en la ausencia de ruido de pı´xel




El patro´n de franjas final despue´s del proceso (HDR y normalizacio´n) con el
menor RMSE se muestra en la Fig. 2.4(a), y su perfil en la Fig. 2.4(b). La reduc-
cio´n del error alcanzada es de ma´s del 35%. En la Fig. 2.4(b), se observa como el
fondo se suprime, la amplitud se normaliza y la informacio´n de sobresaturacio´n y
subsaturacio´n se recupera.
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Figura 2.4: Interferograma normalizado usando HDR + la metodologı´a de normaliza-
cio´n. (a) Interferograma normalizado. (b) Perfil del interferograma normalizado.
2.4 Resultados Experimentales
Los retardadores variables de cristal lı´quido (LCVRs) son una tecnologı´a emergen-
te para poları´metros tı´picos en el uso de proyectos espaciales [25, 26]. Estos ofrecen
ciertas ventajas con respecto a los moduladores ma´s tradicionales tanto para instru-
mentos terrestres como espaciales. En particular, bajo consumo de energı´a, menor
masa y volumen y grandes aperturas [25, 26]. Sin embargo, estos tienen algunas
caracterı´sticas que deben tomarse en cuenta y si es necesario enfrentarse durante
el disen˜o del instrumento. Una de las ma´s importantes propiedades de cualquier
modulador de polarizacio´n es su homogeneidad en el retardo.
El valor de la homogeneidad en el retardo y el error en el frente de onda esta´n
estrechamente relacionados. De un lado, el estre´s meca´nico puede producir birre-
fringencia por esfuerzo en los sustratos (vidrios). Por otro lado, y e´ste es el efecto
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ma´s notable, una variacio´n del espesor entre los vidrios, donde esta´ el LC, produ-
ce una diferencia de camino o´ptico, si este espesor es diferente en distintas partes
de la apertura, el WFE sera´ distinto. Adema´s, como el “espesor o´ptico”contiene
LC birrefringente, el WFE para una polarizacio´n lineal y para la ortogonal sera´n
distintas [25, 26]. Por tanto, el retardo o´ptico tambie´n cambiara´ de una posicio´n a
otra si el espesor lo hace. Adicionalmente, la razo´n por la cual a diferentes voltajes
aplicados la sensibilidad en el retardo sobre la apertura varı´a, esta´ dado por la in-
clinacio´n de las mole´culas, en consecuencia la birrefringencia efectiva disminuye.
Como la hipo´tesis era que la inhomogeneidad del retardo se hacia ma´s evidente en
ciertos estados de polarizacio´n, tenerlos en un u´nico disparo producı´a una medida
ma´s eficiente.
El arreglo utilizado es un interfero´metro Mach-Zehnder, donde el haz de re-
ferencia se propaga a trave´s de un polarizador P2 y el haz objeto a trave´s de un
polarizador P1, este u´ltimo pasa a trave´s de una ca´mara de termo-vacı´o (TVC)
donde esta´ ubicado el dispositivo de cristal lı´quido (LC), y posteriormente ambos
haces son recombinados y propagados a trave´s de un tercer polarizador P3, con
tres estados de polarizacio´n (PA1, PA2, PA3), es decir, es un elemento compuesto
por tres polarizadores, con sus ejes en diferentes azimuts en diferentes partes de
la apertura u´til. Por u´ltimo el haz es recogido por la CCD, como se muestra en la
Fig. 2.5. Con P1 se selecciona una determinada polarizacio´n, con P2 el contraste es
maximizado y con P3 son obtenidos tres estados de polarizacio´n diferentes en un
u´nico disparo. La recuperacio´n de la fase se hace a trave´s de la te´cnica de salto de
fase, para esto es necesario el espejo montado sobre una mesa piezoele´ctrica (PZ),
el cual produce los cambios en la diferencia de camino o´ptico entre los haces.
En este caso experimental se uso una CCDmonocroma´tica, esta tiene 1280960
pı´xeles y un taman˜o de pı´xel de 4.65m. El dispositivo de cristal lı´quido LC usa-
do fue un cristal nema´tico con las siguientes caracterı´sticas: LC CTM-6204-100,
n=0.1479 en 525nm y viscosidad de 38 mm2/s (a 20 C).
Como se menciono´ anteriormente, el principal objetivo de la te´cnica HDR es
adquirir una serie de ima´genes de la misma escena, tomadas con diferentes tiempos
de exposicio´n. Dado que la interferometrı´a es sensible a factores ambientales tales
como: la temperatura del aire, la humedad diferencial, las vibraciones de partes en
movimiento, entre otros, los experimentos se realizaron en una sala de ambiente
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Figura 2.5: Montaje Mach-Zehnder. P1, P2 y P3: polarizadores. PZ: mesa lineal
piezoele´ctrica. TVC: ca´mara de termo-vacı´o. LC: Dispositivo de cristal lı´quido. PA1,
PA2 y PA3: tres diferentes estados de polarizacio´n.
controlado, para evitar fuentes de error que pudieran producir inestabilidades sobre
las franjas adquiridas.
La Fig. 2.6 muestra el procedimiento para incrementar el rango dina´mico pa-
ra cada salto de fase. Esto significa que para cada salto de fase, el interferograma
se obtiene en diez tiempos de exposicio´n diferentes. Para el procedimiento experi-
mental se usaron seis saltos de fase, por lo tanto, hay seis patrones interferome´tricos
HDR en diferentes saltos de fase y cada uno de ellos es normalizado. Estos u´ltimos
son los que se utilizan para la reconstruccio´n de la fase. Los tiempos de exposicio´n
seleccionados fueron [1/10,000, 1/5000, 1/3333, 1/1250, 1/556, 1/294, 1/139, 1/65,
1/32, 1/16] segundos (s). En los las simulaciones se presento que el numero de
ima´genes mas conveniente eran alrededor de seis. Sin embargo, para los resultados
experimentales, el proceso completo descrito se hizo con diez y con seis ima´genes
y los resultados obtenidos eran ligeramente mejor con diez, es por esta razo´n que
decidimos dejar las diez. Una posible causa de esta leve mejorı´a es el bajo ruido
de fondo que se tenia en las ima´genes experimentales respecto al ruido de fondo
introducido en las simulaciones.
A continuacio´n la llamada “mejor imagen” e “imagen de referencia” sera´n ex-
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Figura 2.6: Matriz de adquisicio´n de las ima´genes. Las filas son los tiempos de expo-
sicio´n y las columnas son los saltos de fase. Para cada tiempo de exposicio´n se recupera
la fase y para cada salto de fase se tiene una imagen sinte´tica HDR. La “mejor imagen”
es el conjunto de saltos de fase y fase recuperada en el tiempo de exposicio´n 1/556 s.
plicadas para entender posteriormente los resultados. La “mejor imagen“ corres-
ponde al grupo de interferogramas en los seis saltos de fase, la fase mo´dulo 2 y
la fase desenvuelta sin tilt y pisto´n. Este conjunto de interferogramas fue adquirido
en el tiempo de exposicio´n 1/516 s. Con los seis saltos de fase en este tiempo de
exposicio´n se calculo´ la fase mo´dulo 2 y su correspondiente fase desenvuelta sin
tilt y pisto´n (ver Fig. 2.7(b), Fig. 2.9(b), Fig. 2.10(b) y Fig. 2.11(b)).
La “mejor imagen” es llamada ası´ porque e´sta tiene el menor RMSE de todos
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los tiempos de exposicio´n. ElRMSE se calculo´ u´nicamente con la fase desenvuel-
ta sin tilt y pisto´n usando la Eq. 2.13, teniendo como objetivo la fase desenvuelta
sin tilt y pisto´n, cuando P3 fue quitado y el dispositivo de LC fue desactivado
(“imagen de referencia”). Es decir, la llamada “imagen de referencia” corresponde
a tres ima´genes: el ca´lculo de la fase mo´dulo 2, el ca´lculo de la fase desenvuelta
y el ca´lculo de la fase desenvuelta sin tilt y pisto´n (ver Fig. 2.9(a), Fig. 2.10(a) y
Fig. 2.11(a)).
La Fig. 2.7 muestra un interferograma en tres diferentes tiempos de exposi-
cio´n. Obse´rvese los tres estados de polarizacio´n y la amplia diferencia entre las
zonas sobresaturadas y subsaturadas. Aplicando el me´todo HDR sin normalizar
(Fig. 2.8(b)), se muestra que la informacio´n perdida de las zonas sobresaturadas y
subsaturadas (Fig. 2.8(a)) es mejor muestreada, y se recupera la informacio´n para
tenerla en un u´nico interferograma. El tiempo de exposicio´n usado en la Fig. 2.8(a)
es 1/516 s (“mejor imagen”). En las Fig. 2.8(a) y Fig. 2.8(b), se aprecian las varia-
ciones de amplitud de los datos que fueron escalados logarı´tmicamente.
(a) (b) (c)
Figura 2.7: Interferograma con tres tiempos de exposicio´n diferentes. (a) Interferogra-
ma con tiempo de exposicio´n 1/10,000 s. (b) Interferograma con tiempo de exposicio´n
1/556 s. (c) Interferograma con tiempo de exposicio´n 1/16 s.
Una vez que los seis patrones interferome´tricos HDR se obtenienen, e´stos son
normalizados utilizando el procedimiento explicado en la Seccio´n 2.2. Aunque,
algunos algoritmos de recuperacio´n de la fase mo´dulo 2 dentro de sus procesos
normalizan [27, 28], no suprimen el fondo. Por esta razo´n, los algoritmos de nor-
malizacio´n son u´tiles como un pre-proceso ante las variaciones de fondo y de la
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Figura 2.8: Mejora de la sen˜al ruido aplicando el proceso HDR. (a) Logaritmo de la
“mejor imagen”. (b) Logaritmo del mapa de intensidad HDR.
modulacio´n de la amplitud, ya que estas variaciones producen un error en la ex-
traccio´n de la fase. El algoritmo usado en la recuperacio´n de la fase mo´dulo 2 fue
desarrollado por Wang y Han [27].
(a) (b) (c)
Figura 2.9: Reconstruccio´n de la fase mo´dulo 2. (a) “Imagen de referencia”. (b)
“Mejor imagen”. (c) HDR.
El algoritmo para la recuperacio´n de la fase mo´dulo 2 se basa en establecer
la convergencia de mı´nimos cuadrados de manera ra´pida y precisa. Los datos de
entrada para el proceso son pocos, u´nicamente tres interferogramas en diferentes
saltos de fase (no necesariamente conocidos), son suficientes para extraer la fase.
Los saltos de fase de entrada estimados no tienen que ser precisos. El algoritmo
tiene tres pasos ba´sicos, el primero es la iteracio´n pı´xel a pı´xel para determinar
la distribucio´n de la fase; el segundo paso es la iteracio´n cuadro por cuadro para
determinar los saltos de fase asumiendo que la intensidad de fondo y la modulacio´n
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de amplitud no tienen una variacio´n pı´xel a pı´xel, y u´nicamente hay cambios entre
cuadros. Finalmente en el tercer paso se define un criterio de convergencia y los









Figura 2.10: Reconstruccio´n de la fase desenvuelta incluyendo los tilts y el pisto´n, en
rad. (a) “Imagen de referencia”. (b) “Mejor imagen”. (c) HDR.
Por lo tanto, la fase mo´dulo 2 se recupera para la “mejor imagen” y la imagen
sinte´tica HDR, y el error es cuantificado como fue hecho en la simulacio´n, tomando
la “imagen de referencia” como funcio´n objetivo. La Fig. 2.9 muestra las tres fases
mo´dulo 2, y su respectiva fase desenvuelta es mostrada en la Fig. 2.10, donde
aparentemente la fase se recupera para ambos casos sin un alto error comparado
con la “imagen de referencia”, pero si en la fase desenvuelta se suprimen las con-
tribuciones de los tilts y el pisto´n (ver Anexo D), la fase en la “mejor imagen” se
destruye, y la fase HDR se recupera con bajo error (ver Fig. 2.11). En la imagen
HDR y la “mejor imagen” el efecto de borde dado por los polarizadores se suprime.
E´ste rompe el casamiento de la fase y se manifiesta en la recuperacio´n de la misma.





Figura 2.11: Reconstruccio´n de la fase desenvuelta sin los tilts y el pisto´n, en rad.
(a) “Imagen de referencia”. (b) “Mejor imagen”. (c) HDR.
2.5 Conclusiones
Se demostro´ que el me´todo propuesto es una herramienta eficiente en la recupera-
cio´n de la fase para aquellos casos donde las diferencias de intensidad en mu´tiples
zonas de la imagen son desproporcionadas, y que con una sola imagen la recons-
truccio´n de la fase puede no ser satisfactoria y puede tener errores apreciables.
Este me´todo tambie´n puede ser muy valioso en la interferometrı´a Speckle, espe-
cialmente en el caso de estudiar materiales con reflectancias diferentes; el me´todo
presentado proporcionarı´a una gran ventaja en la recuperacio´n de la fase.
Finalmente, el me´todo propuesto es fa´cil de implementar, no necesita hardware
adicional ni un cambio en el montaje o´ptico. Se puede utilizar en cualquier montaje
interferome´trico. Este me´todo utiliza dos herramientas muy conocidas de diferentes
a´reas de la ciencia, una ampliamente utilizada en el procesamiento de ima´genes y
la otra en el tratamiento de sen˜ales, especialmente en la interpretacio´n de franjas.
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Existe la profunda y atractiva nocio´n de que el Universo no es ma´s que
el suen˜o de un dios, mientras que otra gran idea dice que los hombres
podrı´an no ser los suen˜os de los dioses, sino que los dioses son los
suen˜os de los hombres.
Carl Sagan
El color que percibimos es una funcio´n de tres variables independientes,









Usando la te´cnica ESPI se midio´ el CTE de un material compuesto que sera´ usa-
do en un mecanismo pasivo de re-enfoque de una misio´n aeroespacial. Esta medida
fue comparada con un me´todo de interferometrı´a diferencial comercial, cuya prin-
cipal caracterı´stica es la alta precisio´n, aunque la medida es solo local. En u´ltima
instancia los resultados fueron usados para generar una retroalimentacio´n con un
FEM. La principal ventaja que presenta la te´cnica ESPI con respecto a la interfero-
metrı´a diferencial, es que ESPI puede proporcionar ma´s informacio´n de la recons-
truccio´n de la deformacio´n de una superficie ma´s extensa, en comparacio´n con las
medidas estrictamente locales de la interferometrı´a diferencial.
Palabras clave: Material compuesto, interferometrı´a diferencial, interferometrı´a
electro´nica de patrones de Speckle, coeficiente de expansio´n te´rmica.
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MECA´NICAS COMPLEJAS EN APLICACIONES AEROESPACIALES
3.1 Introduccio´n
En aplicaciones aeroespaciales y aerona´uticas, por lo general es necesario cono-
cer el coeficiente de expansio´n te´rmica (CTE) de los materiales utilizados en las
estructuras. Si se requiere un material con caracterı´sticas meca´nicas y te´rmicas
especı´ficas, se puede utilizar un material compuesto para satisfacer dichos requisi-
tos [1–3]. Sin embargo, cuando se disen˜a y fabrica un nuevo material es necesario
realizar estudios metrolo´gicos para caracterizarlo completamente. Este tipo de ca-
racterizacio´n incluye el mo´dulo de Young, el mo´dulo de cizalladura, el coeficiente
de Poisson, el coeficiente de humedad, entre otros, ası´ como el comportamien-
to estructural y te´rmico. En el caso del comportamiento te´rmico del material, el
conocimiento del CTE en el rango de operacio´n es obligatorio. En este trabajo, se
reporta el uso de la te´cnica ESPI para determinar el CTE de un material compuesto,
y se comparan los resultados con la conocida te´cnica de interferometrı´a diferencial
local.
Para medir el CTE de un material isotro´pico, se puede variar la temperatura en
una probeta, y medir la expansio´n te´rmica directamente en la dimensio´n ma´s larga.
Sin embargo, los coeficientes de expansio´n tı´picos para materiales compuestos de
fibra de carbono cambian segu´n la direccio´n de las fibras, lo cual implica que la
medicio´n de los cambios en la longitud son del orden de 1m por 1m de la longitud
del material. Por lo tanto se debe utilizar una te´cnica capaz de medir con precisio´n
desplazamientos del orden de 0,1 m sobre una superficie no especular, o se debe
modificar la muestra de material para alojar una superficie especular y poder utilizar
las te´cnicas tradicionales, tales como diversos tipos de interferometrı´a.
El ESPI es una te´cnica interferome´trica que se utiliza fundamentalmente para
medir desplazamientos inducidos por cargas meca´nicas y te´rmicas, y por lo tanto
puede ser utilizado para medir la expansio´n te´rmica de un material sin ninguna
modificacio´n en la geometrı´a o en la estructura del propio material.
3.2 Aplicaciones aerona´uticas y aeroespaciales
En la actualidad, hay muchas aplicaciones de materiales compuestos en la indus-
tria aeroespacial, que continu´an creciendo debido a la demanda de mayores re-
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querimientos de confiabilidad y seguridad para ambientes hostiles. Adema´s, existe
la necesidad de tener estructuras meca´nicas con una relacio´n rigidez-masa ma´s
eficiente, lo que generalmente se satisface con el uso de materiales compuestos,
pero e´stos son relativamente nuevos materiales y es necesario comprender su com-
portamiento te´rmico y meca´nico con pruebas que permitan la caracterizacio´n de
sus principales propiedades. Tambie´n en aplicaciones aerona´uticas y aeroespacia-
les es comu´n comprobar la respuesta estructural y compararla con simulaciones
matema´ticas para predecir el comportamiento del dispositivo o la estructura a fa-
bricar.
Se han realizado previamente algunos estudios en el uso de ESPI como una
herramienta para la verificacio´n de las estructuras meca´nicas de materiales com-
puestos. Un interfero´metro digital de Speckle tipo “shearing” se utilizo´ para me-
dir la separacio´n de una unio´n adhesiva pegada sobre los bordes, y tambie´n una
micro-fisura en una va´lvula de rotor pla´stica reforzada con fibra de vidrio de apro-
ximadamente 5m de longitud [1]. El estudio del comportamiento a flexio´n para una
antena hecha de fibra de carbono reforzada se realizo´ utilizando una configuracio´n
en plano [2]. Se probaron recubrimientos deNi Cr, depositados sobre un sustrato
de acero utilizando la te´cnica de “plasma-jet”. Este proceso tiene la ventaja de alta
adherencia con el acero a una temperatura elevada. La medicio´n de la muestra se
realizo´ utilizando la te´cnica en plano para visualizar el deslaminado de la muestra
despue´s del proceso. Posteriormente usando la te´cnica fuera de plano se midieron
los para´metros meca´nicos (mo´dulo de Young) de la muestra [3].
En este trabajo, se midio´ el CTE de muestras hechas en fibra de carbono re-
forzada. Las muestras fueron disen˜adas para controlar un mecanismo pasivo de re-
enfoque tı´pico de instrumentos de proyectos aeroespaciales donde la temperatura
puede cambiar a lo largo de la misio´n [4]. Los mecanismos activos, de ser posible,
suelen evitarse en este tipo de proyectos por la complejidad con la que e´stos deben
ser disen˜ados para soportar las condiciones del espacio (niveles de vacı´o y amplios
rangos de temperatura), y que cumplan con los requisitos meca´nicos, tales como:
precisio´n, repetibilidad e histe´resis [5–7].
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3.3 Conceptos ba´sicos en Interferometı´a Diferencial y
Medidas ESPI
3.3.1 Interfero´metro Diferencial
En este trabajo se uso´ el interfero´metro diferencial comercial ML10 fabricado por
RENISHAW Co. Este tipo de equipo es, en principio, un interfero´metro muy com-
pacto que permite realizar mediciones diferenciales a nivel local entre un espejo
de la muestra (espejo mo´vil) y un espejo de referencia [8]. Una de las principales
ventajas es que el trayecto o´ptico es comu´n tanto para el haz de referencia como
para el de medicio´n. Algunas de las caracterı´sticas principales del Renishaw ML10
son la resolucio´n submicra y las medidas de largo alcance, hasta 10m. Esto hace
que este sistema sea ideal para analizar propiedades meca´nicas en entornos com-
plejos. La Fig. 3.1 muestra la configuracio´n o´ptica esquema´tica del interfero´metro
diferencial.
Figura 3.1: Interfero´metro Diferencial. La lı´nea negra es el camino comu´n, la lı´nea
verde es el camino de referencia y la lı´nea roja es el camino de medida. f1 y f2 son
frecuencias y los sı´mbolos (flechas) negros representan estados de polarizacio´n
La mayorı´a de los interfero´metros tienen la misma configuracio´n que un in-
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terfero´metro Michelson. Uno de los espejos reflectores en este interfero´metro se
sujeta al objeto del cual se quiere medir su desplazamiento. Si se consideran dos
campos o´pticos linealmente polarizados, donde sus direcciones de polarizacio´n son
ortogonales entre sı´, y las frecuencias o´pticas son diferentes, se producira´ una sen˜al
de batido y su frecuencia correspondera´ a la diferencia entre ambas. Si el espejo de
medida se mueve, la luz reflejada por el espejo sufrira´ un desfase debido al efec-
to Doppler, produciendo ası´ una nueva frecuencia de batido que es la resta entre
ambas frecuencias, ma´s un pequen˜o cambio en una de ellas [9, 10].
3.3.2 ESPI
La luz coherente reflejada por una superficie rugosa produce una estructura gra-
nular, y puede ser observada con una CCD como una distribucio´n aleatoria de in-
tensidad en el plano imagen, lo que se conoce como el efecto Speckle [11]. La
interferometrı´a Speckle es la interferencia de dos frentes de onda o´pticos, donde al
menos uno de ellos es un campo de distribucio´n aleatoria (Speckle) [12]. El mon-
taje ba´sico para interferometrı´a Speckle es como se describe a continuacio´n: un
haz de luz coherente se divide con un divisor de haz, y el haz de medida se hace
incidir sobre la muestra a medir, mientras que el haz de referencia incide sobre una
superficie de referencia.
Una CCD con una o´ptica adecuada hace una imagen enfocada de la superposi-
cio´n de los patrones de Speckle de los haces reflejados del objeto y la referencia.
Un interfero´metro sencillo tipo Michelson es la configuracio´n ma´s simple, ya que
el divisor de haz divide y suma. La CCD se posiciona en frente de la cara de salida
del divisor de haz y se toma una imagen inicial, que es el patro´n de Speckle que
resulta de la superposicio´n coherente de dos patrones Speckle, el de la muestra y la
referencia. Si se utilizan superficies especulares, la imagen revelara´ inmediatamen-
te la diferencia de camino o´ptico entre la superficie de la muestra y la de referencia,
esta diferencia de camino o´ptico podrı´a corresponder a una deformacio´n. Sin em-
bargo, como no se usaron superficies especulares, el patro´n Speckle resultante, no
revela inmediatamente informacio´n sobre la deformacio´n entre los haces.
Sin embargo, si la muestra esta´ deformada, y se toma otra imagen, se obtiene
un nuevo patro´n Speckle tomado por la ca´mara que esta´ directamente relacionada
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con la primera imagen. Cada pı´xel de este patro´n tendra´ una fase debido al cambio
de superficie de la muestra por una cantidad definida por la deformacio´n. Restan-
do digitalmente el primer patro´n Speckle del segundo se revela un patro´n de fase
igual a la deformacio´n de la superficie de la muestra. Sin embargo, este patro´n de
fase que se ve como franjas, tendra´ calidades diferentes en funcio´n de diferentes
aspectos de la configuracio´n de la interferometrı´a Speckle. Para lograr una corre-
lacio´n aceptable en las franjas es necesario tener en cuenta los siguientes aspectos
pra´cticos:
3.3.2.1 Correlacio´n de las Franjas
La idea principal en la interferometrı´a Speckle es que las a´reas de las dos ima´genes
en las que el patro´n de Speckle permanece constante dara´n como resultado una
sen˜al cero cuando las ima´genes se restan, mientras que aquellas a´reas que cambian
dara´n una sen˜al diferente de cero [13]. Para entender la formacio´n de las franjas,
se debe tener en cuenta el grado de correlacio´n en ambas ima´genes [14]. Esto se
realiza considerando las intensidades I1(x; y), antes del desplazamiento, e I2(x; y),
despue´s del desplazamiento, como un proceso aleatorio. Es decir, I1(x; y) e I2(x; y)
son patrones de interferencia con distribucio´n aleatoria, por esta razo´n tienen la
misma forma de la Eq. 2.8. Las ecuaciones simples que rigen la correlacio´n de
franjas son, en primer lugar:
I1(x; y) = Io(x; y) + Ir(x; y) + 2
p
Io(x; y)Ir(x; y) cos((x; y)); (3.1)
que es el estado inicial de la muestra. Y la muestra deformada o estado final
esta´ descrita como:
I2(x; y) = Io(x; y)+Ir(x; y)+2
p
Io(x; y)Ir(x; y) cos((x; y)+(x; y)); (3.2)
donde Io(x; y) e Ir(x; y) son las intensidades en el plano imagen debido a ca-
da haz individual, (x; y) es la fase y (x; y) es la fase adicional debido a la
deformacio´n. Para entender el proceso de formacio´n de franjas, tambie´n llamado
correlacio´n de franjas, es necesario considerar las sen˜ales de la ca´mara de salida.
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La sen˜al generada en el CCD antes de la deformacio´n, Vb(x; y), y despue´s de la
deformacio´n, Va(x; y), es proporcional a la intensidad de las ima´genes de entrada.
La sen˜al restada se puede escribir como:
VF (x; y) = jVb(x; y)  Va(x; y)j  jI1(x; y)  I2(x; y)j: (3.3)
Los valores negativos y positivos de la sen˜al restada son un problema del pro-
ceso de digitalizacio´n, pero el brillo es proporcional al valor absoluto. Por lo tanto,
despue´s de tomar el valor absoluto de la sen˜al, el nivel digital en un determinado
punto de la imagen, es:
VF (x; y) =







3.3.2.2 Vector de Desplazamiento
La teorı´a ba´sica es en principio la misma que en la interferometrı´a hologra´fica.
La ecuacio´n que gobierna la diferencia de fase introducida por una deformacio´n
~d(x; y) es:
 = (~k1   ~k2)  ~d(x; y); (3.5)
donde ~k1 y ~k2 son los vectores de propagacio´n de los haces de iluminacio´n y
~d(x; y) se define por:
~d(x; y) = dx~i(x; y) + dy~j(x; y) + dz~k(x; y): (3.6)
En el arreglo en plano (ver Fig. 3.2(a)), usando relaciones geome´tricas, el salto




(dx(x; y)  dy(x; y)) sin(); (3.7)
donde  es la longitud de onda. De la mismamanera, de acuerdo con la Fig. 3.2(b),
el cambio de fase en la direccio´n normal de Z es:
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Figura 3.2: (a) Arreglo Speckle en Plano (Sensibilidad vector x). (b). Arreglo Speckle
fuera de Plano (Sensibilidad vector Z).
3.3.2.3 Taman˜o del Speckle
El taman˜o del Speckle esta´ dado por la Eq. 3.9 [15]




donde f es la distancia focal, D es la apertura y M corresponde al aumento
transversal. De acuerdo con la Eq. 3.9, el taman˜o del Speckle se puede deducir
de las propiedades del sistema o´ptico formador de imagen y la distribucio´n espa-
cial de los speckles es definido por el lı´mite de difraccio´n de dicho sistema [16, 17].
3.3.2.4 Relacio´n de irradiancia entre los haces objeto y referencia, y lı´mite de
resolucio´n para sistemas de deteccio´n de Speckle
El lı´mite de resolucio´n espacial esta´ dado por dos relaciones. En primer lugar, la
relacio´n entre la intensidad en la iluminacio´n del haz objeto Io(x; y) y el haz de
referencia Ir(x; y) [18],
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Y en segundo lugar, la capacidad del sistema de deteccio´n para obtener sufi-
ciente intensidad Iccd(x0; y0) viniendo de la fuente de luz con una intensidad de
iluminacio´n que corresponde a la suma de la intensidad proveniente del haz objeto
y el haz de referencia. La ma´xima intensidad esperada en el detector de acuerdo con







2(Io(x; y) + Ir(x; y)); (3.11)
donde  es la reflectividad de la superficie que depende del material y fccd es
la frecuencia espacial del detector. Ambas Eqs. 3.10 y 3.11, se tuvieron en cuenta
para asegurar el taman˜o del Speckle requerido y para obtener un buen contraste de
las franjas en el montaje experimental.
En el Anexo E se describe brevemente un simulador de franjas interferome´tri-
cas de Speckle, donde se tuvo en cuenta toda la teorı´a descrita anteriormente para
garantizar una buena calidad en las franjas interferome´tricas. En e´ste se muestra la
interfaz gra´fica del simulador y algunos resultados obtenidos con e´l.
3.4 Configuracio´n O´ptica y Calibracio´n del Sistema
3.4.1 Calibracio´n del termopar
Los termopares usados como sensores de temperatura en el montaje, fueron previa-
mente calibrados en un rango amplio. En primer lugar, se verificaron a altas tem-
peraturas (calibracio´n en caliente), y luego fueron verificados a bajas temperaturas
(calibracio´n en frı´o). El perfil de prueba (una curva con sus rampas, temperatura
V s. tiempo) para cada calibracio´n (caliente y frı´a) se creo´ con los datos del sensor
de referencia (Pt-100 (PT103-AM-14H) s / n P14621 Lake Shore). Los valores de
resistencia obtenidos durante la prueba por el sensor de referencia se convirtieron
en valores de temperatura a trave´s del polinomio de Chebychev [19].
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La calibracio´n en caliente se desarrollo´ de una manera no continua, es decir, se
realizo´ a lo largo de dos dı´as. Sin embargo, un test del perfil completo se hizo de
forma continua. Los sensores se verificaron en primer lugar en un rango de tempe-
ratura entre 20oC y 125oC (rampa de calentamiento) y, a continuacio´n, se enfriaron
de 125oC a 20oC (rampa de enfriamiento). La calibracio´n en frı´o consistio´ en la
comprobacio´n de los sensores en diferentes perı´odos de estabilizacio´n de 70K a
130K.
3.4.2 Descripcio´n de las muestras
Se valido´ la te´cnica ESPI con respecto a las otras te´cnicas o´pticas cla´sicas de no
contacto, tradicionalmente ma´s precisas que ESPI. En este sentido, se realizaron las
mismas mediciones utilizando material homoge´neo con CTE conocido, aluminio
6061-T6, por medio de un interfero´metro heterodino.
Las dimensiones de la muestra de aluminio fueron 150mm de longitud, 25mm
de ancho y 2mm de espesor. La muestra de material compuesto fue hecha de fibra
de carbono y tenı´a las mismas dimensiones que la de aluminio, con una secuencia







Figura 3.3: (a) Muestra con sensores de temperatura y resistencia calefactora. (b)
Seccio´n transversal del material compuesto.
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3.4.3 Configuracio´n del interfero´metro diferencial
Se realizo´ una prueba de estabilizacio´n del interfero´metro RENISHAW para ase-
gurar la calidad de las mediciones. La temperatura se controlo´ en dos puntos de
referencia, cerca del equipo para controlar los cambios de temperatura ambiente y
en el espejo de referencia. El periodo de muestreo para la adquisicio´n de la tempe-
ratura fue de 1 segundo durante dos dı´as. La Fig. 3.4 muestra el comportamiento
del sistema, y se observa que usando solamente un espejo como referencia, hay
pocos cambios en la deformacio´n cuando hay fluctuaciones de temperatura en el
tiempo.




































Figura 3.4: Prueba de estabilizacio´n del interfero´metro diferencial.
El tiempo de estabilizacio´n necesario para realizar las mediciones es de al me-
nos 2 horas. Todas las mediciones se realizaron con el interfero´metro totalmente
estabilizado. El montaje utilizado se muestra en la Fig. 3.5.
3.4.4 Montaje ESPI
La configuracio´n o´ptica empleada para medir el CTE fue la conocida te´cnica en
plano, cuyo montaje o´ptico se muestra en la Fig. 3.6. La configuracio´n utiliza dos
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(a) (b)
Figura 3.5: (a). RENISHAW ML10 con interfero´metro diferencial. (b). Detalle del
interfero´metro diferencial con espejos de referencia y de medicio´n, y una muestra.
fibras o´pticas mono modo con el fin de controlar ma´s fa´cilmente el a´ngulo de in-
cidencia, y al mismo tiempo tener haces espacialmente homoge´neos en intensidad.
Un control preciso del a´ngulo entre haces, permite ajustar la sensibilidad para ase-
gurar la precisio´n de la medicio´n.
Las caracterı´sticas de la CCD eran: 4.65m el taman˜o de pı´xel, y 1280  960
pı´xeles. El la´ser utilizado fue un He-Ne linealmente polarizado (633nm) con irra-
diancia de alrededor de 30mW=cm2. El a´ngulo  utilizado fue de 15.
3.5 Resultados
Dado que el calefactor se ubico´ en un extremo de la probeta, se genera un gradiente
de temperaturas, y por tanto de deformaciones. La te´cnica ESPI permite obtener
con solo una temperatura en el calefactor, varios valores con los cuales se recons-
truye el CTE de la probeta, dando como resultado final un valor constante en el
rango de temperaturas medido. La longitud u´til de la probeta para la medicio´n con
la te´cnica ESPI fue de 100mm.
De otro lado, con el interfero´metro diferencial no se tienen deformaciones lo-
cales a lo largo de la probeta, por tanto se deben tomar las deformaciones para
diferentes potencias aplicadas en el calefactor cuando se ha alcanzado el estado
estacionario, y ası´ obtener un valor de deformacio´n por temperatura, el cual es un
















Figura 3.6: (a) Esquema 3D con sensibilidad en plano. (b) Detalle en 3D del montaje
en plano con la muestra, los termopares y el calentador. (c) Imagen del divisor de haz
y el compensador Soleil-Babinet. (d) Imagen del haz de iluminacio´n en la superficie
de la muestra (Donde O:M : Objetivo de microscopio y B:S: Divisor de haz).
potencia del calefactor, dando como resultado un valor constante. La longitud u´til
para la medicio´n con la te´cnica de interferometrı´a diferencial fue de 140mm
3.5.1 Resultados de la comparacio´n entre el interfero´metro dife-
rencial y ESPI
En primer lugar se muestran los resultados obtenidos con la muestra de aluminio
por interferometrı´a diferencial y por ESPI, y luego se hace una comparacio´n con
el valor de las especificaciones del aluminio 6061-T6 entregadas por el proveedor
(25:2  10 6K 1 promedio sobre el rango de 20 a 300C). La Fig. 3.7 muestra
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el comportamiento de la deformacio´n en el tiempo y el cambio de temperatura
durante la medicio´n con el interfero´metro diferencial. Luego, se hizo una media de
la temperatura en estado estacionario y se utilizo´ el coeficiente lineal de expansio´n
te´rmica (Eq. 3.17) para encontrarlo. El resultado promedio de 5 muestras diferentes
fue de 26:2 10 6  4:0 10 6K 1.


















































Figura 3.7: (a) Deformacio´n de una muestra de aluminio con interfero´metro diferen-
cial. (b) Temperaturas sobre una muestra de aluminio.
La te´cnica ESPI se utilizo´ con la metodologı´a descrita en la Seccio´n 3.2 y te-
niendo en cuenta todos los para´metros allı´ descritos, para obtener patrones de fran-
jas mejor comportados. Posteriormente, se introdujeron saltos de fase mediante un
compensador Soleil-Babinet. Los valores de los saltos de fase aplicados eran des-
conocidos y estaban en el rango entre 0 y 2, y la regresio´n para obtener la fase
mo´dulo 2 se realizo´ utilizando el algoritmo propuesto por Wang y Han [20]. Una
vez obtenida la fase mo´dulo 2, se aplica el algoritmo desarrollado por Valada˜o
y Bioucas-Dias [21] para desenvolver la fase. Las Figs. 3.8(a) y 3.8(b) muestran
la fase mo´dulo 2 y la fase desenvuelta para una de las muestras de aluminio,
con el cambio de temperatura indicado en la Fig. 3.7(b). La fase en la superficie se
ajusto´ a un plano, con un error cuadra´tico medio (RMSE) resultante de 0,1143rad
(ver Fig. 3.8(c)).
































Figura 3.8: (a) Una muestra de aluminio fase mo´dulo 2. (b) Una muestra de aluminio





La Eq. 3.12 se utiliza para obtener la fase en unidades de longitud y por lo tanto
la deformacio´n. El coeficiente resultante fue 24:0 10 6  3:0 10 6K 1. Tanto
para la te´cnica de interferometrı´a diferencial como para la te´cnica ESPI, los valores
obtenidos son pro´ximos al valor suministrado por el fabricante.
La dispersio´n que se obseva en el valor obtenido a trave´s de la te´cnica diferen-
cial puede corresponder a que los sustratos con los que esta´n fabricados los espejos
(BK7) tienen un coeficiente de expansio´n te´rmico del mismo orden de magnitud
que el CTE del aluminio. De otro lado, el espejo de medicio´n fue adherido a la
muestra utilizando un pegamento de bajo CTE, y el espesor del pegamento era del
orden de 200m, por lo cual puede considerarse que la elongacio´n del pegamen-
to en los rangos de temperatura de medida, era despreciable comparado con las
elongaciones de las muestras.
Con el mismo procedimiento, se analizaron las muestras de material compues-
to. El CTE calculado con el interfero´metro diferencial fue de 7:0  10 6  4:0 
10 6K 1 y el comportamiento de la deformacio´n se visualiza en la Fig. 3.9(a).
El CTE medido con la te´cnica ESPI fue de 4:7  10 6  3:0  10 6K 1. En
la Fig. 3.10(a) y en la Fig. 3.10(b) se pueden ver las medidas de la fase mo´dulo 2
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Figura 3.9: (a) Deformacio´n de una muestra de material compuesto con interfero´metro
diferencial. (b) Temperaturas sobre una muestra de material compuesto.
y la fase desenvuelta respectivamente, y los resultados del plano ajustado (RMSE
0,2895 rad) en la Fig. 3.10(c).
La dispersio´n en las muestras de material compuesto medidas con la te´cnica
ESPI, pueden deberse a la naturaleza propia del material, es decir, la distribucio´n
de las fibras de carbono y la porosidad en la matriz polime´rica pueden ocasionar
variaciones en las propiedades meca´nicas de e´ste.
(a) (b)
x (píxel)
























unwrapZ Vs. unwrap X
Polynomial fitting
(c)
Figura 3.10: (a) Muestra de material compuesto en fase mo´dulo 2. (b) Muestra de
material compuesto en fase desenvuelta. (c) Fase desenvuelta ajustada a un plano.
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La ventaja de ESPI con respecto a la interferometrı´a diferencial, es que al poner
el calefactor en un extremo se genera un gradiente de temperaturas, y por tanto de
deformaciones que se pueden apreciar en las variaciones continuas de la fase de
un extremo a otro de la muestra, por tanto, no es necesario realizar varios calenta-
mientos de la pieza.
3.5.2 Comparacio´n con el Modelo de Elementos Finitos
3.5.2.1 Conceptos ba´sicos para el ca´lculo meca´nico de materiales compuestos
Utilizando la teorı´a cla´sica de laminacio´n [22], el esfuerzo y las propiedades de
expansio´n te´rmica pueden escribirse en funcio´n de la temperatura. La Eq. 3.13
expresa que el esfuerzo debido a la temperatura es igual al mo´dulo de elasticidad
por la deformacio´n unitaria,
fNTg = [A] f"oTg; (3.13)
en su forma matricial, fNTg representa el vector de cargas en el laminado debi-
do a la temperatura, f"oTg el vector de deformaciones unitarias debido a la tempe-






donde, hk corresponde al espesor de la la´mina para la k-e´sima la´mina,
hk = zk   zk 1: (3.15)
La muestra de material compuesto es sime´trica, laminada de capa cruzada y
tiene un cambio uniforme de temperatura T . Entonces, es posible expresar la












es la transformacio´n reducida de la matriz de rigidez y  los coefi-
cientes de expansio´n te´rmica.
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3.5.2.2 Modelo de Elementos Finitos - FEM
Con el fin de resolver la Eq. 3.16, se construyo´ el FEM realizando una variacio´n
iterativa de x, es decir, en la direccio´n del vector desplazamiento medido con la
te´cnica ESPI, explicado en la Seccio´n 3.3.2.2. Las entradas del modelo fueron, la
geometrı´a del material compuesto, las propiedades meca´nicas que lo componen y la




x T ; (3.17)
donde x es el CTE en direccio´n x (direccio´n de medida), x es el cambio de
longitud, y x es la longitud efectiva. x se itera para alcanzar el valor dx obteni-
do utilizando ESPI con una tolerancia de 0.05m. En la iteracio´n 12 se obtiene la
convergencia (ver Fig. 3.11). El valor promedio de x despue´s de la simulacio´n
fue 3:01 10 6K 1. La correlacio´n con los datos experimentales se considera su-
ficiente para validar el proceso. No´tese que en el proceso debe asegurarse no so´lo
el desplazamiento total de la muestra, sino tambie´n los valores de temperatura me-
didos en los mismos puntos de las muestras medidas, lo que puede explicar las
diferencias obtenidas en el CTE con respecto a los datos experimentales. Adicio-
nalmente, las imperfecciones de los materiales debido a los procesos de fabricacio´n
no son tenidos en cuenta en los modelos de elementos finitos.
Iteraciones


























Figura 3.11: Convergencia CTE x.
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El modelo de elementos finitos se simulo´ en ANSYS R, utilizando para calcular
el comportamiento te´rmico el elemento tipo SHELL132 y para el comportamiento
termoela´stico el tipo SHELL91. El modelo utilizado y los resultados pueden verse































Figura 3.12: (a) Malla y condiciones de contorno te´rmicas. (b) Distribucio´n de tempe-
ratura en la superficie de medida. (c) Desplazamientos Ux (en direccio´n a la medida).
Los valores experimentales obtenidos a partir de ESPI pueden utilizarse para
ajustar el comportamiento del FEM, y para predecir, en consecuencia, el compor-
tamiento de estructuras complejas. Este proceso se encuentra actualmente en fase
de desarrollo en el laboratorio con el objetivo de disen˜ar un mecanismo de enfoque
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especial para los sistemas optomeca´nicos en condiciones de vacı´o.
3.6 Conclusiones
La te´cnica de interferometrı´a diferencial local tiene mayor precisio´n que la te´cnica
ESPI, pero en este trabajo se ve que con la interferometrı´a diferencial es posible
determinar la deformacio´n acumulada en un solo punto, y es difı´cil correlacionar
con estructuras reales. Por lo tanto, la principal ventaja de ESPI es la informacio´n
global de la deformacio´n de la superficie, adema´s es posible tener informacio´n
punto por punto en forma de temperatura (mediante el uso de varios sensores) y
deformacio´n en pequen˜os incrementos de longitud. La retroalimentacio´n entre los
datos experimentales y la simulacio´n por el me´todo de elementos finitos, reduce la
incertidumbre en el comportamiento meca´nico de los materiales compuestos que
se utilizan en aplicaciones aeroespaciales y aerona´uticas.
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convenio frı´o, por convenio los colores. En realidad solo a´tomos y el
vacı´o.
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espaciales de luz en
interferometrı´a Speckle
Los moduladores espaciales de luz de alta resolucio´n (SLM) han sido utilizados
de diversas formas durante los u´ltimos an˜os. En este Capı´tulo se integro´ un SLM
para dos aplicaciones diferentes usando la te´cnica ESPI, en el cual se discute la
versatilidad sobre los montajes y la influencia en la calidad de los patrones inter-
ferome´tricos, en medidas de deformacio´n, y de topografı´a usando dos longitudes
de onda. En el caso del levantamiento topogra´fico a trave´s de dos longitudes de
onda, una compensacio´n del frente de onda utilizando el SLM potencia la te´cnica
hacie´ndola ma´s precisa, debido a que se logra mayor resolucio´n donde las franjas
no pueden resolverse antes de la compensacio´n.
Palabras clave: Interferometrı´a Speckle, modulador espacial de luz (SLM), sal-
to de fase.
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4.1 Introduccio´n
Los moduladores espaciales de luz son, dependiendo del principio de funciona-
miento, dispositivos opto-electro´nicos u opto-meca´nicos que permiten un cambio
en la amplitud o en la fase (o en ambos) de la luz en regiones espaciales especı´ficas
de un haz. Las caracterı´sticas te´cnicas, tales como el rango dina´mico o la resolucio´n
de los SLMs, han sido continuamente mejoradas desde la primera generacio´n de es-
tos dispositivos. En interferometrı´a Speckle, especialmente en el caso de medicio´n
de topografı´a o de deformacio´n, la integracio´n de un SLM en la configuracio´n in-
terferome´trica ofrece la posibilidad de incrementar la calidad de la medicio´n o de
adaptarse a diferentes problemas metrolo´gicos.
En trabajos anteriores relacionados con SLMs, se utilizo´ con e´xito un modula-
dor de naturaleza opto-meca´nica de micro-espejos, para aumentar la resolucio´n en
los contornos donde se produce el cambio de fase, usando interferometrı´a de Spec-
kle [1, 2]. Los factores que limitan el me´todo presentado han sido la baja resolucio´n
espacial, la necesidad de una sincronizacio´n compleja con la adquisicio´n de la ima-
gen y los efectos de difraccio´n debidos a la estructura del arreglo de micro-espejos.
Los moduladores basados en micro-espejos de movimientos meca´nicos usando
piezoele´ctricos, son usados en diferentes aplicaciones tecnolo´gicas y cientı´ficas [3,
4]. En sistemas de o´ptica adaptativa para telescopios de grandes aperturas, e´stos son
usados para la correccio´n del frente de onda modificando u´nicamente la fase [4]. En
algunos sistemas modernos de proyeccio´n, los moduladores empleados son de tipo
piezoele´ctrico y modifican u´nicamente la amplitud [3]. Otro tipo de moduladores
son los basados en cristal lı´quido, e´stos aunque tienen tiempos de respuesta ma´s
bajos comparados con los moduladores de tipo piezoele´ctrico, resultan ser ma´s
versa´tiles y flexibles en su uso, y con una mayor resolucio´n espacial cuando se
habla de moduladores de solo fase. Una ampliacio´n sobre el comportamiento de
moduladores basados en cristal lı´quido puede verse en el Anexo B.
El dispositivo basado en cristal lı´quido, utilizado para el trabajo que describe
este Capı´tulo, es el modulador Holoeye PLUTO-VIS, con una resolucio´n de 1920
1080 pı´xeles, que ha sido usado en diferentes aplicaciones interferome´tricas [5, 6].
En este Capı´tulo, se presenta por primera vez la integracio´n de un SLM en una
configuracio´n para medir topografı´a usando la te´cnica de dos longitudes de onda,
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y adicionalmente muestra la integracio´n del SLM en medidas de deformacio´n. De-
pendiendo de la posicio´n del SLM en el sistema o´ptico, se pueden lograr diferentes
soluciones. En este trabajo se presenta una configuracio´n con el SLM ubicado en
el trayecto de referencia de un interfero´metro Mach-Zehnder; aquı´ el SLM es ilu-
minado con un haz colimado. Las mediciones, con y sin la integracio´n del SLM
en la configuracio´n o´ptica, se presentan y comparan para distinguir la influencia de
e´ste elemento en la calidad de la medicio´n de la deformacio´n y las mediciones de
topografı´a.
4.2 Fundamentos
En esta seccio´n se describe brevemente el principio de funcionamiento del SLM
utilizado, junto con los me´todos bien conocidos de medicio´n de la deformacio´n
y de levantamiento topogra´fico a partir de franjas de contorno con interferometrı´a
Speckle.
4.2.1 Te´cnicas de Medicio´n
Las deformaciones pueden medirse usando interferometrı´a Speckle mediante la ad-
quisicio´n de ima´genes tomadas en dos estados de un objeto de intere´s y utilizando
una configuracio´n interferome´trica adecuada. Para cada estado de la carga meca´ni-
ca se registra al menos un interferograma. Restando el registro de intensidades de
Speckle para cada estado de carga se obtiene un patro´n de franjas digital, como se
explico´ en el Capı´tulo 3.
En el caso de la medicio´n de topografı´a, el objeto se ilumina con dos longitudes
de onda diferentes. Los interferogramas adquiridos para cada longitud de onda se
describen como:
I1(x; y) = Io(x; y) + Ir(x; y) + 2
p
Io(x; y)Ir(x; y) cos (r1(x; y)  o1(x; y)) , (4.1)
I2(x; y) = Io(x; y) + Ir(x; y) + 2
p
Io(x; y)Ir(x; y) cos (r2(x; y)  o2(x; y)) . (4.2)
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Para cada longitud de onda, el tratamiento de las fases puede ser escrito de la
siguiente manera [7]:
oi(x; y) = o0(x; y) +
4
i
s(x; y) cos(), (4.3)
ri(x; y)  oi(x; y) = i(x; y), (4.4)
con s(x; y) como la topografı´a de intere´s medida.
Si I1 e I2 son reescritos como lo muestran las Eqs. 4.5 y 4.6, teniendo en cuenta
para este caso que  = 0, y estos son restados, el resultado es un patro´n de franjas,
donde la longitud de onda sinte´tica  corresponde a la distancia de una franja a
otra. La diferencia entre ambos Idif , se describe analı´ticamente mediante la Eq.
4.7, que es so´lo va´lida para 1  2 [8, 9].
I1(x; y) = Io(x; y) + Ir(x; y) + 2
p








I2(x; y) = Io(x; y) + Ir(x; y) + 2
p








Idif (x; y) = 4
p









, con  =
12
j1   2j . (4.7)
4.2.2 Modulador espacial de luz
Como se dijo anteriormente, en este trabajo, se utiliza un modulador espacial de
luz PLUTO-VIS de Holoeye. Es un modulador espacial de luz solo de fase que es
sensible a la polarizacio´n lineal orientada con uno de los ejes meca´nicos del mismo,
con una resolucio´n de 19201080 pı´xeles y un taman˜o de pı´xel de 8m. El a´ngulo
de iluminacio´n incidente sobre el modulador no debe exceder los 12 grados, para
que su funcionamiento y control de la polarizacio´n sea correcto. En nuestro caso
tanto el a´ngulo de iluminacio´n como el de observacio´n son ortogonales al SLM.
Por otro lado, los cambios de fase producidos por el SLM son dependientes de la
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longitud de onda de trabajo y esto obliga a calibrarlo para cada longitud de onda.
Dependiendo de e´sta u´ltima, el SLM puede proporcionar un salto de fase de al
menos 2.
4.2.3 Montaje experimental
Los moduladores espaciales de luz pueden utilizarse de diferentes formas y en este
caso se presenta un montaje interferome´trico con una configuracio´n Mach-Zehnder,
donde el SLM se ubica en la trayectoria de referencia del interfero´metro y se ilumi-
na con un haz colimado, como se muestra en la Fig. 4.1. Debido a que el principio
de funcionamiento del SLM es basado en polarizacio´n, los diferentes polarizadores
(P1, P2, P3 y P4) se requieren para controlar los estados de polarizacio´n y las
intensidades de los haces. En la Seccio´n 4.4 se propone para trabajos futuros, otra
disposicio´n del SLM en el montaje. Ambas configuraciones son interfero´metros
Mach-Zehnder modificados y se usan los mismos divisores de haz (BS) 50=50 y










Figura 4.1: Configuracio´n interferome´trica. El SLM afecta el haz de referencia coli-
mado.
4.3 Mediciones
4.3.1 Salto de fase - Phase shifting
Se realizaron diferentes mediciones para verificar la aplicabilidad del SLM utili-
zado en un montaje ESPI. El SLM se uso´ para introducir un cambio homoge´neo
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de fase, tanto para las mediciones de deformacio´n como para las mediciones de
levantamiento de topografı´a. Despue´s de la adquisicio´n de todas las ima´genes, se
sustituyo´ el SLM en la configuracio´n mostrada en la Fig. 4.1, por un espejo plano
montado en un actuador piezoele´ctrico, y se repitieron todas las medidas. Estas
u´ltimas se compararon con las medidas hechas con el SLM usado como elemento
de salto de fase. Los resultados de esta comparacio´n se presentan en la Fig. 4.2.






























Figura 4.2: Medidas de deformacio´n con salto de fase en (a) y en (b). Medidas to-
pogra´ficas con salto de fase en (c) y en (d). Se uso´ un actuador piezoele´ctrico en (a) y
en (c) y se uso´ un SLM en (b) y en (d). Los niveles de gris corresponden a un desfase
definido entre 0 y 2.
La Fig.4.2(a) muestra parte de una deformacio´n circular de una superficie ru-
gosa de metal, donde el levantamiento de fase usando la te´cnica de salto de fase, se
ha hecho usando un espejo piezoele´ctrico, y en la Fig. 4.2(b) se muestra la misma
deformacio´n, pero con el SLM integrado en el montaje. Para ambos casos, se uso´ el
mismo algoritmo de salto de fase y se aplico´ un filtro convencional paso bajo en el
dominio de Fourier para cortar las frecuencias altas sobre los datos de medida, la
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longitud de onda usada fue de  =514nm. La visibilidad V de las franjas para la
Fig. 4.2(a) es 0.76 y en el caso de la Fig. 4.2(b) es 0.73 (V se ha calculado antes de
las operaciones de filtrado).
Las Figs. 4.2(c) y 4.2(d) muestran los resultados concernientes a las medidas
del levantamiento topogra´fico. El objeto bajo estudio en este caso es una medalla
de bronce que muestra el logotipo de la Technische Universita¨t Mu¨nchen (TUM).
Este trabajo se realizo´ durante una estancia de investigacio´n en esta universidad,
dado el intere´s comu´n en este campo. La visibilidad de las franjas de la medida
usando el espejo piezoele´ctrico fue de Vmirror =0.38. En el caso de la Fig. 4.2(d),
donde se utilizo´ el modulador, la visibilidad fue de VSLM =0.40. Aunque el SLM se
calibro´ para una sola longitud de onda, no se observo´ ningu´n efecto negativo sobre
la calidad de la medicio´n al utilizar dos longitudes de onda para el levantamiento
de topografı´a. Esto se debe a que las longitudes de onda son muy cercanas entre
sı´. En este caso, las longitudes de onda usadas fueron, 1 =501nm y 2 =496nm,
provenientes de un la´ser sintonizable.
De acuerdo al para´metro de visibilidad, no hay pe´rdidas en la calidad de las
medidas que puedan ser observadas cuando se utiliza el SLM como elemento de
salto de fase en lugar de un espejo piezo-conducido.
4.3.2 Adaptacio´n del frente de onda
La adaptacio´n del frente de onda como compensacio´n de aberraciones es una he-
rramienta poderosa en aquellas situaciones donde medir el frente de onda no es una
tarea fa´cil. Uno de los factores limitantes en todas las te´cnicas de medida de corre-
lacio´n de franjas, se da cuando se presenta una alta densidad de e´stas, lo cual, im-
posibilita resolver la informacio´n de fase de intere´s. En este caso, puede usarse un
SLM para mejorar la sensibilidad de la medida a trave´s de la reduccio´n del nu´me-
ro de franjas, es decir, una modificacio´n de la fase para adaptar el frente de onda
de tal forma que el nu´mero de franjas sea menor. Para las medidas de forma o le-
vantamiento topogra´fico usando la te´cnica de dos longitudes de onda, es razonable
adquirir un interferograma I1 con el frente de onda adaptado y un interferograma
I2 sin el frente de onda adaptado. De este modo, pueden lograrse compensaciones
del frente de onda superiores con respecto al rango limitado del salto de fase dado
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por el SLM (0 a 2). La Eq. 4.8 describe el resultado en funcio´n del salto de fase
del SLM.
Idif;SLM (x; y) = 4
p







s(x; y) + SLM (x; y)

. (4.8)
Los resultados de la medida con respecto a la adaptacio´n del frente de onda,
son presentados en la Fig. 4.3. Los mapas de fase mostrados en las Figs. 4.3(a) y
4.3(c) han sido medidos sin la adaptacio´n del frente de onda y en las Figs. 4.3(b) y
4.3(d) se muestran los mapas de fase cuando se les ha aplicado la compensacio´n de





























Figura 4.3: Comparacio´n de las medidas topogra´ficas usando dos longitudes de onda.
Sin adaptacio´n del frente de onda en (a) y en (c). Con adaptacio´n del frente de onda en
(b) y en (d). Los niveles de gris corresponden a saltos de fase de 0 a 2.
En el caso de la Fig. 4.3(b), se proyecto´ en el modulador una fase esfe´rica con-
tinua de signo contrario (SLM(x; y) con un ma´ximo de SLM;max = 2) a la que
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se presenta en el proceso de interferencia. De este modo, se nota un decrecimiento
de franjas circulares comparado con la Fig. 4.3(a). Desde el punto de vista de la vi-
sibilidad puede observarse que no hay pe´rdidas en la calidad de la medida, porque
en ambos casos la visibilidad de las franjas es V =0.86, sin embargo, el grado de
adaptacio´n del frente de onda depende de la resolucio´n espacial y de la capacidad
de modulacio´n en fase del SLM.
No´tese que en las Figs. 4.3(c) y 4.3(d) donde se muestran los resultados para
el caso de una alta densidad de franjas lineales, que se compensan a trave´s de un
plano inclinado que en te´rminos de la fase envuelta o fase mo´dulo 2 luce como una
red de difraccio´n Blaze´ 2D, se observa una pe´rdida significativa en la visibilidad
de las franjas. Esto se debe a las discontinuidades en SLM(x; y) dependientes de
la arquitectura del modulador, por un lado, si no hay un buen nu´mero de pı´xeles
por cada diente de la red, los efectos de difraccio´n se hacen ma´s evidentes, y por
otro, una modulacio´n no lineal del SLM produce que la red Blaze´ no envı´e toda la
energı´a al orden uno, como lo describe la o´ptica de Fourier.
4.4 Perspectivas
La versatilidad que ofrecen los SLMs basados en cristal lı´quido, amplı´a el nu´mero
de posibilidades en diferentes aplicaciones, un ejemplo de esto, relacionado con la
correccio´n o adaptacio´n del frente de onda, puede verse en la configuracio´n mostra-
da en la Fig. 4.4, el SLM se ubica en la trayectoria del haz de medida o haz objeto.
Esto es parte de un sistema tı´pico 4F . La distancia a las lentes L1 y L2 es su dis-
tancia focal f1 y f2, respectivamente y una imagen nı´tida del objeto iluminado se
forma en el plano de deteccio´n (CCD). La lente L2 podrı´a ser eliminada aplicando
un mapa de fase SLM(x; y) sobre el modulador, que actu´e como una lente de fres-
nel en modo fase. Por lo tanto, una lente virtual de distancia focal variable se puede
generar en el modulador. Adicionalmente, podrı´a hacerse adaptacio´n del frente de
onda en simulta´neo con la lente de distancia focal variable.
Con el montaje mostrado en la Fig. 4.4 se hicieron medidas de deformacio´n
usando el modulador como elemento para generar los saltos de fase y los resultados
obtenidos son comparables a los realizados con el montaje de la Fig. 4.1.
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Figura 4.4: Configuracio´n interferome´trica donde el SLM es ubicado en un sistema
4F en el camino de medida.
Una ampliacio´n en la modificacio´n del frente de onda en otras aplicaciones
se describe en el Capı´tulo 5, e´sta es una forma novedosa de trabajar con ESPI y
vo´rtices o´pticos. Usando una ma´scara espiral de fase generada fa´cilmente con un
SLM en el haz de referencia, se produce un haz helicoidal, tambie´n conocido como
vo´rtice o´ptico o haz OAM de carga topolo´gica diferente de cero [10], con el cual es
posible determinar la ambiguedad del signo con un solo interferograma, que apa-
rece en los procesos de formacio´n de franjas, sobretodo si e´stas son conce´ntricas,
es decir, recuperar la fase sin requerir un salto de fase temporal. Esta ambiguedad
en el signo se debe a que el coseno es una funcio´n par.
4.5 Conclusiones
Las medidas presentadas prueban que el SLM es capaz de sustituir los elementos de
desplazamiento piezoele´ctrico para el levantamiento de la fase, usando la te´cnica
de salto de fase (phase-shifting) en ESPI, sin afectar de manera negativa la cali-
dad de la medida. Por otro lado, las medidas hechas usando el modulador para la
compensacio´n de franjas, lo cual es una adaptacio´n o correccio´n del frente de onda,
permiten concluir que pequen˜os errores de fase debidos a la desalineacio´n, pueden
ser compensados por el modulador, sin grandes pe´rdidas en la visibilidad de las
franjas, mientras la continuidad del mapa de fase introducido por el SLM SLM ,
permanezca continuo. Compensar una alta densidad de franjas puede producir una
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gran pe´rdida en la visibilidad de las mismas, debido a los efectos de difraccio´n que
se producen por la arquitectura del modulador.
En el caso del levantamiento topogra´fico a trave´s de dos longitudes de onda, una
compensacio´n del frente de onda utilizando el SLM potencia la te´cnica hacie´ndola
ma´s precisa, debido a que se logra mayor resolucio´n donde las franjas no pueden
resolverse antes de la compensacio´n.
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No existe un lenguaje ma´s universal y simple, ma´s carente de errores y
oscuridades, y por tanto ma´s apto para expresar las relaciones invaria-
bles de las cosas naturales [...] Las matema´ticas parecen constituir una
facultad de la mente humana destinada a compensar la brevedad de la





de patrones de speckle
(ESPI) en combinacio´n con
haces helicoidales
Se demuestra que es posible realizar ESPI utilizando haces helicoidales como
haz de referencia, hasta ahora no existen antecedentes en la literatura reportados
al respecto. La te´cnica propuesta es fa´cil de implementar, y las ventajas obtenidas
son, entre otras, estabilidad ambiental y menor tiempo de procesamiento. Usando
un SLM se tiene la posibilidad de cambiar entre ESPI tradicional y ESPI espiral.
Los resultados experimentales muestran claramente las ventajas de utilizar la te´cni-
ca propuesta para estudios de deformacio´n de estructuras complejas.
Palabras clave: Filtrado espacial, ana´lisis de franjas, filtros solo de fase, inter-
ferometrı´a de Specke, metrologı´a.
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5.1 Introduccio´n
El momento angular orbital (OAM / eil) del foto´n esta´ relacionado con las carac-
terı´sticas espaciales de su frente de onda. Estas caracterı´sticas espaciales se cono-
cen como haces helicoidales, vo´rtices o´pticos o haces non-zero OAM (nz-OAM ),
es decir, de carga topolo´gica diferente de cero [1]. En los u´ltimos an˜os, los haces
nz-OAM han sido u´tiles en diferentes campos de la fı´sica, como comunicacio´n
o´ptica [1, 2], computacio´n cua´ntica [3], astrofı´sica [4], mejora de contraste en mi-
croscopı´a [5], e interferometrı´a [6, 7]. Y es en el u´ltimo campo donde este trabajo
contribuye utilizando la conocida te´cnica de interferometrı´a electro´nica de patro-
nes de Speckle (ESPI). Debido a la esencia del ESPI, es posible modificar el haz
de referencia introduciendo un haz nz-OAM , y como resultado se forma un patro´n
espiral.
Un problema tı´pico en interferometrı´a cla´sica, es obtener el signo correcto en
un mapa de deformacio´n durante el proceso de recuperacio´n de fase (pico o valle).
Otro problema, es la necesidad de al menos tres interferogramas para recuperar
con e´xito la totalidad de la fase, y el uso de mu´ltiples interferogramas necesitan
una fuerte estabilidad ambiental. Para procesos interferome´tricos ma´s ra´pidos, es
necesario buscar nuevas te´cnicas que resuelven estas limitaciones, como algoritmos
basados en el procesamiento de un solo interferograma [8, 9]. El propo´sito de este
Capı´tulo y la novedad en interferometrı´a, es proporcionar una solucio´n diferente a
los problemas encontrados en ESPI.
Antes de mostrar los resultados experimentales donde se pueden ver patrones
de ESPI espiral, a trave´s de la modificacio´n del frente de onda en el haz de referen-
cia (haz nz-OAM ), se describe matema´ticamente la formacio´n de e´stos patrones
espirales y se demuestra a trave´s de una simulacio´n. En los resultados, se expli-
cara´ brevemente co´mo recuperar la fase del interferograma en espiral adquirido.
5.2 Formacio´n del patro´n espiral
Un haz nz-OAM de carga topolo´gica l que es un nu´mero entero tambie´n llamado
winding   number, tiene una dependencia azimutal de la fase, proporcional a:
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nz-OAM = eil(;); (5.1)
con respecto al eje de propagacio´n, definiendo el origen de las coordenadas en
(; ), la Fig. 5.1 muestra un haz nz-OAM de carga topolo´gica uno. El factor clave
en un haz helicoidal es la dependencia angular de la fase, independientemente de
























Figura 5.1: (a) Ma´scara de fase helicoidal. (b) Representacio´n 3D de la fase en el haz.
La interferometrı´a de Speckle tal como se explico´ en el Capı´tulo 3 consiste
en la interferencia de dos campos o´pticos, en donde al menos uno de ellos es un
campo Speckle [10]. La formacio´n de patrones de franjas se da por la sustraccio´n
del campo Speckle en estado de reposo y el campo Speckle en estado de cambio,
debido a una carga meca´nica o te´rmica. El campo Speckle se forma cuando una luz
coherente se refleja en una superficie rugosa que produce una estructura granular,
y se observa como una distribucio´n de intensidad aleatoria en la imagen del plano
donde esta´ ubicada la CCD [11].
La formacio´n del patro´n espiral usando ESPI se explica empleando la Fig. 5.2.
El haz nz-OAM se crea con un modulador espacial de luz (SLM) solo de fase; co-
mo es sabido, el funcionamiento de un SLM requiere una polarizacio´n de entrada
definida. Por lo tanto, teniendo como fuente una luz linealmente polarizada y ex-
pandida, se polariza a 45 , usando el polarizador Pi, con respecto a la polarizacio´n
que requiere el SLM.
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Figura 5.2: Montaje del experimento simulado para explicar la formacio´n del patro´n
espiral. (Los detalles se explican en el texto).
El haz objeto Eo y el haz de referencia Er pueden ser definidos como campos
ele´ctricos de la forma en la que se presentan en las Eqs. 5.2 y 5.3:
Eo(x; y) = E^o(x; y)  eio(x;y); (5.2)
Er(x; y) = E^r(x; y)  eir(x;y); (5.3)
donde x e y corresponden a coordenadas espaciales, E^o y E^r a las amplitudes,
o y r a las fases, y al menos o debe ser aleatorio [12].
Una vez definidos los campos, e´stos se hacen interferir siguiendo el montaje de
la Fig. 5.2, como se menciono´ anteriormente. La luz entra y se divide utilizando un
divisor de haz (BS), la luz reflejada desde la superficie a medir se llama haz objeto
(Eo), y la luz reflejada desde la superficie de referencia se conoce como haz de
referencia (Er). Ya que so´lo se requiere modificar Er, este haz se polariza a 0  con
respecto a la polarizacio´n requerida por el SLM usando el polarizador Pr, y Eo se
polariza ortogonalmente a Er utilizando el polarizador Po. Con el polarizador Pi
se puede ajustar la intensidad en Eo y Er. En el BS, se recombinan nuevamente
Eo y Er. La imagen formada esta´ compuesta de una superposicio´n de la imagen
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de la superficie del objeto y la imagen de la superficie de referencia, utilizando un
sistema 4F . Ambas superficies esta´n ubicadas a la distancia focal de L1, el SLM
se ubica entre la distancia focal de L1 y la distancia focal de L2. Posteriormente, la
CCD se posiciona a la distancia focal de L2. Este sistema o´ptico 4F permite tener
en un plano de Fourier el SLM. Finalmente, las polarizaciones se deben recombinar
para producir interferencia, ası´ que el polarizador Pc se posiciona en frente de la
CCD a 45 , el cual tambie´n sirve para controlar el contraste de las franjas.
Tomando una imagen inicial con la CCD, que es el patro´n de Speckle resultante
de la superposicio´n coherente de patrones Speckle proveniente del objeto y de la
referencia, se obtiene en consecuencia la intensidad I1(x; y) definida como:





En los Capı´tulos anteriores se definieron las intensidades en notacio´n algebrai-
ca, en este Capı´tulo se tratara´n las intensidades en notacio´n compleja.
En interferometrı´a convencional como se utilizan superficies especulares, la
imagen revela de inmediato la diferencia entre el haz objeto y el haz de referencia
en forma de franjas. Si la superficie especular del objeto se deforma, las franjas
tendra´n tambie´n informacio´n de esa deformacio´n de manera inmediata, sin tener
que hacer una sustracccio´n posterior. Sin embargo, en ESPI el patro´n de Speckle
registrado directamente no es suficiente para este objetivo [13, 14]. No obstante,
si la muestra es deformada y se toma otra imagen, se obtiene un nuevo patro´n de
Speckle tomado por la ca´mara que esta´ directamente relacionado con el primero.
El segundo patro´n se puede definir como:





En este patro´n cada pı´xel tendra´ un cambio en la fase, la cual es una canti-
dad definida por el cambio en la superficie de la muestra y el haz nz-OAM . 
esta´ compuesta, en este caso, por el efecto de D, que se produce por cargas
te´rmicas o meca´nicas, y el haz nz-OAM que actu´a como un filtro tipo vo´rtice (ver
Fig.5.1).
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Ma´s explı´citamente, se puede definir una  como la convolucio´n entre el
te´rmino de fase de la deformacio´n D y un haz nz-OAM [15]. De acuerdo con
el teorema de la convolucio´n de Fouier,  puede ser escrito como:
 = F 1fFfei(D)g  nz-OAMg: (5.6)
La convolucio´n entre dos funciones puede definirse como la transformada in-
versa de Fourier del producto de las transformadas de Fourier individuales de cada
funcio´n, si el sistema es lineal e invariante al desplazamiento. En sistemas forma-
dores de imagen este es el caso [16]. En la Eq. 5.6 se observa la transformada de
D multiplicada por el nz-OAM , este u´ltimo no se transforma porque como se
menciono´ anteriormente, el SLM esta´ ubicado en un plano de Fourier, es decir, en
un plano ya transformado.
Por lo tanto, restando digitalmente el primer patro´n de Speckle (Eq. 5.4) del se-
gundo (Eq. 5.5), se revelara´ un patro´n de fase igual a la deformacio´n de la superficie
de la muestra como una forma espiral. La resta se define por:
I = jI2   I1j: (5.7)
(a) (b)
Figura 5.3: Simulacio´n del ESPI utilizando un haz nz-OAM . (a) Funcio´n de defor-
macio´n matema´tica. (b) Franjas simuladas obtenidas.
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Siguiendo la teorı´a explicada anteriormente, se realizo´ una simulacio´n en la que
una funcio´n matema´tica con dos picos y dos valles (Fig. 5.3(a)), y la misma eleva-
cio´n, se utilizo´ a manera de una deformacio´n meca´nica en una superficie gene´rica.
Como el objetivo de la simulacio´n es so´lo mostrar la formacio´n de franjas en es-
piral con ESPI, la magnitud de la deformacio´n se define de manera arbitraria. La
Fig. 5.3(b) muestra el patro´n espiral formado, la espiral gira en sentido horario o
anti-horario dependiendo de la direccio´n de la deformacio´n; por lo tanto, el proble-
ma del signo tı´pico en interferometrı´a se resuelve con un solo interferograma.
5.3 Resultados Experimentales
El montaje experimental (Fig. 5.4) es un sistema o´ptico simplificado. El SLM se
coloco´ en un montaje o´ptico telece´ntrico, utilizando un sistema de amplificacio´n
a 1x. El diafragma de apertura se ubica en el foco o´ptico de la lente L1, y como
consecuencia, la pupila de entrada se ubica en el infinito. La luz entra polarizada
linealmente y luego se expande, y utilizando el polarizador P se modifica la polari-
zacio´n de tal manera que quede paralela a la polarizacio´n requerida del SLM. L1 es
un objetivo o´ptico, la distancia entre el objeto y L1 es 2F , y es la misma distancia
que hay entre la superficie de referencia en este caso proveniente del SLM y L1.
ia
Figura 5.4: Montaje experimental (los detalles se explican en el texto).
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El objeto medido fue un material compuesto utilizado en aplicaciones aeroes-
paciales. La carga aplicada es normal a la superficie del objeto, y la Fig. 5.5 muestra
un patro´n interferome´trico cla´sico y un patro´n espiral ESPI, cuando un nivel de gris
igual a cero y un filtro tipo vo´rtice (nz-OAM ) se dibujan en el SLM, respectiva-
mente. En la Fig. 5.5(b) el nz-OAM es de carga topolo´gica uno y en la Fig. 5.6 es
de carga topolo´gica tres.
(a) (b)
Figura 5.5: (a) Interferograma ESPI cla´sico. (b) Interferograma espiral ESPI.
Figura 5.6: Patro´n interferome´trico espiral ESPI de carga topolo´gica 3.
Una vez se obtiene el interferograma espiral, se pueden aplicar tres pasos para
recuperar la fase. En primer lugar, y debido a la apariencia ruidosa de la interfero-
metrı´a de Speckle, es importante imponer un filtro espacial digital, en este caso se
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aplico´ un filtro por la mediana con un kernel [5  5]. El segundo paso es la nor-
malizacio´n del interferograma que se puede implementar con cualquier algoritmo
conocido explicado en el Capı´tulo 2 [17]. Y por u´ltimo tal como propuso Larkin
et al, un operador de vo´rtice (Vf:g) se aplica a la recuperacio´n de la fase mo´dulo
2 [8].
La demodulacio´n natural del patro´n de franjas bidimensional es una extensio´n
de la transformada de Hilbert4, y se desarrolla en te´rminos de dos operadores mul-
tiplicativos que combinados dan como resultado una cuadratura bidimensional. El
primer operador es el haz nz-OAM definido en un espacio de frecuencias espacia-
les (u; v), y el segundo corresponde a la orientacio´n local del a´ngulo (x; y). El
operador Vf:g define el proceso de demodulacio´n, y tiene la siguiente forma:
VfIg =  i  e i((x;y))  fF 1fnz-OAM(u; v)  FfI(x; y)ggg: (5.8)
En este caso, (x; y) se sustituye por el haz nz- OAM(; ). Esto se debe a
que el patro´n espiral I(x; y) tiene una orientacio´n impuesta debido a la relacio´n
entre el frente de onda y el haz nz-OAM(; ). Por lo tanto, (x; y) no necesita ser
estimado durante el proceso de computacio´n. Adema´s, el error asociado a (x; y) es
so´lo un error de segundo orden en la fase demodulada [8, 19]. Usando el operador
de vo´rtice, la fase mo´dulo 2 ( (x; y)) se puede recuperar usando la Eq. 5.9.





Como se muestra en la Fig. 5.7(c), la fase es recuperada usando solo un inter-
ferograma. La Fig. 5.7 tambie´n muestra una comparacio´n de las fases recuperadas
entre ESPI tradicional con un valor ma´ximo de 79.6 rad, y ESPI espiral con un va-
lor de 82.6 rad. El desenvolvimiento de la fase se puede realizar usando cualquier
algoritmo conocido de la literatura [20].
No´tese que existe una discontinuidad en la fase que no impide su procesado y
no se pierde la relacio´n con la deformacio´n. El orden de la deformacio´n es de 790
a 820 m.
4Una sen˜al analı´tica consiste en dos partes, la parte real es la base de la funcio´n y la parte
imaginaria o cuadratura es la transformada de Hilbert de la parte real [8]. Para el caso bidimensional
con simetrı´a azimutal, la transformada de Hilbert es una ma´scara espiral de fase [18].
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Figura 5.7: (a) Fase mo´dulo 2 para ESPI tradicional usando 4 saltos de fase. (b)
Fase desenvuelta para ESPI tradicional. (c) Fase mo´dulo 2 para fase espiral usando
operador de vo´rtice. (d) Fase desenvuelta para ESPI espiral.
5.4 Conclusiones
La te´cnica ESPI utilizando el haz nz-OAM es fa´cil de implementar y muestra ven-
tajas tales como estabilidad ambiental, menor tiempo de procesamiento, y al usar
un SLM para crear el nz-OAM , se tiene la posibilidad de alternar entre ESPI tradi-
cional y ESPI espiral, usando el mismo montaje o´ptico. Para nuestras aplicaciones,
donde los planes de calificacio´n para la industria aeroespacial requieren entornos
ambientales complejos (vacı´o y altas cargas termoela´sticas), la flexibilidad del ES-
PI espiral representa una ventaja.
En el procesamiento de sen˜ales, la ma´scara espiral de fase puede ser usada
como un filtro y me´todo de normalizacio´n, como se introdujo en el Capı´tulo 2 de
manera breve. En el Capı´tulo 6, se propone un me´todo usando la ma´scara espiral
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de fase y el filtrado de Fourier, para la deteccio´n de los centroides en un sensor
Shack-Hartmann en presencia de factores que limitan tı´picamente la deteccio´n de
e´stos.
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En el nuevo orden de ideas, la distincio´n entre partı´culas y ondas se ha
desvanecido porque se ha descubierto que todas las partı´culas tambie´n
tienen propiedades de ondas y viceversa, ninguno de estos dos concep-
tos debe ser descartado, ellos deben unirse, estos aspectos imponen a
sı´ mismos la dependencia no solo de los objetos fı´sicos, sino de los




Deteccio´n de los centroides
en un sensor
Shack-Hartmann utilizando
la transformada espiral de
fase
Se presenta un algoritmo capaz de detectar los centroides en un sensor Shack-
Hartmann (SH) en presencia de fuerte ruido, iluminacio´n de fondo y modulacio´n
en la sen˜al de los spots, los cuales son factores que limitan tı´picamente los algo-
ritmos tradicionales de deteccio´n de centroides. El me´todo propuesto se basa en la
normalizacio´n del patro´n SH usando el me´todo de la transformada espiral de fase
y un filtrado de Fourier. Los centroides del patro´n de spots son obtenidos usando
me´todos para el ca´lculo de un umbral global y me´todos de promedio ponderado.
Se han probado los algoritmos con simulaciones y datos experimentales obtenien-
do unos resultados satifactorios.
Palabras clave: Procesamiento de ima´genes, medida de fase.
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6.1 Introduccio´n
Un sensor de frente de onda Shack-Hartmann (SH) consiste en arreglos bidimen-
sionales (2D) de microlentes enfoca´ndose en una ca´mara CCD. El principio de
medicio´n de un sensor SH se basa en la determinacio´n de las pendientes locales de
un frente de onda de entrada (W ) que es muestreado por la matriz de microlentes.
Cada microlente enfoca los rayos incidentes en su propio plano focal donde se co-
loca un sensor CCD para capturar el mapa de spots, llamado patro´n Hartmann. A
partir de un patro´n de referencia de alta calidad, se calculan los desplazamientos
(x;y), es decir, el movimiento relativo que existe entre los centroides corres-
pondientes a los patrones distorsionados con respecto a los de referencia son medi-
dos. Estos desplazamientos entregan informacio´n sobre las pendientes locales del
error del frente de onda (W ) [1], lo cual significa, la diferencia entre el frente de
onda distorsionado y el de referencia. El campo 2D de las derivadas parciales del



















donde,W es el error del frente de onda, f es la distancia entre las microlentes
y el plano de la CCD, i; j denota la microlente i-e´sima y j-e´sima y (x;y) son
los desplazamientos entre los centroides distorsionados y de referencia correspon-
dientes.
Se puede integrar el error del frente de onda, usando la distribucio´n de pen-
dientes del frente de onda obtenido a partir de la Eq. 6.1, con los algoritmos de
reconstruccio´n modal (ver Anexo D) o zonal [2]. Podemos ver a partir de la Eq. 6.1
que un paso crucial para una buena reconstruccio´n del error del frente de onda es la
determinacio´n precisa de los centroides. La precisio´n del proceso de deteccio´n de
los centroides se ve afectada por muchos factores, como el ruido (ruido foto´nico,
ruido de lectura del detector), presencia de iluminacio´n de fondo, modulacio´n en la
sen˜al de los spots, errores de muestreo y truncamiento, entre otros problemas. La
ubicacio´n del centroide se determina normalmente calculando el centro de masa
del spot. Este me´todo es ra´pido, especialmente para un pequen˜o nu´mero de pı´xeles
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por spot del patro´n SH y es ampliamente utilizado. Sin embargo, los resultados ob-
tenidos a partir de esta te´cnica no son precisos en los patrones Hartmann afectados
por ruido, iluminacio´n de fondo y por la modulacio´n en la sen˜al de los spots.
En el pasado, se propusieron varios me´todos para obtener con precisio´n los
centroides del patro´n Hartmann, en situaciones adversas, como el me´todo de com-
pensacio´n del centro de gravedad [3], el me´todo iterativo para el ca´lculo de cen-
troides [4] y me´todos de filtrado [5]. En [3], los autores utilizan el me´todo del
centro de gravedad con ponderacio´n gaussiana (WCOG), para reducir la influencia
de los pı´xeles situados lejos del centro de la subapertura. Las funciones gaussianas
se alinean en los pı´xeles correspondientes al centro de las subaperturas y el criterio
usado es la anchura total a la mitad del ma´ximo (FWHM), la cual es fija y prede-
terminada. Este me´todo funciona muy bien en los patrones SH ruidosos, pero se
limita a los casos donde x y y son pequen˜as debido al cara´cter esta´tico de las
funciones de ponderacio´n gaussiana [4]. Por lo tanto, esta te´cnica no es adecuada
si estamos interesados en la medicio´n de frentes de onda de alto rango dina´mico,
es decir cuando el pico-valle del error del frente de onda es muy pronunciado.
El me´todo presentado en [4] es iterativo y es una mejora al me´todo WCOG [3].
En ambos me´todos el spot gaussiano esta´ caracterizado por la ubicacio´n del ma´xi-
mo y el FWHM. Sin embargo, en el me´todo iterativo del centro de gravedad con
ponderacio´n gaussiana (IWCOG), tanto la ubicacio´n del centroide y el FWHM son
ajustados de manera iterativa. Este proceso iterativo permite al algoritmo obtener
de manera precisa los centroides en casos donde el frente de onda distorsionado es
afectado por grandes aberraciones y, por lo tanto, los spots Hartmann distorsiona-
dos no tienen porque estar cerca de los spots de referencia. Estos me´todos pueden
obtener resultados en presencia de ruido pero no son apropiados en casos en donde
el patro´n Hartmann es afectado por una iluminacio´n de fondo y modulacio´n en la
sen˜al de los spots [6].
Los algoritmos basados en la adaptacio´n de filtros obtienen cambios que maxi-
mizan la correlacio´n cruzada de la sub-imagen de un spot de referencia, con res-
pecto al patro´n Hartmann a analizar [5, 6], estos me´todos se pueden utilizar en los
casos en los que aparece iluminacio´n de fondo, pero la precisio´n se ve afectada
por el taman˜o del spot. Para pequen˜os spots, se pueden obtener picos de correla-
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cio´n sobresalientes, pero por otro lado, esta situacio´n puede obtener falsos positivos
cuando el patro´n SH es afectado por el ruido.
En el caso de tener grandes spots, se reducira´ la probabilidad de obtener falsos
positivos, pero por otra parte, se obtendra´n picos de correlacio´n ma´s amplios, por
lo cual la precisio´n sera´ limitada, debido a que restringe el muestreo en la pupila.
Adicionalmente, estos me´todos no son adecuados en casos donde existe una mo-
dulacio´n en la sen˜al de los spots, o aparece una sen˜al de contraste. En estos casos,
la magnitud de los picos de correlacio´n varı´a a lo largo del patro´n Hartmann.
En este capı´tulo se presenta un algoritmo de deteccio´n de centroides capaz de
medir en presencia de fuerte ruido, iluminacio´n de fondo, y modulacio´n en las
sen˜ales de los spots (variaciones de intensidad), de manera ra´pida y precisa. El
me´todo propuesto se basa en la sustraccio´n de la iluminacio´n de fondo y la ecuali-
zacio´n de las sen˜ales de modulacio´n usando el me´todo de la transformada espiral de
fase (SPT) [7] y filtrado de Fourier. Como resultado, se obtiene un patro´n Hartmann
en el que todos los spots tienen el mismo ma´ximo de intensidad, lo que corresponde
a uno en unidades arbitrarias (a.u.). Usando este patro´n Hartmann pre-procesado,
los centroides se obtienen usando el me´todo del umbral global y me´todos de pro-
medio ponderado.
En la Seccio´n 6.2 se presenta el me´todo propuesto. La Seccio´n 6.3 incluye
algunas simulaciones, en la Seccio´n 6.4 se muestran los resultados experimentales.
Y por u´ltimo, en la Seccio´n 6.5 se presentan las conclusiones.
6.2 Me´todo Propuesto
La intensidad de un diagrama de spots Hartmann puede ser modelada como un
patro´n de luz estructurada de dependencia x e y, lo cual puede representarse co-
mo un patro´n de interferencia, tal y como se definio´ en la Eq. 2.8 del Capı´tulo 2.
Recordando dicha ecuacio´n, tenemos:
I(x; y) = a(x; y) +m(x; y) cos((x; y)) + (x; y); (6.2)
donde a es el te´rmino de iluminacio´n de fondo,m es la sen˜al de modulacio´n del
spot, es la fase modulada del spot y  es el ruido. En la Eq. 2.8 se mostro´ el ruido
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dentro del background, aquı´ simplemente se ha considerado como un te´rmino adi-
cional para hacerlo ma´s explı´cito. Aunque realmente es equivalente porque cuando
se filtra se elimina tanto el background como el ruido.
La iluminacio´n de fondo aparece tı´picamente debido a la presencia de luz dis-
persada como se presentan en los estudios de aberrometrı´a del ojo, cuando son
usadas fuentes de luz en el infrarrojo cercano. Adema´s, la intensidad de los haces
de luz no es uniforme a lo largo de la apertura; como por ejemplo, el haz es tı´pi-
camente ma´s intenso en los puntos centrales del mismo con respecto a los puntos
del borde. Este efecto hace que los spots en el patro´n Hartmann, usualmente sean
afectados por la modulacio´n de los spots o por una sen˜al de contraste (m). Si se
sustrae la iluminacio´n de fondo y el ruido en la Eq. 6.2, usando un filtro pasa banda
isotro´pico, se tiene que,
~I(x; y) = m(x; y) cos((x; y)) = F 1fH(u; v)  FfI(x; y)gg; (6.3)
donde, Ffg y F 1fg denotan la transformada de Fourier 2D y la transformada
inversa de Fourier 2D, respectivamente. H(u; v) es un filtro pasa banda isotro´pico
frecuencial, que esta´ definido como,




conR(u; v) definido como
p
R2x  R2y, dondeRx(u; v) yRy(u; v) son las com-
ponentes frecuenciales que definen el filtro en el espacio de Fourier, R0(u; v) y 
corresponden a una estimacio´n burda de la frecuencia de los spots y la desviacio´n
esta´ndar de la frecuencia de los spots, respectivamente. En [7] se introduce el algo-
ritmo SPT a trave´s del operador Vfg que es el mismo operador que se utilizo´ en
el Capı´tulo 5 y se muestra que este operador transforma una sen˜al en su funcio´n de
cuasi cuadratura como,
Vf~Ig = i  e(i((x;y)) m(x; y) sen((x; y)); (6.5)
donde, (x; y) es el mapa de direccio´n y Vfg es el operador SPT [7] que ma-
tema´ticamente corresponde a:
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Obse´rvese de las Eqs. 6.5 y 6.6 que el operador Vfg, dado por la Eq. 6.6,
transforma ~I = m cos(), en su sen˜al de cuasi cuadratura que corresponde a
 i  e i m sen() [7]. Obviamente, con el fin de obtener la sen˜al de cuadratura
de ~I , es decir m sen(), es necesario calcular el mapa de direccio´n , que se
define como el a´ngulo que forma el gradiente de fase con respecto al eje x, y se
puede obtener a partir de,





La fase es una cantidad desconocida y por lo tanto, no es posible determinar
el mapa de direccio´n a partir de la Eq. 6.7 directamente. En lugar de , podemos
obtener un mapa de orientacio´n como,






Obse´rvese que  y  esta´n relacionados por la siguiente expresio´n:






ei((x;y)) = ei((x;y)): (6.10)
Podemos ver en las Eqs. 6.9 y 6.10 que ei y ei tienen la misma magnitud pero
posiblemente diferentes signos locales [8]. De las Eqs. 6.3, 6.6 y 6.7 tenemos que
la sen˜al de cuadratura de ~I esta´ dada por,
Qf~Ig = m(x; y) sen((x; y)) =  i  e i((x;y))  Vf~Ig; (6.11)
donde Qfg corresponde con el operador de cuadratura. Puede obtenerse el ope-




Q^f~Ig =  i  e i((x;y))  Vf~Ig: (6.12)
De las Eqs. 6.3 y 6.12, se puede obtener la modulacio´n de fase  en cada
pı´xel, y esta´ afectada por la ambiguedad local del signo, como,






Se calcula la versio´n normalizada de I , In(x; y), que corresponde con un a = 0
ym = 1 para cada posicio´n del pı´xel en la Eq. 6.1, de la siguiente forma,








Teniendo en cuenta que el coseno es una funcio´n par, e´sta no sera´ afectada por
la ambiguedad local de signo en la expresion ei. La sen˜al modulada ~m, despue´s de
aplicar el filtro pasa banda H , puede ser escrita como,
~m =
q
(Q^f~Ig)2 + ~I2: (6.15)
Una vez obtenido In, es fa´cil segmentar el patro´n con un umbral global, con
un valor tı´pico de intensidad alrededor de 0.2 (a.u). Por u´ltimo, se extrae cada
centroide a trave´s de un promedio ponderado usando como pesos la intensidad de
















El me´todo propuesto se ha comparado con otros me´todos, a trave´s de simu-
laciones y de una serie de medidas experimentales para ver la viabilidad real de
e´ste.
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6.3 Simulaciones
Con el fin de mostrar la efectividad del me´todo propuesto, se han realizado una
serie de simulaciones. Se han comparado los resultados obtenidos por el me´todo
propuesto (SPT) con los resultados adquiridos por los me´todos de WCOG [3] y el
IWCOG [4].
(a) (b) (c)
Figura 6.1: (a) Patro´n Hartmann simulado afectado por ruido, iluminacio´n de fondo y
modulacio´n en las sen˜ales. (b) Patro´n SH recuperado y normalizado con los respectivos
centroides obtenidos usando el me´todo SPT. (c) Mapa de modulacio´n calculado ~m,





















Figura 6.2: (a) Error del frente de onda simulado (W ), (b) sus derivadas en el eje
x. (c) sus derivadas en el eje y.
En la Fig. 6.1(a), se muestra un patro´n Hartmann simulado afectado por el rui-
do, iluminacio´n de fondo y sen˜ales de modulacio´n. El ruido tiene un comporta-
miento gaussiano y la relacio´n sen˜al-ruido (SNR) es de 6.25%. El patro´n Hart-
mann tiene un taman˜o de 300  300 pı´xeles y contiene 400 spots. La ilumina-
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cio´n de fondo y las sen˜ales de modulacio´n corresponden a a = x=5  103 y
m = exp[ 0:9(x2 + y2)=2  104] ambas en (a.u). El error del frente de onda
(W ) y sus derivadas en x e y se muestran en las Figs. 6.2(a), 6.2(b) y 6.2(c),
respectivamente. Obse´rvese que el rango dina´mico del error del frente de onda es
de 117 (a.u). En la Fig. 6.1(b) se muestra el patro´n SH recuperado y normalizado,
con los correspondientes centroides obtenidos usando el me´todo SPT. Por u´ltimo,
en la Fig. 6.1(c), se muestra el mapa de la modulacio´n calculada ~m, usada en el
promedio ponderado. El error cuadra´tico medio (RMSE) entre el patro´n recupe-
rado y los centroides reales es de 0.31, 0.37 y 0.31 px cuando se utilizan el SPT,
WCOG e IWCOG, respectivamente.
No´tese que los resultados adquiridos a trave´s del me´todo IWCOG han sido
obtenidos despue´s de cuatro iteraciones. Adicionalmente, los respectivos tiempos
de procesamiento fueron 0.8 s, 2.7 s y 19.2 s usando un ordenador porta´til de 2.67
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Figura 6.3: Diferencia entre los centroides reales y los centroides obtenidos en los
ejes x e y cuando se usa el me´todo: (a) SPT. (b) WCGO. (c) IWCGO.
En la Fig. 6.3, se muestran las diferencias entre los centroides reales y calcula-
dos en las coordenadas x e y. Como puede verse en la misma figura, el error en el
patro´n de centroides esta´ centrado en el pı´xel (0,0) en todos los casos, esto quiere
decir que no es un error sistema´tico porque ocurre en los diferentes me´todos de
extraccio´n de los centroides. Como se puede ver en los resultados descritos ante-
riormente el me´todo propuesto recupera los centroides SH de manera ma´s ra´pida
con respecto a los otros dos algoritmos evaluados (aproximadamente 3.4 veces con
respecto a WCOG y 24 veces ma´s ra´pido con respecto a IWCOG), sin embargo, la
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precisio´n del me´todo propuesto es muy similar a la del me´todo IWCOG, es decir,
no se pierde precisio´n y se gana enormemente en velocidad.
Tambie´n hemos estudiado la precisio´n de los diferentes algoritmos para dife-
rentes niveles de ruido, taman˜os de spot y rangos dina´micos del error del frente de
onda. En todos los casos, se ha usado la misma iluminacio´n de fondo y los mismos
te´rminos en la sen˜al de modulacio´n, como se muestra en el Fig. 6.1(a).
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Figura 6.4: Error cuadra´tico medio (RMSE) V s. (a) Nivel de ruido. (b) Taman˜o del
spot. (c) Rango dina´mico del frente de onda. (d) Nivel de ruido con diferente rango
dina´mico del frente de onda, pico-valle ma´s pronunciado que en (a).
En la Fig. 6.4 se muestran los resultados obtenidos, donde la lı´nea gris con
cı´rculos, la lı´nea roja con tria´ngulos y la lı´nea azul con cuadrados denotan los
resultados para los me´todos SPT, WCOG e IWCOG, respectivamente. Todos los
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resultados adquiridos por el me´todo IWCOG han sido obtenidos despue´s de cuatro
iteraciones.
En las Figs. 6.4(a) y 6.4(d), se analiza la precisio´n de los diferentes me´todos
para los diferentes niveles de ruido y usando dos diferentes rangos dina´micos del
frente de onda; mientras que en las Figs. 6.4(b) y 6.4(c), se estudia la influencia del
taman˜o del spot Hartmann y el rango dina´mico del frente de onda en la precisio´n
de la reconstruccio´n.
No´tese que en las Figs. 6.4(b) y 6.4(c) se ha usado un valor de 1% del inverso
del SNR, en las Figs. 6.4(a) y 6.4(c) el taman˜o de spot fue de 8 pı´xeles y en las
Figs. 6.4(a) y 6.4(d) el rango dina´mico del frente de onda es de 117 (a.u), tal y
como fue usado en la primera simulacio´n. Finalmente, en la Fig. 6.4(d) se uso´ un
rango dina´mico para el frente de onda de 176 (a.u). Los resultados mostrados en
las Figs. 6.4(a) y 6.4(d), fueron obtenidos usando los mismos para´metros, excepto
el rango dina´mico del frente de onda. Se repitio´ este experimento nume´rico con
el fin de explicar como funciona el me´todo WCOG para niveles altos de ruido,
como se muestra en la Fig. 6.4(a). Como puede verse en la Fig. 6.4(d), este buen
comportamiento no aparece cuando aumentamos el rango dina´mico del frente de
onda. Por lo tanto, los buenos resultados presentados en la Fig. 6.4(a) para los altos
niveles de ruido se deben a que el patro´n de centroides de referencia y el patro´n de
spots distorsionado esta´n muy cerca, es decir, que el rango dina´mico del frente de
onda usado para esta simulacio´n no es muy pronunciado.
Adicionalmente, en las Figs. 6.4(b) y 6.4(c), se puede ver que no hay una depen-
diencia significativa entre la precisio´n, el taman˜o de spot y el rango dina´mico del
frente de onda, cuando se usa el me´todo propuesto, sin embargo, no es ası´ cuando
son usados los me´todos IWCOG y WCOG.
6.4 Resultados Experimentales
Tambie´n se ha probado el algoritmo propuesto con un patro´n experimental SH
obtenido en un estudio de aberrometrı´a del ojo que se muestra en la Fig. 6.5(a).
Se usaron las ima´genes del estudio de aberrometrı´a del ojo, dado que es en este
tipo de aplicaciones donde las te´cnicas Shack-Hartmann ma´s se han desarrollado.
Por otro lado, hay una lı´nea de investigacio´n en el LINES-INTA dedicado a estas
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te´cnicas ya que son herramientas que se usan en la caracterizacio´n de instrumentos
o´pticos para espacio [10], en particular, han sido usados en proyectos como IMaX
y SEOSAT.
(a) (b) (c)
Figura 6.5: (a) Patro´n Hartmann experimental. (b) Patro´n recuperado y normalizado
con sus respectivos centroides. (c) Mapa ~m.
Obse´rvese que en la Fig. 6.5(a), el patro´n esta´ afectado por una iluminacio´n de
fondo, por unas sen˜ales de modulacio´n en el spot y un fuerte ruido. En la Fig. 6.5(b),
se muestra el patro´n SH recuperado y normalizado, con sus correspondientes cen-
troides obtenidos. Finalmente, en la Fig. 6.5(c), se muestra el mapa ~m. El tiempo
de procesamiento es de 1.1 s y el taman˜o del patro´n SH fue de 337 334 pı´xeles.
6.5 Conclusiones
Se ha presentado un me´todo sencillo, ra´pido y preciso de deteccio´n de centroides
para patrones Hartmann tı´picos. Este me´todo es capaz de medir en presencia de
un fuerte ruido, iluminacio´n de fondo y la sen˜al de los spots modulada, los cuales
son normalmente factores que limitan la deteccio´n de los centroides de los me´todos
tradicionales. El me´todo propuesto esta´ basado en la transformada espiral de fase
y el filtrado de Fourier. Se ha evaluado el algoritmo con datos simulados y experi-
mentales y se ha comparado el comportamiento del me´todo propuesto con me´todos
conocidos como el WCOG [3] y el IWCOG [4], obteniendo resultados satisfacto-
rios donde se muestra que el me´todo propuesto mejora en 3.4 veces y 24 veces los
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Existen artistas de calle, mu´sicos de calle, actores de calle. Pero no hay
fı´sicos de calle. Lo que no se sabe es que un fı´sico es la persona ma´s em-
pleable en el mundo laboral: un fı´sico es un solucionador de problemas
entrenado. Cuantas veces habra´s oı´do decir en algu´n trabajo “a mi no
me ensen˜aron a hacer eso”. Es una reaccio´n impensable para un fı´sico,
porque en su lugar dira´ “Genial, un problema que jama´s he tenido antes.





dislocacio´n del mapa de spots
Shack-Hartmann usando el
me´todo de flujo o´ptico
Se presenta un me´todo robusto y preciso para la determinacio´n de la disloca-
cio´n del mapa de spots Shack-Hartmann basado en un algoritmo de flujo o´ptico
regularizado que no requiere obterner los centroides del mapa de spots. El me´todo
es capaz de medir en presencia de un fuerte ruido, iluminacio´n de fondo y modu-
lacio´n de la sen˜al de los spots, los cuales son factores tı´picos de limitacio´n en los
algortimos tradicionales de deteccio´n de centroides. Adema´s, el me´todo propuesto
es capaz de resolver casos en los cuales algunos spots del mapa de referencia no
se corresponden de manera evidente con el mapa Hartmann distorsionado, y es ca-
paz de expandir el rango dina´mico del sensor Shack-Hartmann desenvolviendo los
mapas de dislocacio´n obtenidos. Los algoritmos fueron probados tanto con simu-
laciones como con datos experimentales obteniendo unos resultados satisfactorios.
Palabras clave: Procesamiento de ima´genes, medida de fase.
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7.1 Introduccio´n
Como se describio´ en el Capı´tulo 6, el principio de medida de un sensor SH esta´ da-
do por la determinacio´n de las pendientes locales de un frente de onda de entrada
con respecto a un frente de onda de referencia, ambos muestreados por el arreglo
de microlentes, recordando que el campo bidimensional en derivadas parciales del
error del frente de onda puede escribirse en forma de la dislocacio´n de los corres-
pondientes centroides como [1] lo muestra la Eq. 6.1, que se reescribe a continua-
cio´n:


















donde W es el error del frente de onda el cual corresponde a la diferencia
entre el frente de onda distorsionado y el de referencia, f es la distancia entre las
microlentes y el plano del CCD, (i; j) denota la i-e´sima y j-e´sima microlente y
(x;y) son los desplazamientos o dislocaciones entre los correspondientes cen-
troides distorsionados y de referencia. No´tese que desde un punto de vista pra´ctico,
la determinacio´n del error del frente de onda consiste en tres pasos: en un primer
paso tanto el diagrama de spots Hartmann distorsionado como el de referencia son
procesados con el fin de obtener los mapas de centroides. En un segundo paso la
correspondencia de centroides son identificadas en ambos mapas y ası´ determinar
el campo de dislocaciones (x;y). Por u´ltimo, se determina el error de frente
de onda integrando el campo discreto del frente de onda en derivadas parciales
mostrado en Eq. 6.1 a partir de una reconstruccio´n modal o zonal [2].
La localizacio´n de los centroides es tı´picamente determinada calculando el cen-
tro de masa del spot. En el pasado, muchos me´todos han sido propuestos para
obtener con precisio´n del patro´n Hartmann los centroides para situaciones adver-
sas [3–5]. Con estos me´todos se pueden obtener resultados precisos en presencia de
ruido, pero no son apropiados en casos donde el patron Hartmann esta´ afectado por
iluminacio´n de fondo y/o variacio´n en la modulacio´n o en el contraste de la sen˜al de
los spots [6, 7]. Recientemente, en [7] es presentado un me´todo para la deteccio´n
de centroides Shack-Hartmann usando una transformada espiral de fase. Como se
comento´ en el Capı´tulo 6, este me´todo es robusto incluso en presencia de fuerte de
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ruido, iluminacio´n de fondo y modulacio´n en la sen˜al de los spots. Obse´rvese que
cualquiera de los algoritmos descritos [3, 7] no obtendra´n una reconstruccio´n pre-
cisa del error del frente de onda, si los centroides detectados no son adecuadamente
localizados, debido a que en estos me´todos no se introduce ningu´n conocimiento
previo sobre la suavidad del frente de onda.
Como se menciono´ en el Capı´tulo 6, la determinacio´n en la correspondencia
de los spots es tı´picamente construida definiendo para cada spot de referencia una
regio´n en el diagrama de Hartmann en la cual el spot distorsionado debe ser ubica-
do. Estas regiones son definidas por el a´rea de la sub-apertura de las microlentes.
Obse´rvese que este procedimiento define un error en el frente de onda limitado por
el rango dina´mico de las pendientes que el sensor Shack-Hartmann es capaz de me-
dir. Sin embargo, en [8] se presenta un me´todo para extender este limitado rango
dina´mico desenvolviendo la distribucio´n de los spots. Con este me´todo permanece
una limitacio´n sobre la ma´xima curvatura del error del frente de onda. Adicional-
mente, el proceso de desenvolvimiento puede ser un problema en algunos casos
debido a la baja resolucio´n espacial del mapa de dislocacio´n, especialmente cuan-
do algunos centroides no han sido detectados por un alto ruido y/o fuerte sen˜al de
fondo.
En este capı´tulo se presenta un me´todo que permite obtener mapas de disloca-
cio´n pronunciada (x;y) en u´nico proceso, sin necesidad de calcular previamen-
te los centroides. El algoritmo propuesto es capaz de determinar estos mapas de dis-
locaciones pronunciadas en situaciones adversas, tales como un fuerte ruido, ilumi-
nacio´n de fondo y modulacio´n en las sen˜ales de los spots, como tambie´n, en casos
donde hay un gran nu´mero de spots de referencia que no tienen su correspondiente
spot distorsionado en el diagrama de Hartmann. El me´todo propuesto esta´ basado
en el uso de un algoritmo de flujo o´ptico (opticalflow) entre los diagramas Hart-
mann de referencia y distorsionado, lo que impone informacio´n a priori acerca de
la suavidad del error del frente de onda a ser detectado. Este me´todo calcula el
movimiento entre los dos patrones Hartmann en cada posicio´n de pı´xel, lo que co-
rresponde a los mapas de dislocacio´n (x;y), de una forma robusta. Obse´rvese
que estos mapas de dislocacio´n pronunciados pueden ser fa´cilmente desenvueltos
siguiendo un procedimiento similar al de [8] si fuese necesario.
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En la Seccio´n 7.2 se presenta el me´todo propuesto. En la Seccio´n 7.3 se inclu-
yen algunas simulaciones y en la Seccio´n 7.4 se muestran los resultados experi-
mentales. Finalmente, en la Seccio´n 7.5 se describen las conclusiones.
7.2 Me´todo propuesto
Las diferentes metodologı´as de flujo o´ptico (opticalflow) consisten en algoritmos
que tratan de calcular movimientos de campos locales entre dos fotogramas exac-
tamente iguales tomadas en dos diferentes tiempos t y t+t para cada posicio´n de
pı´xel [9]. No´tese que los me´todos de flujo o´ptico han sido exitosamente utilizados
anteriormente en metrologı´a o´ptica y especı´ficamente en procesos de demodulacio´n
de fase para determinar la direccio´n del mapa de una fase regularizada [10, 11]. En
este Capı´tulo, se ha usado un me´todo avanzado de flujo o´ptico (opticalflow) ba-
sado en una implementacio´n piramidal del bien conocido algoritmo Lucas-Kanade
(LK) con un refinamiento iterativo [12].
El me´todo LK [13] asume que el flujo o el movimiento entre las dos ima´genes
es esencialmente constante en un vecindario local del pı´xel bajo consideracio´n, y
resuelve las ecuaciones ba´sicas del flujo o´ptico para todos los pı´xeles en ese vecin-
dario, por medio del criterio de mı´nimos cuadrados. No´tese que un pı´xel arbitrario
en un tiempo t esta´ definido por (x; y; t) y la intensidad como I(x; y; t) y e´ste se
movera´ entre dos fotogramas consecutivos a la posicio´n (x+x; y +y; t+t)
con intensidad I(x + x; y + y; t + t). Asumiendo que el movimiento es pe-
quen˜o se puede expandir el mapa de intensidades en t+t como:









Se ha supuesto que el brillo en un objeto no cambia a lo largo del tiempo y por
lo tanto se puede definir el brillo como un ecuacio´n constante, ası´:
I (x+x; y +y; t+t) = I (x; y; t) ; (7.2)












donde u = @x
@t
y v = @y
@t
corresponden a las componentes de la velocidad. Co-
mo fue explicado antes, el me´todo LK asume que los desplazamientos entre las
dos ima´genes son pequen˜os y aproximadamente constantes dentro del vecindario
del punto (x0; y0) bajo consideracio´n. Ası´, la ecuacio´n del flujo o´ptico puede ser
asumida para mantener todos los pı´xeles (~x; ~y) dentro de una ventana o un vecin-
dario centrado en (x0; y0) y por tanto, el vector de moviemiento (u; v) o velocidad
debe satisfacer:
Ix (~x; ~y)u+ Iy (~x; ~y) v =  It (~x; ~y) ; (7.4)





, respectivamente. No´tese que para
una ventana o vecindario compuesto por N = Nx  Ny pı´xeles, la Eq. 7.2 nos
entrega NxNy ecuaciones independientes para determinar (u(x0; y0); v(x0; y0)).
Por lo tanto, se pueden obtener los desplazamientos entre las ima´genes en (x0; y0)
por medio de:
Aw = b;
0@ Ix (~x1; ~y1) Iy (~x1; ~y1): : : : : :
Ix (~xN ; ~yN) Iy (~xN ; ~yN)




0@  It (~x1; ~y1): : :
 It (~xN ; ~yN)
1A : (7.5)
Este sistema tiene usualmente ma´s ecuaciones que inco´gnitas y por tanto es
sobredeterminado, se puede obtener x a trave´s de la pseudoinversa Moore-Penrose
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=0@ Pi (Ix (~xi; ~yi))2 Pi Ix (~xi; ~yi) Iy (~xi; ~yi): : : : : :P
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1A 10@  Pi Ix (~xi; ~yi) It (~xi; ~yi): : :
 P
i
Iy (~xi; ~yi) It (~xi; ~yi)
1A ; (7.6)
donde la matriz ATA es el tensor estructura para la imagen en el punto (x0; y0).
Obse´rvese que la Eq. 7.5 es va´lida solo si ATA es invertible, la cual es verificada
solo si Ix e Iy son diferentes de cero en el vecindario del punto (x0; y0). Desde un
punto de vista pra´ctico, con el fin de evitar inestabilidades en la inversio´n de ATA,
es recomendado sumar un nu´mero pequen˜o de alrededor de 0.1 en los elementos
de la diagonal.
El me´todo de flujo o´ptico esta´ndar LK presentado aquı´, es solo va´lido si los
desplazamiento de los pı´xeles entre las ima´genes son pequen˜os con el fin de ase-
gurar el primer orden en la expansio´n de Taylor tal y como se mostro´ en la Eq. 7.1.
En casos donde esta aproximacio´n del primer orden no es precisa, se hace nece-
sario iterar mu´ltiples veces sobre este esquema. Entonces, despue´s de la k-e´sima











= I (x; y; t) : (7.7)
No´tese que se ha asumido sin perder la generalidad, que t = 1 en la Eq. 7.7
y por tanto xk = ukt = uk y yk = vkt = vk. Los vectores finales de








con Ni como el nu´mero de iteraciones usado. Un par´ametro clave para el algo-
ritmo de flujo o´ptico LK es el taman˜o de la ventana o el vecindario. Este taman˜o
de la ventana introduce una compensacio´n entre la precisio´n y la robustez de este
me´todo. La precisio´n del me´todo de flujo o´ptico esta´ relacionado con la precisio´n
local sub-pı´xel que puede ser alcanzada, mientras la robustez se refiere a la sen-
sibilidad del me´todo respecto a las perturbaciones como pueden ser cambios en
la iluminacio´n entre las ima´genes, el ruido y valores atı´picos, entre otros. No´tese
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que un taman˜o de ventana grande proporciona ma´s robustez pero menor precisio´n.
Adicionalmente, con el fin de manejar grandes movimientos entre las ima´genes es
necesario usar una ventana de integracio´n ma´s amplia [12].
Con el fin de resolver este problema, en [12] se presenta una implementacio´n
piramidal del me´todo iterativo LK presentado anteriormente. Esta te´cnica esta´ ba-
sada en el desempen˜o del me´todo de flujo o´ptico LK de manera recursiva sobre
diferentes representaciones de la resolucio´n en las ima´genes de entrada, llamadas
representaciones piramidales, y dichas ima´genes de entrada son obtenidas con ba-
ja resolucio´n. Se pueden ordenar estas ima´genes en representaciones piramidales
desde baja resolucio´n hasta alta resolucio´n (no´tese que las ima´genes con ma´s alta
resolucio´n son las ima´genes de entrada) para luego ejecutar el me´todo LK, co-
menzando con las ima´genes de ma´s baja resolucio´n a las primeras con ma´s alta
resolucio´n. Este proceso primero proveera´ una baja estimacio´n de los vectores de
movimiento (u0; v0), o velocidad. Estos vectores pueden ser usados como una es-
timacio´n inicial para la siguiente estimacio´n de flujo o´ptico utilizando la siguiente
resolucio´n de la representacio´n piramidal de las ima´genes la cual por supuesto es
ma´s alta que la anterior. No´tese que este proceso puede ser usado recursivamente y
la ecuacio´n constante de brillo puede ser reescrita como:
In ((x+xn 1) + xn; (y +yn 1) + yn; t+t) = In (x; y; t) ; (7.9)
con In como la n-e´sima imagen de la representacio´n piramidal y (xn 1;yn 1)
como los vectores de movimiento obtenidos previamente usando el algoritmo LK
introducido anteriormente. No´tese que se puede asumir sin la generalidad det =








conNp como el nu´mero de ima´genes usado en representacio´n piramidal. Obse´rve-
se que esta forma avanzada del me´todo de flujo o´ptico basado en la descomposicio´n
piramidal del me´todo LK convencional con un refinamiento iterativo, provee una
ventaja y es que el taman˜o de la ventana de integracio´n puede permanecer pequen˜o,
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como consecuencia se asegura una alta precisio´n y adema´s los desplazamientos
pueden ser calculados sobre la totalidad de los pı´xeles con mucha robustez.
En este Capı´tulo, se ha usado la implementacio´n piramidal presentada para el
algoritmo de flujo o´ptico LK con refinamientos iterativos para calcular despla-
zamientos o mapas de dislocacio´n pronunciados (x;y) de manera robusta y
precisa entre los patrones Hartmann de referencia y distorsionado. En este caso,
I(x; y; t) e I(x+x; y +y; t+t) corresponden a los diagramas Hartmann de
referencia y distorsionado, respectivamente. Con el fin de asegurar la suposicio´n
hecha sobre la constante de brillo mostrada en la Eq. 7.1, se preprocesan los dia-
gramas Hartmann por medio de un me´todo de normalizacio´n de patrones, como el
mostrado en el Capı´tulo 2 [14, 15] o usando la transformada espiral de fase, como se
mostro´ en el Capı´tulo 6 [7], y luego se calcula el flujo o´ptico con el me´todo descrito
sobre estos patrones normalizados. Esta normalizacio´n suprime la iluminacio´n de
fondo y realiza un proceso de ecualizacio´n en la modulacio´n. Adicionalmente, hay
situaciones pra´cticas donde, por un lado, algunos spots distorsionados no han sido
detectados debido a la presencia de ruido y/o una fuerte sen˜al en la iluminacio´n de
fondo, adema´s, los mapas de dislocacio´n obtenidos pueden estar altamente afecta-
dos por el ruido. Por otro lado, en algunos casos, el rango dina´mico de las pendien-
tes en el error del frente de onda excede el que un dispositivo Shack-Hartmann en
principio puede medir. En esta situacio´n, el mapa de dislocaciones pronunciadas
obtenido (x;y) por medio del flujo o´ptico, esta´ envuelto, es decir, la fase es
mayor a una , por lo tanto el mapa de fase esta´ en mo´dulo 2. Se propone usar
algoritmos de procesado para superar estos problemas si fuera necesario. Primero,
los mapas de dislocacio´n (x;y) pueden ser filtrados y suavizados usando un
ajuste de Zernike (ve´ase Anexo D). Segundo, estos mapas de desplazamientos pro-
nunciados pueden ser desenvueltos eficientemente usando los me´todos presentados
en [16, 17] que corresponden a algoritmos de desenvolvimiento bidimensionales
basados en filtros lineales recursivos. Estos filtros recursivos pueden interpretarse
como la composicio´n de dos te´rminos: un predictor, que es una estimacio´n basada
en unos valores previamente desenvueltos, y un corrector, que toma en cuenta los
datos de entrada envueltos para corregir la actual estimacio´n. Estos me´todos son




Con el fin de mostrar la efectividad del me´todo propuesto se han realizado algu-
nas simulaciones. En la Fig.7.1 se muestran los patrones Hartmann de referencia y
distorsionado simulados afectados ambos por ruido, iluminacio´n de fondo y modu-
lacio´n en la sen˜al de los spots. El ruido es gaussiano y aditivo con un coeficiente
sen˜al-ruido (SNR) del 11%. No´tese que el ruido gaussiano usado es blanco y el
para´metro SNR esta´ relacionado con el ruido tı´pico de lectura de las ca´maras. El
taman˜o del patro´n Hartmann es de 640 640 pı´xeles y contiene alrededor de 3600
spots. La iluminacio´n de fondo y la modulacio´n de la sen˜al de los spots correspon-
de a A = x=1104 y B = exp [ (x2+y2)=1105] ambos en unidades arbitrarias
(a:u).
(a) (b)
Figura 7.1: Patrones Hartmann simulados afectados por ruido y por la modulacio´n en
la sen˜al de los spots. (a) Patro´n de referencia. (b) Patro´n distorsionado.
En la Fig.7.2(a) se muestra el patro´n de dislocacio´n teo´ricox y en la Fig.7.2(d)
se muestra ely, los desplazamientos obtenidos a partir del me´todo del flujo o´ptico
de cada mapa de dislocacio´n se muestran en las Fig.7.2(b) y Fig.7.2(e), respectiva-
mente. En las Fig.7.2(c) y Fig.7.2(f) se muestran los mapas de dislocacio´n despue´s
de realizar un ajuste de Zernike para el mapa de desplazamientos calculados a par-
tir del me´todo de flujo o´ptico. El error cuadra´tico medio (RMSE) entre el mapa de
desplazamiento recuperado y el mapa de desplazamiento real teo´rico, fue de 0.39
pı´xeles sin el ajuste de Zernike, y de 0.028 pı´xeles con el ajuste de Zernike para
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el mapa de dislocacio´n x. Y para el mapa de dislocacio´n y, los valores fueron
0.39 y 0.029 pı´xeles, respectivamente.
(a) (b) (c)
(d) (e) (f)
Figura 7.2: Mapa de dislocacio´n teo´rico (a) x (d) y. Desplazamiento obtenido
con el me´todo de flujo o´ptico sin ajuste de Zernike para (b) x (e) y. En (c) y (f)
despue´s de realizar un ajuste de Zernike sobre los mapas de dislocacio´n x y y,
respectivamente.
El me´todo de flujo o´ptico fue realizado con tres ima´genes en representacio´n
piramidal y dos iteraciones en cada caso, como se explico´ en la Seccio´n 7.2. Adi-
cionalmente, el ajuste de Zernike fue realizado usando 25 polinomios de Zernike.
Para la implementacio´n realizada aquı´ del me´todo de flujo o´ptico LK con represen-
tacio´n piramidal y refinamiento iterativo, se requirieron 50s, usando un ordenador
de 2.4GHz procesando en MATLAB R. No´tese que la implementacio´n del algo-
ritmo de flujo o´ptico para aplicaciones en tiempo real, ha sido propuesto en [18],
el cual puede ser usado en aplicaciones que requieran un ra´pido procesamiento.
Como puede ser visto de los resultados presentados, del me´todo propuesto se pue-
den obtener resultados de mapas de dislocacio´n muy precisos. Se ha comparado
la precisio´n del me´todo propuesto con un me´todo de deteccio´n de centroides ro-
busto de sensores Shack-Hartmann capaz de medir en presencia de fuerte ruido,
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iluminacio´n de fondo y modulacio´n en las sen˜ales de los spots [7]. Adema´s se han
procesado los patrones Hartmann mostrados en la Fig.7.1 con este algoritmo, el
cual ha detectado el 60% de los centroides.
En la Fig.7.3 se muestran los centroides capturados y marcados con cuadrados
blancos. El RMSE entre el mapa de desplazamiento recuperado y el mapa de
desplazamiento real teo´rico fue de 0.7 pı´xeles, tanto para los mapas de dislocacio´n
x comoy y el tiempo de procesamiento fue de 60s. Obse´rvese cuidado´samente
que el me´todo propuesto de flujo o´ptico es significativamente ma´s preciso que el
algoritmo de deteccio´n de centroides presentado en [7], y al mismo tiempo usa
toda la informacio´n contenida en los patrones Hartmann y no solo el 60% de los
centroides.
(a) (b)
Figura 7.3: Patro´n Hartmann simulado proveniente de la Fig.7.1 con los centroides
detectados y marcados con cuadrados blancos (a) Referencia y (b) Distorsionado.
Tambie´n se ha estudiado la precisio´n del me´todo con diferentes niveles de rui-
do. En todos los casos se ha usado la misma iluminacio´n de fondo, iluminacio´n,
modulacio´n y mapas de dislocacio´n teo´ricos que en la Fig.7.1. En la Fig.7.4 se
muestran los resultados RMSE obtenidos para diferentes SNRs, calculados tanto
para los mapas de dislocacio´n x como y con y sin ajuste de Zernike. El rango
en el coeficiente sen˜al-ruido (SNR) usado va desde 0 hasta 158%.
Como puede verse en la Fig.7.4, el me´todo propuesto puede recuperar con pre-
cisio´n los resultados incluso cuando el procesamiento esta´ hecho con patrones muy
ruidosos. Con el fin de mostrar un alto ruido an˜adido en los patrones Hartmann
para un SNR igual a 158%, en la Fig.7.5 se muestran los patrones Hartmann de
referencia y distorsionado con este nivel de ruido.
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Figura 7.4: Resultados delRMSE para diferentes SNRs calculados desde los mapas
de dislocacio´n (a) x (b) y, sin ajuste de Zernike. (c) x (d) y, con ajuste de
Zernike.
(a) (b)
Figura 7.5: Patrones Hartmann obtenidos con un SNR de 158% (a) Referencia. (b)
Distorsionado.
Se ha repetido este experimento pero usando el me´todo de deteccio´n de cen-
troides presentado en [7]. En la Fig.7.6 se muestran los resultados del RMSE
obtenidos para diferentes SNRs calculados tanto para los mapasx como para los



























































Inverso del SNR (%)
(c)
Figura 7.6: Resultados del RMSE para diferentes SNR calculados desde los mapas
(a) x, (b) y, y (c) el porcentaje de los centroides detectados por el algoritmo.
Obse´rvese de las Figs.7.4 y 7.6 que el me´todo propuesto es ma´s robusto al ruido
y al mismo tiempo usa todos los centroides en los patrones Hartmann.
Adicionalmente, se ha analizado el desempen˜o del me´todo propuesto para dife-
rentes rangos dina´micos en el error del frente de onda. En la Fig.7.7(a) y 7.7(d) se
obtienen los mapas de dislocacio´nx yy a trave´s del me´todo propuesto de flujo
o´ptico cuando el rango dina´mico del frente de onda simulado excede, en principio
el rango dina´mico limitado de un sensor Shack-Hartmann tı´pico. La iluminacio´n de
fondo y la modulacio´n de la sen˜al de los spots ası´ como el nivel del ruido usado pa-
ra simular las respectivas distribuciones de los spots de referencia y distorsionado,
son las mismas que las usadas en la Fig.7.1.
No´tese que estos mapas de dislocacio´n son pronunciados y por lo tanto apa-
recen envueltos debido al rango dina´mico limitado del sensor SH. Con el fin de
desenvolver estos mapas pudo haberse usado el me´todo presentado en [8], o simi-
lares. Sin embargo, se prefirio´ usar me´todos de grupos de colaboracio´n cercanos
como los presentados en [16, 17] que son ma´s ra´pidos y ma´s robustos al ruido. En
las Figs.7.7(b) y 7.7(e) se muestran los resultados obtenidos y en las Figs.7.7(c) y
7.7(f) se presentan los mapas de dislocacio´n teo´ricos. El RMSE entre los mapas
de desplazamiento recuperados y los reales teo´ricos es de 0.33 pı´xeles tanto para
x como para y. Obse´rvese que si se realiza un ajuste por Zernike, los RMSE
obtenidos son 0.042 y 0.038 pı´xeles, respectivamente.
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(a) (b) (c)
(d) (e) (f)
Figura 7.7: Mapas de dislocacio´n obtenidos (a)x (d)y, a trave´s del algoritmo de
flujo o´ptico propuesto cuando el rango dina´mico del error del frente de onda simulado
excede el lı´mite del rango dina´mico de un sensor SH tı´pico. En (b) y en (e) se muestran
los resultados obtenidos despue´s de desenvolver los mapas de dislocacio´n, y en (c) y
en (f) los mapas teo´ricos de dislocacio´n.
7.4 Resultados Experimentales
Tambie´n se probo´ el me´todo propuesto con datos experimentales. Se uso´ un sen-
sor de frente de onda comercial HASO3 de la compan˜ı´a Imagine Optics en-
frentado con un modulador espacial de luz (SLM) modelo X8267 de la empresa
Hamamatsu. El dispositivo SH esta´ equipado con una unidad HASO R   Flex
que consiste en una fuente colimada de luz. Este haz colimado interactu´a con el
SLM y es modificado y controlado a trave´s de un salto de fase conocido, que es el
que se pretende medir en el montaje mediante la te´cnica propuesta. Finalmente, el
haz modificado entra en el sensor SH y la aberracio´n introducida es medida. En el
SLM se ha aplicado un salto de fase cuadra´tico como se muestra en la Fig.7.8.
La distancia focal efectiva de las microlentes en el HASO3 es de 5mm y el
coeficiente de muestreo en la ca´mara CCD es aproxima´damente de 12.5 m/px. En
la Fig.7.9 se muestra el diagrama de spots Hartmann de referencia y distorsionado
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Figura 7.8: Salto de fase cuadra´tico introducido en el SLM.
y en la Fig.7.10 se presenta el error del frente de onda calculado por el sensor de
frente de onda comercial HASO3.
(a) (b)
Figura 7.9: Diagrama de spots Hartmann obtenido por un dispositivo Shack-
Hartmann comercial (a) Referencia. (b) Distorsionado.
El RMSE obtenido fue de 0.11  m y el error pico-valle (pv) fue de 0.51 
m. Finalmente, en la Fig.7.11 se muestra el error del frente de onda obtenido por el
me´todo propuesto. En este caso, el RMSE fue de 0.11m y el pv fue de 0.49m.
Se ha usado el me´todo ra´pido de Frankot and Chellappa [19] para construir una su-
perficie integrable a trave´s de la informacio´n de un gradiente pronunciado obtenido
por el me´todo LK propuesto. Obse´rvese de las Figs.7.10 y 7.11 que los resultados
son similares, sin embargo, el me´todo propuesto incrementa la resolucio´n espacial
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No´tese una estructura oscura a la izquierda de las ima´genes del frente de onda
reconstruido, tanto con el HASO3 como con el me´todo propuesto, esto se debe a
que el SLM no modifico´ esa parte del frente de onda, es decir, la luz no interac-
tuo´ con el SLM.
7.5 Conclusiones
Se ha presentado un me´todo sencillo, robusto y preciso, para el ca´lculo del mapa de
dislocacio´n de spots para un sensor Shack-Hartmann basado en la regularizacio´n
del algoritmo de flujo o´ptico que no requiere obtener previamente los centroides de
los mapas Hartmann. Este me´todo es capaz de medir en presencia de fuerte ruido,
iluminacio´n de fondo y modulacio´n de las sen˜ales de los spots, que son factores li-
mitantes en los algoritmos tradicionales de deteccio´n de centroides. Adicionalmen-
te, mapas de dislocacio´n pronunciados a trave´s del me´todo propuesto se pueden
desenvolver fa´cilmente si fuese necesario. El algoritmo se ha probado tanto con
simulaciones como con datos experimentales obteniendo resultados satisfactorios.
Bibliografı´a
[1] R. G. Lane and M. Tallon. Wave-front reconstruction using a shack-hartmann
sensor. Applied Optics, 31:6902, 1992.
[2] D. N. Neal, J. Copland, and D. Neal. Shack-hartmann wavefront sensor pre-
cision and accuracy. In Proceedings of SPIE, volume 4779, pages 148–160,
2002.
[3] M. Nicolle, T. Fusco, G. Rousset, and V. Michau. Improvement of shack-
hartmann wavefront sensor measurement for extreme adaptive optics. Optics
Letters, 29:2743, 2004.
[4] K. L. Baker and M. M. Moallem. Iteratively weighted centroiding for shack-
hartmann wavefront sensors. Optics Express, 15:5147, 2007.
133
BIBLIOGRAFI´A
[5] L. A. Poyneer, D. W. Palmer, K. N. LaFortune, and B. Bauman. Experimen-
tal results for correlation-based wavefront sensing. In Proceedings of SPIE,
volume 5894, page 58940N, 2005.
[6] C. Leroux and C. Dainty. Estimation of centroid positions with a matched-
filter algorithm: relevance for aberrometry of the eye. Optics Express, 18:
1197, 2010.
[7] J. Vargas, R. Restrepo, J. C. Estrada, C. O. S. Sorzano, Yong-Zhao Du, and
J. M. Carazo. Shack-hartmann centroid detection using the spiral phase trans-
form. Applied Optics, 51:7362, 2012.
[8] J. Pfund, N. Lindlein, and J. Schwider. Dynamic range expansion of a
shack–hartmann sensor by use of a modified unwrapping algorithm. Optics
Letters, 23:995, 1998.
[9] B. K. P. Horn and B. G. Schunck. Determining optical flow. Artificial Intelli-
gence, 17:185, 1981.
[10] J. Vargas, J. A. Quiroga, C. O. S. Sorzano, J. C. Estrada, and M. Servı´n. Mul-
tiplicative phase-shifting interferometry using optical flow. Applied Optics,
51:5903, 2012.
[11] J. Vargas, J. A. Quiroga, C. O. S. Sorzano, J. C. Estrada, and J. M. Cara-
zo. Two-step interferometry by a regularized optical flow algorithm. Optics
Letters, 36:3485, 2011.
[12] J. Y. Bouguet. Pyramidal implementation of the LK feature tracker. Technical
report, Intel Corporation, Microprocessor Research Labs, 1999.
[13] B. D. Lucas and T. Kanade. An iterative image registration technique with
an application to stereo vision. In Proceedings of Imaging Understanding
Workshop, page 121, 1981.
[14] T. Belenguer R. Restrepo, N. Uribe-Patarroyo. Improvement of the signal-
to-noise ratio in interferometry using multi-frame high-dynamic-range and
normalization algorithms. Optics Communications, 285:546, 2012.
134
BIBLIOGRAFI´A
[15] J. Vargas, L. Gonza´lez-Fernandez, J. Antonio Quiroga, and T. Belenguer.
Shack–hartmann centroid detection method based on high dynamic range
imaging and normalization techniques. Applied Optics, 49:2409, 2010.
[16] J. C. Estrada, J. Vargas, J. M. Flores-Moreno, and J. A. Quiroga. Windowed
phase unwrapping using a first-order dynamic system following iso-phase
contours. Applied Optics, 51:7549, 2012.
[17] M. A. Navarro, J. C. Estrada, M. Servin, J. A. Quiroga, and J. Vargas. Fast
two-dimensional simultaneous phase unwrapping and low-pass filtering. Op-
tics Express, 20:2556, 2012.
[18] J. Marzat, Y. Dumortier, , and A. Ducrot. Real-time dense and accurate para-
llel optical flow using cuda. In Proceedings WSCG2009, page 105, 2009.
[19] R. T. Frankot and R. Chellappa. A method for enforcing integrability in shape
from shading. IEEE PAMI, 10:439, 1988.
135

Como hemos visto, las ecuaciones de Maxwell predecı´an que la velo-
cidad de la luz debı´a ser la misma cualquiera que fuera la velocidad de
la fuente [...]. De ellos se desprende que si un pulso de luz es emitido
en un instante concreto en un punto particular del espacio conforme va
transcurriendo el tiempo se ira´ extendiendo como una esfera de luz cuyo





multiplano en un arreglo 4F
usando un SLM para
levantamiento de fase
En este Capı´tulo se muestran dos me´todos para el levantamiento de la fase
donde el objetivo de cada uno es diferente. El me´todo de diversidad de fase, es un
me´todo iterativo que emplea la luz incoherente cuando un objeto extendido esta´ ilu-
minado para recuperar las aberraciones del sistema, y el me´todo de recuperacio´n
de fase del campo complejo del objeto, empleando luz coherente, tiene como ob-
jetivo recuperar la fase del objeto visto desde el plano imagen. Los me´todos son
combinados de tal forma que se puedan discernir las aberraciones del sistema con
respecto a la fase del objeto. En el Capı´tulo primero se hace una introduccio´n sobre
los me´todos iterativos para recuperacio´n de fase, luego se hace un recorrido por la
teorı´a y finalmente se muestran resultados simulados y experimentales.
Palabras clave: diversidad de fase, me´todos iterativos de recuperacio´n de fase,
aberraciones o´pticas.
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8.1 Introduccio´n
Retomando las ideas principales de los Capı´tulos anteriores, en el Capı´tulo 2 se
propone un me´todo para recuperar el frente de onda en un sistema interferome´trico
convencional para caracterizar un elemento o´ptico birrefringente. En el Capı´tulo 3
y 5, se discute de la recuperacio´n del frente de onda producido por el cambio de
fase inducido por una deformacio´n meca´nica usando el me´todo interferome´trico
ESPI, haciendo imagen de la superficie deformada. En el Capı´tulo 4, se usa la
te´cnica ESPI con dos longitudes de onda, para recuperar el campo complejo de
un objeto en un sistema o´ptico formador de imagen, y en los Capı´tulos 6 y 7, se
proponen me´todos de reconstruccio´n del frente de onda para caracterizacio´n de las
aberraciones de sistemas o´pticos, usando el sensado Shack-Hartmann.
En resumen, esta tesis constribuye desde dos perspectivas diferentes, la primera
esta´ enmarcada en reconstruir el frente de onda producido por cambios de fase in-
ducidos por deformaciones meca´nicas, cambios en el ı´ndice de refraccio´n o cuando
el campo complejo de un objeto entrega informacio´n sobre el sistema o´ptico o so-
bre el objeto mismo. La segunda perspectiva se enmarca en reconstruir el frente de
onda tratado desde la teorı´a de las aberraciones o´pticas para caracterizar sistemas
o´pticos complejos.
En este u´ltimo Capı´tulo de la tesis, se hablara´ particularmente de dos me´todos
iterativos para el levantamiento de la fase, cada uno enmarcado en cada perspectiva
de la tesis, es decir, el primer me´todo se usara´ para caracterizar aberraciones o´pticas
en un sistema formador de imagen y el segundo me´todo, se usara´ para reconstruir
el campo complejo del objeto en un sistema formador de imagen.
Los me´todos de recuperacio´n de fase no interferome´tricos, han tenido muchas
aplicaciones cientı´ficas e ingenieriles, en a´reas tan diversas como; astronomı´a, mi-
croscopı´a, opto-meca´nica, entre otros [1–4]. Normalmente el frente de onda es me-
dido a trave´s de te´cnicas interferome´tricas convencionales o te´cnicas no directas,
como las hechas por sensores Shack-Hartmann o sensores de curvatura. Aunque,
las desventajas de los me´todos interferome´tricos con respecto a los no directos,
son la necesidad de un brazo de referencia y luz coherente. Recientemente, la in-
terferometrı´a ha logrado avances en direccio´n de eliminar el brazo de referencia,
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con me´todos novedosos como la interferometrı´a espiral [5]. Sin embargo, los me´to-
dos de recuperacio´n de fase no directa, ofrecen sistemas o´pticos simples e incluso
permiten trabajar con luz parcialmente coherente o perfectamente incoherente.
En 1972 Gerchgerg y Saxton (GS) [6] introdujeron un algoritmo para deter-
minar la funcio´n completa de onda, tanto amplitudes como fases, a partir de los
registros de intensidad en el plano imagen y en el difractado. Este me´todo tambie´n
fue usado en astronomı´a combinado con un sensor de curvatura [7], y ma´s recien-
temente para el estudio de aberraciones en el ojo humano [8]. Sin embargo, este es
un me´todo dependiente de la existencia de una relacio´n de transformada de Fourier
entre sus dos planos, imagen y difractado, y por tanto, se restringe a cierto grado
de coherencia espacial y/o temporal del campo. En 1992, se reporto´ en la literatura
una modificacio´n al algoritmo GS, en donde se introduce informacio´n de mu´ltiples
intensidades en una serie de planos desenfocados [9].
Sin embargo, los me´todos basados en GS de recuperacio´n de la fase, son de-
terminı´sticos y principalmente se encargan de resolver la ecuacio´n de transporte,
estos requieren varias aproximaciones y restricciones a priori [10]. Una alternati-
va de reconstruccio´n utilizando un solo haz con mu´ltiples registros de intensidad
(Single-beam multiple-intensity Reconstruction - SBMIR) medidos en un volumen
de un campo Speckle, usando la ecuacio´n de propagacio´n de onda, fue planteado
en 2005 [11, 12] y con e´ste las restricciones a priori pudieron ser relajadas. Estos
registros de intensidad son obtenidos desplazando una CCD sobre el eje de pro-
pagacio´n, y adquirie´ndolos en diferentes planos, luego, usando la aproximacio´n de
Rayleigh-Sommerfeld la amplitud compleja es recuperada. Este proceso de multi-
plicar la distribucio´n de intensidades medidas, con la fase en cada plano, seguido
por la intensidad de la onda, es repetido hasta alcanzar una calidad en la imagen
reconstruida en el plano objeto, con cambios muy pequen˜os con respecto a una
funcio´n de error especı´fica. La solucio´n nume´rica de la primera aproximacio´n de la
integral de Rayleigh-Sommerfeld, da resultados muy parecidos al me´todo de des-
composicio´n espectral angular (Angular Spectrum Descomposition - ASD) usado
habitualmente en todos estos algoritmos de recuperacio´n de fase del objeto, por su
ra´pida convergencia [13, 14].
El algoritmo SBMIR ha sido mejorado para hacerlo de ra´pida convergencia [15],
incluso afrontado desde el punto de vista de la optimizacio´n [16], y usado en di-
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ferentes aplicaciones [2, 17, 18]. Sin embargo, los movimientos de la CCD repre-
sentan un problema importante debido a las posibles desalineaciones meca´nicas,
pero con la aparicio´n de los SLMs en un arreglo 4F, este problema se puede evitar.
El modulador se ubica en el plano de Fourier y en e´l es proyectada una funcio´n de
transferencia de propagacio´n variable para cada intensidad registrada [19], emulan-
do los desplazamientos paralelos de la CCD. Ma´s recientemente, en un sistema 4F
y vı´a un modulador espacial de luz, un algoritmo iterativo utilizando ma´scaras de
fase aleatorias fue desarrollado con las ventajas propias del compressed sensing y
comparado con el SBMIR [20].
Los algoritmos descritos hasta ahora necesitan de un grado muy alto de cohe-
rencia espacial y temporal, y el objetivo principal de estos algoritmos es recuperar
el campo complejo de un objeto extendido asumiendo muy bajas aberraciones en
el sistema formador de imagen [20]. En astronomı´a, el algoritmo basado en GS ha
sido usado para caracterizacio´n de aberraciones o´pticas usando como objeto una
estrella, la cual es un objeto puntual y tiene coherencia espacial [7, 10].
Otro me´todo de recuperacio´n de fase ampliamente conocido en astronomı´a
y especı´ficamente en fı´sica solar, llamado diversidad de fase (Phase Diversity -
PD) [1, 21], fue propuesto por primera vez por Gonsalves y Childlaw [22], el cual
infiere las aberraciones de fase trabajando con ima´genes de objetos incoherentes
extendidos formados a trave´s de un sistema o´ptico formador de imagen [23]. La
te´cnica convencional de PD para restauracio´n de ima´genes, requiere el uso de al
menos dos ima´genes del objeto que se quiere reconstruir, una de ellas esta´ aberrada
por el sistema o´ptico, y e´sta aberracio´n es desconocida. La otra imagen, es tomada
de manera simulta´nea con la primera, pero tiene adema´s una aberracio´n conocida,
intencionalmente inducida [24]. Esta te´cnica no solo ha sido usada en astronomı´a,
recientemente la literatura reporta usos en el a´rea de la microscopı´a [25] y la o´ptica
cua´ntica [26, 27].
El objetivo principal del me´todo de PD es recuperar las aberraciones del sis-
tema y con e´stas en un paso posterior de procesamiento de ima´genes restaurar las
ima´genes adquiridas hasta el lı´mite de difraccio´n [1].
El objetivo del me´todo PD es diferente al objetivo de los me´todos basados en
GS y en SBMIR. Sin embargo, ambos me´todos son problemas inversos, es decir,
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que algunos para´metros deben ser obtenidos a partir de datos provenientes de la ob-
servacio´n. En el caso de estos me´todos, son medidas de intensidad registradas por
un detector. Los me´todos basados en GS, usados para caracterizacio´n de aberracio-
nes son poco eficientes comparados con el me´todo de PD [10, 28]. Adicionalmente
el me´todo de PD podrı´a ser usado con luz parcialmente coherente para recuperar
tanto las aberraciones del sistema como el campo complejo del objeto.
Este Capı´tulo se centra en combinar las te´cnicas de PD en un montaje 4F con
luz cuasi-monocroma´tica, usando un SLM en el plano de Fourier. En e´ste sera´n
proyectadas las ma´scaras de diversidad de fase, las cuales son una funcio´n de trans-
mitancia de cara´cter esfe´rico, con el fin de recuperar y compensar las aberraciones
del sistema, para luego, usar los algoritmos basados en GS y SBMIR, y recuperar
el campo complejo del objeto una vez e´ste es iluminado con luz coherente.
Este Capı´tulo esta´ estructurado de la siguiente manera. En la Seccio´n 8.2 se
hara´ un desarrollo del formalismo matema´tico, en la Seccio´n 8.3 se hace mencio´n
a algunas consideraciones sobre el montaje o´ptico, en la Seccio´n 8.4 se muestran
los resultados obtenidos con el me´todo, y finalmente en la Seccio´n 8.5 se presentan
las conclusiones.
8.2 Formalismo Matema´tico para sistemas formado-
res de imagen en luz coherente y en luz incoherente
La amplitud compleja en el plano de salida donde se forma la imagen, puede ser
descrita como la convolucio´n entre la funcio´n de dispersio´n de amplitud (funcio´n
impulso coherente) y el campo complejo en el plano del objeto, esto es cierto si la
luz de iluminacio´n es coherente donde los sistemas formadores de ima´genes son
lineales en su campo o´ptico [29]. La relacio´n objeto-imagen, se describe en la Eq.
8.1. La integral puede ser re-escrita en te´rminos del sı´mbolo 
, que representa la




h(u  ; v   )Uo(; )dd; (8.1)
Ui(u; v) = h(u; v)
 Uo(u; v); (8.2)
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con Ui(u; v) como la amplitud compleja en el plano imagen, Uo(u; v) como la
amplitud compleja del objeto y h(u; v) corresponde a la funcio´n respuesta al impul-
so o tambie´n llamada funcio´n de dispersio´n de amplitud. Se asume que el sistema
formador de imagen tiene una magnificacio´n unitaria, de acuerdo con esto solo se
requiere hacer un escalado de las coordenadas del objeto y de las coordenadas de
la funcio´n respuesta al impulso [14, 29, 30]. La funcio´n de dispersio´n de amplitud,











donde  es la longitud de onda, zi es la distancia imagen desde la pupila y
P(x; y) representa la funcio´n pupila generalizada, e´sta u´ltima esta´ definida por la
Eq. 8.4,
P(x; y) = P (x; y)ei(x;y): (8.4)
Si la luz de iluminacio´n del objeto es coherente, la intensidad registrada en el
plano imagen puede ser escrita como el mo´dulo cuadrado de Ui(u; v), como se
observa en la Eq. 8.5,
Ii(u; v) =
ZZ 1 1 h(u  ; v   )Uo(; )dd
2 ; (8.5)
Si la luz de iluminacio´n del objeto es perfectamente incoherente, el sistema
formador de ima´genes es lineal en intensidad y no en amplitud [14, 29], de tal
forma que la intensidad en el plano imagen puede ser escrita en te´rminos de la
funcio´n convolucio´n, entre el mo´dulo cuadrado de la funcio´n respuesta al impulso
y la imagen ideal del objeto, como se presenta en la Eq. 8.6. De la misma forma
como para el caso de luz coherente, la Eq. 8.6 puede escribirse nuevamente en
te´rminos del operador 




jh(u  ; v   )j2 I(; )dd; (8.6)
Ii(u; v) = jh(u; v)j2 
 I(u; v): (8.7)
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La funcio´n de transferencia de amplitud H(fx; fy), es el espectro de Fourier
de la funcio´n respuesta al impulso, como se muestra en la Eq. 8.8, donde Ff.g,
representa el operador de la transformada de Fourier,
H(fx; fy) = Ffh(u; v)g: (8.8)
Observando la Eq. 8.3, puede concluirse que h(u; v) es la transformada de Fou-
rier de la pupila generalizada (P(x; y)) con un factor de escala. Si reemplazamos
h(u; v) en la Eq. 8.8, se obtiene la Eq. 8.9 para la funcio´n de transferencia de am-
plitud H(fx; fy), en e´sta puede verse que hay dos transformadas de Fourier sobre
la funcio´n pupila generalizada [29]. Resolviendo los operadores, H(fx; fy) es pre-
cisamente la funcio´n pupila generalizada con un factor de re-escalado (zi), lo que
nos lleva a la Eq. 8.10,




FfP(x; y)gfx= uzi ;fy= vzi
)
; (8.9)
H(fx; fy) = ziP( zifx; zify): (8.10)
Aplicando el teorema de la convolucio´n para luz coherente, es claro que el
espectro de Fourier para la funcio´n respuesta al impulso modula el espectro del
objeto, esto significa que el espectro de frecuencias del objeto es transferido con
la funcio´n H(fx; fy) a trave´s del sistema o´ptico, lo cual produce una imagen di-
fractada [14, 30]. Matema´ticamente esto es expresado como se muestra en la Eq.
8.11,
FfUi(u; v)g = H(fx; fy)FfUo(u; v)g: (8.11)
De la misma forma que para el caso de luz coherente, y usando de nuevo el
teorema de la convolucio´n; para luz incoherente la transformada de Fourier del
mo´dulo cuadrado de la funcio´n respuesta al impulso, modula la imagen ideal del
objeto produciendo una imagen difractada, como se muestra en la Eq. 8.12. El
modulo cuadrado de la funcio´n respuesta al impulso es conocido como la funcio´n
de dispersio´n de punto (PSF),
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FfIi(u; v)g = Ffjh(u; v)j2gFfIo(u; v)g: (8.12)
La funcio´n filtro para luz incoherente que se observa en la Eq. 8.12 es llamada




 1 jh(u; v)j2 dudv
: (8.13)
La Eq. 8.13 puede relacionarse con la funcio´n pupila aplicando el teorema de la
autocorrelacio´n y el teorema de Parseval [14, 31]. Si escribimos la OTF (H(fx; fy))
en te´rminos de la funcio´n de transferencia de amplitud (H(fx; fy)), la ecuacio´n luce




(p  fx; q   fy)H(p; q)dpdqRR1
 1 jH(p; q)j2 dpdq
; (8.14)




(x  zifx; y   zifx)P(x; y)dxdyRR1
 1 jP(x; y)j2 dxdy
; (8.15)
donde finalmente el numerador de la Eq. 8.15 es la definicio´n de la funcio´n
correlacio´n, en este caso como es consigo misma, se denomina funcio´n autoco-
rrelacio´n. Si escribimos la Eq. 8.15 en te´rminos del operador autocorrelacio´n (?),
obtenemos la Eq. 8.16, donde adema´s se definen las coordenadas (x; y),
H(fx; fy) =
P(x; y) ? P(x; y)RR1




La Eq. 8.16 se puede interpretar desde el punto de vista geome´trico, donde el
numerador es el a´rea de solapamiento de las dos funciones pupila desplazadas, y el
denominador simplemente normaliza el a´rea de solapamiento por el a´rea total de la
pupila.
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8.2.1 Diversidad de Fase - Phase Diversity
El objetivo del me´todo de diversidad de fase es identificar conjuntamente el objeto
y las aberraciones de un sistema formador de imagen incoherente, a trave´s de co-
lectar cambios de fase conocidos como diversidades de fase [24]. Este me´todo usa
las te´cnicas de optimizacio´n para conseguir tanto el objeto como las aberraciones
variando la fase que esta´ a su vez parametrizada. Usualmente la fase se parametriza
usando los polinomios de Zernike, tal y como es mostrado en la Eq. 8.17, donde
j es el nu´mero de coeficientes, aj es el peso que se le asigna a cada polinomio
Zj ,  y  corresponden a las coordenadas radial y azimutal, respectivamente. La
descripcio´n de los polinomios de Zernike puede encontrarse en el Anexo D,




Si definimos una pupila generalizada como la descrita en la Eq. 8.4, para cada
diversidad de fase introducida k(x; y), se tendra´ la Eq. 8.18. No´tese que ha habido
un cambio de coordenadas en la fase,
Pk(x; y) = Pk(x; y)e
i[(x;y)+k(x;y)]: (8.18)
La luz de iluminacio´n del objeto es cuasi-monocroma´tica, para los efectos del
me´todo de diversidad de fase, se considerara´ como totalmente incoherente, debido
a que no hay coherencia espacial, de tal forma que las funciones de intere´s son la
OTF, como se muestra en la Eq.8.16, y la funcio´n PSF. Ası´ que si se reescribe la
PSF como se muestra en la Eq. 8.19,
sk(u; v) = jhk(u; v)j2 ; (8.19)
y teniendo en cuenta que hk(u; v) puede escribirse en te´rminos de una transfor-












lo que se obtiene finalmente es la Eq. 8.13, donde la OTF Hk(fx; fy) para ca-
da diversidad de fase tiene asociada una PSF sk(u; v), a trave´s de la transformada
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de Fourier. De aquı´ en adelante se renombrara´ la OTF como Sk. Para el conjun-
to de PSFs sk(u; v), existe un conjunto de ima´genes de dk(u; v), y son estos dos
conjuntos usados en una funcio´n objetivo a minimizar la cual retornara´ el objeto
recuperado y la fase del sistema. El objeto recuperado al tratarse de luz incoherente
no contiene informacio´n de fase, este asunto se retomara´ en la Seccio´n 8.2.2. En
el caso de ruido gaussiano, Paxman et al. [24] proponen una funcio´n objetivo a








[dk(u; v)  f(u; v)
 sk(u; v)]2: (8.21)
La funcio´n objetivo L(f; ~a) es una funcio´n de minimizacio´n que variando el
conjunto de los pesos de la fase ~a, se puede recuperar tanto la fase del sistema co-
mo el objeto f(u; v) una vez se alcanza el mı´nimo. Recordemos que sk depende del
conjunto de pesos ~a. dk(u; v) corresponde al nu´mero total de observaciones para
cada diversidad de fase k. Como se observa en la Eq. 8.21 existe una convolu-
cio´n, la cual puede ser expresada en te´rminos de transformadas de fourier, como
se muestra en la Eq. 8.22, donde Dk(fx; fy) y F (fx; fy) son las transformadas de










jDk(fx; fy)  F (fx; fy)Sk(fx; fy)j2 : (8.22)
En la Eq. 8.23 se presenta una expresio´n para FM(fx; fy) que minimiza a
L(f; ~a), e´sta es una funcio´n objetivo generalizada por Gonsalves [23] para un
nu´mero arbitrarioK de diversidad de medidas. La derivada de L(f; ~a) con respecto
a la parte imaginaria y real de FM(fx; fy) deben ser iguales a cero. La derivacio´n











jSl(fx; fy)j2 8fx; fy 6= 0
F M ( fx; fy) fx; fy = 0:
(8.23)
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La funcio´n objetivo final a minimizar LM(~a), no depende del objeto sino u´ni-
camente de la variacio´n de las aberraciones del sistema, esto puede verse en la Eq.





















El me´todo de diversidad de fase principalmente esta´ orientado a la restauracio´n
de ima´genes, por tanto el objetivo principal del me´todo es recuperar las aberracio-
nes del sistema, y posteriormente, a trave´s de procesamiento de ima´genes tener la
resolucio´n al lı´mite de difraccio´n del objeto observado. Este me´todo es comunmen-
te usado en fı´sica solar para identificar nuevas estructuras en el Sol [1].
8.2.2 Me´todo de recuperacio´n de fase del objeto en un sistema 4F
- Phase Retrieval
La funcio´n principal de los me´todos de phase retrieval es la recuperacio´n de fase
del objeto, en este caso, las lentes usadas en el arreglo experimental con longitud
focal fo, y dispuestas en la configuracio´n 4F (ver Fig. 8.1(a)), proporcionan una
propagacio´n precisa del campo de onda asociado al objeto Uo(; ) para un plano
paralelo a e´ste, que corresponde al plano imagen [13]. Consideremos un camino
o´ptico ideal sin distorsiones o aberraciones. En este caso se puede demostrar que el
campo de onda en el plano de Fourier se comporta de acuerdo a la Eq. 8.25, donde






Dependiendo de las ma´scaras o´pticas SLMl(x; y) usadas, pueden generarse va-
rias distribuciones de campo de onda fUi(u; v)gl en el plano del sensor, correspon-
dientes a diferentes valores complejos de tramitancia. Tomando en cuenta que las
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transformadas de Fourier esta´n dadas en una escala de coordenadas espaciales, la
ma´scara de propagacio´n usando el me´todo ASD para varias distancias zl del campo
de onda, esta´ dada por la Eq. 8.26,










donde l = 1; :::K. Si la ma´scara o´ptica insertada en el plano de Fourier tiene
un valor complejo de tramitancia SLMl(x; y), entonces la salida del sistema o´ptico
se define de acuerdo a la Eq. 8.27,
fUi(u; v)gl = e
i2kfo
ifo




Con las observaciones en el plano imagen del objeto una vez se han aplicado
las ma´scaras de tramitancia en el SLM, podemos aplicar el algoritmo propuesto por
Katkovnik y Astola [20], el cual es un problema inverso, donde la fase del objeto
sera´ obtenida a partir de los datos provenientes de las observaciones. Este es un
algoritmo iterativo de optimizacio´n donde la funcio´n objetivo de minimizacio´n esta
compuesta de dos partes, la primera parte de la funcio´n objetivo minimiza respecto
a la matriz de observaciones en el plano imagen. Esta definicio´n es ba´sicamente la
de los algoritmos SBMIR [19, 20], y la segunda parte minimiza respecto al campo
complejo del objeto, como puede verse en la Eq. 8.28,
























fUi(u; v)gl   F 1fuo(x; y)  SLMl(x; y)g2 :
(8.28)
Las entradas del algoritmo son las observaciones, las ma´scaras introducidas
en el SLM y una semilla que corresponde a un valor inicial del campo complejo
del objeto. En la primera parte de la minimizacio´n se desea estimar fUi(u; v)gt+1l
respecto a fUi(u; v)gtl , es decir, respecto a una iteracio´n anterior. Son usados los
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valores de las observaciones Ol(u; v) y las predicciones para fUi(u; v)gtl definidas
como fzo(u; v)gtl = F 1fSLMl(x; y)  fuo(x; y)gtg, como se observa en la Eq. 8.29,
fUi(u; v)gt+1l =
fzo(u; v)gtl fjUi(u; v)j2gtl  Ol(u; v)  l2l + 1 ; (8.29)
donde Ol(u; v) es igual a fjUi(u; v)j2gl ma´s un ruido gaussiano 2l , l y o son
valores de penalizacio´n sobre las minimizaciones y t es el nu´mero de iteraciones.














donde se estima el espectro del campo complejo del objeto fuo(x; y)gt+1, res-
pecto al espectro del campo complejo en el plano imagen fui(x; y)gt+1l y al es-
pectro del campo complejo del objeto en una iteracio´n anterior fuo(x; y)gt. La
derivacio´n completa del algoritmo de minimizacio´n puede encontrarse en [20].
8.3 Consideraciones sobre el montaje o´ptico para el
uso del algoritmo de diversidad de fase (luz incohe-
rente)
Usando el software comercial Zemax R, se evaluo´ el sistema o´ptico 4F propuesto,
donde el SLM esta´ ubicado en el plano de Fourier, esto puede verse en la Fig.
8.1(a). Las lentes usadas son comerciales producidas por el fabricante Newport
de referencia PAC052, e´stas son dobletes acroma´ticos plano-convexos de dia´metro
de 25:4mm y de focal efectiva (EFL) 100mm. El vidrio de la primera parte del
doblete es N-BK7 y la segunda es N-SF5. El objeto usado para caracterizar de
manera simulada el montaje experimental, es bidimensional y es una funcio´n de
tramitancia, representada con letra F y mostrada en la Fig. 8.1(b). La longitud de
onda escogida para la simulacio´n fue de 632:8nm.
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Figura 8.1: (a) Arreglo experimental para tres diferentes campos del objeto. (b) Ima-
gen del objeto limitada por difraccio´n.
En la posicio´n donde esta´ ubicado el SLM, se introducen aberracciones de des-
enfoque usando la funcio´n propia de Zemax R para la simulacio´n de los polinomios
de Zernike, esta funcio´n lleva la notacio´n de Noll [32] de un solo ı´ndice, que para
este caso es el polinomio 4. Para una longitud de onda de aberracio´n, la ma´scara
proyectada sobre el modulador en rad es mostrada en la Fig. 8.2.
Los desenfoques que sera´n usados en los montajes experimentales, tanto para
el me´todo de diversidad de fase como para el me´todo de recuperacio´n de fase del












Figura 8.2: Aberracio´n de desenfoque de una longitud de onda en el SLM, las unida-
des esta´n en ciclos de 2rad.
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Campo 0.0 - 2.0 mmLímite de Difracción
Campo 0.0 - 0.0 mm
Campo 0.0 - 2.0 mm
Frecuencia Espacial 
(c)
Figura 8.3: MTF del sistema (a) Inicial sin aberracio´n. (b) Con aberracio´n de 1 lon-
gitud de onda. (c) MTF recuperada desplazando la CCD.
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La Fig. 8.3(a) muestra la calidad del sistema o´ptico a trave´s de la MTF, como
puede verse es muy cercana al lı´mite de difraccio´n, lo que indica que las abe-
rraciones producidas por el sistema o´ptico son bajas. Sin embargo en un sistema
experimental, las aberraciones podrı´an no ser tan bajas debido a desalineaciones en
el sistema, a deformaciones en la superficie del modulador o a las lentes mismas.
Una vez introducida una aberracio´n de desenfoque de una longitud de onda en
el plano de Fourier, usando el polinomio 4 mencionado anteriormente, se aprecia
una caı´da dra´stica de la funcio´n MTF como se muestra en la Fig. 8.3(b). Usando
la funcio´n de optimizacio´n de Zemax R, y dejando como para´metro libre la posi-
cio´n de la CCD (plano imagen), puede verse que un pequen˜o desplazamiento de
la CCD recupera de manera muy satisfactoria la calidad o´ptica del sistema, como
puede observarse en la Fig. 8.3(c), donde se recupera la MTF antes de haber sido
introducida la aberracio´n.
Tres ima´genes del objeto, con diferentes aberraciones introducidas en el SLM,
de una, dos y cuatro longitudes de onda de aberracio´n, pueden verse en la Fig. 8.4.
En la Tabla 8.1, se muestran diferentes valores obtenidos de los movimientos de la
CCD para poder recuperar la MTF inicial, una vez se van introduciendo aberracio-
nes de desenfoque de diferente valor. Cuando el valor de aberracio´n es mayor a seis
longitudes de onda, la MTF del sistema o´ptico inicial ya no puede ser recuperada
satisfactoriamente. De acuerdo a la Tabla, se observa que el z incremental con
respecto al desenfoque introducido en el SLM, corresponde a una funcio´n lineal.
(a) (b) (c)
Figura 8.4: Imagen aberrada con (a) 1 longitud de onda. (b) 2 longitudes de onda. (c)
4 longitudes de onda de desenfoque.
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Desenfoque SLM z CCD z acumulado z nominal CCD
(longitudes de onda) (mm) (mm) (mm)
0 0 0 96.355
1 1.594 1.594 97.949
2 1.594 3.188 99.543
3 1.594 4.781 101.136
4 1.593 6.375 102.729
5 1.593 7.968 104.323
6 1.593 9.560 105.915
Tabla 8.1: Comparacio´n desenfoque en el plano de Fourier con respecto a los despla-
zamientos de la CCD (plano imagen).
8.4 Resultados
En esta Seccio´n se presentan resultados simulados y experimentales. Con los re-
sultados obtenidos a trave´s de simulaciones se hace un ana´lisis de la metodologı´a
propuesta, utilizando el me´todo de diversidad de fase para caracterizar las aberra-
ciones del sistema, y se utiliza el me´todo de recuperacio´n de fase del campo com-
plejo del objeto, para determinar la fase de e´ste. Sin embargo, el campo complejo
del objeto estara´ aberrado, ası´ que un u´ltimo paso es necesario para compensar las
aberraciones del sistema y determinar el campo complejo del objeto u´nicamente.
8.4.1 Simulaciones
8.4.1.1 Campo complejo del objeto y sistema o´ptico
El objetivo de las simulaciones es comprobar como funciona el me´todo antes de
implementarlo en una aplicacio´n experimental, es decir, se generara´ un objeto com-
plejo, al cual se le hara´ imagen en un plano paralelo siguiendo la estructura de un
sistema o´ptico 4F como fue presentado en la Seccio´n 8.3. En el plano paralelo so-
lo se detectan intensidades, y su distribucio´n depende de la fuente de iluminacio´n
utilizada. Asumiendo una fuente de luz cuasi-monocroma´tica y de baja coherencia
espacial (luz incoherente), se ilumina el objeto siguiendo el desarrollo matema´tico
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explicado en la Seccio´n 8.2, y luego utilizando el me´todo de diversidad de fase (ver
























Figura 8.5: Campo complejo del objeto simulado. (a) Amplitud (los valores de ampli-
tud corresponden de izquierda a derecha a: 1 ; 0.667 y 0.333). (b) Fase (los valores de
fase corresponden de izquierda a derecha a: 1.15 rad, 2.7 rad y -2 rad).
Una vez recuperadas las aberraciones, y asumiendo una distribucio´n de inten-
sidades en el plano imagen con iluminacio´n coherente (ver Seccio´n 8.2), se utiliza
el me´todo de recuperacio´n de fase propuesto en la Seccio´n 8.2.2, para recuperar la
fase del objeto. La fase del sistema o´ptico recuperada anteriormente es una entrada
para este algoritmo.
En la Fig. 8.5 se muestra un objeto simulado donde la amplitud normalizada
corresponde a tres barras con diferente valor de tramitancia (Fig. 8.5(a)), los valores
de izquierda a derecha son: 1; 0.667 y 0.333. La fase corresponde a tres barras cada
una con diferente valor de fase (Fig. 8.5(b)), los valores de fase fueron tomados de
forma arbitraria y corresponden de izquierda a derecha a: 1.15 rad, 2.7 rad y -2
rad.
Si el objeto es visto a trave´s de un sistema o´ptico sin aberraciones, es decir
que la pupila generalizada tiene un valor unidad de tramitancia constante en la
amplitud, y el frente de onda es plano con valor de fase cero, la amplitud del objeto
tiene una pe´rdida de intensidad, y en la fase del mismo se aprecian las estructuras
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propias de la difraccio´n, que en nuestro caso se ve amplificada por la baja apertura














Figura 8.6: Objeto visto desde el plano Imagen con un sistema o´ptico sin aberracio-
nes. (a) Amplitud normalizada. (b) Fase modulo 2. (c) Amplitud de la pupila genera-
lizada.
Por otro lado, si se introduce una aberracio´n al sistema a trave´s de una pupila
generalizada como se describio´ en la Seccio´n 8.2, tanto la amplitud y la fase del
objeto se deforman. Un ejemplo de esto puede verse en la Fig. 8.7. Los pesos que
componen la aberracio´n usando los polinomios de Zernike son: [0 0 0 0 0.3 -0.7









Figura 8.7: Objeto visto desde el plano Imagen con un sistema o´ptico con aberracio-
nes. (a) Amplitud normalizada. (b) Fase modulo 2. (c) Pupila generalizada (frente de
onda en radianes).
En la Tabla 8.2 se compara el mo´dulo cuadrado del campo complejo del obje-
to, es decir, la distribucio´n de intensidades normalizadas para los dos tipos de luz,
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cuando el sistema esta´ sin aberrar y cuando el sistema esta´ aberrado. Adicionalmen-
te se muestra la distribucio´n de intensidades en escala logarı´tmica, para facilitar la
visualizacio´n de los efectos de los sistemas o´pticos sobre las ima´genes producidas.





Tabla 8.2: Comparacio´n de la distribucio´n de intensidad en el plano imagen del objeto
con y sin aberraciones, para luz coherente e incoherente. Imagenes normalizadas.
8.4.1.2 Me´todo de diversidad de fase
Si el sistema aberrado e iluminado con luz incoherente produce una imagen como
la mostrada en la Tabla 8.2, y adicionalmente se le introducen desenfoques como
se explico´ en la Seccio´n 8.3 y se aplica el me´todo de diversidad de fase, usando
8 desenfoques de 0.25 cada uno, se recupera la intensidad del objeto sin aberra-
ciones en el plano imagen y las aberraciones del sistema como se muestra en la
Fig. 8.8. El error RMSE en la recuperacio´n fue de 0.0102, comparado con los pe-
sos inducidos. Los pesos recuperados son: [0.0000 0.0026 -0.0134 -0.0177 0.3213
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-0.6989 -0.8130 0.4994 -0.0016 -0.2686 0.0001 -0.0005 0.0007 0.0085 -0.0007], y









Figura 8.8: Recuperacio´n usando el me´todo de diversidad de fase. (a) Intensidad
normalizada del objeto en el plano imagen. (b) Aberraciones del sistema (radianes).
8.4.1.3 Me´todo de recuperacio´n de fase del objeto
Usando el me´todo de recuperacio´n de fase del campo complejo del objeto descrito
en la Seccio´n 8.2.2, con los mismos desenfoques empleados por el me´todo de diver-
sidad de fase, la amplitud del objeto sin el efecto de las aberraciones se comporta
como se presenta en la Fig. 8.9(a) y la fase como se muestra en la Fig. 8.9(b).
(a) (b)
Figura 8.9: Campo complejo del objeto recuperado visto desde el plano imagen,
usando el me´todo de recuperacio´n de fase descrito. (a) Amplitud normalizada. (b)
Fase modulo 2.
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Por otro lado, el campo complejo del objeto recuperado con el efecto de las
aberraciones del sistema o´ptico puede observarse en la Fig. 8.10.
(a) (b)
Figura 8.10: Campo complejo del objeto recuperado con el sistema o´ptico aberrado
visto desde el plano imagen, usando el me´todo de recuperacio´n de fase descrito. (a)
Amplitud normalizada. (b) Fase modulo 2.
(a) (b)
Figura 8.11: Campo complejo del objeto recuperado con las aberraciones del sistema
compensadas. (a) Amplitud normalizada. (b) Fase modulo 2.
La fase del campo complejo del objeto en el sistema aberrado esta´ en combi-
nacio´n con las aberraciones de e´ste, por tanto, estas pueden ser compensadas para
obtener solo la fase del campo complejo del objeto. En un sistema 4F esto resulta
ser fa´cil debido a que la pupila generalizada coincide con un plano de Fourier (ver
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Seccio´n 8.3). Es decir, que la transformada inversa de Fourier de el campo com-
plejo del objeto visto desde el plano imagen, es restado al negativo de la pupila
generalizada aberrada, y de esta forma al hacer una nueva transformada de Fourier
se tiene el campo comlejo visto desde el plano imagen con las aberraciones com-
pensadas. Esto puede deducirse de la Eq. 8.27, y el efecto puede observarse en la
Fig. 8.11.























Campo Complejo Imagen Recuperado
(Sistema Aberrado y compensado)
Tabla 8.3: Comparacio´n de errores.
Los resultados sobre el me´todo para recuperar el campo complejo del objeto
se resumen en la Tabla 8.3, donde se muestra una comparacio´n con los diferentes
errores RMSE. Puede verse de la tercera fila, la comparacio´n entre el campo com-
plejo del objeto y e´ste recuperado en un sistema o´ptico sin aberraciones, y de la
de la u´ltima fila de la Tabla, la comparacio´n entre el campo complejo del objeto
y e´ste recuperado y compensado, donde los valores RMSE son del mismo orden,
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mostrando la eficacia del me´todo. De la fila uno, la comparacio´n entre el campo
complejo del objeto visto en el plano objeto y en el plano imagen, tiene un error
de un orden mayor al resto, debido a que la fase fuera de la regio´n de intere´s, se
comporta como ruido y hace incrementar el valor RMSE.
8.4.2 Resultados experimentales
El arreglo experimental sigue la configuracio´n de la Fig. 8.1(a), el diafragma de
apertura esta´ ubicado en la posicio´n del modulador, los elementos usados en el
montaje fueron: un LED ultrabrillante comercial y un filtro pasabanda interferen-
cial comercial Newport de referencia 10BPF10-630, centrado en 630 2nm y con
un ancho de banda de 10 2nm siguiendo el criterio FWHM (Full Width at Half
Maximum), lo que producı´a luz cuasi-monocroma´tica. Esta es la iluminacio´n utili-
zada en el me´todo de diversidad de fase, para la recuperacio´n de las aberraciones
del sistema. Tambie´n fue usado un la´ser de He-Ne de 632 nm para iluminar el ob-
jeto, esta iluminacio´n es la usada en el me´todo de recuperacio´n de fase del campo
complejo del objeto. El objeto a estudiar es la moneda francesa de Euro, mostrada
en la Fig. 8.12.
Figura 8.12: Moneda de 20 Centavos de Euro - (Francia 1999).
El objeto iluminado con ambas fuentes es mostrado en la Fig. 8.13. No´tese
el efecto del Speckle en el objeto cuando es iluminado con luz coherente, com-




















Figura 8.13: Objeto iluminado con: (a) Luz incoherente y (b) Luz coherente.
En el experimento, tanto para el uso del me´todo de diversidad de fase como para
el me´todo de recuperacio´n del campo complejo del objeto, se usaron 8 desenfoques
de 0.25 siguiendo la metodologı´a implementada en la simulacio´n.
La Fig. 8.14(a) muestra la intensidad recuperada en el plano imagen usando el
me´todo de diversidad de fase, la nitidez de la imagen, por tanto su calidad, es lige-
ramente mejor desde un punto de vista cualitativo a la imagen original de entrada
(ver Fig. 8.13(b)). La Fig. 8.14(b) muestra las aberraciones del sistema en radianes,



















Figura 8.14: Uso del me´todo de diversidad de fase para la recuperacio´n de (a) Inten-
sidad en el plano imagen y (b) Aberraciones del sistema (radianes).
Aplicando el me´todo de recuperacio´n de fase del campo complejo del objeto se
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obtiene tanto la amplitud como la fase, en un siguiente paso se hace la compensa-
cio´n de la aberraciones como se explico´ en la Seccio´n 8.4.1.3. La Fig. 8.15 muestra
la amplitud y la fase con y sin compensacio´n de aberraciones.
(a) (b)
(c) (d)
Figura 8.15: Recuperacio´n del campo complejo del objeto sin compensar aberracio-
nes. (a) Amplitud normalizada. (b) Fase mo´dulo 2. Recuperacio´n del campo comple-
jo del objeto compensando aberraciones. (c) Amplitud normalizada. (d) Fase mo´dulo
2.
No´tese de la Fig. 8.15(b) y la Fig. 8.15(d) que la fase tiene adema´s de la altura
propia del sı´mbolo de la moneda, una estructura en el fondo de franjas curvadas,
esta estructura se debe a la forma en que estas se fabrican, ya que sufren una defor-
macio´n en el proceso de troquelado. Por tanto, esta curvatura tambie´n hace parte
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del campo complejo del objeto y no a desalineciones o aberraciones del sistema
o´ptico. Adicionalmente, si se comparan las amplitudes y las fases en la Fig. 8.15
entre sı´, visualmente no se aprecian diferencias una vez se han compensado las abe-
rraciones. Sin embargo, si las fases son desenvueltas se aprecia una mejor calidad























Figura 8.16: Fases desenvueltas en radianes. (a) Sin compensacio´n de aberraciones.
(b) Con compensacio´n de aberraciones.
La altura de la moneda fue medida con un microscopio confocal y el prome-
dio de altura del sı´mbolo de la moneda a la parte semiplana de e´sta es de 40m
aproxima´damente. Con el me´todo descrito, el promedio de altura en radianes es de
28 rad aproxima´damente, lo cual equivale a 2.8m con el uso de la longitud de
onda de trabajo de 632.8nm. El orden de magnitud de diferencia se debe a que el
algoritmo fue modificado usando una longitud de onda arbitraria de 10m. Esta
modificacio´n fue realizada debido a que si los algoritmos se usaban con la longitud
de onda de trabajo, el elevado nu´mero de ciclos 2 hacı´a que la fase mo´dulo 2
pasara el criterio de Nyquist-Shannon, es decir, no estaban bien muestreados los
cambios de fase entre - y , y por tanto, el algoritmo de recuperacio´n del campo
complejo del objeto no convergı´a. Si se reescala los 28 rad con la longitud de onda
arbitraria, se obtiene 44.6m de altura, que coincide en magnitud con los resultados
obtenidos con el microscopio confocal.
163
BIBLIOGRAFI´A
En resumen, la convergencia del me´todo depende principalmente de tres fac-
tores; la profundidad de los objetos, la longitud de onda de trabajo y garantizar la
congruencia entre la apertura en el montaje experimental y la construccio´n de la
pupila generalizada en ambos me´todos iterativos.
8.5 Conclusiones
El me´todo de diversidad de fase y el me´todo de recuperacio´n de fase del campo
complejo del objeto, son de fa´cil implementacio´n y uso. Adicionalmente los me-
canismos que generan las diversidades de fase, pueden ser sustituidos por SLMs, y
esto hace que los me´todos sean ma´s versa´tiles. El sistema implementado no solo es
u´til para la deteccio´n de las aberraciones, sino que adema´s pueden ser corregidas
en el mismo SLM utilizado para generar las diversidades.
La combinacio´n de un me´todo que caracteriza aberraciones y un me´todo que
recupera el campo complejo del objeto en la misma configuracio´n 4F u´nicamente
cambiando la iluminacio´n del objeto, es una herramienta u´til en la integracio´n de
instrumentos o´pticos. Sin embargo, la integracio´n de instrumentos o´pticos no es
la u´nica aplicacio´n, esta implementacio´n tambie´n resulta u´til para la deteccio´n de
objetos de fase en microscopı´a.
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La ciencia es una disciplina que celebra la duda, y la clave de su e´xito
radica en admitirlo.
Brian Cox y Jeff Forshaw
Me pregunto cua´ntos Einsteins potenciales habra´n llegado a sentirse
irremediablemente descorazonados a causa de exa´menes competitivos






Se han propuesto nuevos me´todos de recuperacio´n de la fase ante condiciones
poco favorables en la reconstruccio´n de e´sta, lo cual permite mejorar la integracio´n
de instrumentos o´pticos para espacio con requisitos exigentes o donde la compro-
bacio´n de e´stos no es una tarea simple.
Se demuestra la importancia del uso de otras a´reas, como la computacio´n gra´fi-
ca o la teorı´a de sen˜ales, para proponer nuevos algoritmos ma´s robustos en la recu-
peracio´n del frente de onda.
Las nuevas tecnologı´as como los moduladores espaciales de luz (SLMs) de-
muestran ser herramientas u´tiles para proponer nuevos montajes o´pticos metrolo´gi-
cos para la comprobacio´n de los requisitos te´cnicos dentro de la integracio´n de ins-
trumentos o´pticos para espacio.
La unio´n entre un montaje 4F y un montaje interferome´trico tipoMach-Zehnder
con el uso de SLMs, prueba ser una herramienta de fa´cil implementacio´n, versa´til
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y precisa, la cual puede se usada en integracio´n de instrumentos o´pticos como ar-
tefacto metrolo´gico.
9.1.1 Conclusiones Especı´ficas
Se desarrollo´ un me´todo basado en incrementar el rango dina´mico a trave´s de
algoritmos de computacio´n gra´fica y el filtrado de Fourier, para el pre-procesado de
franjas, implementando un algoritmo de normalizacio´n, lo cual permite reconstruir
con una alta precisio´n la fase en condiciones de iluminacio´n o reflectancia adversas
para el sensado vı´a detectores comerciales.
Se concluye que la te´cnica de interferometrı´a electro´nica de patrones de Spec-
kle (ESPI), tiene la precisio´n para ser usada en integracio´n de instrumentos o´pticos.
Se demuestra la ventaja de ESPI respecto a la inteferometrı´a diferencial debido
a que se tiene el mapa de fase de un objeto extendido, resolviendo tanto el proble-
ma de las deformaciones globales como la medida de las rotaciones.
La retroalimentacio´n entre los modelos matema´ticos (Modelo de elementos Fi-
nitos) y los experimentos, permiten discernir y comprender mejor el comporta-
miento de las estructuras meca´nicas usadas para instrumentos espaciales.
Se ha puesto de manifiesto que el uso de SLMs dentro de montajes experimen-
tales robustece la precisio´n y la velocidad de la informacio´n a procesar.
Se demuestra como hacer compensacio´n de aberraciones o´pticas con el uso de
SLMs.
Se desarrollo´ una te´cnica, donde introduciendo un haz helicoidal en el brazo de
referencia en un montaje experimental ESPI usando un SLM, permite que la am-
bigu¨edad en el signo dentro de los procesos interferome´tricos sean resueltos desde
el experimento y no desde el procesamiento de ima´genes, lo cual mejora la velo-




Se propuso un me´todo usando el operador vo´rtice para obtener patrones Hartm-
man bien comportados. Concluyendo que la transformada espiral de fase es versa´til
y potente para el pre-procesado de ima´genes provenientes de campos o´pticos.
Se concluye que el uso de mascaras espirales de fase tanto desde los montajes
experimentales como desde el procesamiento de ima´genes, introducen ventajas en
la interpretacio´n de la informacio´n con una fa´cil implementacio´n.
El me´todo de flujo o´ptico permitio´ la implementacio´n de un algoritmo comple-
tamente nuevo en el procesado de patrones Hartmann, donde no es necesario hacer
el ca´lculo de los centroides, lo cual permite ahorro en el tiempo de procesado, que
resulta ser critico en sistemas de o´ptica adaptativa, o en integracio´n de instrumentos
o´pticos cuando hay reflexiones, que se interpretan como informacio´n espuria.
Los me´todos iterativos de recuperacio´n de fase demuestran ser herramientas
u´tiles, en especial para la integracio´n de instrumentos y restauracio´n de ima´genes.
El me´todo de diversidad de fase (PD) con el uso de SLMs mejora la calidad del
me´todo y lo hace ma´s versa´til debido a que las diversidades podrı´an ser cualquier
tipo de aberracio´n y no u´nicamente desenfoques.
El me´todo implementado de PD en un sistema 4F-SLM, no solo es u´til para la
deteccio´n de las aberraciones sino que adema´s puede corregirlas.
9.1.2 Perspectivas futuras
La generalizacio´n del me´todo presentado en el Capı´tulo 2 para ser usado en ES-
PI serı´a de gran utilidad en el estudio de deformaciones de estructuras meca´nicas
en donde esta´n involucrados materiales con reflectancias diferentes.
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La implementacio´n de la te´cnica ESPI mostrada en el Capı´tulo 3 en la utili-
zacio´n de grandes estructuras, para la comprobacio´n de requisitos en condiciones
ambientales de espacio proporcionarı´a una herramienta potente. Adicionalmente,
la te´cnica ESPI retroalimentada con los modelos matema´ticos (FEM) podrı´a usarse
como herramienta metrolo´gica esta´ndar para comprobar los disen˜os de mecanismos
de re-enfoque pasivos, o la caracterizacio´n en general de mecanismos que involu-
cren el uso de materiales compuestos.
De los Capı´tulo 4, 5 y 8 se concluye que el uso de SLMs en sistemas de o´pti-
ca adaptativa podrı´a mejorar el rendimiento de e´stos sistemas. Adicionalmente, la
implementacio´n experimental del montaje simulado propuesto en el Capı´tulo 5 me-
jorarı´a el ana´lisis cuando se tienen diferentes valles y picos de deformacio´n.
Se descubrio´ a posteriori del Capı´tulo 6, que usando el operador vo´rtice no solo
se obtienen los patrones hartmann bien comportados, sino que adicionalmente se
puede conseguir la auto-deteccio´n de los centroides, lo cual robustecerı´a el me´todo.
El me´todo propuesto en el Capı´tulo 7 conseguirı´a ser una opcio´n interesante
en los sistemas de o´ptica adaptativa hoy existentes, si este fuera implementado con
computacio´n en paralelo para mejorar su rendimiento en velocidad y ası´ ser usado
en sistemas de tiempo real. En general todos los me´todos propuestos en la tesis
alcanzarı´an una gran robustez usados en computacio´n en paralelo.
Los me´todos de recuperacio´n de fase iterativa, con el uso de luz parcialmente
coherente descritos en el Capı´tulo 8, aportarı´an en a´reas como la microscopı´a, ya
que se podrı´a encontrar la fase del objeto. Adicionalmente, en la actualidad se desa-
rrolla un me´todo de PD coherente con el uso de haces helicoidales para mejorar la
sensibilidad en la recuperacio´n de la aberraciones.
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Que maravilloso e impresionante esquema de la vastitud magni-
ficente del Universo tenemos aquı´! Muchos soles, muchas Tie-
rras, y cada una de ellos podrı´a albergar hierbas, a´rboles y ani-
males, y podrı´a estar adornado con muchos mares y montan˜as!
¿Co´mo debe aumentar nuestro asombro y admiracio´n cuando







En este Anexo se hablara´ de instrumentos o´pticos que llevaron a pensar en me-
joras dentro de los procesos de AIV, todos son proyectos de corte cientı´fico, los
desarrollados dentro del Laboratorio de Instrumentacio´n Espacial (LINES) del Ins-
tituto Nacional de Te´cnica Aeroespacial (INTA), son instrumentos no terrestres y
la mayorı´a son embarcados en sate´lites. Otros instrumentos mostrados aquı´, fue-
ron desarrollados en el Instituto de Astrofı´sica de Canarias (IAC) y para el Gran
Telescopio de Canarias (GTC), e´stos son instrumentos para telescopios terrestres.
A.1 Polarimetric and Helioseismic Imager - SO/PHI
PHI es un instrumento que va abordo de la misio´n Solar Orbiter de la Agencia Es-
pacial Europea (ESA), que se encargara´ de resolver cuestiones ba´sicas de la fı´sica
solar mediante el estudio del Sol en alta resolucio´n. En particular, sera´ fundamental
para responder a tres preguntas de alto nivel cientı´fico que vienen siendo planteadas
incluso a trave´s de otras misiones [1]:
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1. ¿Cua´les son los orı´genes de los flujos de viento solar y del campo magne´tico
heliosfe´rico?
2. ¿Cua´les son las fuentes, los mecanismos de aceleracio´n y los procesos de
transporte de partı´culas energe´ticas solares?
3. ¿Co´mo evolucionan las eyecciones de masa coronal en la helio´sfera interna?
Una imagen que recrea la misio´n Solar Orbiter es mostrada en la Fig. A.1 2.
Figura A.1:Misio´n Solar Orbiter de ESA.
PHI a trave´s de sus dos telescopios proporcionara´ mapas de alta resolucio´n y
del disco completo sobre el vector de campo magne´tico y velocidad de la lı´nea
de visio´n de la fotosfera solar, de este modo investigara´ las capas ma´s profundas
del Sol, incluı´do el interior del Sol utilizando heliosismologı´a, adema´s proporcio-




A.1 Polarimetric and Helioseismic Imager - SO/PHI
Uno de los telescopios de PHI es un telescopio tipo Ritchey-Chre´tien de alta
resolucio´n fuera de eje (HRT), el cual hara´ imagen de una fraccio´n del disco solar
con una resolucio´n de 150Km en el perihelio. El otro telescopio, es el telescopio
de disco completo (FDT), el cual es un telescopio refractor que hara´ imagen del
disco solar completo en diferentes fases de la o´rbita. Cada uno de los telescopios
tendra´ su propio paquete de modulacio´n de la polarizacio´n (PMP). PHI llevara´ a
cabo medidas usando un filtro espectral de banda estrecha en diferentes posiciones
de la longitud de onda en una lı´nea espectral Zeeman de la foto´sfera y observara´ los
cuatro para´metros de Stockes en varios puntos dentro de la lı´nea espectral. Para
extraer estos para´metros se necesita un paquete de modulacio´n de polarizacio´n, el
cual es el PMP.
El HRT y el FDT enviara´n secuencialmente la luz a trave´s de un sistema de
filtro Fabry-Perot, con una resolucio´n espectral de alrededor de 100mA˚, para luego
hacer imagen en un detector CMOS de 2048 2048 pı´xeles [1, 2]. Una imagen en
3D y el instrumento PHI siendo integrado pueden verse en la Fig. A.2.
El consorcio espan˜ol liderado por el INTA esta´ encargado del disen˜o, la fabri-
cacio´n y el AIV del FDT y adema´s de los PMPs para los dos telescopios de PHI.
Dentro del disen˜o del FDT, los elementos ma´s complejos y sensibles son el PMP
y el mecanismo de re-enfoque (RFM) [3]. Una vista en explosio´n del FDT puede
verse en la Fig. A.3(a).A es el apoyo isosta´tico del FDT el cual permite un grado de
libertad en direccio´n axial del FDT, para ası´ contrarrestar dilataciones te´rmicas en
la estructura general de PHI y no perder alineacio´n o´ptica. Entre A y B hay un pe-
quen˜o elemento que es un diafragma de apertura, B es el mecanismo de re-enfoque,
C es una parte estructural que permite acoplar el RFM con el resto de los elementos
o´pticos del FDT, D es el PMP, en E hay varios elementos o´pticos; por ejemplo, a
es el diafragma de campo con la lente de campo y b es un triplete. Finalmente, F es
el espejo que envı´a la luz al sistema o´ptico comu´n para los dos telescopios (HRT y
FDT) con el que se hace imagen. Una foto de la integracio´n del modelo estructural
del FDT resaltando el PMP y el RFM puede verse en la Fig. A.3(b).
En la Fig. A.4, se muestra el camino o´ptico del FDT y el camino comu´n para
los dos telescopios. En la parte superior de esta imagen se muestra el modelo 3D
incluyendo el PMP y en la parte inferior se muestra el disen˜o o´ptico hecho en el
software CodeV R [4].
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(a)
(b) (c)
Figura A.2: Instrumento PHI del proyecto Solar Orbiter de ESA. (a) Modelo 3D. (b)
Vista superior. (c) Vista en a´ngulo del modelo meca´nico.
El PMP consiste en dos dispositivos de retardo variable basados en cristal lı´qui-
do (LCVRs), el disen˜o meca´nico en explosio´n de e´stos es mostrado en la Fig. A.5(a)
y el disen˜o real siendo integrado que ira´ en PHI, se observa en las Figs. A.5(b) y
A.5(c).
Los LCVRs utilizados en los PMPs son de tipo nema´tico antiparalelo (APAN),
orientados con sus ejes ra´pidos a 45  uno respecto al otro, seguidos de un analiza-
dor (polarizacio´n lineal de salida). Todo el PMP esta´ alineado con respecto al eje
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Figura A.3: FDT. (a) Disen˜o meca´nico (explicado dentro del texto). (b) Vista en
a´ngulo del modelo estructural.
ra´pido del primer LCVR. El PMP genera cuatro modulaciones del estado de pola-
rizacio´n, con el fin de extraer los para´metros de Stokes de la luz solar de entrada
[5].
Proveer una modulacio´n electro-o´ptica en la polarizacio´n, es decir a trave´s de
retardadores variables basados en cristal lı´quido, en proyectos espaciales se vuelve
una caracterı´stica importante debido a que se elimina la dependencia de un me-
canismo en el instrumento que haga girar un conjunto de polarizadores y la´minas
retardadoras en una rueda de filtros por ejemplo. La modulacio´n en la polariza-
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Figura A.4: Camino o´ptico del FDT.
cio´n es obtenida gracias a la anisotropı´a uniaxial de las mole´culas de cristal lı´quido
dentro del dispositivo LCVR, ellas tienen una orientacio´n ordenada y e´sta orienta-
cio´n del eje o´ptico puede ser cambiada aplicando un campo ele´ctrico debido a sus
propiedades polares. Por lo tanto, los LCs son materiales que son efectivamente
birrefringentes, y esta propiedad puede cambiar por la aplicacio´n de un voltaje, lo
cual introduce retardos o´pticos en las componentes ortogonales de la polarizacio´n
de la luz, produciendo de esta manera un cambio (modulacio´n) en el estado de la
polarizacio´n. El retardo o´ptico introducido por cada LCVR puede ser seleccionado
en un rango de 2 con amplitudes de voltaje menores a 15V [5].
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(a)
(b) (c)
Figura A.5: (a) Vista en explosio´n del PMP. (b) y (c) Vistas en integracio´n de los
PMPs
En el INTA se hizo una validacio´n de la tecnologı´a de los LCVRs para po-
der ser usados en proyectos espaciales, esto sera´ ampliado en el Anexo B. En el
Capı´tulo 2, se habla sobre una de las propiedades que deben cumplir los LCVRs,
conocida como homogeneidad del retardo que esta´ estrechamente relacionada con
el error del frente de onda y que nos permitira´ obtener la calidad o´ptica del dis-
positivo y por tanto su influencia en la formacio´n de imagen del instrumento. Esta
puede ser medida de manera interferome´trica. En este mismo Capı´tulo se muestra
un me´todo donde se mejora el coeficiente sen˜al-ruido de los mapas de franjas que
se utilizan en interferometrı´a, y se usan los LCVRs como aplicacio´n experimental
para demostrar que el me´todo funciona. Sin embargo, el me´todo puede ser usado en
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otras aplicaciones como por ejemplo, en interferometrı´a electro´nica de patrones de












Figura A.6: Disen˜o del mecanismo de re-enfoque RFM.
Como se menciono´ anteriormente, el RFM es una de las partes crı´ticas del
FDT, debido a que las exigencias en movimiento de este compensador o´ptico son
estrictas, estamos hablando de un recorrido meca´nico del orden de 2mm con una
precisio´n de0:01mm [6]. Una vista en explosio´n del RFM se puede ver en la Fig.
A.6, el RFM se ha nombrado como B en la Fig. A.3, y e´ste esta´ conformado por
una estructura meca´nica (3) que soporta el diafragma de apertura (1) y una lente
(2). Una parte mecanica mo´vil (6) que sujeta la montura o´ptica (8) de la lente mo´vil
(9), esta´ unida a un tornillo que convierte el movimiento circular del motor (5) en
un desplazamiento lineal a trave´s del sistema de engranajes (4).
Las especificaciones para el disen˜o del mecanismo de re-enfoque, han hecho
necesaria la implementacio´n de me´todos para corroborar las prestaciones. Las te´cni-
cas con las que se pueden verificar dichos requerimientos deben ser interferome´tri-
cas, en el Capı´tulo 3 se propone una te´cnica para esto. Se hizo una comparacio´n
entre dos me´todos interferome´tricos, uno de ellos local usando un equipo comercial
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de alta precisio´n, y un me´todo no local con implementacio´n de algoritmos propios.
Estos algoritmos permiten medir el recorrido total del mecanismo, la precisio´n y la
desalineacio´n lateral, que no podrı´a hacerse con el me´todo de interferometrı´a local.
En el Capı´tulo 3, la aplicacio´n seleccionada para la verificacio´n de la te´cnica es
ligeramente diferente a la que habrı´a de aplicarse para el RFM, sin embargo, con
una pequen˜a modificacio´n en el montaje o´ptico, tambie´n serı´an va´lidos los algorit-
mos desarrollados para la verificacio´n de los requirimientos del RFM. Las medidas
directamente sobre el RFM no pudieron ser realizadas dado que la fabricacio´n de
este mecanismo fue realizada posteriormente a la implementacio´n de la te´cnica. El
me´todo propuesto se tiene previsto que se emplee para la caracterizacio´n definitiva
del mecanismo.
A.2 Imaging Magnetograph eXperiment - IMaX
IMaX es un instrumento a bordo de la misio´n Sunrise Balloon-Borne Stratospheric
Solar Observatory, en el marco del programa de globos de larga duracio´n (LBD)
de la NASA. Estos globos tienen un volumen de ma´s de un millo´n de m3 de He-
lio, que soportan cargas u´tiles de varias toneladas, alcanzando altitudes entre los
35  37Km. Las ventajas de los instrumentos solares estratosfe´ricos y los sate´lites
con respecto a los observatorios en Tierra, es que no hay distorsiones en el frente de
onda debido a la turbulencia atmosfe´rica [7] y los instrumentos solares estratosfe´ri-
cos lanzados en globos tienen costos de lanzamiento inferiores en comparacio´n
con los sate´lites. La Fig. A.7 muestra la misio´n Sunrise, tanto el globo como el
telescopio.
IMaX es un espectropoları´metro construido por cuatro instituciones espan˜olas,
el Instituto de Astrofı´sica de Canarias (IAC) como institucio´n lı´der y encargado
del disen˜o conceptual, el Instituto de Astrofı´sica de Andalucı´a (IAA - CSIC) co-
mo encargado de los aspectos electro´nicos del instrumento, el Instituto Nacional de
Te´cnica Aeroespacial (INTA) como encargado del AIV, disen˜o o´ptico, optomeca´ni-
co y te´rmico, y el Grupo de Astronomı´a y Ciencias del Espacio (GACE) encargado
de proveer los contenedores del instrumento, algunos de ellos presurisados. La mi-
sio´n Sunrise usa a IMaX para mapear la velocidad de lı´nea de visio´n y el vector
de campo magne´tico completo usando observarciones de espectropolarimetrı´a de
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Figura A.7: Misio´n Sunrise.
una lı´nea fotosfe´rica, por esta razo´n se considera que IMaX es el precursor del
instrumento PHI.
IMaX ha volado dos veces, una en Junio de 2009 y la otra en Junio de 2013. En
ambos casos fueron vuelos de alrededor de 6 dı´as sobre el cı´rculo polar A´rtico. Co-
mo poları´metro, IMaX usa una modulacio´n de la polarizacio´n ra´pida basada en dos
retardadores de cristal lı´quido tal y como sera´ usado por el instrumento PHI, una
acumulacio´n de ima´genes en tiempo real, y polarimetrı´a de dos haces para alcanzar
sensibilidad en la polarizacio´n de 0:1%. Como espectro´grafo el instrumento usa
un etalo´n de LiNbO3 de doble paso y un pre-filtro de banda estrecho para alcanzar
una resolucio´n de 85mA˚. IMaX usa la lı´nea altamente sensible Zeeman del Fe I a
5250:2A˚ y observa los cuatro para´metros de Stockes en varios puntos dentro de la
lı´nea espectral [8].
El instrumento fue disen˜ado con una calidad o´ptica cercana al lı´mite de difrac-
cio´n, con un poder de resolucio´n espectrosco´pica muy alta y con muy alta sensibi-
lidad a la polarimetrı´a. Esto requerı´a que la relacio´n de Strehl en el plano imagen
de IMaX tuviera que ser mayor a 0.9 de la configuracio´n nominal o´ptica, y que los
efectos de fabricacio´n y las toleracias de alineamiento no degradaran la relacio´n de
Strehl por debajo de 0.8 sobre todo el campo de visio´n (FOV). Varios factores pue-
den deteriorar la calidad de imagen, como son las aberraciones internas debidas a
desalineamientos o la calidad o´ptica de los componentes de IMaX, tambie´n afectan
los errores inducidos por fluctuaciones residuales (jittering) debido a la plataforma,
entre otros [8].
Para garantizar la recuperacio´n de ima´genes cerca al lı´mite de difraccio´n, se
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decidio´ usar un mecanismo de diversidad de fase (PD) para evaluar la funcio´n de
dispersio´n de punto (PSF) del instrumento despue´s de cada observacio´n. Tras el
estudio de tolerancias y el reparto de calidad en cada subsistema se estimo´ que la
calidad final era pro´ximo a =5, lo que era aceptable para IMaX y no se perdı´a















Figura A.8: Concepto o´ptico IMaX.
El sistema o´ptico de IMaX es refractivo, tiene tres espejos planos que sirven
para empaquetar mejor el sistema o´ptico como se observa en la Fig. A.8. A con-
tinuacio´n, observando las Figs. A.8 y A.9 se describe el concepto o´ptico sobre el
modelo de la meca´nica. En la Fig. A.9 se muestra el modelo 3D del instrumento.
La entrada de luz al sistema IMaX se da a trave´s de A que es el plano focal del
telescopio de Sunrise, en A esta´ situado el diafragma de campo de IMaX. La luz
pasa a trave´s de un pre-filtro y los LCVRs que esta´n empaquetados en la montura
B, luego la luz pasa a trave´s de un sistema colimador C hasta llegar al etalo´n D, una
vez la luz colimada atraviesa el etalo´n avanza hasta un sistema tipo periscopio (E)
donde se encuentran ubicados dos espejos a 45  (entre los dos espejos se encuentra
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Figura A.9: Modelo 3D del instrumento IMaX. (a) y (b) vistas en perspectiva.
el diafragma de apertura), el sistema perisco´pico redirecciona el haz y lo reenvı´a
al etalo´n hasta llegar al sistema de lentes ubicado en C. La luz llega nuevamente a
B donde es redireccionada por un espejo hasta F, donde se encuentra otro sistema
de lentes y un divisor de haz, cada haz dividido llega hasta su propio plano-imagen
G1 y G2. Entre F y G1 esta´ el mecanismo PD.
En la Fig. A.10(b) de color blanco puede observarse lo que es la caja de electro´ni-
ca principal de IMaX, e´sta es la responsable del control, el procesado de la infor-
macio´n generada por el instrumento y la interface de comunicacio´n con Sunrise.
Esta tambie´n se encarga de controlar la electro´nica de proximidad H, la cual con-
trola el alto voltaje para el etalo´n y el mecanismo interno de alineacio´n del mismo.
Adema´s de suministrar el voltaje para el funcionamiento de los LCVRs y los ca-
lentadores (heaters) de e´stos, tambie´n suministra la energı´a para el mecanimo PD
y las ca´maras.
Debido a los requerimientos cientı´ficos descritos, el disen˜o y posterior AIV del
instrumento IMaX requerı´a de herramientas metrolo´gicas muy potentes para ve-
rificar el buen comportamiento del instrumento, como un banco para la medida
del mo´dulo de la funcio´n de transferencia o´ptica (MTF), sensores Shack-Hartmann
(SH), interfero´metros, entre otros. El equipamento en el LINES-INTA permitı´a rea-
lizar estas tareas de manera eficiente. Sin embargo, algunos de los problemas que
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(a) (b)
Figura A.10: AIV del instrumento IMaX. (a) Verificacio´n o´ptica. (b) Pruebas de la
electro´nica.
se presentaban en la integracio´n llevaron a pensar en formas diferentes de realizar
algunas de estas tareas. En el Capı´tulo 6, se propone una manera de medir el error
del frente de onda (WFE) a trave´s de un sensor SH, utilizando patrones Hartmann
en los cuales aplicando un me´todo de filtrado espiral, la calidad de estos patrones
mejoran y la recuperacio´n del WFE se obtiene de manera ma´s limpia y con un
error menor. Sin embargo, cuando hay mu´ltiples reflexiones y dentro del patro´n
Hartmann aparecen spots que no son propios del patro´n sino de la reflexio´n, hacer
la recuperacio´n del WFE a trave´s de SH se torna una tarea muy compleja. En el
Capı´tulo 7, se propone una manera de recuperar el WFE no a trave´s del ca´lculo
de los centroides de los patrones Hartmann sino a trave´s de una medida global del
movimiento de la imagen, utilizando una te´cnica muy conocida en el a´rea de la
computacio´n gra´fica llamada: me´todo de flujo o´ptico, lo que genera interesantes
ventajas como fue descrito en este Capı´tulo.
La funcio´n del mecanismo PD dentro de IMaX es medir las aberraciones del
sistema en diferentes etapas de la observacio´n y de esta manera hacer una com-
pensacio´n para tener ima´genes de alta resolucio´n del Sol [10]. E´sta es una te´cnica
de recuperacio´n de fase que incluso ha sido usada en sistemas generadores de ha-
ces Laguerre-Gauss para medir el momento orbital angular del foto´n [11]. En el
Capı´tulo 8, se usa este me´todo de recuperacio´n de fase para levantar topografı´a.
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A.3 Otros Instrumentos INTA
A.3.1 Spanish Earth Observation Satellite - SEOSAT
SEOSAT es un sate´lite o´ptico multiespectral de alta resolucio´n para la observacio´n
de la Tierra, que proveera´ ima´genes a usuarios tanto civiles como gubernamentales.
La construccio´n de SEOSAT/Ingenio esta´ a cargo de un consorcio espan˜ol liderado
por EADS-CASA, el cual es el contratista principal y responsable del sate´lite. La
empresa SENER es responsable de la carga u´til primaria en colaboracio´n con el
INTA y ThalesAlenia Space. La gestio´n y financiacio´n del programa esta´ a cargo
del Centro para el Desarrollo Tecnolo´gico Industrial (CDTI), y la gestio´n te´cnica
esta´ a cargo de la ESA. El INTA especı´ficamente presto´ apoyo en el disen˜o o´ptico
y es el encargado del AIV o´ptico de la carga primaria [12].
Figura A.11: Modelo 3D de la carga principal de SEOSAT. (Imagen proporcionada
por la empresa SENER).
La carga principal de SEOSAT tendra´ cuatro detectores, dos de ellos pan-
croma´ticos y dos de ellos multiespectrales. Los pancroma´ticos son lineales y sen-
sibles en una banda espectral alrededor de los 500 a los 700nm. Cada detector
multiespectral esta´ compuesto por cuatro arreglos lineales, cada uno de ellos sensi-
ble a diferentes longitudes de onda, los cuales son: rojo (R), verde (G), azul (B) e
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infrarrojo cercano (NIR), para diversas aplicaciones cientı´ficas [13].
El concepto o´ptico esta´ compuesto por dos ca´maras ide´nticas como se muestra
en la Fig. A.11. Cada una de ellas es un telescopio tipo Korsch con una cobertura de
28Km trabajando en modo barrido. Las dos ca´maras operando en conjunto tienen
una cobertura de 55Km, debido a que cada una observa ligeramente una porcio´n
observable de la otra, es decir, que hay una superposicio´n pequen˜a del campo de vi-
sio´n de ambas [13]. El AIV de una de las ca´maras de la carga principal de SEOSAT,
puede verse en la Fig. A.12.
A
Figura A.12: AIV de la carga principal de SEOSAT.
De acuerdo a la configuracio´n de los telescopios tipo Korsch, en el caso de
SEOSAT el espejo secundario es quien tiene la labor de re-enfocar el sistema cuan-
do se producen dilataciones te´rmicas. El mecanismo de re-enfoque que soporta este
espejo es pasivo (A) y se observa en la Fig. A.12. Este mecanismo utiliza un siste-
ma de flexures que permiten que cualquier dilatacio´n te´rmica sobre e´l sea axial. En
el Capı´tulo 3 se propone una metodologı´a para evaluar materiales compuestos, que
sirvan en un futuro para disen˜ar mecanismos de re-enfoque pasivos en la industria
aeroespacial, ya que con e´stos el coeficiente de expansio´n te´rmica (CTE) puede ser
escogido a voluntad.
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A.3.2 Global Astrometric Interferometer for Astrophysics -
GAIA
GAIA es una misio´n de la ESA que hace astrometrı´a y calcula paralajes de manera
muy precisa para una fraccio´n importante de la poblacio´n gala´ctica, esto ayudara´ a
mejorar el conocimiento de una gran cantidad de to´picos astrono´micos, desde evo-
lucio´n estelar hasta exoplanetas. El sate´lite fue lanzado en el an˜o 2013 y estara´ con-
tinuamente escaneando el cielo durante cinco an˜os [14].
GAIA cuenta con dos telescopios en reflexio´n, cada uno esta´ compuesto por
un sistema de seis espejos, que comparten el banco o´ptico y tienen un plano focal
comu´n. Cada telescopio esta´ basado en un disen˜o de tres espejos anastigma´ticos y
con tres espejos dobladores de haz. E´stos esta´n separados angularmente por 106:5 
y la combinacio´n de los dos haces se alcanza en el plano imagen [15].
Dentro del concepto o´ptico de GAIA, Espan˜a participo´ activamente a trave´s
del disen˜o del mecanismo del espejo secundario (M2). Cada telescopio de GAIA
cuenta con un M2, e´ste requiere un mecanismo de apuntado para mantener los
rayos enfocados y en interferencia en el plano focal. E´ste tiene una capacidad de
apuntado en cinco grados de libertad, tres translaciones y dos rotaciones, y fue
desarrollado por la empresa SENER.
El mecanismo de control del espejo M2 es el encargado de manterer la posicio´n
del espejo secundario desde la posicio´n definida durante la alineacio´n en Tierra,
pasando a trave´s de todos los procesos hasta llegar a su fase operacional en o´rbita.
Una de las exigencias de este mecanismo es que debe trabajar en un rango de tem-
peraturas muy amplio incluso llegando a condiciones de temperaturas crioge´nicas
(323K 100K) y con unos recorridos meca´nicos muy estrictos de275m en los
movimientos lineales y de 2mrad en los movimientos angulares [16]. Las prue-
bas funcionales de termo-vacı´o para este mecanismo fueron realizadas en las insta-
laciones LINES-INTA. Para evaluar los movimientos lineales correctos, se usaron
tres interfero´metros diferenciales como se explica en el Capı´tulo 3, y para las ro-
taciones se utilizaron dos autocolimadores. Este sistema o´ptico permite conocer la
capacidad de repetibilidad del mecanismo [17]. Sin embargo, la evaluacio´n de este
mecanismo tambie´n pudo haberse hecho usando la te´cnica ESPI, sin la necesidad
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de espejos secundarios que pueden ser problema´ticos en condiciones de termo-
vacı´o como se explica en el Capı´tulo 3, adema´s la ventaja principal de ESPI con
respecto a la interferometrı´a diferencial es que no son medidas u´nicamente locales
y el montaje podrı´a haber sido incluso ma´s sencillo.
A.3.3 IACAtmosphere and Telescope Simulator for Adaptive Op-
tics - IACATS
IACATS es un simulador de tres telescopios y de la turbulencia atmosfe´rica, e´ste
intenta reproducir de la manera ma´s precisa posible el funcionamiento del Gran
Telescopio de Canarias (GTC), del William Herschel Telescope (WHT) y el Optical
Ground Station (OGS). Los dos primeros ubicados en el Observatorio del Roque de
los Muchachos, La Palma y el tercero ubicado en el observatorio del Teide-Izan˜a,
Tenerife. Este simulador hace parte del desarrollo de un sistema nuevo de o´ptica
adaptativa (AO) basado en el uso de field-programmable gate arrays (FPGAs).
El nuevo sistema de AO fue desarrollado por el IAC, sin embargo el disen˜o
o´ptico del simulador fue desarrollado por el INTA y el sistema opto-meca´nico desa-
rrollado por la compan˜ı´a espan˜ola LIDAX. Los subsistemas implementados dentro
del simulador son: simulador de objetos estelares, sistema de colimacio´n, simula-
dor de turbulencias atmosfe´ricas, sistema del sensado del frente de onda, simulador
de los telescopios, sistema formador de imagen, estructura de soporte y proteccio´n,
y sistema de control [18].
Lo que llamamos simulador de telescopio en sı´ mismo, son tres simuladores de
telescopio que operan de manera individual pero que comparten el resto de subsis-
temas. La fuente de iluminacio´n provee un rango espectral de la luz entre 0:5m
y 1m, la cual es transmitida al plano objeto a trave´s de una fibra o´ptica. El plano
objeto esta´ compuesto por una placa que contiene muchos pinholes y cada uno de
ellos es iluminado con una fibra o´ptica. Desde el plano objeto, la luz es inyectada a
cada sistema de telescopio y la manera como se simulan las turbulencias es a trave´s
de unas placas de fase en rotacio´n comerciales, que son manejadas por el sistema
de control del simulador [18, 19].
La medicio´n de las aberraciones debido a la turbulencia se hace a trave´s de un
sensor de frente de onda tipo SH comercial, y la correccio´n a trave´s de un sistema
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en lazo cerrado controlado por la FPGA y un arreglo de microespejos llamado
espejo deformable.
Los problemas asociados a la deteccio´n de aberraciones o´pticas dina´micas pro-
venientes de la turbulencia atmosfe´rica o de otros factores como las vibraciones
meca´nicas, son objetos de estudio en la Astrofı´sica moderna para mejorar la reso-
lucio´n de las observaciones. Uno de los principales problemas es corregir casi en
tiempo real las aberraciones, esto quiere decir mejorar los procesos de co´mputo,
en lo cual se esta´ enfocando el IAC a trave´s del uso de FPGAs. Sin embargo, otro
enfoque al problema es la mejora de los algoritmos actuales para la deteccio´n de las
aberraciones, donde esta tesis hace un aporte importante a trave´s de la deteccio´n de
las aberraciones y el ca´lculo de las mismas usando el me´todo de flujo o´ptico, como
se describe en el Capı´tulo 7. Estos algoritmos provenientes de las ciencias compu-
tacionales han sido orientados para poder ser implementados en una programacio´n
en paralelo, lo que permitirı´a una buena sinergia con el proyecto IACATS.
A.4 Sistema de O´ptica Adaptativa del Gran Telesco-
pio de Canarias - GTC-AO
El Gran Telescopio de Canarias (GTC) hace parte de la generacio´n de telesco-
pios de la clase de 10m, estos telescopios con instrumentos en el espectro visible
y el infrarrojo investigara´n las profundidades del Universo y proporcionara´n una
visio´n directa de los procesos de formacio´n de estrellas, galaxias y el Universo
mismo; tendra´n capacidades de deteccio´n de estrellas extragala´cticas aisladas y
formaciones de regiones de estrellas con una sensibilidad y poder de resolucio´n sin
precedentes, y esta resolucio´n es tanto espacial como espectral. Las capacidades
cientı´ficas de GTC son enormes, no solo por su gran a´rea colectora de luz, sino por
los instrumentos que operara´n con e´ste. Este tipo de telescopios sera´n los precur-
sores de la nueva generacio´n de 30m o ma´s, debido a que se han afrontado retos
tecnolo´gicos que servira´n para este propo´sito [20].
GTC esta´ ubicado en el Observatorio Roque de los Muchachos en la isla de
La Palma - Islas Canarias (ver Fig. A.13), este observatorio esta´ liderado por el
Instituto de Astrofı´sica de Canarias, y hace parte de los Observatorios Europeos
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Figura A.13: Observatorio Roque de los Muchachos.
del Hemisferio Norte (ENO). GTC a su vez, es el telescopio o´ptico con la apertura
ma´s grande del mundo hasta ahora construido. Una panora´mica de GTC y un acer-
camiento sobre el telescopio se muestran en la Fig. A.14(a) y en la Fig. A.14(b),
respectivamente.
(a) (b)
Figura A.14: Gran Telescopio de Canarias (a) Panora´mica del telescopio. (b) Acer-
camiento de la cu´pula de GTC.
En telescopios de grandes aperturas, donde las turbulencias atmosfe´ricas son
un efecto importante en la calidad de las ima´genes de los instrumentos, las posibi-
lidades que ofrece la o´ptica adaptativa son espectaculares. Debido al gran taman˜o
de la apertura o´ptica de GTC, e´ste tiene incluido un sistema de AO.
El sistema de o´ptica adaptativa de GTC, es un sistema postfocal y esta´ ubica-
do en una de las plataformas Nasmyth del telescopio. Este sistema es esta´tico y
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esta´ superpuesto directamente sobre la plataforma y no tiene interferencia con el
rotador Nasmyth [21]. Una disposicio´n del sistema AO de GTC es mostrado en la
Fig. A.15.
Figura A.15: Sistema de o´ptica adaptativa de GTC al lado del rotador Nasmyth.
El sistema GTC-AO esta´ dividido en cinco grandes subsistemas, el corrector de
frente de onda, el sensor de frente de onda, la estructura, el sistema de calibracio´n
y la ca´mara de pruebas. Son de intere´s para esta tesis los dos primeros subsistemas
mencionados. A continuacio´n se describen de manera concisa.
El disen˜o o´ptico del corrector de frente de onda se basa en el funcionamiento
tı´pico de la gran mayorı´a de subsistemas de o´ptica adaptativa. En las Figs. A.16(a)
y A.16(b) se muestra un modelo 3D desde diferentes a´ngulos del sistema AO. E´ste
recoge la luz que proviene del foco de GTC, pasa despue´s por un de-rotador o´ptico
(A) y el sistema colimador esta´ formado por dos espejos parabo´licos fuera de eje
(B y E). En medio de e´stos, esta´ un espejo plano (C) para empaquetar el sistema y
el espejo deformable (D), que esta´ ubicado en el haz colimado de la pupila conju-
gada del sistema. La luz avanza desde el u´ltimo espejo parabo´lico fuera de eje (E)
hasta el vidrio dicroico (F), donde la luz es dividida en dos, uno de los haces se di-
rige hacia el sensor de frente de onda (G) y el otro hacia el corrector de dispersio´n
atmosfe´rica (H) y finalmente al plano imagen [21]. Todo el sistema esta´ montado
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sobre una mesa o´ptica comercial modificada (I), a su vez la mesa esta´ montada so-














Figura A.16: Sistema de o´ptica adaptativa de GTC. (a) Vista general del sistema AO.
(b) Acercamiento del sistema AO.
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El corrector de frente de onda tiene tres mecanismos principales; el de-rotador
o´ptico, el corrector de dispersio´n atmosfe´rica y el espejo deformable. El primero
consiste en tres espejos planos en una configuracio´n tipo K, los giros de este siste-
ma producen una rotacio´n en el haz de salida que puede ser usado para cancelar la
rotacio´n de la imagen, que ocurre cuando se esta´ observando con un telescopio de
movimientos en elevacio´n y en azimut. El segundo esta´ compuesto por dos prismas
tipo Amici, un prisma tipo Amici consiste en dos prismas unidos, con este siste-
ma el fin es ajustar la cantidad de dispersio´n introducida por el a´ngulo del Cenit,
y orientar la direccio´n de dispersio´n introducida con el a´ngulo parala´ctico. Final-
mente, el espejo deformable que es el encargado de compensar las aberraciones
o´pticas introducidas por la atmo´sfera, tiene un dia´metro de 140mm con una matriz
de actuadores de 2121, el cual esta´ ubicado en una imagen del espejo secundario
de GTC, que es por lo tanto una pupila conjugada del telescopio [21, 23].
Por otro lado, el sensor de frente de onda que es un sensor tipo Shack-Hartmann,
y el detector esta´n montados en una plataforma XY con el fin de seleccionar la
estrella guı´a dentro de 2 arcmin de dia´metro del campo de visio´n. La plataforma
XY esta´ montada en un riel para mejorar el enfoque.
En la entrada de la disposicio´n o´ptica, una rueda de filtros es empleada para se-
leccionar la fuente de calibracio´n o el diafragma de campo, y adema´s dos dia´metros
de e´ste son posibles en esa posicio´n de la rueda. La fuente de calibracio´n del sensor
es un LED que puede ser fa´cilmente extraı´do desde el plano pre-focal del sensor de
frente de onda, con el fin de determinar la respuesta de e´ste a una entrada de frente
de onda perfecta. El sensor tambie´n tiene un mecanismo para intercambiar entre
dos diferentes arreglos de microlentes, una de 2  2 que es usada con la estrella
guı´a la´ser, y la otra de 20  20 microlentes para ser usada con estrellas naturales
[21, 24].
En esta tesis, gran parte del desarrollo hecho es a trave´s del uso de moduladores
espaciales de luz (SLMs), los cuales son dispositivos que pueden modificar la fase,
la amplitud o ambas, y esta´n basados en tecnologı´as de cristal lı´quido. El sistema de
o´ptica adaptativa de GTC o en general cualquier sistema AO podrı´a usar SLMs en
vez de espejos deformables, la gran ventaja de e´stos es su alta resolucio´n espacial y
su principal desventaja son los tiempos de respuesta. En el Capı´tulo 4, se muestra
como se puede compensar un frente de onda usando un SLM y en el Anexo B se
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muestran los tiempos de respuesta tı´picos que puede tener un dispositivo basado en
cristal lı´quido.
Otra aplicacio´n posible para mejorar el rendimiento del sensor del sistema de
o´ptica adaptativa de GTC, serı´a no incluir un mecanismo que intercambie las mi-
crolentes, sino utilizar un SLM en modo fase para generar el arreglo de e´stas, y
podrı´an proyectarse en e´l diferentes patrones de arreglos debido a su versatilidad.
A.5 Espectro´grafo Multiobjeto Infrarrojo para GTC
- EMIR
EMIR es una ca´mara - espectro´grafo para objetos mu´ltiples en el infrarrojo cercano
de gran campo, propuesto para operar en el foco Nasmyth de GTC. Este instru-
mento esta´ siendo construido por un consorcio de institutos espan˜oles y franceses
liderado por el IAC, adema´s esta´ disen˜ado para llevar a cabo uno de los objetivos
centrales de los telescopios de la clase de 10m, que permitira´ a los astro´nomos
obtener ima´genes de gran campo y un gran nu´mero de espectros de resolucio´n
intermedia de objetos de´biles en las bandas fotome´tricas Z, J, H, K, de manera efi-
ciente en cuanto al tiempo [20, 25]. En la Fig. A.17(a) se observa el modelo 3D del
instrumento EMIR instalado en la plataforma Nasmyth de GTC.
El rango de longitudes de onda en el que operara´ EMIR sera´ de 0:9m 2:5m,
lo ma´s novedoso de este instrumento son sus rendijas robo´ticamente configurables
para la seleccio´n de objetos celestes, y los elementos dispersivos formados por
una combinacio´n de red de difraccio´n y prismas convencionales de alta calidad.
El principal reto tecnolo´gico es que todo el instrumento debe estar en criogenia,
alrededor de 77K [20]. En la Fig. A.17(b) se observa un corte sobre el modelo 3D
de la ca´mara de termo-vacı´o (TVC) con el instrumento integrado en su interior. Es
de notar que el peso de EMIR es de 4.5 toneladas, ası´ que ca´lculos exhaustivos
a trave´s de modelos de elementos finitos (FEM) fueron hechos para asegurar que
el disen˜o meca´nico era lo suficientemente estable, de tal manera que no produjera
movimientos importantes sobre la imagen. En la Fig. A.17(c) se observa un modelo
global de elementos finitos del instrumento EMIR.
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(a)
(b) (c)
Figura A.17: Modelo 3D del Instrumento EMIR. (a) Instrumento montado en la pla-
taforma Nasmyth. (b) Instrumento integrado al interior de la TVC. (c) Modelo FEM
global del instrumento.
Debido a la escala de la imagen del telescopio y la resolucio´n espectral deseada,
uno de los principales retos del instrumento era el disen˜o o´ptico y la fabricacio´n.
El para´metro ma´s importante dentro del disen˜o o´ptico de EMIR era el taman˜o del
FOV (6  6 minutos de arco en modo imagen y 6  4 minutos de arco en modo
espectrosco´pico), esto hacı´a que la o´ptica tuviera aperturas considerables, lo cual
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hacı´a complejo el concepto opto-meca´nico [26]. La Fig. A.18 muestra el camino
o´ptico del instrumento EMIR. Debido al rango de temperaturas operativas del ins-
trumento, uno de los elementos crı´ticos desde el punto de vista de la o´ptica era el
periscopio y desde el punto de vista de la meca´nica era todo el banco o´ptico; un











Figura A.18: Concepto o´ptico de EMIR.
En la Fig. A.19(a), se muestran todos los elementos opto-meca´nicos montados
en el banco o´ptico del instrumento, como se observa el concepto es complejo, ma´s
au´n teniendo presente como se menciono´ anteriormente, los rangos de temperatura.
Movimientos relativos de los elementos respecto al banco o´ptico fueron calculados
mediante FEMs, sin embargo el problema ma´s crı´tico se presentaba en el movi-
miento de todo el banco o´ptico con respecto a la estructura principal, que es un
disco de aluminio como se muestra en la Fig. A.17(c). Por este motivo, el disen˜o
meca´nico de los soportes radiales y axiales entre el banco o´ptico y la placa cen-
tral de soporte, se convirtio´ en uno de los elementos de disen˜o crı´ticos. En la Fig.
A.19(b) se muestra una distribucio´n de temperaturas donde el banco o´ptico esta´ a
77K y por tanto tres extremos del soporte radial (en azul) tambie´n lo esta´n, los
otros tres extremos del soporte radial (en rojo) esta´n a 293K. Algo similar sucede
con los tres soportes axiales, los extremos de e´stos que esta´n pegados al banco o´pti-
co esta´n a 77K y los otros tres extremos que esta´n pegados en la placa de soporte
(no se muestra en e´sta figura) esta´n a 293K. La Fig. A.19(c) muestra los despla-
zamientos debidos a las cargas te´rmicas y gravitacionales de todo el banco o´ptico
[27, 28].
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(a)
(b) (c)
Figura A.19: Modelo 3D del instrumento EMIR. (a) Elementos sobre el banco o´ptico
de EMIR. (b) Distribucio´n te´rmica sobre el banco o´ptico y los soportes radiales, y
axiales. (c) Desplazamientos del banco o´ptico.
Debido a las exigencias o´pticas del instrumento en cuanto al movimiento de
imagen, que en gran medida dependı´a de un comportamiento adecuado de los so-
portes radiales y axiales, fue necesario disen˜ar un prototipo de e´stos.
Los soportes debı´an permitir los movimientos radiales del banco o´ptico pro-
ducidos por las contracciones te´rmicas de manera cuasi-libre, adema´s no permitir
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movimientos axiales del mismo. Los desplazamientos debidos a las cargas gravi-
tatorias debı´an ser de so´lido-rı´gido, evitando giros del banco o´ptico. Incluso del
prototipo se hizo un FEM, para comparar luego con los resultados experimentales,
en la Fig. A.20(a) se muestra el modelo. Para asegurar que no hubiera giros en el
banco o´ptico, el prototipo fue disen˜ado para que su centro de masa estuviera fue-
ra del plano medio que contenı´a los soportes radiales, como se muestra en la Fig.
A.20(b). Finalmente, se buscaba que el desplazamiento total en el centro del banco
o´ptico, que en el prototipo correspondı´a al centro de la placa, fuese menor a 20m y
sin rotaciones [27, 29]. En la Fig. A.20(c) se muestra la suma de los desplazamien-
tos en todas las direcciones entregados por el FEM del prototipo, puede verse que
el centro de la placa, el color azul indica un movimiento inferior al requerimiento.
(a) (b) (c)
Figura A.20: Prototipo de los soportes del instrumento EMIR. (a) FEM. (b) Modelo
3D. (c) Desplazamientos totales.
La Fig. A.21 muestra el proceso de construccio´n del prototipo. En la Fig.
A.21(a) se muestra la integracio´n de los soportes radiales y en la parte inferior
de la imagen se pueden ver los soportes axiales ya montados. En la Fig. A.21(b), se
muestra la integracio´n del prototipo dentro de la TVC con unas trencillas de cobre
para enfriar la placa central del prototipo a 77K, el anillo negro que se observa en
la Fig. A.21(a) es el que simula el soporte central de EMIR que estara´ a temperatu-
ra ambiente. En la Fig. A.21(c) se muestra de manera global el criostato el cual es
de dos etapas, una de preefriamiento de nitro´geno lı´quido que baja la temperatura
alrededor de unos 100K y una etapa que se compone de recirculacio´n de Helio para
terminar de bajar la temperatura del prototipo usando un compresor. Para conocer
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el posicionamiento del prototipo dentro del criostato antes de que sea cerrado y
enfriado, se utiliza un brazo meca´nico de metrologı´a de contacto como puede verse
en la Fig. A.21(d).
(a) (b)
(c) (d)
Figura A.21: Prototipo de los soportes de EMIR. (a) Integracio´n de los soportes. (b)
y (c) Integracio´n del protipo al interior de la TVC. (d) Posicionamiento del protipo.
Para poder analizar el comportamiento de los soportes del prototipo y luego
poderlos comparar con el modelo FEM, se tenı´an dos referencias, una fuera del
criostato a temperatura ambiente y otra en el centro del prototipo a 77K. Para poder
observar el centro de la placa central del prototipo, se tenı´a una pequen˜a ventana
de observacio´n, superpuesta sobre la ventana se tenı´a una cruz delgada (referencia
1) y en el centro de la placa del prototipo se tenı´a otra cruz marcada (referencia
2), como se observa en la Fig. A.22. A trave´s de un teodolito se midio´ la posicio´n
relativa entre las dos referencias y en el proceso de enfriamiento se podı´a ver como
la referencia del centro del prototipo se movı´a con respecto a la referencia sobre la
ventana. Estas mediciones permitı´an ver movimientos en el plano de la placa del
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prototipo [29]. Sin embargo, si esta placa tenı´a movimientos fuera del plano, no
podı´an ser observados con este me´todo.
Figura A.22: Sistema de referencias para analizar el comportamiento de los soportes.
Cuando se tienen instrumentos que deben ser probados en condiciones ambien-
tales adversas, como los proyectos espaciales, o como en el caso de EMIR en con-
diciones de criogenia, las medidas de precisio´n en la integracio´n del instrumento
se dificultan de manera apreciable, ma´s au´n si se deben hacer medidas no locales.
Una alternativa es la interferometrı´a, pero la interferometrı´a convencional dificul-
ta el proceso debido al uso de espejos de referencia en condiciones adversas, esto
podrı´a inducir a errores porque no se mide el objeto de estudio como tal. Para esto,
la te´cnica ESPI descrita en el Capı´tulo 3 resulta u´til. Sin embargo, si la fase se recu-
pera a trave´s de los me´todos de salto de fase (phase shiftng), se incrementan tanto
el tiempo de procesamiento como la dificultad en el montaje, sobre todo cuando el
elemento que genera los saltos de fase es un mecanismo piezoele´ctrico que debe
estar dentro de la TVC.
Con dos de los me´todos propuestos en esta tesis se podrı´a mejorar este proceso,
uno de ellos es explicado en el Capı´tulo 2, e´ste propone recuperar la fase con el
me´todo de los saltos de fase, pero con estos aleatorios [30], utilizando como ele-
mento de salto de fase los movimientos vibratorios producidos por las bombas de
vacı´o de la TVC. Sin embargo, este me´todo sigue teniendo el problema en el tiem-
po de procesamiento. El otro enfoque propone a trave´s de ESPI, y modificando el
brazo de referencia con una ma´scara espiral de fase a trave´s de un SLM, recuperar
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la fase del objeto con un solo interferograma sin perder el signo de la funcio´n par
coseno. El proceso es explicado en detalle en el Capı´tulo 5.
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Duda de los datos hasta que los datos no dejen lugar a dudas.
Henri Poincare´
La ciencia son hechos; de la misma manera que las casas esta´n
hechas de piedras, la ciencia esta´ hecha de hechos; pero un
monto´n de piedras no es una casa y una coleccio´n de hechos




Introduccio´n a la validacio´n
de LCVRs para instrumentos
espaciales: Pruebas
Operacionales.
Para aplicaciones espaciales, los LCVRs se convirtieron en una poderosa alter-
nativa a los polarizadores o´pticos rotatorios tradicionales, ya que e´stos reducen la
masa, volumen y evitan la utilizacio´n de mecanismos. Hay significativas ventajas
para un instrumento a bordo de un sate´lite, donde los recursos son muy limitados y
el riesgo de fallas meca´nicas debe ser minimizado [1].
Una primera implementacio´n de los LCVRs como moduladores de polarizacio´n
en una misio´n aerona´utica fue ensayada por la misio´n Flare Generis [2]. El expe-
rimento Flare Generis fue un espectropoları´metro a bordo de un Balloon-Borne
Stratospheric que compartio´ muchas de las tecnologı´as que despue´s fueron usadas
en el exitoso instrumento IMaX de la misio´n Sunrise [3, 4]. Ma´s especı´ficamente,
ambos instrumentos usaron LCVRs [5] en combinacio´n con un etalon Fabry-Perot
de niobato de litio.
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Una de las principales herramientas para estudiar el Sol es la formacio´n de
ima´genes polarime´tricas, debido a que la dina´mica solar esta´ determinada por los
campos magne´ticos del Sol, y pueden ser medidos a trave´s de mediciones del esta-
do de polarizacio´n de la luz gracias al efecto Zeeman [6, 7]. La carga primaria de
Solar Orbiter consta de 10 instrumentos: 6 instrumentos de sensado remoto y 4 ins-
trumentos in-situ. Los instrumentos de sensado remoto SO/PHI y METIS llevara´n
a cabo mediciones de polarizacio´n, y su disen˜o incluye LCVRs como modulado-
res de polarizacio´n por primera vez en una misio´n espacial, como se explico´ en el
Capı´tulo introductorio.
Para verificar el cumplimiento de los requerimientos de los LCVRs para Solar
Orbiter [1, 8], se escogieron los siguientes indicadores: el retardo o´ptico con res-
pecto al voltaje, el retardo o´ptico con respecto a la apertura u´til, el retardo o´ptico
a diferentes a´ngulos de aceptacio´n, el retardo o´ptico con respecto a la temperatura,
el retardo o´ptico con respecto a la longitud de onda, la tramitancia, el contraste, el
tiempo de respuesta, el error del frente de onda transmitido (WFE), la desviacio´n
del haz y la desgasificacio´n.
Ocho diferentes tipos de celda de cristal lı´quido fueron caracterizados, diez
celdas de cada tipo fueron empleadas para este trabajo y eso implico´ manejar un
nu´mero total de 90 celdas simples, no´tese que WAA y ALCVRs son celdas dobles
(ver Tabla B.1). Con el fin de comprobar la repetibilidad del comportamiento de
las celdas, los indicadores fueron evaluados en al menos tres del mismo tipo para
las pruebas ma´s crı´ticas y sus rendimientos fueron verificados bajo ionizacio´n, no-
ionizacio´n y radiacio´n ultravioleta, tanto antes como despue´s de las exposiciones,
para evaluar la degradacio´n de las celdas. Algunas celdas tambie´n fueron sometidas
a cargas vibracionales, de choque y ciclos de termo-vacı´o, y medidos sus indicado-
res antes y despue´s del test.
En las pruebas descritas anteriormente, a las celdas no se les aplico´ voltaje
durante el proceso del test, y no era posible observar su comportamiento bajo los
indicadores. Ası´ que adicionalmente, algunas celdas fueron sometidas a ciclos de
termo-vacı´o y medidas a diferentes valores de voltaje aplicado para visualizar los
cambios en indicadores que podian ser medidos dentro de una camara TVC [9]. A
estos test se les llamo´ pruebas operacionales. En este Anexo nos enfocaremos en
esta prueba.
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Sı´mbolo Tipo de LC Comentario Capa de Alineamiento Vidrio
T1A APAN Nema´tico antiparalelo Poliamida PI2545 Sı´lice fundido
T1B APAN Nema´tico antiparalelo Poliamida PIA2000 Sı´lice fundido
T1A APAN Nema´tico antiparalelo Poliamida PI2545 Sı´lice fundido
T1C APAN Nema´tico antiparalelo Poliamida PIA2000 SF57
T4A HAN Nema´tico hı´brido alineado Poliamida PI2545 Sı´lice fundido
T5A WAA Nema´tico antiparalelo dual Poliamida PI2545 Sı´lice fundido
T6A ALCVR Nema´tico antiparalelo dual Poliamida PI2545 Sı´lice fundido
Sı´mbolo Fabricante Mezcla de LC n;T = 20 C;  = 589nm Rango de T (C)
T1A Arcoptix ZLI-3700-000 0.101 medio [<-30,+105]
T1B Visual Display BL006 0.285 alto [-20,+118.5]
T1A Arcoptix MLC-6025-000 0.084 bajo [-40,+103]
T1C Visual Display BL006 0.285 alto [-20,+118.5]
T4A Arcoptix MLC-6610 0.0996 negativo [<-30,+79.5]
T5A Arcoptix MDA-98-1602 0.267 alto [-20,+109]
T6A Arcoptix BL006 + MLC-6025-000 0.285 alto + 0.084 bajo [-20,+118.5] y [-40,+103]
Tabla B.1: Principales caracterı´sticas de las celdas bajo estudio
En la Fig. B.1(a) se muestra la celda con su cable y su conector. Un sensor de
temperatura PT100 esta´ embebido en el cable, cerca a la apertura u´til de la celda.
En la Fig. B.1(b) se muestra la celda completa con su montura optomeca´nica. Todos
los componentes seleccionados son compatibles con las condiciones de vacı´o, para
evitar la desgasificacio´n y posterior contaminacio´n de los componentes o´pticos.
(a) (b)
Figura B.1: LCVR. (a) Celda con cable y conector. (b) Celda ensamblada en montura
optomeca´nica
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(a)
(b)
Figura B.2: Montaje experimental con la TVC en las instalaciones del LINES-INTA.
(a) Montaje del elipso´metro de Nulo y el interfero´metro Mach-Zehnder. (b) Vista al
interior de la TVC con un LCVR integrado.
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Para realizar la caracterizacio´n o´ptica se disen˜o´ una ca´mara de termo-vacı´o, al
igual que un arreglo o´ptico compuesto de dos partes; la primera es un elipso´metro
de nulo y la segunda es un interfero´metro Mach-Zehnder, para realizar medidas
elipsome´tricas e interferome´tricas durante los ciclos te´rmicos. En la Fig. B.2(a) se
observa el montaje o´ptico experimental disen˜ado, este es el mismo que se utilizo´ en
el Capı´tulo 2. Al interior del montaje se encuentra la celda en una montura termo-
meca´nica, la cual a su vez esta´ localizada en la TVC como puede observarse en la
Fig. B.2(b).
El procedimiento del test [10] consiste en someter a una celda bajo condiciones
de un ciclo te´rmico en el vacı´o (1e   5mbar) siguiendo las siguientes temperatu-
ras: +20 C, +60 C, +40 C, +20 C, 0 C,  20 C, +20 C. El ciclo te´rmico
comienza y finaliza en +20 C con el fin de chequear que los desempen˜os de los
LCVRs no cambian despue´s de las pruebas. Para cada temperatura se realizaron
in-situ las siguientes medidas: el tiempo de respuesta en dos transiciones (la ma´s
ra´pida y ma´s lenta), el retardo con respecto al voltaje (8 voltajes), el error del fren-
te de onda transmitido y la homogeneidad del retardo. Los resultados para cada
indicador en los diferentes tipos de celda, sera´n descritos a continuacio´n.
B.1 Retardo Vs. Voltaje
El retardo es el principal indicador para monitorear cambios en las mezclas de los
cristales lı´quidos, ya que es la componente de los LCVRs con birrefringencia y
por lo tanto, una de las que introduce retardo. Tambie´n cambios meca´nicos como
el cambio en el espesor debido a condiciones ambientales de temperatura, vacı´o y
otras como cargas meca´nicas pueden introducir retardo, pero con una menor con-
tribucio´n.
Las medidas operacionales se hicieron u´nicamente para 632:8nm utilizando
el elipso´metro de nulo [10, 11], como el retardo es dependiente de la longitud
de onda, usando modelos de dispersio´n los resultados pudieron ser extrapolados
a partir de otras medidas donde se midio´ en un rango entre 500nm y 650nm a
una sola temperatura. Sin embargo, estos u´ltimos datos no son presentados en este
Anexo.
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Figura B.3: Comportamiento de la celda T1A10. (a) Curva de retardo o´ptico. (b)
Chequedo a 20C. (c) Dependencia del retardo o´ptico con respecto a la temperatura
para los voltajes aplicados.
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B.1 Retardo Vs. Voltaje
En la Fig. B.3 se muestra el comportamiento tı´pico de una de las celdas evalua-
das en el test operacional (T1A10), la Fig. B.3(a) muestra las curvas de retardo
o´ptico con respecto al voltaje para el ciclo te´rmico propuesto. Aquı´ se observa que a
mayor temperatura, menor es el retardo o´ptico, esto se debe a que la energı´a cine´ti-
ca de las mole´culas del LC aumenta con la temperatura, y por lo tanto el para´metro
de orden decrece. Conforme el para´metro de orden decrece, la alineacio´n empeo-
ra y la birrefringencia efectiva disminuye. La gra´fica correspondiente a  20 C,
cercana al punto de congelacio´n, claramente muestra como el voltaje necesario pa-
ra mover las mole´culas tiene que ser aumentado para obtener un retardo ide´ntico
cuando la temperatura disminuye.
En el punto de chequeo a +20 C, no se observa una degradacio´n de la celda,
y por lo tanto el retardo o´ptico de e´sta no cambia despue´s del ciclo te´rmico, esto
puede ser observado en la Fig. B.3(b).
Finalmente, la dependencia del retardo o´ptico con la temperatura ha sido cal-
culada por voltaje como se muestra en la Fig. B.3(c). Podemos ver que este valor
depende del voltaje aplicado y el intervalo de temperatura especı´fico. El ca´lculo
fue hecho asumiendo una aproximacio´n lineal entre los intervalos de temperatura
(20 C) y los valores fueron asignados a la temperatura promedio.



























































Figura B.4: Transicio´n de T1A10. (a) Dependencia del retardo o´ptico con respecto
al voltaje para diferentes temperaturas. La relacio´n fue calculada para un intervalo de
10 C. (b) Relacio´n de tres variables; Cociente de la temperatura respecto al retardo
o´ptico, temperatura y voltaje aplicado.
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La relacio´n de dependencia de la temperatura respecto al retardo o´ptico versus
el voltaje aplicado para diferentes temperaturas, ha sido graficada en la Fig. B.4.
Es importante notar que la relacio´n versus el voltaje aplicado es diferente para
diferentes temperaturas, y ha sido calculado en nuestro caso para rangos de10 C.
En el rango cercano a los 0V , encontramos un comportamiento plano de la
dependencia de la temperatura. Este incrementa cuando el voltaje aumenta pero es
ma´s bajo que la transicio´n Fre´edericksz [12]. Despue´s de ese punto, la dependencia
de la temperatura disminuye con el voltaje, ya que la energı´a del LC proporcionada
por el campo ele´ctrico aplicado para orientar las mole´culas del LC, es predominante
con respecto a la energı´a cine´tica te´rmica.
Al conocer el intervalo de temperatura de trabajo de los LCVRs durante ope-
racio´n y considerar que los voltajes de trabajo en el Paquete de Modulacio´n de la
Polarizacio´n son usualmente ma´s altos que la transicio´n de Fre´edericksz, podrı´a
construirse una funcio´n que relaciones las tres variables.
B.2 Tiempo de respuesta
El tiempo de respuesta de un LCVR corresponde al tiempo que necesita el dispo-
sitivo para alcanzar un nuevo estado de polarizacio´n provocado por un cambio en
el voltaje, es decir, el tiempo que necesita para pasar de un estado de polarizacio´n
producido por Vp1, al segundo estado de polarizacio´n definido por Vp2 (donde Vp es
el voltaje pico aplicado al LCVR). Usualmente este tiempo es medido entre el 10%
y el 90% de la intensidad total observada utilizando el elipso´metro de nulo [10].
Las transiciones analizadas fueron las ma´s ra´pidas y las ma´s lentas de cada
celda a +40 C, es decir, a esta temperatura se escogieron las transiciones a ser
evaluadas en el ciclo te´rmico. En la Tabla B.2, se muestra un resumen de los tiem-
pos de respuesta y la desviacio´n esta´ndar para cinco tipos de celda diferentes en
el rango de temperaturas propuesto. Una transicio´n adicional fue medida para las
celdas T1B6 y T1A10:1. Recordando que la intensidad como funcio´n del retardo
(y en este caso del tiempo) es una funcio´n senoidal, estas transiciones venı´an de
un mı´nimo y cruzaban un ma´ximo por lo que la intensidad volvı´a a caer[13]. En
el caso de las otras transiciones nunca se cruzaba un ma´ximo. Por esta razo´n, la
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Celda Transicio´n 20 C 60 C 40 C 20 C 0 C -20 C 20 C
RT SD RT SD RT SD RT SD RT SD RT SD RT SD
T1A10 T2 10.4 0.3 8.1 0.2 4.4 0.2 10 0.4 36.8 1.5 628 31 10.7 0.2
T3 198 9.9 47 2.4 94.6 4.7 194 9.7 705 35 16300 810 209 10
T1B6 T2 3 0.3 0.7 0.1 1.3 0.1 3.3 0.4 16.1 0.4 238 4.9 3.4 0.2
T3 51.8 2.6 9.7 0.5 18.9 0.9 49.4 2.5 213 11 4470 220 57.8 2.9
T5 45.2 2.1 8.2 0.4 18.1 1.7 56.2 2.8 263 7.7 5650 330 52.2 1.9
T1C10 T1 15.7 0.3 2.2 0.1 5.2 0.1 15.7 0.4 75.1 1.9 839 22 15.4 0.2
T5 61.9 1.8 8.6 0.2 19.7 0.3 63.3 1.5 345 13 6150 690 59.7 1.6
T4A10 T4 9.8 0.5 3.5 0.2 4.9 0.2 9.4 0.5 24 1.2 79.6 4 15.4 0.8
T5 446 22 141 7 230 12 468 23 1200 60 5060 250 484 24
T5A10:1 T2 3.6 0.5 0.9 0.1 1.7 0.1 3.5 0.1 11.2 0.8 76.6 5.7 3.5 0.2
T3 56.5 2.8 13.6 0.7 26.3 1.3 59.5 3 166 8.3 1050 53 55.1 2.8
T5 47.4 1.5 12.8 0.3 22.1 0.6 48.4 1.6 149 8.4 947 75 49.1 2
Tabla B.2: Resumen de los resultados para el indicador Tiempo de Respuesta. RT
corresponde al tiempo de respuesta y SD es la desviacio´n esta´ndar, ambos enms.
hipo´tesis era que este tipo de transiciones podrı´an ser mas lentas, pero finalmente
estaba sobrestimada y no era de ası´.
B.3 WFE transmitido y homogeneidad del retardo
Los mapas de error de frente de onda transmitido son obtenidos de manera interfe-
rome´trica utilizando el interfero´metro Mach Zehnder. Las medidas operacionales
de este indicador, monitorean cambios quı´micos o estructurales debidos a los ciclos
u otras variaciones de temperatura y condiciones de vacı´o, para esto fue desarro-
llada una aplicacio´n utilizando LabVIEW R y MATLAB R para la adquisicio´n y
ana´lisis de los datos. En la Fig. B.5 se observa la interfaz gra´fica.
El valor de la homogeneidad en el retardo y el error en el frente de onda esta´n
estrechamente relacionados. Cambios meca´nicos producen esfuerzos en los sustra-
tos (vidrios), lo cual afecta al error del frente de onda. Por lo tanto, en la homoge-
neidad del retardo, la inhomogeneidad se hace ma´s evidente en ciertos estados de
polarizacio´n [5, 14]. La ecuacio´n que rige la relacio´n, esta´ dada por la Eq. B.1 [15].
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Figura B.5: Interfaz gra´fica de control y ana´lisis para la recuperacio´n del frente de
onda y la homogeneidad del retardo.
donde (x; y) es el retardo o´ptico, n es la anisotropı´a o´ptica de la mezcla
del LC y nefectivo corresponde al ı´ndice de refraccio´n efectivo.
Las Tablas B.3 y B.4 muestran el error en la homogeneidad del retardo, el error
pico-valle y el error RMS en dos unidades, grados y unidades porcentuales. Las
unidades porcentuales esta´n dadas por el error dividido el retardo ma´ximo para
cada temperatura y multiplicado por 100%. Como se discute en [13], valores muy
altos en la homogeneidad del retardo pueden ser problema´ticos, pero esto puede
ser mitigado por una calibracio´n pı´xel por pı´xel.
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Celda Polarizacio´n 20 C 60 C 40 C 20 C 0 C -20 C 20 C
RMS PV RMS PV RMS PV RMS PV RMS PV RMS PV RMS PV
T1A10 Px 0.02 0.08 0.03 0.1 0.02 0.08 0.02 0.09 0.03 0.13 0.03 0.14 0.01 0.06
Py 0.02 0.1 0.03 0.1 0.02 0.07 0.02 0.09 0.03 0.13 0.04 0.17 0.01 0.07
T1B6 Px 0.12 0.57 0.11 0.49 0.12 0.49 0.12 0.51 0.13 0.54 0.13 0.53 0.12 0.49
Py 0.17 0.71 0.15 0.64 0.16 0.63 0.17 0.69 0.19 0.78 0.2 0.81 0.17 0.71
T1C10 Px 0.03 0.18 0.05 0.24 0.03 0.18 0.03 0.16 0.04 0.2 0.07 0.32 0.03 0.17
Py 0.05 0.25 0.06 0.29 0.05 0.26 0.05 0.24 0.06 0.28 0.09 0.43 0.05 0.26
T4A10 Px 0.02 0.08 0.01 0.07 0.02 0.11 0.02 0.13 0.03 0.2 0.05 0.24 0.01 0.06
Py 0.01 0.08 0.02 0.08 0.02 0.15 0.02 0.15 0.04 0.21 0.05 0.21 0.01 0.06
T5A10:1 Px 0.03 0.13 0.04 0.16 0.03 0.23 0.03 0.14 0.05 0.31 0.06 0.33 0.03 0.2
Py 0.03 0.16 0.04 0.17 0.03 0.22 0.04 0.17 0.06 0.28 0.08 0.37 0.04 0.19
Tabla B.3: Resumen en los resultados del error del frente de onda. RMS es el valor
del error cuadra´tico medio y PV es el valor pico-valle, ambos medidos en longitudes
de onda.
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B.3 WFE transmitido y homogeneidad del retardo
La Fig. B.6 muestra un ejemplo (T1A10) de los resultados analizados despue´s
de las medidas con el interfero´metro Mach-Zehnder configurado para el test de
termo-vacı´o. Se observan, la homogeneidad del retardo y el error de frente de onda






















































































































































































































































































































































Figura B.6: Mapas de WFE en polarizacio´n x (Px) e y (Py) y homogeneidad del
retardo (RH) para la celda T1A10. (a) +20 C (b) +60 C (c)  20 C.
Para obtener el error del frente de onda introducido por las muestras en ambas
polarizaciones, antes tuvo que hacerse una calibracio´n en el error del frente de onda
en el interfero´metro sin muestra, es decir, primero sin ca´mara de vacı´o y luego con
ca´mara de vacı´o para ver el efecto de las ventanas de la ca´mara. Adicionalmen-
te, cada frente de onda fue descompuesto en polinomios de Zernike para intentar
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discernir las diferentes contribuciones por efectos meca´nicos, te´rmicos, entre otros.
B.4 Conclusiones
El rendimiento de los LCVRs en condiciones de vacı´o y a diferentes temperaturas
cubriendo el rango de temperaturas operativas fue probado. Una muestra de cada
tipo de LCVR fue estudiado.
En general, los LCVRs no sufren degradacio´n despue´s del test, aparte de un
incremento en su homogeneidad en el retardo, la cual es atribuida a la tensio´n
infringida por la montura meca´nica sobre las celdas LC durante cambios extremos
de temperatura. Esto es fa´cilmente resuelto por un apropiado disen˜o de la montura
meca´nica, y posiblemente cambiando la forma de la celda LC, para reducir el efecto
de la deformacio´n de la montura.
Esta prueba proporciona informacio´n u´til con respecto a los rangos de tempe-
ratura en los cuales los diferentes tipos de LCVR cumplen con los requerimientos
o´pticos. Esta valiosa informacio´n es necesaria para la definicio´n de las celdas de
LCVR de vuelo y su rango de temperatura de trabajo al interior del instrumento.
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En la eleccio´n de una teorı´a, uno debe poner atencio´n a la sim-
plicidad solamente en las hipo´tesis. La simplicidad en el ca´lculo
puede no tener ningu´n peso en el balance de las probabilidades.
La naturaleza no se averguenza por las dificultades del ana´lisis.
Esta evita la complicacio´n u´nicamente dentro de las posibilida-
des. La naturaleza parece proponer hacer mucho con poco: e´ste
es un principio que el desarrollo de la fı´sica constatemente so-




Otro me´todo de alto rango
dina´mico para
interferometrı´a.
En el Capı´tulo 2 se hablo´ de la mejora del contraste en franjas interferome´tri-
cas cuando se tienen variaciones de intensidad que exceden el rango en el que
normalmente operan las CCDs de 8 bits. En este ape´ndice se explicara´ un enfo-
que diferente para mejorar el contraste de las franjas en condiciones de intensidad
adversas. Recordando la Eq. 2.8
I(x; y) = b(x; y) +m(x; y) cos ((x; y)); (C.1)
donde b(x; y) es la iluminacio´n de fondo o la componente DC, m(x; y) es la
modulacio´n y  la fase; como se sabe esta ecuacio´n describe un patro´n de fran-
jas tı´pico, y podrı´a ser reescrita, si se suprimiese la iluminacio´n de fondo y si se
normalizara, con algu´n algoritmo de normalizacio´n tal y como se describio´ en el
Capı´tulo 2, como:
In(x; y) = cos ((x; y)): (C.2)
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C. OTROME´TODO DE ALTO RANGO DINA´MICO PARA
INTERFEROMETRI´A.
En este enfoque el primer paso es obtener el patro´n de franjas para cada tiempo
de exposicio´n, y estos llevarlos a la forma de la Eq. C.2, es decir, a su forma nor-
malizada Inj(x; y), con los me´todos de normalizacio´n tambie´n es posible recuperar
la modulacio´n mj(x; y). Debe tenerse en cuenta que el subı´ndice j denota los pa-
trones de franjas en diferentes tiempos de exposicio´n, donde j = [1; N ], siendo N
el nu´mero total de patrones de franjas. El me´todo de normalizacio´n usado [1], es el
mismo que se describio´ en el Capı´tulo 2, pero podrı´a usarse cualquier otro.
El mapa de modulacio´n es una magnitud importante para medir la calidad de
un patro´n de franjas [2]. Para cada patro´n en cada tiempo de exposicio´n, las regio-
nes donde el mapa de modulacio´n presenta valores altos significa que el patro´n de
franjas en te´rminos de la intensidad esta´ bien muestreado, es decir, que no esta´ so-
bresaturado ni subsaturado. En el caso contrario, si el mapa de modulacio´n tiene
valores bajos, el patro´n de franjas correspondiente no es fiable en estos puntos. No-
te que los ma´ximos y mı´nimos valores de modulacio´n en una ca´mara tı´pica con un
rango dina´mico de 256 niveles de gris, son 255 y 0, respectivamente; por lo que
los te´rminos grandes y pequen˜os se refieren a estos valores. Una vez tenemos la
secuencia de los patrones de franjas normalizados Inj y los mapas de modulacio´n
correspondientes mj se puede componer el patro´n de franjas HDR IHDR(x; y) co-










En la Eq. C.3, las regiones donde el denominador es igual a cero se impone que
IHDR(x; y) = 0.
La ventaja de este enfoque con respecto al mencionado en el Capı´tulo 2, es que
no es necesaria la calibracio´n de la funcio´n de respuesta del sensor a partir de una
secuencia de ima´genes afectadas por el limitado rango dina´mico de la ca´mara, es
decir que los distintos tiempos de integracio´n no son entradas para el algoritmo. La
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desventaja es que para cambios muy bruscos en la intensidad este me´todo presenta
problemas y el patro´n recuperado presenta distorsiones.
Se comprobo´ el algoritmo propuesto con interferogramas experimentales ob-
tenidos con un interfero´metro Mach-Zehnder. En el primer experimento, se com-
probo´ este enfoque con patrones de franjas abiertos. En las Figs. C.1 y C.2 se mues-
tran seis interferogramas obtenidos con diferentes tiempos de exposicio´n, los cuales
son desconocidos, y sus correspondientes mapas de modulacio´n obtenidos utilizan-
do el me´todo que se muestra en [2]. El taman˜o de cada imagen es 1280 960.
(a) (b) (c)
(d) (e) (f)
Figura C.1: Patrones de franjas abiertos diferentemente expuestos usados en el primer
experimento.
Con el fin de cuantificar la calidad del patro´n de franjas HDR IHDR (Fig. C.3)
con respecto a los diferentes patrones de franjas obtenidos para cada tiempo de







es decir, se halla la modulacio´n para el patro´n HDRmHDR utilizando el me´todo
propuesto en [2], e´sta se divide por la modulacio´n de cada patro´n en cada tiempo
de exposicio´nmj , y por u´ltimo se promedia sobre la totalidad de los pı´xeles.
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Figura C.2: Mapas de modulacio´n correspondientes a los patrones de franjas mostra-
das en la Fig 1.
Figura C.3: Rango dina´mico extendido resultante de patro´n de franjas.
Qj denota la calidad de las franjas en te´rminos de su modulacio´n que podrı´a
interpretarse como la visibilidad de las mismas, lo que se espera con esto es que
Qj >> 1. Si Qj = 1 no hay incremento en la calidad de las franjas. La Tabla C.1,
muestra los valoresQj para el primer experimento donde se tenı´an franjas abiertas.
Es de resaltar que dentro de la Tabla C.1, las Figs. C.1(e) y C.1(f) no presentan un
incremento importante en la calidad de las franjas, de esto se puede concluir que se










Tabla C.1: Relacio´n de incremento de la calidad obtenida en el primer experimento.
Se hizo un segundo experimento con el fin de evaluar el me´todo en un patro´n
de franjas cerradas, en la Fig. C.4 se muestran cinco interferogramas obtenidos en
diferentes tiempos de integracio´n desconocidos. Obse´rvese que en la Fig. C.4 los
interferogramas presentan regiones muy luminosas y otras muy oscuras. Por otro
lado, la Fig. C.5 muestra los mapas de modulacio´n obtenidos mediante la misma
forma que los mapas en el experimento anterior.
De las Figs. C.4 y C.5 es posible deducir que si el tiempo de exposicio´n de la
ca´mara es muy bajo, las regiones que no esta´n bien iluminadas pueden ser compa-
radas con los niveles de ruido y por lo tanto no puede ser recuperada la sen˜al. En
caso contrario, si el tiempo de exposicio´n es muy alto entonces las regiones brillan-
tes esta´n llenando el pozo del detector y la sen˜al tampoco puede ser recuperada. En
ambos casos, el mapa de modulacio´n presenta valores bajos y no es posible recu-
perar informacio´n fiable de estos patrones de franjas, teniendo en cuenta que esto
se hace pı´xel a pı´xel. En la Fig. C.6 se muestra el patro´n de franjas HDR resultante
y en la Tabla C.2 se muestra la calidad de las franjas Qj tal y como se hizo para el
experimento uno.
Es notable el incremento significativo en la calidad de las franjas para el segun-
do experimento, lo cual se debe a la distribucio´n en la modulacio´n que es conside-
rablemente ma´s homoge´nea en los interferogramas del segundo experimento que
en los del primero.
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Figura C.5: Mapas de modulacio´n para los patrones de franjas mostrados en la Fig 5.
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Tabla C.2: Relacio´n de incremento de la calidad obtenida en el segundo experimento.
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Al parecer de acuerdo a los antecedentes, es razonablemente
cierto que si existe cualquier movimiento relativo entre la Tierra
y el E´ter luminoso, e´ste tiene que ser lo suficientemente pequen˜o





Descripcio´n de los polinomios
de Zernike
Las aberraciones o´pticas, conocidas como la diferencia entre la superficie del
frente de onda teo´rico y la superficie del frente de onda real, pueden ser descritas
a partir de una serie polinomial cualquiera, la ma´s comu´n son los llamados polino-
mios de Zernike 3 [1, 2]. E´stos son utilizados para reconstruir los mapas de frente
de onda. Los polinomios de Zernike se definen a partir de la Eq. D.1 y la Eq. D.2,







m() m 6= 0
R0n() m = 0
(D.2)
donde n y m denotan la variacio´n radial y la frecuencia azimutal respectiva-






3Los polinomios de Zernike fueron desarrollados por el holande´s Fritz Zernike a quien le fue
otorgado el premio Nobel de Fı´sica en 1953.
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D. DESCRIPCIO´N DE LOS POLINOMIOS DE ZERNIKE
mientras que, la funcio´n radial y la azimutal esta´n definidas como puede obser-










)  k)! ; (D.4)
Gm() =

sen(m) si j es par
cos(m) si j es impar (D.5)
Por u´ltimo, debe cumplirse la relacio´n de la Eq. D.6, es decir, los polinomios
esta´n normalizados sobre el cı´rculo unitario,
jZj(; )j  1: (D.6)
La razo´n por la cual se puede describir cualquier frente de onda en te´rminos
de la Eq. D.1, se debe a que dichos polinomios son linelamente independientes
entre sı´, dado que resultan del producto de dos funciones, una de las cuales varı´a
en funcio´n del radio de una circunferencia unitaria, mientras que la otra varı´a en
funcio´n del meridiano de la misma, y en consecuencia resultan ser ortogonales e
independientes linealmente [3].
La Tabla D.1 muestra los primeros 36 polinomios de Zernike. Para la cons-
truccio´n de la tabla, se ha utilizado la convencio´n de Noll [4]. La fase puede ser
parametrizada a trave´s del frente de onda usando los polinomios de Zernike, y
esta´ descrita matema´ticamente como en la Eq. D.7,




Una aberracio´n tı´pica parametrizada a trave´s de los polinomios de Zernike es
mostrada en la Fig. D.1.
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Zj Nombre Zmn (; ) I´ndice n I´ndice m
Z1 piston 1 0 0
Z2 x tilt 2 cos  1 1
Z3 y tilt 2 sin  1 1
Z4 defocus
p
3(22   1) 2 0
Z5 y primary astigmatism
p
62 sin(2) 2 2
Z6 x primary astigmatism
p
62 cos(2) 2 2
Z7 y primary coma
p
8(33   2) sin  3 1
Z8 x primary coma
p
8(33   2) cos  3 1
Z9 y trefoil
p
83 sin(3) 3 3
Z10 x trefoil
p
83 cos(3) 3 3
Z11 primary spherical
p
5(64   62 + 1) 4 0
Z12 x secondary astigmatism
p
10(44   32) cos(2) 4 2
Z13 y secondary astigmatism
p
10(44   32) sin(2) 4 2
Z14 x tetrafoil
p
104 cos(4) 4 4
Z15 y tetrafoil
p
104 sin(4) 4 4
Z16 x secondary coma
p
12(105   123 + 3) cos  5 1
Z17 y secondary coma
p
12(105   123 + 3) sin  5 1
Z18 x secondary trefoil
p
12(55   43) cos(3) 5 3
Z19 y secondary trefoil
p
12(55   43) sin(3) 5 3
Z20 x pentafoil
p
125 cos(5) 5 5
Z21 y pentafoil
p
125 sin(5) 5 5
Z22 secondary spherical
p
7(206   304 + 122   1) 6 0
Z23 y tertiary astigmatism
p
14(156   204 + 62) sin(2) 6 2
Z24 x tertiary astigmatism
p
14(156   204 + 62) cos(2) 6 2
Z25 y secondary tetrafoil
p
14(66   54) sin(4) 6 4
Z26 x secondary tetrafoil
p
14(66   54) cos(4) 6 4
Z27
p
146 sin(6) 6 6
Z28
p
146 cos(6) 6 6
Z29 y tertiary coma 4(357   605 + 303   4) sin  7 1
Z30 x tertiary coma 4(357   605 + 303   4) cos  7 1
Z31 4(21
7   305 + 103) sin(3) 7 3
Z32 4(21
7   305 + 103) cos(3) 7 3
Z33 4(7
7   65) sin(5) 7 5
Z34 4(7
7   65) cos(5) 7 5
Z35 4
7 sin(7) 7 7
Z36 4
7 cos(7) 7 7
Z37 tertiary spherical 3(708   1406 + 904   202 + 1) 8 0








































Valor del coeficiente 0.4 
Z4 
Defocus
Valor del coeficiente 0.2 
Z5 
y primary astigmatism
Valor del coeficiente 0.4 
Z7 
y primary coma
Valor del coeficiente -0.5 
Z8 
x primary coma
Valor del coeficiente 0.3 
Z10 
x trefoil
Valor del coeficiente -0.2 
Función Aberración
Figura D.1: Ejemplo de una aberracio´n del frente de onda parametrizada, a trave´s de
la suma de unos Polinomios de Zernike, cada uno con diferente peso.
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Muchos ejemplos podrı´an ser citados, pero estos sera´n suficien-
tes para justificar la afirmacio´n de que “nuestros futuros descu-






El propo´sito de este simulador es suministrar informacio´n previa antes de hacer
un montaje experimental de ESPI, para la observacio´n de deformaciones meca´ni-
cas.
Figura E.1: Interfaz gra´fica del simulador ESPI.
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E. SIMULADOR DE FRANJAS INTERFEROME´TRICAS DE SPECKLE
En el simulador se tienen en cuenta las propiedades geome´tricas de la ca´mara,
ası´ como sus propiedades de funcionamiento. Tambie´n se tienen en cuenta las pro-
piedades geome´tricas del sistema formador de imagen. En la Fig. E.1 se muestra la
interfaz gra´fica del simulador desarrollado en MATLAB R.
La ventaja principal del simulador es leer informacio´n proveniente de un FEM
donde se tienen las deformaciones del objeto, un ejemplo de una superficie defor-
mada modelada en ANSYS R y leı´da por el simulador, se muestra en la Fig. E.2.
Figura E.2: Superficie deformada proveniente de un FEM.
Las franjas producidas por la simulacio´n y la fase mo´dulo 2, pueden verse en
la Fig. E.3. El simulador tambie´n permite controlar el taman˜o del Speckle, que es
una relacio´n entre la rugosidad y la apertura en un plano de Fourier.
(a) (b)
Figura E.3: Informacio´n entregada por el simulador. (a) Franjas interferome´tricas. (b)
Fase mo´dulo 2.
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No´tese que para este ejemplo la superficie simulada corresponde a un material
con el cual se producen espejos antes de la deposicio´n de la pelı´cula de Aluminio.
Esta pieza esta´ sujeta en tres puntos por una montura opto-meca´nica, las defor-
maciones producidas sobre la superficie, se deben a los esfuerzos que la montura
hace sobre e´sta. En la Fig. E.3(a), puede verse como las franjas interferome´tricas
se hacen ma´s densas en los puntos donde hay ma´s esfuerzos, un control del taman˜o
del Speckle se hace importante para muestrear mejor la deformacio´n. Finalmente,
en la Fig. E.3(b), se analiza la fase mo´dulo 2 para tener una mejor idea sobre la
suficiencia del muestreo de las franjas en la recuperacio´n de la fase.
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