The presence of generalist predators is known to have important ecological impacts in several fields.
predators, that utilize a possibly wide variety of food sources, play a crucial role in determining the 4 dynamics of such communities. For example, raccoons (a medium-sized mammal native to North 5 America) are an important part of our ecosystem as they feed on insects, small mammals and birds, 6 eggs, and plant foods. For the last couple of decades, generalist predators have received considerable 
19
In the past, several researchers used mathematical models to investigate the role of generalist preda-20 tors on ecological dynamics. Most of them modeled generalist predators simply by using a sigmoidal 21 Holling type III response (which reflects prey switching at low prey concentrations) without considering responses for generalist predators and found that generalist predators can have both stabilizing and 32 destabilizing effects on the system dynamics. Similar to Spencer and Collie (1995) , Magal et al. (2008) 33 also considered additional food for a generalist predator, but Holling type II functional response for 34 the uptake of focal prey rather than a sigmoidal functional response. Recently, Erbach et al. (2013) 35 modeled a generalist predator by density-dependent birth rate of the predator and a linear death rate.
36
Moreover, there are also few studies where generalist predators are modeled in the presence of spatial 37 heterogeneity. Some of them did not consider an extra food source for the generalist predator (Rosen-38 zwig, 1973; Segel and Levin, 1976) whereas others did not investigate different pattern formations due 39 to the presence of generalist predators (Magal et al., 2008; Kumari, 2013) . In the present paper, I 40 investigate how a generalist predator affects the spatial distribution of the populations and results in 41 different pattern formations.
42
Here, a two-dimensional reaction-diffusion predator-prey system is considered where the predator 43 is a generalist predator and has additional food source apart from the focal prey population. The main 44 focus of the paper is to investigate how the presence of a generalist predator affects the spatial distri-45 bution of the predator and prey populations. The dynamics with linear as well as density-dependent 46 birth rate of the predator as considered in Spencer and Collie (1995) and Erbach et al. (2013) , respec-tively, is investigated. Furthermore, the situation when the additional food source coincides with the 48 food source of the focal prey is also examined. This kind of predation is known as intraguild predation
49
(also mixotrophy), a special case of generalist predation (Gagnon et al., 2011; Kang and Wedekin, 50 2013). In this case, the predator is involved in competition for the common resources with the prey in 51 addition to predate on them. For example, the scorpion Paruroctonus mesaenis eats smaller arachnid 52 and insect predators together with the prey of these predators (Polis and McCormick, 1987) . Several 53 other examples of intraguild predation from natural communities can be found in Polis et al. (1989) .
54
The rest of the article is organized as follows: Section 2 deals with the model considering linear 55 and density dependent birth rate of the predator due to the additional food source. Specifically, the 56 model with linear birth rate of the predator due to the additional food and diffusion is presented in Here, a reaction-diffusion system with a prey and a generalist predator in the presence of additional 66 food for the predator is considered in the following form:
where n(x, y, t) and p(x, y, t) denote the densities of the prey and the predator, respectively, at location 68 (x, y) ∈ 2 and time t ≥ 0, r 1 and K are the intrinsic growth rate and carrying capacity of the prey 69 population, respectively, g is the prey capturing rate by the predator, h is the corresponding handling 70 time, e is the efficiency of converting prey into predator biomass (e < 1), r 2 is the growth rate of the 
and the zero-flux boundary conditions are chosen as
It is to be noted here that the general model structure of system (1) 
System (2) possesses four different equilibrium points: (i) the population free equilibrium E 0 = (0, 0),
94
(ii) the predator free equilibrium E 1 = (K, 0), (iii) the prey free equilibrium E 2 = (0, 
99
It is clear that the equilibrium points E 0 , E 1 and E 2 always exist. Let us denote 100 α = a 2 − b and β = 2a 2 − 3ab + c.
101
Then the existence conditions of the interior equilibrium are obtained by using the criteria given by or three non-trivial equilibria. It is to be mentioned here that this is a necessary but not sufficient
105
condition to obtain three non-trivial equilibria.
106
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(ii) If α > 0 and |β| > 2α 2 3 or α ≤ 0, we have at most one non-trivial equilibrium.
107
From the biological point of view (regarding pattern formation), the most interesting thing would be 108 to study the stability of the interior equilibrium point E * . The Jacobian matrix corresponding to E * 109 can be written as: is included here for the completeness of the text. To study this, let us consider the linearized form of 128 system (1) about E * (n * , p * ) as follows:
where, n = n * + n 1 , p = p * + p 1 . Here, (n 1 , p 1 ) are small perturbations of (n, p) about the interior 130 equilibrium point E * (n * , p * ). Now consider the solution of system (3) in the form
where λ 1 is the growth rate of perturbation in time t, κ x and κ y represent the wave numbers of the 133 solution. The Jacobian matrix of the linearized system can be written as:
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In the spatial model, the value of λ 1 depends on the sum of the square of wave numbers κ (1) is given by
where
144
Using the Routh-Hurwitz criterion, it appears that the equilibrium point E * is locally asymptotically 145 stable in the presence of diffusion iffÃ > 0 andB > 0. Clearly, A > 0 impliesÃ > 0. Therefore,
146
diffusive instability occurs only in the case when B > 0, butB < 0. Hence, the condition for diffusive 147 instability is given by
This shows that diffusion can induce the loss of stability with respect to perturbations of certain wave 149 numbers. Here, H is a quadratic function of κ 2 and the graph of H(κ 2 ) = 0 is a parabola. Let, the
Therefore, with the above value of κ 2 c , the condition for diffusive instability given in Eq. (5) can be 153 written as
155
In explicit form, the condition becomes
Since it is not prominent from analytic conditions how the local asymptotic stability and the Turing 157 instability depend on r 2 , further investigation in the form of numerical simulation is carried out in the 158 following. 
Numerical simulation
160
In this section, numerically it is examined how a generalist predator influences the system dynamics 161 depending on the availability of the additional food source. Specifically, the growth rate of the predator and therefore it is an unstable focus surrounded by a limit cycle. The trajectory approaching the limit therefore it is also an unstable saddle. The eigenvalues of E * are −0.0132 ± 0.2324i, and therefore
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it is a stable focus and the corresponding trajectory reaching towards E * is shown by the red line. is an unstable saddle. The eigenvalues of E 2 are −0.5 and −0.1, and therefore it is a stable node and 183 the corresponding trajectory reaching E 2 is shown by the red line.
184
To get a clearer view on how the presence of additional food source influences different dynamical 185 behavior of the system, a two-parameter bifurcation diagram is drawn by varying the growth rate of 186 the predator (r 2 ) due to the additional food and the mortality of the predator (m) (Figure 2 it is observed that the distributions of prey and predator are always of the same type. Consequently,
253
it is enough to show only the distributions of the prey for different r 2 . At r 2 = 0.032, a cold spot 254 pattern is observed. As we increase r 2 , at r 2 = 0.037, the stripe pattern dominates the space. Again,
255
at r 2 = 0.045, a mixture of hot spot and stripe patterns can be found, although hot spots dominate in 256 this case. Finally, at r 2 = 0.08, we see stable hot spots with high prey densities in isolated zones. 
264
In the first case, the initial distribution of the populations is chosen as 265 n(x, y, 0) = n * − ε 1 (x − 100),
with ε 1 = 2 × 10 −3 and ε 2 = 3 × 10 −3 . Snapshots of the spatial distributions are shown in Figure 6 266 for t = 0, 400, 800, and 3000. Clearly, the formation of the irregular patchy structure can be preceded
267
by the evolution of a regular spiral pattern. Here, the occurrence of the spiral is not due to the 268 initial conditions. The center of the spiral is situated at the critical point (x * , y * ) = (100, 100) with
After the formation of the spiral, it grows upto a certain time, following 270 the destruction of the spiral by making an irregular patchy pattern all over the domain. also shows an irregular oscillation with time.
275
In the second case, a different set of initial distribution of the populations is chosen as
with ε 1 = 3 × 10 −6 , ε 2 = 8 × 10 −6 , ε 3 = 3 × 10 −4 , and ε 4 = 6 × 10 −4 . Snapshots of the spatial 277 distribution are shown in Figure 8 for t = 0, 600, 900, and 3000. Here, the initial distribution contains 278 two critical points, which are (40, 140) and (160, 60). As a result, two spirals emerge with centers 279 situated at the above mentioned points. In this case also the spiral pattern is destroyed and an 280 irregular patchy pattern is formed all over the domain.
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Finally, another set of initial distribution of the populations is considered as mentioned in the n(x, y, 0) = n * − ε 1 (x − 40)(x − 160), p(x, y, 0) = p * − ε 2 (y − 40)(y − 160),
with ε 1 = 2 × 10 −5 and ε 2 = 3 × 10−5. Snapshots of the spatial distribution are shown in Figure 9 for 284 t = 0, 400, 800, and 3000. Here, the occurrence of four spirals is observed, which are finally destroyed 285 and makes the spatial domain patchy.
286
2.7. Density dependent birth rate for the generalist predator
287
The behavior of system (1) is also checked by considering a density dependent birth rate of the represents the half saturating constant for the growth of the predator due to the additional food source.
290
In the absence of focal prey, the reproduction term of the predator population looks like Beverton-Holt
291
function.
292
The behavior of the new system is checked at h 1 = 1. It is observed that the new system shows 293 qualitatively similar spatial behavior as system (1) . Only the difference is that the region of oscillation,
294
R O (comparing with Figure 2 ) is relatively bigger and the prey extinction occurs at larger values of 295 r 2 . 
Model with intraguild predation
297
In this section, a particular type of generalist predator is considered, called intraguild predator.
298
In the case of intraguild predation, the additional food source of the predator coincides with the food 299 source of the prey (Gagnon et al., 2011; Kang and Wedekin, 2013) . System (1) can be modified in the 300 presence of intraguild predation as:
where ε is the fraction of the predator population involved in intraguild predation. Clearly, ε = 0
302
represents the situation where p is not an intraguild (generalist) predator.
303
It is to be noted here that the intraguild predators share the same food as that of the prey population 
Here, the condition for LAS of the non-diffusive version of system (10) 
Following the same method as previous, it is possible to write down the explicit form of the condition 322 for diffusive instability as
First, the condition of Turing instability obtained analytically in Eq. (11) poral scales at which the process is studied (Walde, 1994) . In this respect, theoretical studies can 
