Abstract. Let N * q (m) be the minimal positive integer N , for which there exists a splitting of the set [0, N − 1] into q subsets, S 0 , S 1 , . . . , S q−1 , whose first m moments are equal. Similarly, let m * q (N ) be the maximal positive integer m, such that there exists a splitting of [0, N − 1] into q subsets whose first m moments are equal. For q = 2, these functions were investigated by several authors, and the values of N * 2 (m) and m * 2 (N ) have been found for m ≤ 8 and N ≤ 167, respectively. In this paper, we deal with the problem for any prime q. We demonstrate our methods by finding m * 3 (N ) for any N < 90 and N * 3 (m) for m ≤ 6.
Introduction
For k ∈ N, let ζ k be a primitive root of unity of order k. Let P q (N ) denote the set of polynomials of degree N − 1 with all coefficients in {1, ζ q , . . . , ζ q−1 q }. (It will become clear later that N is a more natural parameter than deg P .) Let P q (N, m) denote the subset of P q (N ), consisting of polynomials divisible by (x − 1) m (or by some higher power of x − 1).
The set P q (N, m) has been extensively studied for q = 2. It comes up in the design of antenna arrays and notch filters [6] , in coding theory in connection with so-called spectral-null codes, [12] , and is also related to the Prouhet-Thue-Morse sequence [1] . In [13] and [8] , asymptotics are obtained for its size. An algorithm for enumerating P 2 (N, 3) is described in [7] . A method of encoding data by words in P 2 (N, 3) is defined in [11] .
It turns out that the polynomials in P 2 (N, m) have the following property. Given P ∈ P 2 (N, m), let S 0 be the subset of {0, 1, . . . , N − 1}, consisting of those k's for which x k appears in P with a "+" sign, and S 1 the set of those for which it appears with a "-" sign. Then the first m moments of S 0 are equal to those of S 1 , i.e., We shall show (see Proposition 2.1 infra) that a similar equivalence exists for any prime q. This means that the problem of finding a polynomial in P q (N, m) is For q = 2, the problem has been investigated by Boyd [3] , [4] . On the theoretical side, Boyd proved that N * 2 (m) ≥ e √ m(1+o (1) ) . Moreover, for m * 2 (N ) to be large, N has to be divisible by a large power of 2. Boyd was able to calculate m * 2 (N ) for all N < 88. In particular, he proved that N * (6) = 48, thus disproving a conjecture of Byrnes [5] , whereby N * 2 (m) = 2 m for every m. Additionally, he showed that N * 2 (7) = 96, but was unable to determine whether m * (96) is 7 or 8. Boyd's approach is based on an ingenious exploitation of the fact that, if P (x) ∈ P 2 (N, m), then, in particular, for any algebraic integer ζ, the algebraic integer P (ζ) is divisible by (ζ − 1) m . In general, this would be of little help, as P (ζ) may take any of 2 N possible values. However, if ζ = ζ p is a root of unity of low prime order p, then P (ζ p ) is limited to one of a relatively small number of values.
In [2] Berend and the author improved Boyd's approach both theoretically and computationally, which helped in strengthening his results. On the theoretical side, we were able to exploit the full power provided by the information arising from the divisibility of P (ζ p ) by (ζ p − 1) m to get better constraints on the values of the polynomial's coefficients. On the computational side, we combined the information obtained from different primes to further shorten the search. Using these improvements, we were able extend the range of N 's with known m * (N ) from N < 88 to N < 168. In particular, we were able show that m * (96) = 7 and m * (144) = 8 (so that N * (8) = 144). As mentioned above, in this paper we deal with the problem for any prime q, and generalize the results achieved in [3] , [4] and [2] . We demonstrate our methods by finding m * 3 (N ) for any N with m * 3 (N ) < 5. In Section 2 we present the main results. Section 3 contains a few auxiliary results on equal moments divisions of a set. In Section 4 we derive some simple results on cyclotomic fields, on which we base our methods. The proofs of the main results are given in Section 5. In Section 6 we describe the methods and heuristics that were used for scanning the search range.
To prove that m * 3 (N ) is bounded below by some value, we usually have to find a polynomial of degree N − 1 divisible by an appropriate power of x − 1. Such polynomials, accompanying all the results of the paper, may be found in [9] .
The main results
We start with the equivalence of the two problems discussed in the previous section. 
if and only if
Remark. The implication (2.1) ⇒ (2.2) holds for every q, prime or not. In fact, going over the proof of Proposition 2.1, we can see that, in this direction, the primality of q is not used. However, the implication (2.2) ⇒ (2.1) is false for every composite q.
which is divisible by x − 1, yet the 0-th moment of S 0 (i.e., its size, which is 1) differs from that of S 1 (which is 0).
The following results, from Theorem 2.2 up to Corollary 2.6 are simple generalizations of their analogues in the case q = 2, proved by Boyd [3] , but due to their importance we state them explicitly (with proofs, except for Theorem 2.4).
Theorem 2.2. If P q (N, m) is non-empty and q
The proof of this theorem is very similar to the one given in [3] (based on Theorem 3.6 infra), and will be omitted.
In the next proposition we provide lower bounds for m *
. Note that the proof is constructive. Namely, given polynomials P 1 ∈ P q (N, m), P 2 ∈ P q (N 1 , m 1 ), and P 3 ∈ P q (N 2 , m 2 ), we explicitly construct polynomials in P q (2N ), P q (N 1 + N 2 ) and P q (N 1 N 2 ) with zeros of the prescribed order at 1. 
In the next theorem we provide the value of m * 3 (N ) for several N 's which are not covered by Theorem 2.7, and lower bounds for several others. 
Note that, if S i contains negative elements, the polynomials on the right handside of (3.1) belong to Z[x,
Proof. We use induction on m. For m = 0, the lemma is trivial. Suppose the lemma holds for some m, and assume that
By the induction hypothesis
, so that P (m) (1) = 0, and by (3.3)
, considered as a polynomial in j, is a linear combination of the polynomials j k , k = 1, . . . , m. By the induction hypothesis we get (3.5)
Subtracting from the left-hand side of (3.4) appropriate multiples of the left-hand side of (3.5) for k = 1, . . . , m − 1, we obtain: 
are equivalent.
x j+c . Using Lemma 3.1 again we get that this is equivalent to
(Such polynomials are sometimes called reciprocal or palindromic.)
Since P is symmetric, S i contains a number t if and only if it contains N − 1 − t. This implies that, if k is a positive odd integer, then
In particular, this holds for k = m. Thus, for the sets
Hence from Corollary 3.2 we get
Proof. Suppose N = kM + r, with 0 ≤ r < M. One easily verifies that
. By Corollary 3.5, we have P (ζ p ) = 0. Computing the norm of P (ζ p ) over Z[ζ q ], and using the equality
. Computing the norm of p m Q 1 (ζ q ) over Z we get:
give
which completes the proof.
Auxiliary results on cyclotomic extensions
As mentioned earlier, Boyd's method is based on the fact that, if (x−1)
, where p is a prime. Throughout this section, we shall always assume that p = q. For any n, denote O n = Z[ζ n ]. In [2] , we developed an exact criterion for divisibility by high powers of (ζ p − 1) in the ring O p (and, more generally, for divisibility by high powers of (ζ p k −1) in the ring O p k ). This allowed us to reduce, substantially in most cases, the search space. Here we expand this criterion to a criterion for divisibility in O p k q . In Proposition 4.2 we accomplish it for (ζ p k − 1). Proposition 4.5 strengthens Proposition 4.2 for the case where k = 1. These two propositions, and the lemmas used in their proofs, are completely analogous to their counterparts in the case q = 2 [2] , except that the numbers A j appearing there are now algebraic integers, and not rational integers. To make the paper self-contained we include the proofs.
Recall that (ζ p k − 1) 
For simplicity of notation we will prove the lemma for the case k = 1. The proof for k > 1 is very similar.
Proof. The inclusion (ζ
As gcd(p i , p j ) = (1) for i = j, the number l of ideals in the factorization of (1 − ζ p ) in O pq is at least k; in fact, otherwise we would have distinct ideals p i divisible by the same ideal P j . Without loss of generality, assume
Throughout this section, β will denote an element of O p k q with a (non-unique) representation of the form 
The proposition immediately follows from the following two lemmas.
Proof. Write:
We prove the lemma by induction on r. For r = 1, since (
Suppose the lemma holds for r − 1 instead of r, and let (ζ p k − 1) r | β. By the induction hypothesis:
The sum on the left-hand side is the coefficient of (
The coefficient of (
and it must be divisible by (ζ p k − 1), which means it must be divisible by p by Lemma 4.1.
Lemma 4.4. A number
Proof. Use the equality ζ
For the next proposition we assume that k = 1. From Lemma 4.3 we easily get that, if β ∈ (ζ p − 1)O pq , then β has a unique representation of the form 
Proof. We know that β is divisible by p
, where
r . In case p = 2, Lemma 4.3 gives
If p = 2 and r = 1, since β is divisible by 2 we get B 0 + B 1 ≡ 0 (mod 2). Hence in either case
, which is the unique representation of β satisfying
Proofs of the main results
Proof of Proposition 2.1. From Lemma 3.1 we get that 
Proof of Theorem 2.2. Write N = q k M with q M . Suppose P ∈ P q (N, m). Then, writing t = x − 1, the Taylor expansion of P at 1 is of the form
On the other hand, modulo ζ q − 1 we have Proof of Proposition 2.5. In each part we present a polynomial divisible by the required power of (x − 1). Let P (x) ∈ P q (N, m) with m odd, P 1 (x) ∈ P q (N 1 , m 1 ), and P 2 (x) ∈ P q (N 2 , m 2 ). 1. The polynomial P (x) + x 2N −1 P (1/x) is clearly symmetric, and it is easily seen to belong to P q (2N, m) . By Corollary 3.3, it belongs to P q (2N, m+1) . 
Now we turn to the proofs of Theorems 2.7 and 2.8, which determine the value of m * 3 (N ) for various N 's. In the course of the proofs, we use the results of Section 4 in the following way: Let P ∈ P q (N, m) for a certain m > 0. Let S 0 be the set of indices of the ζ 0 q = 1 coefficients in the polynomial, S 1 the corresponding set for the ζ 1 q 's, and so on. For a prime power
It is easy to see that
Since m > 0, we have
The results of Section 4 give strict conditions on the A p k ,j 's, and thus restrictions on the d p k ,j 's.
For the next proofs we will denote the members of P 3 (N ) by writing the S i 's explicitly. For example, the polynomial 1+ζ 3 x+ζ 2 3 x 2 will be denoted by {0}{1}{2}.
Proof of Theorem 2.7. In each of parts 1-6 of the theorem, it will suffice to prove only that m * 3 (N ) assumes the required value for the N 's in those parts. The fact that these are the only N 's with this value of m * 3 will then follow once we are done with the other parts of the theorem.
1. Since N is not divisible by 3, neither is P (1), which means that (x − 1) does not divide P . 2. The polynomial 1+ζ 3 x+ζ 8, 16 ), (13, 13, 5) ). Using the first option we get that S 0 does not contain any even elements. We continue by using Proposition 4.5 with p = 5. One of the options for the d 5,j 's is ( (3, 5, 5) , (3, 5, 5) , (3, 5, 5) , (6, 3, 3) , (6, 3, 3) Given a division of [0, N − 1] into subsets S 0 ,. . . , S q−1 , the reflection of S i , denoted by r(S i ), is the set {j : (5, 5, 5) , (3, 3, 8) , (8, 3, 3) , (3, 8, 3) ). (It can be shown that the other options do not lead to any anti-symmetric polynomial with m = 5, but this is of no consequence.) We scanned all 15 5 14 3 7 4 ≈ 4 · 10 7 options for determining S 0 (in a symmetric manner). We found only one option for S 0 whose first five moments match the corresponding target values. For this option we try to determine S 1 . After going over about 3 · 10 5 possibilities, we found 4 polynomials. For example, the following polynomial is a member of P 3 (72, 5): {3, 4, 5, 8, 13, 18, 19, 20, 26, 30, 34, 35, 36, 37 (10, 5, 0) , (8, 3, 3) , (3, 8, 3) , (3, 3, 8) ). Combining this information with that obtained with p = 2 we are left with ≈ 10 (5, 5, 10) , (5, 10, 5) , (5, 5, 10) , (13, 3, 3) (8, 8, 8) , (8, 8, 8) , (6, 6, 11) , (11, 11, 1) , (6, 6, 11) 7, 6 ) = ((7, 4, 2), (0, 4, 9), (7, 4, 2), (7, 4, 2), (0, 4, 9), (7, 4, 2) , (2, 6, 4) In every iteration, we choose one of the constraints, namely one of the d i,p k ,j 's, and try to enlarge S i so that it will have exactly d i,p k ,j members which are congruent to j modulo p k . This is done by checking the current number of members in S i , congruent to j modulo p k , and the number of unassigned members (i.e., members for which it has not yet been determined if they belong to S i ). We go over all possibilities of enlarging S i , using the "revolving door" algorithm (cf. [10] ), which allows a fast search, as each subset in the sequence is obtained from its predecessor by a minimal change -removing a single element and joining another instead.
The following procedure describes the method we use in our search. The arrays set, primePower and residue hold the plan for scanning the search range. 
