Abstract. The concatenation product is one of the most important operations on regular languages. Its study requires sophisticated tools from algebra, finite model theory and profinite topology. This paper surveys research advances on this topic over the last fifty years.
Syntactic ordered monoid
Let L be a language of A * . The syntactic preorder of L is the relation L defined on A * by u L v if and only if, for every x, y ∈ A * ,
The syntactic congruence of L is the relation ∼ L defined by u ∼ L v if and only if u L v and v L u.
The syntactic monoid of L is the quotient M (L) of A * by ∼ L and the natural morphism η : A * → A * /∼ L is called the syntactic morphism of L. The syntactic preorder L induces an order on the quotient monoid M (L). The resulting ordered monoid is called the syntactic ordered monoid of L.
The syntactic ordered monoid can be computed from the minimal automaton as follows. First observe that if A = (Q, A, · , q − , F ) is a minimal deterministic automaton, the relation defined on Q by p q if for all u ∈ A * , q· u ∈ F ⇒ p· u ∈ F is an order relation, called the syntactic order of the automaton. Then the syntactic ordered monoid of a language is the transition monoid of its ordered minimal automaton. The order is defined by u v if and only if, for all q ∈ Q, q· u q· v. For instance, let L be the language {a, aba}. Its minimal deterministic automaton is represented below: The order on the set of states is 2 4, 1 3 and 1, 2, 3, 4 0. Indeed, one has 0· u = 0 for all u ∈ A * and thus, the formal implication 0· u ∈ F ⇒ q· u ∈ F holds for any state q. Similarly, 1 3 since a is the only word such that 3· a ∈ F and one also has 1· a ∈ F . The syntactic monoid of L is the monoid M = {1, a, b, ab, ba, aba, 0} presented by the relations a 2 = b 2 = bab = 0. Its syntactic order is 1 < ab < 0, 1 < ba < 0, a < aba < 0, b < 0.
Free profinite monoids
We briefly recall the definition of a free profinite monoid. More details can be found in [1, 45] . A finite monoid M separates two words u and v of A * if there is a morphism ϕ : A * → M such that ϕ(u) = ϕ(v). We set r(u, v) = min |M | | M is a finite monoid that separates u and v } and d(u, v) = 2 −r (u,v) , with the usual conventions min ∅ = +∞ and 2 −∞ = 0. Then d is a metric on A * and the completion of A * for this metric is denoted by A * . The product on A * can be extended by continuity to A * . This extended product makes A * a compact topological monoid, called the free profinite monoid. Its elements are called profinite words.
In a compact monoid, the smallest closed subsemigroup containing a given element s has a unique idempotent, denoted s ω . This is true in particular in a finite monoid and in the free profinite monoid.
One can show that every morphism ϕ from A * into a (discrete) finite monoid M extends uniquely to a a uniformly continuous morphism ϕ from A * to M . It follows that if x is a profinite word, then ϕ(x ω ) = ϕ(x) ω .
Equations and identities
Let ϕ be a morphism from A * into a finite [ordered] monoid M and let x, y be two profinite words of A * . We say that ϕ satisfies the profinite equation
A regular language of A * satisfies a profinite equation if its syntactic morphism satisfies this equation. More generally, we say that a set of regular languages L is defined a set of profinite equations E if L is the set of all regular languages satisfying every equation of E.
A lattice of languages is a set L of languages of A * containing ∅ and A * and closed under finite union and finite intersection. It is closed under quotients if, for each L ∈ L and u ∈ A * , the languages u −1 L and Lu −1 are also in L. It is proved in [19] that a set of regular languages is a lattice [Boolean algebra] closed under quotient if and only if it can be defined by a set of profinite equations of the form u v [u = v].
A finite [ordered] monoid M satisfies the identity x = y [x y] if every morphism from A * into M satisfies this equation. These notions can be extended to semigroups by considering morphisms from the free semigroup A + to a finite semigroup.
Varieties of monoids
In this paper, we will only consider varieties in Eilenberg's sense. Thus, for us, a variety of semigroups is a class of finite semigroups closed under taking subsemigroups, quotients and finite direct products [18] . Varieties of ordered semigroups, monoids and ordered monoids are defined analogously [39] .
Given a set E of identities, we denote by E the class of all finite [ordered] monoids which satisfy all the identities of E. Reiterman's theorem [57] and its extension to ordered structures [53] states that every variety of [ordered] monoids [semigroups] can be defined by a set of identities. For instance, the variety of ordered semigroups x ω yx ω x ω is the variety of ordered semigroups S such that, for each idempotent e ∈ S and for each s ∈ S, ese e.
The following varieties will be used in this paper: the variety A of aperiodic monoids, defined by the identity
and the variety DA, which consists of the aperiodic monoids whose regular J -classes are idempotent semigroups. This variety is defined by the identities x ω = x ω+1 and (xy) ω (yx) ω (xy) ω = (xy) ω . We will also consider two group varieties: the variety G p of p-groups (for a prime p) and the variety Gsol of soluble groups.
Finally, if V is a variety of monoids, the class of all semigroups S such that, for each idempotent e ∈ S, the "local" monoid eSe belongs to V, form a variety of semigroups, denoted LV. In particular, the variety LI is the variety of locally trivial semigroups, defined by the identity x ω yx ω = x ω .
Varieties of languages
A class of languages C associates with each alphabet A a set C(A * ) of regular languages of A * . A positive variety of languages is a class of languages V such that, for all alphabets A and B,
(1) V(A * ) is a lattice of languages closed under quotients,
. A variety of languages is a positive variety V such that, for each alphabet A, V(A * ) is closed under complement. We can now state Eilenberg's variety theorem [18] and its counterpart for ordered monoids [39] . Theorem 1.1. Let V be a variety of monoids. For each alphabet A, let V(A * ) be the set of all languages of A * whose syntactic monoid is in V. Then V is a variety of languages. Further, the correspondence V → V is a bijection between varieties of monoids and varieties of languages. A slightly more general definition was introduced by Straubing [71] . Let C be a class of morphisms between free monoids, closed under composition and containing all length-preserving morphisms. Examples include the classes of all length-preserving morphisms, of all length-multiplying morphisms (morphisms such that, for some integer k, the image of any letter is a word of length k), all non-erasing morphisms (morphisms for which the image of each letter is a nonempty word), all length-decreasing morphisms (morphisms for which the image of each letter is either a letter or the empty word) and all morphisms.
A positive C-variety of languages is a class V of recognisable languages satisfying the first condition defining a positive variety of languages and a second condition
. A C-variety of languages is a positive C-variety of languages closed under complement. When C is the class of non-erasing morphisms (for which the image of a letter is a nonempty word), we use the term ne-variety. These ne-varieties are essentially the same thing as Eilenberg's +-varieties (see [49, p. 260-261 ] for a detailed discussion) and they correspond to varieties of semigroups.
Relational morphisms
A relational morphism between two monoids M and N is a function τ from M into P(N ) such that:
(
−1 (R) also belongs to V. Let me point out an important subtlety. The definition of a [relational] Vmorphism adopted in this paper is taken from [44] and differs from the original definition given for instance in [68, 42] . The original definition only requires that, for each idempotent e, the [ordered] semigroup τ −1 (e) also belongs to V. In many cases the two definitions are equivalent: for instance, when V is one of the varieties A, 
Theme and variations: the concatenation product
We now come to the main topic of this article. Just like a piece of classical music, the concatenation product includes theme and variations.
Main theme
The product (or concatenation product ) of the languages
for some letters a 1 , . . . , a n of A.
Three variations
Variations include the unambiguous, deterministic, bideterministic and modular products, that are defined below.
For instance, the marked product {a, c} * a{1}b{b, c} * is unambiguous.
Deterministic product.
A word x is a prefix [suffix ] of a word u if there is a word v such that u = xv A marked product is said to be bideterministic if it is both left and right deterministic.
Modular product of languages.
Let L 0 , . . . , L n be languages of A * , let a 1 , . . . , a n be letters of A and let r and p be integers such that 0 r < p. We define the modular product of the languages L 0 , . . . , L n with respect to r and p, denoted (L 0 a 1 L 1 · · · a n L n ) r,p , as the set of all words u in A * such that the number of factorizations of u in the form u = u 0 a 1 u 1 · · · a n u n , with u i ∈ L i for 0 i n, is congruent to r modulo p.
A language is a p-modular product of the languages
Classical area
The most important results on the concatenation product are due to Schützen-berger. They concern the smallest Boolean algebra of languages closed under marked product or one of its variants.
Recall that the set of star-free languages is the smallest Boolean algebra of languages of A * which is closed under marked product.
Theorem 3.1 (Schützenberger [60] ). A regular language is star-free if and only if its syntactic monoid is aperiodic.
There are essentially two proofs of this result. Schützenberger's original proof [60, 35] , slightly simplified in [30] , works by induction on the J -depth of the syntactic semigroup. Schützenberger's proof actually gives a stronger result since it shows that the star-free languages form the smallest Boolean algebra of languages of A * which is closed under marked products of the form L → LaA * and A * aL. In other words, marked products with A * suffice to generate all star-free languages.
The other proof [17, 28] makes use of a weak form of the Krohn-Rhodes theorem: every aperiodic semigroup divides a wreath product of copies of the monoid U 2 = {1, a, b}, given by the multiplication table aa = a, ab = b, ba = b and bb = b.
Theorem 3.1 provides an algorithm to decide whether a given regular language is star-free. The complexity of this algorithm is analysed in [16, 65] .
Let us define in the same way the set of unambiguous [right deterministic, left deterministic] star-free languages as the smallest Boolean algebra of languages of A * containing the languages of the form B * , for B ⊆ A, which is closed under unambiguous [left deterministic, right deterministic] marked product. The algebraic characterizations of these classes are also known. One can show that the set of unambiguous star-free languages of A * is the smallest set of languages of A * containing the languages of the form B * , for B ⊆ A, which is closed under finite disjoint union and unambiguous marked product. The languages corresponding to DA admit several other nice characterizations: see [72] for a survey.
Deterministic products were also studied in [61] . Alternative descriptions of these languages can be found in [18, 13] . Similar results are known for the p-modular product [18, 66, 73, 76, 29, [78] [79] [80] . Finally, one may consider the product and the p-modular products simultaneously. Theorem 3.6. A language of A * belongs to the smallest Boolean closed under product and under p-modular product for all prime p if and only if all the groups in its syntactic monoid are soluble.
See also [75] for another description of this variety of languages.
The ground bass: Schützenberger products
The Schützenberger product is the first algebraic tool used to study the concatenation product. It was first defined by Schützenberger [60] and later generalized by Straubing [67] . An intuitive construction, related to the linear representation of a suitable transducer, was given in [46, 47] and is briefly sketched below. More information on transducers and their linear representations can be found in Sakarovitch's book [59] .
Transducers for the product
The construction given in [46, 47] relies on the following observation. Let τ and τ a be the transductions from A * to A * × A * defined by
It is easy to see that the two transducers pictured below realise these transductions. In these figures, c is a generic letter and the symbol | is a separator between the input letter and the output.
and this equality allows one to compute a monoid recognising L 0 L 1 and L 0 aL 1 , given monoids recognising L 0 and L 1 .
This construction can be readily extended to (marked) products of several languages. For instance, given a 1 , . . . , a n ∈ A, the transduction σ defined by
A bit of algebra is now required to make full use of this transduction.
Linear representations
The R be the semiring P(A * × A * ). Then for each word u in A * , τ a (u) = µ(u) 1,2 , where µ :
Indeed, for each u ∈ A * , one gets
which gives the result. Let now π 0 :
Then π is a monoid morphism from A * × A * into M , which can be first extended to a semiring morphism from A * × A * to P(M ) and then to a semiring morphism from M 2 (A * × A * ) to M 2 (P(M )), also denoted by π. It follows that π • µ is a morphism from A * into M 2 (P(M )) and it is not difficult to see that this morphism recognises the language τ
u is a word of A * , the matrix π • µ(u) has the form
In particular, L 0 aL 1 is recognised by the monoid of matrices of this form. This monoid is the Schützenberger product of the monoids M 0 and M 1 . A similar representation can be given for the transducer σ and this leads to the definition of the Schützenberger product of n + 1 monoids M 0 , . . . , M n . In fact, one can give a slightly more general definition. Let M = M 0 × · · · × M n , let k be a semiring and let k[M ] be the monoid algebra of M over k. The Schützenberger product over k of the monoids M 0 , . . . , M n , is the submonoid of
This monoid is denoted k♦(M 0 , . . . , M n ). The first condition means that the matrices are uppertriangular, the second one that the entry m i,i can be identified with an element of M i . When k is the Boolean semiring, then k[M ] is isomorphic to P(M ) and the Schützenberger product is simply denoted ♦(M 0 , . . . , M n ). For instance, a matrix of ♦ 3 (M 1
The first part of the next proposition is due to Schützenberger [60] for n = 1 and to Straubing [67] for the general case.
A similar result holds for the p-modular product, for a prime p, by taking k = F p , the field with p elements [34, 37, 79] .
In view of Proposition 4.1, a natural question arises: what are the languages recognised by a Schützenberger product? In the Boolean case, the answer was first given by Reutenauer [58] for n = 2 and by the author [33] in the general case (see also [80, 63] 
In the Boolean case, it is possible to give an ordered version of Theorem 4.3 [54, 44] . Indeed, the (Boolean) Schützenberger product can be ordered by reverse inclusion: P P ′ if and only if for 1 i j n, P i,j ⊇ P ′ i,j . The corresponding ordered monoid is denoted ♦ + n (M 0 , . . . , M n ) and is called the ordered Schützen-berger product of M 1 , . . . , M n . Theorem 4.5. A language is recognised by the ordered Schützenberger product of M 0 , . . . , M n if and only if it belongs to the lattice generated by the marked products of the form L i0 a 1 L i1 · · · a s L is where 0 i 0 < i 1 < · · · < i s n and L ij is recognised by M ij for 0 j s.
Algebraic properties of the Schützenberger product
It follows from the definition of the Schützenberger product that the map sending a matrix to its diagonal is a morphism π from k♦(M 0 , . . . , M n ) to M . The properties of this morphism were first analysed by Straubing [67] and by the author [36, 54, 44] in the Boolean case and by Weil [80, Corollary 3.6] when k = F p . See also [4] .
Passacaglia: pumping properties
The second method to study the product is to use relational morphisms. This technique was initiated by Straubing [68] and later refined in [10, 8, 36, 44, 50, 54] . We first state the main result under the form of a pumping lemma before turning to a more algebraic formulation.
Let L = L 0 a 1 L 1 · · · a n L n be a marked product of regular languages.
Theorem 5.1. Let u and v be words of A * satisfying the following properties: Then for all x, y ∈ A * , the condition xuy ∈ L implies xuvuy ∈ L.
Another possible formulation of the theorem is to say that, under the assumptions (1) and (2), L is closed under the rewriting system u → uvu.
We now turn to the algebraic version of this statement. For each i, let L i be a language of A * , let η i : A * → M (L i ) be its syntactic morphism and let
be the morphism defined by η(u) = (η 0 (u), η 1 (u), . . . , η n (u)). Finally, let µ : A * → M (L) be the syntactic morphism of L. Theorem 5.1 can be reformulated as a property of the relational morphism (see picture below)
(2) If the product is unambiguous, it is a relational x ω yx ω = x ω -morphism.
(3) If the product is left deterministic, it is a relational x ω y = x ω -morphism.
(4) If the product is right deterministic, it is a relational yx ω = x ω -morphism.
A similar result holds for the p-modular product.
Theorem 5.2 is often used in the following weaker form.
is an aperiodic relational morphism.
Chaconne: Closure properties
The results of Section 3 give a description of the smallest Boolean algebra closed under marked product and its variants. The next step would be to characterize all Boolean algebras closed under marked product and its variants. A related problem is to describe the classes of regular languages closed under union and marked product. 
Varieties closed under product
Varieties closed under marked products were described by Straubing [66] .
Theorem 6.1. Let V be a variety of monoids and let V be the associated variety of languages. For each alphabet A, let W(A * ) be the smallest Boolean algebra containing V(A * ) and closed under product. Then W is a variety and the associated variety of monoids is A −1 V.
This important result contains Theorem 3.1 as a particular case, when V is the trivial variety of monoids. Examples of varieties V satisfying the equality A −1 V = V also include the variety of monoids whose groups belong to a given variety of groups.
Theorem 6.1 has been extended to C-varieties in [15, Theorem 4.1].
Varieties closed under modular product
Finally, let us mention the results of Weil [80] . A set of languages L of A * is closed under p-modular product if, for any language L 0 , . . . , L n ∈ L, for any letter a 1 , . . . , a n ∈ A and for any integer r such that 0 r < p,
A set of languages L of A * is closed under modular product if it is closed under p-modular product, for each prime p. Theorem 6.2. Let p be a prime number, let V be a variety of monoids and let V be the associated variety of languages. For each alphabet A, let W(A * ) be the smallest Boolean algebra containing V(A * ) and closed under p-modular product. Then W is a variety of languages and the associated variety of monoids is LG
Given a variety of groups H, let H be the variety of all monoids whose groups belong to H. Theorem 6.3. Let p be a prime number, let V be a variety of monoids and let V be the associated variety of languages. For each alphabet A, let W(A * ) be the smallest Boolean algebra containing V(A * ) and closed under product and pmodular product. Then W is a variety of languages and the associated variety of monoids is LG 
Polynomial closure
Let L be a lattice of languages. The polynomial closure of L is the set of languages that are finite unions of marked products of languages of L. It is denoted Pol(L). Similarly, the unambiguous polynomial closure of L is the set of languages that are finite unions of unambiguous marked products of languages of L. It is denoted UPol(L). The left and right deterministic polynomial closure are defined analogously, by replacing "unambiguous" by "left [right] deterministic".
]. An algebraic characterization of the polynomial closure of a variety of languages was first given in [51, 54] . It was extended to positive varieties in [44] . Theorem 6.5 has been extended to C-varieties in [49, Theorem 7.2] . For the unambiguous product, one has the following result [32, 50, 4] . Theorem 6.6. Let V be a variety of monoids and let V be the associated variety of languages. Then UPol(V) is a variety of languages and the associated variety of ordered monoids is
For the left (resp. right) deterministic product, similar results hold [32, 50] .
Theorem 6.7. Let V be a variety of monoids and let V be the associated variety of languages. Then D l Pol(V) (resp. D r Pol(V)) is a variety of languages, and the associated variety of monoids is
It is known that the smallest nontrivial variety of aperiodic monoids is the variety J 1 = xy = yx, x = x 2 . One can show that x ω y = x ω −1 J 1 is equal to the variety R of all R-trivial monoids, which is also defined by the identity (xy) ω x = (xy) ω . This leads to the following characterization [18, 13] .
Corollary 6.8. For each alphabet A, R(A * ) consists of the languages which are disjoint unions of languages of the form A * 0 a 1 A * 1 a 2 · · · a n A * n , where n 0, a 1 , . . . a n ∈ A and the A i 's are subsets of A such that a i / ∈ A i−1 , for 1 i n.
A dual result holds for L-trivial monoids. Finally, x ω yx ω = x ω −1 J 1 = DA, which leads to the description of the languages of DA given hereinabove.
Back to identities
A general result of [52] permits to give identities defining the varieties of the form V −1 W. In particular, we get the following results.
Theorem 6.9. Let V be a variety of monoids. Then (1) A −1 V is defined by the identities of the form x ω+1 = x ω , where x is a profinite word such that V satisfies the identity x = x 2 .
(2) x ω yx ω = x ω −1 V is defined by the identities of the form x ω yx ω = x ω , where x, y are profinite words such that V satisfies the identity x = y = x 2 .
(3) x ω yx ω x ω −1 V is defined by the identities of the form x ω yx ω x ω , where x, y are profinite words such that V satisfies the identity x = y = x 2 .
Hierarchies and bridges
The Boolean algebra BL generated by a lattice L is called its Boolean closure.
In particular, BPol(L) denotes the Boolean closure of Pol(L). Concatenation hierarchies are defined by alternating Boolean operations and polynomial operations (union and marked product). More precisely, let L be a set of regular languages (or more generally, a class of languages). The concatenation hierarchy built on L is the sequence L n defined inductively as follows 1 : L 0 = L and, for each n 0:
(1) L 2n+1 is the polynomial closure of the level 2n, (2) L 2n+2 is the Boolean closure of the level 2n + 1. The next results summarize the results of [5, 6, 54] . For instance, the Straubing-Thérien' hierarchy V n [74, 67, 69] is built on the trivial Boolean algebra V 0 = {∅, A * }. The starting point of Brzozowski's "dotdepth" hierarchy B n [12] was originally defined as the Boolean algebra of finite and cofinite languages but it was later suggested to start with the Boolean algebra
This suggestion was motivated by Theorem 7.4 below. Another series of concatenation hierarchies is obtained as follows. Let H be a variety of groups and let H be the associated variety of languages. The concatenation hierarchy built on H is denoted by H n and these hierarchies are called group hierarchies.
It is not immediate to see that all these hierarchies do not collapse. This was first proved by Brzozowski and Knast [14] for the dot-depth hierarchy, but the result also holds for the other hierarchies [26] . Theorem 7.3. The Straubing-Thérien' hierarchy, the dot-depth hierarchy and the group hierarchies are infinite. Let V n be the variety of monoids corresponding to V n and let B n be the variety of semigroups corresponding to B n . There is a nice algebraic connection between V n and B n , discovered by Straubing [69] . Given a variety of [ordered] monoids V and a variety of monoids [semigroups] W, let V * W be the variety of [ordered] monoids generated by the semidirect products M * N with M ∈ V and N ∈ W. Theorem 7.4. The equality B n = V n * LI holds for each n 0.
There is a similar bridge between V n and H n for each variety of groups H [43, 44] .
Theorem 7.5. The equality H n = V n * H holds for each n 0.
It is still an outstanding open problem to know whether there is an algorithm to compute the concatenation level of a given regular language. Here is a brief summary of the known results. Let us start with the level 1 [26, 39, 41, 56] . Let G be the variety of all groups. Theorem 7.6. The following relations hold:
In particular, these varieties are decidable.
The languages of G 1 are also known to be the open regular sets for the progroup topology [26] . Extensions of this result to the varieties H 1 where H is a variety of groups is the topic of intensive research. See in particular Steinberg' article [64] .
The first decidability result for the level 2 was obtained by Simon [62] . 
The corresponding result for G 2 has a long story, related in detail in [38] , where several other characterizations can be found. Theorem 7.9. A language belongs to G 2 if and only if in its syntactic monoid, the submonoid generated by the idempotents is J -trivial.
Theorem 7.9 shows that G 2 is decidable. Again, there is a lot of ongoing work to try to extend this result to varieties of the form H 2 . See in particular [7] .
Since level 3 is the polynomial closure of level 2, Theorem 6.5 can be applied. One gets in particular the following decidability result [54] . Recall that the content of a word is the set of letters occurring in this word. The corresponding problem for B 3 is studied in [20, 22, 56] . In fact, Theorem 7.4 can be used to prove the following more general decidability result [56, 69] . Theorem 7.11. For every integer n, the variety B n is decidable if and only if V n is decidable.
It is still an open problem to know whether a similar reduction exists for the hierarchy G n .
For the level 4, several partial results are known [48, 70] and several conjectures have been formulated and then disproved [54, 64, 55] . Due to the lack of space, we will not detail these results here. Some partial results are also known for the level 5 [21] .
Harmony with logic
One of the reasons why the decidability problem is particularly appealing is its close connection with finite model theory, first explored by Büchi in the early sixties. Büchi's logic comprises a relation symbol < and, for each letter a ∈ A, a unary predicate symbol a. The set FO[<] of first order formulas is built in the usual way by using these symbols, the equality symbol, first order variables, Boolean connectives and quantifiers.
A word u is represented as a structure (Dom(u), (a) a∈A , <) where Dom(u) = {1, . . . , |u|} and a = {i ∈ Dom(u) | u(i) = a}. The binary relation symbol < is interpreted as the usual order. Thus, if u = abbaab, Dom(u) = {1, . . . , 6}, a = {1, 4, 5} and b = {2, 4, 6}. Formulas can now be interpreted on words. For instance, the sentence ϕ = ∃x ∃y (x < y) ∧ (ax) ∧ (by) means "there exist two integers x < y such that, in u, the letter in position x is an a and the letter in position y is a b". Therefore, the set of words satisfying ϕ is A * aA * bA * . More generally, the language defined by a sentence ϕ is the set of words u such that ϕ satisfies u. The connection with star-free languages was established by McNaughton and Papert [27] .
Theorem 8.1. A language is FO[<]-definable if and only if it is star-free.
Thomas [77] (see also [31] ) refined this result by showing that the concatenation hierarchy of star-free languages corresponds, level by level, to the Σ nhierarchy, defined inductively as follows:
(1) Σ 0 consists of the quantifier-free formulas.
(2) Σ n consists of the formulas of the form ∃ * ∀ * ∃ * · · · ϕ with n alternating blocks of quantifiers and ϕ quantifier-free. (3) BΣ n denotes the class of formulas that are Boolean combinations of Σ nformulas. For instance, ∃x 1 ∃x 2 ∀x 3 ∀x 4 ∀x 5 ∃x 6 ϕ, where ϕ is quantifier free, is in Σ 3 . The next theorem is due to Thomas [77] (see also [31, 40] ). Thus deciding whether a language has level n is equivalent to a very natural problem in finite model theory.
Other variations, recent advances
Some specialized topics require even more sophisticated algebraic tools, like the kernel category of a morphism. This is the case for instance for the bideterministic product [9] [10] [11] or for the marked product of two languages [4] . Another topic that we did not mention at all, but which is highly interesting, is the extension of these results to infinite words or even to words over ordinals or linear orders.
I would like to conclude with a recent result, which opens a new research direction. We have given in Section 6 various closure properties for varieties or even for C-varieties. The next result of Branco and the author [8] is much more general. Work is in progress to extend the other results of Section 6 to this more general setting. The difficulty stems from the fact that definitions like V −1 W are no longer available in this context and one has to work directly on profinite identities.
