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There is a broad class of astrophysical sources that produce detectable, transient, gravitational waves.
Some searches for transient gravitational waves are tailored to known features of these sources. Other
searches make few assumptions about the sources. Typically events are observable with multiple search
techniques. This work describes how to combine the results of searches that are not independent, treating
each search as a classifier for a given event. This will be shown to improve the overall sensitivity to
gravitational-wave events while directly addressing the problem of consistent interpretation of multiple
trials.
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I. INTRODUCTION
A variety of astrophysical sources are capable of
producing transient gravitational-wave signals with
sufficient strength to be detectable by ground-based
gravitational-wave detectors such as Laser Interferometer
Gravitational-wave Observatory (LIGO) [1]. Such systems
include coalescing compact binaries (CBC) consisting of
neutron stars and/or black holes [2]. Currently, the same
experimental data sets are searched by several analysis
methods. These methods use various signal models and
data processing algorithms and may have different re-
sponses to signals and non-Gaussian noise artifacts [3].
Since these searches are not independent, a single, more
powerful result can be obtained by combining the results of
multiple search methods.
The analysis methods can be divided into two classes by
their assumptions about the signal properties. The first
class assumes that the waveforms are well modeled and
typically employs matched-filtering. For this reason, these
methods is referred to as template-based searches. The
second class assumes only basic time frequency properties
about the signals. These methods are referred to as un-
modeled searches. In the template-based searches, there
are often several ways to construct signal models. This
means that if a detectable signal exists in the data, it may
not perfectly match the signal model chosen for the analy-
sis. For example, the templates may be constructed using
different approximation techniques, or they may corre-
spond to different parts of the gravitational-wave signal
(e.g. inspiral or ringdown stages of the compact binary
coalescence). The unmodeled searches make minimal as-
sumptions about the shape of the signal and are designed to
detect any short outburst of gravitational radiation in a
given frequency band. Both search classes employ algo-
rithms for identifying and discarding the non-Gaussian
noise artifacts. To their advantage, unmodeled searches
are able to detect a wide class of signals. However, the
template-based searches generally achieve higher detec-
tion efficiency for signals matching the templates.
A gravitational-wave search produces a list of candidate
events. Reanalyzing the data with multiple methods may
increase the odds of detecting a gravitational wave. At the
same time it has the negative effect of generating redun-
dant lists of gravitational-wave candidates and increasing
the number of trials, which makes it more difficult to assess
the significance of an event. Sensitivity domains of many
searches overlap, meaning that multiple searches may
detect the same gravitational-wave signal. The detection
efficiency of a given search depends on a variety of factors
and it can be difficult to interpret results of multiple
searches.
It is apparent that gravitational-wave searches would
benefit from a procedure to consistently combine results
into a joint detection or model exclusion statement for a
given population of gravitational-wave sources. We apply
the general framework for detection of gravitational waves
in the presence of non-Gaussian noise developed in our
earlier paper [4] to this problem. Treating the output of
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each search method as a classifier for gravitational-wave
candidate events, we construct a unified ranking for all
candidate events that is easy to implement and interpret.
We test it by combining candidate events from four differ-
ent search methods that analyze simulated gravitational-
wave signals from compact binary coalescence embedded
in the data taken during LIGO’s S4 science run. We find
that this procedure is robust and can be used in ongoing and
future searches. Interpretation of the combined results is
straightforward. In particular, the calculation of the poste-
rior probability distribution or upper limit for the rate of
coalescing binaries can be carried out as it is normally
performed for a single search. The combined upper limit
calculation was addressed in [5], assuming multiple search
methods were performed. We briefly discuss the relation-
ship between the method suggested in that paper and ours.
The paper is organized as follows. In Sec. II, we for-
mulate the problem of combining results from multiple
searches and construct a statistic for the joint analysis. We
conclude this section with a discussion of a rate upper limit
calculation for the combined search and its relation to the
method suggested in [5]. In Sec. III, we test our procedure
by combining results from four different search methods.
We briefly describe each method, the data, and the model
signals. This is followed by details of the simulations and a
discussion of the results. In Appendices A and B we derive
a formal expression for the multivariate statistic, which
accounts for correlations between the searches, and ana-
lyze the limits of applicability of our procedure.
II. METHOD FOR COMBINING SEARCHES
In this section, we establish a method for combining
results from different gravitational-wave searches per-
formed over the same data. The method builds on the
general approach described in [4]. We construct a unified
statistic for searches by treating each as a separate, possi-
bly redundant, classifier for a given event.
Each search method aims to classify observational data
into a list of candidate events, ranked by their likelihood to
be a gravitational-wave signal. In the data analysis process,
the data are analyzed and assigned a rank, r, a real number
reflecting the odds that the data contain a gravitational-
wave signal. Ordering time series data by amplitude is one
simple method for ranking candidate events. The rank (or
amplitude) is compared to a preestablished threshold, a
boundary that separates signal-like data with sufficient
confidence. In this way, the procedure classifies data on a
scale from not signal-like to signal-like. A search method
may classify events by complicated consistency tests and
noise rejection schemes, but conceptually any search can
be thought of as a mapping from the space of data to the
space of real numbers that indicate their rank. We will
assume that such a ranking procedure exists for any search
method, i, and that the result, ri, indicates the likelihood
that a signal is present in a given search.
Different search methods employ a variety of tech-
niques, data processing algorithms and waveform models.
As there are a number of potential gravitational-wave
sources, the search targets may vary as well. Separate
searches may provide different information about a par-
ticular population of sources. Hence, it is important to
extract as much information as possible by combining
the results of various searches. When multiple searches
analyze the same data, the output of each search, ri, can be
further processed to make the most informative detection
or rate limit statement for a population of gravitational-
wave sources. In doing so, it is important to ensure that
there is no loss of detection efficiency when one or more of
the methods has a high false alarm rate or is uninformative
or irrelevant for the targeted source population.
For a given event with rank, ri, one can compute the
posterior probability that it is a gravitational-wave signal,
pð1jriÞ. Following the steps outlined in [4], this probability
can be expressed as
pð1jriÞ ¼ ðriÞðriÞ þ pð0Þ=pð1Þ ; (1)
where the likelihood ratio, ðriÞ, is defined by
ðriÞ ¼
R
pðrijh; 1Þpðhj1Þdh
pðrij0Þ ; (2)
and pðrijh; 1Þ is the probability of observing ri in the
presence of the signal h, pðhj1Þ is the prior probability
to receive that signal, and pðrij0Þ is the probability of
observing ri in the absence of any signal. The targeted
astrophysical population of sources is completely de-
scribed by pðhj1Þ, where h denotes all possible intrinsic
(e.g. masses of compact objects in the binary) and extrin-
sic (e.g. distance to the source, sky location) source
parameters.
If an event is identified as a plausible candidate by
several search methods, pð1jriÞ can be calculated for
each search based on the ranking, ri, the event received.
Thus, information from each search can be directly com-
pared. The most relevant search results in the highest
posterior probability for a signal to be present in the data.
According to Eq. (1), this probability is a monotonically
increasing function of the likelihood ratio, ðriÞ. As such,
comparing likelihood ratios is equivalent to comparing the
posterior probabilities, pð1jriÞ. Therefore, the likelihood
ratio can be used as a unified ranking statistic to combine
the output of all searches.
Strictly speaking, the denominator in Eq. (2) should
contain contributions from all gravitational-wave sources
not included in the targeted population, pðhj1Þ. We neglect
these terms because typically their contribution is very
small. If a population of sources induces a response very
similar to that of the targeted sources, then these classifiers
will not distinguish signals from the two different popula-
tions. This can lead to an overestimation of event rates for
RAHUL BISWAS et al. PHYSICAL REVIEW D 85, 122009 (2012)
122009-2
the targeted population, however no signal would be
missed. Further refinement of the data analysis techniques
or detectors themselves would be required to distinguish
between the signals from these sources.
We define the ranking statistic for the joint search to be
rjoint ¼ maxfðr1Þ;ðr2Þ; . . . ;ðrnÞg; (3)
where maximization is carried out over simultaneous
events. Though this choice does not make use of all avail-
able information (we neglect correlations between the
classifier’s ranks; see Appendix A for multivariate treat-
ment of the problem), it does offer some advantages. It is
straightforward to compute ðriÞ for each search method
and simply take the largest. This has a simple interpreta-
tion: events from each search are compared based on the
ratio of sensitivity of the method to the targeted sources
and the search’s false alarm rate. The event that is most
likely to be a gravitational wave is kept. As a result, the
searches are combined according to the best classifier for
each event. Events classified by noisy, insensitive searches
receive a low likelihood-ratio ranking and therefore do not
contaminate the overall sensitivity of the analysis. We
further discuss the limits of applicability for this ranking
statistic in Appendix B.
As in the case of a single search method, the result of
combining searches using the maximum likelihood-ratio
statistic, Eq. (3), is a list of events. They can be treated as
the output of a single search, with their significance
evaluated by estimating the background. In the next sec-
tion, we discuss how to do this. Having a single list of
events allows for straightforward interpretation of results.
The most significant events can be further studied and
possibly promoted to the list of detected gravitational-
wave signals. The posterior probability distribution or the
upper limit on the rate of coalescence can be calculated
following any of the methods developed for a single
search [6–8].
The upper limit calculation for multiple searches de-
scribed in [5] differs from our method. In [5], searches are
treated as counting experiments and the upper limit on the
rate of events is calculated using the total number of
events above some fixed threshold and Poisson statistics.
To apply this method when multiple searches are per-
formed, a prescription is needed for determining how
many events each search should contribute to the total
count. In [5] events are classified by combinations of
searches that generated them. The problem is reduced to
the choice of foliation by a family of exclusion surfaces,
SðÞ, of the space of the number of events in each cate-
gory, Nq, where q runs through all possible combinations
of m (m  n) out of n searches. In the paper, the authors
suggest and discuss several plausible choices of linear
surfaces, SðÞ, that lead to different upper limits.
By construction, the maximum likelihood ratio, Eq. (3),
ensures that the total number of events each search
contributes on average to the joint search is proportional
to the ratio of its efficiency to detect the targeted signals to
its background. This construction is closely related to the
‘‘single combination’’ option of [5], in which only the
most sensitive search contributes to the upper limit. Note
though, that in our method the most sensitive search is
determined during the analysis on event by event basis.
This relieves an analyst from determining before hand
which of the searching methods is the most sensitive.
Often sensitivity is a very complicated function of signal’s
parameters and there might not be a single most sensitive
search method that covers all signals. In this case, one
would have to split the signal parameter space into sub-
domains, within which a single most sensitive search
method exist, and carry out the upper limit calculation
for each of the domains independently. In practice, this
may prove to be a formidable task. The maximum-
likelihood ratio procedure is universal and is almost trivial
to implement, as we show it the next section. Its other
important advantage is accounting for background noise
present in each of the search methods. The choice between
the methods is based not only on their sensitivity but also
their susceptibility to the noise artifacts. In [5], the authors
also mention the necessity to include information about
the background to achieve more optimal upper limits.
The maximum likelihood construction ignores correla-
tion between the searches. The optimal way to account for
it is to define the multivariate likelihood-ratio ranking
described in Appendix A. Unfortunately, implementing
this ranking for more that two search methods is not
feasible. Also, we argue that in most practical situations
the net positive effect of correlations is small. The multi-
variate likelihood-ratio, Eq. (A1), defines the optimal
exclusion surfaces, SðÞ, for the upper limit calculation
method of [5]. These surfaces generally are nonlinear and,
therefore, do not directly correspond to any of the choices
considered in [5]. The closest in spirit is the ‘‘efficiency-
weighted combination’’ suggested by the authors of [5],
where contributions from each combination of the search
methods are weighted proportionally to their sensitivity to
signals. Using notation of [5] and accounting for noise
contribution, the corresponding exclusion planes are de-
fined by the normal vector k  ðq=bqÞ, where q is the
probability of a signal to be detected by the qth combina-
tion of the searches and bq is the number of background
events in this combination.
III. TESTING THE MAXIMUM
LIKELIHOOD-RATIO STATISTIC WITH
NON-GAUSSIAN DATA
The maximum likelihood-ratio statistic, Eq. (3), pro-
vides a natural way to combine results of several search
methods into a single joint search. It possesses several
attractive qualities and is expected to result in no loss of
efficiency in the most practical situations (see Appendix B
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for discussion of this). Still, it is important to verify this in
conditions that mimic the strong non-Gaussian noise that is
encountered in the search for gravitational waves in real
data. To simulate a real life application of our procedure,
we employ four search methods that are currently used to
detect gravitational waves from coalescing binaries with
the LIGO and Virgo observatories. We analyze simulated
signals inserted in the data from LIGO’s fourth scientific
run (S4) and combine results of these analyses using the
maximum likelihood-ratio statistic. We estimate the effi-
ciency of the combined search in detecting these signals in
the typical LIGO noise and compare it to the efficiencies of
the individual searches.
A. Data and signals
We insert simulated signals into data collected between
February 24 and March 24, 2005, during LIGO’s
S4 run. The data was taken by three detectors: the H1
and H2 colocated detectors in Hanford, WA and L1 in
Livingston, LA. Several searches for gravitational waves
were performed in these data, but no gravitational-wave
candidates were identified [9–11]. For this work, 15 days of
triple coincidence data were used, which is the sum of all
times during S4 when all three detectors were simulta-
neously operating in science mode.
Our signals include three kinds of binaries: neutron star-
neutron star (BNS), neutron star-black hole (NSBH) and
black hole-black hole (BBH) binaries. We use nonspinning
waveforms to model signals from these binaries. For BNS,
these are post-Newtonian waveforms [12–22], Newtonian
order in amplitude and second order in phase, calculated
using the stationary phase approximation [13,20,21] with
the upper cut-off frequency set by the Schwarzschild inner-
most stable circular orbit (ISCO). Signals from all other
binaries are approximated by the effective one body nu-
merical relativity (EOBNR) waveforms [15,23–33]. The
former waveforms describe only the inspiral phase of the
coalescence, whereas the latter also include merger and
ringdown phases.
The simulated signals are injected into nonoverlapping
2048-second blocks of data. To improve the statistic,
multiple signal populations are inserted in the data and
independently analyzed. Signals are split into three cate-
gories by total mass of the binary: 2–6M, 6–100M, and
100–350M. The lowest mass range includes only BNS
systems. Within each mass range, signals are distributed
uniformly in distance or the inverse of distance. The BNS
range covers 1–20 Mpc while other systems reach from
1–200 Mpc. In order to represent realistic astrophysical
population with probability density function scaling as
distance squared, the simulated signals are appropriately
reweighted and are counted according to their weights. All
other parameters of the signals have uniform distribution.
In total, there are 943, 2245, and 2237 signals injected
within each mass category, respectively.
B. Search methods
Four search methods, each representing one of the
standard searches for transient gravitational-wave signals
in LIGO and Virgo data, are used to perform this joint
analysis. Brief descriptions of the search methods are
given below. The first three are template-based searches,
while the last one does not rely on any specific signal
model.
The low-mass CBC pipeline targets binaries with total
mass below 35M. The data from each interferometer are
match-filtered with a bank of nonspinning post-Newtonian
waveforms [12–22] covering binary mass combinations
with total mass in the range 2–35M. The template wave-
forms are calculated in the frequency domain using the
stationary phase approximation [13,20,21] to Newtonian
order in amplitude and second PN order in phase. The
waveforms are extended up to the Schwarzschild ISCO.
When the signal-to-noise ratio (SNR) time series for a
particular template crosses the threshold of 5.5, a single-
interferometer trigger is recorded. These triggers are re-
quired to pass waveform consistency and coincidence tests
with triggers from other interferometers. The surviving
triggers are ordered by a ranking statistic and form a
ranked set of candidate events. For detailed descriptions
of this pipeline and recent search results, see [11,34–37].
The high-mass CBC pipeline is similar to its low-mass
counterpart, however it is designed to target binaries with
total mass between 25–100M. The EOBNR family of
templates used in a high-mass search has waveforms cover-
ing the evolution of a coalescing binary from late inspiral
to ringdown. Other than the choice of templates, the analy-
sis is quite similar to the low-mass search. The high-mass
CBC pipeline was used to search for gravitational waves
from binary black holes in the S5 LIGO data [38].
The ringdown pipeline was developed to search for
gravitational-wave signals corresponding to the post-
merger phase of the binary coalescence. After two compact
objects merge, a single, highly perturbed black hole forms
and radiates energy while it settles down to a stable Kerr
solution. The pipeline constructs its template bank from the
dominant, l ¼ 2 and m ¼ 2, black hole quasinormal
modes characterized by a single frequency and quality
factor. The template bank used in the ringdown search
spans the most sensitive part of the LIGO frequency
band, 50 Hz–2 kHz. Quality factors between 2–20 are
used, corresponding to a range for the final black hole
spin between nonspinning and a^ ¼ 0:994. As with the
other search methods previously described, candidate
events are ranked after being detected by multiple inter-
ferometers and passing several consistency tests. This
pipeline was used to search for gravitational waves in the
S4 data [9].
Coherent WaveBurst is a gravitational-wave burst analy-
sis pipeline designed to detect signals from transient
gravitational-wave sources. It uses minimal information
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about the signal model, instead using the cross-correlated
excess power from the gravitational-wave signal across
a network of interferometers [39]. The pipeline enforces
the signal hypothesis by maximizing a likelihood func-
tional that describes the expected signal response of an
impinging gravitational wave given its source location in
the sky combined over the network of interferometers [40].
Triggers are generated from the interferometer network by
combining time-frequency maps using wavelet transfor-
mations of the interferometer time-series data. From these
maps, the likelihood of a trigger is calculated by the
pipeline from the correlation of the whitened data streams
weighted by the network’s antenna patterns. This pipeline
was used in the LIGO S4 [41] and LIGO/Virgo S5/VSR1
[42,43] searches for unmodeled short duration transients,
as well as searches for black hole binaries [44].
We note that our analysis does not include the most
recent innovations developed to improve the efficiency of
each of these pipelines. In particular, we do not categorize
the candidate events by the template mass and coincidence
type—a novelty introduced in the low- and high-mass CBC
pipelines during the analyses of S5 LIGO data and the S5/
VSR1 data from LIGO and Virgo. Also, we use the default
settings for the S5 analysis (S4 for the ringdown search) for
numerous pipelines’ parameters without attempting to re-
tune them. We choose to perform simulations without the
most up-to-date and fully tuned versions of the pipelines to
save time. This is justified because our algorithm for
combining searches is ignorant of the inner-workings of
each pipeline. This makes the combined search robust
against small changes in the individual analysis algorithms.
For our purpose, it is sufficient to use somewhat simplified
versions of the pipelines, as we do not expect these results
to change dramatically when incremental changes occur as
the pipelines evolve.
C. Algorithm for combining searches
The procedure for combining candidate events identified
by different classifiers is straightforward and based on
Eq. (3). The first step is the calculation of the likelihood
ratio,ðriÞ, defined by Eq. (2), for every event. Notice that
since the numerator depends on the population of signals
through pðhj1Þ,ðriÞ is not just a trivial rescaling of a rank
assigned by a classifier to an event. The likelihood ratio
estimates the significance of each event in the context of a
gravitational-wave detection from the targeted population
of sources specified via pðhj1Þ and pðrijh; 1Þ. As a result,
events are ranked by the odds of being produced by the
classifier in response to the targeted signals, rather than
noise. Depending on the population of sources, some clas-
sifiers may not provide any useful information. In that case,
events provided by such classifiers receive a very low
likelihood ratio rank and are effectively removed from
the search. This is a desirable feature that makes the
procedure robust against nuisance classifiers.
In order to compute the one-dimensional likelihood ratio
given in Eq. (2), we need to measure the classifiers’
response to the gravitational-wave signals interposed
over noise and to background noise only. For the latter,
we use a common background estimation technique for
gravitational-wave searches—shifting recorded data from
the non-colocated interferometers in time with respect to
each other [11,34–37]. If the shift is much longer than the
gravitational-wave travel time between the detector sites
( 10 ms for a Hanford-Livingston detector pair), then the
resulting time-shifted data are guaranteed to contain no
coherent gravitational-wave signals. These data, when an-
alyzed by the classifier, represent the background of the
search. In the low-mass CBC, high-mass CBC, and ring-
down pipelines, we perform 2000 forward-in-time shifts of
the L1 data with time steps of 7 seconds relative to H1 and
H2. The Coherent WaveBurst search uses 100 forward-in-
time shifts of the L1 data with 5-second time steps. Each
time-shifted data set produces an independent sample of
the background. The time-shifted data are analyzed and all
background events are recorded.
For background events, it is significantly easier to esti-
mate the cumulative probability density function (cdf),
Pðrij0Þ ¼
R1
ri
pðr0ij0Þdr0i, than the probability density func-
tion (pdf), pðrij0Þ. Each background data set represents an
independent trial observation of duration, T. Therefore, for
a trigger, ri, the ratio of the number of the trial observations
that produced a trigger with the rank r0i  ri to the total
number of trial observations provides an estimate of the
probability, PTðrij0Þ, of the classifier producing an equally
or higher ranked event in the analysis of noise alone. This
probability is a monotonic function of Pðrij0Þ and experi-
ment duration, T,
PTðrij0Þ ¼ 1 ð1 Pðrij0ÞÞT=T0 ; (4)
where T0 is the duration of a unit experiment, which can
be classified by a single rank, ri. The scale for T0 is set
by the duration of the gravitational-wave signal, the time
scale on which data samples can be considered uncorre-
lated. In practice, given that all methods analyze the
same amount of data, the two probabilities PTðrij0Þ and
Pðrij0Þ are equivalent for the purpose of ranking the
candidate events since one is a monotonic function of
the other. Computation of the background cdf curve,
PTðrij0Þ, is a trivial task. First, the single event with
the highest rank from every background data set is
chosen. Then, for any value of ri, one simply counts
the number of these events with rank r0i  ri, divided by
the total number of background data sets. In this way, the
background cdf curves are calculated for each search
method.
In order to measure the response of each search method
to the targeted gravitational-wave signals and calculate the
numerator in Eq. (2), several populations of simulated
signals are injected into the data and processed by the
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pipelines. For each search method, events identified with
the injected signals are recorded along with the parameters
of the signals. As with background events, it is much easier
to compute the cdf, Pðrij1Þ, of the signals. For an event
with rank ri, this probability is approximated by the ratio
of the number of injected signals with rank r0i  ri to the
total number of injected signals. Using this algorithm we
compute cdf curves, PðrijSj; 1Þ, for each search method, i,
and mass category of the simulated signals, Sj: 2–6M,
6–100M, and 100–350M, which represent the intended
targets of the low-mass CBC, high-mass CBC, and burst/
ringdown pipelines, respectively.
Having precomputed the background and signal cdf
curves, the algorithm for combining the analysis pipelines
can be summarized in the following two steps. First, every
event, ri, produced by the ith classifier is assigned the log-
likelihood-ratio ranking given by
LðrijSjÞ ¼ ln

PðrijSj; 1Þ
PTðrij0Þ

; (5)
in which the ratio of pdfs in Eq. (2) is approximated by the
ratio of cdfs. For the sake of brevity in what follows we
omit the ‘‘log’’ from the ranking name and refer to LðrijSjÞ
as the likelihood-ratio ranking. Second, all events from all
classifiers are mixed together and clustered, retaining
events with the highest likelihood-ratio ranking, LðrijSjÞ,
within the specified time window. These events form the
final list of gravitational-wave candidates. The time win-
dow is approximately equal to the autocorrelation time for
an average signal injected in the data. In our simulations,
we set it to 10 seconds. Events separated in time by more
than 10 seconds are uncorrelated and therefore may corre-
spond to different signals [11,34–37]. This last step effec-
tively implements maximization in Eq. (3) over the
likelihood ratio for coincident events identified by multiple
search methods.
We expect the cdf approximation used in Eq. (5) to
be fair in the context of our simulations. Injection and
background distributions are one-dimensional, monotonic
functions of rank. They generally fall off as some negative
power of rank. Detectable signals lie on the tail of the
background distribution. Under these conditions, the dif-
ference between using the pdf or cdf in the likelihood ratio
is insignificant. Nevertheless, we should stress that this
may not be the case in general and proper estimation of
signal and background probability distributions may be
required.
Before proceeding to the discussion of simulation re-
sults, we note that LðrijSjÞ, defined by Eq. (5), depends on
the population of injected signals, Sj. Therefore, events
identified by the classifiers in each search must be reproc-
essed according to the algorithm described above for each
population of sources, Sj.
D. Simulation results
After multiple search methods are used on the data
injected with gravitational-wave signals, the events se-
lected by each search are processed with the algorithm
sketched in the previous subsection. To estimate the back-
ground for the combined search, we again perform time
shifts of the L1 data with respect to data from H1 and H2.
Although the time shifts performed in III C are indepen-
dent for each classifier, the time shifts must be synchro-
nized for all classifiers when estimating the background for
the combined search. For this purpose, 100 5-second time
shifts of the L1 data are performed with respect to the H1
and H2 data. The background sample is processed with the
same algorithm as the main data.
As previously mentioned, we consider three target pop-
ulations of compact binaries, categorized by their total
mass: the binary neutron stars with total mass 2–6M,
the compact binaries with total mass 6–100M, and the
binaries with total mass 100–350M. These define three
independent searches. The data with injected signals from
each category are analyzed independently. The resulting
events are ranked by the likelihood ranking, Eq. (5), with
Sj being one of the considered target populations. The
background events are ranked and combined in the same
way, providing an estimate of the background for the
combined searches.
To compare combined searches with the individual
search methods, we compute their sensitivities to the sig-
nals in the presence of typical background. We summarize
this in Figs. 1–3, which show curves of visible volume
versus false alarm rate for each of the search methods
and for the combined search. For each point on these
curves, the calculation proceeds as follows. First, using
FIG. 1. Visible volume versus false alarm rate for binary
neutron stars. The shaded area around a curve represents its
1 Poisson error. The ‘‘Combined’’ and the ‘‘Low Mass CBC’’
curves coincide, whereas all other curves drop to near zero in
visible volume.
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background events, we determine the value of the rank
corresponding to a given false alarm rate. Next, the effi-
ciency as a function of distance to the source, ðDÞ, is
estimated by the fraction of the signals at distance D
ranked above that value. This efficiency is then converted
to the visible volume.
The binary neutron star search is a case study in which
only one of the classifiers, namely, the low-mass CBC
pipeline, is effective in detecting the particular type of
gravitational-wave signal. All other classifiers are designed
to detect either black hole binaries or short duration bursts
and are inefficient in detecting the long inspiral signal
sweeping through the whole LIGO frequency band. This
is properly accounted for in the likelihood-ratio ranking,
which is very low for all events from these other classifiers.
The only events not deweighted are those from the low-
mass CBC pipeline. As a result, the combined search is
equivalent to the low-mass CBC search in this case. The
sensitivity curves for both searches, shown on Fig. 1, co-
incide. This shows that our algorithm is robust against
uninformative, nuisance classifiers.
The picture changes dramatically for compact binaries
in the medium mass range, shown in Fig. 2. In this case, the
efficiency of the low-mass CBC pipeline is negligible in
comparison to the other classifiers. In this category, the
Coherent WaveBurst pipeline has the best overall sensitiv-
ity. Further inspection reveals that the high-mass CBC
pipeline is the most sensitive of the three in the 6–50M
mass region, whereas the ringdown pipeline, despite being
subdominant, tends to detect signals with high mass ratio
that are either missed or not ranked high enough by the
other pipelines. Thus, in this case, all but one classifier
contribute detected signals to the combined search (the
‘‘-’’ curve on Fig. 2). This is a desired effect of
incorporating the detection sensitivities of different pipe-
lines, which results in a more sensitive and robust com-
bined search.
We observe similar effects for the high-mass binaries,
although this is not obvious from Fig. 3. The figure shows
the CoherentWaveBurst pipeline dominating over the ring-
down or the high-mass CBC pipelines. The sensitivity
curve of the combined search tends to be just above the
Coherent WaveBurst curve and occasionally drops below
it. However, these drops are well within the error bars. The
detailed investigation shows that the high-mass CBC and
the ringdown pipelines still contribute detections of extra
signals missed by the Coherent WaveBurst pipeline. In
particular, the ringdown pipeline has the highest sensitivity
of all searches in the 270–350M region. Most of these
extra signals are in the near or mid range zone (less then
100 Mpc) and therefore do not contribute as much to the
total visible volume as those at far distances. As a result,
overall gain for the combined search is not that significant
when compared to the Coherent WaveBurst search alone.
Moreover, occasionally, due to background fluctuations,
the threshold for the combined search fluctuates upward,
which results in a loss of a few distant signals detected by
the Coherent WaveBurst pipeline. The loss of visible vol-
ume associated with these signals is not compensated by
the gain of efficiency in the mid range. We should note that
the measurement of detection efficiency for signals beyond
150 Mpc has large uncertainties due to low counts for
detected signals. Therefore, the actual loss of efficiency
in this case may be overestimated.
For demonstration of these effects and further insight,
we plot cumulative 50% efficiency contours on the
distance/total mass plane for signals to be detected
above the threshold, Fig. 4. The threshold is set by the
lowest measured false-alarm rate of 0.28 events per year
FIG. 3. Visible volume versus false alarm rate for CBC with
total mass 100–350M. The shaded area around a curve repre-
sents its 1 Poisson error.
FIG. 2. Visible volume versus false alarm rate for CBC with
total mass 6–100M. The shaded area around a curve represents
its 1 Poisson error.
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(corresponding to the left most point on the sensitivity
curves in Figs. 1–3). In Fig. 4, the contour for the com-
bined search envelops contours of the other pipelines.
Furthermore, we calculate the corresponding visible vol-
ume for the joined search and plot its ratio to the visible
volume of the most sensitive pipeline in each mass bin,
shown in the lower pane of Fig. 4.
IV. CONCLUSIONS
We consider the problem of combining outputs of par-
tially redundant search methods analyzing the same data in
the context of gravitational wave searches. We suggest that
the likelihood ratio, Eq. (2), provides a natural unified
ranking for the candidate events identified by the search
methods. It has a straightforward interpretation—events
from each method are ranked according to the ratio of
the method’s sensitivity to its background. After forming
the joined list of candidate events, calculation of the pos-
terior probability distribution or an upper limit on the rate
of gravitational-wave emissions can proceed exactly as it
would for a single search method. Therefore, there is never
a problem consistently accounting for multiple trials in the
analysis. If the combined search is interpreted as a count-
ing experiment, the procedure for calculating the upper
limit from multiple searches is similar to that suggested in
[5]. In that case, classifiers contribute in proportion to their
sensitivities. Additionally, our method accounts for infor-
mation about the classifier’s background, which is impor-
tant when dealing with experimental data containing
non-Gaussian noise artifacts.
We test our procedure by simulating a search for
gravitational waves from compact binary coalescence
in the data from LIGO’s S4 science run. We combine
outputs from four search methods—the low-mass CBC,
high-mass CBC, ringdown, and Coherent WaveBurst
analysis pipelines—analyzing data with injected
gravitational-wave signals from compact coalescing bi-
naries in a wide range of masses. We find that our
algorithm is robust against nuisance pipelines—those
that are not sensitive to the targeted gravitational-wave
sources. Moreover, the combined search proves to have
greater or comparable sensitivity to any individual pipe-
line. In the simulations, we observe that the pipelines we
use contribute different events to the total count of
detected signals, thus increasing robustness and the over-
all probability of detecting gravitational waves from
coalescing binaries. This effect is especially pronounced
for sources in near to mid range distances. Overall, our
simulations show that searches for gravitational waves
from coalescing binaries can benefit from combining
results of multiple analysis methods by means of the
likelihood-ratio statistic.
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one indicates that the combined search gains sensitivity across
the entire mass range.
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APPENDIX A: MULTIVARIATE
LIKELIHOOD-RATIO STATISTIC
The maximum likelihood-ratio procedure described
in Sec. II does not account for potentially useful informa-
tion contained in the correlations between classifiers. In
this section, we derive the formal expression for the
multivariate statistic that is optimal by construction and
includes all available information. We discuss some of
its properties and its relation to the maximum likelihood-
ratio statistic, Eq. (3).
In the absence of internal thresholds, each classifier
assigns a rank, ri, to every data sample. In this case, the
vector of ranks, ~r  ðr1; r2; . . . rnÞ, can be interpreted as the
reduced experimental data, and the problem of combining
searches is analogous to a detection problem. The general
problem of detection in the presence of arbitrary noise was
discussed in detail in [4]. Here, we state the final result and
refer the interested reader to [4] for derivation and further
discussion. The optimal solution, assuming the Neyman-
Pearson criteria that requires the maximization of the
signal detection probability at a fixed rate of false alarms,
ranks data samples by the likelihood-ratio detection statis-
tic. For n classifiers, this takes the form
ðr1; r2; . . . ; rnÞ ¼
R
pðr1; r2; . . . ; rnjh; 1Þpðhj1Þdh
pðr1; r2; . . . ; rnj0Þ ;
(A1)
where h stands for a gravitational-wave signal,
pðr1; r2; . . . ; rnjh; 1Þ is the probability distribution for the
vector of detection statistics ðr1; r2; . . . ; rnÞ in the case
when the gravitational-wave signal h is present in the
data, pðr1; r2; . . . ; rnj0Þ is the analogous distribution for
the noise, and pðhj1Þ is the distribution of signal parame-
ters for the targeted population of gravitational-wave
sources.
The joint likelihood ratio, Eq. (A1), includes the output
from all classifiers and by construction provides the opti-
mal ranking. We can simplify the expression in Eq. (A1) by
noting that for n ¼ 2,
ðr1; r2Þ ¼
R
pðr1; r2jh; 1Þpðhj1Þdh
pðr1; r2j0Þ
¼ 1
2
R
pðr1jr2;h; 1Þpðhj1Þðr2;hÞdh
pðr1jr2; 0Þ
þ
R
pðr2jr1;h; 1Þpðhj1Þðr1;hÞdh
pðr2jr1; 0Þ

; (A2)
and extending linearly for n > 2.
In practice, computing the conditional probabilities in
Eq. (A2) can be a nontrivial task. Moreover, as the number
of classifiers increases, computing the necessary condi-
tional probabilities becomes a less and less viable option
and it is necessary to develop an approximation. The
maximum likelihood-ratio procedure can be regarded as
such even though it does not follow from the multivariate
expression (A1) in a straightforward way. In order to find a
relation between the two, it is useful to consider the limit-
ing cases of Eq. (A2). First, assume there is no correlation
between the measurements made by each classifier. In
that case, pðrijrj;h; 1Þ ¼ pðrijh; 1Þ (and similarly for the
denominators), so that
ðr1; r2Þ ¼
Z
ðr1;hÞðr2;hÞpðhj1Þdh  ðr1Þðr2Þ:
(A3)
Factorization in the last step is justified because only
one of the classifiers exhibits a nontrivial response in the
presence of a signal in the data. As a consequence, the
unmarginalized likelihood ratio, ðr;hÞ, for that classifier
is a function of the signal, h, sharply peaked around the
true parameters of the signal, whereas the other likelihood
ratio is almost constant.
At the other extreme, consider the case of two strongly
correlated classifiers. Then
R
pðr1; r2jhÞpðhj1Þdh
pðr1; r2j0Þ ¼
ðr1  r2Þ
R
pðr2jhÞpðhj1Þdh
ðr1  r2Þpðr2j0Þ
¼ ðr1Þ: (A4)
Both cases can be easily generalized for n > 2 classifiers.
When classifiers are strongly correlated, the maximum
likelihood ratio is trivially equivalent to (A4). In the oppo-
site case, the absence of correlation between the classifiers
implies their complementarity. If one classifier identifies
a significant event, the others do not. This means that
typically only one of the likelihood ratios in the product
in Eq. (A3) will be significantly different from unity.
Therefore, in this case, picking the maximum of the single
classifier likelihood ratios or calculating their product has
similar effect. Based only on these extreme situations, it is
difficult to determine how good of an approximation the
maximum likelihood ratio is in the intermediate case.
Nevertheless, we conjecture that the truly useful informa-
tion can only be in correlations between the classifiers
using incomplete, but complementary, information about
the signal (e.g. template-based searches using inspiral and
merger or ringdown waveforms). Even in this situation, the
inclusion of correlations should be a next-order effect.
APPENDIX B: MAXIMUM
LIKELIHOOD-RATIO STATISTIC
One can gain further insight into the statistic defined by
Eq. (3) by mapping the ranks, ri, to their likelihood ratios,
iðriÞ. The mapping is defined by Eq. (2). The data space
of the combined search is ~  ð1;2; . . . ;NÞ. For the
ith classifier, the probabilities of detection and of false
alarm are given by
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Pi1 ¼
Z
ði i Þpð ~j1Þpð1Þd ~ (B1)
Pi0 ¼
Z
ði i Þpð ~j0Þpð0Þd ~: (B2)
and for the combined search by
~P 1 ¼
Z
ðmaxð ~Þ cÞpð ~j1Þpð1Þd ~ (B3)
~P 0 ¼
Z
ðmaxð ~Þ cÞpð ~j0Þpð0Þd ~; (B4)
wherei andc are detection thresholds determined from
the threshold value for the false alarm probability, P0,
which is the same for all classifiers.
The efficiency of the combined search is expected to be,
at the very least, no less than the efficiency of any of the
classifiers being used ( ~P1  Pi1). This is a necessary con-
dition for the maximum likelihood-ratio procedure to be
applicable. To get a better understanding of what this
condition implies and when it is expected to hold, consider
the simple case of combining a pair of classifiers. This can
be generalized in a straightforward way to arbitrary num-
ber. The data space, in this case, is a positive quarter in the
ð1;2Þ space. The lines of constant likelihood ratio, i,
are horizontal or vertical lines. The lines of constant joint
likelihood ratio, given by Eq. (A1), can be complicated
curves even in the ð1;2Þ plane and define the optimal
detection surfaces. The corresponding surfaces for the
maximum likelihood-ratio statistic form a square, centered
at the origin, with sides parallel to the1 and2 axes. This
configuration is visualized on Fig. 5, where 1 (vertical
dashed line), 2 (horizontal dashed line), and c (dotted
line) are the thresholds corresponding to a particular value
of the probability of false alarm, for single and combined
searches, respectively. Detection regions for each classifier
consist of all points for which the argument of the theta
function in the expressions for detection and false alarm
probabilities, Eqs. (B1) and (B2), is positive. The detection
region for the ith classifier is defined by the conditioni >
i . All data points in the plane satisfying this condition are
counted as detection of a signal. The detection region for
the combined search defined by Eqs. (B3) and (B4) con-
sists of the points satisfying two conditions: 1 >

c and
2 >

c. Recall that the false alarm probability for all
searches is the same, which implies that
Z
Vi
pð1;2j0Þd ~ ¼
Z
Vc
pð1;2j0Þd ~; (B5)
where Vi and Vc denote the detection regions for either of
the individual searches and for the combined search, re-
spectively. This implies that c >i—the threshold for
the combined search is higher than the threshold for any of
the individual pipelines. Indeed, if it was not true, then
Eq. (B5) could not be satisfied since Vi 	 Vc. This would
correspond to moving the vertical dashed line to the right
of the solid square in Fig. 5, as an example for classifier1.
Thus, the diagram shown in Fig. 5 represents the only
allowed configuration. Continuing with the classifier 1,
one can identify the set of points gained by the combined
search, Vþ, which are points not included in V1, and the set
of points lost, V, those belonging to V1 but not to Vc. Both
sets are shown in Fig. 5 as shaded regions. It is clear that
the efficiency of the combined search will be greater or
equal to the efficiency of the classifier 1 if and only if
Z
Vþ
pð1;2j1Þd ~ 
Z
V
pð1;2j1Þd ~: (B6)
Note that at the same time
Z
Vþ
pð1;2j0Þd ~ ¼
Z
V
pð1;2j0Þd ~; (B7)
by virtue of Eq. (B5). Thus, Eq. (B6) states that the joint
likelihood for the points in Vþ must be (on average) greater
than or equal to the joint likelihood for the points in V.
For this case, exchanging Vþ for V results in a positive
gain. It is not unjustified to expect that Eq. (B6) would be
satisfied in most practical situations. After all, according to
the classifier2, points in Vþ have a better chance of being
a signal than those in V, because2 for any point in Vþ is
greater than 1 for any point in V. In effect, when
combining searches using the maximum likelihood-ratio
approximation, one exchanges points from V with decent
1 and low 2 in favor of points in Vþ with low 1
but high 2. Consider an extreme case when the classifier
2 is not informative. The probability of getting a high
FIG. 5. The detection thresholds can be visualized for individ-
ual and combined searches in the ð1;2Þ space. For individual
searches, the detection threshold appears as the vertical dashed
line (1) and horizontal dashed line (2). The c threshold is
the dotted line. The shaded regions represent the data points
gained, Vþ, and lost, V, by the combined search when refer-
encing a search performed with 1.
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likelihood ratio in the absence of the signal is very low.
Then, the total probability
R
Vþ pð1;2j0Þ is negligible,
effectively making V a null set. This implies robustness of
the approximation against nuisance, noninformative clas-
sifiers. The above steps can be mirrored for the classifier
2, resulting in the same conclusions.
In conclusion, we should stress that, although condition
(B6) does not hold in general, it is expected to be satisfied
when combining well designed classifiers that are suffi-
ciently different to be able to complement each other’s
detection efficiencies. These are the typical cases that arise
in practice.
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