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Introduction
“- Oh no ; nothing of that nature. The fact is, the business is very simple indeed, and I
make no doubt that we can manage it sufficiently well ourselves ; but then I thought
Dupin would like to hear the details of it, because it is so excessively odd.”
“- Simple and odd,” said Dupin.
The Purloined Letter
Groupes de rang de Morley fini
Il est possible de pre´senter les groupes de rang de Morley fini avec pour unique re´fe´rence a`
la the´orie des mode`les la notion de partie de´finissable. Les axiomes de Borovik-Poizat prennent
en charge l’e´viction de la logique au profit d’une combinatoire aise´ment de´crite. Un groupe G
est dit range´ s’il existe sur l’ensemble de ses parties de´finissables (dans Geq, et avec parame`tres)
une fonction rg a` valeurs entie`res satisfaisant les quatre axiomes de monotonie, de´finissabilite´,
additivite´, et e´limination des quanteurs infinis. Nous renvoyons a` [BN94, §4].
La “monotonie” correspond a` la de´finition du rang de Morley. L’“e´limination des quanteurs
infinis” e´limine surtout les de´marches de compacite´ pour obtenir des bornes uniformes. Les exten-
sions e´le´mentaires sont de`s lors sans utilite´ ; de fait le but des quatre axiomes e´tait de permettre
au praticien de ne jamais sortir du mode`le e´tudie´. Les techniques du domaine rele`vent ainsi de la
pure the´orie des groupes ; seule exception, mais de taille, le the´ore`me de Wagner sur les sections
de´finissables des mauvais corps de caracte´ristique premie`re (qui ne sont pas sans torsion) ressortit
bien a` la the´orie des mode`les.
De tels groupes e´taient e´tudie´s avant l’axiomatisation dite “de Borovik-Poizat” ; leur e´mergence
est lie´e a` l’inte´reˆt pour les the´ories ℵ1-cate´goriques. Le the´ore`me de Baldwin sur les structures
ℵ1-cate´goriques (qui sont de rang de Morley fini) fut la premie`re e´tape de leur description comme
“groupes munis d’une dimension abstraite mais oublieux de leur e´tymologie”, que nous continuerons
a` appeller groupes de rang de Morley fini.
Dans un groupe de rang de Morley fini, le degre´ de Morley entraˆıne l’existence d’une notion de
composante connexe pour les sous-groupes de´finissables ; ici encore, comme pour tout point non
de´taille´, nous nous appuyons sur [BN94].
Conjecture d’Alge´bricite´ et programme de classification
Conjecture d’Alge´bricite´ (Cherlin-Zilber) Un groupe simple infini de rang de Morley fini est
isomorphe a` un groupe alge´brique sur un corps alge´briquement clos.
L’existence de “mauvais corps”, annonce´e en 2006 [BHMPW06], incite a` la prudence : il ne
serait pas trop surprenant qu’un contre-exemple a` la Conjecture d’Alge´bricite´ soit un jour construit.
Mais l’objet de l’e´tude des groupes de rang de Morley fini n’est pas tant de se prononcer sur cette
conjecture, que d’offrir une sorte d’e´pure de la classification des groupes simples finis.
A cette fin, la ligne d’attaque retenue pour la Conjecture de Cherlin-Zilber doit eˆtre compatible
avec la de´marche de classification des groupes simples finis. Le programme de Borovik distingue
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selon la structure d’un 2-sous-groupe de Sylow, note´ classiquement S. En l’occurence, on de´finit
quatre types, correspondant a` la caracte´ristique du corps sous-jacent attendu :
type pair : S◦ = U , un groupe 2-unipotent non-trivial ;
type impair : S◦ = T , un 2-tore non-trivial ;
type mixte : S◦ = T ∗ U , avec T un 2-tore non-trivial et U un groupe 2-unipotent non-trivial ;
type de´ge´ne´re´ : S◦ = 1, i.e. S fini.
Les tores sont de´finis ci-apre`s, et l’unipotence en §1.8.1.
Apre`s plus de dix anne´es que couronnera [ABC06], il a e´te´ prouve´ que la Conjecture de Cherlin-
Zilber est ve´rifie´e pour le type pair, et aussi qu’il n’y a pas de groupe simple de rang de Morley fini
de type mixte. Il a e´galement e´te´ montre´ dans [BBC06] qu’un groupe de rang Morley fini connexe
de type de´ge´ne´re´ est sans involution. Ce dernier cas est loin d’eˆtre re´solu ; aucune des prises offertes
ne semble suffisante. Il n’est d’ailleurs pas de´raisonnable a` l’exce`s de penser que la question des
mauvais groupes est l’affaire des the´oriciens des mode`les.
Nous nous placerons en type impair : la composante connexe du 2-sous-groupe de Sylow est
un 2-tore, a` savoir un produit direct de groupes de Pru¨fer Z2∞ . Le nombre de facteurs est fini et
appele´ le 2-rang de Pru¨fer, ou rang de Pru¨fer quand il n’y a pas risque de confusion avec d’autres
nombres premiers.
Groupes simples connexes minimaux de type impair
Parmi les groupes simples de rang de Morley fini, certains posse`dent une section de´finissable
infinie propre encore simple, et devraient faire l’objet d’un traitement inductif. D’autres n’ont de
sections de´finissables connexes propres, que re´solubles ; on les appelle groupes simples connexes
minimaux. Il s’agit des “atomes” de l’analyse a` l’œuvre ; leur classification est une e´tape indispen-
sable. La notion est emprunte´e a` la de´marche mene´e par Thompson dans une se´rie d’articles dont
le premier est [Tho68]. Dans la nature, le seul groupe alge´brique simple connexe minimal est PSL2.
Un outil essentiel pour l’e´tude des groupes de rang de Morley fini est le the´ore`me du corps
de Zilber, qui fait apparaˆıtre un fragment de corps alge´briquement clos dans un groupe infini
de rang de Morley fini re´soluble, mais pas nilpotent. Dans le contexte simple connexe minimal
non-de´ge´ne´re´, il s’ave`re que de tels sous-groupes existent. En effet le groupe ambiant serait sinon
un mauvais groupe, et n’aurait donc pas d’involution d’apre`s un re´sultat devenu classique. Ainsi
l’hypothe`se sur le type offre-t-elle une certaine prise, en e´cartant de nos arguments l’obstacle des
mauvais groupes. Ce proble`me e´limine´, il reste celui des mauvais corps ; c’est ici qu’entrera en jeu
la notion d’unipotence. Rappelons qu’un mauvais corps est un corps de rang de Morley fini avec
un sous-groupe propre infini de´finissable du groupe multiplicatif.
Les groupes simples connexes minimaux de type impair ont de´ja` e´te´ l’objet d’une e´tude pousse´e
dans [CJ04]. Ce dernier article supposait en outre l’ordinarite´, ou absence de mauvais corps ; cette
hypothe`se n’e´tait pas formule´e dans l’espoir que la the´orie des mode`les viendrait au secours de la
conjecture d’alge´bricite´, mais pour forger d’importantes techniques ; il faut dire que meˆme dans ce
cas cense´ment favorable, des configurations non-alge´briques restaient parmi le champ du possible.
Un re´sultat positif est en revanche le confinement des groupes simples connexes minimaux de
type impair au petit rang de Pru¨fer : dans [BCJ07] il est montre´ que celui-ci n’exce`de pas 2.
Cette the`se est ainsi consacre´e aux groupes de rang de Morley fini simples connexes minimaux
de type impair, et de rang de Pru¨fer 1 ou 2. Les chapitres 1 et 2 pre´sentent quelques outils ; le
chapitre 3 forme sans doute son cœur. On y montre un the´ore`me d’identification de PSL2 parmi
les groupes simples connexes minimaux de type impair. Les hypothe`ses en sont assez ge´ne´rales
pour que l’on puisse espe´rer prouver un jour son unicite´ comme tel ; le reste de la the`se est voue´
a` cerner les pathologies possibles. Le chapitre 4, sous un faux air de´sinvolte, contient l’importante
cotoricite´ ; enfin, le chapitre 5 est consacre´ au rang de Pru¨fer 2.
(Quelques pages d’addenda, re´dige´es apre`s de´poˆt, comple`tent ce travail.)
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Chapitre 1
Boˆıte a` outils
Le lecteur soucieux de trouver du nouveau peut se transporter en §1.9 ; le reste est classique,
ou y pre´pare. Nous rappellerons notamment des e´le´ments de the´orie de l’unipotence (§1.8), dont
l’avatar en caracte´ristique nulle est l’unipotence de Burdges ; ces the´ories permettront le controˆle
d’intersections graˆce a` la dernie`re incarnation du lemme de Jaligot, Lemme 1.9.1.
De´finition 1.0.1 Un groupe de rang de Morley fini est simple connexe minimal s’il est simple
infini, et que tout sous-groupe de´finissable connexe propre en est re´soluble.
De´finition 1.0.2 Un sous-groupe de Borel d’un groupe de rang de Morley fini simple connexe
minimal en est un sous-groupe propre, de´finissable, connexe, et maximal pour ces proprie´te´s.
La the`se ira sur les brise´es du re´sultat suivant. Il requiert la notion emprunte´e a` la the´orie des
groupes finis de radical impair, pre´sente´e plus bas, dans le Fait 1.8.6.
Fait 1.0.3 ([CJ04, Theorem 1.8]) Soit G un groupe de rang de Morley fini ordinaire, simple
connexe minimal, et de type impair. Soient S un 2-sous-groupe de Sylow de G, V = 〈I(S◦)〉,
T = C◦(S◦), C = C◦(V ), et W = N(T )/T . Alors le rang de Pru¨fer de G est au plus 2, et l’on a
les possibilite´s suivantes :
1. Le rang de Pru¨fer de G est 1 :
(a) Si C n’est pas un sous-groupe de Borel de G, alors G ≃ PSL2(K), ou` K est un corps
alge´briquement clos de caracte´ristique diffe´rente de 2.
(b) Si C est un sous-groupe de Borel de G et que W 6= 1, alors C = T est 2-divisible et
abe´lien, |W | = 2, W agit par inversion sur T , et N(T ) se scinde sous la forme T⋊Z/2Z.
En outre toutes les involutions de G sont conjugue´es.
2. Le rang de Pru¨fer de G est 2 :
Alors T = C = C(V ) est nilpotent, |W | = 3, toutes les involutions de G sont conjugue´es, et
G interpre`te un corps alge´briquement clos de caracte´ristique 3. En outre :
(a) Si C n’est pas un sous-groupe de Borel de G, alors T est divisible abe´lien, et pour chaque
involution i de S◦, le sous-groupe Bi = C
◦(i) est un sous-groupe de Borel de la forme
O(Bi)⋊ T , ou` O(Bi) est inverse´ par les deux involutions de T distinctes de i.
(b) Sinon, C est un sous-groupe de Borel nilpotent de G.
Le cas 1.a sera re´e´crit a` l’identique dans le chapitre 3. Le cas 1.b de meˆme, dans l’analyse
mene´e en §4.1. Le cas 2.b est exclu de`s le de´but du chapitre 5. Plus proble´matique est le cas 2.a,
pour lequel nous n’avons pas eu le temps de pousser les choses aussi loin : manque le controˆle du
groupe de Weyl. Et si l’on savait combler ce fosse´, il resterait encore la scission de´licate a` re´aliser
des sous-groupes de Borel. . . mais de cela nous reparlerons au chapitre 5. Un re´sume´ des re´sultats
obtenus est pre´sente´ dans le the´ore`me du chapitre Conclusions.
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1.1 Sous-groupes fortement inclus
De´finition 1.1.1 Un sous-groupe M < G de´finissable propre d’un groupe de rang de Morley fini
est fortement inclus s’il contient des involutions, mais que pour tout g 6∈ NG(M), M ∩M
g est sans
involution.
Fait 1.1.2 ([BCJ07, Theorem 1]) Soit G un groupe simple connexe minimal de rang de Morley
fini et de type impair. Si G posse`de un sous-groupe fortement inclus, alors G est de rang de Pru¨fer 1.
Fait 1.1.3 (tire´ de [BCJ07, Fact 2.1]) Soit G un groupe simple connexe minimal de rang de
Morley fini et de type impair. Alors G est de rang de Pru¨fer 1 ou 2.
1.2 Ge´ne´ricite´
Etant donne´e une partie X d’un groupe G, on note X# l’ensemble X \ {1}.
Fait 1.2.1 ([CJ04, Fact 2.36]) Soient G un groupe simple infini de rang de Morley fini, M < G
un sous-groupe propre de´finissable, et x ∈ G#. Alors rg(xG ∩M) < rg(xG).
Etant donne´e une partie X d’un groupe G, on note XG l’ensemble ∪g∈GX
g.
Corollaire 1.2.2 Soient G un groupe simple infini de rang de Morley fini, M < G un sous-groupe
propre de´finissable, et {1} 6= X ⊆ G un sous-ensemble de´finissable. Alors rg(XG ∩M) < rg(XG).
Preuve
L’ensembleXG est infini, car sinon le groupeG qui est connexe et le normalise doit le centraliser,
d’ou` X ⊆ Z(G) = {1}, contre l’hypothe`se.
Si X est fini, e´crivons X = {x1, . . . , xn}. Alors X
G = ∪ni=1x
G
i et X
G ∩M = ∪ni=1x
G
i ∩M . Soit
xi ∈ X tel que rg(X
G ∩M) = rg(xGi ∩M). Si xi = 1, alors rg(X
G ∩M) = 0 < rg(XG), et le
re´sultat est prouve´. Si xi 6= 1, on lui applique le Fait 1.2.1, et il vient rg(X
G ∩M) = rg(xGi ∩M) <
rg(xGi ) ≤ rg(X
G), donc le re´sultat est encore prouve´. Nous supposons dore´navant que X est infini.
Notons ∼ la relation de´finissable de conjugaison dans G. Soit pour chaque k ≤ rg(G) l’ensemble
Xk = {x ∈ X, rg(x
G ∩M) = k}. Ces ensembles en nombre fini sont de´finissables par de´finissabilite´
du rang et partitionnent X. L’un au moins est donc de meˆme rang que X. Soit k0 ≤ rg(G) tel que
rg(Xk0) = rg(X).
Soit pour chaque ℓ ≤ rg(G) l’ensemble Yℓ = {x ∈ Xk0 , rg(x
G) = ℓ}. Les meˆmes raisons que plus
haut impliquent qu’il existe un ℓ0 ≤ rg(G) tel que rg(Yℓ0) = rg(X).
Notons que Yℓ0 est infini comme X, et en particulier Y
#
ℓ0
n’est pas vide. Soit alors un e´le´ment
x0 de Y
#
ℓ0
. En appliquant le Fait 1.2.1 a` x0, il vient k0 < ℓ0. Ainsi
rg(XG ∩M) = rg
⋃
x∈X
(
xG ∩M
)
≤ rg (X/ ∼) + k0 < rg(X/ ∼) + ℓ0 ≤ rgX,
ce qui prouve le corollaire. 
De´finition 1.2.3 Un sous-ensemble de´finissable X d’un groupe de rang de Morley fini G est
ge´ne´reux dans G si XG est ge´ne´rique dans G.
Fait 1.2.4 ([Jal06, Lemma 3.9]) Soient L ≤ H ≤ G des groupes de rang de Morley fini, H et
L e´tant de´finissables. On suppose que H est connexe. Si L est ge´ne´reux dans H et que H l’est dans
G, alors L est ge´ne´reux dans G.
De´finition 1.2.5 Un bon tore d’un groupe de rang de Morley fini en est un sous-groupe de´finissable,
abe´lien, divisible, et dont chaque sous-groupe de´finissable co¨ıncide avec la cloˆture de´finissable de sa
torsion. Un tore de´cent est plus ge´ne´ralement un sous-groupe de´finissable, abe´lien, divisible et qui
co¨ıncide avec la cloˆture de´finissable de sa torsion.
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Fait 1.2.6 ([Che05, Lemma 4]) Soient G un groupe connexe de rang de Morley fini et T ≤ G
un tore de´cent. Alors C◦(T ) est ge´ne´reux dans G.
Fait 1.2.7 ([Che05, dernie`res lignes]) Les tores de´cents maximaux d’un groupe de rang de
Morley fini sont conjugue´s.
Fait 1.2.8 ([BBC06, Proposition 1.1]) Soit G un groupe connexe infini de rang de Morley fini.
Alors le centralisateur de chaque e´le´ment est infini.
1.3 Involutions et 2-tores
Lemme 1.3.1 Soient G un groupe, H ≤ G et K ≤ N(H) deux sous-groupes. On suppose que K
est 2-divisible, et qu’il existe une involution i ∈ G telle que
– i centralise ou inverse H, et
– i inverse K.
Alors [H,K] = 1.
Preuve
Conside´rons le cas ou` i centralise H (l’autre cas est similaire, extrait de [BCJ07, Lemma 7.7]).
Soit (h, k) ∈ H × K. On a hk = (hk)i = (hi)(k
i) = hk
−1
, d’ou` [h, k2] = 1, et la conclusion en
de´coule car K est 2-divisible. 
L’ensemble des involutions d’un groupe G sera note´ I(G).
Si σ est un automorphisme involutif et de´finissable d’un groupe de rang de Morley finiG, on note
G−σ (ou simplement G− quand le contexte est clair) l’ensemble de´finissable {g ∈ G, gσ = g−1}.
En ge´ne´ral il ne s’agit pas d’un groupe. Le cas le plus fre´quent est celui de l’action d’une involution
i de G par conjugaison, et l’on notera alors G−i l’ensemble inverse´.
Fait 1.3.2 ([BN94, Exercice 14 p.73]) Soit G un groupe de rang de Morley fini sans involu-
tions. Soit σ un automorphisme involutif et de´finissable de G. Alors G−σ est 2-divisible, et l’on a
la de´composition univoque G = CG(σ) ·G
−σ .
Parfois le groupe sur lequel une involution agit ne sera pas 2⊥. Nous aurons alors besoin du
re´sultat suivant.
Fait 1.3.3 Soit A un groupe abe´lien connexe et 2-divisible de rang de Morley fini. Soit ϕ un
automorphisme involutif et de´finissable de A. Alors A = CA(ϕ)(+)A
−ϕ , ou` le symbole (+) signifie
que l’intersection est finie. En particulier, si CA(ϕ) est fini, alors ϕ inverse A.
Preuve
A e´tant 2-divisible n’a qu’un nombre fini d’involutions. En particulier l’intersection est bien
finie. Formons ψ : A→ A qui a` x associe ψ(x) = x+ϕ(x). Alors ker(ψ) = A−ϕ et im(ψ) ≤ CA(ϕ).
Il vient donc A = ker(ψ)(+) im(ψ) ≤ A−ϕ(+)CA(ϕ) ≤ A.
Maintenant si CA(ϕ) est fini, la connexite´ de A implique A = A
−ϕ , et ϕ inverse A. 
Fait 1.3.4 Un automorphisme involutif α d’un 2-tore τ ne fixant qu’un nombre fini d’e´le´ments de
τ est l’inversion.
Preuve
On peut de´sirer se servir du Fait 1.3.3 ; il faut alors rappeler que τ ⋊ 〈α〉 est bien un groupe de
rang de Morley fini d’apre`s un re´sultat de Mike Prest. Il n’est pas moins raisonnable de reprendre
la de´monstration du Fait 1.3.3, en remarquant que la notion de sous-groupe de Pru¨fer munit τ
d’une dimension ayant les proprie´te´s requises pour la preuve. 
Fait 1.3.5 Le seul automorphisme d’ordre fini d’un groupe de Pru¨fer Z2∞ est l’inversion.
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Preuve
Il est clair que Aut(Z2∞) est isomorphe au groupe des inversibles de l’anneau Z2. Mais on a
Z∗2 ≃ Z/2Z× Z2, et le terme de droite est sans torsion car de caracte´ristique nulle. En particulier
Aut(Z2∞) posse`de exactement un e´le´ment d’ordre fini. 
Fait 1.3.6 ([CJ04, Fact 2.28]) Soit H un groupe de rang de Morley fini tel que H/H◦ soit
d’ordre 2, et que les e´le´ments de H \H◦ soient ge´ne´riquement d’ordre 2. Alors H se scinde sous
la forme H = H◦ ⋊ 〈w〉, ou` w est une involution qui inverse H◦.
Fait 1.3.7 (Borovik-Poizat, [BN94, Lemma 10.8 et Theorem 10.11]) Les 2-sous-groupes
de Sylow d’un groupe de rang de Morley fini sont conjugue´s. En outre, de tels sous-groupes sont
nilpotents-par-fini, et l’on peut de´composer leur composante connexe sous la forme
S◦ = T ∗ U,
ou` T est un 2-tore, et U un 2-groupe de´finissable connexe nilpotent d’exposant borne´.
Fait 1.3.8 ([BN94, Theorem 10.22]) Soit G un groupe de rang de Morley fini. Soient S un
2-sous-groupe de Sylow de G et T le 2-tore maximal de S. Alors N(T ) controˆle la fusion dans S◦.
(Cela signifie que si A et B sont sont deux sous-ensembles de S◦ conjugue´s dans G, alors A et B
sont conjugue´s dans N(T ).)
Fait 1.3.9 ([CJ04, Lemma 2.34]) Soit G un groupe de rang de Morley fini de type impair et de
rang de Pru¨fer 1. Soient S un 2-sous-groupe de Sylow de G et i l’unique involution de S◦. Alors
C(S◦) ∩ iG = {i}.
Corollaire 1.3.10 Soit G un groupe de rang de Morley fini de type impair et de rang de Pru¨fer 1.
Soient S◦ un 2-tore maximal de G et i l’unique involution de S◦. Si une involution w ∈ iG \ {i}
normalise S◦, alors elle l’inverse. En particulier wi est S◦-conjugue´e a` w, et G-conjugue´e a` i.
Preuve
Si w n’inverse pas le 2-tore S◦, elle le centralise d’apre`s le Fait 1.3.5, ce qui contredit le Fait
1.3.9. Ainsi w inverse S◦. Maintenant si α est une racine carre´e de i dans S◦, wα = [α,w]w =
α−2w = i−1w = iw = wi. 
Fait 1.3.11 (The´ore`me Z∗, [BBC06, Theorem 5]) Soient G un groupe de rang de Morley
fini, S un 2-sous-groupe de Sylow de G, et i une involution de S. Alors l’un des deux cas sui-
vant se produit :
(a) i est conjugue´e dans G a` une autre involution de S.
(b) C(i) est connexe.
Fait 1.3.12 ([BC07, Corollary 5.10]) Soient G un groupe connexe de rang de Morley fini de
type impair, et S un 2-sous-groupe de Sylow de G. Alors CS(S
◦) = S◦.
Enfin, le re´sultat suivant a radicalise´ la situation en type de´ge´ne´re´.
Fait 1.3.13 ([BBC06, Theorem 1]) Soit G un groupe connexe de rang de Morley fini. Alors le
2-sous-groupe de Sylow de G est trivial ou infini.
1.4 Torsion
Soit p un nombre premier non nul.
Fait 1.4.1 ([BN94, Exercice 11 p.93]) Soient G un groupe de rang de Morley fini, et H ⊳ G
un sous-groupe de´finissable. On suppose qu’il existe x ∈ G tel que x¯ ∈ G/H soit un p-e´le´ment.
Alors xH contient un p-e´le´ment.
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Fait 1.4.2 (Rigidite´ des p-tores, [BN94, Theorem 6.16]) Soit P un p-tore d’un groupe de
rang de Morley fini G. Alors N◦G(P ) = C
◦
G(P ).
Fait 1.4.3 ([BN94, Theorem 6.20]) Soit P un p-sous-groupe localement fini d’un groupe de
rang de Morley fini G. Alors :
1. P ◦ est nilpotent et P ◦ = U ∗ T est produit central d’un p-groupe nilpotent d’exposant borne´
U et d’un p-tore T .
2. Z(P ) 6= 1 et P satisfait la condition de normalisateur.
3. Si P est infini d’exposant borne´, alors Z(P ) posse`de une infinite´ d’e´le´ments d’ordre p et P
est nilpotent.
Fait 1.4.4 ([FJ07, Theorem 1.8]) Soit H un groupe re´soluble connexe de rang de Morley fini.
Alors les p-sous-groupes de Sylow de H sont connexes.
La notion d’unipotence employe´e dans le fait suivant est pre´sente´e au de´but de §1.8.1. La toricite´
de la torsion signifie que tout p-e´le´ment de G appartient a` au moins un p-tore.
Fait 1.4.5 ([BC06, Theorem 3]) Soit G un groupe de rang de Morley fini connexe et sans p-
unipotence. Alors la p-torsion de G est torique. Plus pre´cise´ment, si x est un p-e´le´ment, alors x
appartient a` tout p-tore maximal de C◦(x).
Un corollaire imme´diat (avec la conjugaison des 2-sous-groupes de Sylow), est que les involutions
d’un groupe simple connexe minimal de type impair et de rang de Pru¨fer 1 sont toutes conjugue´es.
Fait 1.4.6 ([BC06, Theorem 4]) Les p-sous-groupes de Sylow d’un groupe de rang de Morley
fini sans p-unipotence sont conjugue´s.
1.5 Sous-groupes de Carter
Un sous-groupe de Carter d’un groupe de rang de Morley fini est un sous-groupe de´finissable,
connexe, nilpotent, et d’indice fini dans son normalisateur.
Fait 1.5.1 ([FJ07, Theorem 3.1]) Tout groupe de rang de Morley fini posse`de des sous-groupes
de Carter. En outre, tout sous-groupe abe´lien divisible de torsion est inclus dans un tel sous-groupe.
Fait 1.5.2 ([FJ07, Theorem 3.9]) Dans un groupe connexe re´soluble de rang de Morley fini, les
sous-groupes de Carter sont conjugue´s et autonormalisants.
Les Faits 1.4.4, 1.5.1 et 1.5.2 impliquent le
Corollaire 1.5.3 Soit H un groupe de rang de Morley fini de type impair, connexe et re´soluble.
Alors chaque sous-groupe de Carter de H contient un 2-sous-groupe de Sylow.
Corollaire 1.5.4 Soit H un groupe de rang de Morley fini de type impair, re´soluble, et connexe.
Soit T un p-tore de H. Alors T centralise un 2-tore maximal de H.
Le fait suivant n’a pas le statut officiel de rigueur : car il n’a pas encore e´te´ publie´. Pre´cisons
que nous ne l’emploierons pas avant le chapitre 4.
Fait 1.5.5 (Fre´con, annonce´) Les sous-groupes de Carter d’un groupe de rang de Morley fini
simple connexe minimal sont conjugue´s.
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1.6 Corps
On note classiquement K+ le groupe additif d’un corps et K
× son groupe multiplicatif. Etant
donne´s deux sous-groupes A et B d’un groupe de rang de Morley fini G, A est B-minimal si :
– A est de´finissable infini,
– B normalise A, et
– A est minimal pour ces proprie´te´s (i.e., il ne posse`de pas de sous-groupe propre de´finissable
infini normalise´ par B).
Fait 1.6.1 (The´ore`me du corps de Zilber, [BN94, Theorem 9.1]) Soit G = A⋊H un groupe
de rang de Morley fini, ou` A et H sont des sous-groupes abe´liens infinis de´finissables tels que A
soit H-minimal et CH(A) = 1. Alors G interpre`te un corps alge´briquement clos.
Plus pre´cise´ment, A est isomorphe au groupe additif d’un corps alge´briquement clos K sur
lequel H agit par multiplication du corps :
A ≃ K+, H ≃ T ≤ K
×,
ou` T est un sous-groupe de´finissable de K×.
Nous utiliserons e´galement deux proprie´te´s en un sens comple´mentaires.
Fait 1.6.2 ([Poi87, Corollaire 3.3]) Soit K un corps de rang de Morley fini de caracte´ristique
nulle. Alors K+ n’a pas de sous-groupe de´finissable non-trivial propre.
Fait 1.6.3 ([Wag01, Corollary 9]) Soit K un corps de rang de Morley fini de caracte´ristique
p > 0. Alors K× n’a pas de section de´finissable sans torsion.
Ce dernier re´sultat sert a` limiter les pathologies si un mauvais corps, i.e. un T < K× dans le
Fait 1.6.1, apparaˆıt lors d’une e´tude de groupe. En effet le sous-groupe T posse`dera ne´cessairement
de la torsion.
1.7 Nilpotence
Fait 1.7.1 (Condition de normalisateur) Soient G un groupe nilpotent et H < G un sous-
groupe propre. Alors H < NG(H).
Fait 1.7.2 ([BN94, Lemma 6.1]) Soit G un groupe connexe de rang de Morley fini. Si Z(G) est
fini, alors G/Z(G) n’a pas de centre.
Fait 1.7.3 ([BN94, Exercice 5 p.98]) Soient G un groupe nilpotent de rang de Morley fini et
H un sous-groupe normal infini de G. Alors H ∩ Z(G) est infini.
On note F (G) le sous-groupe de Fitting d’un groupe de rang de Morley fini G. Ce sous-groupe
est de´finissable et nilpotent ([BN94, Theorem 7.3]).
Fait 1.7.4 ([BN94, Theorem 9.21]) Soit G un groupe connexe re´soluble de rang de Morley fini.
Alors G/F ◦(G) est divisible et abe´lien.
1.8 p˜-unipotence et p˜-sous-groupes de Sylow
Les longs rappels qui suivent introduisent la notion d’unipotence due a` Burdges et certaines de
ses applications.
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1.8.1 Rappels en caracte´ristique premie`re
Commenc¸ons par e´voquer la the´orie de la p-unipotence. Un p-sous-groupe d’un groupe de rang
de Morley fini est p-unipotent, ou encore un Up-groupe, s’il est de´finissable, connexe, nilpotent, et
d’exposant borne´. (D’apre`s le Fait 1.7.4, la re´solubilite´ suffit d’ailleurs dans cette de´finition pour
assurer la nilpotence.)
Fait 1.8.1 ([CJ04, Corollary 2.16]) Soit H un groupe de rang de Morley fini connexe et re´soluble.
Alors il existe un unique Up-sous-groupe de´finissable maximal de H. Ce sous-groupe est contenu
dans F ◦(H).
Notation 1.8.2 On note Up(H) ce sous-groupe.
Fait 1.8.3 ([Bur07, Lemma 2.1]) Soit G un groupe de rang de Morley fini simple connexe
minimal. Soient B1 et B2 deux sous-groupes de Borel distincts. Soit p un nombre premier. Si
F (B1) ∩ F (B2) 6= 1, alors Up(B1) = 1 ou Up(B2) = 1.
En voici un corollaire utile.
Fait 1.8.4 ([Bur07, Corollary 2.2]) Soit G un groupe de rang de Morley fini simple connexe
minimal. Soient B1 et B2 deux sous-groupes de Borel distincts. Alors F (B1) ∩ F (B2) est sans
torsion.
Beaucoup de nos raisonnements utiliseront le lemme suivant, valable en caracte´ristique premie`re,
et qui trouvera un analogue en caracte´ristique nulle dans le Lemme 1.9.1.
Lemme 1.8.5 Soient G un groupe de rang de Morley fini simple connexe minimal et B un sous-
groupe de Borel de G. Soit A ≤ Up(B) un sous-groupe infini (non ne´cessairement de´finissable).
Alors B est l’unique sous-groupe de Borel de G contenant A.
Preuve
Remarquons que 1 6= d◦(A) ≤ Up(B) et que d
◦(A) est un Up-sous-groupe de B. Soit B1 un
sous-groupe de Borel de G contenant A. Alors B1 contient d
◦(A), et d’apre`s le Fait 1.8.1, il vient
d◦(A) ≤ Up(B1) ≤ F
◦(B1). Le Fait 1.8.4 implique alors B1 = B. 
Pour me´moire, nous inse´rons les re´sultats “ordinaires” (c’est-a`-dire, en l’absence de mauvais
corps) de [CJ04], que nous n’emploierons e´videmment pas. La de´finition pre´sente dans le Fait
1.8.6, et dont le sens est assure´ par la possibilite´ de “relever la torsion” (Fait 1.4.1), sera pourtant
utile au chapitre 4.
Fait 1.8.6 ([CJ04, Lemma 2.41]) Soit H un groupe re´soluble de rang de Morley fini. Alors il
existe un sous-groupe normal, de´finissable, connexe, et sans involution maximal de H, note´ O(H).
De plus, si H est ordinaire, on a O(H) ≤ F ◦(H).
Fait 1.8.7 ([CJ04, Proposition 3.11]) Soit G un groupe de rang de Morley fini simple connexe
minimal et ordinaire. Si B1 et B2 sont deux sous-groupes de Borel distincts tels que O(B1) 6= 1 et
O(B2) 6= 1, alors F (B1) ∩ F (B2) = 1.
1.8.2 Unipotence en caracte´ristique nulle
Burdges a introduit dans [Bur04] une notion ope´rante d’unipotence en caracte´ristique nulle.
L’argument de´cisif qui nous a convaincu de suivre l’expose´ de [FJ07] en notant ∞ cette ca-
racte´ristique e´tait de´ja` chez Groucho Marx, dans A night in Casablanca (Archie Mayo, 1946) :
« - The next thing we’re gonna do is change all the numbers on all the rooms !
- But the guests ! They will go into the wrong rooms ! Think of the confusion !
- Yes, but think of the fun ! »
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Un groupe de rang de Morley fini est inde´composable s’il est abe´lien et ne peut s’e´crire comme
somme (meˆme non ne´cessairement directe) de deux sous-groupes de´finissables propres. Tout groupe
inde´composable est connexe ([Bur04, Lemma 1.2]). Si A est inde´composable, alors il posse`de un
unique sous-groupe de´finissable connexe propre et maximal, note´ Φ(A) et appele´ sous-groupe de
Frattini connexe de A (ce n’est pas la composante connexe du sous-groupe de Frattini de A).
Pour G un groupe de rang de Morley fini et d un entier non nul, on de´finit
U(∞,d)(G) =
〈
A ≤ G
∣∣∣∣ A est un sous-groupe de´finissable inde´composabletel que A/Φ(A) soit sans torsion et de rang d
〉
.
De´finition 1.8.8 Soit G un groupe de rang de Morley fini. On note d∞(G) et on appelle degre´
d’unipotence sans torsion de G le plus grand d ≥ 1, s’il existe, tel que U(∞,d)(G) 6= 1. On pose
sinon d∞(G) = 0.
Nous verrons plus bas, avec le Fait 1.8.14, que l’absence d’unipotence n’est pas un obstacle a`
l’e´tude d’un groupe.
Notation 1.8.9 Quand d∞(G) > 0, on note U∞(G) = U(∞,d∞(G))(G).
Cette notion a des proprie´te´s similaires a` l’unipotence en caracte´ristique premie`re. Avant de les
passer en revue nous unifions la notation.
1.8.3 Parame`tres d’unipotence
P de´signe l’ensemble des nombres premiers. Par analogie avec le d∞ de la De´finition 1.8.8
ci-dessus, on introduit une notation-gadget.
Notation 1.8.10 Soit p un nombre premier. On pose dp(H) =∞ si H posse`de un Up-sous-groupe
non-trivial. On pose dp(H) = 0 sinon.
De´finition 1.8.11 Un parame`tre d’unipotence est un couple
p˜ = (caracte´ristique p, degre´ d’unipotence d) ∈ ({∞} ∪ P)× (N ∪ {∞})
qui satisfait p <∞⇔ d =∞.
De´sormais la caracte´ristique p varie, sauf mention du contraire, dans P ∪ {∞}. Si p˜ est de la
forme (q,∞), nous e´crirons Up˜ a` la place de Uq. Nous avons ainsi de´fini, pour G un groupe de rang
de Morley fini re´soluble, Up˜(G) dans les cas (q,∞) (voir §1.8.1) et (∞, d) avec d > 0 (voir §1.8.2).
Pour terminer d’uniformiser nous posons suivant [FJ07]
U(∞,0)(G) = 〈sous-tores de´cents de´finissables de G〉 .
Rappelons que d’apre`s la De´finition 1.2.5, un tore de´cent est un groupe abe´lien divisible de rang
de Morley fini qui co¨ıncide avec la cloˆture de´finissable de sa torsion.
De´finition 1.8.12 Soient H un groupe connexe et re´soluble de rang de Morley fini et p˜ = (p, d)
un parame`tre d’unipotence.
– H admet le parame`tre d’unipotence p˜ si Up˜(H) 6= 1.
– Le parame`tre d’unipotence p˜ est maximal dans H si Up˜(H) 6= 1 et dp(H) = d.
Remarque 1.8.13
– Un parame`tre d’unipotence dont la caracte´ristique est premie`re est toujours un parame`tre
d’unipotence maximal (puisque dp n’admet que les deux valeurs “oui” ou “non”). Il n’en
va pas de meˆme si la caracte´ristique est nulle, car on a dans ce cas une notion gradue´e
d’unipotence (“plus” ou “moins”).
– Bien noter que plusieurs parame`tres d’unipotence maximaux sont disponibles pour un meˆme
groupe (conside´rer par exemple (F2,+) × (F3,+)). En revanche, une caracte´ristique fixe´e
apparaˆıt au plus une fois a` l’e´tat maximal.
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On peut dire quelque chose des groupes sans unipotence. La notion de bon tore a e´te´ pre´sente´e
dans la De´finition 1.2.5.
Fait 1.8.14 ([FJ07, Theorem 2.11], voir aussi [Bur04, Theorem 2.19 ]) Soit H un groupe
de rang de Morley fini connexe et re´soluble. Si U(p,d)(H) = 1 pour chaque parame`tre d’unipotence
(p, d) tel que 0 < d ≤ ∞, alors H est un bon tore.
1.8.4 Up˜-groupes
Les faits qui suivent sont triviaux en caracte´ristique premie`re, et le travail de Burdges dans
[Bur04] porte e´videmment sur la caracte´ristique nulle. Nous invoquons dans la suite deux re´fe´rences :
[FJ07] et [Bur04]. La premie`re fournit la notation, et la seconde contient les formulations originelles,
souvent diffe´rentes.
La de´finition suivante ne suppose pas la nilpotence et recoupe bien la de´finition en caracte´ristique
premie`re dans le cas re´soluble, cas dont nous ne sortirons pas.
De´finition 1.8.15 Soit p˜ un parame`tre d’unipotence. Un groupe de rang de Morley fini G est un
Up˜ -groupe si G = Up˜(G).
Remarque 1.8.16 Un sous-groupe de´finissable et connexe d’un Up˜-groupe re´soluble, ou` p˜ = (p, d)
et d < ∞, n’est pas ne´cessairement un Up˜-groupe. La notion d’homoge´ne´ite´ (De´finition 1.8.24
infra) a e´te´ introduite pour y reme´dier.
Fait 1.8.17 ([FJ07, Lemma 2.13], [Bur04, Lemma 2.12] pour 0 < d <∞) Soit f : G→ H
un morphisme de´finissable entre groupes de rang de Morley fini. Alors
1. (push-forward) f(Up˜(G)) ≤ Up˜(H) est un Up˜-groupe.
2. (pull-back) On suppose que le parame`tre p˜ n’est pas de la forme (p,∞), ou que G est re´soluble.
Si Up˜(H) ≤ f(G), alors f(Up˜(G)) = Up˜(H).
On peut voir le the´ore`me de structure suivant comme une ge´ne´ralisation de la de´composition
due a` Nesin des groupes nilpotents de rang de Morley fini ([BN94, Theorem 6.8]).
Fait 1.8.18 ([FJ07, Theorem 2.7], [Bur04, Theorem 2.31]) Soit G un groupe de rang de
Morley fini connexe et nilpotent. Alors
G = [d(S) ∗ U(∞,1)(G) ∗ · · · ∗ U(∞,d∞(G))(G)] ∗ [U2(G)× · · · × Uqmax(G)],
ou` S est le sous-groupe de torsion divisible de G, d(S) sa cloˆture de´finissable, et qmax de´signe le
plus grand nombre premier q tel que Uq(G) soit non-trivial.
La notion de Up˜ -groupe est ainsi particulie`rement utile dans le contexte nilpotent.
De´finition 1.8.19 Un p˜-groupe, p˜ 6= (∞, 0), est un Up˜-groupe de rang de Morley fini nilpotent.
Un (∞, 0)-groupe est, toujours par de´finition, un tore de´cent.
La plupart de nos arguments vont reposer sur le fait suivant.
Fait 1.8.20 ([FJ07, Lemma 2.9], [Bur04, Lemma 2.26]) Soit G un p˜-groupe non-trivial de
rang de Morley fini. Alors Up˜(Z(G)) 6= 1.
Preuve
Ce fait n’apparaissant qu’implicitement dans [FJ07], prouvons-le brie`vement. Si G est abe´lien,
c’est e´vident. Sinon [Z2(G), G] 6= 1, et ce sous-groupe de´finissable et connexe est central dans G.
C’est un Up˜ -groupe d’apre`s [FJ07, Lemma 2.9]. 
Fait 1.8.21 ([Bur04, Lemma 3.18]) Soient G et H deux groupes de rang de Morley fini, H
agissant de´finissablement sur G. On suppose que G est un p˜-groupe de´finissable sans q-torsion
(q est un nombre premier), et que H est un q-groupe d’exposant borne´ forme´ d’automorphismes
de´finissables de G. Alors CG(H) est encore un p˜-groupe.
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Enfin nous introduisons une dernie`re notation.
Notation 1.8.22 Pour p˜ = (∞, d), on note Fd(H) = Up˜(F
◦(H)).
Fait 1.8.23 ([Bur04, Theorem 2.21]) Soient H un groupe de rang de Morley fini connexe et
re´soluble, et p˜ = (∞, d∞(H)). Si d∞(H) > 0, alors Up˜(H) ≤ F
◦(H). (Ce qu’on peut e´crire
Up˜(H) = Fd∞(H)(H).)
Ainsi ce qui e´tait vrai en caracte´ristique premie`re, i.e. le fait de “tomber” dans le sous-groupe
de Fitting, ne l’est en caracte´ristique nulle que pour le sous-groupe “le plus unipotent”, au sens de
la maximalite´ du degre´ d’unipotence.
1.8.5 Homoge´ne´ite´ de Fre´con
La notion suivante, introduite par Fre´con, est essentielle. Nous renvoyons a` [FJ07, §2.8].
De´finition 1.8.24 Un Up˜-groupe G de rang de Morley fini est p˜-homoge`ne si chaque sous-groupe
de´finissable connexe nilpotent de G est encore un Up˜-groupe.
Nous dirons qu’un groupe est homoge`ne si pour un certain parame`tre d’unipotence p˜, c’est
un Up˜ -groupe p˜-homoge`ne. Il est clair que si un groupe G non-trivial est a` la fois p˜-homoge`ne et
q˜-homoge`ne, on a p˜ = q˜, et le parame`tre d’unipotence, bien que sous-entendu, est uniquement
de´termine´. Ce n’est pas le cas pour le groupe trivial {1}, qui est ne´anmoins homoge`ne.
Remarque 1.8.25 La p˜-homoge´ne´ite´ d’un groupe non-trivial de rang de Morley fini G signifie
que p˜ est le seul parame`tre d’unipotence q˜ pour lequel Uq˜(G) 6= 1.
Si p˜ est de la forme (p,∞), tout Up˜ -groupe est p˜-homoge`ne (et d’ailleurs la notion classique de
Up-groupe suppose la nilpotence, rappelons que ce n’est pas le cas de la notion d’unipotence sans
torsion). En caracte´ristique nulle nous aurons besoin du re´sultat suivant duˆ a` Fre´con.
Fait 1.8.26 ([FJ07, Theorem 2.18], cf. [Bur04, Lemma 2.32]) Soit G un groupe connexe de
rang de Morley fini (non ne´cessairement re´soluble). On suppose que G agit de´finissablement sur
un p˜-groupe de´finissable H. Alors [G,H] est un p˜-sous-groupe p˜-homoge`ne de H.
1.8.6 p˜-sous-groupes de Sylow
Burdges de´finit les “Up˜ -sous-groupes de Sylow” comme les Up˜ -sous-groupes de´finissables nilpo-
tents et maximaux ([Bur04, §4.4]). Par souci de cohe´rence avec [FJ07] et la De´finition 1.8.19, nous
les appelons ici p˜-sous-groupes de Sylow.
Nous formulons comme suit l’important analogue de la condition de normalisateur.
Fait 1.8.27 ([FJ07, Proposition 2.8], [Bur04, Lemma 2.28]) Soient G un p˜-groupe de rang
de Morley fini et H < G un sous-groupe de´finissable. Si S1 est le p˜-sous-groupe de Sylow de H et
S2 celui de NG(H), alors S1 < S2.
Fait 1.8.28 ([FJ07, Theorem 5.7], [Bur04, Theorem 4.16]) Les p˜-sous-groupes de Sylow d’un
groupe connexe re´soluble de rang de Morley fini sont conjugue´s.
Il en re´sulte un argument de Frattini portant sur les p˜-sous-groupes de Sylow.
Corollaire 1.8.29 ([Bur04, Corollary 4.17]) Soient H un groupe re´soluble de rang de Morley
fini, K E H un sous-groupe de´finissable connexe, et S un p˜-sous-groupe de Sylow de K. Alors
H = NH(S) ·K.
Par ailleurs on sait pre´ciser la structure des p˜-sous-groupes de Sylow d’un groupe de rang de
Morley fini connexe re´soluble comme suit.
Fait 1.8.30 ([FJ07, Corollary 5.11], [Bur04, Lemma 4.19]) Soit H un groupe de rang de
Morley fini connexe et re´soluble. Alors les p˜-sous-groupes de Sylow de H sont les sous-groupes
de la forme Up˜(H
′) · Up˜(Q), ou` Q est un sous-groupe de Carter de H.
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1.8.7 Intersections de paires maximales
Une application de l’unipotence de Burdges est l’e´tude de certaines “intersections maximales”
de sous-groupes de Borel dans [Bur07] (cf. [Bur04]).
Pre´cisons la terminologie. La maximalite´ est au sens de l’inclusion des composantes connexes
et non du rang. Par de´finition, deux sous-groupes de Borel B1 et B2 distincts seront dits former
une paire maximale si l’on ne peut pas trouver deux autres sous-groupes de Borel B3 et B4 tels
que (B1 ∩B2)
◦ < (B3 ∩B4)
◦.
Il n’est pas a priori e´vident qu’un sous-groupe de Borel appartienne a` au moins une paire
maximale. Le fait suivant l’implique (entre autres choses) dans le cas ou` l’on dispose de´ja` d’une
intersection non-abe´lienne.
Fait 1.8.31 ([Bur07, Theorem 4.3]) Soient G un groupe de rang de Morley fini simple connexe
minimal, et B1, B2 deux sous-groupes de Borel distincts. On suppose que H = (B1∩B2)
◦ n’est pas
abe´lien. Alors les faits suivants sont e´quivalents :
1. B1 et B2 sont les seuls sous-groupes de Borel contenant H.
2. La paire (B1, B2) est maximale.
3. H est maximal parmi les groupes de la forme (B1 ∩ B3)
◦, avec B3 un sous-groupe de Borel
distinct de B1.
4. d∞(B1) 6= d∞(B2).
Fait 1.8.32 ([Bur07, Theorem 4.1, 1.]) Soient G un groupe de rang de Morley fini simple
connexe minimal, et B1, B2 deux sous-groupes de Borel distincts. Soit H = (B1 ∩ B2)
◦. Alors
H ′ est homoge`ne (e´ventuellement trivial).
Fait 1.8.33 ([Bur07, Theorem 4.5]) Soient G un groupe de rang de Morley fini simple connexe
minimal et (B1, B2) une paire maximale avec d∞(B1) ≥ d∞(B2). On suppose que H = (B1 ∩B2)
◦
est non-abe´lien et l’on note r′ = d∞(H
′). Alors :
1. d∞(B1) > d∞(H) = d∞(B2) et N
◦(H) = H.
2. Tout sous-groupe de´finissable connexe nilpotent de H est abe´lien.
3. Fr′(H) = U(∞,r′)(H) est l’unique (∞, r
′)-sous-groupe de Sylow de H. Il est inclus dans
F ◦(B2) et la composante connexe de son normalisateur est incluse dans B2.
4. Fℓ(B2) ≤ Z(H) pour chaque ℓ 6= r
′, et Fr′(B2) est non-abe´lien. (En particulier Fℓ(B2) est
non-abe´lien si et seulement si ℓ = r′.)
5. Les sous-groupes de Carter de H sont des sous-groupes de Carter de B1, et la composante
connexe de leur normalisateur est incluse dans B2.
6. Fr′(B1) = F (B1) ∩ F (B2) est (∞, r
′)-homoge`ne, et B1 est l’unique sous-groupe de Borel
contenant C◦(Fr′(B1)).
7. F ◦(B1) et F
◦(B2) sont divisibles.
On remarquera que le point 2. de ce fait implique entre autres le
Corollaire 1.8.34 Soit G un groupe de rang de Morley fini simple connexe minimal. Soit K un
sous-groupe de´finissable, connexe, et nilpotent non-abe´lien. Alors K est inclus dans un unique
sous-groupe de Borel de G.
1.9 Groupes simples connexes minimaux et unipotence
Nous revenons a` pre´sent sur la notion d’unipotence en caracte´ristique nulle. Notre objectif est
de controˆler au mieux les intersections de sous-groupes de Borel. Les Faits 1.8.3 et 1.8.7 permettent
un tel controˆle graˆce a` un radical (Up et O, respectivement) que l’on peut penser comme “pesant”.
Ce qui empeˆche une traduction na¨ıve en caracte´ristique nulle de ces re´sultats baptise´s “lemmes
de Jaligot”, est la possibilite´ qu’a le degre´ d’unipotence d’augmenter. Cela correspond au fait que la
caracte´ristique nulle recouvre plusieurs comportements, et qu’il y a plusieurs fac¸ons pour un groupe
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sans torsion d’eˆtre unipotent. Les hypothe`ses du Lemme 1.9.1 ci-apre`s limitent le phe´nome`ne de
“fuite du degre´ d’unipotence” et permettent d’e´noncer un troisie`me “lemme de Jaligot”.
Ainsi l’unipotence sans torsion ope`re-t-elle de manie`re assez similaire a` la p-unipotence ; sous
des hypothe`ses naturelles, les deux the´ories sont analogues. Notons que la conclusion du Lemme
1.8.5 peut se paraphraser en : “Up(B) est l’unique Up-sous-groupe maximal contenant A”.
Lemme 1.9.1 Soit G un groupe de rang de Morley fini simple connexe minimal. Soit B un sous-
groupe de Borel de G, de parame`tre d’unipotence maximal p˜ = (∞, d∞(B)) avec d∞(B) > 0. Soit U
un p˜-sous-groupe de´finissable de B contenant un sous-groupe A 6= 1 tel que d∞(C
◦(A)) ≤ d∞(B).
Alors Up˜(B) = Fd∞(B)(B) est un p˜-sous-groupe de Sylow de G, et c’est le seul qui contienne U .
Enfin B est l’unique sous-groupe de Borel de parame`tre d’unipotence maximal p˜ qui contienne U .
Remarque 1.9.2 D’un point de vue formel, l’hypothe`se faite sur A est toujours satisfaite en ca-
racte´ristique premie`re. L’e´nonce´ sugge´re´ est donc naturel. Noter aussi que A n’est pas ne´cessairement
un Up˜-groupe lui-meˆme, ni meˆme de´finissable !
Preuve
Remarquons que Up˜(Z(F
◦(B))) 6= 1 implique d∞(C
◦(A)) ≥ d∞(B). On a donc e´galite´. D’autre
part on garde a` l’esprit que comme les Up˜ -groupes sont par de´finition connexes, toute inclusion
stricte sera d’indice infini. Enfin, d’apre`s le Fait 1.8.23, on a bien Up˜(B) = Fd∞(B)(B).
Nous prouvons que Up˜(B) est un p˜-sous-groupe de Sylow de G. Soit U1 ≥ Up˜(B) un p˜-sous-
groupe de G. Si l’inclusion est stricte, la condition de normalisateur 1.8.27 dans U1 implique
Up˜(N
◦
U1
(Up˜(B))) > Up˜(B). Mais comme N
◦(Up˜(B)) = B, on a Up˜(N
◦
U1
(Up˜(B))) ≤ B, et donc
Up˜(N
◦
U1
(Up˜(B))) ≤ Up˜(B), ce qui est une contradiction. Ainsi Up˜(B) = U1, et Up˜(B) est bien un
p˜-sous-groupe de Sylow de G.
Nous montrons de´sormais qu’il est le seul a` contenir U . Soit U1 un p˜-sous-groupe de Sylow de
G distinct de Up˜(B), contenant U , et maximisant le rang de X = Up˜(U1 ∩ Up˜(B)) ≥ U . On a
X < U1, car sinon U1 = X ≤ Up˜(B) et U1 = Up˜(B) par maximalite´ de U1, contre la de´finition
de U1. D’autre part X < Up˜(B), car sinon Up˜(B) ≤ U1, et comme Up˜(B) est un p˜-sous-groupe de
Sylow de G, on a e´galite´, contradiction.
Soit N = N◦(X). Comme X ≤ N , on a d∞(N) ≥ d∞(X) = d∞(B). Nous montrons l’e´galite´
d∞(N) = d∞(B). Sinon d∞(N) > d∞(B), et alors X et U∞(N) sont de degre´s d’unipotence dis-
tincts. Comme ils se normalisent l’un l’autre, leur produit est nilpotent. La de´composition centrale
du Fait 1.8.18 implique alors [X,U∞(N)] = 1. En particulier U∞(N) ≤ C
◦(X) ≤ C◦(A) dont le
degre´ d’unipotence n’exce`de pas d∞(B) par hypothe`se, une contradiction. Ainsi d∞(B) = d∞(N).
Up˜(N) ≤ F
◦(N) est donc un p˜-groupe d’apre`s le Fait 1.8.23. Nous montrons qu’il n’est pas
inclus dans Up˜(B). Comme X < U1, la condition de normalisateur 1.8.27 dans U1 entraˆıne que
X < Up˜(N
◦
U1
(X)) ≤ Up˜(U1 ∩ Up˜(N)). En particulier, la de´finition de X implique que Up˜(N) n’est
pas inclus dans Up˜(B).
Soit U2 un p˜-sous-groupe de Sylow de G contenant Up˜(N). La condition de normalisateur 1.8.27
applique´e a` X < Up˜(B) impose X < Up˜(N
◦
Up˜ (B)
(X)) ≤ Up˜(Up˜(N) ∩ Up˜(B)) ≤ Up˜(U2 ∩ Up˜(B)),
une contradiction a` la maximalite´ de X qui de´finit U1. Notre premie`re affirmation est prouve´e.
Il reste a` prouver la deuxie`me affirmation. Si B1 est un sous-groupe de Borel de parame`tre
d’unipotence maximal p˜ et qui contient U , alors d’apre`s le Fait 1.8.23, U ≤ Up˜(B1) qui est un
p˜-sous-groupe de Sylow de G. Il vient Up˜(B1) ≤ Up˜(B), et la maximalite´ implique l’e´galite´. Enfin
B = N◦(Up˜(B)) = N
◦(Up˜(B1)) = B1. 
Remarque 1.9.3 Dans la preuve ci-dessus, on conside`re le sous-groupe Up˜(Up˜(N)∩Up˜(B)) faute
d’homoge´ne´ite´ a priori de Up˜(B) (voir De´finition 1.8.24).
Corollaire 1.9.4 Sous les hypothe`ses du Lemme 1.9.1, on a N(U) ≤ N(B).
Preuve
N(U) ≤ N(Up˜(B)) ≤ N(N
◦(Up˜(B))) = N(B). 
Remarque 1.9.5 Le Lemme 1.9.1 et son Corollaire 1.9.4 seront souvent employe´s avec A E B,
et plus particulie`rement avec A = U = Up˜(Z(F
◦(B))).
En effet si A E B (et bien suˆr toujours si 1 < A ≤ Up˜(B)), on a C
◦(A) ≤ B, et donc
d∞(C
◦(A)) ≤ d∞(B). Nous sommes alors sous les hypothe`ses du Lemme 1.9.1.
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1.10 Groupes simples connexes minimaux et intersections
de paires maximales
Revenons aux intersections de paires maximales de §1.8.7 ; d’abord un re´sultat d’homoge´ne´ite´.
Lemme 1.10.1 Soient G un groupe de rang de Morley fini simple connexe minimal, et B 6= Bg
deux conjugue´s distincts d’un sous-groupe de Borel B. On suppose que F (B) ∩ F (Bg) n’est pas
homoge`ne. Alors F ◦(B) est abe´lien.
Preuve
D’apre`s le Fait 1.8.4 F (B)∩F (Bg) est sans torsion. En particulier il est connexe, ainsi que tous
ses sous-groupes de´finissables. Notamment F (B)∩F (Bg) = F ◦(B)∩F ◦(Bg) = (F (B)∩F (Bg))◦ 6= 1
(rappelons que le groupe trivial est homoge`ne).
On a Up(B) = 1 pour chaque nombre premier p. En effet si cela est faux pour un p, le Fait 1.8.3
implique alors que F (B) ∩ F (Bg) = 1, une contradiction.
D’apre`s le Fait 1.8.18 et avec la Notation 1.8.22, F ◦(B) est alors le produit central des Fd(B)
avec d ≥ 1, et du sous-groupe abe´lien d(S), cloˆture de´finissable du sous-groupe de torsion divisible
de F ◦(B).
L’hypothe`se que F (B) ∩ F (Bg) n’est pas homoge`ne intervient maintenant. Il existe deux pa-
rame`tres d’unipotence distincts p˜ = (∞, d1) et q˜ = (∞, d2) apparaissant dans F
◦(B) ∩ F ◦(Bg).
Soit alors U1 (resp. U2) un (∞, d1)-sous-groupe de Sylow (resp. (∞, d2)-sous-groupe de Sylow)
non-trivial de F ◦(B) ∩ F ◦(Bg).
Soit B1 un sous-groupe de Borel contenant N
◦(U1). Alors, toujours d’apre`s la de´composition
centrale du Fait 1.8.18, Fℓ(B) ≤ B1 pour chaque ℓ 6= d1. Si B1 6= B, alors le Corollaire 1.8.34
implique que les Fℓ(B) sont abe´liens pour ℓ 6= d1. Si B1 = B, alors B1 6= B
g, et l’on trouve de
meˆme que les Fℓ(B
g) sont abe´liens. Ainsi tous les sous-groupes de la forme Fℓ(B) avec ℓ 6= d1 sont
abe´liens.
On recommence l’argument pre´ce´dent avec un sous-groupe de Borel contenant N◦(U2), et cela
prouve que tous les sous-groupes de la forme Fℓ(B) avec ℓ 6= d2 sont abe´liens. Ainsi tous les sous-
groupes Fℓ(B) avec ℓ ≥ 1 sont abe´liens. C’est aussi le cas de d(S). Comme les produits dans la
de´composition du Fait 1.8.18 sont centraux, le groupe F ◦(B) est abe´lien. 
Lemme 1.10.2 Soit G un groupe de rang de Morley fini simple connexe minimal. Soient B1 et
B2 deux sous-groupes de Borel distincts. On suppose que (B1, B2) est une paire maximale, et que
H = (B1 ∩B2)
◦ n’est pas abe´lien. Soient r′ = d∞(H
′) et Q un sous-groupe de Carter de H. Alors
Qr′ := U(∞,r′)(Q) est non-trivial, central dans H, et des trois cas suivants un et un seul se produit.
- N◦G(Qr′) = H.
- N◦B1(Qr′) > H, de plus N
◦
B2
(Qr′) = H et B1 est l’unique sous-groupe de Borel contenant N
◦
G(Qr′).
- N◦B2(Qr′) > H, de plus N
◦
B1
(Qr′) = H et B2 est l’unique sous-groupe de Borel contenant N
◦
G(Qr′).
Preuve
La non-trivialite´ de Qr′ est prouve´e dans [Bur07, Lemma 3.23], ou` il est e´galement e´tabli que
Qr′ = U(∞,r′)(Z(H)). On a donc H ≤ N
◦(Qr′). La trichotomie re´sulte alors du fait que B1 et B2
sont les seuls sous-groupes de Borel contenant H d’apre`s le Fait 1.8.31. La maximalite´ de H fait
tout le reste. 
Bien remarquer que cet e´nonce´ est syme´trique, en ce qu’il ne suppose pas “de quel coˆte´ penche
l’unipotence” (avec une ine´galite´ comme d∞(B1) > d∞(B2)). C’est ce qui le distingue par exemple
du Fait 1.8.33 (5), qui suppose d∞(B1) > d∞(B2).
Le lemme suivant est une annexe importante au Fait 1.8.33 qui n’est pas explicite dans [Bur07].
Lemme 1.10.3 Meˆmes hypothe`ses et notations que dans le Lemme 1.10.2. On suppose en outre
que d∞(B1) > d∞(B2). Alors tout (∞, r
′)-sous-groupe de Sylow de G contenant U(∞,r′)(H) est
inclus dans B2.
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Preuve
Soit U2 un (∞, r
′)-sous-groupe de Sylow de G contenant U(∞,r′)(H). On peut supposer que
U(∞,r′)(H) < U2, si bien que U(∞,r′)(H) < U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) d’apre`s le Fait 1.8.27.
Si U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) est abe´lien, alors il centralise U(∞,r′)(H). Avec le Fait 1.8.33 (6), il
vient U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) ≤ B1. D’autre part le Fait 1.8.33 (3) impose N
◦(U(∞,r′)(H)) ≤ B2.
On en de´duit U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) ≤ H, d’ou` U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) ≤ U(∞,r′)(H), c’est
une contradiction.
Donc le groupe U(∞,r′)(N
◦
U2
(U(∞,r′)(H))) n’est pas abe´lien, et il est inclus dans un unique sous-
groupe de Borel B0 d’apre`s le Corollaire 1.8.34. Nous avons de´ja` dit que N
◦(U(∞,r′)(H)) ≤ B2
d’apre`s le Fait 1.8.33 (3). En particulier B0 = B2, et donc U2 ≤ B2. 
Le lemme suivant e´tait remarque´ a` la fin de [Bur07, §3.3].
Lemme 1.10.4 Meˆmes hypothe`ses et notations que dans le Lemme 1.10.2. On suppose en outre
que d∞(B1) > d∞(B2). Si Q est sous-groupe de Carter de B1 et de B2, alors U(∞,r′)(B2) = Fr′(B2)
est l’unique (∞, r′)-sous-groupe de Sylow de B2.
Preuve
D’apre`s les Faits 1.7.4 et 1.8.33 (3), le (∞, r′)-groupe U(∞,r′)(B
′
2) · U(∞,r′)(Q) est inclus dans
Fr′(B2). Mais d’apre`s le Fait 1.8.30, U(∞,r′)(Q) · U(∞,r′)(B
′
2) est un (∞, r
′)-sous-groupe de Sylow
de B2. On a donc l’e´galite´, et Fr′(B2) est un (∞, r
′)-sous-groupe de Sylow de B2.
Maintenant la conjugaison de tels sous-groupes, Fait 1.8.28, et Fr′(B2) E B2 prouvent que
Fr′(B2) est l’unique (∞, r
′)-sous-groupe de Sylow de B2. En particulier U(∞,r′)(B2) = Fr′(B2). 
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Chapitre 2
Snakes & Ladders
Snakes and Ladders est un jeu de pions assez populaire outre-Manche ; certaines cases portent
un serpent, qui renvoie le joueur plus bas sur le plateau ; d’autres munies d’e´chelles le rapprochent
du sommet.
Beaucoup de preuves utilisent de tels serpents, et quelques-unes des e´chelles. En effet l’enjeu
de re´sultats comme le Lemme 1.9.1 ou l’imposant Fait 1.8.33, est de garantir certaines rigidite´s, au
sens de l’unicite´ d’un sous-groupe parmi l’ensemble de ses conjugue´s. Il est alors souvent fructueux
de de´laisser l’action d’un groupe sur un autre, au profit de l’action sur un sous-groupe (serpent),
ou un sur-groupe (e´chelle), qui jouirait d’une proprie´te´ d’unicite´.
2.1 Serpents
Dans cette section nous e´tablissons des re´sultats de normalisation de sous-groupes remarquables.
La question typique est la suivante : si un sous-groupe K normalise un groupe H, K normalise-t-il
des sous-groupes “inte´ressants” de H ? De fac¸on e´quivalente, unH-conjugue´ deK va-t-il normaliser
un sous-groupe remarquable donne´ ? “Inte´ressant” ou “remarquable” ici signifie de l’un des types
suivants : p-sous-groupe de Sylow, sous-groupe de Carter, q˜-sous-groupe de Sylow.
2.1.1 p-sous-groupes de Sylow
Lemme 2.1.1 Soient G un groupe de rang de Morley fini, K ≤ G un 2-groupe de´finissable agissant
sur un sous-groupe de´finissable H ≤ G, et S un 2-sous-groupe de Sylow de H. Alors un H-conjugue´
de K normalise S.
Preuve
Soit Hˆ = H ·K. On inclut S dans un 2-sous-groupe de Sylow S1 de Hˆ. Alors S = S1 ∩H E S1.
Soit S2 un 2-sous-groupe de Sylow de Hˆ contenant K. Par conjugaison des 2-sous-groupes de Sylow
d’un groupe de rang de Morley fini, Fait 1.3.7, il existe un e´le´ment hˆ de Hˆ tel que K hˆ ≤ Shˆ2 = S1.
Il est clair que K hˆ est un H-conjugue´ de K. Comme S E S1, on a bien que K
hˆ normalise S. 
Lemme 2.1.2 Soient G un groupe de rang de Morley fini sans p-unipotence, K ≤ G un p-groupe
de´finissable agissant sur un sous-groupe de´finissable H ≤ G, et S un p-sous-groupe de Sylow de H.
Alors un H-conjugue´ de K normalise S.
Preuve
Meˆme preuve que pour le Lemme 2.1.1, en remplac¸ant 2 par p. En effet les groupes de rang de
Morley fini sans p-unipotence conjuguent leurs p-sous-groupes de Sylow d’apre`s le Fait 1.4.6. 
2.1.2 Sous-groupes de Carter
Lemme 2.1.3 Soient H un groupe de rang de Morley fini et N ⊳ H un sous-groupe de´finissable,
normal, et sans involution. On suppose que H/N contient un 2-sous-groupe K. Alors H aussi
contient un 2-sous-groupe isomorphe a` K.
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Preuve
Evident, puisque si S est un 2-sous-groupe de Sylow de H, alors SN/N ≃ S/(S ∩ N), ou`
l’intersection est triviale. 
Corollaire 2.1.4 Soit G un groupe de rang de Morley fini de type impair ou de´ge´ne´re´. Soit K ≤ G
un 2-sous-groupe de´finissable agissant sur un sous-groupe de´finissable, connexe et re´soluble H, et
Q un sous-groupe de Carter de H. Alors un H-conjugue´ de K normalise Q.
Preuve
Supposons d’abord queH soit sans involution ;H etK sont alors disjoints. On forme Hˆ = H⋊K
et la projection πH : Hˆ → Hˆ/H ≃ K. Un argument de Frattini implique Hˆ = H · NHˆ(Q) ; en
particulier πH(NHˆ(Q)) ≃ K. D’apre`s le Lemme 2.1.3, NHˆ(Q) contient une copie K1 de K. Mais
K1 est un 2-sous-groupe de Sylow de Hˆ, il est donc conjugue´ a` K par un e´le´ment de Hˆ que l’on
peut supposer dans H. Ceci prouve l’affirmation dans ce premier cas.
Nous supposons maintenant que H a des involutions. En type impair, d’apre`s le Fait 1.5.3,
il existe un 2-sous-groupe de Sylow S inclus dans Q. Ce 2-sous-groupe de Sylow est un 2-tore
d’apre`s le Fait 1.4.4. On peut supposer que K normalise S d’apre`s le Lemme 2.1.1. Maintenant
Q ≤ C◦(S) qui est K-invariant. Quitte a` travailler dans C◦(S), on peut donc supposer que le
2-tore S est central dans H, et la cloˆture de´finissable d(S) est encore dans Z(H). Nous passons
alors au quotient par d(S) ≤ Q. Le groupe Q · d(S)/d(S) est un sous-groupe de Carter de H/d(S).
Ce dernier n’a pas d’involution, et l’on peut donc supposer que K normalise Q modulo d(S). Mais
d(S) ≤ Q, et donc K normalise Q. 
Nous n’avons utilise´ aucune proprie´te´ spe´cifique aux 2-tores. On peut donc, graˆce au Fait
1.4.6, proce´der a` l’identique s’il n’y a pas de p-unipotence (cette hypothe`se doit figurer aussi dans
l’analogue qu’on formulerait au Lemme 2.1.3).
Corollaire 2.1.5 Soit G un groupe de rang de Morley fini sans p-unipotence. Soit K ≤ G un
p-sous-groupe de´finissable agissant sur un sous-groupe de´finissable, connexe et re´soluble H, et Q
un sous-groupe de Carter de H. Alors un H-conjugue´ de K normalise Q.
2.1.3 q˜-sous-groupes de Sylow
Corollaire 2.1.6 Soit G un groupe de rang de Morley fini sans p-unipotence. Soit K ≤ G un
p-sous-groupe de´finissable agissant sur un sous-groupe de´finissable, connexe et re´soluble H, et U
un q˜-sous-groupe de Sylow de H. Alors un H-conjugue´ de K normalise U .
Preuve
D’apre`s le Fait 1.8.30 qui de´crit la structure des q˜-sous-groupes de Sylow d’un groupe connexe
re´soluble, il existe un sous-groupe de Carter Q de H tel que U = Uq˜(H
′) ·Up˜(Q). Le Corollaire 2.1.5
implique qu’il existe un H-conjugue´ de K, disons K1, qui normalise Q, et donc Uq˜(Q). D’autre
part K1 normalise H, donc il normalise Uq˜(H
′). Ainsi K1 normalise U . 
Le Lemme 2.1.1, les Corollaires 2.1.5 et 2.1.6 seront utilise´s surtout avec K = 〈w〉, sous-groupe
engendre´ par une involution.
2.2 Echelles
Nous e´tudions de´sormais une proprie´te´ comple´mentaire aux re´sultats e´tablis dans la section
pre´ce´dente, a` savoir un principe d’extension. On s’interroge sur l’existence, pour un sous-groupe
T de´finissable invariant par un groupe K, d’un sous-groupe “inte´ressant” du groupe ambiant qui
soit K-invariant et qui contienne T . Donner un contenu au mot “inte´ressant” requiert des res-
trictions sur le groupe ambiant. En effet, trouver un sous-groupe du groupe ambiant qui soit
quasi-autonormalisant et K-invariant est trivial, en ite´rant le normalisateur connexe. Pour donner
un sens a` la recherche de sur-groupe K-invariant, on adopte le contexte simple connexe minimal,
et la question devient celle de l’existence de sous-groupes de Borel K-invariants.
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Nous ne pourrons pas apporter de solution nette a` une aussi vaste question. En revanche, nous
formulerons une re´ponse positive si le groupe K est engendre´ par des involutions, a` moins que
le groupe ambiant ne soit PSL2 ! Cette caracte´risation inattendue sera e´nonce´e dans le The´ore`me
4.3.4 de la Section 4.3 du chapitre 4. Elle requiert non seulement le The´ore`me 3.0.1 du chapitre 3,
mais d’autres proprie´te´s des involutions en rang de Pru¨fer e´gal a` 2.
Pour le moment nous commenc¸ons cette e´tude par des ge´ne´ralite´s, et passerons assez vite au
cas ou` K = 〈w〉 est engendre´ par une involution. L’e´tude ge´ne´rale reprendra en §4.3.
2.2.1 Enonce´ et re´duction
Soient G un groupe de rang de Morley fini simple connexe minimal et K un sous-groupe
quelconque de G. Pour un sous-groupe 1 < T < G (non-trivial propre) de´finissable connexe K-
invariant, on s’inte´resse a` la proprie´te´
K-e´chelle : T peut eˆtre inclus dans un sous-groupe de Borel K-invariant.
Plus pre´cise´ment, nous nous inte´resserons a` d’e´ventuels contre-exemples.
Remarque 2.2.1 La de´finissabilite´ de T ne semble pas ne´cessaire pour que la K-e´chelle fasse
sens, et pourtant il faut la connexite´ pour que la notion de sous-groupe de Borel puisse intervenir.
Si T n’est pas connexe, la question est beaucoup trop ge´ne´rale ; elle exige de savoir si tout e´le´ment
appartient a` un sous-groupe connexe !
Nous allons ope´rer une re´duction du proble`me ge´ne´ral ; mais en §2.2.3 nous conside´rerons un
cas tre`s particulier.
Lemme 2.2.2 On peut supposer que K est fini modulo T .
Preuve
Commenc¸ons par travailler avec d(K). En effet T ·K est un contre-exemple ⇔ T · d(K) en est
un. On peut donc dans un premier temps supposer K de´finissable.
Soit T1 = T · d
◦(K), encore de´finissable, connexe, propre, et K-invariant. Alors T · K est un
contre-exemple ⇔ T1 ·K en est un, et cette nouvelle paire de sous-groupes est conforme a` l’e´nonce´
du lemme. 
Lemme 2.2.3 Tout groupe de rang de Morley fini H admet une e´criture H = H◦ · 〈x1, . . . , xn〉,
ou` les xi sont des pi-e´le´ments.
Preuve
Un groupe fini est engendre´ par tous ses p-e´le´ments (pour tout p), cela se montre par re´currence.
Si le groupe est simple, le sous-groupe engendre´, e´tant caracte´ristique, co¨ıncide avec le groupe am-
biant. Sinon, on a un sous-groupe normal, engendre´ par ses p-e´le´ments, et le quotient est engendre´
par ses p-e´le´ments. Il suffit alors de “relever la torsion”. (Nous n’invoquons pas le Fait 1.4.1 dans le
cas particulier d’un groupe fini ; bien plutoˆt, nous disons que le Fait 1.4.1 n’est que la ge´ne´ralisation
imme´diate au cas des groupes de rang de Morley fini d’une proprie´te´ des groupes finis. Cette re-
marque nous semble tre`s conforme a` l’esprit du programme de Borovik.)
Le groupe H/H◦ fini est ainsi engendre´ par un nombre fini de p-e´le´ments, que l’on rele`ve en
p-e´le´ments de H graˆce au fait 1.4.1. 
Lemme 2.2.4 On peut supposer que K (toujours fini modulo T ) est un groupe de type fini et
engendre´ par des p-e´le´ments.
Preuve
K est par hypothe`se fini modulo T . Comme au de´but du Lemme 2.2.2, on peut supposer
provisoirement que K est de´finissable ; il reste fini modulo T . D’apre`s le Lemme 2.2.3, il existe des
p-e´le´ments (p varie) x1, . . . , xn tels que K = K
◦ · 〈x1, . . . , xn〉. Posons T1 = T ·K
◦, encore propre,
de´finissable, connexe, et K1-invariant, ou` K1 = 〈x1, . . . , xn〉 a la forme annonce´e. Maintenant T ·K
est un contre-exemple ⇔ T1 ·K1 en est un. 
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Remarque 2.2.5 Attention, la de´finissabilite´ de K n’intervient dans les preuves des Lemmes 2.2.2
et 2.2.4 qu’a` titre provisoire ; on pre´fe`re in fine travailler avec un groupe K de type fini. Ce dernier
est tre`s vraisemblablement non-de´finissable s’il est infini d’apre`s le lemme suivant.
Lemme 2.2.6 S’il existe un groupe de rang de Morley fini infini de type fini, alors la conjecture
d’alge´bricite´ est fausse.
Preuve
Par induction, on montre qu’il existe un tel groupe simple : soit K un groupe de rang de
Morley fini infini de type fini, et minimal en rang et en degre´. Tout sous-groupe L d’indice fini
dans K est encore de type fini ; rappelons pourquoi. Soient SK = {k1, . . . , kn} un ensemble de
ge´ne´rateurs de K stable par inversion, et ai des repre´sentants des classes a` gauche modulo L tels
que 1 repre´sente L. Nous disons que L est engendre´ par ceux parmi les a−1i kraj qui sont dans L.
Soit SL = L ∩ {a
−1
i kraj}i,j,r, clairement fini. Si ℓ ∈ L, alors il existe des indices i1, . . . , im tels
que ℓ = ki1 . . . kim . Pour chaque 2 ≤ p ≤ m, il existe un indice jp et un e´le´ment ℓp de L tels que
kip . . . kim = ajpℓp. Il vient alors
ℓ = ki1 . . . kim = ki1aj2︸ ︷︷ ︸
∈SL
ℓ2 = (ki1aj2) a
−1
j2
ki2aj3︸ ︷︷ ︸
∈SL
ℓ3
= . . .
= (ki1aj2)
(
a−1j2 ki2aj3
)
. . .
(
a−1jm−2kim−2ajm−1
)
a−1jm−1kim−1ajm︸ ︷︷ ︸
∈SL
ℓm
= (ki1aj2)
(
a−1j2 ki2aj3
)
. . .
(
a−1jm−1kim−1ajm
)
a−1jmkim︸ ︷︷ ︸
∈SL
,
et SL engendre bien L.
En particulier K◦ est encore de type fini, et par minimalite´ K est connexe. Maintenant s’il
existe N ⊳ K normal de´finissable infini propre, alors K/N est de rang moindre et toujours infini
de type fini. Par minimalite´, K ne posse`de aucun sous-groupe normal de´finissable infini propre. Si
K a un centre (alors ne´cessairement fini), on le factorise, et K n’a plus de centre d’apre`s le Fait
1.7.2. Notamment K qui est connexe n’a pas de sous-groupe normal de´finissable. Si maintenant
N ⊳ K est un sous-groupe normal propre quelconque, alors le groupe [K,N ] ≤ N est propre,
de´finissable, connexe, et normal, donc trivial. Ainsi N ≤ Z(K) = 1. K est donc simple.
K ne peut pas eˆtre un groupe simple alge´brique sur un corps alge´briquement clos : en effet
d’apre`s un re´sultat de Kramer, Ro¨hrle et Tent, un tel groupe re´-interpre`te son corps de base,
disons F1. Mais F1 doit alors eˆtre de type fini en tant qu’anneau sur son sous-corps premier F0.
Il est pourtant clair que si F1 = F0[a1, . . . an] est alge´briquement clos, alors les ai ne sont pas
transcendants sur F0 et donc que [F1 : F0] <∞. Comme F0 est un corps premier, F1 ne peut eˆtre
alge´briquement clos, une contradiction. K est ainsi un contre-exemple a` la conjecture de Cherlin-
Zilber. 
La conclusion de cette discussion est que d’apre`s le Lemme 2.2.4, le proble`me de la K-e´chelle
se rame`ne en ge´ne´ral au cas ou` K est un sous-groupe de type fini, engendre´ par des pi-e´le´ments,
et fini modulo T .
2.2.2 Sous-groupe de Carter
Les lemmes suivants sont vrais en partant de K quelconque.
Lemme 2.2.7 Un contre-exemple a` la K-e´chelle est sans p-unipotence.
Preuve
Soit en effet T un contre-exemple a` laK-e´chelle. Si T posse`de de la p-unipotence, alors d’apre`s le
Lemme 1.8.5 il est inclus dans un unique sous-groupe de Borel, qui est ne´cessairement K-invariant.

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Lemme 2.2.8 Un contre-exemple maximal a` la K-e´chelle est maximal parmi les sous-groupes
propres de´finissables connexes K-invariants.
Preuve
Soit T un contre-exemple maximal a` la K-e´chelle. Soit H ≥ T un sous-groupe (propre)
de´finissable, connexe, K-invariant et maximal pour ces proprie´te´s. Si H pouvait s’inclure dans
un sous-groupe de Borel K-invariant, T ne serait pas un contre-exemple a` la K-e´chelle. Donc H
est un contre-exemple, et la maximalite´ de T en tant que contre-exemple implique H = T . 
Corollaire 2.2.9 Soit T un contre-exemple maximal a` la K-e´chelle. Si 1 6= T0 E T est un sous-
groupe de´finissable normal et K-invariant, alors T = N◦(T0).
Ce re´sultat implique en particulier que si T est un contre-exemple maximal a` la K-e´chelle, alors
K est fini modulo T (cf. Lemme 2.2.2).
Lemme 2.2.10 Un contre-exemple a` la K-e´chelle est abe´lien.
Preuve
Soit T un contre-exemple non-abe´lien a` la K-e´chelle. On peut supposer que T est un contre-
exemple maximal a` la K-e´chelle (il reste non-abe´lien). On a notamment T = N◦(T ′) d’apre`s le
Corollaire 2.2.9.
Soit B ≥ T un sous-groupe de Borel quelconque. B n’est pas abe´lien, donc pas un bon tore.
En particulier d’apre`s le Fait 1.8.14, il existe un parame`tre d’unipotence “non-trivial” pour B,
c’est-a`-dire un p˜ 6= (∞, 0) tel que Up˜(B) 6= 1. Nous supposons que ce parame`tre d’unipotence est
maximal pour B, de sorte que Up˜(B) ≤ F
◦(B) d’apre`s le Fait 1.8.23.
D’apre`s le Fait 1.7.4 T ′ ≤ F ◦(B), et donc Up˜(Z(F
◦(B))) ≤ C◦(T ′) ≤ N◦(T ′) = T . Ainsi T
admet le meˆme parame`tre d’unipotence maximal p˜ que B et 1 6= Up˜(T ) ≤ Up˜(B). Si l’inclusion
est stricte, la condition de normalisateur donne une contradiction au Corollaire 2.2.9. Il vient ainsi
Up˜(T ) = Up˜(B) et B = N
◦(Up˜(T )) = T toujours d’apre`s le Corollaire 2.2.9. Donc T est lui-meˆme
un sous-groupe de Borel K-invariant, une contradiction. 
Corollaire 2.2.11 Soit T un contre-exemple maximal a` la K-e´chelle. Si 1 6= T0 ≤ T est un
sous-groupe de´finissable K-invariant, alors T = N◦(T0).
Corollaire 2.2.12 Un contre-exemple maximal a` la K-e´chelle est un sous-groupe de Carter abe´lien
de G. En outre si T0 est un contre-exemple (non ne´cessairement maximal) a` la K-e´chelle, alors
N◦(T0) est un contre-exemple maximal.
2.2.3 〈w〉-e´chelle
Nous nous arreˆtons ici pour l’e´tude ge´ne´rale, qui reprendra dans la section 4.3 du chapitre 4
avec des outils plus re´cents, notamment la conjugaison des sous-groupes de Carter. Nous voulons
de´sormais pre´parer un premier re´sultat sur PSL2 (le Corollaire 3.0.2 infra) en utilisant le moins de
technologie possible.
PSL2 marque l’esprit par son 2-tore que normalise une involution, sans qu’on puisse inclure
le tout dans un sous-groupe de Borel. A terme, nous allons montrer qu’une telle configuration
caracte´rise bien PSL2 parmi les groupes simples connexes minimaux. Cela ne´cessite de pousser
plus avant l’e´tude de la 〈w〉-invariance.
Dore´navant, G est de type impair et K = 〈w〉 pour une involution torique w de G.
D’apre`s le Fait 1.4.5, l’hypothe`se de toricite´ de l’involution est toujours ve´rifie´e. Cela ne sera
pas invoque´ ici, et nous me`nerons pareillement toute l’analyse du chapitre 3 sans en faire usage.
Lemme 2.2.13 Un contre-exemple a` la 〈w〉-e´chelle est inverse´ par w.
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Preuve
Soit T un contre-exemple a` la 〈w〉-e´chelle, que l’on peut supposer maximal. Soit e´galement
T0 = (T ∩ C
◦(w))◦. Ce groupe est w-invariant.
Si T0 6= 1, alors d’apre`s le Corollaire 2.2.9, T = N
◦(T0). Dans ce cas, N
◦
C◦(w)(T0) = T0, et T0 est
un sous-groupe de Carter de C◦(w). Alors T0 est autonormalisant dans C
◦(w) selon le Fait 1.5.2.
Ainsi Z(C◦(w)) ≤ NC◦(w)(T0) = T0. Mais comme w est torique par hypothe`se, on a w ∈ C
◦(w).
En particulier, w ∈ Z(C◦(w)), et il vient donc w ∈ T0 ≤ T . Un sous-groupe de Borel contenant T
est alors w-invariant, c’est une contradiction. Ainsi T0 = 1.
CT (w) est donc fini. D’apre`s le Fait 1.3.3, w inverse T . 
Corollaire 2.2.14 On suppose w ∈ C◦(w). Soit T un contre-exemple maximal a` la 〈w〉-e´chelle.
Si 1 6= T0 ≤ T est un sous-groupe de´finissable, alors T = N
◦(T0).
Lemme 2.2.15 Un contre-exemple maximal a` la 〈w〉-e´chelle contient la composante connexe d’un
2-sous-groupe de Sylow de G.
Preuve
Soit T un contre-exemple maximal a` la 〈w〉-e´chelle. Pour g 6∈ N(T ), on forme Tg = T ∩ T
g. Si
Tg 6= 1, alors le Corollaire 2.2.14 impliqueN
◦(Tg) = T , etN
◦(Tg) = T
g de meˆme, une contradiction.
Ainsi les conjugue´s de T sont deux-a`-deux disjoints. Comme N◦(T ) = T , il vient que TG est
ge´ne´rique dans G par un simple calcul de rang.
Fixons maintenant un sous-groupe de Borel Bw contenant C
◦(w). Le Fait 1.2.6 donne la
ge´ne´ricite´ de BGw . Il existe donc g ∈ G tel que T ∩ B
g
w 6= 1. Nous montrons que cette intersec-
tion est infinie. Soit x ∈ (T ∩Bgw)
#. D’une part T ≤ C◦(x), d’autre part C◦(x) est un sous-groupe
propre de´finissable, connexe et w-invariant de G. Par maximalite´ de T , il vient T = C◦(x). Main-
tenant comme Bgw est re´soluble, C
◦
B
g
w
(x) est infini, et ce dernier sous-groupe est e´gal a` (T ∩Bgw)
◦.
On en de´duit que K = (T ∩Bgw)
◦ est non-trivial.
D’apre`s le Corollaire 2.2.14, il vient T = N◦(K). En particulier N◦
B
g
w
(K) = K, et K est donc
un sous-groupe de Carter de Bgw. D’apre`s le Corollaire 1.5.3, K contient un 2-sous-groupe de Sylow
de Bgw. Donc T aussi contient un 2-sous-groupe de Sylow de B
g
w. Maintenant l’hypothe`se sur w
implique que Bw a meˆme rang de Pru¨fer que G, et T contient donc bien un 2-tore maximal de G,
c’est-a`-dire la composante connexe d’un 2-sous-groupe de Sylow de G. 
Enfin, en pre´vision du lien avec PSL2(K), nous pre´cisons un dernier point.
Lemme 2.2.16 Soit G un groupe simple connexe minimal de type impair. On suppose qu’une
involution torique w de G posse`de un contre-exemple a` la 〈w〉-e´chelle. Alors G est de rang de
Pru¨fer 1, et le centralisateur de w n’est pas un sous-groupe de Borel de G.
Preuve
On part d’un contre-exemple maximal a` la 〈w〉-e´chelle, disons T . D’apre`s le Lemme 2.2.15, T
contient la composante connexe S◦1 d’un 2-sous-groupe de Sylow S1 de G.
Soit B un sous-groupe de Borel contenant T . Soit A un sous-groupe B-minimal de B. Si A
est central dans B, alors A ≤ C◦(T ) = T , et dans ce cas d’apre`s le Corollaire 2.2.14 il vient
T = N◦(A) = B, une contradiction.
Ainsi A n’est pas central dans B, et B/CB(A) est infini. Il est connu que A ≤ Z(F
◦(B)), et
que le groupe A ⋊ B/CB(A) satisfait les hypothe`ses du the´ore`me du corps de Zilber (Fait 1.6.1).
Soit K le corps implique´.
Nous prouvons CT (A) = 1. Sinon, soit t ∈ CT (A)
#. Notant d(t) la cloˆture de´finissable de t, il
vient d’apre`s le Corollaire 2.2.14 que A ≤ N◦(d(t)) = T , et B = N◦(A) = T , une contradiction.
Ainsi CT (A) = 1, et T →֒ B/CB(A), lequel se plonge dans K
×. Ceci prouve que le rang de
Pru¨fer de G est au plus 1, et comme il n’est pas nul par hypothe`se, c’est exactement 1.
Soit j l’unique involution, torique, de S◦1 . La conjugaison des involutions toriques dans un groupe
de rang de Pru¨fer 1 est conse´quence imme´diate du Fait 1.3.7. Ainsi w et j sont conjugue´es dans
G. Maintenant comme T = C◦(j) d’apre`s le Corollaire 2.2.14, et que T n’est pas un sous-groupe
de Borel, C◦(w) n’est pas non plus un sous-groupe de Borel. 
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Chapitre 3
Un re´sultat d’identification de PSL2
Nous prouvons ici le
The´ore`me 3.0.1 Soient G un groupe de rang de Morley fini simple connexe minimal de type
impair et de rang de Pru¨fer 1, et i une involution torique de G. On suppose que C◦(i) n’est pas un
sous-groupe de Borel de G. Alors G est isomorphe a` PSL2(K), ou` K est un corps alge´briquement
clos de caracte´ristique diffe´rente de 2.
La preuve du The´ore`me 3.0.1 repose sur des calculs de rang avec les e´le´ments fortement re´els
que permet l’hypothe`se que C◦(i) n’est pas un sous-groupe de Borel. Ces calculs ont e´te´ utilise´s
pour la premie`re fois dans le contexte de rang de Morley fini par Nesin pour les groupes de type
pair dans [DN94], et pour les groupes de type impair par Jaligot dans le travail non publie´ [Jal00].
C’est e´galement sur de tels calculs que s’appuie la preuve de [CJ04, Theorem 1.8, 1, a], formule´
dans le cadre ordinaire. Il va de soi que les techniques lie´es a` l’ordinarite´, sont a` traduire, sinon a`
re´inventer.
Nous allons privile´gier les sous-groupes de Borel qui contiennent C◦(i) pour une involution
torique i, et y penserons comme aux sous-groupes de Borel standards. On sait conjuguer les in-
volutions toriques en rang de Pru¨fer 1, mais en l’absence de re´sultat ge´ne´ral de conjugaison des
sous-groupes de Borel, rien ne dit que tous les sous-groupes de Borel soient standards. En revanche,
dans notre groupe-cible PSL2, les sous-groupes de Borel sont conjugue´s et contiennent bien le cen-
tralisateur connexe de leurs involutions. Notre de´finition de sous-groupe de Borel standard diffe`re
de celle de [BCJ07], qui e´tait la suivante : un sous-groupe de Borel qui contient la composante
connexe d’un 2-sous-groupe de Sylow. En 2-rang de Pru¨fer 1, cela e´quivaut a` posse´der une involu-
tion, mais c’est a priori plus faible que contenir le centralisateur connexe de cette involution. Du
reste le Fait 1.2.6, plus re´cent, sugge´rerait d’adopter comme de´finition ge´ne´rale : un sous-groupe
de Borel qui contient le centralisateur connexe de la composante connexe d’un 2-sous-groupe de
Sylow (ou de n’importe quel p-tore maximal).
Dernie`re remarque : la toricite´ (Fait 1.4.5) n’e´tait pas disponible au moment d’entreprendre ce
travail. On y se´parait donc avec soin les involutions toriques des e´ventuelles involutions parasites.
A la ligne de de´monstration, la toricite´ n’apporte gue`re : elle pourrait raccourcir de nombreux
arguments, mais ne changerait rien au cœur et aux muscles de la preuve. Dans tout ce chapitre on
en fera donc l’e´conomie. Il faut cependant garder a` l’esprit que le The´ore`me 3.0.1 et son Corollaire
3.0.2 ci-apre`s valent tous deux sans faire l’hypothe`se de toricite´.
Apre`s une e´tude des involutions et l’introduction des ensembles T [w] en §3.1, la preuve du
The´ore`me 3.0.1 se divisera en deux cas. La premie`re configuration (§3.2) aboutit a` PSL2, et la
seconde (§3.3) s’ave´rera inconsistante.
Le The´ore`me 3.0.1 a mis en lumie`re une autre caracte´risation inte´ressante de PSL2.
Corollaire 3.0.2 Soient G un groupe de rang de Morley fini simple connexe minimal de type
impair, et w une involution torique de G. Alors :
- soit tout sous-groupe propre de´finissable, connexe, et w-invariant de G est inclus dans un sous-
groupe de Borel w-invariant,
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- soit G est isomorphe a` PSL2(K), ou` K un corps alge´briquement clos de caracte´ristique diffe´rente
de 2.
Pour prouver ce corollaire du The´ore`me 3.0.1, nous ferons appel au Lemme 2.2.16.
Preuve du Corollaire 3.0.2
On suppose qu’il existe un sous-groupe propre de´finissable, connexe, et w-invariant T de G qui
n’est inclus dans aucun sous-groupe de Borel w-invariant. En particulier T 6= 1, car sinon n’importe
quel sous-groupe de Borel contenant C◦(w) conviendrait.
Le Lemme 2.2.16 implique alors que G est de rang de Pru¨fer 1, et que C◦(w) n’est pas un
sous-groupe de Borel de G. D’apre`s le The´ore`me 3.0.1, G est isomorphe a` PSL2(K), ou` K est un
corps alge´briquement clos de caracte´ristique diffe´rente de 2. 
Enfin, le Corollaire 3.0.2 connaˆıtra un dernier avatar dans l’e´nonce´ 4.3.4 de l’entracte. Mais
pour le moment, concentrons nos efforts sur la preuve du The´ore`me 3.0.1. Rappelons encore que
la scrupuleuse distinction entre involutions de iG et involutions de I(G) \ iG n’a pas lieu d’eˆtre au
vu du Fait 1.4.5, car I(G) = iG.
3.1 Analyse pre´liminaire
Fixons des notations.
Notation 3.1.1
G est un groupe simple connexe minimal de type impair et de 2-rang de Pru¨fer 1.
S est un 2-sous-groupe de Sylow de G et i est l’unique involution de S◦.
On suppose que C◦(i) n’est pas un sous-groupe de Borel de G.
B est un sous-groupe de Borel de G contenant strictement C◦(i).
3.1.1 Involutions de B
Lemme 3.1.2 F ◦(B) est sans involution.
Preuve
Soit sinon j une involution de F ◦(B). D’apre`s le Fait 1.4.4, j est dans un 2-tore T de F ◦(B)
que l’on peut supposer eˆtre son 2-tore maximal. En particulier C◦B(j) ≥ C
◦
B(T ) ≥ B d’apre`s le Fait
1.4.2. Ainsi i = j ∈ Z(B), contre l’hypothe`se que C◦(i) n’est pas un sous-groupe de Borel. 
Lemme 3.1.3 CB(i) est connexe, B peut s’e´crire sous la forme B = C
◦
G(i) · (F
◦(B))−i , et cette
de´composition est univoque.
Preuve
Nous passons modulo F ◦(B). D’apre`s le Fait 1.7.4, le quotient B/F ◦(B) est abe´lien, donc
l’action de i y est triviale.
En particulier pour tout b ∈ B, il existe un f ∈ F ◦(B) tel que bi = bf . Conjuguant a` nouveau
par i, on trouve f i = f−1, i.e. f ∈ (F ◦(B))−i . D’apre`s le Lemme 3.1.2 et le Fait 1.3.2, on peut e´crire
f = g2, ou` g est encore dans (F ◦(B))−i . Il vient b = (bg)g−1, ou` (bg)i = (bf)g−1 = bg ∈ CB(i) et
g−1 ∈ (F ◦(B))−i .
Ainsi B = CB(i) · (F
◦(B))−i . Par connexite´, B = C◦B(i) · (F
◦(B))−i = C◦G(i) · (F
◦(B))−i .
Montrons enfin l’unicite´ de la de´composition : si l’on a c1f1 = c2f2 avec des notations naturelles,
il vient f2f
−1
1 ∈ C(i), donc f
2
1 = f
2
2 , ce qui dans F
◦(B) qui est sans 2-torsion implique f1 = f2.
Le lemme est prouve´. 
Corollaire 3.1.4 I(B) = iF
◦(B).
Preuve
En effet les involutions de B sont conjugue´es dans B d’apre`s les Faits 1.4.4 et 1.3.7 en rang de
Pru¨fer 1, et le Lemme 3.1.3 implique alors I(B) = iF
◦(B). 
29
3.1.2 Involutions toriques et unipotence
L’involution i n’e´tant pas centrale dans B, B n’est pas abe´lien. En particulier, on sait d’apre`s
le Fait 1.8.14 que B admet un parame`tre d’unipotence maximal distinct de (∞, 0), que nous fixons
pour tout le reste de cet article.
Notation 3.1.5 Soit p˜ = (p, d) un parame`tre d’unipotence maximal de B. (On vient de remarquer
d > 0.)
Remarque 3.1.6 La caracte´ristique p est premie`re ou ∞, mais l’hypothe`se sur le type de G im-
plique que ce n’est pas 2. Rappelons e´galement que plusieurs parame`tres maximaux pourraient a
priori eˆtre disponibles, nous en fixons un pour tout l’article. Remarquons aussi qu’on maximise
p˜ seulement a` B fixe´, et non pas en le faisant varier parmi tous les sous-groupes de Borel de G
contenant C◦(i). Enfin, p sera bien la caracte´ristique du corps intervenant dans la conclusion du
The´ore`me 3.0.1.
Lemme 3.1.7 dp(C
◦(i)) ≤ d.
Preuve
C◦(i) ≤ B. 
Le lemme et le corollaire qui suivent (Lemme 3.1.8 et Corollaire 3.1.9) concernent le seul cas
ou` p = ∞. Si la caracte´ristique est premie`re, l’hypothe`se du Lemme 3.1.8 n’est jamais ve´rifie´e, et
la conclusion du Corollaire 3.1.9 l’est toujours.
Lemme 3.1.8 On suppose p = ∞. Soit j une involution conjugue´e a` i qui normalise un sous-
groupe H < G de´finissable, connexe, et admettant le parame`tre d’unipotence maximal (∞, ℓ), avec
ℓ > d. Alors j inverse U∞(H).
Preuve
Comme on l’a remarque´, ne´cessairement p = ∞ puisque ℓ > d. L’unipotence conside´re´e ici est
celle de caracte´ristique nulle.
U∞(H) = U(∞,ℓ)(H) est sans involution. Sinon, comme il est connexe, il contient tout un 2-tore
T conjugue´ dans G a` S◦, car G est de rang de Pru¨fer 1. Le 2-tore T est central dans U∞(H), car
ce dernier est nilpotent. En particulier, U∞(H) centralise son involution, qui est une G-conjugue´e
de i, contre le Lemme 3.1.7.
Le Fait 1.8.21 implique alors que C◦
U∞(H)
(j) est un (∞, ℓ)-sous-groupe. S’il est non-trivial, c’est
encore une contradiction au Lemme 3.1.7. Ainsi C◦
U∞(H)
(j) = 1, et donc j inverse U∞(H). 
Corollaire 3.1.9 On suppose p = ∞. Soient j et k deux conjugue´es distinctes de i normalisant
un sous-groupe 1 6= H < G de´finissable et connexe. Si [j, k] = 1, alors d∞(H) ≤ d.
Preuve
Comme on l’a remarque´ avant d’e´noncer le Lemme 3.1.8, la conclusion est triviale si p 6= ∞,
puisqu’alors d =∞.
L’e´le´ment jk est une troisie`me involution normalisant H, et encore conjugue´e a` i d’apre`s le
Corollaire 1.3.10. Si d∞(H) > d, alors d’apre`s le Lemme 3.1.8, chacune de ces trois involutions
inverse U∞(H), ce qui force U∞(H) = 1. Pourtant on a suppose´ d∞(H) > d > 0, d’ou` U∞(H) 6= 1,
une contradiction. 
3.1.3 Involutions toriques de N(B)
The´ore`me 3.1.10 Avec la Notation 3.1.1, iG ∩N(B) ⊆ B.
Cette sous-section est consacre´e a` la preuve du The´ore`me 3.1.10. Supposons le contraire et
fixons une involution k de iG ∩ (N(B) \B).
A conjugaison pre`s on peut supposer que k normalise S◦ d’apre`s le Lemme 2.1.1. Notamment,
k inverse S◦ d’apre`s le Corollaire 1.3.10.
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Lemme 3.1.11 C◦
F◦(B)(k) 6= 1.
Preuve
Sinon, k inverse F ◦(B) d’apre`s le Fait 1.3.2. Comme k inverse S◦, il vient [S◦, F ◦(B)] = 1 avec
le Lemme 1.3.1. Alors F ◦(B) ·S◦ est un sous-groupe nilpotent et normal de B d’apre`s le Fait 1.7.4,
et donc inclus dans F ◦(B). En particulier i ∈ S◦ ≤ F ◦(B), une contradiction au Lemme 3.1.2. 
Notation 3.1.12 Soit Bk un conjugue´ de B contenant C
◦(k). (On a Bk 6= B, car k 6∈ B).
Remarque 3.1.13 Par conjugaison, le parame`tre d’unipotence p˜ = (p, d) est maximal pour Bk.
Lemme 3.1.14 Soit X un sous-groupe de´finissable connexe de B (resp. Bk) invariant par i et k,
et admettant p˜ comme parame`tre d’unipotence. Alors B (resp. Bk) est le seul sous-groupe de Borel
de parame`tre d’unipotence maximal p˜ contenant X.
Preuve
Nous faisons la preuve pour B, celle pour Bk e´tant similaire. On peut librement supposer que
X = Up˜(X) 6= 1, et donc que X est un Up˜ -groupe. Soit B1 un sous-groupe de Borel de parame`tre
d’unipotence maximal p˜ et contenant X.
Comme X est de degre´ d’unipotence maximal dans B1, on a X ≤ Up˜(B1), et il vient donc
Up˜(Z(F
◦(B1))) ≤ C
◦(X). Mais ce dernier sous-groupe est 〈i, k〉-invariant, et le Corollaire 3.1.9
s’applique. Ainsi le degre´ d’unipotence de C◦(X) est ≤ d, et donc Up˜(Z(F
◦(B1))) ≤ Up˜(C
◦(X)).
De meˆme Up˜(Z(F
◦(B))) ≤ Up˜(C
◦(X)).
Si p 6=∞, le Lemme 1.8.5 avec A = Up˜(Z(F
◦(B))) implique que B est l’unique sous-groupe de
Borel contenant C◦(X). Le meˆme argument vaut pour B1, et donc B1 = B.
Si p = ∞, le Lemme 1.9.1 avec U = A = Up˜(Z(F
◦(B))) implique que Up˜(B) est l’unique
p˜-sous-groupe de Sylow de G contenant A, et donc que c’est l’unique p˜-sous-groupe de Sylow de
G contenant Up˜(C
◦(X)). Le meˆme argument vaut pour B1, et donc B1 = B. 
Corollaire 3.1.15 L’involution k inverse Up˜(B).
Preuve
Up˜(B) ≤ F
◦(B) d’apre`s le Fait 1.8.1 ou 1.8.23 selon que la caracte´ristique est p ou ∞. Comme
F ◦(B) est 2⊥ d’apre`s le Lemme 3.1.2, Up˜(B) est sans involution.
Supposons que k n’inverse pas Up˜(B). Alors X = C
◦
Up˜ (B)
(k) 6= 1 d’apre`s le Fait 1.3.2. Or X
est un Up˜ -groupe, ce qui est e´vident si p 6=∞, et provient du Fait 1.8.21 sinon. Par construction,
X ≤ B ∩Bk.
Le Lemme 3.1.14, avec X dans B et dans Bk, donne B = Bk, contre la Notation 3.1.12. 
Corollaire 3.1.16 Up˜(B) est abe´lien, inverse´ par k et ik, et centralise´ par i.
Preuve
En effet, tout ce que nous venons de voir pour k vaut encore pour ik d’apre`s le Corollaire 1.3.10,
et donc ik inverse Up˜(B) d’apre`s le Corollaire 3.1.15. En particulier i = ikk centralise Up˜(B). 
Corollaire 3.1.17 B est l’unique sous-groupe de Borel de parame`tre maximal p˜ contenant C◦(i).
En particulier la configuration est syme´trique dans le sens suivant. L’involution i normalise Bk
mais n’est pas dans Bk, les involutions i et ki inversent Up˜(Bk), et k le centralise.
Preuve
Le Lemme 1.9.1 impose l’unicite´ de B parmi les sous-groupes de Borel de parame`tre maximal p˜
contenant Up˜(B), et nous venons de prouver que Up˜(B) ≤ C
◦(i). Ceci de´montre le premier point.
Bk est alors l’unique conjugue´ de B contenant C
◦(k). Comme i normalise C◦(k), i normalise
e´galement Bk, et c’est aussi vrai de ik. Si i ∈ Bk, alors elle y est conjugue´e a` k d’apre`s la conjugaison
et la connexite´ des 2-sous-groupes de Sylow de Bk dont le rang de Pru¨fer est 1. Il vient alors
C◦(i) ≤ Bk, et donc Bk = B, une contradiction. Donc i 6∈ Bk. Le Corollaire 3.1.16 s’applique alors,
mutatis mutandis, a` l’action de 〈i, k〉 sur Bk, ce qui ache`ve la de´monstration. 
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Notation 3.1.18 Soit H = (B ∩Bk)
◦.
Remarque 3.1.19 H est k-invariant. Par syme´trie, il est e´galement i-invariant. D’autre part
H 6= 1 d’apre`s le Lemme 3.1.11.
Lemme 3.1.20 H est sans involution, abe´lien et centralise´ par k.
Preuve
Nous montrons queH est sans involution. Sinon d’apre`s le Fait 1.4.4,H qui est connexe contient
un 2-tore T , que l’on peut supposer k-invariant graˆce au Lemme 2.1.1. Le groupe T ⋊ 〈k〉 est alors
un 2-sous-groupe de Bk, donc d’apre`s le Fait 1.4.4, et l’hypothe`se que le rang de Pru¨fer du groupe
ambiant est 1, il vient k ∈ T ≤ B, une contradiction.
Nous montrons que H est abe´lien. Sinon, H ′ 6= 1. Soit K = C◦(H ′). Alors K est 〈i, k〉-invariant.
D’apre`s le Corollaire 3.1.9 si p = ∞ ou de fac¸on e´vidente sinon, dp(K) ≤ d. Mais d’autre part,
K contient tant Up˜(Z
◦(F (B))) = Up˜(B) que Up˜(Bk). Avec le Fait 1.8.1 ou le Fait 1.8.23 suivant
la valeur de p, il vient que Up˜(B) et Up˜(Bk) sont inclus dans F
◦(K). Si p 6= ∞, le Lemme 1.8.5
implique B = Bk, une contradiction a` la Notation 3.1.12. Si p = ∞, d’apre`s le Lemme 1.9.1,
Up˜(B) est un p˜-sous-groupe de Sylow de G. Il vient alors Up˜(Bk) ≤ Up˜(B), d’ou` l’e´galite´ par
conjugaison des p˜-sous-groupes de Sylow de K. Puis passant aux normalisateurs, B = Bk, encore
une contradiction a` la Notation 3.1.12.
Nous montrons que k centralise H. Sinon H−k , un groupe abe´lien connexe d’apre`s l’abe´lianite´
de H et le Fait 1.3.2, est non-trivial. Soit K = C◦(H−k). D’une part k inverse Up˜(B). Le groupe
H−k le normalise, donc d’apre`s le Lemme 1.3.1, on a Up˜(B) ≤ K. D’autre part k centralise Up˜(Bk).
Le groupe H−k le normalise, donc toujours d’apre`s le Lemme 1.3.1, on a Up˜(Bk) ≤ K. Or H
−k ,
et donc K, est 〈i, k〉-invariant. En particulier, avec le Corollaire 3.1.9, dp(K) ≤ d, et K admet p˜
comme parame`tre d’unipotence maximal. Il contient pourtant Up˜(B) et Up˜(Bk), et l’on obtient
une contradiction comme au point pre´ce´dent. 
Lemme 3.1.21 C◦B(H) = H.
Preuve
Une inclusion est simplement l’abe´lianite´ de H. Nous prouvons a` pre´sent que C◦B(H) ≤ H. Soit
Y = C◦
F◦(Bk)
(i) ≤ H. Alors Y 6= 1 d’apre`s le Lemme 3.1.11 et la syme´trie de la configuration,
de´crite par le Corollaire 3.1.17. En outre i et k normalisent Y . Donc K = C◦(Y ) est e´galement
〈i, k〉-invariant. D’apre`s le Corollaire 3.1.9, dp(K) ≤ d.
Up˜(Bk) est abe´lien, donc d’apre`s le Fait 1.8.18, il centralise Y . Ainsi Up˜(Bk) ≤ K, et donc
dp(K) = d. Si p 6= ∞, alors le Lemme 1.8.5 donne K ≤ Bk. Si p = ∞, d’apre`s le Lemme 1.9.1,
Up˜(Bk) est un p˜-sous-groupe de Sylow de G, et donc Up˜(K) ≥ Up˜(Bk) est une e´galite´. On a encore
K ≤ N◦(Up˜(Bk)) = Bk.
Enfin C◦B(H) ≤ C
◦
B(Y ) ≤ (B ∩Bk)
◦ = H, ce qui prouve la seconde inclusion. 
Notation 3.1.22 Soit N = N◦B(H).
Lemme 3.1.23 N est sans involution.
Preuve
Sinon il contient un 2-tore T que l’on peut supposer k-invariant d’apre`s le Lemme 2.1.1. En
particulier, k inverse T d’apre`s le Corollaire 1.3.10. Comme k centralise H, le Lemme 1.3.1 implique
[T,H] = 1, et donc T ≤ C◦B(H) = H, qui est pourtant sans involution d’apre`s le Lemme 3.1.20. 
Lemme 3.1.24 N = H.
Preuve
Ecrivons en effet N = CN (k) ·N
−k avec le Fait 1.3.2. La de´composition e´tant univoque, chacun
de ces ensembles est de degre´ 1. En particulier CN (k) = C
◦
N (k) ≤ H.
N−k est un ensemble 2-divisible de degre´ 1 qui normalise H. En particulier, pour chaque
n ∈ N−k , la cloˆture de´finissable d(n) est un groupe 2-divisible encore inverse´ par k. Le Lemme
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1.3.1 implique alors [d(n),H] = 1, et cela est vrai pour tout n ∈ N−k . Ainsi [N−k ,H] = 1, et donc
N−k ⊆ C(H).
En conclusion, N ≤ C(H) et N ≤ C◦B(H) = H d’apre`s le Lemme 3.1.21. 
Nous de´rivons maintenant la contradiction finale de cette sous-section. H est abe´lien et d’indice
fini dans N◦B(H), donc c’est un sous-groupe de Carter de B. D’apre`s le Corollaire 1.5.3, H contient
un 2-tore, une contradiction avec le Lemme 3.1.20 qui ache`ve la preuve du The´ore`me 3.1.10. 
3.1.4 Produits d’involutions toriques et ensembles T [w]
Commenc¸ons par remarquer que iG \ N(B) (cet ensemble co¨ıncide avec iG \ B d’apre`s le
The´ore`me 3.1.10) est ge´ne´rique dans iG d’apre`s le Fait 1.2.1. Nous nous concentrerons donc sur les
conjugue´es de i qui ne normalisent pas B et e´tudierons la fac¸on dont elles se re´partissent dans les
cosets de B.
Notation 3.1.25 Soit pour w ∈ iG \N(B) l’ensemble de´finissable
T [w] = {b ∈ B, bw = b−1}.
Remarque 3.1.26 On a les e´quivalences : T [w] est un groupe ⇔ T [w] = d(T [w]) est un groupe
de´finissable ⇔ les e´le´ments de T [w] commutent deux-a`-deux.
On remarque avec le Lemme 3.1.3 et l’e´galite´ C◦(i) = C◦B(i) que
rg(B)− rg(C◦(i)) = rg
(
(F ◦(B))−i
)
.
Notation 3.1.27 Soit l’ensemble de´finissable
I0 = {w ∈ i
G \N(B), rg(T [w]) ≥ rg
(
(F ◦(B))−i
)
}.
Lemme 3.1.28 I0 est ge´ne´rique dans i
G.
Preuve
Conside´rons iG \N(B) muni de la relation d’e´quivalence de´finissable ∼ de´finie par
w1 ∼ w2 ⇔ w1w2 ∈ B,
et la projection canonique
p : iG \N(B)→ (iG \N(B))/ ∼ .
Pour k variant de 0 a` rg(G), les ensembles
Xk = {w ∈ i
G \N(B), rg
(
p−1(p(w))
)
= k}
sont de´finissables par de´finissabilite´ du rang. De plus ils sont deux-a`-deux disjoints, et recouvrent
iG \N(B). Or l’ensemble iG \N(B) est de degre´ 1. Il existe donc un unique entier k0 tel que Xk0
soit ge´ne´rique dans iG \N(B). Ce k0 doit ve´rifier
rg
(
iG \N(B)
)
= rg (Xk0) = k0 + rg (p(Xk0)) .
Comme p(Xk0) s’injecte dans G/B, on a rg(p(Xk0)) ≤ rg(G/B), et donc
k0 ≥ rg
(
iG \N(B)
)
− rg (G/B) = rg
(
iG
)
− rg (G/B) = rg (B)− rg (C◦(i)) ,
c’est-a`-dire k0 ≥ rg ((F
◦(B))−i) .
Or pour tout w1 ∈ i
G \N(B), la fibre au-dessus de p(w1) est
p−1 (p(w1)) = {w2 ∈ i
G \N(B), w1w2 ∈ B} ⊆ w1T [w1].
Ainsi, pour w1 ∈ Xk0 , rg(T [w1]) ≥ k0 ≥ rg ((F
◦(B))−i), et donc w1 ∈ I0. D’ou` Xk0 ⊆ I0.
L’ensemble I0 est donc bien ge´ne´rique dans i
G \N(B), et dans iG. 
La preuve du The´ore`me 3.0.1 va maintenant se diviser en deux cas, selon que i inverse un
sous-groupe “inte´ressant” ou non (la formalisation est contenue dans les deux The´ore`mes jumeaux
3.2.1 et 3.3.1). Le premier cas me`ne a` PSL2, et le second a` une contradiction. En §3.2 ci-dessous, on
aboutit a` PSL2 par les calculs de rang faisant intervenir T [w]. En §3.3 ci-apre`s, c’est moins facile.
Il faudra une assez patiente e´tude des sous-groupes en pre´sence pour montrer l’inconsistance de la
configuration restante.
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3.2 Cas I : Up˜(Z(F
◦(B))) 6≤ C◦(i)
Dans cette partie nous de´montrerons le The´ore`me 3.0.1 avec l’hypothe`se supple´mentaire que
“i inverse de l’unipotence” dans B. Dans PSL2, une involution inverse le sous-groupe unipotent
d’un sous-groupe de Borel contenant la composante connexe de son centralisateur ce qui est notre
notion de Borel “standard”. L’hypothe`se que nous introduisons est une approximation tre`s faible
et ne´anmoins suffisante de ce fait, et sera e´tablie seulement par la suite (§3.3 ci-dessous). Ainsi
nous montrons dans cette section le
The´ore`me 3.2.1 Soient G un groupe simple connexe minimal de type impair et de rang de Pru¨fer
1, et i une involution de G. On suppose qu’il existe un sous-groupe de Borel B de G contenant
C◦(i) tel que Up˜(Z(F
◦(B))) 6≤ C◦(i), ou` p˜ = (p, d) est un parame`tre d’unipotence maximal de B.
Alors G est isomorphe a` PSL2(K), ou` K est un corps alge´briquement clos de caracte´ristique p.
Nous travaillons donc dans tout cette section sous l’hypothe`se
(I) : Up˜(Z(F
◦(B))) 6≤ C◦(i).
Remarquons que l’inclusion C◦(i) < B est ne´cessairement stricte sous cette hypothe`se. Les
notations et re´sultats pre´liminaires de §3.1 valent donc encore dans cette section, c’est-a`-dire que
B est un sous-groupe de Borel de G contenant strictement C◦(i) selon la Notation 3.1.1, et que
p˜ = (p, d) en est un parame`tre d’unipotence maximal comme dans la Notation 3.1.5. Parmi les
re´sultats pre´liminaires de §4, rappelons que d’apre`s le The´ore`me 3.1.10,
iG ∩N(B) ⊆ B.
Le re´sultat d’identification que nous utiliserons fait appel a` la notion de groupe de Zassenhaus.
Nous renvoyons a` [BN94, §11.5] pour ce qui suit. Un groupe de Zassenhaus est un groupe 2-transitif
tel que le stabilisateur de trois points distincts soit toujours trivial. Un groupe de Zassenhaus est
scinde´ si le stabilisateur de deux points posse`de un comple´ment normal dans le stabilisateur d’un
point (i.e., s’il est comple´ment semi-direct d’un sous-groupe normal dans le stabilisateur d’un
point).
Voici le ge´ne´ral re´sultat employe´.
Fait 3.2.2 ([BN94, Theorem 11.89]) Soit G un groupe de Zassenhaus scinde´ infini de rang de
Morley fini. Si le stabilisateur de deux points contient une involution, alors G est isomorphe a`
PSL2(K), ou` K est un corps alge´briquement clos de caracte´ristique diffe´rente de 2.
3.2.1 Un sous-groupe B-minimal
Comme dans §4, I0 de´signe l’ensemble des involutions w de i
G \N(B) qui satisfont
rg(T [w]) ≥ rg(B)− rg(C◦B(i)) = rg
(
(F ◦(B)−i
)
.
Rappelons que cet ensemble est ge´ne´rique dans iG d’apre`s le Lemme 3.1.28.
Notation 3.2.3 Soit U = (Up˜(Z(F
◦(B))))−i .
Lemme 3.2.4 U est un Up˜-sous-groupe p˜-homoge`ne de Up˜(B), non-trivial, et normal dans B.
Preuve
U est bien un groupe car Up˜(Z(F
◦(B))) est abe´lien. La non-trivialite´ de U est l’hypothe`se (I)
de la pre´sente section. Le fait que U soit normal dans B est e´vident, puisque B = (F ◦(B))−i ·C◦(i)
d’apre`s le Lemme 3.1.3.
D’apre`s le Fait 1.3.2 et le Lemme 3.1.2, Up˜(Z(F
◦(B))) est produit direct de CUp˜ (Z(F◦(B)))(i)
et de U . Ce dernier est donc de´finissablement isomorphe a` un quotient de Up˜(Z(F
◦(B))), et donc
d’apre`s le “push-forward” du Fait 1.8.17, U est un p˜-groupe. Selon le Fait 1.8.26, le groupe [U,B]
est p˜-homoge`ne au sens de la De´finition 1.8.24. Or U = [U, i] ≤ [U,B] ≤ U , et donc U = [U,B] est
p˜-homoge`ne. 
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Notation 3.2.5 Soit A un sous-groupe B-minimal de U .
Lemme 3.2.6 A est un p˜-groupe.
Preuve
U est un p˜-groupe p˜-homoge`ne. 
Remarque 3.2.7 Le groupe U et sa p˜-homoge´ne´ite´ ne servent qu’a` obtenir A. Sans l’homoge´ne´ite´,
on ne peut pas affirmer en ge´ne´ral l’existence d’un p˜-sous-groupe B-minimal.
Lemme 3.2.8 Up˜(B) est l’unique p˜-sous-groupe de Sylow de G contenant A.
Preuve
Si p 6= ∞, c’est le Lemme 1.8.5 applique´ avec A. Dans le cas p = ∞, c’est le Lemme 1.9.1, ou`
A joue les deux roˆles. 
Remarque 3.2.9 Puisque I(B) = iF
◦(B) et A ≤ Z(F ◦(B)), chaque involution de B inverse A.
Lemme 3.2.10 Soit N un sous-groupe propre de´finissable connexe et contenant A. Si w ∈ iG
normalise N , alors w ∈ B.
Preuve
Graˆce au The´ore`me 3.1.10, il suffit de prouver que w ∈ N(B). Supposons w 6∈ N(B). Alors
w 6∈ N(A), car sinon w normalise N◦(A) = B, une contradiction a` la de´finition de w. Ainsi Aw 6= A,
et ces deux groupes sont inclus dans N . En particulier dp(N) ≥ d.
Nous montrons que p = ∞ et dp(N) > d. Si p 6= ∞, l’inclusion de A et de A
w dans N donne
imme´diatement une contradiction au Lemme 1.8.5. Ainsi p = ∞. Supposons d∞(N) ≤ d. Comme
A ≤ N , on a d∞(N) = d, et A ≤ Up˜(N). D’apre`s le Lemme 3.2.8, Up˜(B) est l’unique p˜-sous-groupe
de Sylow de G contenant A, et donc c’est aussi l’unique p˜-sous-groupe de Sylow de G contenant
Up˜(N). Mais les meˆmes arguments impliquent aussi que Up˜(B
w) est l’unique p˜-sous-groupe de
Sylow de G contenant Up˜(N). Il vient donc Up˜(B) = Up˜(B
w), et en prenant les normalisateurs
connexes, on obtient B = Bw, une contradiction. Ainsi dp(N) > d.
Comme A est un p˜-sous-groupe de´finissable, on peut l’inclure dans un p˜-sous-groupe de Sylow Uˆ
de N . D’apre`s le Corollaire 2.1.6, il existe une involution w1, conjugue´e a` w sous N , qui normalise
Uˆ . Selon le Lemme 1.9.1 ou` A joue les deux roˆles, Up˜(B) est l’unique p˜-sous-groupe de Sylow
de G contenant A. En particulier Up˜(B) est l’unique p˜-sous-groupe de G contenant Uˆ . Comme
ce dernier est w1-invariant, Up˜(B) aussi est w1-invariant. Donc w1 ∈ N(Up˜(B)) ≤ N(B), et le
The´ore`me 3.1.10 implique que w1 ∈ B.
D’apre`s la Remarque 3.2.9, w1 inverse A. Mais d’apre`s le Lemme 3.1.8, elle inverse e´galement
U∞(N), dont le degre´ d’unipotence est > d. Maintenant le Lemme 1.3.1 implique [A,U∞(N)] = 1,
donc U∞(N) ≤ C
◦(A) ≤ N◦(A) = B, une contradiction car B admet le parame`tre d’unipotence
maximal p˜ alors que d∞(N) > d. 
3.2.2 Le corps
Les groupes A et B/CB(A) sont de´finissables abe´liens infinis. C’est clair pour A. Maintenant
d’une part A ≤ Z(F ◦(B)) donc F ◦(B) ≤ C◦(A), et ainsi B/CB(A) est abe´lien d’apre`s le Fait
1.7.4, d’autre part A qui est inverse´ par i n’est pas central dans B, donc B/CB(A) n’est pas trivial.
Comme ce dernier groupe est connexe, il est bien infini. De plus A est B/CB(A)-minimal car
B-minimal, et l’action de B/CB(A) sur A est de´finissable et sans noyau.
On applique le the´ore`me du corps de Zilber, Fait 1.6.1, a` A⋊B/CB(A). Alors il existe un corps
alge´briquement clos K tel que
A ≃ K+ et B/CB(A) →֒ K
×,
ou` l’action de B/CB(A) sur A correspond a` la multiplication du corps.
Si p 6= ∞, alors A est d’exposant p, et clairement K est de caracte´ristique p. Si p = ∞, alors
A posse`de au moins une section de´finissable sans torsion, et donc K est, dans ce cas aussi, de
caracte´ristique p.
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Lemme 3.2.11 Pour w dans iG \N(B), T [w] ∩ CB(A) = 1.
Preuve
Si T [w]∩CB(A) contient un e´le´ment t 6= 1, alors le Lemme 3.2.10 applique´ au groupe N = C
◦(t)
donne w ∈ B. 
Lemme 3.2.12 Pour w dans iG \N(B), T [w] est un groupe de´finissable et abe´lien.
Preuve
Si X = F ◦(B) ∩ (F ◦(B))w 6= 1, on peut appliquer le Lemme 3.2.10 au groupe N = N◦(X),
obtenant une contradiction. Donc (B ∩Bw)′ ≤ F ◦(B) ∩ (F ◦(B))w = 1, et B ∩Bw est abe´lien. En
particulier les e´le´ments de T [w] commutent deux-a`-deux, et la Remarque 3.1.26 s’applique. 
Les involutions w varieront de´sormais dans I0. Rappelons que cet ensemble est non-vide d’apre`s
le Lemme 3.1.28. Le lemme suivant donne une image tre`s pre´cise des sous-groupes e´tudie´s, qui
ressemblent de plus en plus a` ceux de PSL2.
Lemme 3.2.13 Pour w dans I0, (F
◦(B))−i = A ≃ K+ et T [w] ≃ K
×, les deux isomorphismes
e´tant de´finissables.
Preuve
Les Lemmes 3.2.11 et 3.2.12 prouvent que T [w] s’injecte dans B/CB(A) qui lui-meˆme se plonge
dans K×, tout ceci de´finissablement. Comme A ⊆ (F ◦(B))−i et w ∈ I0, on a
rg(K+) = rg(A) ≤ rg
(
(F ◦(B))−i
)
≤ rg(T [w]) ≤ rg(K×),
et comme rg(K+) = rg(K
×), ces ine´galite´s sont toutes des e´galite´s.
En particulier, A est ge´ne´rique dans (F ◦(B))−i . Or B = C◦(i) · (F ◦(B))−i ou` la de´composition
est univoque d’apre`s le Lemme 3.1.3. Le groupe A⋊ C◦(i) est alors ge´ne´rique dans B. Comme B
est connexe, B = A⋊ C◦(i).
Nous montrons que A = (F ◦(B))−i . Soit f ∈ (F ◦(B))−i . Il existe a ∈ A et c ∈ C◦(i) tels que
f = ac. Alors f2 = ff−i = (ac)(c−ia−i) = acc−1a = a2 ∈ A, et comme F ◦(B) est sans 2-torsion
d’apre`s le Lemme 3.1.2, f ∈ A. Ainsi (F ◦(B))−i = A.
Enfin, par connexite´ de K×, l’e´galite´ de rangs vue plus haut implique aussi que T [w] s’injecte
surjectivement dans K×. 
Corollaire 3.2.14 Pour w dans I0, T [w] contient un unique 2-tore maximal de B.
Lemme 3.2.15 Si w ∈ iG \N(B) inverse S◦, alors w inverse C◦(i).
Preuve
Nous prouvons que C◦(i) est abe´lien. Sinon, nous posons C ′ = (C◦(i))′ 6= 1 et N = N◦(C ′).
Alors C ′ est inclus dans F ◦(B) et w le normalise, donc le Lemme 3.2.10 s’applique a` N , une
contradiction qui prouve bien C ′ = 1.
Soit maintenant X = C◦(i, w). Si X 6= 1, alors N = N◦(X) contient S◦ par commutativite´ de
C◦(i). Mais comme C◦(w) aussi est abe´lien, C◦(w) ≤ N , et w ∈ C◦(w) ≤ N . Ainsi S◦ · 〈w〉 est
inclus dans un 2-sous-groupe de Sylow S1 de N . D’apre`s le Fait 1.4.4, S1 est connexe, et comme le
rang de Pru¨fer est 1, il vient S1 = S
◦ et w ∈ S◦, une contradiction.
Ainsi C◦(i, w) = 1, donc dans son action sur C◦(i), l’involution w n’a qu’un nombre fini de
points fixes. D’apre`s le Fait 1.3.3, w inverse C◦(i). 
Notation 3.2.16 Pour w dans I0, on note jw l’unique involution de T [w] (voir Corollaire 3.2.14).
Corollaire 3.2.17 Pour w dans I0, T [w] = C
◦(jw) est un conjugue´ de C
◦(i).
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Preuve
D’apre`s le Corollaire 3.2.14, T [w] contient un unique 2-tore maximal de B note´ T . L’unique
involution de T est note´e jw conforme´ment a` la Notation 3.2.16. Comme T [w] est connexe et
abe´lien, T [w] ≤ C◦(jw).
Par conjugaison des 2-sous-groupes de Sylow, S◦ = T b pour un b ∈ B, et C◦(i) = C◦(jw)
b.
L’involution wb est dans iG \N(B) et inverse T b = S◦, donc d’apre`s le Lemme 3.2.15, wb inverse
C◦(i) = C◦(jw)
b. Donc w inverse C◦(jw), et C
◦(jw) ≤ T [w]. 
Corollaire 3.2.18 B = A⋊ C◦(i) ≃ K+ ⋊K
×.
Preuve
On a B = (F ◦(B))−i · C◦(i) de fac¸on bijective d’apre`s le Lemme 3.1.3. Alors selon le Lemme
3.2.13, B = A ·C◦(i) = A⋊C◦(i). A conjugaison pre`s on peut supposer que C◦(i) = T [w], qui agit
sur A comme K× sur K+. 
Lemme 3.2.19 Pour g 6∈ N(B), on a Ag ∩N(B) = 1.
Preuve
Rappelons que A ≃ K+. Nous distinguons a` pre´sent deux cas, selon que la caracte´ristique de
K est finie ou ∞.
On suppose p =∞. Si g 6∈ N(B) contredit l’affirmation, on a d’apre`s le Fait 1.6.2 Ag ≤ N(B),
donc Ag ≤ N◦(B) = B. Comme Ag est un p˜-groupe d’apre`s le Lemme 3.2.6, il vient Ag ≤ Up˜(B).
Or si l’on applique le Lemme 1.9.1 avec Ag dans les deux roˆles, on trouve Up˜(B) ≤ Up˜(B
g), d’ou`
Up˜(B) = Up˜(B
g), ce qui force g ∈ N(B), une contradiction.
On suppose maintenant p premier. Soit x ∈ (Ag ∩ N(B))#, pour un g 6∈ N(B). Alors x est
d’ordre p. L’e´le´ment x normalise B, donc agit sur A qui est infini d’exposant p. Le groupe A ·〈x〉 est
un p-groupe infini d’exposant fini. Comme x est d’ordre p et que A est localement fini, A · 〈x〉 est
localement fini. D’apre`s le Fait 1.4.3 (3), son centre est infini. En particulier C◦A(x) 6= 1. D’autre
part, le Lemme 1.8.5 implique que Bg est l’unique sous-groupe de Borel contenant Ag. Comme
Ag ≤ C◦(x), il vient C◦(x) ≤ Bg. Ainsi A ∩Bg est infini, une contradiction au Lemme 1.8.5. 
Lemme 3.2.20 rg(G) = rg(B) + rg(A).
Preuve
Le Lemme 3.2.19 prouve une ine´galite´, en conside´rant un produit A · Bg, pour un g 6∈ N(B).
Nous prouvons l’autre ine´galite´. Soit l’application de´finissable qui a` w ∈ I0 associe l’involution jw
comme dans la Notation 3.2.16. On rappelle que w centralise jw. La fibre au-dessus de jw est donc
forme´e d’involutions w1 qui appartiennent a` C(jw). D’apre`s le Corollaire 3.2.17, un majorant du
rang de la fibre est ainsi rg(C(jw)) = rg(T [w]) = rg(K
×) = rg(K+) = rg(A) graˆce au Lemme 3.2.13.
Maintenant, comme l’ensemble d’arrive´e est inclus dans I(B) = iB , on a rg(I0) ≤ rg(A) + rg(i
B),
ce qui se re´e´crit rg(G) ≤ rg(A) + rg(B). 
3.2.3 Preuve du The´ore`me 3.2.1
Dans cette sous-section nous achevons la preuve du The´ore`me 3.2.1.
Soit w dans I0, qui n’est pas vide d’apre`s le Lemme 3.1.28. Apre`s conjugaison dans B, on peut
supposer que jw = i. On prouve sans peine les points suivants.
Lemme 3.2.21 N(B) = B.
Preuve
L’application µ de A×N(B)→ G qui a` (a, n) associe awn est injective. En effet si awn = a′wn′
avec des notations naturelles, il vient (a′−1a)w = n′n−1 ∈ Aw ∩N(B), qui d’apre`s le Lemme 3.2.19
est trivial. L’image de µ est alors ge´ne´rique d’apre`s le Lemme 3.2.20, et N(B) est donc de degre´ 1
par connexite´ de G. 
Lemme 3.2.22 G = B ⊔AwB.
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Preuve
Soit g /∈ B. On construit la meˆme application que dans la preuve du Lemme 3.2.21, en rem-
plac¸ant w par g. Alors AgB est encore un sous-ensemble ge´ne´rique de G, donc il rencontre AwB.
Ainsi g ∈ AwB. 
Lemme 3.2.23 B ∩Bw = C◦(i) = T [w].
Preuve
L’inclusion C◦(i) ≤ B ∩ Bw est claire, puisqu’on a suppose´ i = jw ∈ C(w). D’autre part, les
Lemmes 3.2.19 et 3.2.21 impliquent A∩Bw = 1. Alors d’apre`s le Corollaire 3.2.18, B∩Bw ≤ C◦(i),
prouvant la premie`re e´galite´. La deuxie`me est dans le Corollaire 3.2.17. 
Preuve du The´ore`me 3.2.1
On conside`re de´sormais l’action de G sur l’espace G/B des cosets a` gauche de B par multipli-
cation a` gauche.
Cette action est doublement transitive. Il n’y a en effet que deux formes de cosets, a` savoir B
d’une part, et ceux du type awB pour a ∈ A, d’apre`s le Lemme 3.2.22. En outre il est clair que
B = GB agit transitivement sur les cosets de la forme awB.
G est un groupe de Zassenhaus (voir au-dessus de §3.2.1). Soit en effet g un e´le´ment de G
stabilisant B, wB, et un troisie`me coset awB avec a ∈ A#. Alors g ∈ B ∩ Bw = C◦(i) d’apre`s le
Lemme 3.2.23, mais aussi g ∈ B ∩ Bwa
−1
= (B ∩ Bw)a
−1
= C◦(i)a
−1
. Or C◦(i) ∩ (C◦(i))a
−1
= 1
d’apre`s le Corollaire 3.2.18, car nous avons pris a ∈ A#. Ainsi g = 1.
Ce groupe de Zassenhaus est scinde´. En effet A est un comple´ment normal de T [w] = GB,wB
dans B = GB .
Le stabilisateur de deux e´le´ments contient une involution. Il suffit par double transitivite´ de le
ve´rifier pour B et wB. Mais on a prouve´ que GB,wB = T [w], lequel contient i.
Le re´sultat d’identification (Fait 3.2.2) permet alors de conclure que
G ≃ PSL2(L),
ou` L est un corps alge´briquement clos de caracte´ristique diffe´rente de 2.
Dans G ≃ PSL2(L), les sous-groupes de Borel sont isomorphes a` L+⋊L
× ; c’est donc le cas du
sous-groupe B. On en de´duit que L et K sont de´finissablement isomorphes en tant que corps. Or
nous avons note´ au de´but de §3.2.2 que car(K) = p. Ceci ache`ve la preuve du The´ore`me 3.2.1. 
3.3 Cas II : ¬ Cas I
Pour montrer le The´ore`me 3.0.1 il reste a` prouver que l’hypothe`se (I) du The´ore`me 3.2.1 est
toujours ve´rifie´e. C’est ce que nous faisons ici avec le the´ore`me suivant.
The´ore`me 3.3.1 Soient G un groupe de rang de Morley fini simple connexe minimal de type
impair et de rang de Pru¨fer 1, et i une involution torique de G. On suppose que C◦(i) n’est pas un
sous-groupe de Borel de G. Soit B un sous-groupe de Borel contenant C◦(i). Si B admet p˜ pour
parame`tre d’unipotence maximal, alors Up˜(Z(F
◦(B))) 6≤ C◦(i).
Rappelons que si C◦(i) < B, alors B n’est pas abe´lien. En particulier ce n’est pas un bon tore,
et d’apre`s le Fait 1.8.14 il admet un parame`tre p˜ = (p, d) avec d > 0, que nous supposons maximal
comme dans la Notation 3.1.5.
D’autre part le The´ore`me 3.3.1 employe´ avec le The´ore`me 3.2.1 implique bien le re´sultat 3.0.1.
Nous nous attachons donc de´sormais, et jusqu’a` la fin de cet article, a` prouver le The´ore`me 3.3.1.
On suppose en vue d’une contradiction que la conclusion du The´ore`me 3.3.1, ou de manie`re
e´quivalente l’hypothe`se (I) de la section pre´ce´dente, est fausse, c’est-a`-dire que l’on fait l’hypothe`se
(II) : Up˜(Z(F
◦(B))) ≤ C◦(i).
La contradiction achevant cette longue section reposera sur un argument de “concentration”
incompatible avec la simplicite´ du groupe ambiant.
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Plus pre´cise´ment, les T [w] seront peu-a`-peu dessine´s. En §3.3.1, on explicitera leur comporte-
ment vis-a`-vis des involutions. Dans §3.3.2 et §3.3.3, on e´tablira que ce sont des groupes abe´liens.
Apre`s un de´tour par la the´orie des intersections maximales en §3.3.4, on montrera en §3.3.5 qu’il
s’agit de groupes tous de meˆme rang qu’un sous-groupe K tel que B = K ⋊ C◦(i). La Sous-
section3.3.6 est consacre´e a` prouver que ce sont des sous-groupes tous conjugue´s a` K. On de´duira
enfin que les conjugue´s de K se trouvent ge´ne´riquement dans B, ce qui est une contradiction a` la
simplicite´ de G.
De manie`re remarquable, la preuve s’interrompra de`s §3.3.2 si 0 < p < ∞ graˆce au the´ore`me
de Wagner. Il n’y a pas de conclusion mode`le-the´orique aussi soudaine en caracte´ristique ∞, et
l’e´tude se poursuit donc. Par ailleurs il faut noter que notre preuve fonctionnerait a` l’identique si
0 < p <∞.
3.3.1 Retour sur l’involution de B
Nous suivons les notations et re´sultats de §4, avec de´sormais l’hypothe`se supple´mentaire (II).
Remarque 3.3.2 Le Corollaire 3.1.4 et l’hypothe`se (II) impliquent que chaque involution de B
centralise Up˜(Z(F
◦(B))).
Lemme 3.3.3 C(i) ≤ N(B) (noter l’absence de “◦”).
Preuve
Up˜(Z(F
◦(B))) ≤ Up˜(C
◦(i)) selon l’hypothe`se (II). Si p < ∞, alors d’apre`s le Lemme 1.8.5, B
est l’unique sous-groupe de Borel contenant C◦(i). En particulier C(i) ≤ N(B). D’autre part si
p = ∞, alors d’apre`s le Corollaire 1.9.4 applique´ avec A = Up˜(Z(F
◦(B))) et U = Up˜(C
◦(i)), il
vient N(Up˜(C
◦(i))) ≤ N(B). Or il est clair que C(i) ≤ N(Up˜(C
◦(i))), ce qui ache`ve dans ce cas
aussi la preuve. 
On peut alors restreindre la structure du 2-sous-groupe de Sylow S, de´fini dans la Notation
3.1.1, comme suit.
Corollaire 3.3.4 S ∩ iG = {i}.
Preuve
Imme´diat d’apre`s le Lemme 3.3.3, le The´ore`me 3.1.10, et le fait que les 2-sous-groupes de Sylow
de B ne posse`dent qu’une involution. 
Corollaire 3.3.5
1. C(i) est connexe et inclus dans B.
2. S ≃ Z2∞ est connexe.
3. Toutes les involutions de G sont conjugue´es.
4. N(B) = B.
Preuve
Le point (1) vient du Corollaire 3.3.4 et du “The´ore`me Z∗”, Fait 1.3.11. Alors S ≤ C(i) = C◦(i)
qui est re´soluble, et S est donc connexe graˆce au Fait 1.4.4. Il est maintenant e´vident que les
involutions de G sont toutes conjugue´es d’apre`s le Fait 1.3.7. Le dernier point de´coule du premier
par un argument de Frattini dans N(B). 
Le Corollaire 3.3.5 n’est pas ne´cessaire a` notre preuve du The´ore`me 3.3.1. Nous travaillerons
essentiellement avec les involutions toriques, c’est-a`-dire les conjugue´es de i. A chaque fois que
nous montrerons qu’un sous-groupe est sans involution, ce sera un sous-groupe connexe, ce qui
nous rame`ne bien aux conjugue´e de i.
En conclusion, le Corollaire 3.3.5 donne une ide´e nette des involutions, mais en faisant intervenir
un outil sans rapport avec l’ide´e directrice. Pour en faire l’e´conomie, comme c’e´tait le cas dans les
premie`res versions de ce travail, il suffirait de choisir syste´matiquement les involutions de iG de`s le
corollaire suivant.
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Corollaire 3.3.6 Si x ∈ G# est centralise´ par une involution j et inverse´ par une autre involution
k, alors x est une involution.
Preuve
L’involution k normalise C(x) qui contient j. D’apre`s le Lemme 2.1.1, k et une C(x)-conjugue´e
j′ de j sont dans un meˆme 2-sous-groupe de Sylow de G. Le Corollaire 3.3.5 impose alors j′ = k,
et donc x = xj = xj
′
= xk = x−1. 
Lemme 3.3.7 Pour tout g ∈ G \N(B), B ∩Bg est sans involution.
Preuve
Si j ∈ I(B∩Bg), alors Up˜(Z(F
◦(B))) et son conjugue´ par g sont inclus dans Up˜(C
◦(j)) d’apre`s
la Remarque 3.3.2. Si p < ∞, on a imme´diatement g ∈ N(B) graˆce au Lemme 1.8.5. Si p = ∞,
le Lemme 1.9.1 avec A = U = Up˜(Z(F
◦(B))) entraˆıne que Up˜(B) est l’unique p˜-sous-groupe de
Sylow de G contenant Up˜(C
◦(j)). Le meˆme argument impose Up˜(B) = Up˜(B)
g, d’ou` g ∈ N(B). 
Le Lemme 3.3.7 et l’e´galite´ N(B) = B du Corollaire 3.3.5, impliquent que B est fortement
inclus dans G (voir De´finition 1.1.1). Le Fait 1.1.2 prouve bien que G est de 2-rang de Pru¨fer 1.
Mais pour nous cette conclusion est une hypothe`se !
3.3.2 Etude de T [w]
L’ensemble I0 de la Notation 3.1.27 est non-vide d’apre`s le Lemme 3.1.28. Nous fixons une
involution w ∈ I0. Le Corollaire 3.3.6 a une conse´quence importante sur l’ensemble T [w] de la
Notation 3.1.25.
Corollaire 3.3.8 T [w] ∩ (C(i))G = 1.
Preuve
T [w] est inverse´ par w et inclus dans B∩Bw qui est sans involution. D’apre`s le Corollaire 3.3.6,
T [w] est alors disjoint des C(ig) pour tout g ∈ G. 
Lemme 3.3.9 Pour tout t ∈ T [w]#, la cloˆture de´finissable d(t) est sans torsion.
Preuve
Soit sinon t d’ordre premier q dans T [w]. D’apre`s le Corollaire 3.3.8, q > 2.
B est sans q-unipotence. En effet si Uq(B) 6= 1, le sous-groupe Uq(B) · 〈t〉 est un q-groupe
nilpotent-par-fini infini. Selon le Fait 1.4.3, C◦
Uq(B)
(t) est non-trivial, or il est contenu dans Uq(C
◦(t)).
De meˆme, 1 6= C◦
Uq(Bw)
(t) ≤ Uq(C
◦(t)). Avec le Lemme 1.8.5, il vient alors Uq(C
◦(t)) ≤ B ∩ Bw,
et donc B = Bw, une contradiction. B est bien sans q-unipotence.
L’e´le´ment t est inclus dans un q-sous-groupe de Sylow de B, disons Q. Le Fait 1.4.3, en l’absence
de q-unipotence, implique alors que Q est un q-tore, qui centralise un 2-tore de B selon le Corollaire
1.5.4. En particulier t centralise une involution torique, une contradiction au Corollaire 3.3.8. 
Lemme 3.3.10 p =∞.
Preuve
Supposons p 6=∞. Soit A un sous-groupe B-minimal de Up(Z(F
◦(B))). Sous notre hypothe`se,
A est un p-groupe abe´lien e´le´mentaire.
Nous conside´rons alors l’action de B/CB(A) sur A. Le quotient est infini. En effet sinon, A est
central dans B, et A ≤ C◦(T [w]). Ce dernier sous-groupe est w-invariant, donc A et Aw sont inclus
dans un meˆme sous-groupe de´finissable strict de G. Graˆce au Lemme 1.8.5, on a la contradiction
habituelle B = Bw. Ainsi le quotient B/CB(A) est-il infini.
Comme en §3.2.2, le “the´ore`me du corps”, Fait 1.6.1, s’applique. La ve´rification des hypothe`ses
est imme´diate comme en §3.2.2. Il existe donc un corps alge´briquement clos K tel que
A ≃ K+ et B/CB(A) →֒ K
×,
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ou` les morphismes sont de´finissables. La caracte´ristique de K est le nombre premier p.
D’autre part, d’apre`s le Fait 1.8.3, B ∩ Bw est abe´lien. En particulier T [w] = d(T [w]) est un
groupe abe´lien de´finissable d’apre`s la Remarque 3.1.26.
Prouvons que T [w] se plonge de´finissablement dans K×. Pour cela montrons T [w]∩CB(A) = 1.
Soit en effet t ∈ CT [w](A). Si t 6= 1, alors A,A
w ≤ C◦(t), et l’on arrive graˆce au Lemme 1.8.5 a`
B = Bw, une contradiction. Ainsi T [w] ∩ C(A) = 1, et donc T [w] →֒ B/CB(A) →֒ K
×, ou` les
injections sont de´finissables.
Pourtant si t ∈ T [w]#, le the´ore`me de Wagner, Fait 1.6.3, impose que la cloˆture de´finissable
d(t) ≤ T [w] ne peut pas eˆtre sans torsion, une contradiction avec le Lemme 3.3.9. 
Le Lemme 3.3.10 pre´cise de manie`re un peu inattendue la caracte´ristique, et introduit une
rupture remarquable de la syme´trie entre les configurations p < ∞ et p = ∞. Le lecteur soucieux
de pre´server ce paralle´lisme, ou de´sirant faire l’e´conomie d’un re´sultat de the´orie des mode`les,
peut cependant poursuivre comme si de rien n’e´tait cet article, en envisageant l’e´ventualite´ p <∞
jusqu’a` apre`s la Proposition 3.3.25. La the´orie des intersections maximales de Burdges impliquerait
alors que B est sans q-unipotence pour chaque nombre premier q, et en particulier que p = ∞.
Il suffit pour arriver jusque la` sans le Lemme 3.3.10 de faire les ajustements ne´cessaires au cas
p <∞, c’est-a`-dire essentiellement utiliser le Lemme 1.8.5 partout ou` apparaˆıt le Lemme 1.9.1 ou
le Corollaire 1.9.4.
En caracte´ristique∞, la preuve continue sans recourir a` un re´sultat aussi mode`le-the´orique. Le
parame`tre d’unipotence p˜ de´fini dans la Notation 3.1.5 est de la forme (∞, d), avec d > 0.
Fermant cette parenthe`se, on revient au Lemme 3.3.9, et l’on en de´duit avec le Fait 1.4.1 que
la cloˆture de´finissable d(T [w]) est telle que
T [w] ⊆ d(T [w])◦ et d(T [w]) est un groupe connexe.
On va maintenant “e´loigner autant que possible” T [w] de F ◦(B). Commenc¸ons par un argument
ou` l’hypothe`se w ∈ I0, a` savoir rg(T [w]) ≥ rg((F
◦(B))−i), est cruciale.
Lemme 3.3.11 Soit w ∈ I0. Alors aucune involution de B n’inverse T [w].
Preuve
Soit j une involution de B inversant T [w]. Si t ∈ T [w]#, alors j inverse la cloˆture de´finissable
d(t). Avec le Fait 1.7.4 et les Lemmes 3.1.3 et 3.3.9, il vient d(t) ⊆ (F ◦(B))−j . Ceci prouve que
l’ensemble T [w] est inclus dans (F ◦(B))−j . En particulier, d(T [w]) est inclus dans F ◦(B), et donc
il est nilpotent. C’est ainsi un sous-groupe de´finissable connexe nilpotent inclus dans les deux sous-
groupe de Borel distincts B et Bw. En particulier, d’apre`s le Corollaire 1.8.34, d(T [w]) est abe´lien.
Alors graˆce a` la Remarque 3.1.26, T [w] = d(T [w]) est un groupe abe´lien de´finissable.
D’autre part, d’apre`s la de´finition de I0 auquel w appartient, T [w] est un sous-groupe de´finissable
ge´ne´rique de l’ensemble de´finissable (F ◦(B))−j . Comme ce dernier est de degre´ 1, T [w] est alors
l’unique sous-groupe de´finissable ge´ne´rique de (F ◦(B))−j . En particulier, C◦(j) le normalise.
Mais alors le groupe T [w]⋊C◦(j) est ge´ne´rique dans B, et donc B = T [w]⋊C◦(j). En particulier
B = N◦(T [w]) et w normalise B, une contradiction. 
Corollaire 3.3.12 Soit w ∈ I0. Alors T [w] 6⊆ F
◦(B).
Preuve
Supposons que T [w] ⊆ F ◦(B). Alors X = C◦(T [w]) contient Up˜(Z(F
◦(B))), qui est inclus dans
un p˜-sous-groupe de Sylow Uˆ de X. D’apre`s le Corollaire 2.1.6, une involution w1 conjugue´e sous X
a` w normalise Uˆ . Maintenant le Lemme 1.9.1 avec A = U = Up˜(Z(F
◦(B))) implique que Up˜(B) est
l’unique p˜-sous-groupe de G contenant Uˆ . Ce dernier e´tant w1-invariant, il vient Up˜(B) = Up˜(B)
w1 .
Passant aux normalisateurs connexes et graˆce au The´ore`me 3.1.10, on a w1 ∈ B. Or w1, tout comme
w, inverse T [w]. Ceci contredit le lemme 3.3.11. 
On renforce ce dernier re´sultat.
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Lemme 3.3.13 Soit w ∈ I0. Alors il existe t dans T [w]
# dont la cloˆture de´finissable d(t) ne
centralise pas Up˜(Z(F
◦(B))).
Preuve
Supposons au contraire que d(t) centralise Up˜(Z(F
◦(B))) pour tout t ∈ T [w]#. Il vient alors
Up˜(Z(F
◦(B))) ≤ C◦(d(t)). Soit Uˆ un p˜-sous-groupe de Sylow de C◦(d(t)) contenant Up˜(Z(F
◦(B))).
Comme C◦(d(t)) est w-invariant, d’apre`s le Corollaire 2.1.6 il existe une involution w1 conjugue´e
sous C◦(d(t)) a` w et qui normalise Uˆ . Nous argumentons alors comme dans la preuve du Corollaire
3.3.12. Le Lemme 1.9.1 avec A = U = Up˜(Z(F
◦(B))) implique que Up˜(B) est l’unique p˜-sous-
groupe de G contenant Uˆ . Ce dernier e´tant w1-invariant, il vient Up˜(B) = Up˜(B)
w1 . Passant aux
normalisateurs connexes et graˆce au The´ore`me 3.1.10, on a w1 ∈ B.
Tout comme w, l’involution w1 de B inverse d(t). Donc d(t) ≤ F
◦(B) graˆce au Fait 1.7.4 et
au Lemme 3.3.9. Cela e´tant vrai pour tout t ∈ T [w]#, nous avons montre´ T [w] ⊆ F ◦(B), une
contradiction avec le Corollaire 3.3.12. 
Corollaire 3.3.14 Soit w ∈ I0. Alors il existe un entier s ≥ 1 et un (∞, s)-sous-groupe abe´lien
de d(T [w]) qui est inclus dans T [w] et qui ne centralise pas Up˜(Z(F
◦(B))).
Preuve
La cloˆture de´finissable d(t) du Lemme 3.3.13 est un groupe de´finissable abe´lien non-trivial et
sans torsion d’apre`s le Lemme 3.3.9. D’apre`s le Fait 1.4.1 et par choix de t, il en va de meˆme du
quotient d(t) dans la projection modulo Cd(t)(Up˜(Z(F
◦(B)))). Selon le Fait 1.8.14, d(t) admet un
parame`tre d’unipotence qui est ne´cessairement de la forme (∞, s) avec s ≥ 1. Maintenant le Fait
1.8.17 (2) implique qu’il existe un (∞, s)-sous-groupe de´finissable de d(t) qui n’est pas nul dans la
projection, c’est-a`-dire qui ne centralise pas Up˜(Z(F
◦(B))). Ce sous-groupe convient. 
Notation 3.3.15 Soient, comme dans le Corollaire 3.3.14, s un entier ≥ 1 et Ts un (∞, s)-groupe
abe´lien inclus dans T [w]. (Ainsi a-t-on Ts 6≤ C
◦(Up˜(Z(F (B))))).
Faisons aussitoˆt trois remarques a` garder a` l’esprit.
Remarque 3.3.16
1. Ts 6≤ F
◦(B), par de´finition.
2. 1 ≤ s < d∞(B), car sinon Ts ≤ F
◦(B) avec le Fait 1.8.23.
3. Aucune involution de B n’inverse Ts (cf. de´but de la preuve du Lemme 3.3.11).
3.3.3 Commutativite´ de B ∩Bw
Un grand pas vers la compre´hension de T [w] se fait dans la proposition suivante.
Proposition 3.3.17 Soit w ∈ I0. Alors B ∩B
w est abe´lien.
Avant la preuve de cette importante proposition, en voici un corollaire tre`s instructif sur T [w],
qui e´tait jusqu’ici bien myste´rieux.
Corollaire 3.3.18 Soit w ∈ I0. Alors T [w] est un groupe abe´lien de´finissable et connexe.
Preuve
Une fois e´tabli dans la Proposition 3.3.17 que B ∩ Bw est abe´lien, il suffira d’appliquer la
Remarque 3.1.26 et le point mentionne´ au-dessus du Lemme 3.3.11. 
Nous prouvons de´sormais la Proposition 3.3.17. Soit w ∈ I0 et supposons (B∩B
w)′ 6= 1. Soient
X = F ◦(B) ∩ F ◦(Bw) 6= 1 et N = N◦(X).
Lemme 3.3.19 d∞(N) > d (voir Notation 3.1.5).
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Preuve
Up˜(Z(F
◦(B))) ≤ N . Si l’on a l’e´galite´ d∞(N) = d, alors Up˜(Z(F
◦(B))) ≤ Up˜(N) ≤ F
◦(N)
d’apre`s le Fait 1.8.23. Pourtant d’apre`s le Lemme 1.9.1, ou` Up˜(Z(F
◦(B))) joue les deux roˆles,
Up˜(B) est l’unique p˜-sous-groupe de Sylow de G contenant Up˜(Z(F
◦(B))). En particulier Up˜(B)
est l’unique p˜-sous-groupe de Sylow de G contenant Up˜(N). Comme ce dernier est w-invariant,
Up˜(B) et B le sont aussi, et le The´ore`me 3.1.10 implique w ∈ B, une contradiction. 
Corollaire 3.3.20 Z(F ◦(B)) ≤ C(i).
Preuve
Sinon le groupe Y = (Z(F ◦(B)))−i 6= 1 est normal dans B et inverse´ par chaque involution de
B d’apre`s le Lemme 3.1.3.
Soit maintenant Uˆ un p˜-sous-groupe de Sylow deN contenant Up˜(Z(F
◦(B))). Comme w norma-
lise N , d’apre`s le Corollaire 2.1.6, il existe une involution w1 conjugue´e a` w sous N et qui normalise
Uˆ . Mais le Lemme 1.9.1 ou` Up˜(Z(F
◦(B))) joue les deux roˆles, implique que Up˜(B) est l’unique
p˜-sous-groupe de Sylow de G qui contient Up˜(Z(F
◦(B))), et en particulier l’unique p˜-sous-groupe
de Sylow de G qui contient Uˆ . Comme ce dernier est w1-invariant, il vient w1 ∈ N(Up˜(B)) = N(B),
et le The´ore`me 3.1.10 implique w1 ∈ B.
D’apre`s les Lemmes 3.1.8 et 3.3.19, l’involution w1 inverse U∞(N). Mais elle inverse aussi
Y ≤ N . Avec le Lemme 1.3.1, il vient U∞(N) ≤ C
◦(Y ) ≤ B, une contradiction au Lemme 3.3.19.

Lemme 3.3.21 X est p˜-homoge`ne.
Preuve
D’apre`s le Corollaire 3.3.20 et le Lemme 3.1.3, F ◦(B) n’est pas abe´lien. Selon le Fait 1.8.4,
F (B) ∩ F (Bw) est sans torsion. En particulier X = F (B) ∩ F (Bw) = (F (B) ∩ F (Bw))◦ est sans
torsion. Il est q˜-homoge`ne pour un certain parame`tre d’unipotence q˜ selon le Lemme 1.10.1.
Une conse´quence du Lemme 3.3.19 est que N 6≤ B. En particulier, (N ∩ B)◦ = N◦B(X) est
inclus dans deux sous-groupes de Borel distincts. D’apre`s le Fait 1.8.32, son de´rive´ Y = (N◦B(X))
′
est homoge`ne. Y n’est pas trivial car Y ≥ (B ∩ Bw)′ 6= 1. Soit r˜ = (∞, ℓ) l’unique parame`tre
d’unipotence de Y .
Maintenant K = [Ts, Up˜(Z(F
◦(B)))] est un p˜-groupe p˜-homoge`ne d’apre`s le Fait 1.8.26, et
non-trivial par choix de Ts, Notation 3.3.15. Comme Ts ≤ B ∩ B
w ≤ B ∩ N et que d’autre part
Up˜(Z(F
◦(B))) ≤ CB(X) ≤ B ∩ N , on a K ≤ (N
◦
B(X))
′ = Y . En particulier p˜ = r˜ et Y est
p˜-homoge`ne.
Comme X est sans torsion, (B ∩Bw)′ suppose´ non-trivial est un groupe connexe. Il est inclus
dans X et dans Y qui sont chacun homoge`ne, et donc il vient q˜ = r˜ = p˜. Ainsi X est p˜-homoge`ne.

Preuve de la Proposition 3.3.17
D’apre`s le Lemme 3.3.21 et la de´composition centrale du Fait 1.8.18, Fs(B) ≤ C
◦(X) ≤ N .
Comme N 6≤ B d’apre`s le Lemme 3.3.19, le Corollaire 1.8.34 implique que Fs(B) est abe´lien, et
donc central dans F ◦(B) toujours d’apre`s le Fait 1.8.18. Le Corollaire 3.3.20 implique alors que i
centralise Fs(B), lequel contient U(∞,s)(B
′).
D’apre`s le Fait 1.5.1, S◦ est inclus dans un sous-groupe de Carter Q de B. En parituclier i est
centrale dans Q, et centralise donc U(∞,s)(H
′) ·U(∞,s)(Q), qui est un (∞, s)-sous-groupe de Sylow
de H d’apre`s le Fait 1.8.30.
Comme les sous-groupes de cette nature sont conjugue´s dans B et que Ts est inclus dans l’un
d’eux, il vient qu’une B-conjugue´e de i centralise Ts, ce qui contredit le Corollaire 3.3.8. 
Le Corollaire 3.3.18 est maintenant lui aussi de´montre´.
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3.3.4 Une intersection non abe´lienne de paire maximale
Nous allons a` pre´sent utiliser la the´orie des intersections de paires maximales de sous-groupes de
Borel dans les groupes simples connexes minimaux. La premie`re e´tape consiste a` nous ramener au
cas des intersections non-abe´liennes pour utiliser l’artillerie des §1.8.7 et 1.10. Ceci nous permettra
de progresser dans l’e´tude de B, ce que nous ferons en §3.3.5.
Depuis le Lemme 3.3.10, nous savons que p = ∞. Rappelons de la Proposition 3.3.17 et du
Corollaire 3.3.18 que si w ∈ I0, alors B∩B
w est abe´lien, et T [w] en est un sous-groupe de´finissable
connexe. Fixons comme dans la Notation 3.3.15 un (∞, s)-sous-groupe Ts de T [w] qui ne centralise
pas Up˜(Z(F
◦(B))). Ces rappels e´nonce´s, nous reprenons.
Lemme 3.3.22 Il existe un sous-groupe de Borel distinct de B et contenant C◦(Ts).
Preuve
C◦(Ts) est inclus dans un sous-groupe de Borel ; si c’est B, on conjugue par w, et B
w 6= B
convient. 
Notation 3.3.23 Soit BM 6= B un sous-groupe de Borel contenant C
◦
B(Ts), distinct de B, et
maximisant H = (B ∩BM )
◦ parmi de telles intersections.
Ecrivons pour fixer les ide´es que
Ts ≤ T [w] ≤ (B ∩B
w)◦ ≤ C◦B(Ts) ≤ H.
Nous montrerons que la paire (B,BM ) est maximale, a` l’aide du Fait 1.8.31. Pour ce faire, nous
allons dans la Proposition 3.3.25 prouver la non-abe´lianite´ de H, ce qui est notre premie`re e´tape.
Lemme 3.3.24 Soit BM comme dans la Notation 3.3.23. Alors F
◦(BM ) est sans involution.
Preuve
Si F ◦(BM ) posse`de une involution k, alors k est torique dans F
◦(BM ) et centrale dans BM . En
particulier le centralisateur de k ∈ iG est un sous-groupe de Borel, une contradiction. 
Proposition 3.3.25 H n’est pas abe´lien.
Preuve
Supposons H abe´lien. Il vient H = C◦B(Ts). Le groupe abe´lien H est inclus dans C
◦(Ts), donc
2⊥. Selon le Fait 1.5.3, H n’est pas un sous-groupe de Carter de B, et H < N◦B(H). Si B2 est un
sous-groupe de Borel distinct de B et contenant N◦(H), alors C◦B(Ts) = H < N
◦
B(H) ≤ (B∩B2)
◦,
une contradiction a` la maximalite´ de H. Ainsi B est l’unique sous-groupe de Borel contenant
N◦(H). En particulier N◦
C◦(Ts)
(H) ≤ C◦B(Ts) = H, et H est un sous-groupe de Carter de C
◦(Ts).
D’apre`s le Corollaire 2.1.5, il existe une involution w1 conjugue´e a` w sous C
◦(Ts) et qui normalise
H. Puisque B est le seul sous-groupe de Borel contenant N◦(H), il vient w1 ∈ N(B), et donc
w1 ∈ B d’apre`s le The´ore`me 3.1.10. L’involution w1, tout comme w, inverse Ts, une contradiction
a` la Remarque 3.3.16 (3). 
La paire de sous-groupes de Borel (B,BM ) est maximale. En effet soit B2 un sous-groupe de
Borel distinct de B, et tel que (B∩B2) ≥ H. Alors B2 ≥ H ≥ C
◦
B(Ts), donc B2 est comme dans la
Notation 3.3.23. D’apre`s la maximalite´ de H au sens de la Notation 3.3.23, on a (B ∩ B2)
◦ = H.
Ainsi H est maximal au sens du Fait 1.8.31 (3), ce qui implique que la paire (B,BM ) est maximale
au sens de §1.8.7.
Nous voici donc sous les hypothe`ses typiques des §1.8.7 et 1.10. Sans perdre de vue que notre
but principal est l’e´tude du sous-groupe de Borel B, commenc¸ons par de´terminer d∞(H
′), degre´
d’unipotence du de´rive´ de l’intersection H.
Lemme 3.3.26 d∞(H
′) = s.
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Preuve
Sinon, d’apre`s le Fait 1.8.32, U(∞,s)(H
′) = 1. En particulier, le Fait 1.8.30 impose que les
(∞, s)-sous-groupes de Sylow de H sont de la forme U(∞,s)(Q), pour Q un sous-groupe de Carter
de H. Ainsi Ts est inclus dans un sous-groupe de Carter Q de H.
Par ailleurs Q n’est pas sous-groupe de Carter de B. En effet s’il l’est, il contient un 2-sous-
groupe de Sylow S1 de B d’apre`s le Corollaire 1.5.3. Ce 2-sous-groupe de Sylow est connexe d’apre`s
le Fait 1.4.4, et torique en l’absence de 2-unipotence. Mais comme Q est nilpotent, le 2-tore S1 est
central dans Q. En particulier Ts commute a` S1, une contradiction au Corollaire 3.3.8. Donc Q
n’est pas un sous-groupe de Carter de B. En particulier, N◦B(Q) > Q.
Comme dans le Lemme 1.10.2, on note r′ = d∞(H) etQr′ = U(∞,r′)(Q). Ce sous-groupe est non-
trivial et central dansH d’apre`s le Lemme 1.10.2. SiN◦B(Qr′) = H, alors commeN
◦(Q) ≤ N◦(Qr′),
il vient N◦B(Q) ≤ H. Or N
◦
H(Q) = Q, donc Q est un sous-groupe de Carter de B, une contradiction.
Ainsi N◦B(Qr′) > H. L’examen de la trichotomie du Lemme 1.10.2 ne laisse alors subsister que le
cas ou` B est l’unique sous-groupe de Borel contenant N◦(Qr′). En particulier N(Q) ≤ N(B).
Il vient N◦
C(Ts)
(Q) ≤ C◦B(Ts) ≤ H par choix de H, donc Q est un sous-groupe de Carter de
C◦(Ts). D’apre`s le Corollaire 2.1.5, il existe une involution w1 conjugue´e a` w sous C
◦(Ts) et qui
normalise Q. Alors w1 ∈ N(Q) ≤ N(B), donc w1 ∈ B d’apre`s le The´ore`me 3.1.10. L’involution w1,
conjugue´e a` w par C◦(Ts), inverse Ts, une contradiction a` la Remarque 3.3.16 (3). 
La the´orie ge´ne´rale de §1.8.7 nous apprend l’“asyme´trie” de la configuration, a` savoir l’ine´galite´
d∞(B) 6= d∞(BM ). Nous pre´cisons par le lemme suivant.
Lemme 3.3.27 d > d∞(BM ) (voir Notation 3.1.5).
Preuve
Supposons au contraire d∞(BM ) > d∞(B). D’apre`s le Fait 1.8.33 (4), pour chaque ℓ 6= d∞(H
′)
on a alors Fℓ(B) ≤ Z(H). Mais graˆce au Lemme 3.3.26 et a` la Remarque 3.3.16 (2), il vient
d∞(H
′) = s < d∞(B) = d. Ainsi Up˜(B) = Fd(B) ≤ Z(H) ≤ C(Ts), contre la Notation 3.3.15. 
Terminons l’e´tude de la configuration de´crite dans le Fait 1.8.33 par celle des sous-groupes de
Carter. Soit Q un sous-groupe de Carter de H. D’apre`s le Fait 1.8.33 (5) et au vu du Lemme
3.3.27, Q est un sous-groupe de Carter de B. Mais un sous-groupe de Carter de B en contient un
2-sous-groupe de Sylow d’apre`s le Corollaire 1.5.3. A B-conjugaison pre`s, on peut donc supposer
que S◦ ≤ Q ≤ H.
Notation 3.3.28 Soit Q un sous-groupe de Carter de H contenant S◦.
Lemme 3.3.29 Q est un sous-groupe de Carter de G.
Preuve
{i} = I(Q) est caracte´ristique dans Q, donc N◦G(Q) ≤ C
◦(i) ≤ B. Ainsi N◦G(Q) ≤ N
◦
B(Q) = Q.

3.3.5 Conse´quences dans B
Nous tirons maintenant parti de l’e´tude mene´e en §3.3.4 de la paire maximale d’intersection
non-abe´lienne (B,BM ) pour pre´ciser finement la structure de B. Commenc¸ons par donner un
re´sume´ des informations les plus pertinentes que nous venons d’obtenir.
BM est un sous-groupe de Borel distinct de B et contenant C
◦
B(Ts).
H = (B ∩BM )
◦ est l’intersection d’une paire maximale.
H n’est pas abe´lien d’apre`s la Proposition 3.3.25.
d∞(H
′) = s d’apre`s le Lemme 3.3.26.
d∞(B) > d∞(BM ) d’apre`s le Lemme 3.3.27.
i ∈ S◦ ≤ H d’apre`s la Notation 3.3.28.
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Lemme 3.3.30 B est l’unique sous-groupe de Borel contenant C◦(Fs(B)).
Preuve
C’est le Fait 1.8.33 (6). 
Notation 3.3.31 On note Σ = Fs(H) = U(∞,s)(H). (voir Fait 1.8.33 (3).)
Lemme 3.3.32 Σ est un (∞, s)-sous-groupe de Sylow abe´lien et sans involution de B. En outre
T [w] ≤ Σ ≤ F ◦(BM ) et N
◦(Σ) ≤ BM .
Preuve
Le Fait 1.8.33 (3) implique N◦(Σ) ≤ BM . En particulier, si W est un (∞, s)-sous-groupe
de Sylow de B contenant Σ, alors N◦W (Σ) ≤ H, et U(∞,s)(N
◦
W (Σ)) = Σ. Avec la condition de
normalisateur 1.8.27, il vient Σ =W , et Σ est donc un (∞, s)-sous-groupe de Sylow de B.
Le groupe Σ est de´finissable, connexe, nilpotent, et inclus dans les deux sous-groupes de Borel
distincts B et BM . Le Corollaire 1.8.34 implique alors qu’il est abe´lien. Σ ≤ F
◦(BM ) d’apre`s le
Fait 1.8.33 (3). Cela implique au vu du Lemme 3.3.24 que Σ est sans involution.
Nous montrons a` pre´sent que T [w] est un (∞, s)-sous-groupe de H. Pour cela, nous montrons
meˆme que T [w] est (∞, s)-homoge`ne. Ceci ache`vera la preuve, puisqu’il en de´coulera T [w] ≤ Σ par
de´finition de Σ. Supposons que U(∞,ℓ)(T [w]) 6= 1 pour un ℓ 6= s. Alors les Faits 1.8.32 et 1.8.30 font
que U(∞,ℓ)(T [w]) est inclus dans un sous-groupe de Carter de H. Or chaque sous-groupe de Carter
de H, comme Q de´fini dans la Notation 3.3.28, contient dans son centre un 2-sous-groupe de Sylow
de B. Un e´le´ment non trivial de T [w] commute donc avec une involution torique, ce qui contredit
le Corollaire 3.3.8. Ainsi U(∞,ℓ)(T [w]) = 1 pour chaque ℓ 6= s. Comme en outre T [w] est sans
torsion d’apre`s le Lemme 3.3.9 et le Corollaire 3.3.18, on en de´duit que T [w] est un (∞, s)-groupe
(∞, s)-homoge`ne. Ceci termine la preuve du lemme. 
Notation 3.3.33 Soit K = Σ−i .
Bien noter qu’a priori, cette de´finition de´pend de w, de BM , et de i dans H. Le groupe K
permet enfin de scinder B.
Lemme 3.3.34 K = (F ◦(B))−i ne de´pend que de B, et B = K ⋊ C◦(i). En outre K est un
(∞, s)-groupe et rg(K) = rg(T [w]). Enfin B est l’unique sous-groupe de Borel contenant C◦(K).
Preuve
L’inclusion K ⊆ (F ◦(B))−i est claire avec le Fait 1.7.4, puisque K ≤ Σ qui est sans involution
d’apre`s le Lemme 3.3.32.
Maintenant Σ e´tant 2⊥, on a Σ = CΣ(i)×K. Or CΣ(i) ∩ T [w] = 1 d’apre`s le Corollaire 3.3.8.
Il vient rg(T [w]) ≤ rg(Σ) − rg(CΣ(i)) = rg(K) ≤ rg((F
◦(B))−i) ≤ rg(T [w]), la dernie`re ine´galite´
provenant de l’hypothe`se w ∈ I0. Ainsi rg(K) = rg(T [w]) = rg((F
◦(B))−i).
A pre´sent nous employons le meˆme argument que pour prouver le Lemme 3.3.11. Le groupe
K est l’unique sous-groupe de´finissable ge´ne´rique de l’ensemble (F ◦(B))−i qui est de degre´ 1. En
particulier, K est normalise´ par C◦(i), et donc K ⋊ C◦(i) est un sous-groupe ge´ne´rique de B qui
est connexe. On a ainsi B = K ⋊C◦(i). Comme F ◦(B) est 2⊥, on raisonne comme dans le Lemme
3.2.13 pour prouver que K = (F ◦(B))−i . Mais cela prouve aussi que K ne de´pend que de B.
Pour conclure, K = [Σ, i] ≤ H ′ est un (∞, s)-sous-groupe de Σ au vu du Fait 1.8.32. En outre
K ≤ H ′ ≤ F (B)∩F (BM ) = Fs(B) d’apre`s le Fait 1.8.33 (6). En particulier, C
◦(Fs(B)) ≤ C
◦(K).
Le Lemme 3.3.30 implique alors que B est l’unique sous-groupe de Borel contenant C◦(K). Tous
les points sont prouve´s. 
Remarque 3.3.35 K et T [w] partagent ainsi certaines proprie´te´s. On va montrer dans le Lemme
3.3.39 ci-dessous qu’ils sont en fait conjugue´s dans G.
Corollaire 3.3.36 BM est sans q-unipotence pour chaque nombre premier q.
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Preuve
K ≤ Σ ≤ F ◦(BM ) d’apre`s le Lemme 3.3.32. Si Uq(BM ) 6= 1, alors Uq(BM ) ≤ C
◦(K) ≤ B
d’apre`s le Lemme 3.3.34. En particulier, Uq(BM ) ≤ B ∩ BM , et le Lemme 1.8.5 impose B = BM ,
une contradiction. 
Lemme 3.3.37 Σ = C◦
Fs(BM )
(T [w]).
Preuve
Puisque T [w] ≤ Σ ≤ Fs(BM ) et que Σ est abe´lien, l’inclusion Σ ≤ C
◦
Fs(BM )
(T [w]) est claire.
Supposons-la stricte. Soit alors z ∈ C◦
Fs(BM )
(T [w]) \ Σ. Comme i ∈ BM normalise Fs(BM ) et
que Fs(BM ) est 2
⊥ d’apre`s le Lemme 3.3.24, le Fait 1.3.2 donne une de´composition univoque
Fs(BM ) = CFs(BM )(i)·(Fs(BM ))
−i , chaque ensemble dans ce produit e´tant de degre´ 1 par connexite´
de Fs(BM ). Ainsi CFs(BM )(i) = C
◦
Fs(BM )
(i) ≤ C◦(i) < B, donc CFs(BM )(i) ≤ (B ∩ BM )
◦ = H.
Mais d’apre`s le Fait 1.8.21, CFs(BM )(i) est un (∞, s)-groupe, donc CFs(BM )(i) ≤ U(∞,s)(H) = Σ
selon la Notation 3.3.31. Ainsi peut-on meˆme supposer que z ∈ (Fs(BM ))
−i , de sorte que zi = z−1.
Alors pour t ∈ (T [w])#, on a [z, t] = 1, donc [zi, t] = 1, et [z, ti] = 1. En particulier, z commute
a` [t, i] ∈ [T [w], i] ≤ [Σ, i] ≤ K. Or [t, i] 6= 1 d’apre`s le Corollaire 3.3.8. Mais B est l’unique sous-
groupe de Borel contenant C◦(K) d’apre`s le Lemme 3.3.34, et donc a` plus forte raison l’unique
sous-groupe de Borel contenant C◦([t, i]). Comme ce dernier est normalise´ par z, il vient z ∈ N(B).
Soit n l’ordre de N(B)/B, de sorte que zn ∈ B. D’apre`s le Corollaire 3.3.36, la torsion de
F ◦(BM ) est torique, et donc centrale dans BM . En particulier elle est centralise´e par i ∈ H ≤ BM .
Comme F ◦(BM ) est 2
⊥ d’apre`s le Lemme 3.3.24, le seul e´le´ment d’ordre fini de F ◦(BM ) inverse´ par
i est 1. La cloˆture de´finissable d(z), inverse´e par i et incluse dans F ◦(BM ), est donc sans torsion.
En particulier zn ∈ B ⇒ z ∈ B d’apre`s le Fait 1.4.1. La de´composition donne´e dans le Lemme
3.3.34 implique une e´criture z = kc pour un k ∈ K et un c ∈ C◦(i). Il vient k−1z = c = ci =
(k−1z)i = k−izi = kz−1, d’ou` z2 = k2 ∈ K. Ainsi l’image de z dans d(z)/(d(z) ∩K) est d’ordre
≤ 2. Comme d(z) est sans torsion, le Fait 1.4.1 implique z ∈ K. Or avec la Notation 3.3.31 et le
Lemme 3.3.34, K ≤ U(∞,s)(H) = Σ, donc z ∈ Σ, une contradiction. 
Proposition 3.3.38 Σ est un (∞, s)-sous-groupe de Sylow de C◦(T [w]).
Preuve
Rappelons que d∞(H
′) = s d’apre`s le Lemme 3.3.26. Soit U un (∞, s)-sous-groupe de C◦(T [w])
contenant Σ = U(∞,d∞(H′))(H). D’apre`s le Lemme 1.10.3, on a U ≤ BM .
Selon le Lemme 3.3.29, un sous-groupe de Carter de H est un sous-groupe de Carter de G. On
peut alors appliquer le Lemme 1.10.4, et Fs(BM ) est donc l’unique (∞, s)-sous-groupe de Sylow
de BM . En particulier U ≤ Fs(BM ).
Ainsi il vient Σ ≤ U ≤ C◦
Fs(BM )
(T [w]) = Σ avec le Lemme 3.3.37, et Σ est donc un (∞, s)-sous-
groupe de Sylow de C◦(T [w]). 
3.3.6 Retour a` T [w] et contradiction finale
Dans cette sous-section nous conjuguons les sous-groupes T [w] au sous-groupe K, ce qui permet
de prouver que les G-conjugue´s de K se concentrent ge´ne´riquement dans B.
Lemme 3.3.39 Soit w dans I0. Alors il existe g ∈ G tel que T [w] = K
g.
Preuve
D’apre`s la Proposition 3.3.38, Σ est un (∞, s)-sous-groupe de Sylow de C◦(T [w]). D’apre`s
le Corollaire 2.1.6, il existe une involution w1 conjugue´e a` w par C
◦(T [w]) et qui normalise Σ.
Mais alors w1 inverse T [w]. D’autre part w1 6∈ N(B). En effet, sinon w1 est d’apre`s le The´ore`me
3.1.10 une involution de B inversant T [w], une contradiction a` la Remarque 3.3.16 (3). On a
rg(T [w1]) ≥ rg(T [w]) ≥ rg(F
◦(B))−i puisque w ∈ I0. Ainsi w1 ∈ I0.
Toute l’analyse pre´ce´dente pour w vaut encore pour w1. En particulier T [w1] est un groupe
abe´lien, de´finissable et connexe d’apre`s le Corollaire 3.3.18. Son rang est exactement celui de K
d’apre`s le Lemme 3.3.34. L’inclusion T [w] ⊆ T [w1] se transforme ainsi en e´galite´ de groupes.
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Maintenant i et w1 normalisent Σ. Comme elles sont toutes deux toriques, le Corollaire 3.3.4
impose que i et w1 sont conjugue´es dans N(Σ). Il existe donc g ∈ N(Σ) tel que w1 = i
g. Ainsi
T [w] = T [w1] ≤ Σ
−w1 = (Σ−i)g = Kg,
et l’e´galite´ de rangs dans le Lemme 3.3.34 implique l’e´galite´ de ces sous-groupes. 
Lemme 3.3.40 Soit g ∈ G. Alors K ∩ Kg 6= 1 si et seulement si g ∈ N(B). On a de plus
iG ∩N(Kg) = (iK)g, et toutes ces involutions sont Kg-conjugue´es.
Preuve
Si g ∈ N(B) = N(K) d’apre`s le Lemme 3.3.34, on a K = Kg, donc un sens est trivial. Soit pour
la re´ciproque g ∈ G tel que K ∩Kg 6= 1. L’involution i normalise K ∩Kg et N = N◦(K ∩Kg).
On sait depuis le Lemme 3.3.10 que p = ∞. Il est clair que Up˜(Z(F
◦(B))) et Up˜(Z(F
◦(Bg)))
sont inclus dans N , de sorte que d∞(N) ≥ d∞(B). Nous disons que d∞(N) = d∞(B). En effet si
d∞(N) > d∞(B), alors i inverse U∞(N) d’apre`s le Lemme 3.1.8. Il vient [K ∩ K
g, U∞(N)] = 1
graˆce au Lemme 1.3.1. En particulier U∞(N) ≤ C
◦(K ∩ Kg) ≤ B avec le Lemme 3.3.34, une
contradiction. Ainsi d∞(N) = d∞(B), et Up˜(N) est un p˜-groupe. Alors le Lemme 1.9.1 applique´
avec U = A = Up˜(Z(F
◦(B))) donne que Up˜(B) est l’unique p˜-sous-groupe de Sylow de G contenant
Up˜(N). Mais le meˆme argument donne aussi que Up˜(B
g) est l’unique p˜-sous-groupe de Sylow de
G contenant Up˜(N). Il vient Up˜(B) = Up˜(B
g) et g ∈ N(B).
Enfin I(N(Kg)) = I(N(K))g = I(N(B))g. Or d’apre`s le The´ore`me 3.1.10, les involutions
toriques de N(B) sont dans B. Ainsi iG ∩N(Kg) = I(Bg) = (iK)g avec le Lemme 3.1.3. 
Apre`s cette analyse pousse´e des sous-groupes en pre´sence, nous concluons par deux simples
calculs de rang qui produisent la contradiction finale. Commenc¸ons par une conse´quence du Lemme
3.3.40 pre´cisant le Lemme 3.3.39.
Corollaire 3.3.41 Soient w1, w2 ∈ I0. Alors T [w1] ∩ T [w2] 6= 1 si et seulement si T [w1] = T [w2]
si et seulement si w1 et w2 sont conjugue´es par T [w1].
Preuve
D’apre`s le Lemme 3.3.39, T [w1] = K
g1 et T [w2] = K
g2 pour des e´le´ments g1 et g2 de G. Si
T [w1]∩T [w2] 6= 1, on a d’apre`s le Lemme 3.3.40 g2g
−1
1 ∈ N(K), d’ou` T [w1] = K
g1 = Kg2 = T [w2].
Le Lemme 3.3.40 prouve aussi que w1 et w2 sont conjugue´es parK
g1 = T [w1]. Enfin si w1 = w
t
2 pour
un t ∈ T [w1]
#, alors tw2 = w2tw2 = w
t−1
1 tw
t−1
1 = tw1t
−1ttw1t
−1 = tw1tw1t
−1 = tt−1t−1 = t−1.
Ainsi t est inverse´ par w1 et par w2, et donc T [w1] ∩ T [w2] 6= 1. 
Corollaire 3.3.42 rg
(⋃
w∈I0
T [w]
)
= rg (G)− rg (C(i)) .
Preuve
Selon le Corollaire 3.3.41,⋃
w∈I0
T [w] =
∐
w∈I0 modulo T [w1]=T [w2]
T [w],
l’union disjointe e´tant indexe´e par un ensemble de rang rg(I0) − rg(T [w]) = rg(i
G) − rg(K) et
chaque terme e´tant de rang rg(K) d’apre`s le Lemme 3.3.34 ou le Lemme 3.3.39. Le rang calcule´
est donc rg(iG) = rg(G)− rg(C(i)). 
D’autre part le Lemme 3.3.40 permet aussi de calculer rg(KG).
Corollaire 3.3.43 rg
(
KG
)
= rg (G)− rg (C(i)) .
Preuve
D’apre`s le Lemme 3.3.34, rg(N(K)) = rg(B). Maintenant graˆce au Lemme 3.3.40, il vient
rg
(
KG
)
= rg (G) − rg (B) + rg (K) = rg (G) − rg (B/K), et la factorisation du Lemme 3.3.34
permet de conclure. 
Le Lemme 3.3.39 et les Corollaires 3.3.42 et 3.3.43 prouvent comme suit que les conjugue´s de
K se retrouvent majoritairement dans B.
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Corollaire 3.3.44
⋃
w∈I0
T [w] est un sous-ensemble ge´ne´rique de KG. En particulier B ∩ (KG)
est ge´ne´rique dans KG.
Preuve du The´ore`me 3.3.1
Les Corollaires 1.2.2 et 3.3.44 contredisent la simplicite´ de G, et cette contradiction ache`ve la
preuve du The´ore`me 3.3.1. 
Le The´ore`me 3.0.1 est alors de´montre´, ainsi que son Corollaire 3.0.2. 
Nous rappelons que d’apre`s le Fait 1.4.5, le The´ore`me 3.0.1 et le Corollaire 3.0.2 valent sans
l’hypothe`se de toricite´ de l’involution.
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Chapitre 4
Entr’acte
Trois e´tudes forment ce chapitre. La premie`re est une tentative de de´crire un e´ventuel “monstre”
de rang de Morley fini, a` savoir un groupe simple connexe minimal de type impair et de rang 1 qui
ne soit pas PSL2. D’apre`s le The´ore`me 3.0.1, il faut que le centralisateur connexe d’une involution
soit un sous-groupe de Borel. Les calculs de rang avec les ensembles T [w] sont alors impossibles. Ce
qu’on gagne en revanche, c’est graˆce a` la monogamie du sous-groupe de Borel, un meilleur controˆle
des intersections ; la de´termination du groupe de Weyl est aise´e. Tre`s vite on ne sait plus rien dire,
le the´oricien des groupes manque de prise.
La deuxie`me pre´pare au travail en rang de Pru¨fer 2. On y conside`re, en s’appuyant sur l’impor-
tante toricite´ des involutions, la cotoricite´ d’involutions qui commutent dans un groupe de rang de
Morley fini connexe de type impair. Le fait de contredire ce phe´nome`ne semble propre a` PSL2, si
bien qu’on de´passe un peu le cadre des groupes simples connexes minimaux pour conjecturer une
proprie´te´ caracte´ristique de PSL2.
Enfin, la troisie`me est un retour sur la proprie´te´ d’extension dans les groupes simples connexes
minimaux. On apportera une re´ponse a` certains proble`mes d’invariance ascendante.
4.1 Rang de Pru¨fer 1, si C◦(i) est un sous-groupe de Borel
Prenez garde, Cibo, prenez garde a` votre salut e´ternel, tout cardinal que vous eˆtes.
(Acte II, Sce`ne 3)
Nous sommes toujours dans le cas ou` le groupe G est simple connexe minimal de type impair et
de rang de Pru¨fer 1 ; en revanche on suppose a` pre´sent que C◦(i) est un sous-groupe de Borel. Les
deux voies possibles, selon la nature du groupe de Weyl, se transforment assez vite en impasses.
On suppose donc que C◦(i) un sous-groupe de Borel, et l’on pousse l’analyse de la configuration
aussi loin qu’on a su (ou voulu).
4.1.1 Notations et faits employe´s
Nous incluons ici des pre´requis spe´cifiques, dont on n’avait pas l’usage dans l’analyse menant
a` PSL2. Il faut justifier l’emploi d’une technologie a` certains e´gards archa¨ısante, apre`s avoir tant
fait appel a` l’unipotence de Burdges. C’est qu’ici, d’apre`s la Remarque 4.1.5, une conjugue´e de i
n’appartient qu’a` un seul conjugue´ de B. En particulier, l’utilisation du “radical impair” comme
dans [CJ04] suffit amplement pour mener a` bien la preuve de la Proposition 4.1.7 ci-dessous. Est-il
besoin de pre´ciser que malgre´ cet emploi, nous ne faisons pas l’hypothe`se d’ordinarite´ ?
Commenc¸ons par un rappel.
Fait 1.8.6 ([CJ04, Lemma 2.41]) Soit H un groupe re´soluble de rang de Morley fini. Alors il
existe un sous-groupe normal, de´finissable, connexe, et sans involution maximal de H, note´ O(H).
De plus, si H est ordinaire, on a O(H) ≤ F ◦(H).
Fait 4.1.1 ([CJ04, Lemma 3.2]) Soit H un groupe de rang de Morley fini connexe, re´soluble,
et de type impair. Si O(H) = 1, alors H est divisible abe´lien.
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Fait 4.1.2 ([CJ04, Lemma 3.4]) Soit G un groupe connexe de rang de Morley fini. Soit B un
sous-groupe de´finissable propre connexe, d’indice fini dans son normalisateur et tel que ∪g∈GB
g
soit ge´ne´rique dans G. Soit x ∈ NG(B) \ B d’ordre n > 1 modulo B. On note 〈x〉B l’union
B ∪ xB ∪ · · · ∪ xn−1B. Alors l’ensemble de´finissable
X1 = {x1 ∈ xB tels que ∃g ∈ G \NG(B), x1 ∈ (〈x〉B)
g}
est ge´ne´rique dans xB.
Fait 4.1.3 ([CJ04, Lemma 3.8]) Soient H un groupe de rang de Morley fini de type impair, et
S un 2-sous-groupe de Sylow de H. On suppose que H◦ ≤ CH(S
◦) et que pour chaque x ∈ H \H◦,
il existe un entier n tel que les e´le´ments du coset xH◦ soient ge´ne´riquement d’ordre au plus n.
Alors CH(S
◦) = H◦.
Notation 4.1.4
G est un groupe simple connexe minimal de type impair et de 2-rang de Pru¨fer 1.
S est un 2-sous-groupe de Sylow de G et i est l’unique involution de S◦.
On suppose que C◦(i) est un sous-groupe de Borel de G.
Soit B = C◦(i).
Remarque 4.1.5 Comme i et B se 0-de´finissent l’un l’autre, on a C(i) = N(B).
4.1.2 De´termination du groupe de Weyl
Nous de´terminons le groupe N(B)/B. La technique est celle de [CJ04].
Notation 4.1.6 Soit W = N(B)/B.
Proposition 4.1.7 W →֒ Z/2Z.
Preuve
Supposons W 6= 1, et montrons |W | = 2. Soit x ∈ N(B) \ B d’ordre n sur B. D’apre`s le Fait
4.1.2, l’ensemble X1 = {x1 ∈ xB tels que ∃g ∈ G \N(B), x1 ∈ (〈x〉B)
g} est ge´ne´rique dans xB.
Nous allons travailler modulo O(B). Soit H = (B · 〈x〉)/O(B), de sorte que H◦ = B/O(B).
Alors H◦ est de rang de Pru¨fer exactement 1 et O(H◦) = 1. C’est un groupe divisible abe´lien
d’apre`s le Fait 4.1.1. Donc H◦ = Tor(H◦) ⊕ D ou` D est divisible sans torsion et Tor(H◦) est
somme d’un unique 2-tore note´ τ et pour chaque q premier 6= 2 d’un nombre fini de q-tores.
Pour g ∈ G\N(B), on forme Tg = (O(B) · (B ∩B
g)) /O(B) ≤ H◦. C’est un groupe de´finissable
et 2⊥. En effet sinon, on trouve en relevant la torsion un 2-e´le´ment commun a` B et a` Bg. D’apre`s
la Remarque 4.1.5, il vient Bg = B, une contradiction.
Comme H◦ est abe´lien, Tg est normal dans H
◦, et en particulier T ◦g ≤ O(H
◦) = 1. Les
groupes Tg forment donc une famille uniforme´ment de´finissable de groupes finis. Par e´limination
des quanteurs infinis, il existe une borne sur leur ordre. Comme H◦ est abe´lien divisible, la borne
sur |Tg| implique Tg ≤ T0 pour un meˆme sous-groupe fini et inde´pendant de g.
En particulier, si x1 ∈ X1, on a x
n
1 ∈ B ∩ B
g pour un g 6∈ N(B) et donc x1
n ∈ T0 est d’ordre
fini. Un sous-ensemble ge´ne´rique de x¯H◦ est ainsi d’exposant borne´.
Ceci vaut encore pour les autres cosets modulo H◦ de H, qui sont tous donne´s par une puissance
de x¯. D’apre`s le Fait 4.1.3, il vient CH(τ) = H
◦. En particulier, l’action de x¯ sur τ est non-triviale,
et donc x¯ inverse τ d’apre`s le Fait 1.3.5.
Maintenant si y est un autre e´le´ment de N(B) \ B, x¯ et y¯ inversent tous deux τ , donc sont
congrus modulo CH(τ) = H
◦, et ainsi x et y sont congrus modulo B. L’ordre de W est donc 2. 
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4.1.3 Si W = 1
L’honneˆtete´ exige que soit mentionne´ ce cas sans issue pour le moment. D’une part le 2-sous-
groupe de Sylow est connexe, et cela conjugue les involutions de G sans meˆme faire appel au Fait
1.4.5. D’autre part B = C(i) est autonormalisant, et le manque de prise est total. C’est a` se
demander si un tel groupe ne pourrait pas s’ave´rer, dans les temps a` venir, constructible par un
the´oricien des mode`les ; en tout cas le the´oricien des groupes se demande ce qu’il peut faire ici !
Lemme 4.1.8 (cf. Proposition 4.1.7) Pour g 6∈ N(B), le quotient (B ∩ Bg) · O(B)/O(B) est
fini d’ordre uniforme´ment borne´.
Preuve
Soit H = B/O(B), qui est divisible et abe´lien d’apre`s le Fait 4.1.1. Pour g 6∈ N(B), soit
Tg = (B∩B
g) ·O(B)/O(B). Chaque Tg est sans involution : on obtient sinon un 2-e´le´ment commun
a` B et a` Bg, contre la Remarque 4.1.5. Donc T
◦
g ≤ O(H) = 1, et les Tg sont uniforme´ment
de´finissables et finis. Par e´limination des quanteurs infinis, il existe une borne sur leur ordre.
Comme H est abe´lien divisible, les groupes Tg sont inclus dans un meˆme sous-groupe fini T0 ≤ H
inde´pendant de g. 
Cherlin et Jaligot dans [CJ04] pouvaient poursuivre graˆce a` l’hypothe`se d’ordinarite´ qui permet
via le Fait 1.8.6 de lier F ◦(B) et O(B). Rien de tel n’e´tant disponible, nous nous arreˆtons ici.
Question 4.1.9 Existe-t-il un groupe de rang de Morley fini G ayant les proprie´te´s suivantes ?
– G est simple connexe minimal de type impair et de rang de Pru¨fer 1.
– Ses involutions sont conjugue´es (on note i l’une d’entre elles).
– C(i) est un sous-groupe de Borel autonormalisant.
4.1.4 Si W = 2
On suppose de´sormais que W est non-trivial. D’apre`s la Proposition 4.1.7, |W | = 2.
Lemme 4.1.10 Le 2-sous-groupe de Sylow de G est isomorphe a` Z2∞ ⋊ Z/2Z, l’action e´tant par
inversion. En particulier, N(B) = B ⋊ 〈w〉 pour une involution w de N(B) \B qui inverse S◦.
Preuve
Il est clair d’apre`s les hypothe`ses que [S : S◦] = 2. On rele`ve la 2-torsion pre´sente dans ce
quotient en un e´le´ment w, de sorte que S = S◦ ·〈w〉 (on ne sait pas encore que w est une involution).
On a N(B) = B · 〈w〉. Comme dans la preuve de la Proposition 4.1.7, w ne peut pas centraliser
S◦, et donc w inverse S◦. Alors d(S◦) ≤ (Z(C(S◦)))−w est encore abe´lien et inverse´ par w.
Le Fait 1.3.6 applique´ avec H = d(S◦) · 〈w〉 prouve que w est une involution. 
Notation 4.1.11 Soit w une involution comme dans le Lemme 4.1.10.
Nous pouvons conjuguer les involutions de G “a` la main”, sans utiliser le Fait 1.4.5.
Lemme 4.1.12 I(G) = iG.
Preuve
Pour le moment, il y a au plus deux classes : celle de i et celle de w (la conjugaison des
involutions de S \ S◦ est classique ). Nous re´unissons donc iG et wG comme suit.
Si les deux classes sont distinctes, alors i est seule de sa G-classe dans S. Le Fait 1.3.11 impose
alors que C(i) est connexe, puis la Remarque 4.1.5 prouve N(B) = C(i) = C◦(i) = B, une
contradiction. 
Noter la parfaite syme´trie de la paire (i, w) :
Corollaire 4.1.13 La configuration est syme´trique dans le sens suivant. C◦(w) est un sous-groupe
de Borel conjugue´ a` B et i-invariant, avec i 6∈ C◦(w).
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Preuve
En effet w est conjugue´e a` i, donc C◦(w) est un sous-groupe de Borel conjugue´ a` B. En outre
i normalise C◦(w). Maintenant si i ∈ C◦(w), alors par connexite´ des sous-groupes de Sylow, Fait
1.4.4, on a i = w, une contradiction. 
Notation 4.1.14 On note Bw le sous-groupe de Borel C
◦(w). (On a bien suˆr Bw 6= B.)
Lemme 4.1.15 Si B est abe´lien, alors w inverse B.
Preuve
Supposons en effet B abe´lien. Si C◦B(w) est infini, soit x ∈ C
◦
B(w)
#. Alors x ∈ B ∩Bw qui sont
tous deux abe´liens, donc C◦(x) > B, une contradiction. Ainsi CB(w) est fini, et d’apre`s le Fait
1.3.3, w inverse B. 
Nous allons de´sormais montrer la
Proposition 4.1.16 B est abe´lien.
La preuve occupera quelques lemmes et fera e´videmment intervenir la notion d’unipotence. Elle
est tre`s similaire a` celle du The´ore`me 3.1.10.
Supposons que B ne soit pas abe´lien. En particulier B n’est pas un bon tore. D’apre`s le Fait
1.8.14, B admet au moins un parame`tre d’unipotence distinct de (∞, 0).
Notation 4.1.17 Soit p˜ un parame`tre d’unipotence maximal pour B. On a p˜ 6= (∞, 0).
Lemme 4.1.18 Soit Y < G un sous-groupe de´finissable, connexe, et 〈i, w〉-invariant. Si Y admet
le parame`tre d’unipotence p˜, alors il l’admet pour parame`tre d’unipotence maximal.
Preuve
Ce lemme est trivial si p˜ est de la forme (p,∞), on suppose donc p˜ = (∞, d) pour un entier d.
Soit Y comme dans l’e´nonce´, de sorte que Up˜(Y ) 6= 1. On montre que le parame`tre d’unipotence
p˜ est maximal pour Y . Supposons en effet d∞(Y ) > d.
Si U∞(Y ) posse`de une involution k, alors k est centrale dans U∞(Y ) ; donc U∞(Y ) ≤ C
◦(k) qui
est un conjugue´ de B d’apre`s le Lemme 4.1.12. Ceci contredit la de´finition de p˜ dans la Notation
4.1.17. Ainsi U∞(Y ) est sans involution.
Conside´rons maintenant l’action de i sur U∞(Y ). D’apre`s le Fait 1.8.21 si p˜ est en caracte´ristique
nulle ou de manie`re imme´diate si la caracte´ristique en est premie`re, C◦
U∞(Y )
(i) est un (∞, d∞(Y ))-
groupe. Par de´finition de p˜, il vient que i inverse U∞(Y ).
Le meˆme argument vaut pour w, et encore pour iw, qui d’apre`s le Lemme 4.1.12 sont conjugue´es
a` i. Ceci est absurde. 
Corollaire 4.1.19 Aucun sous-groupe de´finissable, connexe, propre et 〈i, w〉-invariant ne peut
contenir a` la fois Up˜(Z(F
◦(B))) et Up˜(Z(F
◦(Bw))).
Preuve
Soit en effet Y un sous-groupe comme dans l’e´nonce´. D’apre`s le Lemme 4.1.18, p˜ est un pa-
rame`tre d’unipotence maximal pour Y . Maintenant, selon le Lemme 1.8.5 ou le Lemme 1.9.1 selon
la nature de p˜, Up˜(B) est l’unique p˜-sous-groupe de Sylow de G contenant Up˜(Y ). Mais comme Y
contient aussi Up˜(Z(F
◦(Bw))), le meˆme argument impose Up˜(B) = Up˜(Bw), donc B = Bw, une
contradiction. 
Notation 4.1.20 On note H = (B ∩Bw)
◦ = C◦(i, w).
Si H = 1, alors w inverse B qui est donc abe´lien, une contradiction. Ainsi a-t-on H 6= 1.
Lemme 4.1.21 F ◦(B) est sans involution.
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Preuve
Sinon, il contient un 2-tore S◦ qui est central dans B. En particulier, S◦ ≤ C◦(H). Mais par
syme´trie, il y a un 2-tore S◦w dans F
◦(Bw), et donc S
◦
w ≤ C
◦(H). Ainsi i et w qui commutent
sont-elles dans un meˆme sous-groupe de´finissable connexe. La connexite´ des sous-groupes de Sylow
donne´e par le Fait 1.4.4 implique i = w, une contradiction. 
Lemme 4.1.22 H est abe´lien et sans involution.
Preuve
Supposons H non-abe´lien. Alors Y = C◦(H ′) est 〈i, w〉-invariant et contient Up˜(Z(F
◦(B)))
ainsi que Up˜(Z(F
◦(Bw))), une contradiction au Corollaire 4.1.19. Ainsi H est abe´lien.
Si H posse`de une involution k, alors k ∈ C◦(i) ∩ C◦(w) et donc k = i = w, une contradiction.

Lemme 4.1.23 w inverse Up˜(B) qui est abe´lien. (De meˆme i inverse Up˜(Bw).)
Preuve
Up˜(B) est sans involution d’apre`s le Lemme 4.1.21. Soit X = C
◦
Up˜ (B)
(w), et supposons X 6= 1.
D’apre`s le Fait 1.8.21 ou de manie`re e´vidente selon que p˜ est de caracte´ristique nulle ou premie`re,
X est un Up˜ -sous-groupe, qui est commun a` B et a` Bw. D’apre`s le Fait 1.8.23 (resp. Fait 1.8.1) si p˜
est de caracte´ristique nulle (resp. premie`re), X est inclus dans F ◦(B) et dans F ◦(Bw). Le groupe
Y = C◦(X) est alors 〈i, w〉-invariant, et contient a` la fois Up˜(Z(F
◦(B))) et Up˜(Z(F
◦(Bw))), une
contradiction au Corollaire 4.1.19.
Ainsi X = 1 et w inverse Up˜(B) qui est abe´lien. La syme´trie de la configuration implique alors
la deuxie`me affirmation. 
Lemme 4.1.24 w n’inverse pas F ◦(B). (De meˆme, i n’inverse pas F ◦(Bw).)
Preuve
Sinon F ◦(B) est inverse´ par w, et S◦ aussi par choix de w. D’apre`s le Lemme 1.3.1, il vient
[F ◦(B), S◦] = 1, et donc F ◦(B) · S◦ est nilpotent. Cela prouve S◦ ≤ F ◦(B), une contradiction au
Lemme 4.1.21. 
Lemme 4.1.25 C◦B(H) = H.
Preuve
L’inclusion H ≤ C◦B(H) est e´vidente, car H est abe´lien d’apre`s le Lemme 4.1.22. Nous prouvons
l’autre. Soit X = CF◦(Bw)(i) ≤ H. D’apre`s le Lemme 4.1.24, X 6= 1. On forme Y = C
◦(X) qui
contient Up˜(Bw) et qui est 〈i, w〉-invariant. D’apre`s le Lemme 4.1.18, p˜ est alors un parame`tre
d’unipotence maximal pour Y . Maintenant le Lemme 1.8.5 ou 1.9.1 selon la nature de p˜ implique que
Up˜(Bw) = Up˜(Y ). En particulier, Y ≤ N
◦(Up˜(Bw)) = Bw. Par conse´quent C
◦
B(H) ≤ (B∩Y )
◦ ≤ H.

Notation 4.1.26 Soit N = N◦B(H).
Lemme 4.1.27 N n’a pas d’involutions.
Preuve
Sinon on a un 2-tore non-trivial S◦1 ≤ N , et d’apre`s le Lemme 2.1.1 on peut supposer que w
normalise S◦1 . Comme w 6∈ S
◦
1 , on a d’apre`s la structure du 2-sous-groupe de Sylow du Lemme
4.1.10 que w inverse S◦1 .
D’autre part w centralise H par de´finition de ce dernier. Comme S◦1 normalise H, le Lemme
1.3.1 implique [H,S◦1 ] = 1, donc S
◦
1 ≤ H d’apre`s le Lemme 4.1.25. Ceci contredit le Lemme 4.1.22.

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Preuve de la Proposition 4.1.16
N e´tant sans involution, d’apre`s le Fait 1.3.2 on a une de´composition N = CN (w) · N
−w ,
et chacun des deux facteurs est de degre´ 1. Soit n ∈ N−w . Alors w inverse d(n) qui n’a pas
d’involution, et qui normalise H, lequel est inverse´ par w. Le Lemme 1.3.1 implique [d(n),H] = 1,
donc d(n) ≤ C(H). Ainsi N−w ⊆ C(H).
D’autre part CN (w) = C
◦
N (w) ≤ H ≤ C(H), et donc N ≤ C(H). Enfin N ≤ C
◦
B(H) = H
d’apre`s le Lemme 4.1.25.
H est donc un sous-groupe de Carter de B, et il contient un 2-tore d’apre`s le Corollaire 1.5.3.
Ceci est une contradiction au Lemme 4.1.22 qui ache`ve la preuve de la Proposition 4.1.16. 
Remarque 4.1.28 L’abe´lianite´ de B ainsi e´tablie, il est possible que ce soit un bon tore !
N’oubliant pas le Lemme 4.1.15, on a :
Corollaire 4.1.29 N(B) = B ⋊ 〈w〉 ou` l’action de w sur B est par inversion.
Proposition 4.1.30 Soient deux involutions i et j en position ge´ne´rique. Il existe alors une
(unique) involution k telle que i et j normalisent le sous-groupe de Borel C◦(k). Les involutions
i et j sont dans le meˆme coset strict de C◦(k) (et en particulier leur produit est dans un unique
conjugue´ de B), et elles sont C◦(k)-conjugue´es.
Preuve
Les involutions de G sont toutes conjugue´es d’apre`s le Lemme 4.1.12. Si pour i et j en position
ge´ne´rique, la cloˆture de´finissable d(ij) est sans involution, alors la preuve du Fait 1.3.11 (pour
laquelle nous renvoyons a` [BBC06]) impose que C(i) est connexe, une contradiction a` l’hypothe`se
de cette sous-section.
Pour i et j en position ge´ne´rique, il existe donc une involution k dans d(ij). Comme k est
encore conjugue´e a` i et a` j, C◦(k) est un sous-groupe de Borel dont k est l’unique involution. Ainsi
i, j ∈ C(k) \ C◦(k). L’unicite´ de k pour ces proprie´te´s est e´vidente.
Enfin C(k) conjugue ses 2-sous-groupes de Sylow, qui sont de la forme τ ⋊ 〈w〉, ou` toutes les
involutions hors de τ sont τ -conjugue´es. Cela prouve qu’il y a dans C(k) deux classes d’involutions :
k et toutes les autres, qui sont C◦(k)-conjugue´es entre elles. 
Corollaire 4.1.31 rg(G) = 3 rg(C(i)).
Preuve
On conside`re l’application f qui a` deux involutions i et j en position ge´ne´rique associe l’unique
involution k comme dans la Proposition 4.1.30. Soit (i0, j0) une paire ge´ne´rique fixe´e. Alors d’apre`s
la Proposition 4.1.30, les paires (i1, j1) ayant meˆme image k0 que (i0, j0) par f sont exactement les
paires d’involutions distinctes de I(C(k0)) \ {k0}.
Les fibres de f sont donc de rang e´gal a` 2 rg(C(i)). Or il est clair que l’image de f est I(G).
On a donc 2(rg(G)− rg(C(i)))− 2 rg(C(i)) = rg(G)− rg(C(i)), et il vient rg(G) = 3 rg(C(i)). 
Corollaire 4.1.32 Pour chaque g de G, I(G)gI(G) est ge´ne´rique dans G.
Preuve
Conside´rons l’application qui a` deux involutions en position ge´ne´rique associe leur produit. Une
paire ge´ne´rique (i0, j0) e´tant fixe´e, les paires (i1, j1) ayant meˆme produit que (i0, j0) sont a` chercher
dans I(C(k0)), ou` k0 est l’unique involution de d(i0j0) ; en outre a` i1 fixe´e, j1 est de´termine´e. La
fibre au-dessus de i0j0 est donc (incluse dans un ensemble uniforme´ment de´finissable) de rang au
plus rg(C(i)), et l’image de notre application est de rang au moins
2(rg(G)− rg(C(i))− rg(C(i)) = 2 rg(G)− 3 rg(C(i)) = rg(G).
Ainsi I(G) · I(G) est ge´ne´rique dans G. Maintenant I(G)gI(G) = gI(G)gI(G) = gI(G) · I(G)
est e´galement ge´ne´rique. 
Nous disons quelques mots de la ge´ome´trie des sous-groupes de Borel.
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Lemme 4.1.33 Soit H 6= 1 un sous-groupe de´finissable de B. Alors N◦(H) = B. En particulier,
pour tout x de B#, on a B = C◦(x).
Corollaire 4.1.34 B ∩Bg = 1 si g 6∈ N(B).
Preuve
En effet si x ∈ (B ∩Bg)#, alors B = C◦(x) = Bg. 
Enfin la proposition suivante utilise le Fait 1.5.5 qui n’a pas encore e´te´ publie´.
Proposition 4.1.35 Il existe un sous-groupe de Borel non-ge´ne´reux.
Preuve
Un sous-groupe de Borel ge´ne´reux contient un sous-groupe de Carter de G. En effet si B0 est
un sous-groupe de Borel ge´ne´reux et Q un sous-groupe de Carter de B0, alors Q est ge´ne´reux dans
B0 donc d’apre`s le Fait 1.2.4, Q est ge´ne´reux dans G, donc quasi-autonormalisant. En particulier,
c’est un sous-groupe de Carter de G.
D’apre`s le Fait 1.5.5, les sous-groupes de Carter de G sont conjugue´s a` B qui est lui-meˆme un
sous-groupe de Borel. En particulier, tous les sous-groupes de Borel ge´ne´reux sont conjugue´es a` B.
Si tous les sous-groupes de Borel sont ge´ne´reux, alors tous les sous-groupes de Borel de G sont
abe´liens ; dans ce cas G est un mauvais groupe, donc de type de´ge´ne´re´, une contradiction. 
La configuration que nous avons de´crite peut e´voquer un mauvais groupe, a` cette diffe´rence
remarquable qu’elle a des involutions. On n’a pas su montrer que le sous-groupe de Borel B, qui
est certes disjoint, recouvrait le groupe ambiant G (qu’il le recouvre ge´ne´riquement est trivial).
Faute de disposer d’une version ge´ne´rique du the´ore`me de Bachmann, on doit malheureusement
s’arreˆter ici.
Question 4.1.36 Existe-t-il un groupe de rang de Morley fini G ayant les proprie´te´s suivantes ?
– G est simple connexe minimal de type impair et de rang de Pru¨fer 1.
– Ses involutions sont conjugue´es (on note i l’une d’entre elles).
– C◦(i) est un sous-groupe de Borel abe´lien, disjoint de ses conjugue´s.
– Il existe une involution w telle que N(C◦(i)) = C◦(i)⋊ 〈w〉, l’action e´tant par inversion.
– rg(G) = 3 rg(C(i)).
4.2 Cotorico !
L’objectif de cette section est de pre´parer l’e´tude des involutions dans un groupe simple connexe
minimal de rang de Pru¨fer 2. Notre re´sultat principal, en tout cas celui qui sera tre`s utile dans
le chapitre 5, est le suivant. Nous de´finirons plus bas une proprie´te´ de cotoricite´ plus ge´ne´rale ; la
proposition ci-apre`s signifie simplement que tout groupe G de rang de Morley fini simple connexe
minimal, de type impair et de rang de Pru¨fer 2, a la cotoricite´.
Proposition 4.2.1 Soit G un groupe de rang de Morley fini simple connexe minimal, de type
impair et de rang de Pru¨fer 2. Alors deux involutions qui commutent sont dans un meˆme 2-tore.
Il serait dommage de s’en tenir la`. On avancera donc dans la direction d’une conjecture de
caracte´risation de PSL2 parmi les groupes connexes de type impair : celui qui provoque les contre-
exemples a` la cotoricite´ (au sens de la proprie´te´ de´finie plus bas).
Conjecture 4.2.2 Soit G un groupe connexe de rang de Morley fini de type impair. Si G est un
contre-exemple a` la cotoricite´, alors G interpre`te PSL2.
Nous privile´gions ici les involutions non pas par respect de la ligne de classification, mais faute
de mieux. Un e´nonce´ plus ge´ne´ral de cotoricite´ aurait pu eˆtre :
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Soit G un groupe simple de rang de Morley fini, et T un sous-groupe de Carter de G.
Si x, y ∈ TG avec [x, y] = 1, alors ∃g ∈ G tel que x, y ∈ T g, a` moins que le groupe
ambiant G n’ait une raison valable.
La Conjecture 4.2.2 explicite une “raison valable”. Quoi qu’il en soit, nous sommes tre`s loin
de disposer de techniques pour traiter ce cas ge´ne´ral de x et y quelconques. Il y a pire : malgre´ la
conjugaison des p-sous-groupes de Sylow dans un groupe de rang de Morley fini sans p-unipotence
(Fait 1.4.6), on ne sait rien dire si x et y sont d’ordre fini premier p > 2 ! En effet la preuve
du Lemme 4.2.6 requiert le controˆle des automorphismes d’un 2-tore, c’est-a`-dire une proprie´te´
spe´cifique au nombre premier pair.
De´finition 4.2.3 Soit G un groupe connexe de rang de Morley fini de type impair. Deux involu-
tions i et j qui commutent sont cotoriques si elles appartiennent a` un meˆme 2-tore (i.e., s’il existe
un 2-sous-groupe de Sylow S de G tel que i, j ∈ S◦), ce que l’on note i ∼ j.
Soit, pour un groupe connexe de rang de Morley fini de type impair, la proprie´te´
Cotoricite´ : deux involutions qui commutent sont cotoriques.
Lemme 4.2.4 Soit G un groupe connexe de rang de Morley fini de type impair, i et j deux invo-
lutions qui commutent. Alors
i ∼ j ⇔ i ∈ C◦(j)⇔ j ∈ C◦(i).
Preuve
Si i et j sont cotoriques, il existe un 2-tore τ de G qui les contient toutes deux. Dans ce cas
i ∈ τ ≤ C◦(j), et un sens est prouve´. On prouve la re´ciproque par induction.
Supposons j ∈ Z(G). Par toricite´ (Fait 1.4.5), il existe un 2-tore τi de G contenant i, que
l’on peut supposer maximal. Mais toujours par toricite´, j se trouve dans tout 2-tore maximal de
C◦(j) = G, donc j ∈ τi et les involutions sont cotoriques.
Reste le cas ou` C◦(j) < G. Par hypothe`se i ∈ C◦(j), et par toricite´ j ∈ C◦(j), donc l’hypothe`se
d’induction dans C◦(j) y prouve la cotoricite´ des involutions, qui sont encore cotoriques dans G.

Lemme 4.2.5 Soit G un groupe connexe de rang de Morley fini de type impair. Si G/Z(G) a la
cotoricite´, alors G a la cotoricite´.
Preuve
Soient i et j deux involutions de G qui commutent. D’apre`s le Lemme 4.2.4, elles seront
e´videmment cotoriques si l’une ou l’autre est dans le centre. On suppose alors que les deux in-
volutions i¯ et j¯ sont (e´gales ou) cotoriques dans G¯ = G/Z(G). Il existe un 2-sous-groupe de Sylow
S de G tel que i¯, j¯ ∈ S◦ = S¯◦ = S◦ · Z(G)/Z(G). Notamment i, j ∈ S◦ · Z(G) ≤ C(S◦), et d’apre`s
le Fait 1.3.12, il vient i, j ∈ S◦. 
4.2.1 Re´duction d’un contre-exemple minimal
Lemme 4.2.6 Soit G un contre-exemple minimal a` la cotoricite´. Si le rang de Pru¨fer de G est au
moins 2, alors il y a une involution dans Z(G).
Preuve
Supposons au contraire que le contre-exemple G soit de rang de Pru¨fer ≥ 2 et sans involution
centrale. Notons que par toricite´, si w ∈ I(G) alors C◦(w) a meˆme rang de Pru¨fer que G. Par
minimalite´ de G, C◦(w) satisfait donc la cotoricite´.
Soient i et j deux involutions commutant mais non cotoriques. L’involution j normalise C◦(i)
et commute avec i, donc d’apre`s le Lemme 2.1.1 j normalise un 2-tore maximal τi contenant i. Si
j centralise un sous-tore non-trivial τ0 de τi, soit k ∈ I(τ0). Alors j ∼ k, mais aussi i ∼ k. Comme
k n’est pas centrale, on a i, j ∈ C◦(k) < G, donc par minimalite´ de G, i ∼ j, une contradiction.
Ainsi le centralisateur de j dans τi est fini. D’apre`s le Fait 1.3.4, j inverse τi. Notamment
j centralise 〈I(τi)〉 (c’est un 2-groupe abe´lien e´le´mentaire), et 〈I(τi)〉 normalise C
◦(j). Toujours
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d’apre`s le Lemme 2.1.1, 〈I(τi)〉 normalise un 2-tore maximal τj de C
◦(j) tel que j ∈ τj . Comme
〈I(τi)〉 contient au moins 3 involutions, l’une d’entre elles, disons k, n’inverse pas τj . En particulier
C◦τj (k) 6= 1. Soit donc ℓ ∈ I(C
◦
τj
(k)). On a k ∼ ℓ et ℓ ∼ j. Ainsi k, j ∈ C◦(ℓ) < G et commutent,
donc par minimalite´ j ∼ k. D’autre part il est clair que i ∼ k. Ainsi i, j ∈ C◦(k) < G, donc par
minimalite´ i ∼ j, une contradiction. 
Preuve de la Proposition 4.2.1
Soit G un groupe simple connexe minimal de type impair et de rang de Pru¨fer 2. On suppose
qu’il n’a pas la cotoricite´. Comme toutes les sections de´finissables connexes propres de G sont
re´solubles, d’apre`s le Fait 1.4.4 elles satisfont la cotoricite´. G est ainsi un contre-exemple minimal,
et le Lemme 4.2.6 implique Z(G) 6= 1, une contradiction. 
Notation 4.2.7 Soit G1 un contre-exemple a` la cotoricite´ minimal au sens des sections connexes
de´finissables.
Lemme 4.2.8 G1/Z(G1) est un contre-exemple minimal a` la cotoricite´ et n’a pas de centre.
Preuve
D’apre`s le Lemme 4.2.5, G1/Z(G1) n’a pas la cotoricite´. Par minimalite´ de G1, cela impose que
Z(G1) est fini, et que G1/Z(G1) est encore minimal en tant que contre-exemple a` la cotoricite´. Le
Fait 1.7.2 implique l’absence de centre. 
Corollaire 4.2.9 G1/Z(G1) est de rang de Pru¨fer exactement 1.
Preuve
Il y a dans G1 au moins une involution non centrale, sinon le Fait 1.4.5 en l’absence de 2-
unipotence prouve la cotoricite´. Ainsi G1/Z(G1) connexe a-t-il au moins une involution. D’apre`s
le Fait 1.3.13, G1/Z(G1) est de type impair, c’est-a`-dire de rang de Pru¨fer au moins 1.
D’autre part, d’apre`s le Lemme 4.2.8, G1/Z(G1) est un contre-exemple minimal a` la cotori-
cite´, mais sans centre. Le Lemme 4.2.6 applique´ a` G1/Z(G1) prouve que son rang de Pru¨fer est
exactement 1. 
4.2.2 Apparition d’une section simple
L’e´tude de la cotoricite´ proprement dite e´tait faite dans le Lemme 4.2.6. On se penche a` pre´sent
sur ce qui cause les contre-exemples.
Lemme 4.2.10 Le 2-sous-groupe de Sylow d’un groupe connexe de rang de Morley fini, type impair
et rang de Pru¨fer 1 est d’indice au plus 2.
Preuve
Soit S le sous-groupe de Sylow en question. Chaque e´le´ment de S agit sur S◦ dont le groupe
d’automorphismes est Z/2Z × Z2. En particulier chaque e´le´ment de S centralise ou inverse S
◦.
Maintenant d’apre`s le Fait 1.3.12, chaque e´le´ment de S \ S◦ inverse S◦. Tout produit d’e´le´ments
de S \ S◦ est donc dans S◦ ; ceci prouve qu’il y a au plus un coset aS◦ 6= S◦ dans S. 
Lemme 4.2.11 Un groupe connexe de rang de Morley fini de type impair ou de´ge´ne´re´ dont toutes
les sections simples infinies ont un 2-sous-groupe de Sylow connexe, a un 2-sous-groupe de Sylow
connexe.
Preuve
Soit H un tel groupe. On suppose que H posse`de un sous-groupe propre de´finissable infini
normal N ⊳ H. Alors comme H/N et N ve´rifient la meˆme hypothe`se, par induction leur 2-sous-
groupe de Sylow est connexe. Relevant, celui de H est e´galement connexe.
On suppose donc que H ne posse`de pas de sous-groupe propre de´finissable et normal qui soit
infini. En particulier H/Z(H) est un groupe simple. Par hypothe`se, son 2-sous-groupe de Sylow
est connexe. Maintenant tout 2-sous-groupe de Sylow S de H est de la forme S◦ · (S ∩ Z(H)), et
donc abe´lien. En particulier S ≤ CS(S
◦) = S◦ d’apre`s le Fait 1.3.13 si H est de type de´ge´ne´re´, ou
d’apre`s le Fait 1.3.12 si H est de type impair. 
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Notation 4.2.12 Soit G0 = G1/Z(G1) (ou` G1 est comme, dans le Notation 4.2.7, un contre-
exemple a` la cotoricite´ minimal au sens des sections de´finissables connexes).
D’apre`s le Corollaire 4.2.9, G0 est de rang de Pru¨fer 1.
Lemme 4.2.13 Le 2-sous-groupe de Sylow de G0 est de la forme Z2∞ ⋊ Z/2Z, l’action e´tant par
inversion.
Preuve
G0 est de rang de Pru¨fer 1 et contient deux involutions i et j qui commutent sans eˆtre cotoriques
d’apre`s le Lemme 4.2.5. Notamment le sous-groupe de Sylow de G0 n’est pas connexe. Le Lemme
4.2.10 permet alors d’e´crire S = S◦ · 〈j〉 = S◦ ⋊ 〈j〉, et l’action est ne´cessairement par inversion
d’apre`s le Fait 1.3.12. 
Corollaire 4.2.14 G0 posse`de une section de´finissable simple de rang de Pru¨fer 1 dont le 2-sous-
groupe de Sylow est encore de la forme Z2∞ ⋊ Z/2Z (l’action e´tant par inversion).
Preuve
On suppose qu’aucune section de´finissable simple de G0 ne contient un 2-sous-groupe de Sylow
“plein”. Comme les groupes connexes de´ge´ne´re´s sont sans involution, chaque section de´finissable
simple de G0 a pour 2-sous-groupe de Sylow 1 ou Z2∞ . En particulier chaque section de´finissable
simple a un sous-groupe de Sylow connexe. D’apre`s le Lemme 4.2.11, le 2-sous-groupe de Sylow de
G0 est connexe, une contradiction. 
Nous devons nous arreˆter ici dans l’e´tude de la cotoricite´. Le chemin semble encore bien long
vers la Conjecture 4.2.2, car rien ne nous a permis de faire apparaˆıtre une section simple connexe
minimale. Il faudrait en outre savoir supprimer le cas “centralisateur connexe de i un Borel,W = 2”,
expose´ dans la sous-section 4.1.4 de ce chapitre !
4.2.3 Cobore´lianite´
G est ici simple connexe minimal, de type impair, et de rang de Pru¨fer 2.
La toricite´ d’une involution e´quivaut a` son appartenance a` un sous-groupe de Borel. L’e´nonce´
naturel a` formuler avec des tores est la cotoricite´ d’involutions qui commutent ; et d’apre`s la
Proposition 4.2.1, cette proprie´te´ est satisfaite si le rang de Pru¨fer est au moins 2. Comme dans le
cas d’une seule involution, deux involutions qui commutent sont cotoriques si et seulement si elles
appartiennent a` un meˆme sous-groupe de Borel.
On peut eˆtre tente´ de ge´ne´raliser, mutatis mutandis, la cotoricite´ au cas d’involutions ne com-
mutant plus ; la cobore´lianite´ est l’e´nonce´ naturel.
Conjecture 4.2.15 (Cobore´lianite´) Soit G un groupe de rang de Morley fini simple connexe
minimal de type impair et de rang de Pru¨fer 2. Si i et j sont deux involutions de G, alors il existe
un sous-groupe de Borel B tel que i, j ∈ B.
De´finition 4.2.16 La distance entre deux involutions est la longueur minimale d’un chemin les
reliant sur le graphe des involutions qui commutent deux-a`-deux (d’apre`s la Proposition 4.2.1, ceci
co¨ıncide avec le graphe de cotoricite´).
Lemme 4.2.17 Deux involutions non-conjugue´es sont a` distance au plus 2.
Preuve
Si i et j sont deux involutions non-conjugue´es dans G, elles ne sont pas non plus conjugue´es
sous d(ij). L’impossibilite´ de choisir une racine carre´e de ij dans d(ij) provient d’une involution
k ∈ d(ij). Par cotoricite´, on a i ∼ k ∼ j. 
Proposition 4.2.18 Soit G un groupe de rang de Morley fini simple connexe minimal, de type
impair et rang de Pru¨fer au moins 2. Alors le graphe de cotoricite´ est connexe.
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Preuve (sugge´re´e par A. Borovik)
D’apre`s le Lemme 4.2.17, la connexite´ du graphe est imme´diate s’il y a au moins deux classes de
conjugaison. On suppose donc I(G) = iG. Soit Xi la composante connexe contenant i (cet ensemble
n’est pas a priori de´finissable). On suppose Xi ( I(G).
G agit transitivement sur I(G). Un e´le´ment qui envoie i sur une k 6∈ Xi ne normalise pas Xi.
Ainsi N(Xi) est un sous-groupe strict de G (a priori non-de´finissable). Soit H = 〈C
◦(j), j ∈ Xi〉.
Ce groupe est de´finissable, connexe, et inclus dans N(Xi). En outre N(Xi) ≤ N(H).
On prouve que I(H) ⊆ Xi. Soit k ∈ I(H). La conclusion est e´vidente d’apre`s le Lemme 4.2.17
si k n’est pas H-conjugue´e a` i. On suppose donc k = ih. Mais H ≤ N(Xi), donc ici encore k ∈ Xi.
Ainsi I(H) ⊆ Xi.
Le groupe M = N(H) posse`de des involutions, et meˆme des 2-tores maximaux de G. Soit
k une involution de M . D’apre`s le Lemme 2.1.1, k normalise un 2-tore maximal τ de H. Soit
ℓ ∈ τ telle que [k, ℓ] = 1 ; on a alors par cotoricite´ dans G (voir Proposition 4.2.1 et Lemme
4.2.4) que τ · 〈k〉 ≤ C◦(ℓ). D’apre`s le Fait 1.4.4 et la maximalite´ du 2-tore τ , il vient k ∈ τ ≤ H.
Ainsi avons-nous I(H) = I(M). Notamment si k ∈ I(M ∩Mg), alors k ∈ Xi ∩ X
g
i 6= ∅, et donc
g ∈ N(Xi) ≤ N(H) =M .
Le groupe M est ainsi fortement inclus, et d’apre`s le Fait 1.1.2 le rang de Pru¨fer est 1, une
contradiction. 
Conjecture 4.2.19 (distance ≤ 2) Soit G simple connexe minimal de Pru¨fer 2. Alors toutes les
involutions sont a` distance au plus 2 sur le graphe de cotoricite´.
Lemme 4.2.20 Deux involutions a` distance au plus 2 sont cobore´liennes.
Preuve
Si i ∼ k ∼ j, alors par cotoricite´, i, j ∈ C◦(k) qui est inclus dans un sous-groupe de Borel. 
Se demander re´ciproquement si deux involutions cobore´liennes sont a` distance au plus 2, c’est
s’engager a` classifier les sous-groupes de Borel. Un tel projet est hors d’ambition.
4.3 Retour aux e´chelles
L’analyse qui pre´ce`de permet de revenir en la ge´ne´ralisant sur la proprie´te´ d’extension pre´sente´e
dans la section 2.2 du chapitre 2.
4.3.1 Rappels
Soient G un groupe de rang de Morley fini simple connexe minimal et K un sous-groupe de G.
Pour un sous-groupe 1 < T < G de´finissable connexe K-invariant, on s’inte´resse a` la proprie´te´
K-e´chelle : T peut eˆtre inclus dans un sous-groupe de Borel K-invariant.
Lemme 2.2.4 On peut supposer que K est un groupe de type fini engendre´ par des p-e´le´ments, et
d’exposant borne´ sur T .
Corollaire 2.2.12 Un contre-exemple maximal a` la K-e´chelle est un sous-groupe de Carter abe´lien
de G. En outre si T0 est un contre-exemple (non ne´cessairement maximal) a` la K-e´chelle, alors
N◦(T0) est un contre-exemple maximal.
4.3.2 Etude de la torsion de T
Lemme 4.3.1 On suppose que G posse`de un q-tore non-trivial. Soit T un contre-exemple maximal
a` la K-e´chelle. Alors pour chaque nombre premier p, T contient un p-tore P maximal dans G ;
si P 6= 1 on a T = C◦(P ).
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Preuve
Chaque p-tore maximal est inclus dans un sous-groupe de Carter de G d’apre`s le Fait 1.5.1.
Ces derniers sont tous conjugue´s a` T d’apre`s le Fait 1.5.5. La relation T = C◦(P ) vient de la
maximalite´ de T . 
Pour ceux que rebute l’emploi d’un re´sultat impublie´, e´nonc¸ons une variante un peu plus faible.
Lemme 4.3.2 Soit G un groupe connexe de rang de Morley fini. Alors tout p-tore centralise un
q-tore maximal.
Preuve
C’est e´vident par conjugaison des tores de´cents maximaux, Fait 1.2.7. 
Lemme 4.3.1’ Soit T un contre-exemple maximal a` la K-e´chelle. On suppose que T posse`de un
q-tore non-trivial. Alors pour chaque nombre premier p, T contient un p-tore P maximal dans G ;
si P 6= 1 on a T = C◦(P ).
Preuve
Soit Q le q-sous-groupe de Sylow de T ; Q est caracte´ristique dans T . En particulier T = C◦(Q)
par maximalite´. D’apre`s le Lemme 4.3.2, il existe un p-tore maximal de G dans C◦(Q) = T . 
4.3.3 Avec des involutions
Nous pouvons enfin ge´ne´raliser le Corollaire 3.0.2, graˆce a` une application de la conjugaison des
sous-groupes de Carter.
Remarquer que le lemme suivant ge´ne´ralise le Lemme 4.3.2.
Lemme 4.3.3 Soit G un groupe simple connexe minimal de rang de Morley fini. Alors tout sous-
groupe de Carter d’un sous-groupe de Borel ge´ne´reux est un sous-groupe de Carter de G. En outre
tout sous-groupe de Carter de G contient un p-tore maximal de G pour chaque p.
Preuve
Soient B un sous-groupe de Borel ge´ne´reux et Q un sous-groupe de Carter de B. Il est clair
que Q est ge´ne´reux dans B. Comme B est ge´ne´reux dans G, Q est ge´ne´reux dans G d’apre`s le Fait
1.2.4 ; un simple calcul de rang prouve que Q est quasi-autonormalisant dans G. Q est donc un
sous-groupe de Carter de G.
Maintenant tout p-tore maximal de G est inclus dans un sous-groupe de Carter de G d’apre`s
le Fait 1.5.1 ; la conjugaison des sous-groupes de Carter, Fait 1.5.5, implique que tout sous-groupe
de Carter de G contient un p-tore maximal. 
The´ore`me 4.3.4 Soit G un groupe de rang de Morley fini simple connexe minimal de type impair.
Alors
- soit pour tout sous-groupe K engendre´ par des involutions, vaut la K-e´chelle,
- soit G ≃ PSL2.
Preuve
Soit T un contre-exemple maximal dans G suppose´ non-isomorphe a` PSL2. D’apre`s le Corollaire
2.2.12, T est un sous-groupe de Carter abe´lien de G et donc il contient d’apre`s le Fait 4.3.3 un
2-tore maximal τ . On se´pare en deux cas.
Dans le premier cas, le rang de Pru¨fer est 1. PSL2 e´tant exclu, d’apre`s le The´ore`me 3.0.1
le centralisateur connexe de toute involution est un sous-groupe de Borel. Les involutions de K
centralisent l’unique involution ℓ ∈ τ ≤ T , donc K normalise C◦(ℓ) qui est un sous-groupe de Borel
contenant T , une contradiction.
Dans le second cas, le rang de Pru¨fer est au moins 2. Soit k une involution de K. Soit ℓ ∈ τ
telle que [k, ℓ] = 1 ; on a alors par cotoricite´ dans G (voir Proposition 4.2.1 et Lemme 4.2.4) que
τ · 〈k〉 ≤ C◦(ℓ). D’apre`s le Fait 1.4.4 et la maximalite´ du 2-tore τ , il vient k ∈ τ ≤ T . On a donc
K ≤ T . Tout sous-groupe de Borel contenant T convient, encore une contradiction. 
Ce the´ore`me d’extension permet, modulo l’hypothe`se de ge´ne´rosite´ de tous les sous-groupes de
Borel (ce dont il ne faut pas de´sespe´rer), d’apporter une re´ponse positive a` la Conjecture 4.2.15.
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Corollaire 4.3.5 Soit G un groupe de rang de Morley fini simple connexe minimal de type impair
et de rang de Pru¨fer 2. On suppose que tous les sous-groupes de Borel sont ge´ne´reux. Si i et j sont
deux involutions de G, alors il existe un sous-groupe de Borel B tel que i, j ∈ B.
Preuve
D’apre`s le Fait 1.2.8, T = C◦(ij) est infini. On part ainsi d’un sous-groupe T non-trivial,
de´finissable, connexe, et 〈i, j〉-invariant. D’apre`s le The´ore`me 4.3.4, T est inclus dans un sous-
groupe de Borel B encore 〈i, j〉-invariant.
Soit Q un sous-groupe de Carter de B, que l’on suppose i-invariant graˆce au Corollaire 2.1.5.
D’apre`s le Lemme 4.3.3, Q contient un 2-tore maximal τ . Comme dans la preuve du Corollaire
4.3.4, il vient i ∈ τ ≤ Q ≤ B, et l’on prouve j ∈ B de meˆme. 
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Chapitre 5
En rang de Pru¨fer 2
Soit G un groupe simple connexe minimal de type impair et rang de Pru¨fer 2. Un tel objet n’est
pas cense´ exister ; dans [CJ04], malgre´ l’absence suppose´e de mauvais corps, son inconsistance n’a
pas e´te´ prouve´e. Nous tentons sans l’ordinarite´ de rejoindre Cherlin et Jaligot dans leur e´tude.
The´ore`me 5.0.1 Soit G un groupe simple connexe minimal de type impair et rang de Pru¨fer 2.
Soit S un 2-sous-groupe de Sylow de G. Alors I(S) = I(S◦) et les involutions de G sont conjugue´es.
Le centralisateur connexe de chacune est un sous-groupe de Borel. En outre C◦(S◦) = C◦(I(S◦))
est un sous-groupe de Carter abe´lien de G, e´gal a` la composante connexe de chacune des trois
intersections deux-a`-deux de ces sous-groupes de Borel.
La pre´sence d’un Viergruppe aggrandit l’e´ventail des me´thodes par la remarquable proprie´te´
suivante, parfois appele´e “bi-ge´ne´ration”.
Fait 5.0.2 (Tire´ de [Bor95, Theorem 5.14]) Soit H un groupe de rang de Morley fini connexe
re´soluble de type impair. On suppose qu’il existe un Viergruppe V agissant de´finissablement sur H.
Alors H = 〈C◦H(i), i ∈ V
#〉.
5.1 Pre´lude aux involutions
Nous espe´rons que cette section consacre´e au jeu des involutions donnera ide´e de la puissance
de la cotoricite´ (rappelons qu’elle s’applique dans ce chapitre).
Proposition 4.2.1 (Cotoricite´) Soit G un groupe de rang de Morley fini simple connexe minimal,
de type impair et de rang de Pru¨fer 2. Alors deux involutions qui commutent appartiennent a` un
meˆme 2-tore.
Notation 5.1.1 Soient S un 2-sous-groupe de Sylow de G et V = 〈I(S◦)〉 = {1, i1, i2, i3}.
Corollaire 5.1.2 I(S) = V # et I(G) = (V #)G.
Preuve
Soit w une involution de S. Alors w centralise l’une des trois involutions de V , disons i. Il vient
par cotoricite´ (Proposition 4.2.1) w ∈ C◦(i). En particulier, S◦ · 〈w〉 est un 2-sous-groupe de C◦(i),
et le Fait 1.4.4 implique w ∈ S◦. 
Lemme 5.1.3 〈C◦(i), i ∈ V #〉 = G.
Preuve
Supposons 〈C◦(i), i ∈ V #〉 < G, et fixons un sous-groupe de Borel B0 ≥ 〈C
◦(i), i ∈ V #〉. Si
B est un sous-groupe de Borel V -invariant, alors d’apre`s le Fait 5.0.2 B = 〈C◦B(i), i ∈ V
#〉 ≤ B0.
Ainsi B0 est unique parmi les sous-groupes de Borel V -invariants.
Soit M0 = N(B0). Nous montrons que ce groupe est fortement inclus. Soit en effet g 6∈ M0 et
supposons qu’il existe une involution k dansM0∩M
g
0 . Alors d’apre`s le Corollaire 5.1.2, k ∈ B0∩B
g
0 .
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B0 conjugue k a` une involution de V , donc par de´finition de B0 il vient C
◦(k) ≤ B0 et C
◦(k) ≤ Bg0
de meˆme. Or C◦(k) contient un B0-conjugue´ V1 de V , et ainsi V1 ≤ B0 ∩ B
g
0 . Comme B0 est le
seul sous-groupe de Borel V -invariant, c’est aussi le seul sous-groupe de Borel V1-invariant. Ainsi
Bg0 = B0, une contradiction a` la de´finition de g.
Le groupe M0 est donc fortement inclus, et d’apre`s le Fait 1.1.2, le rang de Pru¨fer de G est 1,
une contradiction. 
Notation 5.1.4 Soit Q ≥ S◦ un sous-groupe de Carter de G (existence assure´e par le Fait 1.5.1).
Corollaire 5.1.5 Q est abe´lien.
Preuve
S’il existe un unique sous-groupe de Borel B0 contenant Q, alors B0 est a` plus forte raison
l’unique sous-groupe de Borel contenant chaque C◦(i) ≥ Q pour i ∈ V #. Il vient en particulier
〈C◦(i), i ∈ V #〉 ≤ B0, une contradiction au Lemme 5.1.3. Donc le sous-groupe connexe et nilpotent
Q est inclus dans au moins deux sous-groupes de Borel distincts, et le Corollaire 1.8.34 implique
son abe´lianite´. 
Corollaire 5.1.6 Si les trois involutions de V ne sont pas G-conjugue´es, alors Q est autonorma-
lisant dans G.
Preuve
On suppose que i ∈ V n’est conjugue´e a` aucune des deux autres. Par cotoricite´, on a iG∩S = {i}.
D’apre`s le “The´ore`me Z∗”, Fait 1.3.11, C(i) est connexe. Maintenant i est NG(Q)-invariante, donc
NG(Q) ≤ NC(i)(Q) = NC◦(i)(Q) = Q d’apre`s le Fait 1.5.2. 
Corollaire 5.1.7 Il y a une ou trois classes de conjugaison d’involutions, mais pas deux.
Preuve
Supposons au contraire iG1 = i
G
2 6= i
G
3 . D’apre`s le Fait 1.3.8, il existe g ∈ N(S
◦) tel que i2 = i
g
1.
Maintenant un argument de Frattini implique N(S◦) = N◦(S◦) ·NN(S◦)(Q) = N
◦(S◦) d’apre`s le
Corollaire 5.1.6. Donc g ∈ N◦(S◦) = C◦(S◦) ≤ C◦(V ), contradiction. 
Corollaire 5.1.8 S’il y a trois classes d’involutions, alors C(V ) est connexe.
Preuve
Un argument de Frattini et le Corollaire 5.1.6 donnent alors C(V ) = C◦(V )·NC(V )(Q) = C
◦(V ).

Corollaire 5.1.9 S’il y a trois classes d’involutions, alors pour tout sous-groupe K ≤ G, tout
sous-groupe de´finissable connexe propre K-invariant peut eˆtre inclus dans un sous-groupe de Borel
K-invariant.
Preuve
Soient K comme dans l’e´nonce´, et T un contre-exemple a` notre affirmation que l’on peut sup-
poser maximal. Alors d’apre`s le Corollaire 2.2.12, T est un sous-groupe de Carter de G. Maintenant
d’apre`s le Fait 1.5.5, T est conjugue´ a` Q, et en particulier il vient graˆce au Corollaire 5.1.6 que
N(T ) = T contient K, ce qui est absurde. 
Intermezzo - B1
Lemme 5.1.10 Soit i ∈ V #. Alors aucun sous-groupe de Borel contenant C◦(i) n’est abe´lien.
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Preuve
Si Bi ≥ C
◦(i) est abe´lien, alors Bi = C
◦(V ). En particulier les trois centralisateurs connexes
C◦(j) (pour j ∈ V ∗) sont e´gaux a` Bi, une contradiction au Lemme 5.1.3. 
D’apre`s le Lemme 5.1.10, si Bi ≥ C
◦(i) (i ∈ V #) est un sous-groupe de Borel, alors Bi n’est
pas abe´lien. En particulier, d’apre`s le Fait 1.8.14, un tel sous-groupe de Borel admet un parame`tre
d’unipotence distinct de (∞, 0).
Notation 5.1.11 (Bach, Beethoven, Berlioz) Soient pour i ∈ V #
B(i) = {sous-groupes de Borel de G contenant C◦(i)},
q˜i = max{q˜, tels qu’il existe B ∈ B(i) admettant q˜ comme parame`tre d’unipotence maximal},
et un Bi ∈ B(i) admettant q˜i comme parame`tre d’unipotence maximal.
Remarque 5.1.12
– On prendra note qu’a` la diffe´rence de l’analyse de PSL2, nous maximisons sur les involutions
et les sous-groupes de Borel. Dans la Notation 3.1.5 du chapitre 3, on fixait un sous-groupe
de Borel et l’on en prenait un parame`tre d’unipotence maximal ; nous avons ici laisse´ varier
les sous-groupes de Borel, pourvu qu’ils contiennent un groupe C◦(i).
– Les sous-groupes de Borel Bi sont ainsi fixe´s par choix, car rien dans la de´finition n’aurait
garanti leur unicite´.
– Bien que les trois sous-groupes de Borel B1, B2, B3 ne sachent co¨ıncider d’apre`s le Lemme
5.1.3, a` ce point de l’analyse deux d’entre eux pourraient eˆtre e´gaux.
– La notation renvoie au mot original de Cornelius, et non a` sa reprise par Hans von Bu¨low.
Nous hie´rarchisons a` pre´sent les involutions en fonction du degre´ d’unipotence du sous-groupe de
Borel qui leur est attache´ depuis la Notation 5.1.11. Cela est ne´cessaire pour e´tablir la conjugaison
des involutions, qui sera prouve´e bien plus tard.
Notation 5.1.13 On suppose que i1 est maximale :
q˜1 ≥ q˜2, q˜1 ≥ q˜3.
Cela signifie d’une part que si q˜2 ou q˜3 est un parame`tre en caracte´ristique premie`re, alors q˜1 est
aussi un parame`tre en caracte´ristique premie`re (mais a priori pas force´ment la meˆme), et d’autre
part, que si les trois sont en caracte´ristique nulle, alors on a les ine´galite´s correspondantes sur les
degre´s d’unipotence.
B1 est ainsi un sous-groupe de Borel contenant C
◦(i1), et de parame`tre d’unipotence maximal
parmi ceux des sous-groupes de Borel qui contiennent le centralisateur connexe d’une involution.
Remarque 5.1.14 On ne classe pas encore i2 et i3 : pour la syme´trie des preuves.
Lemme 5.1.15 Soit H < G un q˜-sous-groupe de´finissable, avec q˜ > q˜1. Si une involution de G
agit sur H, alors elle l’inverse. (En particulier H est 2⊥).
Preuve
Soit k une involution de G normalisant H. D’apre`s le Corollaire 5.1.2, k est conjugue´e dans G
a` une involution de V . Si k ∈ H qui est de´finissable connexe et nilpotent, alors k est centrale dans
H. Dans ce cas H ≤ C◦(k), mais d’apre`s les Notations 5.1.11 et 5.1.13, q˜ ≤ q˜1, une contradiction.
Ainsi H est 2⊥.
D’apre`s le Fait 1.8.21, C◦H(k) est alors un Uq˜-sous-groupe de C
◦(k). Encore par maximalite´ de
q˜1, il vient C
◦
H(k) = 1 et donc k inverse H. 
Corollaire 5.1.16 Soient H un sous-groupe de´finissable connexe re´soluble V -invariant. Alors pour
tout parame`tre d’unipotence q˜ de H, on a q˜ ≤ q˜1.
Preuve
Supposons l’ine´galite´ fausse. On peut supposer que q˜ est un parame`tre d’unipotence maximal
pour H. D’apre`s le Fait 1.8.23, Uq˜(H) est alors un q˜-groupe. D’apre`s le Lemme 5.1.15, Uq˜(H)
est 2⊥ et inverse´ par les trois involutions de V . Alors en appliquant le Fait 5.0.2, on obtient que
Uq˜(H) = 〈C
◦
Uq˜(H)
(i1), C
◦
Uq˜(H)
(i2), C
◦
Uq˜(H)
(i3)〉 = 1, une contradiction. 
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5.2 La campagne du premier centralisateur
The´ore`me 5.2.1 C◦(i1) = B1.
Supposons pour presque toute cette longue section le contraire. Attention, la §5.2.6 ne sera plus
sous cette hypothe`se absurde : on y de´veloppera une conse´quence du The´ore`me 5.2.1.
On suppose dore´navant C◦(i1) < B1.
Nous devons ici rompre la syme´trie et privile´gier i1. La cotoricite´ servira fre´quemment, mais les
Viergruppen n’interviennent pas dans l’ide´e directrice ; en effet la preuve du The´ore`me 5.2.1 suit
de manie`re frappante la de´marche du chapitre 3, plus spe´cifiquement de §3.3. On introduira donc
des ensembles T [w] pour contredire la simplicite´ du groupe ambiant. Ce n’est pas avoir manque´
d’imagination : adapter cette technique exige une certaine attention.
Nous allons commencer par rendre B1 distinct des deux autres sous-groupes de Borel (ce
qui n’est pas trivial), puis reprendre l’e´tude des “pseudo-tores” T [w]. Ces ensembles s’ave´reront
ge´ne´riquement concentre´s dans B1. Il faut noter que l’e´tude de la Section 5.1 permet les dei ex
machina les plus inattendus.
Lemme 5.2.2 (cf. Lemme 3.1.2) On peut supposer que F ◦(B1) est sans involutions. Il suit que
pour chaque i ∈ V #, on a la de´composition B1 = C
◦
B1
(i) · (F ◦(B1))
−i , ou` chaque terme est de
degre´ 1. En particulier, si un e´le´ment x ∈ B1 est inverse´ par une involution de B1 et que d(x) est
2⊥, alors x ∈ F ◦(B1).
Preuve
Sinon F ◦(B1) contient une involution k qui est centrale dans B1. En particulier B1 = C
◦(k). Il
suffit alors de changer le nom de i1 pour avoir que C
◦(i1) est un sous-groupe de Borel de parame`tre
d’unipotence maximal q˜1, contre l’hypothe`se que C
◦(i1) < B1. Ainsi F
◦(B1) est-il 2
⊥.
La de´composition provient alors des Faits 1.7.4 et 1.3.2, tout comme dans le Lemme 3.1.2. Enfin
si x ∈ B1 est inverse´ par une involution j ∈ B1, on a une de´composition x = cf avec des notations
naturelles, et x2 = x−jx = f2, donc x2 ∈ F ◦(B1). Comme d(x) est sans involution, d(x) = d(x
2)
et donc x ∈ F ◦(B1). 
Notation 5.2.3 Soient pour chaque w1 ∈ i
G
1 l’ensemble de´finissable
T1[w1] =
{
b ∈ B1, b
w1 = b−1
}
et I1 =
{
w1 ∈ i
G
1 \N(B1), rg(T1[w1]) ≥ rg
(
(F ◦(B1))
−i1
)}
.
Lemme 5.2.4 (cf. Lemme 3.1.28) I1 est un sous-ensemble (de´finissable) ge´ne´rique de i
G
1 .
Preuve
Similaire a` celle du Lemme 3.1.28. 
A noter, nous ne travaillerons pas avec les T1[w1], mais avec leur composante connexe. Une
telle remarque suppose qu’on s’attende, conforme´ment a` l’analyse du chapitre 3, a` ce que les
T1[w1] soient bien des groupes de´finissables !
5.2.1 B1 distinct de B2 et B3
Cette sous-section est entie`rement consacre´e a` l’indispensable proposition suivante.
Proposition 5.2.5 On peut supposer B1 6= B2 et B1 6= B3 (simultane´ment).
La preuve de la Proposition 5.2.5 va occuper quelques lemmes. On suppose B1 = B2.
Lemme 5.2.6 i3 inverse Uq˜1(B1). En particulier Uq˜1(B1) ≤ Z(F
◦(B1)).
66
Preuve
En effet soit X = C◦
Uq˜1 (B1)
(i3), que l’on suppose non-trivial. Puisque F
◦(B1) est sans involution
d’apre`s le Lemme 5.2.2, X est un Uq˜1-groupe d’apre`s le Fait 1.8.21 (ou par simple bon sens si q˜1
est en caracte´ristique premie`re). Comme X ≤ B3, on a d’apre`s la Notation 5.1.13 q˜1 = q˜3. Le Fait
1.8.1 ou 1.8.23 selon la caracte´ristique impose X ≤ F ◦(B3). Soit N = N
◦(X). Alors N contient
Uq˜1(Z(F
◦(B1))) ainsi que Uq˜1(Z(F
◦(B3))).
Si le parame`tre d’unipotence q˜1 est maximal pour N , alors le Lemme 1.8.5 ou 1.9.1 selon la
caracte´ristique entraˆıne Uq˜1(B1) = Uq˜1(B3). En particulier B2 = B1 = B3 et ceci contredit le
Lemme 5.1.3. Ainsi le parame`tre d’unipotence q˜1 n’est pas maximal pour N . Pourtant V normalise
X donc N , et c’est une contradiction au Corollaire 5.1.16. 
Notation 5.2.7
Soit U2 = C
◦
Uq˜1 (B1)
(i2) = (Uq˜1(B1))
−i1 .
On de´finit e´galement U1 = C
◦
Uq˜1 (B1)
(i1) = (Uq˜1(B1))
−i2 .
Lemme 5.2.8 Uq˜1(B1) = U1 ⊕ U2, ou` chacun des deux termes est un q˜1-groupe normal dans B1
(e´ventuellement trivial).
Preuve
L’involution i3 inverse Uq˜1(B1) qui est abe´lien et V -invariant, donc d’apre`s le Fait 5.0.2 il
vient Uq˜1(B1) = 〈C
◦
Uq˜1 (B1)
(i1), C
◦
Uq˜1 (B1)
(i2)〉 = U1 + U2. La somme est directe : en effet on a
U1 ∩U2 ≤ CUq˜1 (B1)(i3) qui est trivial puisque Uq˜1(B1) n’a pas d’involution d’apre`s le Lemme 5.2.2
et que i3 l’inverse.
Chacun des deux termes U1 et U2 est un q˜1-groupe d’apre`s le Fait 1.8.21, ou de manie`re e´vidente,
suivant la nature de q˜1. Enfin U1 comme U2 est normal, d’apre`s la de´composition du Lemme 5.2.2
et le fait que Uq˜1(B1) ≤ Z(F
◦(B1)). 
Quitte a` e´changer i1 et i2 on peut supposer que U2 6= 1. En revanche on ne fait pas d’hypothe`se
sur U1, ce que compense le lemme suivant.
Lemme 5.2.9 Si U1 = 1, alors i1 et i2 ne sont pas G-conjugue´es.
Preuve
Si U1 = 1, alors d’apre`s le Lemme 5.2.8, on a Uq˜1(B1) = U2, et i2 centralise Uq˜1(B1). Supposons
par ailleurs, en vue d’une contradiction, que i2 = i
g
1 pour un g ∈ G.
Alors Bg1 est un sous-groupe de Borel de parame`tre d’unipotence maximal q˜1 et contenant
C◦(i2). Or B2 = B1 impose que l’unique sous-groupe de Borel ayant ces proprie´te´s est B1. Il vient
donc g ∈ N(B1). Maintenant comme i2 centralise Uq˜1(B1), i
g
1 = i2 centralise Uq˜1(B1) = (Uq˜1(B1))
g
et donc i1 centralise Uq˜1(B1). Ainsi Uq˜1(B) = U1, une contradiction. 
Notation 5.2.10 Soit w1 ∈ I1 (voir Notation 5.2.3).
On remarquera qu’une seule involution de I1 suffit dans cette sous-section.
Lemme 5.2.11 Aucun sous-groupe strict de´finissable, connexe, et w1-invariant ne contient Uq˜1(B1).
Preuve
Au vu du Lemme 1.8.5, l’affirmation est e´vidente si q˜1 est de la forme (p1,∞). En effet w1 ne
normalise pas B1, par de´finition de I1 (Notation 5.2.3). On suppose donc que q˜1 est un parame`tre
d’unipotence de caracte´ristique nulle.
Soient H comme dans l’e´nonce´ et q˜ ≥ q˜1 un parame`tre d’unipotence maximal pour H, que l’on
prend aussi en caracte´ristique nulle. Alors Uq˜1(B1) et Uq˜1(B1)
w1 sont inclus dans H. Si q˜ = q˜1,
alors le Lemme 1.9.1 impose w1 ∈ N(Uq˜1(B1)). Dans ce cas w1 ∈ N(B1), contre la de´finition de I1
(Notation 5.2.3). On a donc q˜ > q˜1. Notamment d’apre`s le Lemme 5.1.15, w1 inverse Uq˜(H).
D’autre part Uq˜1(B1) ≤ H est d’apre`s le Lemme 1.9.1 un q˜1-sous-groupe de Sylow deH. D’apre`s
le Corollaire 2.1.6 il existe donc une H-conjugue´e w′ de w1 qui normalise Uq˜1(B1). Notamment w
′
normalise B1. Par cotoricite´, on a w
′ ∈ B1. On conside`re la classe de conjugaison de w
′ dans B1.
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Si w′ est, dans B1, conjugue´e a` i1 ou a` i3, alors w
′ inverse U2 ≤ H ainsi que U∞(H). Le Lemme
1.3.1 impose [U2, U∞(H)] = 1, et donc U∞(H) ≤ C
◦(U2) ≤ B1, ce qui contredit q˜ > q˜1.
Si w′ est dans B1 conjugue´e a` i2, alors en particulier i1 et i2 sont G-conjugue´es. D’apre`s le
Lemme 5.2.9, U1 6= 1. Donc w
′ inverse U1 ≤ H, ainsi que U∞(H). Dans ce cas le Lemme 1.3.1
impose [U1, U∞(H)] = 1, et donc U∞(H) ≤ C
◦(U1) ≤ B1, ce qui contredit encore q˜ > q˜1. 
Corollaire 5.2.12 T1[w1] est un groupe abe´lien de´finissable.
Preuve
Soit X = F ◦(B1) ∩ F
◦(B1)
w1 . On suppose X 6= 1, et le Lemme 5.2.11 applique´ a` N◦(X)
entraˆıne une contradiction. 
Notation 5.2.13 Soit A2 ≤ U2 un sous-groupe B1-minimal.
Lemme 5.2.14 A2 est un q˜1-sous-groupe de´finissable et normal de B1, inverse´ par i1 et i3, et
centralise´ par i2.
Preuve
Tout de´coule de la de´finition de U2 (Notation 5.2.7), sauf le fait que A2 soit bien un q˜1-groupe
si ce parame`tre est de caracte´ristique nulle. Dans ce cas, nous invoquons le Fait 1.8.26 : en effet
U2 ≤ [Uq˜1(B1), B1] est alors q˜1-homoge`ne, et A2 est bien un q˜1-groupe. 
Corollaire 5.2.15 C◦
T1[w1]
(A2) = 1.
Preuve
Nous prouvons d’abord que T1[w1]∩F
◦(B1) = 1. Soit en effet t ∈ F
◦(B1) inverse´ par w1. Alors
C◦(t) contient Uq˜1(B1), et le Lemme 5.2.11 applique´ a` C
◦(t) impose une contradiction.
Soit maintenant t ∈ CT1[w1](A2). Alors A2 ≤ C
◦(t). Soit L2 un q˜1-sous-groupe de Sylow de C
◦(t)
contenant A2. Comme C
◦(t) est w1-invariant, il existe d’apre`s le Corollaire 2.1.6 une involution w
′
conjugue´e a` w1 sous C
◦(t) et qui normalise L2.
Mais d’apre`s le Lemme 1.8.5 ou 1.9.1, Uq˜1(B1) est l’unique q˜1-sous-groupe de Sylow de G
contenant A2. En particulier w
′ normalise Uq˜1(B1), et il vient par cotoricite´ w
′ ∈ B1. L’e´le´ment
t ∈ B1 est ainsi inverse´ par l’involution w
′ de B1. D’apre`s le Fait 1.7.4, il existe f ∈ F
◦(B1) tel
que t−1 = tw
′
= tf , et donc t2 ∈ T1[w1] ∩ F
◦(B1) = 1. Ainsi t est une involution de T1[w1], lequel
est abe´lien. En type impair, on a donc borne´ le cardinal de CT1[w1](A2) par 4. 
Preuve de la Proposition 5.2.5
Remarquons que le Corollaire 5.2.15 implique que B1/CB1(A2) n’est pas trivial. Le the´ore`me du
corps, Fait 1.6.1, applique´ au groupe A2⋊B1/CB1(A2) fait alors apparaˆıtre un corps alge´briquement
clos K tel que A2 ≃ K+ et B1/C(A2) →֒ K
×.
Maintenant d’apre`s le Corollaire 5.2.15, l’image de T1[w1] dans K
× est encore de rang e´gal
a` rg(T1[w1]) ≥ rg(F
◦(B1))
−i1 ≥ rg(A2) = rg(K+). Ainsi K
× est-il isomorphe a` un quotient de
T1[w1] par un sous-groupe fini ; en particulier T1[w1] contient un 2-tore.
Ce 2-tore est inverse´ par w1, une contradiction au Corollaire 5.1.2 qui ache`ve le cas B2 = B1.
Nous avons prouve´ que B1 6= B2, et comme aucune hypothe`se ne distingue pour le moment i2 et
i3, on a B1 6= B3 de meˆme. 
5.2.2 Reprise des affaires
Le lemme suivant est vide de contenu. D’une part il semble intuitif que le cas d’unipotence de
torsion ne posera aucun proble`me : les Up conventionnels offrent un analogue irre´prochable des O
du cas ordinaire, il suffit d’imiter [CJ04], et dans le pire des cas il y aurait le the´ore`me de Wagner !
D’autre part la preuve ressemble a` un tour de passe-passe.
Lemme 5.2.16 B1 est sans unipotence de torsion.
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Preuve
On suppose Up(B1) 6= 1 pour un nombre premier p 6= 2. Soit H = (B1 ∩ B2)
◦ ≥ C◦(V ) ≥ V .
Supposons H non-abe´lien. Dans ce cas, Z◦(Up(B1)) ≤ N
◦(H ′), mais le Lemme 1.8.5 impose que
B1 est l’unique sous-groupe de Borel contenant Z
◦(Up(B1)). Ainsi Z(F
◦(B2)) ≤ N
◦(H ′) ≤ B1.
C’est encore le Lemme 1.8.5 qui implique que B2 n’a pas d’unipotence de torsion. Le parame`tre
d’unipotence q˜2 est donc de la forme (∞, d2). Mais 1 6= U(∞,d2)(Z(F
◦(B2))) ≤ B1. Cette fois c’est
le Lemme 1.9.1 applique´ avec U(∞,d2)(Z(F
◦(B2))) dans les deux roˆles qui impose que (∞, d2) n’est
pas un parame`tre d’unipotence maximal pour B1. Ainsi d∞(B1) > d∞(B2). Nous sommes donc
en pre´sence d’une intersection non-abe´lienne telle que d∞(B1) > d∞(B2). D’apre`s le Fait 1.8.31
(4), la paire (B1, B2) est maximale. D’apre`s le Fait 1.8.33 (7), F
◦(B1) est sans p-unipotence, une
contradiction.
H est ainsi abe´lien. En particulier H = C◦(V ) et C◦B1(i2) = C
◦(V ). Comme on a simultane´ment
B1 6= B3 d’apre`s la Proposition 5.2.5, les meˆmes arguments impliquent C
◦
B1
(i3) = C
◦(V ). Alors
le Fait 5.0.2 implique B1 = 〈C
◦
B1
(i1), C
◦
B1
(i2), C
◦
B1
(i3)〉 = 〈C
◦(i1), C
◦(V ), C◦(V )〉 = C◦(i1), une
contradiction. 
Ainsi q˜1 est-il de la forme (∞, d1). Nous garderons ce fait a` l’esprit, et n’y ferons plus re´fe´rence.
Il faut noter que l’on en pourrait mener une autre preuve avec le the´ore`me de Wagner, Fait 1.6.3,
de manie`re analogue a` celle du Lemme 3.3.10 du chapitre 3.
Lemme 5.2.17 Les involutions i2 et i3 inversent Uq˜1(B1) qui est abe´lien, et i1 le centralise.
Preuve
Soit X = C◦
Uq˜1 (B1)
(i2) et supposons X 6= 1. D’apre`s le Lemme 5.2.2 et le Fait 1.8.21, X est un
q˜1-groupe. Formons N = N
◦(X) ≥ X. Alors N est V -invariant car X l’est, si bien que d’apre`s le
Corollaire 5.1.16, N admet q˜1 pour parame`tre d’unipotence maximal.
Maintenant X ≤ B2 donc par de´finition de q˜1 il vient q˜1 = q˜2, et X ≤ Uq˜1(B2) graˆce au Fait
1.8.23. Notamment Uq˜1(Z(F
◦(B2))) ≤ N , et le Lemme 1.9.1 impose que Uq˜1(B2) est le seul q˜1-
sous-groupe de Sylow de G contenant Uq˜1(N). Mais comme d’autre part Uq˜1(Z(F
◦(B1))) ≤ N , le
Lemme 1.9.1 implique de meˆme que Uq˜1(B1) est le seul q˜1-sous-groupe de Sylow de G contenant
Uq˜1(N). Il vient B1 = B2, une contradiction a` la Proposition 5.2.5.
Ainsi i2 inverse bien Uq˜1(B1). Comme aucune hypothe`se n’a e´te´ faite pour distinguer i2 et i3,
il est clair que i3 aussi agit par inversion. L’involution i1 centralise Uq˜1(B1), qui est abe´lien. 
5.2.3 Re´duction de T1[w1]
L’e´limination de la torsion dans les ensembles T1[w1] e´tait une e´tape essentielle de §3.3. Ici nous
butons sur un le´ger proble`me, a` savoir la possibilite´ d’une involution re´siduelle. On travaillera donc
avec les ensembles τ1[w1], de´finis ci-apre`s, et qu’il faut penser comme la composante connexe des
T1[w1]. Cela ne sera justifie´ que lorsqu’on aura prouve´ leur abe´lianite´ dans le Corollaire 5.2.24.
Notation 5.2.18 Pour w1 dans I1, soit τ1[w1] l’ensemble des carre´s des e´le´ments de T1[w1].
Lemme 5.2.19 (cf. Lemme 3.3.9) τ1[w1] est un sous-ensemble ge´ne´rique de T1[w1], et forme´
d’e´le´ments dont la cloˆture de´finissable est sans torsion.
Preuve
Nous commenc¸ons par l’e´tude des e´le´ments de torsion de T1[w1]. Soit t ∈ T [w1] un p-e´le´ment,
ou` p est un nombre premier ; on montre que t est une involution. Rappelons que B1 est sans p-
unipotence, d’apre`s le Lemme 5.2.16. Soit P un p-sous-groupe de Sylow de B1 contenant t, P est
un p-tore. L’involution w1 normalise C
◦(t) ≥ C◦(P ) qui contient d’apre`s le Fait 1.5.4 un 2-tore
maximal de B1 et de G, disons S
◦
1 . Par cotoricite´, il vient w1 ∈ S
◦
1 ≤ C
◦(P ) ≤ C◦(t), et pourtant
w1 inverse t. L’e´le´ment t est donc une involution. A ce point il est clair que si t ∈ τ1[w1], alors
sa cloˆture de´finissable d(t) est bien sans torsion. Nous prouvons de´sormais la ge´ne´ricite´ de τ1[w1]
dans T1[w1].
69
Remarquons qu’une involution k de T1[w1] ne peut pas eˆtre B1-conjugue´e a` i1. En effet sinon
il vient par cotoricite´ w1 ∈ C
◦(k) ≤ B1 par de´finition de B1, et cela contredit la de´finition de
w1 ∈ I1.
Soient maintenant k et ℓ deux involutions suppose´es distinctes de T [w1]. D’apre`s ce que nous
venons de remarquer, k et ℓ sont B1-conjugue´es a` i2 ou i3. En particulier elles inversent Uq˜1(B1)
d’apre`s le Lemme 5.2.17. Ainsi Uq˜1(B1) ≤ C
◦(kℓ). Ce dernier groupe, que nous noterons X, est
w1-invariant car (kℓ)
w1 = kℓ. Soit q˜ un parame`tre d’unipotence maximal pour X = C◦(kℓ). Si
q˜ = q˜1, alors le Fait 1.8.23 impose que Uq˜1(B1) est de´finissablement caracte´ristique dans X, donc
que w normalise Uq˜1(B1). Il vient w1 ∈ N(B1), une contradiction. Donc q˜ > q˜1. Pourtant X est
〈w1, k〉 = {1, w1, k, w1k}-invariant, et cela contredit le Corollaire 5.1.16.
T1[w1] posse`de donc au plus une involution. S’il n’y en a pas, il est e´vident que pour chaque
t ∈ T1[w1], la cloˆture de´finissable d(t) est 2-divisible, et donc que τ1[w1] = T1[w1]. Sinon, soit k
l’unique involution de T1[w1]. Soit Y = T [w1] \ τ1[w1]. Alors la multiplication a` gauche par k est
une injection de´finissable de Y dans τ1[w1], et il est clair que τ1[w1] est bien ge´ne´rique dans T1[w1].

L’involution w1 inverse point-a`-point l’ensemble τ1[w1], et rg(τ1[w1]) ≥ rg(F
◦(B))−i1 . En outre
τ1[w1] a cette proprie´te´ essentielle que si t ∈ τ1[w1], alors d(t) ⊆ τ1[w1]. On travaillera donc avec
τ1[w1] au lieu de T1[w1], et la preuve suivra celle de §3.3.
Lemme 5.2.20 (cf. Corollaire 3.3.8) ∀t ∈ τ1[w1]
#, CB1(t) ∩ i
B1
1 = ∅.
Preuve
Soient t ∈ τ1[w1]
# et une involution j1 ∈ i
B1
1 qui centralise t. L’involution w1 normalise C(t)
qui contient j1. D’apre`s le Lemme 2.1.1, il existe une involution w
′
1 conjugue´e sous C(t) a` w1 et
telle que [w′1, j1] = 1. Notons que w
′
1 6= j1, car sinon t serait une involution, ce que le Lemme 5.2.19
interdit. En outre on a graˆce a` la cotoricite´ w′1 ∈ C
◦(j1) ≤ B1 par de´finition de B1.
D’apre`s le Lemme 5.2.17, l’action de w′1 sur Uq˜1(B1) est par centralisation ou bien par inversion,
mais “sans me´lange”. Comme w′1 inverse d(t) qui est 2-divisible au vu du Lemme 5.2.19, le Lemme
1.3.1 impose [d(t), Uq˜1(B1)] = 1. Ainsi Uq˜1(B1) ≤ C
◦(t). Puisque C◦(t) est 〈w′1, j1〉-invariant,
le Corollaire 5.1.16 implique que C◦(t) admet q˜1 pour parame`tre d’unipotence maximal. Ainsi
U∞(B1) = U∞(C
◦(t)). Pourtant ce dernier groupe est w1-invariant, donc w1 normalise Uq˜1(B1),
une contradiction. 
Lemme 5.2.21 (cf. Corollaire 3.3.14) Il existe un entier s ≥ 1 et un (∞, s)-sous-groupe abe´lien
de d(τ1[w1]) qui est inclus dans τ1[w1] et qui ne centralise pas Uq˜1(B1).
Preuve
Supposons que chaque t de τ1[w1] centralise Uq˜1(B1). Selon le Lemme 1.9.1, Uq˜1(B1) est un sous-
groupe de Sylow de C◦(t) qui est w1-invariant. D’apre`s le Corollaire 2.1.6, il existe une involution
w′ conjugue´e sous C◦(t) a` w1 et qui normalise Uq˜1(B1). Prenant les normalisateurs connexes et
par cotoricite´, on a w′ ∈ B1. Ainsi w
′ ∈ B1 inverse d(t). Mais d(t) est un groupe sans torsion
d’apre`s le Lemme 5.2.19 ; le Lemme 5.2.2 implique d(t) ≤ F ◦(B1). Conjuguant par w1, on a aussi
d(t) ≤ F ◦(B1)
w1 , et cela est valable pour chaque t de τ1[w1].
Alors graˆce au Lemme 5.2.19, τ1[w1] ⊆ (F
◦(B1) ∩ F
◦(B1)
w1)◦ qui est un groupe de´finissable
connexe nilpotent inclus dans deux sous-groupes de Borel distincts, donc abe´lien d’apre`s le Corol-
laire 1.8.34. En particulier τ1[w1] est e´galement un groupe abe´lien. Maintenant C
◦(τ1[w1]) est un
groupe w1-invariant qui contient Uq˜1(B1). D’apre`s le Corollaire 2.1.6, il existe une involution w
′
conjugue´e sous C◦(τ1[w1]) a` w1 et qui normalise Uq˜1(B1). Passant aux normalisateurs connexes et
par cotoricite´, on a w′ ∈ B1. L’involution w
′ ∈ B1 inverse donc tout le groupe τ1[w1].
Soit q˜ un parame`tre d’unipotence maximal pour C◦(τ1[w1]). Si q˜ = q˜1, alors d’apre`s le Fait
1.8.23, Uq˜1(B1) est de´finissablement caracte´ristique dans C
◦(τ1[w1]), et en particulier w1 ∈ N(B1),
une contradiction. Donc q˜ > q˜1. D’apre`s le Lemme 5.1.15, w
′ inverse U∞(C
◦(τ1[w1])). Si dans B1,
w′ est conjugue´e a` i2 ou a` i3, alors d’apre`s le Lemme 5.2.17, w
′ inverse Uq˜1(B1) ≤ C
◦(τ1[w1]), et
le Lemme 1.3.1 impose U∞(C
◦(τ1[w1])) ≤ B1, une contradiction.
Ainsi w′ est-elle une B1-conjugue´e de i1. Elle inverse donc dans B1 un ensemble de rang exacte-
ment rg(F ◦(B1))
−i1 = rg(τ1[w1]) par de´finition de I1 (Notation 5.2.3). Alors τ1[w1] ⊆ (F
◦(B1))
−w′
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est l’unique sous-groupe ge´ne´rique dans l’ensemble (F ◦(B1))
−w′ qui est de degre´ 1 d’apre`s le Lemme
5.2.2. En particulier τ1[w1] est ainsi normalise´ par C
◦(w′), et il vient que le sous-groupe de´finissable
τ1[w1]⋊C
◦(w′) est ge´ne´rique dans B1. Comme ce dernier est connexe, on a B1 = τ1[w1]⋊C
◦(w′),
et donc τ1[w1] est normal dans B1. Ainsi w1 normalise B1 = N
◦(τ1[w1]), une contradiction. L’hy-
pothe`se faite au de´but de cette preuve est absurde.
Il y a donc un t ∈ τ1[w1] ne centralisant pas Uq˜1(B1). Conside´rons alors la cloˆture de´finissable
d(t), et passons modulo Cd(t)(Uq˜1(B1)). L’image d(t) est non-triviale par choix de t, et sans torsion
d’apre`s le Lemme 5.2.19 et le Fait 1.4.1. En particulier, d’apre`s le Fait 1.8.14, d(t) admet un
parame`tre d’unipotence, qui est ne´cessairement de la forme (∞, s). Maintenant le Fait 1.8.17 (2)
implique qu’il existe un (∞, s)-sous-groupe de´finissable de d(t) qui n’est pas nul dans la projection,
c’est-a`-dire qui ne centralise pas Uq˜1(B1). 
Notation 5.2.22 (cf. Notation 3.3.15) Soient, comme dans le Lemme 5.2.21, s un entier ≥ 1
et Ts un (∞, s)-groupe abe´lien inclus dans τ1[w1].
Proposition 5.2.23 (cf. Proposition 3.3.17) B1 ∩B
w1
1 est abe´lien.
Preuve
Sinon X = F (B1) ∩ F (B
w1
1 ) n’est pas trivial. D’apre`s le Fait 1.8.4, il n’y a pas de torsion dans
X, en particulier X = F ◦(B1) ∩ F
◦(Bw11 ) = (F (B1) ∩ F (B
w1
1 ))
◦.
Soient N = N◦(X) et q˜ un parame`tre d’unipotence maximal pour N . Comme w1 normalise
N ≥ Uq˜1(B1), il faut q˜ > q˜1 pour e´chapper a` la contradiction usuelle. Non moins habituellement, il
existe une involution w′ conjugue´e sous N a` w1 et qui normalise Uq˜1(B1). En particulier w
′ ∈ B1
pour les raisons fre´quentes. En outre w1 et w
′ doivent toutes deux inverser U∞(N) d’apre`s le
Lemme 5.1.15.
Si w′ est conjugue´e dans B1 a` i2 ou a` i3, alors d’apre`s le Lemme 5.2.17, elle inverse U∞(B1).
Comme w′ inverse aussi U∞(N) et que l’un normalise l’autre, il vient graˆce au Lemme 1.3.1
[U∞(B1), U∞(N)] = 1, donc U∞(N) ≤ C
◦(U∞(B1)) ≤ B1, une contradiction. Donc w
′ ∈ iB11 .
Comme q˜ > q˜1, N
◦
B1
(X) est inclus dans deux sous-groupes de Borel distincts. D’apre`s le Fait
1.8.32, (N◦B1(X))
′ est homoge`ne. D’autre part selon le Fait 1.8.26, [Ts, Uq˜1(B1)] est un q˜1-groupe
homoge`ne, et non-trivial par choix de Ts (Notation 5.2.22). Comme il est inclus dans (N
◦
B1
(X))′,
on en de´duit que (N◦B1(X))
′ est q˜1-homoge`ne. Comme ((B1 ∩ B
w1
1 )
◦)′ ≤ (N◦B1(X))
′, il vient que
((B1 ∩B
w1
1 )
◦)′ est lui aussi q˜1-homoge`ne.
On montre a` pre´sent que F ◦(B1) est abe´lien. Sinon, X est homoge`ne d’apre`s le Lemme 1.10.1.
Comme X contient ((B1∩B
w1
1 )
◦)′ qui est q˜1-homoge`ne, X est ainsi q˜1-homoge`ne. Maintenant pour
chaque r < d∞(B1), la de´composition centrale du Fait 1.8.18 implique Fr(B1) ≤ C
◦(X) ≤ N qui
n’est pas inclus dans B1, car d∞(N) > d∞(B1). Comme d’autre part Fr(B1) ≤ B1, le Corollaire
1.8.34 implique que Fr(B1) est abe´lien. Donc chaque Fr(B1) est abe´lien pour r < d∞(B1). Comme
U∞(B1) l’est aussi graˆce au Lemme 5.2.17, la de´composition du Fait 1.8.18 implique que F
◦(B1)
est abe´lien.
On forme enfin Y = (F ◦(B1))
−i1 . Y est un sous-groupe car F ◦(B1) est abe´lien, et non-trivial
- c’est l’hypothe`se de cette section ! Comme w′ ∈ iB11 , la de´composition donne´e dans le Lemme
5.2.2 impose que w′ aussi inverse Y , lequel est par ailleurs inclus dans N . Comme d’autre part,
w′ inverse U∞(N), le lemme 1.3.1 implique [Y, U∞(N)] = 1. Ainsi N ≤ C
◦(Y ), mais Y ⊳ B1. En
particulier q˜1 ≥ q˜, une contradiction. 
Jumelant avec le Lemme 5.2.19, on de´duit le corollaire suivant.
Corollaire 5.2.24 T1[w1] et τ1[w1] sont des groupes abe´liens de´finissables. T1[w1] est d’indice au
plus 2 sur sa composante connexe τ1[w1], qui est divisible.
Lemme 5.2.25 (cf. Lemme 3.3.11) Aucune involution de B1 n’inverse τ1[w1]. Aucune involu-
tion de iB11 ne centralise τ1[w1].
Preuve
Si une involution de B1 inverse τ1[w1], alors τ1[w1] e´tant sans torsion, le Lemme 5.2.2 implique
τ1[w1] ≤ F
◦(B1). Comme Uq˜1(B1) est abe´lien (Lemme 5.2.17), on a Ts ≤ τ1[w1] ≤ C
◦(Uq˜1(B1)),
contre la de´finition de Ts (Notation 5.2.22).
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Soit maintenant j1 ∈ i
B1
1 centralisant τ1[w1]. Alors j1 ∈ C(τ1[w1]) qui est w1-invariant, donc
d’apre`s le Lemme 2.1.1 il existe une involution w′ conjugue´e sous C(τ1[w1]) a` w1 et qui centralise
j1. Mais comme j1 est conjugue´e a` i1 dans B1, on a C
◦(j1) ≤ B1, et par cotoricite´ w
′ ∈ B1.
Pourtant w′ comme w1 inverse τ1[w1], ce qui contredit l’affirmation pre´ce´dente. 
5.2.4 Apparition de la paire maximale et scission de B1
Lemme 5.2.26 Il existe un sous-groupe de Borel distinct de B1 et contenant C
◦
B1
(τ1[w1]).
Preuve
On prend un sous-groupe de Borel contenant C◦B1(τ1[w1]) ; si ce n’est pas B1, il convient ; si
c’est B1, alors B
w1
1 convient. 
Notation 5.2.27 Soit BM ≥ C
◦
B1
(τ1[w1]) un sous-groupe de Borel distinct de B1 et maximisant
H = (B1 ∩BM )
◦ parmi de telles intersections.
Proposition 5.2.28 (cf. Proposition 3.3.25) H n’est pas abe´lien.
Preuve
On suppose H abe´lien. Soit t ∈ τ1[w1]. Alors H ≤ CB1(t) qui ne coupe pas i
B1
1 d’apre`s le
Lemme 5.2.20, et donc H n’est pas un sous-groupe de Carter de B1.
Par hypothe`se H ≤ C◦B1(τ1[w1]) ≤ H et donc H = C
◦
B1
(τ1[w1]). Si B0 est un sous-groupe
de Borel distinct de B1 et contenant N
◦(H), alors B0 est comme dans la Notation 5.2.27, et
(B1 ∩ B0)
◦ ≥ N◦B1(H) > H, une contradiction avec la maximalite´ de´finissant H. B1 est donc le
seul sous-groupe de Borel contenant N◦(H). En particulier N◦
C◦(τ1[w1])
(H) ≤ C◦B1(τ1[w1]) = H.
H est ainsi un sous-groupe de Carter de C◦(τ1[w1]) qui est w1-invariant. D’apre`s le Corollaire
2.1.5, il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise H. L’involution w
′
normalise aussi l’unique sous-groupe de Borel contenant son normalisateur. Donc w′ normalise B1
et w′ ∈ B1 par cotoricite´. Ainsi w
′ ∈ B1 inverse τ1[w1], et c’est une contradiction au Lemme 5.2.25.

Comme dans le paragraphe liant la Proposition 3.3.25 et le Lemme 3.3.26, notons que nous
sommes en pre´sence d’une intersection maximale non-abe´lienne au sens de la the´orie de [Bur07].
Lemme 5.2.29 (cf. Lemmes 3.3.26 et 3.3.27) d∞(H
′) = s et d∞(B1) > d∞(BM ).
Preuve
D’apre`s le Fait 1.8.32, H ′ est un groupe homoge`ne. On suppose que son unique degre´ d’unipo-
tence note´ r′ est distinct de s. Alors d’apre`s le Fait 1.8.30, les (∞, s)-sous-groupes de Sylow de H
sont inclus dans ses sous-groupes de Carter. Ts est donc inclus dans un sous-groupe de Carter QH
de H. Or QH est de rang de Pru¨fer au plus 1, car d’apre`s le Lemme 5.2.20, C
◦
B1
(τ1[w1]) ne coupe
pas iB11 . En particulier QH n’est un sous-groupe de Carter ni de G, ni de B1. L’examen du Lemme
1.10.2, dont nous adoptons la notation (QH)r′ , laisse subsister le seul cas ou` l’unique sous-groupe
de Borel contenant N◦G((QH)r′) est B1.
Ainsi N◦
C◦(τ1[w1])
(QH) ≤ (B1 ∩ C
◦(τ1[w1]))
◦ ≤ H par de´finition de H. En particulier, QH est
un sous-groupe de Carter de C◦(τ1[w1]). Mais d’apre`s le Corollaire 2.1.6, il existe une involution w
′
conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise QH . Alors w
′ normalise B1 qui jouit d’une proprie´te´
d’unicite´ de´finie a` partir de QH . Par cotoricite´, w
′ ∈ B1. L’involution w
′ ∈ B1, tout comme w1,
inverse τ1[w1]. C’est une contradiction au Lemme 5.2.25. Le premier point est ainsi prouve´.
On suppose a` pre´sent d∞(B1) ≤ d∞(BM ). Par l’asyme´trie du Fait 1.8.31 (4), on a meˆme
d∞(B1) < d∞(BM ). D’apre`s le Fait 1.8.33, on a alors pour chaque r 6= s que Fr(B1) ≤ Z(H).
C’est notamment le cas pour d∞(B1) > s, et il vient donc que Uq˜1(B1) ≤ Z(H). En particulier
Uq˜1(B1) commute avec τ1[w1], une contradiction. 
Corollaire 5.2.30 Un sous-groupe de Carter de H est un sous-groupe de Carter de B1, donc de
G, et donc de BM .
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Notation 5.2.31 A conjugaison pre`s, nous supposerons que le sous-groupe de Carter Q (de´fini
dans la Notation 5.1.4) est inclus dans H.
Notation 5.2.32 Soit Σ = Fs(H) = U(∞,s)(H) (nous renvoyons au Fait 1.8.33).
Lemme 5.2.33 (cf. Lemme 3.3.32, noter l’embarras e´vident face aux involutions) Σ est
un (∞, s)-sous-groupe de Sylow abe´lien de B1. Il contient τ1[w1] qui est (∞, s)-homoge`ne.
Preuve
Comme Σ est de´finissable, connexe, nilpotent, et inclus dans deux sous-groupes de Borel dis-
tincts, il est abe´lien d’apre`s le Corollaire 1.8.34.
Soit L ≥ Σ un (∞, s)-sous-groupe de Sylow de B1. D’apre`s le Fait 1.8.33 (3), N
◦(Fs(H)) ≤ BM .
Il vient donc N◦L(Σ) ≤ (L ∩BM )
◦ ≤ H donc U(∞,s)(N
◦
L(Σ)) ≤ Σ. Le Fait 1.8.27 impose L = Σ.
Soit enfin (∞, s′) 6= (∞, s) un parame`tre d’unipotence apparaissant dans τ1[w1], et Ts′ ≤ τ1[w1]
un sous-groupe inde´composable de ce degre´ d’unipotence. H ′ est (∞, s)-homoge`ne d’apre`s le Fait
1.8.32 et le Lemme 5.2.29, donc graˆce au Fait 1.8.30, Ts′ s’inclut dans un sous-groupe de Carter
de H. En particulier C◦H(Ts′) est de rang de Pru¨fer 2, contre le Lemme 5.2.20. Ainsi τ1[w1] est-il
(∞, s)-homoge`ne, et notamment, il est inclus dans Σ par de´finition de celui-ci. 
Notation 5.2.34 (cf. Notation 3.3.33) Soit K1 = [Σ, i1].
Proposition 5.2.35 (cf. Lemme 3.3.34) K1 ne de´pend pas de i1, ni de w1. C’est un (∞, s)-
groupe abe´lien homoge`ne et sans involutions, de meˆme rang que τ1[w1]. Enfin B1 = K1 ⋊ C
◦(i1)
et B1 est l’unique sous-groupe de Borel contenant C
◦(K1).
Preuve
Le the´ore`me des inde´composables de Zilber entraˆıne la connexite´ de K1. Maintenant K1 qui est
abe´lien ne peut pas posse´der de 2-tore, car ce serait un 2-tore inverse´ par i1, contre le Corollaire
5.1.2. Comme K1 est connexe, il est sans involution d’apre`s le Fait 1.4.4.
On conside`re l’action de i1 sur Σ qui est abe´lien, connexe, et 2-divisible car sans 2-unipotence.
D’apre`s le Fait 1.3.3, on a Σ = CΣ(i1)(+)Σ
−i1 , ou` le symbole (+) signifie que l’intersection est
finie. Il est clair que K1 = (Σ
−i1 )◦, et il vient donc rg(Σ) = rg(CΣ(i1)) + rg(K1).
D’apre`s le Lemme 5.2.20 τ1[w1]∩C
◦(i1) = 1, et donc rg(τ1[w1]) ≤ rg(Σ)− rgC
◦
Σ(i1) = rg(K1).
D’autre partK1 est un groupe 2
⊥ inverse´ par i1 ∈ B1. Avec le Lemme 5.2.2, on aK1 ⊆ (F
◦(B1))
−i1 .
Mais par de´finition de w1, il vient rg(τ1[w1]) ≥ rg(F
◦(B1)
−i1 ) ≥ rg(K1), donc tous ces rangs sont
e´gaux.
K1 est alors un sous-groupe de´finissable ge´ne´rique de F
◦(B1)
−i1 qui est de degre´ 1 d’apre`s
le Fait 5.2.2. Notamment C◦(i1) normalise K1, et K1 ⋊ C
◦(i1) est un sous-groupe de´finissable
ge´ne´rique de B1. Ce dernier e´tant connexe, on a B1 = K1 ⋊ C
◦(i1).
Enfin, K1 ≤ [Σ, i1] ≤ H
′ qui est un groupe (∞, s)-homoge`ne d’apre`s le Lemme 5.2.29. En
particulier K1 est un (∞, s)-sous-groupe de F
◦(B1), et donc inclus dans Fs(B1). Le Fait 1.8.33 (6)
force l’unicite´ dans l’inclusion C◦(K1) ≤ B1. 
Lemme 5.2.36 Si ii et i2 sont G-conjugue´es, alors i2 inverse K1.
Preuve
On conside`re X = C◦K1(i2) suppose´ non-trivial, et disons i2 = i
g
1 pour un g ∈ G. Alors X
est inclus dans C◦(i2) ≤ B
g
1 . En outre i2 inverse Uq˜1(B1) et centralise Uq˜1(B
g
1 ) d’apre`s le Lemme
5.2.17. Mais i1 inverseK1 donc elle inverse aussi X, et ainsi le Lemme 5.2.2 applique´ dans B
g
1 donne
X ≤ F ◦(Bg1 ). En particulier Uq˜1(B
g
1 ) ≤ C
◦(X). Mais d’apre`s la Proposition 5.2.35, C◦(X) ≤ B1,
et ainsi Uq˜1(B
g
1 ) ≤ B1. Le Lemme 1.9.1 force alors B
g
1 = B1. L’involution i2 centralise et inverse
Uq˜1(B1) = Uq˜1(B
g), une contradiction. 
Corollaire 5.2.37 (cf. Corollaire 3.3.4) iG1 ∩ S = {i1}.
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Preuve
En effet, d’apre`s le Corollaire 5.1.7, il y a une ou trois classes d’involutions. S’il y en a une seule,
le Lemme 5.2.36 applique´ avec i2 puis avec i3 impose que i1 centralise K1, contre sa de´finition. 
Le controˆle de la classe de i1 dans le Corollaire 5.2.37 est indispensable aux arguments de
conjugaison sur lesquels s’appuie la combinatoire de la sous-section suivante. Sans un tel re´sultat,
les calculs de rang sont impossibles. Sa preuve n’en avait pas e´te´ diffe´re´e pour entretenir le suspense ;
le Corollaire 5.2.37 ne´cessite le Lemme 5.2.36 et nous semble inaccessible plus toˆt dans la preuve.
Corollaire 5.2.38 N(B1) = B1.
Preuve
Un argument de Frattini donne N(B1) = NN(B1)(Q) · B1, mais d’apre`s le Corollaire 5.1.6,
N(Q) = Q. 
5.2.5 La correspondance K1 ∼ τ1 et la contradiction a` la simplicite´
Lemme 5.2.39 (cf. Proposition 3.3.38) Il existe un (∞, s)-sous-groupe de Sylow L de C◦(τ1[w1])
tel que U(∞,s)(O(L)) = U(∞,s)(O(Σ)).
Preuve
Soit X = U(∞,s)(O(Fs(BM ))). Alors X est un (∞, s)-groupe par de´finition ; d’autre part il est
non-trivial. En effet graˆce aux Lemmes 5.2.33 et 1.10.4 et au Corollaire 5.2.30, Fs(BM ) ≥ τ1[w1] qui
n’a pas d’involution d’apre`s le Lemme 5.2.19, et donc d’apre`s le Fait 4.1.1, O(Fs(BM )) ≥ τ1[w1].
Comme ce dernier est (∞, s)-homoge`ne, on a X ≥ τ1[w1]. On prouve de meˆme que K1 ≤ X.
Nous montrerons que C◦X(τ1[w1]) ≤ Σ. Comme i1 ∈ BM normalise X qui est 2
⊥ et connexe par
de´finition, on a d’apre`s le Fait 1.3.2 la de´composition univoque X = CX(i1)·X
−i1 , ou` chaque terme
est de degre´ 1. Mais alors CX(i1) = C
◦
X(i1) ≤ C
◦(i1) ≤ B1, donc CX(i1) ≤ (B1 ∩ BM )
◦ = H.
D’autre part, X e´tant un U(∞,s)-groupe sans involution, le Fait 1.8.21 entraˆıne que CX(i1) est
encore un U(∞,s)-groupe. Ainsi CX(i1) ≤ U(∞,s)(H) = Σ d’apre`s la Notation 5.2.32.
Pour montrer que C◦X(τ1[w1]) ≤ Σ, il suffit ainsi de montrer qu’un e´le´ment z ∈ X
−i1 qui
centralise τ1[w1] appartient a` Σ. Soit donc z ∈ C
◦
X(τ1[w1]) tel que z
i1 = z−1.
Pour chaque t ∈ τ1[w1], on a [z, t] = 1 et [z
i1 , t] = 1, donc [z, ti1 ] = 1. En particulier, z commute
a` [t, i1]. Donc z centralise [τ1[w1], i1] qui n’est pas trivial d’apre`s le Lemme 5.2.25. D’autre part
[τ1[w1], i1] ≤ [Σ, i1] = K1 par de´finition de ce dernier. Maintenant d’apre`s la Proposition 5.2.35 B1
est l’unique sous-groupe de Borel contenant C◦(K1), et donc a` plus forte raison l’unique sous-groupe
de Borel contenant C◦([τ1[w1], i1]). Comme ce dernier est normalise´ par z, il vient z ∈ N(B1) = B1
d’apre`s le Corollaire 5.2.38.
Ainsi z ∈ B1 est inverse´ par i1. Comme z ∈ X ≤ O(Fs(BM )), d(z) est sans involution. D’apre`s
le Lemme 5.2.2, z ∈ F ◦(B1). Ainsi z ∈ F (B1) ∩ F (BM ) = Fs(B1) ≤ U(∞,s)(H) = Σ (on a utilise´
le Fait 1.8.33 (6) pour la premie`re e´galite´). Nous avons bien prouve´ C◦X(τ1[w1]) ≤ Σ.
Soit enfin L ≥ Σ un (∞, s)-sous-groupe de Sylow de C◦(τ1[w1]). Le Lemme 1.10.3 force L ≤ BM .
Mais d’apre`s le Lemme 1.10.4 et le Corollaire 5.2.30, on a L ≤ Fs(BM ), et donc U(∞,s)(O(L)) ≤ X.
Ainsi U(∞,s)(O(L)) ≤ C
◦
X(τ1[w1]) ≤ Σ. D’autre part, le Fait 4.1.1 implique O(Σ) ≤ O(L) et donc
U(∞,s)(O(Σ)) ≤ U(∞,s)(O(L)), ce qui entraˆıne l’e´galite´. Le lemme est de´montre´. 
Remarque 5.2.40 Noter que Σ pouvant contenir un 2-tore central, il faut bien travailler avec des
O partout ; puis pour eˆtre suˆr d’avoir des (∞, s)-sous-groupes de Sylow, reprendre la partie (∞, s)-
engendre´e ! Peut-eˆtre le sous-groupe obtenu est-il propre dans Σ, l’essentiel est qu’il contienne les
deux “blocs” qui nous inte´ressent, a` savoir K1 et τ1[w1].
Notation 5.2.41 Soit Σˇ = U(∞,s)(O(Σ)). (De manie`re analogue au de´but de la preuve du Lemme
5.2.39, Σˇ contient τ1[w1] et K1).
Corollaire 5.2.42 Il existe une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise Σˇ.
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Preuve
Soit L comme dans le Lemme 5.2.39. D’apre`s le Corollaire 2.1.6, il existe une involution w′
conjugue´e sous C◦(τ1[w1]) a` w1 qui normalise L. En particulier w
′ normalise Σˇ. 
Corollaire 5.2.43 (cf. Lemme 3.3.39) ∀w1 ∈ I1, ∃g ∈ G tel que τ1[w1] = K
g
1 .
Preuve
Soit comme dans le Corollaire 5.2.42 une involution w′ conjugue´e sous C◦(τ1[w1]) a` w1 et
qui normalise Σˇ. Notamment w′ inverse τ1[w1], c’est une G-conjugue´e de i1, et elle n’est pas
dans B1 d’apre`s le Lemme 5.2.25. Ainsi w
′ ∈ I1 par de´finition de ce dernier (Notation 5.2.3). En
particulier tout ce qui pre´ce`de est encore vrai pour w′. L’inclusion de sous-groupes de meˆme rang
τ1[w
′] ≥ τ1[w1] se transforme en e´galite´, et Σˇ
−w′ = τ1[w
′] = τ1[w1].
Maintenant V ≤ H ≤ N(Σˇ), donc d’apre`s le Corollaire 5.1.2, w′ ∈ N(Σˇ) est conjugue´e dans
N(Σˇ) a` une involution de V . Ce ne peut eˆtre que i1 au vu du Corollaire 5.2.37. Il existe donc
g ∈ N(Σˇ) tel que w′ = ig1, et ainsi τ1[w1] = Σˇ
−w′ = (Σˇ−i1 )g ≤ Kg1 , puis l’e´galite´ des rangs prouve
l’e´galite´ de ces groupes connexes. 
Proposition 5.2.44 (cf. Corollaires 3.3.42 et 3.3.43)
rg
(
KG1
)
= rg
( ⋃
w1∈I1
τ1[w1]
)
.
Preuve
D’apre`s la Proposition 5.2.35, B1 est l’unique sous-groupe de Borel contenant C
◦(K1). En
particulier, si x ∈ (K1 ∩ K
g
1 )
#, alors B1 = B
g
1 , et il suit que K1 = K
g
1 . Le groupe K1 est donc
disjoint de ses conjugue´s non-identiques. En particulier, rg(KG1 ) = rg(K1) + rg(G) − rg(N(K1)).
Mais toujours d’apre`s la Proposition 5.2.35, N◦(K1) = B1 = K1 ⋊ C
◦(i1), donc il vient que
rg(KG1 ) = rg(G)− rg(C
◦(i1)) = rg(I1).
Nous e´valuons de´sormais le deuxie`me membre de l’e´galite´. Soient w0, w1 ∈ I1. Comme τ1[w0] et
τ1[w1] sont d’apre`s le Corollaire 5.2.43 des conjugue´s de K1, ils sont disjoints ou e´gaux. On suppose
donc τ1[w1] = τ1[w0] = K
g
1 pour un g ∈ G. Alors w0 et w1 sont dans I(N(K
g
1 )) = I(N(B
g
1 )) ⊂ B
g
1
graˆce au Corollaire 5.2.38. Comme i1 est isole´e dans S, on a que w1 et w0 sont toutes deux B
g
1 -
conjugue´es a` ig1, donc entre elles. D’apre`s la de´composition donne´e dans la Proposition 5.2.35, w0
et w1 sont meˆme K
g
1 = τ1[w0]-conjugue´es.
Quand nous calculons rg(
⋃
w1∈I1
τ1[w1]), chaque terme est de rang rg(K1), et la somme porte
sur un ensemble de rang rg(I1) modulo une e´quivalence dont les classes sont encore de rang rg(K1).
Il est donc clair que rg
(⋃
w1∈I1
τ1[w1]
)
= rg(I1). 
Preuve du The´ore`me 5.2.1
L’ensemble
⋃
w1∈I1
τ1[w1] est inclus dans K
G
1 d’apre`s le Corollaire 5.2.43 ; il y est ge´ne´rique
d’apre`s la Proposition 5.2.44. En particulier, B1∩K
G
1 est ge´ne´rique dans K
G
1 , et le Corollaire 1.2.2
contredit la simplicite´ de G. 
Rapportons en trophe´e de cette couˆteuse campagne un sous-groupe qui s’ave`rera fort utile.
5.2.6 Conse´quences - Y1
Nous noterons encore B1 = C
◦(i1) ; c’est un sous-groupe de Borel. Tout est a` refaire, meˆme la
distinction de B1 d’avec B2 et B3 ! Enfin rappelons qu’a` ce stade, aucune hypothe`se ne distingue
encore i2 d’i3 (c’est-a`-dire q˜2 de q˜3) : on s’en souviendra dans les preuves qui suivent.
Pour e´tudier aise´ment l’action de V sur Uq˜1(B1), il faut pouvoir soutenir que le centralisateur de
i2 (et i3) dans ce sous-groupe est encore un q˜1-groupe. Le Fait 1.8.21 exige l’absence d’involutions,
ce que nous ne savons plus garantir ; on travaillera donc plutoˆt avec de la q˜1-homoge´ne´ite´ et le Fait
1.8.26. Ceci explique l’apparent de´tour qu’est l’introduction de U1.
Notation 5.2.45 Soit U1 = [Uq˜1(B1), B1].
75
Lemme 5.2.46 U1 est un q˜1-sous-groupe de´finissable, homoge`ne, non-trivial, et normal dans B1.
Preuve
U1 est trivialement normal et de´finissable. Sa q˜1-homoge´ne´ite´ re´sulte du Fait 1.8.26 (en ca-
racte´ristique finie, c’est e´vident). Il reste a` voir que U1 est non-trivial. Si U1 = 1, alors Uq˜1(B1) ≤
Z(B1), et notamment Uq˜1(B1) ≤ C
◦(V ). Le choix de q˜1 (voir Notation 5.1.13) impose alors q˜1 = q˜2,
et Uq˜1(B1) ≤ B2, donc Uq˜1(B1) = Uq˜1(B2). En particulier, le Lemme 1.9.1 entraˆıne B2 = B1, et
l’on montre de meˆme B3 = B1, une contradiction au Lemme 5.1.3. 
Le sous-groupe suivant est le trophe´e. Nous e´tablirons ses proprie´te´s dans la Proposition 5.2.57
qui cloˆt la section.
Notation 5.2.47 Soit Y1 un sous-groupe B1-minimal de U1.
Il est imme´diat d’apre`s le Lemme 5.2.46 que Y1 est un q˜1-sous-groupe de B1. En particulier,
on pourra appliquer le Lemme 1.9.1 avec Y1 dans les deux roˆles (ou le Lemme 1.8.5, mais les
configurations a` unipotence de torsion doivent sembler bien fades au lecteur arrive´ jusqu’ici).
Rappelons que par B1-minimalite´, Y1 est inclus dans Z(F
◦(B1)).
Lemme 5.2.48 Si B2 6= B1, alors i2 inverse Y1.
Preuve
Si i2 n’inverse pas U1, alors X = C
◦
Y1
(i2) est non-trivial. Mais comme B1 = CB1(i2) ·F
◦(B1) et
que Y1 est inclus dans Z(F
◦(B1)), on a X ⊳ B1. Par B1-minimalite´ de Y1, il vient X = Y1 et donc
i2 centralise Y1.
En particulier Y1 ≤ B2, mais puisque q˜1 ≥ q˜2, on a e´galite´. Le Lemme 1.9.1 entraˆıne B2 = B1.

Nous allons maintenant rendre B1 distinct de B2 et B3. La preuve va occuper quelques lemmes ;
elle est absolument similaire a` celle de la Proposition 5.2.5.
Proposition 5.2.49 B1 6= B2 et B1 6= B3.
On suppose B1 = B2, et l’on montre une contradiction. D’apre`s le Lemme 5.1.3, on a B3 6= B1 ;
d’apre`s le Lemme 5.2.48 applique´ a` B3 et i3, il vient que i3 inverse Y1. Comme i1 le centralise, i2
inverse Y1. Comme Y1 ≤ Z(F
◦(B1)), on a le re´sultat suivant.
Lemme 5.2.50 Toute involution de B1 distincte de i1 inverse Y1.
Lemme 5.2.51 B1 = C
◦(i1) > C
◦(i2). En particulier i1 et i2 ne sont pas G-conjugue´es.
Preuve
On a par hypothe`se C◦(i2) ≤ B2 = B1, mais Y1 6≤ C
◦(i2). En particulier C
◦(i2) < B1, et C
◦(i2)
n’est pas un sous-groupe de Borel. Notamment i1 et i2 ne sont pas G-conjugue´es. 
Notation 5.2.52 Soit pour chaque w2 ∈ i
G
2 l’ensemble de´finissable T1[w2] = {b ∈ B1, b
w2 = b−1}.
Lemme 5.2.53 Il existe une involution w2 ∈ i
G
2 \N(B1) telle que rg(T1[w2]) ≥ rg((F
◦(B1))
−i2 ).
Notation 5.2.54 Nous fixons une telle involution w2.
Lemme 5.2.55 Aucun sous-groupe propre de´finissable, connexe, et w2-invariant ne contient Y1.
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Preuve
Soient H comme dans l’e´nonce´ et q˜ un parame`tre d’unipotence maximal pour H. Si q˜ = q˜1,
alors Y1 ≤ Uq˜(H). Pourtant d’apre`s le Lemme 1.9.1 (ou 1.8.5), Uq˜1(B1) est l’unique q˜1-sous-groupe
de Sylow de B1 contenant Y1. En particulier, il vient w2 ∈ N(B1), une contradiction.
Ainsi q˜ > q˜1, et w2 inverse Uq˜(H) d’apre`s le Lemme 5.1.15. Maintenant il existe dans H un
q˜1-sous-groupe de Sylow Uˆ1 contenant Y1. D’apre`s le Corollaire 2.1.6, il existe une involution w
′
2
conjugue´e a` w2 sous H et qui normalise Uˆ1. Toujours d’apre`s le Lemme 1.9.1 (resp. Lemme 1.8.5)
puis par cotoricite´, il vient w′2 ∈ B1. Il est clair que w
′
2 6= i1 d’apre`s le Lemme 5.2.51. En particulier,
w′2 inverse Y1 d’apre`s le Lemme 5.2.50 ; maintenant le Lemme 1.3.1 force [Y1, Uq˜(H)] = 1, d’ou`
Uq˜(H) ≤ N
◦(Y1) = B1, une contradiction. 
Corollaire 5.2.56 T1[w2] est un groupe abe´lien de´finissable, et C
◦
T1[w2]
(Y1) = 1.
Preuve
On forme d’abord X = F ◦(B1)∩ F
◦(B1)
w2 . S’il est non-trivial, le Lemme 5.2.55 applique´ avec
H = N◦(X) donne une contradiction. Ainsi X = 1, et en particulier B1 ∩B
w2
1 est abe´lien.
On forme ensuite X = C◦
T1[w2]
(Y1) que l’on suppose non-trivial, et l’on forme son normalisateur
H = N◦(X). Meˆme contradiction. 
Preuve de la Proposition 5.2.49
Apre`s des ve´rifications triviales, le the´ore`me du corps (Fait 1.6.1) donne un corps alge´briquement
clos K tel que Y1 ≃ K+ et qu’un quotient fini de T1[w2] se plonge dans K
×. Par choix de w2, on
a pourtant rg(T1[w2]) ≥ rg(F
◦(B1)
−i2 ) ≥ rg(Y1) = rg(K+), donc T1[w2] se surjecte sur K
×. En
particulier il contient un 2-tore non-trivial, qui est inverse´ par w2. Ceci contredit la structure des
2-sous-groupes de Sylow (Corollaire 5.1.2). Ainsi B1 6= B2. En l’absence d’hypothe`se distinguant
i2 et i3, on a aussi montre´ B1 6= B3. 
Nous re´coltons enfin les fruits de cette e´tude.
Proposition 5.2.57 Y1 est un q˜1-groupe de´finissable, homoge`ne, non-trivial, et normal dans B1.
Il est inverse´ par chaque involution de B1 distincte de i1. (En particulier il est 2
⊥).
Preuve
Evident d’apre`s le Lemme 5.2.48 et la Proposition 5.2.49. 
Pour ne pas finir cette section sur une note optimiste, avouons que nous ne savons pas a` ce
point si B2 et B3 sont ne´cessairement distincts !
5.3 La campagne du deuxie`me centralisateur
Nous menons a` pre´sent la seconde grande bataille de cette e´tude. Attention, nous brisons la
syme´trie qui restait.
Notation 5.3.1 On suppose de´sormais
q˜2 ≥ q˜3.
Nous introduisons, suite au Lemme 5.1.15, un deuxie`me principe controˆlant l’action des invo-
lutions sur l’unipotence. Faisons noter que le Lemme 5.3.2 est inde´pendant du fait que C◦(i2) soit
un sous-groupe de Borel ou non.
Lemme 5.3.2 (cf. Lemme 5.1.15) Soient B0 un sous-groupe de Borel et q˜0 un parame`tre d’uni-
potence maximal pour B0. On suppose q˜0 > q˜2. Alors il existe un q˜0-sous-groupe de´finissable Y0
normal dans B0 et central dans F
◦(B0) tel que toute involution de N(B0) \ i
G
1 inverse Y0.
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Preuve
Soit k ∈ N(B0)\ i
G
1 : nous montrons qu’elle inverse un sous-groupe conforme a` l’e´nonce´, et dont
la de´finition n’implique pas k.
On suppose d’abord que F ◦(B0) n’a pas d’involution. Alors d’apre`s le Fait 1.8.21, CUq˜0 (B0)(k)
est un q˜0-groupe, avec q˜0 > q˜2 ≥ q˜3. On a donc CUq˜0 (B0)(k) = 1, et k inverse Uq˜0(B0), donc inverse
aussi Y0 = Uq˜0(Z(F
◦(B0))). Y0 convient bien, et ne de´pend pas de k (prise dans N(B0) \ i
G
1 ).
On suppose a` pre´sent que F ◦(B0) a une involution ℓ. Alors B0 = C
◦(ℓ) admet le parame`tre
d’unipotence q˜0, donc il vient ℓ ∈ i
G
1 . Ainsi a` conjugaison pre`s B0 = C
◦(i1) = B1 d’apre`s le
The´ore`me 5.2.1. Maintenant d’apre`s la Proposition 5.2.57, chaque involution de N(B1)\ i
G
1 inverse
Y1, et donc Y0 = Y1 convient. 
Le controˆle d’unipotence connaˆıtra un dernier visage dans le Lemme 5.4.8 infra. L’enjeu est
de´sormais de prouver que C◦(i2) aussi est un sous-groupe de Borel.
The´ore`me 5.3.3 C◦(i2) est un sous-groupe de Borel.
Dans un premier cas, les trois involutions sont conjugue´es, et le The´ore`me 5.3.3 est imme´diat
graˆce au The´ore`me 5.2.1. Dans un deuxie`me cas, il y a plus de travail !
Nous supposons C◦(i2) < B2.
Au vu du Corollaire 5.1.7, il y a trois classes de conjugaison d’involutions. Nous allons bien
suˆr consacrer une attention spe´ciale a` celle de i2 dans cette e´tude qui imite assez identiquement la
Section 5.2 de ce chapitre, et plus fide`lement encore la Section 3.3 du chapitre 3. La seule diffe´rence
est lors du controˆle de la torsion des ensembles T2[w2], qui requerra un soin particulier.
Il est e´vident d’apre`s la structure du 2-sous-groupe de Sylow (Corollaire 5.1.2) et l’hypothe`se
qu’il y a trois classes, que deux involutions distinctes et conjugue´es ne peuvent pas commuter. Dans
la suite, nous affublerons chaque involution d’un indice qui signalera sa classe de conjugaison : s1
sera toujours une G-conjugue´e de i1, etc.
Lemme 5.3.4 (cf. Lemmes 3.1.2 et 5.2.2) Quitte a` e´changer i2 et i3, on peut supposer que
F ◦(B2) est 2
⊥ ; d’ou` la de´composition usuelle, &c.
5.3.1 Introduction et re´duction des pseudo-tores
Notation 5.3.5 Soient pour chaque w2 ∈ i
G
2 l’ensemble de´finissable
T2[w2] =
{
b ∈ B2, b
w2 = b−1
}
et I2 =
{
w2 ∈ i
G
2 \N(B2), rg(T2[w2]) ≥ rg
(
(F ◦(B2))
−i2
)}
.
Lemme 5.3.6 I2 est un sous-ensemble (de´finissable) ge´ne´rique de i
G
2 .
Notation 5.3.7 Nous fixons jusqu’a` nouvel ordre une involution w2 de I2.
Lemme 5.3.8 Les e´ventuels e´le´ments de torsion de T2[w2] sont des involutions toutes G-conjugue´es
entre elles ; leur classe n’est pas celle de i2.
Preuve
Soit t ∈ T2[w2] un p-e´le´ment. Comme au de´but de la preuve du Lemme 3.3.9, on montre que
B2 est sans p-unipotence. En effet, graˆce au Fait 1.4.3, on trouve sinon que C
◦
Up(B2)
(t) est infini, et
ce sous-groupe p-unipotent est commun a` B2 et B
w2
2 , contradiction au Lemme 1.8.5. L’e´le´ment t
appartient donc a` un p-tore P de B2, et l’on poursuit comme dans le Lemme 5.2.19 : C
◦(P ) contient
un 2-tore maximal S◦1 , et w2 normalise C
◦(t) ≥ C◦(P ) ≥ S◦1 d’ou` par cotoricite´, w2 ∈ C
◦(t).
La torsion de T2[w2] est donc forme´e d’involutions. Que ce ne soit pas des conjugue´es de i2 est
clair. Reste a` supposer qu’il existe dans T2[w2] des involutions j1 et ℓ3 qui soient G-conjugue´es
l’une a` i1 et l’autre a` i3. Mais alors d(j1ℓ3) doit contenir une involution, qui ne peut eˆtre que
78
G-conjugue´e a` i2 ; appelons-la k2. En particulier, [w2, k2] = 1 et donc w2 = k2 ∈ d(j1ℓ3) ≤ B2, une
contradiction. 
Le mot d’ordre dans les deux lemmes suivant est d’exporter le seul merveilleux sous-groupe
disponible, a` savoir Y1 de la Notation 5.2.47. Nous rappelons par ailleurs que deux involutions de
B2 conjugue´es (dans B2 ou dans G, cela revient au meˆme) ont meˆme action sur Z(F
◦(B2)).
Lemme 5.3.9 (“Birthday Lemma” 1) Il y a au plus une G-conjugue´e de i1 dans T2[w2].
Preuve
On suppose qu’il y en a deux : disons j1 6= j
′
1 ∈ T2[w2]. Soit ℓ3 = j1w2.
Montrons que d(j1j
′
1) est connexe. Supposons d’abord qu’il existe dans d(j1j
′
1) une involution ;
elle ne peut eˆtre que G-conjugue´e a` i3 ; appelons-la s3. Alors [w2, j1] = [j1, s3] = [s3, w2] = 1, ce
qui force w2 = j1s3 ∈ B2, une absurdite´. Ainsi d(j1j
′
1) est sans involution. Maintenant s’il existe
dans d(j1j
′
1) un p-e´le´ment x, alors on e´limine la p-unipotence comme dans le Lemme 5.3.8, et on
en de´duit que C◦(x) contient un 2-tore maximal de G. Comme C◦(x) est normalise´ par j1, il vient
par cotoricite´ j1 ∈ C
◦(x), donc x est une involution, contradiction. Ainsi d(j1j
′
1) est-il connexe.
Le groupe C◦(j1j
′
1) est non-trivial, propre, de´finissable, connexe, et 〈j1, w2〉-invariant ; gaˆce
au The´ore`me 4.3.4, on l’inclut dans un sous-groupe de Borel B0 encore 〈j1, w2〉-invariant (et donc
e´galement ℓ3-invariant) ; soit q˜0 un parame`tre d’unipotence maximal pour B0. D’apre`s le Corollaire
5.1.16, q˜0 ≤ q˜1. Comme j1 et j
′
1 ont meˆme action sur Uq˜2(Z(F
◦(B2))), on a d’autre part q˜0 ≥ q˜2.
Si q˜0 = q˜2, alors Uq˜2(Z(F
◦(B2))) ≤ Uq˜2(Z(F
◦(B0))), et le Lemme 1.9.1 impose B0 = B2. En
particulier, w2 normalise B2, une contradiction. Ainsi q˜0 > q˜2.
D’apre`s le Lemme 5.3.2, il existe dans B0 un q˜0-sous-groupe Y0 normal dans B0 et inverse´ par
w2 et ℓ3. En particulier, Y0 est centralise´ par j1 et donc Y0 ≤ C
◦(j1). Maintenant si l’on e´crit
j1 = i
g
1, il vient d’apre`s la Proposition 5.2.57 que Y
g
1 ≤ C
◦(j1) est lui aussi inverse´ par w2. Le
Lemme 1.3.1 force [Y0, Y
g
1 ] = 1. En particulier Y
g
1 ≤ N
◦(Y0) = B0, donc q˜0 = q˜1 et Y
g
1 ≤ Uq˜1(B0).
Le Lemme 1.9.1 entraˆıne B0 = B
g
1 = C(j1).
Ainsi a-t-on C◦(j1j
′
1) ≤ B0 = C(j1) ; en particulier j1j
′
1 ∈ d
◦(j1j
′
1) ≤ C
◦(j1j
′
1) ≤ C(j1), donc
j1 centralise et inverse j1j
′
1 qui doit alors eˆtre une involution. Enfin [j1, j
′
1] = 1, une contradiction.

Lemme 5.3.10 (“Birthday Lemma” 2) Il y a au plus une G-conjugue´e de i3 dans T2[w2].
Preuve
On suppose qu’il y en a deux : disons ℓ3 6= ℓ
′
3 ∈ T2[w2]. Comme pre´ce´demment, d(ℓ3ℓ
′
3) est
connexe. L’involution w2ℓ3 est une G-conjugue´e de i1, disons j1.
On inclut de´sormais C◦(ℓ3ℓ
′
3) dans un sous-groupe de Borel 〈w2, ℓ3〉-invariant que l’on appelle
B0, et l’on note q˜0 un parame`tre d’unipotence maximal pour B0. Comme ℓ3 et ℓ
′
3 ont meˆme action
sur Uq˜2(Z(F
◦(B2))), on a Uq˜2(Z(F
◦(B2))) ≤ B0.
Si q˜0 = q˜2, il vient B0 = B2 et donc B2 est w2-invariant, une contradiction. Ainsi q˜0 > q˜2.
D’apre`s le Lemme 5.3.2, il existe un q˜0-sous-groupe Y0 normal dans B0 et inverse´ par w2 et ℓ3.
En particulier, j1 = w2ℓ3 centralise Y0. Si l’on e´crit j1 = i
g
1, on trouve dans B
g
1 l’involution
w2, qui inverse Y0 et Y
g
1 , et le premier normalise le second. Il vient ainsi [Y0, Y
g
1 ] = 1, et donc
Y g1 ≤ N
◦(Y0) = B0. Le Lemme 1.9.1 impose B0 = B
g
1 .
On a donc B0 = C(j1) et C
◦(ℓ3ℓ
′
3) ≤ C(j1). Mais alors ℓ3ℓ
′
3 ∈ C(j1), d’ou` ℓ3 = j1w2 ∈ C(ℓ3ℓ
′
3).
Ainsi ℓ3ℓ
′
3 est une involution, ce qui est une contradiction. 
Corollaire 5.3.11 τ2[w2] est un sous-ensemble ge´ne´rique de T2[w2] ; la cloˆture de´finissable de
chacun de ses e´le´ments est sans torsion.
Ces difficulte´s passe´es, nous travaillons avec la classe de i2 sans nous soucier des deux autres,
et la me´thode de §3.3 se de´roule sans encombre.
Lemme 5.3.12 (cf. Lemmes 3.3.11 et 5.2.25) Aucune B2-conjugue´e de i2 n’inverse τ2[w2]. Si
t ∈ τ2[w2]
#, aucune B2-conjugue´e de i2 ne centralise t.
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Preuve
Celle du Lemme 5.2.25 convient. 
Proposition 5.3.13 (cf. Corollaire 3.3.14 et Lemme 5.2.21) Il existe un entier s ≥ 1 et
un (∞, s)-sous-groupe abe´lien de d(τ2[w2]) qui est inclus dans τ2[w2] et qui ne centralise pas
Uq˜2(Z(F
◦(B2))).
Preuve
Similaire a` celle du Corollaire 3.3.14 (ce qui passe par le Corollaire 3.3.12 et le Lemme 3.3.13).

Proposition 5.3.14 (cf. Propositions 3.3.17 et 5.2.23) B2 ∩B
w2
2 est abe´lien.
Preuve
Celle de la Proposition 3.3.17 (plutoˆt que celle de la Proposition 5.2.23) : on commence par poser
X = F ◦(B2) ∩ F
◦(B2)
w2 et N = N◦(X). Pourtant la preuve (surtout au moment du Corollaire
3.3.20) se modifie le´ge`rement comme suit, pour pouvoir assurer un bon controˆle de l’action de w2
sur les sous-groupes unipotents.
Graˆce au The´ore`me 4.3.4 on inclut N dans un sous-groupe de Borel B0 qui soit w2-invariant,
et l’on choisit un parame`tre d’unipotence maximal q˜0 pour B0. Comme dans le Lemme 3.3.19, on
e´tablit q˜0 > q˜2.
On prouve ensuite (comme dans le Corollaire 3.3.20) que Z(F ◦(B2)) ≤ C(i2). Pour cela on
pose X2 = (Z(F
◦(B2)))
−i2 , un sous-groupe normal inverse´ par chaque involution de iB22 . Soit Uˆ2
un q˜2-sous-groupe de Sylow de B0 contenant Uq˜2(Z(F
◦(B2))). D’apre`s le Corollaire 2.1.6, il existe
une involution w′2 conjugue´e sous B0 a` w2 et qui normalise Uˆ2. En particulier le Lemme 1.9.1
impose w′2 ∈ B2, ou` elle est conjugue´e a` i2. Maintenant (et c’est la seule diffe´rence), le Lemme
5.3.2 impose dans B0 l’existence d’un q˜0-sous-groupe Y0 6= 1 normal dans B0, et inverse´ par w
′
2.
Il vient alors [X2, Y0] = 1, et donc Y0 ≤ B2, une contradiction. C’est ainsi que nous prouvons
Z(F ◦(B2)) ≤ C(i2).
Le reste de la preuve de la Proposition 3.3.17 n’utilisait pas d’unipotence gradue´e, et nous
pouvons conclure a` l’identique. 
5.3.2 Intersection maximale et concentration
Le lecteur ne doit pas s’inquie´ter des classes iG1 et i
G
3 : la preuve du The´ore`me 5.3.3 imitera
fide`lement de´sormais celle du The´ore`me 5.2.1. D’ailleurs il a bien vu comment dans la preuve de
la Proposition 5.3.14, le Lemme 5.3.2 nous tirait d’embarras. La question de la “hie´rarchie” des
involutions n’intervient plus.
Notation 5.3.15 Soit BM ≥ C
◦
B2
(τ2[w2]) un sous-groupe de Borel distinct de B2 et maximisant
H = (B2 ∩ BM )
◦ parmi de telles intersections. (L’existence est comme dans le Lemme pre´ce´dant
la Notation 5.2.27.)
Proposition 5.3.16 (cf. Propositions 3.3.25 et 5.2.28) HM n’est pas abe´lien.
Preuve
Nihil novi sub sole. 
Proposition 5.3.17 (cf. Lemmes 3.3.26, 3.3.27 et 5.2.29) d∞(H
′
M ) = s et q˜M < q˜2.
Preuve
Semper eadem. 
Corollaire 5.3.18 (cf. Lemme 3.3.29 et Corollaire 5.2.30) (On peut a` conjugaison pre`s sup-
poser que) Q est un sous-groupe de Carter de B2 et de BM .
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Notation 5.3.19 (cf. Notations 3.3.31, 5.2.32, et 5.2.41) Soient Σ2 = U(∞,s)(H) = Fs(H)
et Σˇ2 = U(∞,s)(O(Σ2)).
Lemme 5.3.20 (cf. Lemmes 3.3.32 et 5.2.33) Σ2 est un (∞, s)-sous-groupe de Sylow abe´lien
de B2. Il contient τ2[w2] qui est (∞, s)-homoge`ne.
Preuve
Celle du Lemme 5.2.33 plutoˆt que celle du Lemme 3.3.32. 
Notation 5.3.21 (cf. Notations 3.3.33 et 5.2.34) Soit K2 = [Σ2, i2].
Proposition 5.3.22 (cf. Lemme 3.3.34 et Proposition 5.2.35) K2 ne de´pend pas de i2, ni
de w2. C’est un (∞, s)-groupe abe´lien homoge`ne et sans involution, de meˆme rang que τ2[w2].
Enfin B2 = K2 ⋊ C
◦(i2) et B2 est l’unique sous-groupe de Borel contenant C
◦(K2).
Preuve
Celle de la Proposition 5.2.35 plutoˆt que celle du Lemme 3.3.34. 
Proposition 5.3.23 (cf. Lemme 5.2.39) Σˇ2 contient τ2[w2] ainsi que K2. En outre il existe un
(∞, s)-sous-groupe de Sylow L de C◦(τ2[w2]) tel que U(∞,s)(O(L)) = Σˇ2.
Preuve
Celle du Lemme 5.2.39 (relire aussi la remarque suivant ledit lemme). 
Preuve du The´ore`me 5.3.3
Comme il y a trois classes de conjugaison d’involutions, la combinatoire mise en place par le
Corollaire 5.2.43 est aise´ment ve´rifie´e : on ne travaille en effet qu’avec les involutions de iG2 . En
particulier on peut concentrer ge´ne´riquement les conjugue´s deKg2 dans B2, et cætera. Contradiction
a` la simplicite´. 
Le lecteur peut se demander ce qui fait donc marcher la preuve, alors que q˜2 n’est pas force´ment
“si” unipotent. La re´ponse est sans doute a` chercher dans la Remarque faite apre`s la Notation 3.1.5.
5.3.3 Conse´quences - B2 distinct de B3
Les deux centralisateurs C◦(i1) et C
◦(i2) sont des sous-groupes de Borel (B1 et B2), mais nous
ne savons pas encore s’il en va de meˆme de C◦(i3) ; a` vrai dire nous ne savons toujours pas si B3
est distinct de B2 ! Voici enfin la re´ponse (heureusement positive).
Proposition 5.3.24 Les trois sous-groupes de Borel sont distincts.
Au vu de la Proposition 5.2.49, il suffit de prouver B2 6= B3. Nous supposons donc B2 = B3, et
prouvons une contradiction. Rappelons que d’apre`s le The´ore`me 5.3.3, C◦(i2) = B2. En particulier
graˆce au Lemme 5.1.3, on a C◦(i3) < B2, et i2 et i3 ne sont donc pas G-conjugue´es. D’apre`s le
Corollaire 5.1.7, il y a ainsi trois classes de conjugaison d’involutions.
La preuve de la Proposition 5.3.24 commence par un poncif.
Lemme 5.3.25 Il existe une involution w3 ∈ i
G
3 \ B2 telle que rg(T2[w3]) ≥ rg((F
◦(B2))
−i3 ), ou`
T2[w3] = {t ∈ B2, t
w3 = t−1}.
Notation 5.3.26 Nous fixons une telle involution w3. Comme i2 et w3 ne sont pas conjugue´es, il
existe dans d(i2w3) une involution, qui ne peut eˆtre que conjugue´e a` i1. Nous la notons j1.
Lemme 5.3.27 L’ensemble τ des carre´s d’e´le´ments de T2[w3] est un sous-ensemble ge´ne´rique de
T2[w3] ; en outre pour tout t de τ , d(t) est sans torsion et inclus dans τ .
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Preuve
Nous de´montrons qu’il y a dans T2[w3] au plus un e´le´ment de torsion, qui se trouve eˆtre une
involution ; cela prouvera le tout.
Soit t ∈ T2[w3] un p-e´le´ment. B2 est alors sans p-unipotence, car sinon d’apre`s le Fait 1.4.3,
Z(Up(B2) · 〈t〉) est infini, et notamment C
◦
Up(B2)
(t) 6= 1. Ce sous-groupe p-unipotent est inclus tant
dans B2 que dans B
w3
2 , et le Lemme 1.8.5 impose avec la cotoricite´ w3 ∈ B2, contradiction.
Ainsi t appartient-il a` un p-tore de B2, qui centralise d’apre`s le Corollaire 1.5.4 un 2-tore S
◦
1
maximal dans B2, donc maximal dans G. Il vient S
◦
1 ≤ C
◦(t) qui est w3-invariant, donc par
cotoricite´, w3 ∈ C
◦(t), et donc t est une involution.
Il est clair que t qui commute a` w3 ne peut lui eˆtre conjugue´e. Elle ne saurait pas davantage
eˆtre conjugue´e a` i2, car sinon t = i2 (seule involution de sa classe dans B2), et [w3, i2] = 1, une
contradiction. Ainsi t ∈ iG1 .
Nous supposons a` pre´sent qu’il y a dans T2[w3] deux involutions distinctes t1 et t
′
1 (toutes
deux conjugue´es a` i1 d’apre`s ce qui pre´ce`de). Alors dans C(t1t
′
1), on trouve i2 et w3, et donc aussi
j1 (voir Notation 5.3.26). Mais d’apre`s le Lemme 2.1.1, il existe une C(t1t
′
1)-conjugue´e de t1 qui
centralise j1, et cela force t1 = j1 ∈ C(t1t
′
1). En particulier t1t
′
1 est une involution, contradiction.
L’argument donnant la ge´ne´ricite´ de τ dans T2[w3] est comme dans le Lemme 5.2.19. 
Lemme 5.3.28 τ est un sous-groupe de´finissable, abe´lien, connexe, et inclus dans F ◦(B2) ; de
plus l’involution j1 (Notation 5.3.26) l’inverse.
Preuve
Soit t ∈ τ#. Nous montrons que j1 inverse t. En effet il est clair que j1 normalise d(t), qui n’a
pas d’involution d’apre`s le Lemme 5.3.27. Supposons donc que j1 n’inverse pas t : alors il existe
s ∈ d(t)# tel que sj1 = s. Maintenant C(s) contient le Viergruppe 〈j1, i2〉, mais il est w3-invariant.
D’apre`s le Lemme 2.1.1 et par cotoricite´, il vient w3 ∈ C(s). Mais w3 inverse s, qui est donc une
involution de d(t) ⊆ τ , ce qui contredit le Lemme 5.3.27.
Ainsi j1 inverse bien t (quelconque dans τ). Mais j1 ∈ C(i2) = B2 et d(t) est 2
⊥, donc par un
argument classique il vient d(t) ≤ F ◦(B2).
On a alors τ ⊆ F ◦(B2). Comme les e´le´ments de τ ont leur cloˆture de´finissable connexe (toujours
le Lemme 5.3.27), il vient τ ⊆ (F ◦(B2) ∩ F
◦(B2)
w3)◦, et d’apre`s le Corollaire 1.8.34 ceci est un
groupe abe´lien. Il en va donc de meˆme de τ , qui est de´finissable. L’involution j1 l’inverse. 
Preuve de la Proposition 5.3.24
Le sous-groupe τ est inclus dans F ◦(B2) ; il est centralise´ par i2 et inverse´ par j1. Soit ℓ3 = j1i2,
clairement conjugue´e a` i3. On a alors par choix de w3 que rg(τ) ≥ rg((F
◦(B2))
−i3 ) ≥ rg(τ), donc τ
est l’unique sous-groupe ge´ne´rique de l’ensemble (F ◦(B2))
−i3 . En particulier CB2(i3) le normalise
et τ ⋊CB2(i3) est un sous-groupe ge´ne´rique de B2. Il vient ainsi B2 = τ ⋊CB2(i3) = N
◦(τ), donc
w3 normalise B2, une contradiction qui ache`ve la preuve de la Proposition 5.3.24. 
5.3.4 Conse´quences - Y2
Nous introduisons a` pre´sent un analogue dans B2 du sous-groupe Y1 de la Notation 5.2.47.
Notation 5.3.29 Soit U2 = [Uq˜2(B2), B2].
Lemme 5.3.30 U2 est un sous-groupe non-trivial, de´finissable, q˜2-homoge`ne, et normal dans B2.
Preuve
La de´finissabilite´ et la normalite´ sont e´videntes. La q˜2-homoge´ne´ite´ re´sulte (si ne´cessaire) du
Fait 1.8.26. Maintenant si U2 est trivial, alors Uq˜2(B2) ≤ B3 et le Lemme 1.9.1 (ou le Lemme 1.8.5)
avec q˜2 ≥ q˜3 force B2 = B3, une contradiction. 
Notation 5.3.31 Soit Y2 un sous-groupe B2-minimal de U2.
Proposition 5.3.32 Y2 est un sous-groupe de´finissable q˜2 -homoge`ne normal dans B2 ; toutes les
involutions de B2 distinctes de i2 l’inversent. (En particulier il est 2
⊥).
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Preuve
Soit X = C◦Y2(i3). Si X 6= 1, alors par B2-minimalite´ de Y2 et le fait que X est encore normal
dans B2, on a X = Y2 ≤ B3. En particulier le Lemme 1.9.1 (ou 1.8.5) force encore B2 = B3, une
contradiction a` la Proposition 5.3.24.
Ainsi X = 1, et i3 inverse Y2 que i2 centralise ; donc i1 inverse aussi. Comme Y2 ≤ Z(F
◦(B2)),
il est clair que toutes les involutions de B2 distinctes de i2 inversent Y2. 
5.4 Conjugaison des involutions
Dans cette section nous prouverons que les trois involutions sont conjugue´es. Jusqu’au petit
carre´ blanc suivant le Corollaire 5.4.12 infra, nous supposons qu’il existe deux involutions non-
conjugue´es. D’apre`s le Corollaire 5.1.7, il y a exactement trois classes d’involutions.
Rappelons que chaque C(i), ou` i ∈ I(G), est alors connexe d’apre`s le Fait 1.3.11. Commenc¸ons
par deux principes.
Lemme 5.4.1 Deux involutions distinctes et G-conjugue´es ne peuvent commuter.
Preuve
Evident d’apre`s le Corollaire 5.1.2 et l’hypothe`se que les classes sont distinctes. 
Lemme 5.4.2 Si j et k sont deux involutions non-conjugue´es, alors la cloˆture de´finissable d(jk)
contient une unique involution ℓ, qui repre´sente la troisie`me classe de conjugaison.
Preuve
Par cotoricite´, d(jk) inverse´ par j ne contient pas de 2-tore non-trivial. Comme j et k ne sont
pas conjugue´es, il n’est pourtant pas 2-divisible : soit donc ℓ l’unique involution de d(jk). Il est
clair d’apre`s le Lemme 5.4.1 que ℓ n’est G-conjugue´e ni a` j ni a` k. 
5.4.1 τ ge´ne´ral
Nous revenons aux ensembles T [w] et τ [w] (cf. Notations 5.2.3 et 5.2.18) avec une belle ge´ne´ralite´.
Notation 5.4.3 Soient k et ℓ deux involutions non-conjugue´es et ne commutant pas. Soit TC(ℓ)[k]
l’ensemble {t ∈ C(ℓ), tk = t−1}. Soit aussi τC(ℓ)[k] l’ensemble des carre´s des e´le´ments de TC(ℓ)[k].
Attention, nous ne pre´jugeons rien du rang de ces ensembles : on va meˆme montrer qu’ils sont
triviaux ! D’autre part si pour ℓ ∈ iG1 ⊔ i
G
2 il est vrai que C(ℓ) est un sous-groupe de Borel, nous ne
disposons (ni n’avons besoin) d’un tel re´sultat pour ℓ ∈ iG3 .
Proposition 5.4.4 (cf. Lemmes 5.2.19, 5.3.9 et 5.3.10) Soient k et ℓ deux involutions non-
conjugue´es et ne commutant pas. On fixe un sous-groupe de Borel Bℓ contenant C(ℓ), et l’on
suppose k 6∈ Bℓ. Alors τC(ℓ)[k] est un sous-ensemble ge´ne´rique de TC(ℓ)[k], et si t ∈ τC(ℓ)[k]
#, alors
sa cloˆture de´finissable d(t) est sans torsion.
Preuve
Nous allons montrer que TC(ℓ)[k] contient au plus un e´le´ment de torsion. Soit en effet t ∈ TC(ℓ)[k]
un p-e´le´ment. On exclut comme dans le Lemme 5.3.9 la p-unipotence de C(ℓ) (ceci utilise non
seulement que k 6∈ C(ℓ), mais aussi k 6∈ Bℓ). Toujours comme dans le Lemme 5.3.9, l’e´le´ment
t est alors dans un p-tore non-trivial P , et C◦(P ) contient un 2-tore maximal S◦1 de G. Ainsi
S◦1 ≤ C
◦(P ) ≤ C◦(t) qui est k-invariant, ; avec le Lemme 2.1.1, on peut supposer que S◦1 est
k-invariant ; par cotoricite´, k ∈ S◦1 ≤ C
◦(t). En particulier, t est une involution.
Il est clair que cette involution n’est conjugue´e ni a` k, ni a` ℓ ; nous noterons j les involutions de
sa classe de conjugaison ; nous affirmons qu’il y a au plus une telle j dans TC(ℓ)[k]. Cela de´montrera
le tout, pourvu qu’on se reporte a` la preuve du Lemme 5.2.19 pour conclure.
Soient donc j et j′ deux involutions de TC(ℓ)[k]. On les suppose distinctes et l’on montre
une contradiction. Comme on l’a dit, j et j′ repre´sentent la troisie`me G-classe de conjugaison.
Maintenant ℓ ∈ C(jj′), et aussi k ∈ C(jj′).
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D’apre`s le Lemme 5.4.2, il existe dans d(kℓ) ≤ C(jj′) une involution jˆ, dont la G-classe est
ne´cessairement celle de j et j′. Comme j normalise C(jj′), d’apre`s le Lemme 2.1.1 il existe une
involution jˇ conjugue´e sous C(jj′) a` j et qui centralise jˆ. D’apre`s le Lemme 5.4.1, il vient jˇ = jˆ.
En particulier, jˆ centralise et inverse jj′, qui est donc une involution, d’ou` j et j′ commutent. Cela
contredit le Lemme 5.4.1.
Pour le reste nous renvoyons a` la preuve du Lemme 5.2.19. Les techniques y de´veloppe´es
prouvent que pour chaque t ∈ τC(ℓ)[k]
#, la cloˆture de´finissable d(t) est sans torsion, et la ge´ne´ricite´
de τC(ℓ)[k] dans TC(ℓ)[k] est e´tablie a` l’avenant. 
Corollaire 5.4.5 Soient k et ℓ deux involutions non-conjugue´es et ne commutant pas. On fixe un
sous-groupe de Borel Bℓ contenant C(ℓ), et l’on suppose k 6∈ Bℓ. Alors τC(ℓ)[k] est un sous-groupe
abe´lien de´finissable et connexe de F ◦(Bℓ). En outre l’unique involution de d(kℓ) inverse τC(ℓ)[k].
Preuve
Nous noterons plus simplement τ = τC(ℓ)[k]. L’affirmation est e´vidente si τ = 1. On suppose
donc τ 6= 1 ; soit t ∈ τ#. Alors k, ℓ ∈ N(d(t)), et d’apre`s le Lemme 5.4.2, il y a dans d(kℓ) ≤ N(d(t))
une involution j repre´sentant la troisie`me classe de conjugaison ; en outre j ∈ C(ℓ).
Nous conside´rons l’action de j sur d(t) qui est abe´lien et sans involution d’apre`s la Proposition
5.4.4. Supposons qu’il existe un e´le´ment 1 6= s ∈ Cd(t)(j). Alors ℓ, j ∈ C(s), donc k
′ = ℓj est une
involution de C(s), qui est ne´cessairement G-conjugue´e a` k. D’apre`s le Lemme 2.1.1, k centralise
une C(s)-conjugue´e de k′, et le Lemme 5.4.1 impose k ∈ C(s). Comme k inverse s ∈ τ , on a que s
est une involution, une contradiction a` la Proposition 5.4.4. Ainsi j inverse d(t). Comme d(t) est
sans torsion et que j ∈ C(ℓ) ≤ Bℓ, le Lemme 1.7.4 et un calcul classique imposent t ∈ F
◦(Bℓ).
A ce point nous avons prouve´ que l’ensemble τ est inclus dans F ◦(Bℓ). Comme il est e´galement
inclus dans F ◦(Bℓ)
k, il est dans leur intersection, et d’apre`s la Proposition 5.4.4 on a meˆme que
τ ⊆ (F ◦(Bℓ)∩F
◦(Bℓ)
k)◦. Maintenant d’apre`s le Corollaire 1.8.34 et le fait que k ne normalise pas
Bℓ, le groupe (F
◦(Bℓ) ∩ F
◦(Bℓ)
k)◦ est abe´lien, et donc τ aussi. Il est de´sormais clair que τ est un
groupe abe´lien de´finissable et connexe. On a prouve´ que l’involution j l’inverse. 
5.4.2 Finitude
Le Corollaire 5.4.5 a de remarquables conse´quences. Nous renvoyons aux Notations 5.2.47 et
5.3.31, ainsi qu’aux Propositions 5.2.57 et 5.3.32 pour les sous-groupes Y1, Y2, et leurs proprie´te´s.
Corollaire 5.4.6 Soient ℓ ∈ iG1 ⊔ i
G
2 et k 6∈ ℓ
G deux involutions non-conjugue´es et ne commutant
pas. Alors τC(ℓ)[k] est trivial.
Preuve
Supposons qu’il existe une ℓ et une k de´mentant l’e´nonce´, et menons la configuration a` la
contradiction. D’apre`s la Proposition 5.4.4 et le Corollaire 5.4.5, τC(ℓ)[k] est un sous-groupe de
F ◦(C(ℓ)) ; ici Bℓ = C(ℓ) d’apre`s les The´ore`mes 5.2.1 et 5.3.3. Nous noterons plus simplement
τ = τC(ℓ)[k].
D’apre`s le Lemme 5.4.2, il existe dans d(kℓ) une involution repre´sentant la classe manquante,
et que nous notons j.
Soit N = N◦(τ). Ce groupe est 〈j, k〉-invariant, on l’inclut graˆce au The´ore`me 4.3.4 dans un
sous-groupe de Borel B0 encore 〈j, k〉-invariant. Soit q˜0 un parame`tre d’unipotence maximal pour
B0. D’apre`s le Corollaire 5.1.16, on a q˜0 ≤ q˜1.
On suppose (a` conjugaison pre`s) que ℓ = i1. Alors il vient Y1 ≤ Z(F
◦(B1)) ≤ N ≤ B0, donc
q˜0 = q˜1. Le Lemme 1.9.1 (ou 1.8.5) applique´ avec Y1 impose Uq˜1(B0) = Uq˜1(B1) puis B0 = B1. En
particulier, k normalise B1 = C(ℓ), une contradiction.
On a donc (a` conjugaison pre`s) ℓ = i2. Cette fois il vient Y2 ≤ N ≤ B0, et pour fuir la
contradiction du Lemme 1.9.1 (ou 1.8.5), il vient q˜0 > q˜2. Soit Y0 un sous-groupe de B0 comme
dans le Lemme 5.3.2. Notons que j ou bien k est une involution de iG3 . Les deux inversent Y2.
Supposons que ce soit j ; elle inverse alors Y0 d’apre`s le Lemme 5.3.2. Dans B0, il y a Y2 et Y0 ;
l’un normalise l’autre et chacun est inverse´ par j, donc le Lemme 1.3.1 impose [Y2, Y0] = 1. En
particulier Y0 ≤ N
◦(Y2) = B2, ce qui contredit q˜0 > q˜2. Il est clair que si c’est k l’involution de i
G
3 ,
le meˆme calcul est valable ! 
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Nous avons donc rendu triviaux les ensembles τC(i1)[w2], τC(i1)[w3], τC(i2)[w1], et τC(i2)[w3].
Pour pouvoir mener de victorieux calculs de rang, il faut encore re´duire a` ne´ant les ensembles de la
forme τC(i3)[w1] (par exemple). C’est ce que nous faisons de´sormais, avec la proposition suivante.
Proposition 5.4.7 Soit w1 ∈ i
G
1 \B3. Alors τC(i3)[w1] est trivial.
La preuve de la Proposition 5.4.7 ne´cessitera des notations et un argument sophistique´, reposant
sur un troisie`me principe de controˆle de l’unipotence.
Lemme 5.4.8 (cf. Lemmes 5.1.15 et 5.3.2) Soient B0 un sous-groupe de Borel et q˜0 un pa-
rame`tre d’unipotence maximal pour B0. On suppose q˜0 > q˜3. Alors il existe un q˜0-sous-groupe
de´finissable Y0 sans involution, normal dans N(B0), et central dans F
◦(B0), tel que toute involu-
tion de N(B0) ∩ i
G
3 inverse Y0.
Preuve
Si F ◦(B0) est sans involution, et notant ℓ3 une involution de N(B0)∩ i
G
3 , on a que CUq˜0 (B0)(ℓ3)
est un q˜0-groupe d’apre`s le Fait 1.8.21. Par de´finition de q˜0, il est trivial. Dans ce premier cas, le
sous-groupe Y0 = Uq˜0(Z(F
◦(B0))) convient e´videmment.
On suppose a` pre´sent que F ◦(B0) posse`de une involution ; c’est une G-conjugue´e de i1 ou i2
(mais pas de i3). Le sous-groupe Yi associe´ (Notation 5.2.47 ou 5.3.31) convient alors (ne pas oublier
que dans ce cas N(B0) = B0). 
Nous fixons des notations pour la preuve de la Proposition 5.4.7.
Soit τ = τC(i3)[w1] 6= 1 la de´mentant, nous pousserons la configuration a` la faute. Soit k2
l’unique involution de d(w1i3) ; c’est une G-conjugue´e de i2 qui inverse le groupe abe´lien connexe
τ ≤ F ◦(B3) (Corollaire 5.4.5).
Soit ℓ3 = w1k2. Soit V0 le Viergruppe {1, w1, k2, ℓ3}. Ecrivons w1 = i
g
1 et k2 = i
h
2 pour un g et
un h de G.
Formons N = N◦(τ) qui est 〈w1, k2〉-invariant ; d’apre`s le The´ore`me 4.3.4, N est inclus dans
un sous-groupe de Borel B0 encore 〈w1, k2〉-invariant. Soit q˜0 un parame`tre d’unipotence maximal
pour B0.
Comme τ ≤ F ◦(B3) (Corollaire 5.4.5), on a Uq˜3(Z(F
◦(B3))) ≤ N
◦(τ) ≤ B0. En particulier il
faut q˜0 > q˜3 pour e´chapper a` une contradiction devenue classique. Soit Y0 donne´ par le Lemme
5.4.8. Pre´cisons que Y0 est un q˜0-groupe abe´lien sans involution, que V0 le normalise, et que ℓ3
l’inverse.
Lemme 5.4.9 L’action de w1 (et donc, celle de k2) est “sans me´lange” sur Y0 (i.e., de pure
centralisation ou bien de pure inversion).
Preuve
On suppose qu’il existe x ∈ CY0(w1)
#. Dans C(w1), se trouvent alors d(x) (qui est 2
⊥) et Y g1 ;
l’un normalise l’autre et chacun est inverse´ par ℓ3, donc d’apre`s le Lemme 1.3.1, on a [x, Y
g
1 ] = 1.
Ainsi Y g1 ≤ C
◦(x) qui est un groupe V0-invariant, que l’on inclut dans un sous-groupe de Borel Bα
encore V0-invariant. Nous en choisissons un parame`tre d’unipotence maximal q˜α. Puisque Y
g
1 ≤ Bα,
il est clair d’apre`s le Corollaire 5.1.16 que q˜α = q˜1. Le Lemme 1.9.1 applique´ a` Y1 impose alors
Uq˜1(Bα) = Uq˜1(B
g
1 ) puis Bα = B
g
1 = C(w1). En particulier, Y0 ≤ C
◦(x) ≤ Bα = C(w1).
On suppose a` pre´sent qu’il existe y ∈ CY0(k2)
#. Dans C(k2), se trouvent alors d(y) (qui est
2⊥) et Y h2 ; l’un normalise l’autre et chacun est inverse´ par ℓ3, donc d’apre`s le Lemme 1.3.1, on
a [y, Y h2 ] = 1. Ainsi Y
h
2 ≤ C
◦(y) qui est un groupe V0-invariant, que l’on inclut dans un sous-
groupe de Borel Bβ encore V0-invariant. Nous en choisissons un parame`tre d’unipotence maximal
q˜β . Si q˜β > q˜2, soit Yβ un sous-groupe comme dans le Lemme 5.3.2. Dans Bβ , se trouvent alors
Y h2 et Yβ ; l’un normalise l’autre et chacun est inverse´ par ℓ3. D’apre`s le Lemme 1.3.1, il vient
[Yβ , Y
h
2 ] = 1, et donc Yβ ≤ N
◦(Y h2 ) = B
h
2 , une contradiction a` l’hypothe`se q˜β > q˜2. Ainsi q˜β = q˜2.
Maintenant le Lemme 1.9.1 applique´ avec Y2 force Uq˜2(Bβ) = Uq˜2(B
h
2 ) puis Bβ = B
h
2 = C(k2).
Ainsi Y0 ≤ C
◦(y) ≤ Bβ = C(k2).
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La conclusion est que s’il existe simultane´ment un x ∈ CY0(w1)
# et un y ∈ CY0(k2)
#, alors
Y0 ≤ (C(w1) ∩ C(k2))
◦ = C◦(V0) ≤ C
◦(ℓ3), une contradiction au fait que q˜0 > q˜3. 
Preuve de la Proposition 5.4.7
Graˆce au Lemme 5.4.9, l’involution w1 ou bien centralise Y1, ou bien l’inverse. Cela signifie que
w1 ou bien k2 centralise Y0.
Supposons que w1 centralise Y0. Dans C(w1) se trouvent alors Y0 et Y
g
1 ; l’un normalise l’autre et
ℓ3 inverse les deux. D’apre`s le Lemme 1.3.1 il vient [Y0, Y
g
1 ] = 1. En particulier Y
g
1 ≤ N
◦(Y0) = B0,
Y0 ≤ N
◦(Y g1 ) = B
g
1 , et q˜0 = q˜1. Le Lemme 1.9.1 (ou 1.8.5) applique´ avec Y
g
1 impose alors
Uq˜1(B0) = Uq˜1(B1)
g, d’ou` B0 = B
g
1 = C(w1). Ainsi τ ≤ N
◦(τ) ≤ B0 = C(w1), une contradiction
au fait que w1 inverse τ .
Supposons que k2 centralise Y0. Dans C(k2) se trouvent alors Y0 et Y
h
2 ; l’un normalise l’autre et
ℓ3 inverse les deux. D’apre`s le Lemme 1.3.1 il vient [Y0, Y
h
2 ] = 1. En particulier Y
h
2 ≤ N
◦(Y0) = B0,
Y0 ≤ N
◦(Y h2 ) = B
h
2 , et q˜0 = q˜2. Le Lemme 1.9.1 (ou 1.8.5) applique´ avec Y
h
2 impose alors
Uq˜2(B0) = Uq˜2(B
h
2 ), d’ou` B0 = B
h
2 = C(k2). Ainsi τ ≤ N
◦(τ) ≤ B0 = C(k2), une contradiction
au fait que k2 inverse τ .
Ceci ache`ve la preuve de la Proposition 5.4.7. 
5.4.3 Calculs
Corollaire 5.4.10 rg(C(i1)) = rg(C(i2)). En outre pour g ge´ne´rique dans G, il existe dans le
coset gC(i1) une involution w2 ∈ i
G
2 .
Preuve
On conside`re la projection
π12 : i
G
1 \ C(i2) → G/C(i2)
w1 7→ w1C(i2).
La fibre au-dessus de w1C(i2) est incluse dans w1TC(i2)[w1], qui est toujours fini d’apre`s le
Corollaire 5.4.6. En particulier, il vient
rg
(
π12(i
G
1 \ C(i2))
)
= rg(G)− rg(C(i1)) ≤ rg(G)− rg(C(i2)).
Maintenant, toujours graˆce au Corollaire 5.4.6, l’ine´galite´ re´ciproque est vraie en conside´rant la
fonction π21. Il suit que rg(C(i1)) = rg(C(i2)), et que l’image de π12 est ge´ne´rique dans G/C(i2).
De meˆme avec π21. 
Corollaire 5.4.11 rg(C(i1)) = rg(C(i3)). En outre pour g ge´ne´rique dans G, il existe dans le
coset gC(i1) une involution w3 ∈ i
G
3 .
Preuve
On conside`re a` pre´sent la projection π13. La fibre au-dessus de w1C(i3) est incluse dans
w1TC(i3)[w1], qui est toujours fini d’apre`s la Proposition 5.4.7. En particulier, il vient cette fois
rg
(
π13(i
G
1 \ C(i3))
)
= rg(G)− rg(C(i1)) ≤ rg(G)− rg(C(i3)).
Maintenant, graˆce au Corollaire 5.4.6, l’ine´galite´ re´ciproque est aussi vraie en conside´rant la
fonction π31. Il suit que rg(C(i1)) = rg(C(i3)), et que l’image de π13 est ge´ne´rique dans G/C(i3).
De meˆme avec π31. 
Corollaire 5.4.12 Les involutions sont conjugue´es.
Preuve
D’apre`s les Corollaires 5.4.10 et 5.4.11, pour g ge´ne´rique dans G, on trouve dans le coset gB1
une conjugue´e w2 de i2 et une conjugue´e w3 de i3.
Comme w2 et w3 ne sont pas conjugue´es, il existe d’apre`s le Lemme 5.4.2 une involution j
dans d(w2w3) ≤ B1 qui est conjugue´e a` i1. Il est donc clair que j = i1. En particulier i1 et w2
commutent, et par cotoricite´ w2 ∈ C(i1) = B1, une contradiction. 
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5.5 Synthe`se et conjectures
Nous rassemblons maintenant le The´ore`me 5.2.1 et le Corollaire 5.4.12. La Notation 5.1.4
de´finissait Q comme un sous-groupe de Carter de G contenant S◦ ; il est abe´lien d’apre`s le Corollaire
5.1.5. Rappelons le re´sultat annonce´ au de´but du chapitre.
The´ore`me 5.0.1 Soit G un groupe simple connexe minimal de type impair et rang de Pru¨fer 2.
Soit S un 2-sous-groupe de Sylow de G. Alors I(S) = I(S◦) et les involutions de G sont conjugue´es.
Le centralisateur connexe de chacune est un sous-groupe de Borel. En outre C◦(S◦) = C◦(I(S◦))
est un sous-groupe de Carter abe´lien de G, e´gal a` la composante connexe de chacune des trois
intersections deux-a`-deux de ces sous-groupes de Borel.
Preuve
Tout est prouve´ sauf l’assertion concernant C◦(S◦). Comme V ≤ Q ≤ C◦(S◦) ≤ C◦(V ), il suffit
de montrer l’abe´lianite´ de C◦(V ). Nous utiliserons le sous-groupe Y1 introduit par la Notation 5.2.47
et ses proprie´te´s de´crites dans la Proposition 5.2.57.
Supposons B1 ∩ B2 non-abe´lien. Soient X = F
◦(B1) ∩ F
◦(B2) 6= 1, N = N
◦(X), et q˜ un
parame`tre d’unipotence maximal pour N . Comme V normalise X donc N , le Corollaire 5.1.16
implique q˜ ≤ q˜1. Maintenant Y1 ≤ C
◦(F ◦(B1)) ≤ C
◦(X) ≤ N impose que Uq˜1(B1) est l’unique
q˜1-sous-groupe de Sylow de G contenant Uq˜1(N). Tout cela vaut encore pour B2, donc B1 = B2,
une contradiction a` la Proposition 5.3.24.
Ainsi B1 ∩B2 est-il abe´lien. En particulier, l’inclusion Q ≤ (B1 ∩B2)
◦ se transforme en e´galite´,
car Q est un sous-groupe de Carter de G. Maintenant Q = (B1 ∩B2)
◦ = C◦(i1, i2) = C
◦(V ).
Il en va de meˆme avec les deux autres intersections. 
Rappelons en outre que C◦(i1) 6= C
◦(i2), et qu’il existe un sous-groupe normal Y1 ⊳ C
◦(i1) de
parame`tre d’unipotence maximal pour C◦(i1), tel que toute involution de C
◦(i1) \ {i1} inverse Y1
(Propositions 5.3.24 et 5.2.57).
5.5.1 Sous-groupes de Borel ge´ne´reux
Lemme 5.5.1 Soit B0 un sous-groupe de Borel contenant Q et distinct de B1, B2, et B3. Pour i
dans V #, soit Hi = (Bi ∩ B0)
◦. Alors il existe dans V au moins deux involutions i telles que Hi
ne soit pas abe´lien.
Preuve
Hi = C
◦
B0
(i) ≥ Q. Si Hi est abe´lien, alors Hi = Q. Maintenant d’apre`s le Fait 5.0.2, on a
B0 = 〈Hi, i ∈ V
#〉 > Hj pour chaque j. Donc au moins deux parmi les Hi sont non-abe´liens. 
Lemme 5.5.2 Hypothe`ses et notations du lemme pre´ce´dent. Si Hi n’est pas abe´lien, alors (B0, Bi)
est une paire maximale (au sens de la sous-section 1.8.7 du chapitre 1) ou` d∞(Bi) > d∞(B0).
Preuve
Soit en effet q˜0 un parame`tre d’unipotence maximal pour B0. D’apre`s le Corollaire 5.1.16, on a
q˜0 ≤ q˜1. Supposons l’e´galite´. Soient X = F
◦(B0)∩F
◦(B1) et N = N
◦(X), tous deux V -invariants.
Soit q˜N un parame`tre d’unipotence maximal pour N . D’apre`s le Corollaire 5.1.16, on a q˜N ≤ q˜1.
Comme Y1 ≤ N , on a e´galite´. En particulier, Uq˜1(B1) est l’unique q˜1-sous-groupe de Sylow de G
contenant Uq˜1(N). Mais comme nous avons suppose´ q˜0 = q˜1, il vient 1 6= Uq˜1(Z(F
◦(B0))) ≤ N , et
donc d’apre`s le Lemme 1.9.1 applique´ a` Uq˜1(Z(F
◦(B0))), on a que Uq˜1(B0) est l’unique q˜1-sous-
groupe de Sylow de G contenant Uq˜1(N). Cela force B1 = B0, une contradiction.
Ainsi q˜1 > q˜0, et le Fait 1.8.31 (4) prouve la maximalite´ (au sens des intersections) de Hi, et
celle de la paire (B0, Bi). 
Proposition 5.5.3 Il y a au plus deux classes de conjugaison de sous-groupes de Borel ge´ne´reux.
Preuve
Soient B0 et Bˆ0 deux sous-groupes de Borel ge´ne´reux non conjugue´s a` B1 ; on montre qu’ils
sont conjugue´s. Un sous-groupe de Carter de B0 (resp. Bˆ0) est ge´ne´reux dans G ; en particulier, il
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y est quasi-autonormalisant. Donc un sous-groupe de Carter de B0 (resp. Bˆ0) est un sous-groupe
de Carter de G. A conjugaison pre`s, on peut supposer que B0 ≥ Q (resp. Bˆ0 ≥ Q).
D’apre`s le Lemme 5.5.1, il existe une meˆme i ∈ V # telle que H = (B0∩Bi)
◦ et Hˆ = (Bˆ0∩Bi)
◦
soient non-abe´liens. D’apre`s le Lemme 5.5.2, H et Hˆ sont les intersections non-abe´liennes des paires
maximales (B0, Bi) et (Bˆ0, Bi), ou` le sous-groupe de Borel de plus grand degre´ d’unipotence est
dans les deux cas Bi.
D’apre`s [Bur07, Lemma 3.30], B0 et Bˆ0 sont F
◦(Bi)-conjugue´s. 
5.5.2 Directions
Le temps sans compassion n’a pas permis de suivre plus avant la voie trace´e par [CJ04]. Il est
envisageable d’aborder les points suivants :
1. Prouver la connexite´ du centralisateur du Viergruppe, i.e. e´tablir C(V ) = C◦(V ) = Q.
2. En de´duire un controˆle sur le groupe de Weyl, i.e. prouver |N(Q)/Q| = 3.
3. Prouver que l’e´le´ment ge´ne´rique de N(Q) \Q est d’ordre 3.
4. Faire apparaˆıtre un corps (alge´briquement clos) de caracte´ristique 3.
Il semble plus douteux de scinder les centralisateurs en une partie unipotente comple´te´e par le
sous-groupe de Carter ; la ge´ome´trie des sous-groupes de Borel non-ge´ne´reux, de´crite dans [CJ04],
forme un autre sujet sur lequel se prononcer serait peu prudent.
88
Conclusions
Le but de la the`se e´tait de re´e´crire, sans hypothe`ses mode`les-the´oriques mais graˆce a` l’unipotence
de Burdges, un the´ore`me d’identification de PSL2 compris dans un re´sultat de Cherlin et Jaligot.
Fait ([CJ04, Theorem 1.8]) Soit G un groupe de rang de Morley fini ordinaire, simple connexe
minimal, et de type impair. Soient S un 2-sous-groupe de Sylow de G, V = 〈I(S◦)〉, T = C◦(S◦),
C = C◦(V ), et W = N(T )/T . Alors le rang de Pru¨fer de G est au plus 2, et l’on a les possibilite´s
suivantes :
1. Le rang de Pru¨fer de G est 1 :
(a) Si C n’est pas un sous-groupe de Borel de G, alors G ≃ PSL2(K), ou` K est un corps
alge´briquement clos de caracte´ristique diffe´rente de 2.
(b) Si C est un sous-groupe de Borel de G et que W 6= 1, alors C = T est 2-divisible et
abe´lien, |W | = 2, W agit par inversion sur T , et N(T ) se scinde sous la forme T⋊Z/2Z.
En outre toutes les involutions de G sont conjugue´es.
2. Le rang de Pru¨fer de G est 2 :
Alors T = C = C(V ) est nilpotent, |W | = 3, toutes les involutions de G sont conjugue´es, et
G interpre`te un corps alge´briquement clos de caracte´ristique 3. En outre :
(a) Si C n’est pas un sous-groupe de Borel de G, alors T est divisible abe´lien, et pour chaque
involution i de S◦, le sous-groupe Bi = C
◦(i) est un sous-groupe de Borel de la forme
O(Bi)⋊ T , ou` O(Bi) est inverse´ par les deux involutions de T distinctes de i.
(b) Sinon, C est un sous-groupe de Borel nilpotent de G.
Et c’est enfin mon anch’io son pittore.
The´ore`me Soit G un groupe de rang de Morley fini, simple connexe minimal, et de type impair.
Soient S un 2-sous-groupe de Sylow de G, V = 〈I(S◦)〉, T = C◦(S◦), C = C◦(V ), etW = N(T )/T .
Alors le rang de Pru¨fer de G est au plus 2, et l’on a les possibilite´s suivantes :
1. Le rang de Pru¨fer de G est 1 :
(a) Si C n’est pas un sous-groupe de Borel de G, alors G ≃ PSL2(K), ou` K est un corps
alge´briquement clos de caracte´ristique diffe´rente de 2.
(b) Si C est un sous-groupe de Borel de G et que W 6= 1, alors C = T est 2-divisible et
abe´lien, |W | = 2, W agit par inversion sur T , et N(T ) se scinde sous la forme T⋊Z/2Z.
En outre toutes les involutions de G sont conjugue´es.
2. Le rang de Pru¨fer de G est 2 :
Alors T = C est nilpotent, et toutes les involutions de G sont conjugue´es. En outre C n’est
pas un sous-groupe de Borel de G, T est divisible abe´lien, et pour chaque involution i de S◦, le
sous-groupe Bi = C
◦(i) est un sous-groupe de Borel admettant un sous-groupe tre`s unipotent
inverse´ par les deux involutions de T distinctes de i.
Le cas (2) re´e´crit est clairement plus faible ; quant a` sa seule ame´lioration apparente, elle de´coule
essentiellement du Fait 1.1.3, et je n’y suis pour presque rien. Mais s’approcher autant que possible
d’un the´ore`me de Cherlin et Jaligot e´tait un objectif respectable ; il euˆt e´te´ bien immodeste de
pre´tendre a` de´passer les deux chercheurs !
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Et puis, et puis encore ?
Hypothe`ses et notations du chapitre 5 ; nous re´pondons aux questions de §5.5.2. L’analyse
continue graˆce au re´sultat suivant.
Fait 5.5.4 ([BC06, Corollary 5.3]) Soit G un groupe simple connexe minimal de rang de Mor-
ley fini. Soit T un tore de´cent maximal. On suppose que le groupe fini N(T )/C◦(T ) est d’ordre
impair ; soit r le plus petit diviseur premier de cet ordre. Soit x un r-e´le´ment de N(T ) d’ordre r
dans le quotient. Alors C◦(x) contient de la r-unipotence.
Nous utiliserons e´galement un classique.
Fait 5.5.5 ([BP90, Proposition 3.2]) Soient P un p-tore et Ωp2 = {x ∈ P, x
p2 = 1}. Si un
automorphisme d’ordre fini de P centralise Ωp2 , alors il centralise P .
Et enfin deux re´sultats comple´mentaires.
Fait 5.5.6 ([CJ04, Lemma 3.6]) Soit H un groupe de rang de Morley fini tel que H◦ soit
abe´lien. Si x est un e´le´ment de H \ H◦ tel que les e´le´ments du coset xH◦ soient ge´ne´riquement
d’ordre n pour un entier n > 1, alors tout e´le´ment de xH◦ est d’ordre n.
Fait 5.5.7 ([CJ04, Lemma 3.7]) Soit H un groupe de rang de Morley fini. On suppose que H◦
est nilpotent, que H/H◦ est d’ordre un nombre premier p, et que les e´le´ments de chaque coset de
H◦ distinct de H◦ sont ge´ne´riquement d’ordre p. Si un e´le´ment x ∈ H \ H◦ a un centralisateur
infini dans H◦, alors H◦ contient un sous-groupe p-unipotent non-trivial.
Nous aurions pu pre´ciser la structure du 2-sous-groupe de Sylow.
Proposition 5.5.8 Le 2-sous-groupe de Sylow est connexe.
Preuve
Soit α ∈ S \ S◦ ; on peut supposer α2 ∈ S◦. Soit τ = C◦S◦(α).
On suppose dans un premier temps que τ 6= 1. Comme α est torique d’apre`s le Fait 1.4.5, on
a α ∈ C◦(α). D’autre part τ ≤ C◦(α) ; en particulier τ · 〈α〉 ≤ C◦(α). D’apre`s le Fait 1.4.4, les
2-sous-groupes de Sylow de C◦(α) sont des 2-tores ; en particulier τ et α sont inclus dans un meˆme
2-tore note´ S◦1 de C
◦(α). Maintenant α ∈ S◦1 ≤ C
◦(τ) donc S◦ · 〈α〉 ≤ C◦(τ). Toujours d’apre`s
le Fait 1.4.4, les 2-sous-groupes de Sylow de C◦(τ) sont des 2-tores, et comme S◦ est un 2-tore
maximal de G il vient en particulier α ∈ S◦, une contradiction.
On suppose alors τ = 1. Comme α2 ∈ S◦, α agit sur S◦ comme un automorphisme de´finissable
involutif n’ayant qu’un nombre fini de points fixes. D’apre`s le Fait 1.3.3, α inverse S◦ ; en particulier
α2 ∈ CS(S
◦) = S◦ d’apre`s le Fait 1.3.12. Maintenant d’apre`s le Corollaire 5.1.2 on a α2 6= 1. On
forme alors C◦(α2) qui est un sous-groupe connexe re´soluble. D’une part comme α est torique
d’apre`s le Fait 1.4.5, on a α ∈ C◦(α) ≤ C◦(α2). D’autre part S◦ ≤ C◦(α2). On a donc S◦ · 〈α〉 ≤
C◦(α) dont les 2-sous-groupes de Sylow sont des 2-tores de G d’apre`s le Fait 1.4.4. Comme S◦ est
un 2-tore maximal de G il vient α ∈ S◦, une contradiction qui ache`ve la preuve. 
Notation 5.5.9 Soit W = N(Q)/Q.
The´ore`me 5.5.10 W ≃ Z/3Z.
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Preuve
Commenc¸ons par montrer la non-trivialite´ de W . D’apre`s le Corollaire 5.4.12, les trois involu-
tions de G sont conjugue´es. D’apre`s le Fait 1.3.8, N(S◦) controˆle la fusion ; en particulier il existe
g ∈ N(S◦) tel que ig1 = i2. On a donc g ∈ N(S
◦) ≤ N(C◦(S◦)) = N(Q) d’apre`s le The´ore`me 5.0.1.
Comme Q est abe´lien, il est clair que g 6∈ Q. Le quotient W = N(Q)/Q est donc non-trivial.
Nous prouverons que W = NG(S
◦)/CG(S
◦). Pour cela nous montrons d’abord que C(S◦) est
connexe. Soit en effet x ∈ C(S◦) \ C◦(S◦) ; graˆce au Fait 1.4.1 on peut supposer que x est un
p-e´le´ment. Supposons que C◦(x) soit sans p-unipotence. Alors d’apre`s le Fait 1.4.5, x est dans tout
p-tore maximal de C◦(x). Mais par conjugaison des tores de´cents maximaux (Fait 1.2.7), tout tore
de´cent maximal de C◦(x) contient un p-tore maximal. Ainsi x est-il dans tout tore de´cent maximal
de C◦(x). Comme S◦ ≤ C◦(x), x est dans un meˆme tore de´cent que S◦. Cela prouve x ∈ C◦(S◦),
et cette contradiction au choix de x prouve que C◦(x) contient de la p-unipotence, c’est-a`-dire que
Up(C
◦(x)) 6= 1.
Maintenant graˆce au Fait 5.0.2 et par conjugaison des involutions, on peut supposer que
C◦
Up(C◦(x))
(i1) 6= 1. D’apre`s le Lemme 1.8.5, B1 = C
◦(i1) est l’unique sous-groupe de Borel
contenant C◦
Up(C◦(x))
(i1), et en particulier il vient x ∈ N(B1). D’autre part B1 contient de la
p-unipotence. Si x ∈ B1, alors x ∈ NB1(Q) = Q d’apre`s le Fait 1.5.2, d’ou` x ∈ C
◦(S◦), contre le
choix de x. Ainsi x ∈ N(B1)\B1. Le Fait 4.1.2 applique´ a` B1 prouve alors l’existence d’un e´le´ment
y ∈ xB1 normalisant un conjugue´ B
g
1 distinct de B1. Or y 6∈ B1 mais y
pn ∈ B1 pour un n, et il y
a donc de la p-torsion dans d(y). Soit enfin z un p-e´le´ment de d(y). Alors z ∈ N(B1) ∩N(B
g
1 ), et
le Fait 1.4.3 (3) implique C◦
Up(B1)
(z) 6= 1 et C◦
Up(B1)g
(z) 6= 1. Le Lemme 1.8.5 applique´ autour de
C◦(z) force Bg1 = B1, une contradiction qui ache`ve de prouver la connexite´ de C(S
◦).
D’apre`s le The´ore`me 5.0.1 Q = C◦(S◦) ; il vient Q = C(S◦). D’autre part S◦ est caracte´ristique
dans Q et Q = C◦(S◦), donc N(Q) = N(S◦). Ainsi, W = N(Q)/Q = NG(S
◦)/CG(S
◦).
Nous estimons a` pre´sent l’ordre de W . Nous notons Autfin l’ensemble des automorphismes
d’ordre fini d’une structure (ce n’est pas ne´cessairement un groupe). Par rigidite´, on a une injection
NG(S
◦)/CG(S
◦) →֒ Autfin(Z
2
2∞). D’apre`s le Fait 5.5.5, Autfin(Z
2
2∞) →֒ Autfin
(
(Z/4Z)2
)
, mais
clairement Autfin
(
(Z/4Z)2
)
≃ GL2(Z/4Z). En re´sume´ NG(S
◦)/CG(S
◦) →֒ GL2(Z/4Z).
Maintenant un calcul donne |GL2(Z/4Z)| = 96 = 2
5 ·3, et cela prouve queW = NG(S
◦)/CG(S
◦)
s’injecte dans un groupe a` 96 e´le´ments. S’il existe un 2-e´le´ment dans l’image, on construit graˆce
au Fait 1.4.1 un 2-e´le´ment dans NG(S
◦) \CG(S
◦), et cela contredit la connexite´ du 2-sous-groupe
de Sylow (Proposition 5.5.8). W s’injecte donc dans Z/3Z, et comme W 6= 1 la conclusion suit. 
Notation 5.5.11 Soit σ un 3-e´le´ment de N(Q) qui soit d’ordre 3 modulo Q (son existence est
assure´e par le Fait 1.4.1) ; il est clair que σ permute circulairement les involutions de V .
Corollaire 5.5.12 Pour chaque involution i de G, C(i) est un sous-groupe de Borel de G. En
outre C(V ) est un sous-groupe de Carter de G.
Preuve
Au vu du The´ore`me 5.0.1, il suffit de prouver la connexite´ de C(i) puis de C(V ). Tout d’abord
par un argument de Frattini dans C◦(i), on a C(i) = C◦(i) · NC(i)(Q). Si C(i) > C
◦(i), alors
σ ∈ C(i). Maintenant i e´tant l’unique involution centrale de C◦(i), est caracte´ristique dans C◦(i).
En particulier iσ = i, ce qui contredit le choix de σ. C(i) est donc connexe.
Maintenant Q ≤ C(V ) ≤ C(i) qui est connexe, donc d’apre`s le Fait 1.5.2 NC(i)(Q) = Q, d’ou`
C(V ) ≤ NC(i)(V ) ≤ NC(i)(C
◦(V )) = NC(i)(Q) = Q. 
Un analogue de [CJ04, Lemma 6.15] requiert une rigidite´ plus grande que celle de l’unipotence
en caracte´ristique nulle. Graˆce au Fait 5.5.4, l’unipotence de torsion arrive a` point nomme´.
Lemme 5.5.13 C◦(σ) contient de la 3-unipotence.
Preuve
C’est le Fait 5.5.4. 
Lemme 5.5.14 L’e´le´ment ge´ne´rique de σQ est d’ordre 3 ; il en va de meˆme de celui de σ2Q.
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Preuve
D’apre`s le Fait 4.1.2, l’ensemble X = {x ∈ σQ tels que ∃g ∈ G \ NG(Q), x ∈ (〈σ〉Q)
g} est
ge´ne´rique dans σQ. Nous fixons une re´alisation x du ge´ne´rique de σQ ; il existe alors g 6∈ N(Q) tel
que x ∈ (〈σ〉Q)g. Soit y = x3. On suppose y3 6= 1, et l’on montre une contradiction.
D’apre`s le Lemme 5.5.13, C◦(x) contient un sous-groupe 3-unipotent non-trivial note´ U . Alors
U ≤ C◦(x) ≤ C◦(y) que l’on inclut dans un sous-groupe de Borel B0. Ce sous-groupe de Borel
contient C◦(y) ≥ Q, il est donc ge´ne´reux.
Supposons que B0 ne soit pas un conjugue´ de B1. D’apre`s les Lemmes 5.5.1 et 5.5.2, B0 est
alors implique´ dans au moins une paire maximale non-abe´lienne (au sens de la sous-section 1.8.7
du chapitre 1). Or B0 ≥ C
◦(y) contient de la 3-unipotence, et cela contredit le Fait 1.8.33 (7).
Ainsi B0 est conjugue´ a` B1, et en particulier il existe une involution note´e simplement i telle
que B0 = C
◦(i). Alors Q,Qg ≤ C◦(y) ≤ C◦(i), et donc i ∈ V ∩V g. D’autre part V 6= V g car sinon
Q = C(V ) = C(V g) = Qg, contre le fait que g 6∈ N(Q). Ainsi a-t-on V ∩ V g = {i}.
Rappelons que x ∈ N(Q) = N(V ), d’ou` ix ∈ V . D’autre part x ∈ N(Q)g et i ∈ V g, d’ou`
ix ∈ V g. Ainsi ix ∈ V ∩ V g = {i}, d’ou` x ∈ C(i). En particulier σ ∈ C(i), contre sa de´finition. 
Corollaire 5.5.15 N(Q) = Q ⋊ 〈σ〉 ; tous les e´le´ments de N(Q) \ Q sont d’ordre 3 ; tous les
e´le´ments d’un meˆme coset strict de Q dans N(Q) sont Q-conjugue´s.
Preuve
D’apre`s le Fait 5.5.6, tous les e´le´ments des cosets σQ ou σ2Q sont d’ordre 3. En particulier on
a bien N(Q) = Q⋊ 〈σ〉.
Soit x ∈ N(Q) \Q. Comme Q est sans 3-unipotence (imme´diat par le Corollaire 5.1.3), le Fait
5.5.7 impose que C◦Q(x) = 1. En particulier rg(x
Q) = rg(Q), et clairement xQ ⊆ xQ qui est de
degre´ 1. Maintenant si y ∈ xQ, alors il en va de meˆme de yQ, donc xQ ∩ yQ 6= 1, et cela prouve la
conjugaison des e´le´ments d’un meˆme coset, c’est-a`-dire xQ = xQ. 
L’analogie avec [CJ04, Theorem 1.8] est de´sormais aussi grande que possible, la scission des
sous-groupes de Borel restant hors de porte´e.
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