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Abstract
A strictly increasing sequence (nk)k0 of positive integers is said to be a Hilbertian Jamison sequence
if for any bounded operator T on a separable Hilbert space such that supk0 ‖T nk‖ < +∞, the set of
eigenvalues of modulus 1 of T is at most countable. We first give a complete characterization of such
sequences. We then turn to the study of rigidity sequences (nk)k0 for weakly mixing dynamical systems
on measure spaces, and give various conditions, some of which are closely related to the Jamison condition,
for a sequence to be a rigidity sequence. We obtain on our way a complete characterization of topological
rigidity and uniform rigidity sequences for linear dynamical systems, and we construct in this framework
examples of dynamical systems which are both weakly mixing in the measure-theoretic sense and uniformly
rigid.
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We are concerned in this paper with the study of certain dynamical systems, in particular
linear dynamical systems. Our main aim is the study of rigidity sequences (nk)k0 for weakly
mixing dynamical systems on measure spaces, and we present tractable conditions on the se-
quence (nk)k0 which imply that it is (or not) a rigidity sequence. Our conditions on the sequence
(nk)k0 come in part from the study of the so-called Jamison sequences, which appear in the de-
scription of the relationship between partial power-boundedness of an operator on a separable
Banach space and the size of its unimodular point spectrum.
Let us now describe our results more precisely.
1.1. A characterization of Hilbertian Jamison sequences
Let X be a separable infinite-dimensional complex Banach space, and let T ∈ B(X) be a
bounded operator on X. We are first going to study here the relationship between the behavior
of the sequence ‖T n‖ of the norms of the powers of T , and the size of the unimodular point
spectrum σp(T ) ∩ T, i.e. the set of eigenvalues of T of modulus 1. It is known since an old
result of Jamison [20] that a slow growth of ‖T n‖ makes σp(T ) ∩ T small, and vice versa.
More precisely, the result of [20] states that if T is power-bounded, i.e. supn0 ‖T n‖ < +∞,
then σp(T ) ∩ T is at most countable. For a sample of the kind of results which can be obtained
in the other direction, let us mention the following result of Nikolskii [28]: if T is a bounded
operator on a separable Hilbert space such that σp(T ) ∩ T has positive Lebesgue measure, then
the series
∑
n0 ‖T n‖−2 is convergent. This has been generalized by Ransford in the paper [33],
which renewed the interest in these matters. In particular Ransford started to investigate in [33]
the influence of partial power-boundedness of an operator on the size of its unimodular point
spectrum. Let us recall the following definition:
Definition 1.1. Let (nk)k0 be an increasing sequence of positive integers, and T be a bounded
linear operator on the space X. We say that T is partially power-bounded with respect to (nk) if
supk0 ‖T nk‖ < +∞.
In view of the result of Jamison, it was natural to investigate whether the partial power-
boundedness of T with respect to (nk) implies that σp(T )∩T is at most countable. It was shown
in [34] by Ransford and Roginskaya that it is not the case: if nk = 22k for instance, there exist
a separable Banach space X and T ∈ B(X) such that supk0 ‖T nk‖ is finite while σp(T ) ∩ T is
uncountable. This question was investigated further in [1] and [2], where the following definition
was introduced:
Definition 1.2. Let (nk)k0 be an increasing sequence of integers. We say that (nk)k0 is a
Jamison sequence if for any separable Banach space X and any bounded operator T on X,
σp(T )∩T is at most countable as soon as T is partially power-bounded with respect to (nk).
Whether (nk)k0 is a Jamison sequence or not depends of course on features of the sequence
such as its growth, its arithmetical properties, etc. A complete characterization of Jamison se-
quences was obtained in [2]. It is formulated as follows:
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assertions are equivalent:
(1) (nk)k0 is a Jamison sequence;
(2) there exists a positive real number ε such that for every λ ∈ T \ {1},
sup
k0
∣∣λnk − 1∣∣ ε.
Many examples of Jamison and non-Jamison sequences were obtained in [1] and [2]. Among
the examples of non-Jamison sequences, let us mention the sequences (nk)k0 such that nk+1/nk
tends to infinity, or such that nk divides nk+1 for each k  0 and lim supnk+1/nk = +∞. Saying
that (nk)k0 is not a Jamison sequence means that there exists a separable Banach space X
and T ∈ B(X) such that supk0 ‖T nk‖ < +∞ and σp(T ) ∩ T is uncountable. But the space X
may well be extremely complicated: in the proof of Theorem 1.3, the space is obtained by a
rather involved renorming of a classical space such as 2 for instance. This is a drawback in
applications, and this is why it was investigated in [1] under which conditions on the sequence
(nk)k0 it was possible to construct partially power-bounded operators with respect to (nk)k0
with uncountable unimodular point spectrum on a Hilbert space. It was proved in [1] that if the
series
∑
k0(nk/nk+1)2 is convergent, there exists a bounded operator T on a separable Hilbert
space H such that supk0 ‖T nk‖ < +∞ and σp(T ) ∩ T is uncountable. But this left open the
characterization of Hilbertian Jamison sequences.
Definition 1.4. We say that (nk)k1 is a Hilbertian Jamison sequence if for any bounded operator
T on a separable infinite-dimensional complex Hilbert space which is partially power-bounded
with respect to (nk), σp(T )∩T is at most countable.
Obviously a Jamison sequence is a Hilbertian Jamison sequence. Our first goal in this paper
is to prove the somewhat surprising fact that the converse is true:
Theorem 1.5. Let (nk)k0 be an increasing sequence of integers. Then (nk)k0 is a Hilbertian
Jamison sequence if and only if it is a Jamison sequence.
Contrary to the proofs of [1] and [2], the proof of Theorem 1.5 is completely explicit: the
operators with supk0 ‖T nk‖ < +∞ and σp(T ) ∩ T uncountable which we construct are per-
turbations by a weighted backward shift on 2 of a diagonal operator with unimodular diagonal
coefficients. The construction here bears some similarities with a construction carried out in a
different context in [10] in order to obtain frequently hypercyclic operators on certain Banach
spaces.
1.2. Ergodic theory and rigidity sequences
Let (X,F ,μ) be a probability space, which in the paper will always be assumed to be a
standard Lebesgue space, and let ϕ be a measurable transformation of (X,F ,μ). We recall here
that ϕ is said to preserve the measure μ if μ(ϕ−1(A)) = μ(A) for any A ∈ F , and that ϕ is said
to be ergodic with respect to μ if for any A,B ∈ F with μ(A) > 0 and μ(B) > 0, there exists an
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ergodic with respect to μ if and only if
1
N
N∑
n=1
μ
(
ϕ−n(A)∩B)→ μ(A)μ(B) as N → +∞ for every A,B ∈ F .
This leads to the notion of weakly mixing measure-preserving transformation of (X,F ,μ): ϕ is
weakly mixing if
1
N
N∑
n=1
∣∣μ(ϕ−n(A)∩B)−μ(A)μ(B)∣∣→ 0 as N → +∞ for every A,B ∈ F .
It is well known that ϕ is weakly mixing if and only if ϕ × ϕ is an ergodic transformation of
X × X endowed with the product measure μ × μ. We refer the reader to [9,30] or [38] for
instance for more about ergodic theory of dynamical systems and various examples.
Our interest in this paper lies in weakly mixing rigid dynamical systems:
Definition 1.6. A measure-preserving transformation of (X,F ,μ) is said to be rigid if there ex-
ists a sequence (nk)k0 of integers such that for any A ∈ F , μ(ϕ−nk (A)A) → 0 as k → +∞.
If Uϕ denotes the isometry on L2(X,F ,μ) defined by Uϕf := f ◦ϕ for any f ∈ L2(X,F ,μ),
it is not difficult to see that ϕ is rigid with respect to the sequence (nk)k0 if and only if ‖Unkϕ f −
f ‖ → 0 as k → +∞ for any f ∈ L2(X,F ,μ). The function f itself is said to be rigid with
respect to (nk)k0 if ‖Unkϕ f − f ‖ → 0. Rigid functions play a major role in the study of mildly
mixing dynamical systems, as introduced by Furstenberg and Weiss in [12], and rigid weakly
mixing systems are intensively studied, see for instance the works [14,26,15] or [36] as well
as the references therein for some examples of results and methods. Let us just mention here
the fact that weakly mixing rigid transformations of (X,F ,μ) form a residual subset of the set
of all measure-preserving transformations of (X,F ,μ) for the weak topology [22]. A rigidity
sequence is defined as follows:
Definition 1.7. Let (nk)k0 be a strictly increasing sequence of positive integers. We say that
(nk)k0 is a rigidity sequence if there exists a standard Lebesgue probability space (X,F ,μ)
and a measure-preserving transformation ϕ of (X,F ,μ) which is weakly mixing and rigid with
respect to (nk)k0.
Remark 1.8. In the literature one often defines rigidity sequences as sequences for which there
exists an invertible measure-preserving transformation which is weakly mixing and rigid with
respect to (nk)k0. In fact, these two definitions are equivalent since every rigid measure-
preserving transformation ϕ is invertible (in the measure-theoretic sense). An easy way to see
it is to consider the induced isometry Uϕ defined above. Since ϕ is invertible if and only if Uϕ is
so, it suffices to show that Uϕ is invertible. By the decomposition theorem for contractions due
to Sz.-Nagy and Foias¸ [37], Uϕ can be decomposed into a direct sum of a unitary operator and
a weakly stable operator. Since limk→∞ Unkϕ = I in the weak operator topology (see Fact 3.2
below), the weakly stable part cannot be present and thus Uϕ is a unitary operator and ϕ is
invertible.
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only if there exists a continuous probability measure σ on the unit circle T such that∫
T
∣∣λnk − 1∣∣dσ(λ) → 0 as k → +∞
(see Section 3.1 for more details). Still, there is a lack of practical conditions which would enable
us to check easily whether a given sequence (nk)k0 is a rigidity sequence. It is the second aim
of this paper to provide such conditions. Some of them can be initially found in the papers [1]
and [2] which study Jamison sequences in the Banach space setting, and they turn out to be
relevant for the study of rigidity. We show for instance that if nk+1/nk tends to infinity as k tends
to infinity, (nk)k0 is a rigidity sequence (see Example 3.4 and Proposition 3.5). If (nk)k0 is any
sequence such that nk divides nk+1 for any k  0, (nk)k0 is a rigidity sequence (Propositions 3.8
and 3.9). We also give some examples involving the denominators of the partial quotients in the
continuous fraction expansion of some irrational numbers (Examples 3.15 and 3.16), as well as
an example of a rigidity sequence such that nk+1/nk → 1 (Example 3.17). In the other direction,
it is not difficult to show that if nk = p(k) for some polynomial p ∈ Z[X] with p(k) 0 for any k,
(nk)k0 cannot be a rigidity sequence (Example 3.12), or that the sequence of prime numbers
cannot be a rigidity sequence (Example 3.14). Other examples of non-rigidity sequences can
be given (Example 3.13) when the sequences (nkx)k0, x ∈ [0,1], have suitable equirepartition
properties.
1.3. Ergodic theory and rigidity for linear dynamical systems
If T is a bounded operator on a separable Banach space X, it is sometimes possible to endow
the space X with a suitable probability measure m, and to consider (X,B,m,T ) as a measurable
dynamical system. This was first done in the seminal work [11] of Flytzanis, and the study
was continued in the papers [4] and [5]. If X is a separable complex Hilbert space which we
denote by H , T ∈ B(H) admits a non-degenerate invariant Gaussian measure if and only if
its eigenvectors associated to eigenvalues of modulus 1 span a dense subspace of H , and it is
ergodic (or here, equivalently, weakly mixing) with respect to such a measure if and only if it has
a perfectly spanning set of eigenvectors associated to unimodular eigenvalues (see Section 2.1
for the definitions) – this condition very roughly means that T has “plenty” of such eigenvectors,
“plenty” being quantified by a continuous probability measure on the unit circle.
It comes as a natural question to describe rigidity sequences in the framework of linear dynam-
ics, and it is not difficult to show that if (nk)k0 is a rigidity sequence, there exists a bounded oper-
ator on H which is weakly mixing and rigid with respect to (nk)k0 (see Section 4.1). Thus, every
rigidity sequence can be realized in a linear Hilbertian measure-preserving dynamical system.
However, the answer is not so simple when one considers topological and uniform rigidity, which
are topological analogues of the (measurable) notion of rigidity. These notions were introduced
by Glasner and Maon in the paper [16] for continuous dynamical systems on compact spaces:
Definition 1.9. Let (X,d) be a compact metric space, and let ϕ be a continuous self-map of X.
We say that ϕ is topologically rigid with respect to the sequence (nk)k0 if ϕnk (x) → x as
k → +∞ for any x ∈ X, and that ϕ is uniformly rigid with respect to (nk)k0 if
sup d
(
ϕnk (x), x
)→ 0 as k → +∞.
x∈X
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or uniformly rigid dynamical system is rigid. Uniform rigidity is studied in [16], where in parti-
cular uniformly rigid and topologically weakly mixing transformations are constructed, see also
[8,24,19] for instance. Recall that ϕ is said to be topologically weakly mixing if for any non-
empty open subsets U1, U2, V1, V2 of X, there exists an integer n such that ϕ−n(U1) ∩ V1 and
ϕ−n(U2) ∩ V2 are both non-empty (topological weak mixing is the topological analogue of the
notion of measurable weak mixing). Uniform rigidity sequences are defined in [19]:
Definition 1.10. Let (nk)k0 be a strictly increasing sequence of integers. We say that (nk)k0
is a uniform rigidity sequence if there exists a compact dynamical system (X,d,ϕ) with ϕ a
continuous self-map of X, which is topologically weakly mixing and uniformly rigid with respect
to (nk)k0.
The question of characterizing uniform rigidity sequences is still open, as well as the question
[19] whether there exists a compact dynamical system (X,d,ϕ) with ϕ continuous, which would
be both weakly mixing with respect to a certain ϕ-invariant measure μ on X and uniformly
rigid.
We investigate these two questions in the framework of linear dynamics. Of course we have
to adapt the definition of uniform rigidity to this setting, as a Banach space is never compact.
Definition 1.11. Let X be complex separable Banach space, and let ϕ be a continuous transfor-
mation of X. We say that ϕ is uniformly rigid with respect to (nk)k0 if for any bounded subset A
of X,
sup
x∈A
∥∥ϕnk (x)− x∥∥→ 0 as k → +∞.
When T is a bounded linear operator on X, T is uniformly rigid with respect to (nk)k0 if
and only if ‖T nk − I‖ → 0 as k → +∞. We prove the following theorems:
Theorem 1.12. Let (nk)k0 be an increasing sequence of integers with n0 = 1. The following
assertions are equivalent:
(1) for any ε > 0 there exists a λ ∈ T \ {1} such that
sup
k0
∣∣λnk − 1∣∣ ε and ∣∣λnk − 1∣∣→ 0 as k → +∞;
(2) there exists a bounded linear operator T on a separable Banach space X such that σp(T )∩T
is uncountable and T nkx → x as k → ∞ for every x ∈ X;
(3) there exists a bounded linear operator T on a separable Hilbert space H such that T admits
a non-degenerate invariant Gaussian measure with respect to which T is weakly mixing
and T nkx → x as k → +∞ for every x ∈ H , i.e. T is topologically rigid with respect to
(nk)k0.
We also have a characterization for uniform rigidity in the linear setting:
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equivalent:
(1) there exists an uncountable subset K of T such that λnk tends to 1 uniformly on K ;
(2) there exists a bounded linear operator T on a separable Banach space X such that σp(T )∩T
is uncountable and ‖T nk − I‖ → 0 as k → ∞;
(3) there exists a bounded linear operator T on a separable Hilbert space H such that T admits
a non-degenerate invariant Gaussian measure with respect to which T is weakly mixing and
‖T nk − I‖ → 0 as k → ∞, i.e. T is uniformly rigid with respect to (nk)k0.
In particular we get a positive answer to a question of [19] in the context of linear dynamics:
Corollary 1.14. Any sequence (nk)k0 such that nk+1/nk tends to infinity, or such that nk divides
nk+1 for each k and lim supnk+1/nk = +∞ is a uniform rigidity sequence for linear dynamical
systems, and measure-theoretically weakly mixing uniformly rigid systems do exist in this setting.
After this paper was submitted for publication, V. Bergelson, A. Del Junco, M. Leman´czyk
and J. Rosenblatt sent us a preprint “Rigidity and non-recurrence along sequences” [7], in which
they independently investigated for which sequences there exists a weakly mixing transformation
which is rigid with respect to this sequence. A substantial part of the results of Section 3 of
the present paper is also obtained in [7], often with different methods. We are very grateful to
V. Bergelson, A. Del Junco, M. Leman´czyk and J. Rosenblatt for making their preprint available
to us.
2. Hilbertian Jamison sequences
Our aim in this section is to prove Theorem 1.5. Clearly, if (nk)k0 is a Jamison sequence, it
is automatically a Hilbertian Jamison sequence, and the difficulty lies in the converse direction:
using Theorem 1.3, we start from a sequence (nk)k0 such that for any ε > 0 there is a λ ∈
T \ {1} such that supk0 |λnk − 1| ε, and we have to construct out of this a bounded operator
on a Hilbert space which is partially power-bounded with respect to (nk)k0 and which has
uncountably many eigenvalues on the unit circle. We are going to prove a stronger theorem,
giving a more precise description of the eigenvectors of the operator:
Theorem 2.1. Let (nk)k0 be an increasing sequence of integers with n0 = 1 such that for any
ε > 0 there exists a λ ∈ T \ {1} such that
sup
k0
∣∣λnk − 1∣∣ ε.
Let δ > 0 be any positive number. There exists a bounded linear operator T on the Hilbert space
2(N) such that T has perfectly spanning unimodular eigenvectors and
sup
k0
∥∥T nk∥∥ 1 + δ.
In particular the unimodular point spectrum of T is uncountable.
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unimodular eigenvectors and explain its relevance here.
2.1. A criterion for ergodicity of linear dynamical systems
Let H be a complex separable infinite-dimensional Hilbert space.
Definition 2.2. We say that a bounded linear operator T on H has a perfectly spanning set
of eigenvectors associated to unimodular eigenvalues if there exists a continuous probability
measure σ on the unit circle T such that for any Borel subset B of T with σ(B) = 1, we have
sp[ker(T − λI); λ ∈ B] = H .
When T ∈ B(H) has a perfectly spanning set of eigenvectors associated to unimodular eigen-
values, there exists a Gaussian probability measure m on H such that:
– m is T -invariant;
– m is non-degenerate, i.e. m(U) > 0 for any non-empty open subset U of H ;
– T is weakly mixing with respect to m.
See [5] for extensions to the Banach space setting, and the book [6, Ch. 5]. In the Hilbert space
case, the converse of the assertion above is also true: if T ∈ B(H) defines a weakly mixing
measure-preserving transformation with respect to a non-degenerate Gaussian measure, T has
perfectly spanning unimodular eigenvectors.
A way to check this spanning property of the eigenvectors is to use the following criterion,
which was proved in [17, Th. 4.2]:
Theorem 2.3. Let X be a complex separable infinite-dimensional Banach space, and let T be a
bounded operator on X. Suppose that there exists a sequence (ui)i1 of vectors of X having the
following properties:
(i) for each i  1, ui is an eigenvector of T associated to an eigenvalue μi of T where |μi | = 1
and the μi ’s are all distinct;
(ii) sp[ui; i  1] is dense in X;
(iii) for any i  1 and any ε > 0, there exists an n 
= i such that ‖un − ui‖ < ε.
Then T has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues.
2.2. Proof of Theorem 2.1: the easy part
We are first going to define the operator T , and show that it is bounded. We will then describe
the unimodular eigenvectors of T , and show that T satisfies the assumptions of Theorem 2.3.
 Construction of the operator T . Let (en)n1 denote the canonical basis of the space 2(N)
of complex square summable sequences. We denote by H the space 2(N). The construction
depends on two sequences (λn)n1 and (ωn)n1 which will be suitably chosen further on in the
proof: (λn)n1 is a sequence of unimodular complex numbers which are all distinct, and (ωn)n1
is a sequence of positive weights.
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• for any n 2, j (n) < n;
• for any k  1, the set {n 2; j (n) = k} is infinite (i.e. j takes every value k infinitely often).
Let D be the diagonal operator on H defined by Den = λnen for n 1, and let B be the weighted
backward shift defined by Be1 = 0 and Ben = αn−1en−1 for n 2, where the weights αn, n 1,
are defined by
α1 = ω1|λ2 − λj(2)|
and
αn = ωn
∣∣∣∣λn+1 − λj(n+1)λn − λj(n)
∣∣∣∣ for any n 2.
This definition of αn makes sense because j (n) < n, so that λn 
= λj(n). The operators D and B
being thus defined, we set T = D +B .
 Boundedness of the operator T . The first thing to do is to prove that T is indeed a bounded
operator on H , provided some conditions on the λn’s and ωn’s are imposed. The diagonal oper-
ator D being obviously bounded, we have to figure out conditions for B to be bounded. If γ > 0
is fixed, we have ‖B‖ γ provided
ω1|λ2 − λj(2)| γ and ωn−1
∣∣∣∣ λn − λj(n)λn−1 − λj(n−1)
∣∣∣∣ γ for any n 3.
If the weights ωn > 0 are arbitrary, the λn’s can be chosen in such a way that these conditions
are satisfied:
• ω1 > 0 is arbitrary, we take λ1 = 1 for instance (we could start here from any λ1 ∈ T);
• we have j (2) = 1: take λ2 such that |λ2 − λ1| γ /ω1 with λ2 
= λ1;
• take ω2 > 0 arbitrary;
• j (3) ∈ {1,2}: take λ3 so close to λj(3), λ3 /∈ {λ1, λ2}, that
|λ3 − λj(3)| γ
ω2
|λ2 − λj(2)|
• take ω3 > 0 arbitrary, etc.
Thus ‖B‖ γ provided λn is so close to λj(n) for every n 2 that
|λn − λj(n)| γ
ωn−1
|λn−1 − λj(n−1)|.
No condition on the ωn’s needs to be imposed there.
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k1 xkek is equivalent to the equations λkxk + αkxk+1 = λxk , i.e. xk+1 = λ−λkαk xk for any
k  1, i.e.
xk = (λ− λk−1) . . . (λ− λ1)
αk−1 . . . α1
x1.
Hence for any n 1, the eigenspace ker(T − λn) is 1-dimensional and ker(T − λn) = sp[u(n)],
where
u(n) = e1 +
n∑
k=2
(λn − λk−1) . . . (λn − λ1)
αk−1 . . . α1
ek.
Our aim is now to show the following lemma:
Lemma 2.4. By choosing in a suitable way the coefficients ωn and λn, it is possible to ensure
that for any n 2,
∥∥u(n) − u(j (n))∥∥ 2−n
(the sequence (2−n)n2 could be replaced by any sequence (γn)n2 going to zero with n).
Proof. We have:
u(n) − u(j (n)) =
j (n)∑
k=2
(
(λn − λk−1) . . . (λn − λ1)
αk−1 . . . α1
− (λj (n) − λk−1) . . . (λj (n) − λ1)
αk−1 . . . α1
)
ek
+
n∑
k=j (n)+1
(λn − λk−1) . . . (λn − λ1)
αk−1 . . . α1
ek := v(n) +w(n).
We denote the first sum by v(n) and the second one by w(n). If εn > 0 is any positive number, we
can ensure that ‖v(n)‖ < εn by choosing λn such that |λn − λj(n)| is sufficiently small, because
the quantities αk−1 . . . α1 for k  j (n) do not depend on λn. Let us now estimate
∥∥w(n)∥∥2 = n∑
k=j (n)+1
∣∣∣∣ (λn − λk−1) . . . (λn − λ1)αk−1 . . . α1
∣∣∣∣
2
=
n∑
k=j (n)+1
1
ω2k−1 . . . ω21
·
∣∣∣∣ (λn − λk−1) . . . (λn − λ1)λk − λj(k)
∣∣∣∣
2
since
αk−1 . . . α1 = ωk−1 . . .ω1|λk − λj(k)|.
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is no restriction), so |(λn − λk−1) . . . (λn − λ1)| |λn − λj(n)| since j (n) ∈ {1, . . . , k − 1}. Thus
for k = j (n)+ 1, . . . , n,
1
ω2k−1 . . .ω21
·
∣∣∣∣ (λn − λk−1) . . . (λn − λ1)λk − λj(k)
∣∣∣∣
2
 1
ω2k−1 . . .ω21
·
∣∣∣∣λn − λj(n)λk − λj(k)
∣∣∣∣
2
.
If k ∈ {j (n) + 1, . . . , n − 1}, the term on the right-hand side can be made arbitrarily small pro-
vided that we choose λn in such a way that |λn−λj(n)| is very small with respect to the quantities
|λk − λj(k)| . ωk−1 . . .ω1, k < n. However for k = n, we only get the bound ω−2n−1 . . .ω−21 , which
has to be made small if we want ‖w(n)‖ to be small. So we have to impose a condition on the
weights ωn: we take ωn−1 so large with respect to ω1, . . . ,ωn−2 that ω−2n−1 . . .ω
−2
1 is extremely
small.
All the conditions on the λn’s and the ωn’s needed until now can indeed be satisfied simulta-
neously: at stage n of the construction, we take ωn−1 very large. After this we take λn extremely
close to λj(n). Thus we can ensure that ‖w(n)‖ < εn, hence that ‖u(n) − u(j (n))‖ < 2εn. Taking
εn = 2−(n+1) gives our statement. 
Thanks to Lemma 2.4, it is easy to see that T satisfies the assumptions of Theorem 2.3:
Proposition 2.5. The operator T satisfies the assumptions of Theorem 2.3. Hence it has a per-
fectly spanning set of eigenvectors associated to unimodular eigenvalues, and in particular its
unimodular point spectrum is uncountable.
Proof. It suffices to show that the sequence (u(n))n1 satisfies properties (i), (ii) and (iii). That
(i) is satisfied is clear, since the vectors u(n) are eigenvectors of T associated to the eigenvalues
λn which are all distinct. Since for each n 1 the vector u(n) belongs to the span of the first n
basis vectors e1, . . . , en and 〈u(n), en〉 
= 0, the linear span of the vectors u(n), n  1, contains
all finitely supported vectors of 2(N), and thus (ii) holds true. It remains to prove (iii). As the
function j takes every value in N infinitely often, it follows from Lemma 2.4 that for any n 1
there exists a strictly increasing sequence (p(n)s )s1 of integers such that
∥∥u(p(n)s ) − u(n)∥∥ tends to 0 as s tends to +∞.
Hence (iii) is true. 
In order to conclude the proof of Theorem 1.5, it remains to show that T is partially power-
bounded with respect to (nk)k0, with supk0 ‖T nk‖  1 + δ. This is the most difficult part of
the proof, which uses the assumption that (nk)k0 is not a Jamison sequence, and it is the object
of the next section.
2.3. Proof of Theorem 2.1: the hard part
In order to estimate the norms ‖T nk‖, we will show that provided the ωn’s and λn’s are
suitably chosen, ‖T nk −Dnk‖ δ for every k  1. Since ‖Dnk‖ = 1, this will prove that ‖T nk‖
1 + δ for every k  1.
2024 T. Eisner, S. Grivaux / Journal of Functional Analysis 261 (2011) 2013–2052 An expression of (T n −Dn). We first have to compute (T n −Dn)x for n 1 and x ∈ H . For
k, l  1, let t (n)k,l = 〈T nel, ek〉 be the coefficient in row k and column l of the matrix representation
of T n. If k > l, t (n)k,l = 0 (all coefficients below the diagonal are zero), and if l − k > n, t (n)k,l = 0
(all coefficients which are not in one of the first n upper diagonals of the matrix are zero). We
have t (n)k,k = λnk for any k  1.
Lemma 2.6. For any k, l  1 such that 1 l − k  n,
t
(n)
k,l = αl−1αl−2 . . . αk
∑
jk+···+jl=n−(l−k)
λ
jk
k . . . λ
jl
l .
Proof. The proof is done by induction on n 1.
• n = 1: in this case l = k + 1, and the formula above gives t (1)k,k+1 = αk , which is true.• Suppose that the formulas above are true for any m n. Let k and l be such that 1 l − k 
n+ 1 (in particular l  2). We have
t
(n+1)
k,l = t (n)k,l−1t (1)l−1,l + t (n)k,l t (1)l,l = αl−1t (n)k,l−1 + λlt(n)k,l .
If 2 l − k  n, we can apply the induction assumption to the two quantities t (n)k,l−1 and t (n)k,l ,
and we get
t
(n+1)
k,l = αl−1αl−2 . . . αk
∑
jk+···+jl−1=n−(l−1−k)
λ
jk
k . . . λ
jl−1
l−1
+ αl−1αl−2 . . . αk
∑
jk+···+jl=n−(l−k)
λ
jk
k . . . λ
jl−1
l−1 λ
jl+1
l
=
∑
jk+···+jl−1+jl=n+1−(l−k), jl=0
λ
jk
k . . . λ
jl−1
l−1 λ
jl
l
+
∑
jk+···+jl−1+jl=n+1−(l−k), jl1
λ
jk
k . . . λ
jl−1
l−1 λ
jl
l
=
∑
jk+···+jl−1+jl=n+1−(l−k)
λ
jk
k . . . λ
jl−1
l−1 λ
jl
l
and the formula is proved for 1  l − k  n. It remains to treat the cases where l − k = 1
and where l − k = n+ 1. If l − k = 1, we have t (n+1)k,k+1 = αkλnk +λk+1t (n)k,k+1. By the induction
assumption
t
(n)
k,k+1 = αk
∑
λ
jk
k λ
jk+1
k+1 = αk
λnk+1 − λnk
λk+1 − λkjk+jk+1=n−1
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t
(n+1)
k,k+1 = αk
(
λnk + λk+1
λnk+1 − λnk
λk+1 − λk
)
= αk
λn+1k+1 − λn+1k
λk+1 − λk = αk
∑
jk+jk+1=n
λ
jk
k λ
jk+1
k+1
which is the formula we were looking for. Lastly, when l−k = n+1, t (n+1)k,n+1+k = αn+kt (n)k,n+k .
By the induction assumption t (n)k,n+k = αn+k−1 . . . αk , thus t (n+1)k,n+1+k = αn+k . . . αk and the
formula is proved in this case too. 
 The first estimate on the norms ‖(T n − Dn)‖. For x =∑l1 xlel , let us estimate the quan-
tities ‖(T n −Dn)x‖2: we have
(
T n −Dn)x =∑
l1
xl
(∑
k1
t
(n)
k,l ek
)
−
∑
l1
xlt
(n)
l,l el =
∑
l2
xl
(
l−1∑
k=max(1,l−n)
t
(n)
k,l ek
)
so that by the Cauchy–Schwarz inequality
∥∥(T n −Dn)x∥∥2  ‖x‖2∑
l2
∥∥∥∥∥
l−1∑
k=max(1,l−n)
t
(n)
k,l ek
∥∥∥∥∥
2
 ‖x‖2
∑
l2
l−1∑
k=max(1,l−n)
∣∣t (n)k,l ∣∣2.
We thus have to estimate for each l  2 and p  1 the quantities
l−1∑
k=max(1,l−np)
∣∣t (np)k,l ∣∣2.
For k, l  1, 1 l − k  n, let
s
(n)
k,l =
∑
jk+···+jl=n−(l−k)
λ
jk
k . . . λ
jl
l .
We have
t
(n)
k,l = αl−1 . . . αks(n)k,l = ωl−1 . . .ωk
|λl − λj(l)|
|λk − λj(k)| s
(n)
k,l
so that we have to estimate
l−1∑
k=max(1,l−n)
ω2l−1 . . . ω2k
|λl − λj(l)|2
|λk − λj(k)|2
∣∣s(n)k,l ∣∣2.
We are going to show that the following property holds true:
2026 T. Eisner, S. Grivaux / Journal of Functional Analysis 261 (2011) 2013–2052Lemma 2.7. For any 1 k  l − 1, there exists for each k  j  l − 1 a complex number c(k,l)j
depending only on λ1, . . . , λl−1 (and k and l of course), but neither on λl nor on n, such that for
any n l − k,
s
(n)
k,l =
l−1∑
j=k
c
(k,l)
j
λ
n+1−(l−k)
l − λn+1−(l−k)j
λl − λj .
Proof. The proof is again done by induction on l  2.
• Let us first treat the case l = 2: we have to show that there exists c(1,2)1 such that for any
n 2,
s
(n)
1,2 = c(1,2)1
λn2 − λn1
λ2 − λ1 .
But
s
(n)
1,2 =
∑
j1+j2=n−1
λ
j1
1 λ
j2
2 =
n−1∑
j1=0
λ
j1
1 λ
n−1−j1
2 =
λn2 − λn1
λ2 − λ1
so this holds true with c(1,2)1 = 1.• Suppose that the property is true for some l  2, and consider for 1 k  l and n l+1−k
the quantities
s
(n)
k,l+1 =
∑
jk+···+jl+1=n−(l+1−k)
λ
jk
k . . . λ
jl+1
l+1
=
n−(l+1−k)∑
jl+1=0
( ∑
jk+···+jl=n−(l+1+jl+1−k)
λ
jk
k . . . λ
jl
l
)
λ
jl+1
l+1 .
If 1 k  l − 1, we can apply the induction assumption and we get that
s
(n)
k,l+1 =
n−(l+1−k)∑
jl+1=0
λ
jl+1
l+1 s
(n−1−jl+1)
k,l
=
n−(l+1−k)∑
jl+1=0
λ
jl+1
l+1
l−1∑
j=k
c
(k,l)
j
(
λ
n−jl+1−(l−k)
l − λn−jl+1−(l−k)j
λl − λj
)
where c(k,l)j depends only on λ1, . . . , λl−1 (the first equality in the display above comes from
the fact that jl+1  n− 1 − l + k, i.e. l − k  n− 1 − jl+1). Thus
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(n)
k,l+1 =
l−1∑
j=k
c
(k,l)
j
λl − λj
(
n−(l+1−k)∑
jl+1=0
λ
jl+1
l+1 λ
n−jl+1−(l−k)
l − λjl+1l+1 λn−jl+1−(l−k)j
)
=
l−1∑
j=k
c
(k,l)
j
λl − λj
(
λ
n−(l−k)
l
1 − (λl+1λl)n−(l−k)
1 − (λl+1λl)
− λn−(l−k)j
1 − (λl+1λj )n−(l−k)
1 − (λl+1λj )
)
=
l−1∑
j=k
c
(k,l)
j
λl − λj
(
λl
λ
n−(l−k)
l+1 − λn−(l−k)l
λl+1 − λl − λj
λ
n−(l−k)
l+1 − λn−(l−k)j
λl+1 − λj
)
=
l−1∑
j=k
(
−λj c
(k,l)
j
λl − λj
)(
λ
n−(l−k)
l+1 − λn−(l−k)j
λl+1 − λj
)
+
(
l−1∑
j=k
c
(k,l)
j
λl − λj λl
)(
λ
n−(l−k)
l+1 − λn−(l−k)l
λl+1 − λl
)
,
i.e.
s
(n)
k,l+1 =
l∑
j=k
c
(k,l+1)
j
λ
n+1−(l+1−k)
l+1 − λn+1−(l+1−k)j
λl+1 − λj
where
c
(k,l+1)
j = −
λj c
(k,l)
j
λl − λj for k  j  l − 1 and c
(k,l+1)
l =
l−1∑
j=k
c
(k,l)
j
λl − λj λl
depend only on λ1, . . . , λl . This settles the case where 1 k  l − 1. When k = l, we get
s
(n)
l,l+1 =
∑
jl+jl+1=n−1
λ
jl
l λ
jl+1
l+1 =
λnl+1 − λnl
λl+1 − λl ,
and the statement is true with c(l,l+1)l = 1. 
Let us now go back to the estimate on ‖(T np − Dnp)x‖2, p  0: we want to show that if the
coefficients λl are suitably chosen, the following holds true: for any p  0 we have
• for any 2 l  np ,
l−1∑
k=1
∣∣t (np)k,l ∣∣2  δ22−l ,
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l−1∑
k=l−np
∣∣t (np)k,l ∣∣2  δ22−l .
Let us first consider the case 2 l  np .
 The “easy” estimate on ‖(T np −Dnp)‖. Let us write
l−1∑
k=1
∣∣t (np)k,l ∣∣2 =
l−1∑
k=1
ω2l−1 . . .ω2k
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2∣∣s(n)k,l ∣∣2

l−1∑
k=1
ω2l−1 . . .ω2k
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2
(
l−1∑
j=k
∣∣c(k,l)j ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λ
np+1−(l−k)
j
λl − λj
∣∣∣∣
)2
.
In the sum indexed by j , we have two different cases to consider: either j = j (l) or j 
= j (l).
The case j = j (l) can happen only when j (l) k. Thus the sum can be decomposed as
j (l)∑
k=1
ω2l−1 . . .ω2k
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λnp+1−(l−k)j
λl − λj
∣∣∣∣
+ ∣∣c(k,l)j (l) ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λ
np+1−(l−k)
j (l)
λl − λj(l)
∣∣∣∣
)2
+
l−1∑
k=j (l)+1
ω2l−1 . . .ω2k
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λ
np+1−(l−k)
j
λl − λj
∣∣∣∣
)2
which is less than
2
l−1∑
k=1
ω2l−1 . . .ω2k
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λ
np+1−(l−k)
j
λl − λj
∣∣∣∣
)2
+ 2
j (l)∑
k=1
ω2l−1 . . .ω2k .
1
|λk − λj(k)|2 .
∣∣c(k,l)j (l) ∣∣2 . ∣∣λnp+1−(l−k)l − λnp+1−(l−k)j (l) ∣∣2
and this in turn is less than
|λl − λj(l)|2
(
8
l−1∑
k=1
ω2l−1 . . .ω2k .
1
|λk − λj(k)|2 .
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣ 1|λl − λj |
)2)
+ 2
j (l)∑
ω2l−1 . . .ω2k .
1
|λk − λj(k)|2 .
∣∣c(k,l)j (l) ∣∣2 . ∣∣λnp+1−(l−k)l − λnp+1−(l−k)j (l) ∣∣2. (1)k=1
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|λl − λj(l)| 12 minjl−1, j 
=j (l) |λj − λj(l)|.
Then for any j  l − 1 with j 
= j (l) we have |λl − λj | |λj − λj(l)| − |λl − λj(l)| 12 |λj −
λj(l)|. Thus the first term in the expression (1) above is less than
32|λl − λj(l)|2
l−1∑
k=1
ω2l−1 . . .ω2k .
1
|λk − λj(k)|2 .
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣ 1|λj(l) − λj |
)2
.
Since the quantity between the brackets depends only on λ1, . . . , λl−1,ω1, . . . ,ωl−1 but not
on λl , the expression in the display above can be made arbitrarily small if |λl − λj(l)| is small
enough. So we take, for any l  2, λl with |λl − λj(l)| so small that
32|λl − λj(l)|2
l−1∑
k=1
ω2l−1 . . .ω2k .
1
|λk − λj(k)|2 .
(
l−1∑
j=k, j 
=j (l)
∣∣c(k,l)j ∣∣ 1|λj(l) − λj |
)2
 δ22−(l+1).
Observe that the estimate we get here does not depend on np (it is valid for any n in fact). This
takes care of the first term in the sum (1).
 The “hard” estimate on ‖T np −Dnp‖. We have now to estimate the term
2
j (l)∑
k=1
ω2l−1 . . . ω2k .
1
|λk − λj(k)|2 .
∣∣c(k,l)j (l) ∣∣2 . ∣∣λnp+1−(l−k)l − λnp+1−(l−k)j (l) ∣∣2. (2)
We have
∣∣λnp+1−(l−k)l − λnp+1−(l−k)j (l) ∣∣ ∣∣λnpl − λnpj (l)∣∣+ ∣∣λl−k−1l − λl−k−1j (l) ∣∣

∣∣λnpl − λnpj (l)∣∣+ (l − k − 1)|λl − λj(l)|

∣∣λnpl − λnpj (l)∣∣+ (l − 2)|λl − λj(l)|
so that the quantity in (2) is less than
4
∣∣λnpl − λnpj (l)∣∣2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2
+ 4(l − 2)2|λl − λj(l)|2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2 . (3)
As previously the second term in this sum can be made arbitrarily small for any l  2 provided
|λl − λj(l)| is sufficiently small, and we can ensure that it is less than δ22−(l+2). The difficult
2030 T. Eisner, S. Grivaux / Journal of Functional Analysis 261 (2011) 2013–2052term to handle is the first one, and it is here that we use our assumption on the sequence (np)p0
(which was never used in the proof until this point). Our assumption is that for any ε > 0 there
exists a λ ∈ T \ {1} such that supp0 |λnp − 1| ε. This can be rewritten using the distance on
T defined by
d(np)(λ,μ) = sup
p0
∣∣λnp −μnp ∣∣
as: for any ε > 0 there exists a λ ∈ T \ {1} such that d(np)(λ,1)  ε. This means (see [2]) that
there exists an uncountable subset K of T such that (K,d(np)) is a separable metric space. Thus
K contains a subset K ′ which is uncountable and perfect for the distance d(np). This means
that for every ε > 0 and every λ ∈ K ′, there exists a λ′ ∈ K ′, λ′ 
= λ such that d(np)(λ,λ′) < ε.
Observe that since n0 = 1, |λ− λ′| d(np)(λ,λ′) < ε.
In the construction of the λl’s, l  1, we start by taking λ1 ∈ K ′. Then we take λ2 in K ′ such
that d(np)(λ2, λj (2)) is extremely small, which is possible since λj(2) = λ1 is not isolated in K ′.
In the same way we can take the λl’s for l  2 to be elements of K ′ such that d(np)(λl, λ(l)) is
arbitrarily small, λl 
= λj(l). Then |λl − λj(l)| is also arbitrarily small.
With this suitable choice of the λl’s, we can estimate the remaining term in (3):
4
∣∣λnpl − λnpj (l)∣∣2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2
 4d(np)(λl, λj (l))2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2 . (4)
Since the sum in k depends only on λ1, . . . , λl−1,ω1, . . . ,ωl−1, but not on λl , by taking λl such
that d(np)(λl, λj (l)) is extremely small, we ensure that the right-hand term in (4) is less than
δ22−(l+2) for instance, for every l  2.
Let us stress that the restrictions on the size of |λl −λj(l)| and d(np)(λl, λj (l)) are imposed for
any l  2, and do not depend on a particular np . Thus we have proved that for any p  1 and any
2 l  np , we have with these choices of λl
l−1∑
k=1
∣∣t (np)k,l ∣∣2  δ22−l .
It remains to treat the case where l  np + 1, where we have to estimate the quantity
l−1∑
k=l−np
∣∣t (np)k,l ∣∣2
which is less than
l−1∑
k=l−n
ω2l−1 . . .ω2k .
∣∣∣∣ λl − λj(l)λk − λj(k)
∣∣∣∣
2
(
l−1∑
j=k
∣∣c(k,l)j ∣∣
∣∣∣∣λ
np+1−(l−k)
l − λnp+1−(l−k)j
λl − λj
∣∣∣∣
)2
. (5)
p
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and j 
= j (l). The case j = j (l) can only happen when j (l)  k, so when j (l)  l − np , i.e.
np  l − j (l). The estimates on the term not involving the index j = j (l) are worked out exactly
as previously, and this term can be made arbitrarily small provided |λl −λj(l)| is very small. The
other term appears when np  l − j (l), and is equal to
2
j (l)∑
k=l−np
∣∣λnp+1−(l−k)l − λnp+1−(l−k)j (l) ∣∣2ω2l−1 . . .ω2k . |c
(k,l)
j (l) |2
|λk − λj(k)|2
 4d(np)(λl, λj (l))2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2
+ 4(l − 2)2|λl − λj(l)|2
j (l)∑
k=1
ω2l−1 . . .ω2k .
|c(k,l)j (l) |2
|λk − λj(k)|2 . (6)
The reasoning is then exactly the same as previously, and if for each l  2 the quantity
d(np)(λl, λj (l)) is sufficiently small we have for any p  1 and any l  np + 1 that
l−1∑
k=l−np
∣∣t (np)k,l ∣∣2  δ22−l .
Hence ‖T np −Dnp‖ δ for any p  1. For p = 0, ‖T −D‖ = ‖B‖ < δ, so that
sup
p0
∥∥T np −Dnp∥∥ δ.
This proves that T is partially power-bounded with respect to (np)p0, with the estimate
supp0 ‖T np‖ 1 + δ, and this finishes the proof of Theorem 2.1.
Remark 2.8. It is not difficult to see that the operators constructed in Theorem 2.1 are invertible:
they are of the form T = D + B , where D is invertible with ‖D‖ = 1, and ‖B‖ can be made
arbitrarily small in the construction.
3. Rigidity sequences
3.1. An abstract characterization of rigidity sequences
As mentioned already in the introduction, it is in a sense not difficult to characterize rigidity
sequences via measures on the unit circle although such a characterization is rather abstract and
not so easy to handle in concrete situations. This characterization is well known, and hinted at
for instance in [12] or [36], but since we have been unable to locate it precisely in the literature,
we give below a quick proof of it. A proof is also given in the preprint [7]. Here and later we
denote by σˆ (n) the n-th Fourier coefficient of a measure σ .
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assertions are equivalent:
(1) there exists a dynamical system ϕ on a standard Lebesgue probability space (X,F ,μ) which
is weakly mixing and rigid with respect to (nk)k0;
(2) there exists a continuous probability measure σ on T such that σˆ (nk) → 1 as nk → +∞.
Recall that a probability measure σ on T is said to be symmetric if σ(A) = σ(A) for any Borel
subset A of T (where A denotes the conjugate set of A).
In order to prove Proposition 3.1, we are going to use the following well-known fact:
Fact 3.2. Let ϕ be a measure-preserving transformation of the space (X,F ,μ). The following
assertions are equivalent:
(a) ϕ is rigid with respect to (nk)k0;
(b) Unkϕ → I in the weak operator topology (WOT) of L2(X,F ,μ);
(c) Unkϕ → I in the strong operator topology (SOT) of L2(X,F ,μ).
Proof. The implication (c) ⇒ (b) is obvious. To prove (b) ⇒ (a) it suffices to apply (b) to the
characteristic functions χA of sets A ∈ F :
〈
Unkϕ χA,χA
〉= ∫
X
χA
(
ϕnk (x)
)
χA(x)dμ(x) → μ(A) as nk → +∞.
Now χAϕ−nk (A) = χA + χϕ−nk (A) − 2χAχϕ−nk (A) so that
μ
(
A ϕ−nk (A))= 2μ(A)− 2∫
X
χA
(
ϕnk (x)
)
χA(x)dμ(x) → 0 as nk → +∞.
Hence ϕ is rigid with respect to (nk)k0. The proof of (a) ⇒ (c) is done using the same kind
of argument: thanks to the expression for χAϕ−nk (A), we get that ‖Unkϕ χA − χA‖L2 → 0 as
nk → +∞ for any A ∈ F . Hence ‖Unkϕ f − f ‖L2 → 0 for any f ∈ L2(X,F ,μ), which is asser-
tion (c). 
Proof of Proposition 3.1. Suppose first that (1) holds true, and let σ0 be the reduced maximal
spectral type of Uϕ , i.e. the maximal spectral type of the unitary operator U induced by Uϕ on
the subspace H0 = {f ∈ L2(X,F ,μ);
∫
X
f (x)dμ(x) = 0} (which is invariant by Uϕ). Note that
Uϕ is unitary by Remark 1.8. For the definition and basic properties of the spectral type of a
unitary operator see e.g. [27]. Let f0 ∈ H0 with ‖f0‖ = 1 be such that the spectral measure σf0
of f0 is a representant of the class σ0. Since ϕ is weakly mixing, σf0 is continuous, and it is a
probability measure since ‖f0‖ = 1. For any n ∈ Z we have
〈
Unϕf0, f0
〉= ∫ λn dσf0(λ) = σˆf0(n).
T
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nk → +∞, so (2) holds true.
Conversely, let σ be a continuous probability measure on T such that σˆ (nk) → 1. Then∫
T
|λnk − 1|2 dσ(λ) → 0 as nk → +∞, so that in particular we have
∫
T
|λnk − 1|dσ(λ) → 0.
Indeed |λnk −1|2 = 2(1−e(λnk )), hence ∫
T
|λnk −1|2 dσ(λ) = 2e(1− σˆ (nk)) → 0. Let now
σ be the probability measure on T defined by σ(A) = σ(A) for any A ∈ F . Then σ is a continu-
ous measure on T, and
∫
T
|λnk − 1|dσ(λ) = ∫
T
|λnk − 1|dσ(λ) so that in particular σˆ (nk) → 1
as nk → +∞. Setting ρ := (σ +σ)/2, we obtain a continuous symmetric probability measure on
T such that ρˆ(nk) → 1. So we can assume without loss of generality that the measure σ given by
(2) is symmetric, and we have to construct out of this a weakly mixing measure-preserving trans-
formation of a probability space which is rigid with respect to (nk). The class of transformations
which we use for this is the class of stationary Gaussian processes. We refer the reader to one of
the references [9,31] or [29, Ch. 8] for details about this, and in the forthcoming proof we use
the notations of [29, Ch. 8]. Since σ is a symmetric probability measure on T, there exists a real-
valued stationary Gaussian process (Xn)n∈Z whose spectral measure is σ . This Gaussian process
lives on a probability space (Ω,Σ,P) which can be realized as a sequence space: Ω = RZ,
Σ is the σ -algebra generated by the sets Θm,A = {(ωn)n∈Z; (ω−m, . . . ,ωm) ∈ A}, m  0, A is
a Borel subset of R2m+1, and P is the probability that (X−m, . . . ,Xm) belongs to A, where P
is τ -invariant for the shift τ of the space RZ, and (Xn) satisfy Xn+1 = Xn ◦ τ for any n ∈ Z.
The shift τ defines a weakly mixing transformation of (Ω,Σ,P) (see [31] for instance), and
we have to see that it is rigid with respect to the sequence (nk). Using the same argument as
in the proof of [29, Ch. 8, Th. 3.2], it suffices to show that for any functions f , g belonging
to Gc , the complexification of the Gaussian subspace of L2(Ω,Σ,P) spanned by Xn, n ∈ Z, we
have 〈Unkτ f − f,g〉 → 0 as nk → +∞. If Φ : Gc → L2(T, σ ) denotes the map defined on the
linear span of the Xn’s by Φ(
∑
cnXn) :=∑ cnλn, then Φ extends to a surjective isometry of Gc
onto L2(T, σ ), and we have for any f ∈ Gc that Uτf = (Φ−1 ◦ Mλ ◦ Φ)f , where Mλ denotes
multiplication by the independent variable λ on L2(T, σ ). Thus
〈
Unkτ f − f,g
〉= 〈Mnkλ Φf −Φf,Φg〉=
∫
T
(
λnk − 1)(Φf )(λ)(Φg(λ))dσ(λ).
Now if h is any function in L1(T, σ ), we have that
∫
T
|λnk − 1||h(λ)|dσ(λ) → 0 as nk → +∞
(it suffices to approximate h by functions h′ ∈ L∞(T, σ ) in L1(T, σ )). Since (Φf )(Φg) belongs
to L1(T, σ ), we get that 〈Unkτ f −f,g〉 → 0. It follows that Unkτ → I in the WOT of L2(Ω,Σ,P)
and τ is rigid with respect to (nk) by Fact 3.2. 
Remark 3.3. The Gaussian dynamical systems considered in the proof of Proposition 3.1 live on
the space of sequences RZ, which is not compact. But by the Jewett–Krieger Theorem (see for
instance [30]), such a system is metrically isomorphic to a homeomorphism of the Cantor set.
3.2. Examples of rigidity and non-rigidity sequences
Our first example of rigidity sequences (obtained also in [7]) is the following:
Example 3.4. Let (nk)k0 be a strictly increasing sequence of positive numbers such that
nk+1/nk tends to infinity. Then (nk)k0 is a rigidity sequence.
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show later on in the paper that any such sequence is a uniform rigidity sequence in the linear
framework. The proof of Proposition 3.5 uses ideas from [2].
Proposition 3.5. Let (nk)k0 be a strictly increasing sequence of positive numbers such that
nk+1/nk tends to infinity. There exists a compact perfect subset K of T having the following two
properties:
(i) for any ε > 0 there exists a compact perfect subset Kε of K such that for any λ ∈ Kε ,
sup
k0
∣∣λnk − 1∣∣ ε;
(ii) λnk tends to 1 uniformly on K .
Note that the existence of a compact perfect subset K of T satisfying (ii) above implies that
(nk)k0 is a rigidity sequence. Indeed, any continuous probability measure σ supported on K
satisfies assertion (2) in Proposition 3.1.
Proof. For any k  1, let γk = 5π supjk(nj−1/nj ): γk decreases to 0 as k tends to infinity, and
let k0 be such that γk  12 for any k  k0. Let θk ∈]0, π2 [ be such that γk = sin θk for k  k0. The
sequence (θk) decreases to 0, and θk ∼ γk as k tends to infinity. Thus there exists a k1  k0 such
that for any k  k1, θk  4π supjk(nj−1/nj ) 4π(nk/nk+1), so that (nk+1/nk) . θk  4π . Let
K0 =
{
λ ∈ T; ∀k  k1,
∣∣λnk − 1∣∣ 2γk}.
If we write λ ∈ T as λ = e2iθ , θ ∈ [0,π[, λ belongs to K0 if and only if |sin(nkθ)|  γk for
any k  k1. Let Fk = {θ ∈ [0,π[; |sin(nkθ)|  sin θk}: Fk consists of intervals of the form
[− θk
nk
+ lπ
nk
,
θk
nk
+ lπ
nk
], l ∈ Z. We will construct a Cantor subset K of K0 as K =⋂kk1 ⋃j∈Ik J (k)j
where the arcs J (k)j have the form
J
(k)
j =
{
eiθ ; θ ∈
[
− θk
nk
+ l
(k)
j π
nk
,
θk
nk
+ l
(k)
j π
nk
]}
(7)
for some l(k)j ∈ Z. Observe that such arcs are disjoint as soon as 2θknk < πnk , i.e. θk < π2 , which
is indeed the case, and that the arc corresponding to l(k)j = 0 contains the point 1 in its interior.
There are 2nk such intervals. We are going to construct by induction on k a collection (J (k)j )j∈Ik
in such a way that each J (k)j has the form given in (7) and is contained in an arc of the collection
(J
(k−1)
j )j∈Ik−1 constructed at step k − 1, and the collection (J (k)j )j∈Ik contains the arc [− θknk ,
θk
nk
]
corresponding to the case l = 0. We start for k = k1 with the collection of all the 2n1 arcs above.
Suppose that the arcs at step k are constructed, and write one of them as
J
(k)
j =
[
− θk + l
(k)
j π
,
θk + l
(k)
j π
]
.nk nk nk nk
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[
− θk+1
nk+1
+ rπ
nk+1
,
θk+1
nk+1
+ rπ
nk+1
]
, r ∈ Z,
contained in J (k)j . There are  1π (nk+1nk θk − θk+1) = pk+1 such intervals contained in J
(k)
j . By
construction pk+1  1π (4π − π2 )− 1 2. Remark that in the case where J (k)j is the arc {eiθ ; θ ∈
[− θk
nk
,
θk
nk
]} we have in the collection (J (k+1)j ) the arc {eiθ ; θ ∈ [− θk+1nk+1 ,
θk+1
nk+1 ]} (which is indeed
contained in the arc {eiθ ; θ ∈ [− θk
nk
,
θk
nk
]}). We obtain in this fashion a perfect Cantor set K , which
contains the point 1 by construction, such that λnk tends to 1 uniformly on K (as |λnk − 1| 2γk
for any λ ∈ K and any k  k1). Let ε > 0. There exists an integer κ such that for any k  κ and
any λ ∈ K , |λnk − 1|  ε. Since 1 belongs to K , the set Kε = {λ ∈ K; |λ − 1|  ε/nκ−1} is a
compact perfect subset of T, and for any λ ∈ Kε and any 0 k  κ − 1,
∣∣λnk − 1∣∣ ε
nκ−1
nk  ε.
Hence supk0 |λnk − 1| ε for any λ ∈ Kε , and Proposition 3.5 is proved. 
Remark 3.6. We have shown at the end of the proof of Proposition 3.5 that if K is a compact
perfect subset of T such that λnk tends to 1 uniformly on K , and if K contains the point 1, then
for any ε > 0 there exists a λ ∈ K \ {1} such that supk0 |λnk − 1| ε. If we do not suppose that
K contains the point 1, the set K˜ = {λμ; λ,μ ∈ K} is compact, perfect, contains the point 1, and
λnk still tends to 1 uniformly on K˜ . We thus have the following fact, which we record here for
further use:
Fact 3.7. The following assertions are equivalent:
(i) there exists a compact perfect subset K of T such that λnk tends to 1 uniformly on K ;
(ii) there exists a compact perfect subset K of T such that λnk tends to 1 uniformly on K , and
for any ε > 0 there exists a λ ∈ K \ {1} such that supk0 |λnk − 1| ε.
Our next examples concern sequences (nk)k0 such that nk divides nk+1 for any k  0 (we
write this as nk|nk+1). We begin with the case where lim supk→∞ nk+1/nk = +∞, since in this
case we can derive a stronger conclusion. Recall [1] that such sequences are Jamison sequences.
Proposition 3.8. Let (nk)k0 be a sequence such that nk|nk+1 for any k  0 and
lim supk→∞ nk+1/nk = +∞. There exists a compact perfect subset K of T containing the
point 1 such that λnk → 1 uniformly on K .
Proof. Since nk|nk+1 for any k  0, we have nk+1  2nk , so that
∑ 1
nk
 1 and
∑ 1
nj
 2
nk+1
for any k  1.k1 jk+1
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nkp
nkp−1
→ +∞ as kp → ∞.
For any sequence ε ∈ {0,1}N of zeros and ones, ε = (εp)p1, consider the real number of [0,1]
θε =
∑
p1
εp
nkp
and λε = e2iπθε ∈ T.
The set K = {λε; ε ∈ {0,1}N} is compact, perfect, and contains the point 1. Let us now show
that λnkε tends to 1 uniformly with respect to ε ∈ {0,1}N. Fix δ > 0, and let p0  1 be such
that for any p  p0,
nkp−1
nkp
< δ4π . Let k  kp0 , and ε ∈ {0,1}N. There exists a p  p0 such that
nkp  nk  nkp+1−1. We have
nkθε = nk
p∑
j=1
εj
nkj
+ nk
∑
jp+1
εj
nkj
.
Since nkj |nk for any j = 1, . . . , p, nk
∑p
j=1
εj
nkj
belongs to Z. Hence
∣∣e2iπnkθε − 1∣∣ 2πnk ∑
jp+1
1
nkj
 2πnk
∑
jkp+1
1
nj
 4π nk
nkp+1
 4π
nkp+1−1
nkp+1
< δ,
so |λnkε − 1| < δ for any k  kp0 and ε ∈ {0,1}N. This proves our statement. 
Let us now move over to the case where nk|nk+1 for every k  0, but where nk+1/nk is
possibly bounded: for instance nk = 2k for any k  0. Is (nk)k0 a rigidity sequence? Somewhat
surprisingly, the answer is yes. This was kindly shown to us by Jean-Pierre Kahane, who proved
the following proposition:
Proposition 3.9. Let (nk)k0 be a sequence such that nk|nk+1 for every k  0. Then (nk)k0 is
a rigidity sequence.
This proposition is also proved in the preprint [7].
Proof. Let (ak)k1 be a decreasing sequence of positive numbers going to 0 as k goes to infinity,
with ak < 1 for every k  1, such that the series
∑
k1 ak is divergent. Consider the infinite
convolution of Bernoulli measures defined on [0,2π] by
μ = ∗j1
(
(1 − aj )δ0 + aj δ 1
nj
)
,
where δa denotes the Dirac measure at the point a for any a ∈ [0,2π]. Clearly μ is a probability
measure on [0,2π] which is continuous. Indeed μ is the distribution of the random variable
ξ =
∑ εj
nj
,j1
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with probabilities p0j = 1 − aj and p1j = aj respectively. Since ∑aj = +∞, the measure μ
is continuous by a result of Lévy (see [13] for a simple proof). It thus remains to prove that
μˆ(nk) → 1 as nk → +∞. Since nj |nj+1 for each j  0,
μˆ(nk) =
∏
jk+1
(
1 − aj + aj e2iπ
nk
nj
)= ∏
jk+1
(
1 − aj
(
1 − e2iπ
nk
nj
))
.
Recall now the following easy fact: for any N  1 and any complex numbers xj with |xj |  1
for every j = 1, . . . ,N , we have |∏Nj=1 xj − 1|∑Nj=1 |xj − 1|. Since for any j  k + 1,
∣∣1 − aj (1 − e2iπ nknj )∣∣= ∣∣1 − aj + aj e2iπ nknj ∣∣ 1 − aj + aj = 1,
we get that
∣∣μˆ(nk)− 1∣∣ ∑
jk+1
aj
∣∣1 − e2iπ nknj ∣∣ 2πak+1 ∑
jk+1
nk
nj
 4πak+1
since the sequence (aj )j1 is decreasing and nk
∑
jk+1 1nj  nk+1
∑
jk+1 1nj  2, as seen in
Proposition 3.8 above. Hence μˆ(nk) → 1, and this proves Proposition 3.9. 
Remark 3.10. Remark that if nk = 2k for instance, the only λ’s in T such that λnk tends to 1 are
the 2k-th roots of 1. More generally, it is not difficult to see that if nk|nk+1 and supnk+1/nk is
finite, λnk → 1 if and only if there exists a k0 such that λnk0 = 1.
Remark 3.11. The proof of Proposition 3.9 yields a bit more, namely that given any sequence
(ak)k0 of positive numbers decreasing to zero and such that the series
∑
ak diverges, there
exists a continuous probability measure σ on T such that |σˆ (nk)− 1| ak for every k  0. This
will turn out to be crucial in the proof of the statement of Example 3.17. In general one cannot
obtain such a measure σ with
∑ |σˆ (nk)−1| < +∞: this would imply that the series ∑ |λnk −1|
converges σ -a.e., so that |λnk − 1| → 0 σ -a.e., and we have seen in Remark 3.10 above that this
is impossible if nk+1/nk is bounded for instance.
The proof of Proposition 3.9 uses in a crucial way the divisibility assumption on the nk’s,
and it comes as a natural question to ask whether it can be dispensed with: if there exists an
a > 1 such that nk+1/nk  a for any k  0, must (nk)k0 be a rigidity sequence? We were not
able to settle this question, but it is answered in [7] in the negative: the sequence (nk)k0 with
nk = 2k+1 cannot be a rigidity sequence. Indeed we have 2nk = nk+1+1, so that if (nk)k0 were
a rigidity sequence, with ϕ an associated weakly mixing measure-preserving transformation on
(X,F ,μ), we should have both U2nkϕ → I (SOT) and Unk+1ϕ → I (SOT), so that Uϕ = I which
is impossible.
Obviously a rigidity sequence must have density 0 (this is pointed out already in [19]). Some
of the simplest examples of non-rigidity sequences (nk)k0 satisfy nk+1/nk → 1. Our three
Examples 3.12, 3.13 and 3.14 overlap with examples of [7].
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= 0. Then the
sequence (nk)k0 with nk = p(k) cannot be a rigidity sequence.
This follows directly from Weyl’s polynomial equidistribution theorem (see for instance
[25, p. 27]): for any irrational number θ ∈ [0,1], the sequence (p(k)θ)k0 is uniformly equidis-
tributed. Hence
1
N
N∑
k=1
e2iπp(k)θ → 0 as N → +∞
for every θ ∈ [0,1] \Q. Hence if σ is any continuous probability measure on T,
1
N
N∑
k=1
σˆ (nk) → 0,
and this forbids σˆ (nk) to tend to 1. We have proved in fact:
Example 3.13. If there exists a countable subset Q of [0,1] and a δ > 0 such that for any θ ∈
[0,1] \Q,
lim inf
N→+∞
∣∣∣∣∣ 1N
N∑
k=1
e2iπnkθ
∣∣∣∣∣ 1 − δ,
then (nk)k0 is not a rigidity sequence.
See [1] for some examples of such sequences. Let us point out that (contrary to what
happens for Jamison sequences), it is obvious to exhibit non-rigidity sequences (nk)k0
with lim infnk+1/nk = 1 and lim supnk+1/nk = +∞: take any sequence (n2k)k0 such that
n2k+2/n2k → +∞, and set n2k+1 = n2k + 1. If (nk)k0 were a rigidity sequence, with ϕ an
associated weakly mixing measure-preserving transformation on (X,F ,μ), we should have
U
nk
ϕ → I (SOT), so that Uϕ = I , a contradiction. A similar type of argument yields
Example 3.14. If (nk)k0 denotes the sequence of prime numbers, then (nk)k0 is not a rigidity
sequence.
Proof. This follows from a result of Vinogradov that any sufficiently large odd number can
be written as a sum of three primes. Suppose by contradiction that (nk)k0 is a rigidity se-
quence with ϕ an associated weakly mixing measure-preserving transformation on (X,F ,μ).
Then Unkϕ → I (SOT). Let f 
= 0 be a function in L2(X,F ,μ) with
∫
X
f dμ = 0. If ε > 0 is
any positive number, let k0 be such that for any k  k0, ‖Unkϕ f − f ‖ < ε and every odd integer
greater than or equal to k0 can be written as a sum of three primes. Consider the finite set of
integers A = {0, nk1, nk1 + nk2, nk1 + nk2 + nk3; 0  ki  k0 for i = 1,2,3}. We claim that for
any odd integer 2n + 1 k0, there exists an m ∈ A such that ‖U2n+1ϕ f − Umϕ f ‖ < 3ε. Indeed,
let us write 2n + 1 as 2n + 1 = nk1 + nk2 + nk3 with 0 k1  k2  k3, and consider separately
four cases:
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– if k1  k0 and k2 > k0, ‖Unk1+nk2+nk3ϕ f −Unk1ϕ f ‖ ‖Unk2ϕ f − f ‖ + ‖Unk3ϕ f − f ‖ < 2ε;
– if k2  k0 and k3 > k0, ‖Unk1+nk2+nk3ϕ f −Unk1+nk2ϕ f ‖ ‖Unk3ϕ f − f ‖ < ε;
– if k3  k0, there is nothing to prove.
Now since ϕ is weakly mixing, U2n+1ϕ f → 0 (WOT) along a set D which is of density 1
in the set of odd integers. Since A is finite, it follows that there exists some m ∈ A such that
‖Uljϕ f −Umϕ f ‖ < 3ε for an increasing sequence (lj )j0 ⊂ D. Thus, for every g ∈ L2(X,F ,μ)
we have
∣∣〈Umϕ f,g〉∣∣ ∣∣〈Umϕ f −Uljϕ f, g〉∣∣+ ∣∣〈Uljϕ f, g〉∣∣ 3ε‖g‖ + ∣∣〈Uljϕ f, g〉∣∣.
Taking the weak limit as j → ∞ of the above expression implies ‖Umϕ f ‖  3ε. Thus f = 0,
a contradiction. 
The proof of Example 3.14 actually shows that if there exists an integer r  2 such that any
sufficiently large integer in a set of positive density can be written as a sum of r elements of the
set {nk; k  0}, then (nk)k0 cannot be a rigidity sequence. As pointed out in [7], the statement
of Example 3.14 can also be deduced from the fact that (nkx)k0 is uniformly distributed for all
but a countable set of values of x ∈ [0,1].
We finish this section with some more examples of rigidity sequences. We consider the se-
quence (qn)n1 of quotients of the convergents of some irrational numbers α ∈]0,1[. Let α be
such a number, and let
α = 1
a1 + 1
a2 + 1
a3 + · · ·
with the an’s positive integers, be its continued fraction expansion. The convergents of α are the
rational numbers pn
qn
defined recursively by the equations
{
p0 = 0, p1 = 1, pn+1 = anpn + pn−1 for n 2,
q0 = 1, q1 = a1, qn+1 = anqn + qn−1 for n 2.
See for instance [18] for more about continued fraction expansions and approximations of irra-
tional numbers by rationals. We have
1
2qnqn+1

∣∣∣∣α − pnqn
∣∣∣∣< 1qnqn+1 (8)
for any n 1. It follows that |e2iπqnα − 1| → 0 as n → +∞. Hence there exist infinitely many
numbers λ ∈ T\ {1} such that |λqn −1| → 0 as n → +∞, and the sequence (qn)n1 is a possible
candidate for a rigidity sequence. We begin by recalling a particular case of a result of Katok and
Stepin [23], see also [32]:
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∣∣∣∣α − pnqn
∣∣∣∣= o
(
1
q2n
)
,
then (qn)n0 is a rigidity sequence.
This can also be seen as a direct consequence of our Example 3.4: by the lower bound
in (8), the assumption is equivalent to qn+1/qn → +∞ (i.e. an → +∞). It is also possible to
show that (qn)n0 is a rigidity sequence (and even more) for some irrational numbers α with
lim infan < +∞. For instance:
Example 3.16. Let m 2 be an integer, and let αm be the Liouville number
αm =
∑
k0
m−(k+1)!.
If (qn)n1 denotes the sequence of denominators of the convergents of αm, then there exists a
perfect compact subset of T on which λqn tends uniformly to 1. In particular (qn)n1 is a rigidity
sequence.
Proof. The proof relies on a paper of Shallit [35] where the continued fraction expansion of
αm is determined: if [a0, a1, . . . , aNv ] is the continued fraction expansion of
∑v
k=0 m−(k+1)!, v a
nonnegative integer, then the continued fraction expansion of the next partial sum
∑v+1
k=0 m−(k+1)!
is given by
[a0, a1, . . . , aNv+1] =
[
a0, a1, . . . , aNv ,m
v(v+1)! − 1,1, aNv − 1, aNv−1, . . . , a2, a1
]
as soon as Nv is even. One has Nv+1 = 2Nv + 2 so that Nv+1 is indeed even. This yields that the
continued fraction expansion of αm is
[
0,m− 1,m+ 1,m2 − 1,1,m,m− 1,m12 − 1,1,m− 2,m,1,m2 − 1,m+ 1,m− 1,m72 − 1,1, . . .].
We have aNv+1 = m(v−1)v! − 1. For any v  0,
qNv + 2
qNv + 1
= m(v−1)v! − 1 + qNv
qNv + 1
m(v−1)v! − 1 1
2
m(v−1)v! for v  2.
Applying the proof of Proposition 3.5 to the sequence (nv)v0 = (qNv+1)v0, we get that there
exists a perfect compact subset K of T containing the point 1 such that for any λ ∈ K and any
v  1,
∣∣λqNv+1 − 1∣∣ 10π sup qNj−1+1
q
 10π qNv+1
q
 10π qNv+2
q
 20πm−(v−1)v!.
jv Nj+1 Nv+1+1 Nv+1
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need to estimate |λp − 1|. If p = Nv−1 + 2, we have qNv−1+2 = aNv−1+2qNv−1+1 + qNv−1 
(aNv−1+2 + 1)qNv−1+1. In the same way qNv−1+3  (aNv−1+2 + 1)(aNv−1+3 + 1)qNv−1+1 etc., and
qNv−1+j 
j∏
i=2
(aNv−1+i + 1)qNv−1+1 for any 2 j Nv −Nv−1 = Nv−1 + 2.
So for Nv−1 + 2 p Nv we have
qp 
p−Nv−1∏
i=2
(aNv−1+i + 1)qNv−1+1
so that
∣∣λqp − 1∣∣ Nv−1+2∏
i=2
(aNv−1+i + 1)
∣∣λqNv−1+1 − 1∣∣.
It remains to estimate the quantity
∏Nv−1+2
i=2 (aNv−1+i + 1). We have {aNv−1+2, . . . , aNv } =
{1, aNv−1 −1, aNv−1−1, . . . , a2, a1} so that
∏Nv−1+2
i=2 (aNv−1+i +1) 2
∏Nv−1
i=2 (ai +1). Let us write
Rv−1 =∏Nv−1i=2 (ai + 1). We have Rv Rv−1m(v−2)(v−1)!2Rv−1 by the inequality above, i.e.
Rv  2R2v−1m(v−2)(v−1)!  21+2R4v−2m(v−2)(v−1)!+2(v−3)(v−2)!
 · · · 22v+1m
∑v−1
k=1 2k−1(v−(k+1))(v−k)!.
Now (v − 1)! 2k−1(v − k)!, so
Rv  22
v+1
m(v−1)(v−2)(v−1)!.
Hence
∣∣λqp − 1∣∣ 22v+1m(v−1)(v−2)(v−1)!∣∣λqNv−1+1 − 1∣∣
for any Nv−1 + 2 p Nv . Now we have
∣∣λqNv−1+1 − 1∣∣ 20πm−(v−1)v!
so that
∣∣λqp − 1∣∣ 20π22v+2m(v−1)(v−1)!(v−2−v) = 20π22v+2m−2(v−1)(v−1)!
for Nv−1 + 2 p Nv . Since the quantity 22v+2m−2(v−1)(v−1)! tends to 0 as v tends to infinity,
it follows that λqn tends to 1 uniformly on K as n tends to infinity. 
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(qn)n0 of denominators of the convergents of α is always a rigidity sequence.
We finish our study of rigidity sequences by giving an example of a rigidity sequence such
that nk+1/nk → 1. This answers a question of [7].
Example 3.17. There exists a sequence (nk)k0 with nk+1/nk → 1 as k → +∞ which is a
rigidity sequence.
Proof. Let (kp)p2 be a very quickly increasing sequence of integers with k1 = 1 which will be
determined later on in the proof. For p  0, let Np = 22p , and consider the set
ANp =
2kp+2−1⋃
k=kp+1
ANp,k
where
ANp,k =
{
Nkp,N
k
p +Nk−1p ,Nkp + 2Nk−1p ,Nkp + 3Nk−1p , . . . ,Nkp +
(
(Np − 1)Np − 1
)
Nk−1p
}
.
For instance,
A2 =
2k2−1⋃
k=1
{
2k,2k + 2k−1},
A4 =
2k3−1⋃
k=k2
{
4k,4k + 4k−1,4k + 2 4k−1, . . . ,4k + 11 4k−1}, etc.
As the last element of ANp is N
2kp+2
p − N2kp+2−2p which is less than the first element of ANp+1 ,
N
kp+2
p+1 = N
2kp+2
p , these sets are successive and disjoint. Let (nj )j0 be the strictly increasing
sequence such that A =⋃p0 ANp = {nj ; j  0}. Let us first check that nj+1/nj → 1: first of
all, if nj and nj+1 belong to the same set ANp,k ,
nj+1
nj
= N
k
p + lNk−1p
Nkp + (l − 1)Nk−1p
= 1 + N
k−1
p
Nkp + (l − 1)Nk−1p
 1 + 1
Np
.
If nj is in some set ANp,k and nj+1 is in ANp,k+1,
nj+1
nj
= N
k+1
p
Nk+1p −Nk−1p
= 1
1 − 12
= Np+1
Np+1 − 1 .
Np
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nj+1
nj
= N
kp+2
p+1
N
2kp+2
p −N2kp+2−2p
= N
2kp+2
p
N
2kp+2
p −N2kp+2−2p
= Np+1
Np+1 − 1 .
Thus nj+1/nj → 1. Let now σ be a continuous probability measure on T such that
• for any 0 k  2k2 − 1, |σˆ (2k)− 1| ak ,
• for any p  1 and kp+1  k  2kp+2 − 1,
∣∣σˆ (Nkp)− 1∣∣ a2kp+1−1akp+1 ak
where a0 = a1 = 1 and ak = 1k log k for k  2. Such a measure does exist by Proposition 3.9 and
Remark 3.11. Indeed the successive terms of the sequence
(
1,2,4, . . . ,22k2−1,4k2 ,4k2+1, . . .
)= (mj )j0
divide each other. The sequence (a0, a1, . . . , a2k2−1,
a2k2−1
ak2
ak2,
a2k2−1
ak2
ak2+1, . . .) = (bj )j0 is de-
creasing to zero, and
∑
bj is divergent: if the sequence (kp) grows fast enough,
∑
j0
bj 
2k2−1∑
k=2
ak + a2k2−1
ak2
2k3−1∑
k=k2
ak + · · ·
and since the series
∑
ak is divergent, it is possible to choose kp+1 so large with respect to kp
that
a2kp−1
akp
2kp+1−1∑
k=kp
ak  1
for instance for each p. So we have a probability measure σ on T such that |σˆ (mj ) − 1|  bj
for each j  0. It remains to show that |σˆ (nk)− 1| → 0. For kp+1  k  2kp+2 − 1 and 0 l 
(Np − 1)Np − 1, we have
∣∣σˆ (Nkp + lNk−1p )− 1∣∣ ∣∣σˆ (Nkp)− 1∣∣+ l∣∣σˆ (Nk−1p )− 1∣∣

∣∣σˆ (Nkp)− 1∣∣+ ((Np − 1)Np − 1)∣∣σˆ (Nk−1p )− 1∣∣.
If kp+1 + 1 k  2kp+2 − 1, this is less than
a2kp+1−1
akp+1
(
ak +
(
(Np − 1)Np − 1
)
ak−1
)
 (Np − 1)Np
a2kp+1−1
akp+1
akp+1
 (Np − 1)Npa2k −1.p+1
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N
2kp+1−2
p−1 . Hence
∣∣σˆ (Nkp+1p + lNkp+1−1p )− 1∣∣ a2kp+1−1 + ((Np − 1)Np − 1)a2kp−2akp a2kp+1−2

(
1 + ((Np − 1)Np − 1)a2kp−2
akp
)
a2kp+1−2
and this again can be made less than 2−p provided kp+1 is sufficiently large with respect to Np
and kp . Hence σˆ (nk) → 1 as k → +∞, and this proves that (nk)k0 is a rigidity sequence. 
4. Topologically and uniformly rigid linear dynamical systems
4.1. Back to rigidity in the linear framework
Before moving over to topological versions of rigidity for linear dynamical systems, we have
to settle the following natural question: which sequences (nk)k0 appear as rigidity sequences
(in the measure-theoretic sense) for linear dynamical systems? Here is the answer:
Theorem 4.1. Let (nk)k0 be an increasing sequence of positive integers. The following asser-
tions are equivalent:
(1) there exists a continuous probability measure σ on T such that σˆ (nk) → 1 as k → +∞, i.e.,
(nk)k0 is a rigidity sequence;
(2) there exists a bounded linear operator T on a separable complex infinite-dimensional Hilbert
space H which admits a non-degenerate Gaussian measure m with respect to which T
defines a weakly mixing measure-preserving transformation which is rigid with respect to
(nk)k0.
Proof. The implication (2) ⇒ (1) is an immediate consequence of Proposition 3.1, so let us
prove that (1) ⇒ (2). Let σ be a continuous probability measure σ on T such that σˆ (nk) → 1 as
nk → +∞, and let L ⊆ T be the support of the measure σ . It is a compact perfect subset of T,
and σ(Ω) > 0 for any non-empty open subset Ω of L. Kalish constructed in [21] an example of
a bounded operator on a Hilbert space whose point spectrum is equal to L, and, as in [3], we use
this example for our purposes: let T0 be the operator defined on L2(T) by T0 = M − J , where
Mf (λ) = λf (λ) and Jf (λ) = ∫
(1,λ) f (ζ ) dζ for any f ∈ L2(T) and λ ∈ T. For λ ∈ T, λ = eiθ ,
(1, λ) denotes the arc {eiα; 0  α  θ}, and (λ,1) the arc {eiα; θ  α  2π}. For every λ, the
characteristic function χλ of the arc (λ,1) is an eigenvector of T0 associated to the eigenvalue λ.
Let T be the operator induced by T0 on the space H = sp[χλ; λ ∈ L]. It is proved in [21] that
σ(T ) = σp(T ) = L, and it is not difficult to see that E : λ → χλ is a continuous eigenvector
field for T on L which is spanning. Hence it is a perfectly spanning unimodular eigenvector field
with respect to the measure σ (see [3] for details), and there exists a non-degenerate Gaussian
measure m on H whose covariance operator S is given by S = KK∗, where K : L2(T, σ ) → H
is the operator defined by Kϕ = ∫
T
ϕ(λ)E(λ)dσ(λ) for ϕ ∈ L2(T, σ ), with respect to which T
defines a weakly mixing measure-preserving transformation. It remains to prove that T is rigid
with respect to (nk)k0, i.e. that Unkf tends weakly to f in L2(H,B,m). Using the same kindT
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of H , ∫
H
〈
x,T nk z
〉〈y, z〉dm(z) → ∫
H
〈x, z〉〈y, z〉dm(z) as nk → +∞.
But this is clear: since TK = KV , where V is the multiplication operator by λ on L2(T, σ ), we
have ∫
H
〈
x,T nk z
〉〈y, z〉dm(z) = 〈KK∗T ∗nkx, y〉= 〈V ∗nkK∗x,K∗y〉
=
∫
T
λ−nk
〈
x,E(λ)
〉〈
y,E(λ)
〉
dσ(λ).
The function h(λ) = 〈x,E(λ)〉〈y,E(λ)〉 belongs to L1(T, σ ), and we have seen in the proof of
Proposition 3.1 that
∫
T
|λnk − 1||h(λ)|dσ(λ) → 0. Hence
∫
T
λ−nkh(λ)dσ (λ) →
∫
T
h(λ)dσ(λ) =
∫
H
〈x, z〉〈y, z〉dm(z),
and this proves our statement. 
Remark 4.2. The Kalish-type operators which are used in the proof of Theorem 4.1 have no rea-
son at all to be power-bounded with respect to (nk), contrary to what happens when considering
topological rigidity. We only know for instance, applying the rigidity assumption to the function
f (z) = ‖z‖, that
∫
H
∥∥(T nk − I)z∥∥dm(z) → 0 as nk → +∞.
Remark 4.3. Theorem 4.1 gives another proof of the characterization of rigidity sequences ob-
tained in Proposition 3.1.
4.2. A characterization of topologically rigid sequences for linear dynamical systems
Let us prove Theorem 1.12. First of all, (3) implies (2) since, as recalled in Section 2.1, (3) im-
plies that T has perfectly spanning unimodular eigenvectors. We suppose next that (2) holds and
show (1). Let X and T be as in (2). For any λ ∈ σp(T ) ∩ T, let eλ be an associated eigenvec-
tor with ‖eλ‖ = 1. Since T nk eλ → eλ, |λnk − 1| → 0 for any λ ∈ σp(T ) ∩ T. Moreover, by the
uniform boundedness principle, supk0 ‖T nk‖ = M is finite. Suppose by contradiction that there
exists an ε0 > 0 such that for any λ,μ ∈ σp(T ) ∩ T with λ 
= μ, supk0 |λnk − μnk | ε0. Then
for any λ,μ ∈ σp(T )∩T,
∣∣λnk −μnk ∣∣− ‖eλ − eμ‖ ∥∥λnkeλ −μnkeμ∥∥M‖eλ − eμ‖
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eigenvectors of T are ε0/(M + 1)-separated. Since X is separable there can only be countably
many such eigenvectors, which contradicts the fact that σp(T ) ∩ T is uncountable. So for any
ε > 0 there exist λ, μ in σp(T )∩T with λ 
= μ such that supk0 |(λμ)nk −1| ε, and |(λμ)nk −
1| → 0. So (1) holds true.
We state again what we have to prove in order to obtain that (1) implies (3):
Theorem 4.4. Let (nk)k0 be an increasing sequence of integers with n0 = 1 such that for any
ε > 0 there exists a λ ∈ T \ {1} with
sup
k0
∣∣λnk − 1∣∣ ε and ∣∣λnk − 1∣∣→ 0 as k → ∞.
Then there exists a bounded linear operator T on a Hilbert space H such that T has a per-
fectly spanning set of eigenvectors associated to unimodular eigenvalues and for every x ∈ H ,
T nkx → x as k → ∞.
Before starting the proof of Theorem 4.4, let us point out that the statement is not true anymore
if we only suppose that there exists a λ ∈ T \ {1} such that |λnk − 1| → 0: if (qn)n0 is the
sequence of denominators of the partial quotients in the continued fraction expansion of α = √2
for instance, λ = e2iπα is such that |λqn − 1| → 0. But the sequence ( qn+1
qn
)n0 is bounded (see
for instance [18]), so that (qn)n0 is not even a Jamison sequence.
Proof of Theorem 4.4. We take the same kind of operator as in the proof of Theorem 2.1, and
show that under the assumptions of Theorem 1.12, such an operator T = D + B is such that
‖T np −Dnp‖ tends to 0 as np tends to infinity. Before starting on this, we take advantage of the
assumption of the theorem to construct a particular perfect compact subset of T, in which our
coefficients λl will be chosen later in the proof:
Lemma 4.5. Under the assumptions of Theorem 4.4, there exists a perfect compact subset K of
T such that (K,d(nk)) is separable and for any λ ∈ K , |λnk − 1| → 0 as nk → +∞.
Proof. The proof proceeds along the same lines as in [2]: let (μn)n1 be a sequence of elements
of T \ {1} such that
d(nk)(μ1,1) < 4
−1, d(nk)(μn,1) < 4−nd(nk)(μn−1,μn−1) for any n 2,
d(nk)(μn,μn) decreases with n, and moreover |μnkn − 1| → 0 as nk → +∞. If (s1, . . . , sn) is any
finite sequence of zeros and ones, we associate to it an element λ(s1,...,sn) of T in the following
way: we start with λ(0) = μ1 and λ(1) = μ1, and we have
d(nk)(λ(0), λ(1)) = d(nk)(μ1,μ1) > 0.
Then if λ(s1,...,sn−1) has already been defined, we set
λ(s ,...,s ,0) = λ(s ,...,s )μn and λ(s ,...,s ,1) = λ(s ,...,s )μn.1 n−1 1 n−1 1 n−1 1 n−1
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d(nk)(λ(s1,...,sn−1), λ(s1,...,sn−1,sn)) < 4
−nd(nk)(μn−1,μn−1)
and
d(nk)(λ(s1,...,sn−1,0), λ(s1,...,sn−1,1)) = d(nk)(μn,μn),
so that for any infinite sequence s = (s1, s2, . . .) of zeros and ones, we can define λs ∈ T as
λs = limn→+∞ λ(s1,...,sn). It is not difficult to check (see [2] for details) that the map s → λs
from 2ω into T is one-to-one, so that K = {λs; s ∈ 2ω} is homeomorphic to the Cantor set,
hence compact and perfect, and that (K,d(nk)) is separable. It remains to see that for any s ∈ 2ω,
|λnks − 1| → 0 as nk → +∞. We have for any p  1
λs = λ(s1,...,sp)
∏
jp
λ(s1,...,sj+1)λ(s1,...,sj ),
so that for any p  1,
∣∣λnks − 1∣∣=
∣∣∣∣λnk(s1,...,sp) ∏
jp
λ
nk
(s1,...,sj+1)λ
nk
(s1,...,sj )
− 1
∣∣∣∣

∣∣λnk(s1,...,sp) − 1∣∣+
∣∣∣∣∏
jp
λ
nk
(s1,...,sj+1) − λ
nk
(s1,...,sj )
∣∣∣∣.
Hence
∣∣λnks − 1∣∣ ∣∣λnk(s1,...,sp) − 1∣∣+ ∑
jp
d(nk)(λ(s1,...,sj+1), λ(s1,...,sj ))

∣∣λnk(s1,...,sp) − 1∣∣+ 2∑
jp
4−(j+1)d(nk)(μj ,μj )

∣∣λnk(s1,...,sp) − 1∣∣+ 2d(nk)(μp,μp)∑
jp
4−(j+1)
= ∣∣λnk(s1,...,sp) − 1∣∣+ 234−pd(nk)(μp,μp).
Given any γ > 0, take p such that the second term is less than γ /2. Since |μnkn − 1| → 0 as
nk → +∞, |λnk(s1,...,sp) − 1| → 0 as nk → +∞ for any finite sequence (s1, . . . , sp). Hence there
exists an integer k0  1 such that for any k  k0, |λnk(s1,...,sp) − 1|  γ /2. Thus for any k  k0
and any s ∈ 2ω, we have |λnks − 1| < γ . So we have proved that for any λ ∈ K , |λnk − 1| → 0 as
nk → +∞. 
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∥∥T np −Dnp∥∥2 ∑
l2
l−1∑
k=max(1,l−np)
∣∣t (np)k,l ∣∣2,
and that it is possible for each l  2 to take λl with d(np)(λl, λj (l)) so small that
l−1∑
k=max(1,l−np)
∣∣t (np)k,l ∣∣2  2−l .
So we do the construction in this way with the additional requirement that for each l  1, λl is
such that |λnpl − 1| → 0 as np → +∞ (this is possible by Lemma 4.5). Let now ε > 0 and l0  2
be such that
∑
ll0+1 2
−l < ε2 . We have for any p such that np  l0 + 1
∥∥T np −Dnp∥∥2  l0∑
l=2
l−1∑
k=1
∣∣t (np)k,l ∣∣2 + ε2 .
The proof will be complete if we show that for any k, l with 1  k  l − 1, t (np)k,l → 0 as
np → +∞, or, equivalently, that s(np)k,l → 0. Recall that by Lemma 2.7, s
(np)
k,l can be written
as
s
(np)
k,l =
l−1∑
j=k
c
(k,l)
j
λ
np+1−(l−k)
l − λ
np+1−(l−k)
j
λl − λj
as soon as np  l − k. Since λnpj → 1 for any j  1,
s
(np)
k,l → sk,l :=
l−1∑
j=k
c
(k,l)
j
λ
1−(l−k)
l − λ1−(l−k)j
λl − λj as np → +∞.
Thus we have to show that sk,l = 0 for any 1 k  l − 1. This is a consequence of the following
lemma:
Lemma 4.6. For any k, l with 1 k  l − 1 and any p with 0 p  l − k − 1, we have
l−1∑
j=k
c
(k,l)
j
λ
1−(l−k−p)
l − λ1−(l−k−p)j
λl − λj = 0.
Proof. The proof is done by induction on l  2. For l = 2, we just have to check that
c
(1,2)
1
λ02 − λ01 = 0,
λ2 − λ1
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consider k with 1 k  l and p with 0 p  l − k. Then
l∑
j=k
c
(k,l+1)
j
λ
−(l−k−p)
l+1 − λ−(l−k−p)j
λl+1 − λj
is equal to
−λ−(l−k−p)l+1
l∑
j=k
c
(k,l+1)
j λ
−(l−k−p)
j
λ
(l−k−p)
l+1 − λ(l−k−p)j
λl+1 − λj
= −λ−(l−k−p)l+1
l∑
j=k
c
(k,l+1)
j λ
−(l−k−p)
j
l−k−p−1∑
m=0
λmj λ
l−k−p−1−m
l+1
= −λ−1l+1
l−k−p−1∑
m=0
λ−ml+1
(
l∑
j=k
c
(k,l+1)
j λ
−(l−k−p−m)
j
)
.
It suffices now to show that each sum
l∑
j=k
c
(k,l+1)
j λ
−(l−k−p−m)
j
is equal to 0. We have seen in the proof of Lemma 2.7 that for 1 k  l − 1,
c
(k,l+1)
j = −
λjc
(k,l)
j
λl − λj for k  j  l − 1 and c
(k,l+1)
l =
l−1∑
j=k
λlc
(k,l)
j
λl − λj
and that c(l,l+1)l = 1. Thus for 1 k  l − 1
l∑
j=k
c
(k,l+1)
j λ
−(l−k−p−m)
j = −
l−1∑
j=k
c
(k,l)
j
λl − λj λ
−(l−k−p−m−1)
j +
l−1∑
j=k
c
(k,l)
j
λl − λj λ
−(l−k−p−m−1)
l
=
l−1∑
j=k
c
(k,l)
j
λ
1−(l−k−p−m)
l − λ1−(l−k−p−m)j
λl − λj .
Since p +m l − k − 1, this quantity vanishes by the induction assumption. For k = l, we only
have to consider the case p = 0, and here
c
(l)
l,l+1
λ0l+1 − λ0l
λl+1 − λl = 0.
This finishes the proof of Lemma 4.6. 
2050 T. Eisner, S. Grivaux / Journal of Functional Analysis 261 (2011) 2013–2052We have shown that t (np)k,l → 0 for each 1 k  l − 1, and it follows immediately that ‖T np −
Dnp‖ → 0 as np → +∞. Now if x ∈ H and ε is any fixed positive number, take l0 such that∑
ll0+1 |xl |2  ε/2. Since
∥∥Dnpx − x∥∥2 
(
l0∑
l=1
∣∣λnpl − 1∣∣2
)
‖x‖2 + 2
∑
ll0+1
|xl |2
and |λnpl − 1| tends to 0 for each l  2, it follows that ‖Dnpx − x‖ → 0 as np → +∞ for any
x ∈ H , hence ‖T npx − x‖ → 0 which is the conclusion of Theorem 1.12. 
4.3. A characterization of uniformly rigidity sequences for linear dynamical systems
We now prove Theorem 1.13. Clearly (3) ⇒ (2). The implication (2) ⇒ (1) is obvious: using
the notation of Section 4.2 above, ‖T nk eλ − eλ‖ tends to 0 uniformly on σp(T )∩T=: K which
is uncountable, i.e. |λnk − 1| tends to 0 uniformly on K .
The converse implication (1) ⇒ (3) follows from Fact 3.7, the proof of Theorem 4.4 above
and Lemma 4.7 below. First replacing K by a compact perfect subset of its closure, and then
using Fact 3.7, we can suppose that K is such that |λnk − 1| tends to 0 uniformly on K and for
any ε > 0 there exists a ν ∈ K \ {1} such that supk0 |νnk − 1| ε. Then:
Lemma 4.7. Under the assumption above on K , there exists a perfect compact subset K ′ of T
such that (K ′, d(nk)) is separable and λnk tends to 1 uniformly on K ′.
Proof. The proof runs along the same lines as that of Lemma 4.5: we start from elements μn,
n 1, of K \ {1} having the same properties as in Lemma 4.5 (which we know exist – this is why
we had to use Fact 3.7), and we construct the unimodular numbers λs , s ∈ 2ω, as in Lemma 4.5,
with
∣∣λnks − 1∣∣ ∣∣λnk(s1,...,sp) − 1∣∣+ 234−pd(nk)(μp,μp)
for any k  0, p  1, and s ∈ 2ω. Let γ > 0, and take p such that the second term is less than
γ /2. Then for any s ∈ 2ω and any k  0 we have
∣∣λnks − 1∣∣ ∣∣λnk(s1,...,sp) − 1∣∣+ γ2 
∣∣μnk1 − 1∣∣+ · · · + ∣∣μnkp − 1∣∣+ γ2  p
∥∥λnk − 1∥∥∞,K + γ2 .
Take κ such that for any k  κ , ‖λnk − 1‖∞,K  γ /(2p): we have |λnks − 1| γ for any s ∈ 2ω
and k  κ , and this shows that λnk tends to 1 uniformly on the set K ′ = {λs; s ∈ 2ω}. Since
(K ′, d(nk)) is separable, Lemma 4.7 is proved. 
Now in the construction of the operator T , we choose the coefficients λl in the set K ′ given
by Lemma 4.7. We have seen in the proof of Theorem 1.12 above that ‖T nk − Dnk‖ tends to 0
as nk tends to infinity. So it suffices to prove that with the additional uniformity assumption of
Theorem 1.13, ‖Dnk − I‖ = supl1 |λnkl − 1| tends to 0 as nk tends to infinity. But ‖Dnk − I‖‖λnk − 1‖∞,K ′ which tends to 0, so our claim is proved.
T. Eisner, S. Grivaux / Journal of Functional Analysis 261 (2011) 2013–2052 2051Proof of Corollary 1.14. If (nk)k0 is any sequence with nk+1/nk → +∞, or if nk|nk+1 for any
k  0 and lim supnk+1/nk = +∞, we have seen in Propositions 3.5 and 3.8 that Theorem 1.13
applies, proving Corollary 1.14. Theorem 1.13 also applies to the sequences (qn)n0 considered
in Example 3.16. We thus obtain examples, in the linear framework, of measure-preserving trans-
formations on a Hilbert space which are both weakly mixing in the measure-theoretic sense and
uniformly rigid. 
Remark 4.8. If (nk)k0 is such that nk|nk+1 for any k  0 and lim supnk+1/nk = +∞, the
proof of Proposition 3.8 shows that the set K = {λε; ε ∈ {0,1}N} contains a dense subset of
numbers λ which are N -th roots of 1 for some N  1. Hence, in all the constructions of operators
T = D + B considered here, it is possible to choose the numbers λl , l  1, as being N -th roots
of 1. In this way the operator T becomes additionally chaotic (i.e. it is topologically transitive
and has a dense set of periodic vectors). This gives further examples of chaotic operators which
are not topologically mixing (the first examples of such operators were given in [1]), and shows
in particular that there exist chaotic operators which are uniformly rigid.
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