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PREFACE 
This  publication  is  a  compilation  of  the  papers  presented  at  the  Symposium on 
Multigrid  Methods  held  at  Ames  Research  Center on October 21-22, 1981. The  papers 
represent  an  international  sampling  of  the  most  recent  developments  in  numerical 
solution  of  certain  types  of  paTtial  differential  equations  by  rapidly  converging 
sequences  of  operations on supporting  grids  that  range  from  very  fine  to  very  coarse. 
The  symposium  was  organized  for  the  purpose of bringing  together  scientists 
having  individual  experience  with,  and  a  common  interest in, multigrid  processes. 
For  the  most  part  the  common  ground  of  these  processes  is  an  underlying  matrix  that 
is  either  precisely,  or  "close  to," ne  which  is  positive  definite,  diagonally  domi- 
nant,  and  similar  to  the  Laplacian.  Considerable  progress  has  been  made in identify- 
ing  processes  that  have  this  common  ground,  in  standardizing  techniques  best  suited 
for  optimizing  their  solution,  and  in  extending  these  techniques  to  processes  that 
have  slight  deviations  from  the  standard. 
At  present,  published  material  that  has  shown  the  most  dramatic  success  in  pro- 
viding  rapid  convergence  is  limited  to  physical  problems  related  to  the  incompres- 
sible  Navier-Stokes  equations  or  the  irrotational  forms  of  the  Euler  equations 
(potential  or  Cauchy-Riemann  formulations). It is  hoped  that  this  publication  will 
provide  further  knowledge  and  information  that  can  be  applied  to  the  solution  of corn- 
pressible  Navier-Stokes  equations. 
Harvard  Lomax 
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I 
MULTILEVEL  TECHNIQUES  FOR  NONELLIPTIC  PROBLEMS* 
Dennis C.  Jespersen 
Department  of  Mathematics,  Oregon  State  University 
SUMMARY 
Multigrid  and  multilevel  methods  have  gained  much  attention  lately  and  show 
great  promise  for  the  solution  of  elliptic  problems.  This  paper  sets  up  a  framework 
for  analyzing  these  methods  with  a  view  to  extending  their  applicability  to  non- 
elliptic  problems. A simple  nonelliptic  problem  is  given,  and it is  shown  how  a 
multilevel  technique can be used  for  its  solution.  Emphasis  is  on  "smoothness" 
properties  of  eigenvectors  and  attention  is  drawn  to  the  possibility  of  "condition- 
ing"  the  eigensystem so that  eigenvectors  have  the  desired  smoothness  properties. 
1. INTRODUCTION 
The  purpose of this  paper  is  to  investigate  the  applicability  of  multigrid  and 
multilevel  methods  for  the  numerical  solution of partial  differential  equations  that 
are  not  of  the  elliptic  type.  First an exposition of one  means  of  analyzing  "classi- 
cal"  multigrid  techniques  will  be  presented  and  then  extended  to  deal with  some 
simple  nonelliptic  problems.  Throughout,  the  emphasis  will  be  on  analyzing  and  under- 
standing  how  the  various  components  of  a  successful  multilevel  process  fit  together, 
and  not  on  the  solution  of  practical  problems. In particular,  all  the  model  problems 
presented  here  will be  set in  one  space  dimension.  The  analysis  will  concentrate  on 
linear  problems,  though  some  remarks  will be made on  nonlinear  problems;  a  thorough 
understanding of the  linear  case  is an essential  prerequisite  for  tackling  nonlinear 
problems.  The  focus of the  analysis  will  be  on  eigenvalues  and  eigenvectors. 
A  brief  description of a  standard  multigrid  procedure  is  as  follows.  We  are  to 
approximate  the  solution of some  partial  differential  equation.  Discretize  the  prob- 
lem  on  a  grid r1 using  (say)  finite  differences , giving  a  (large)  linear  system 
(Here  the  subscript  b  stands  for  "basic.")  Some  preconditioning  procedure  may be 
applied  to  this  system,  for  example  premultiplication of both  sides of (1) by  a 
matrix Cy giving  the  system 
Alul = f l (2) 
where A' := c Ab, fl := c fb, and u1 := ub. On the  grid rl, let uol be some 
initial  guess  at  the  solution  ufC1.  Perform  a  few  steps  of  some  relaxation  process, 
say 
uo  1 + := G(uO1,f1) (3 )  
~~ 
*Funds  for  the  support  of  this  study  have  been  allocated  by  the  Ames  Research 
Center,  NASA,  Moffett  Field,  California,  under  Interchange  No.  NCA2-OR586-001. 
where G deno tes   t he   r e l axa t ion   p rocess .  L e t  r', t h e   r e s i d u a l ,   b e   d e f i n e d  by 
r': = f l  - A'u,'. NOW, ( I )  is e q u i v a l e n t   t o  
A l e 1  = r' ( 4 )  
f o r  t h e  s o l u t i o n  uA1 is then  given  by  ukl  = un' + e'. In  o r d e r  t o  s o l v e  ( 4 )  , 
somehow t r a n s f e r  t h e  p r o b l e m  t o  a c o a r s e r  g r i d  r2 , s o l v e  
on t h e   c o a r s e r   g r i d ,   t r a n s f e r  e2 b a c k   t o   t h e   f i n e   g r i d ,  and  replace s1 by %' 
p l u s   t h e   t r a n s f e r r e d  e'. These   t ransfers   can   be   formal ized   by   denot ing   by  R1 and 
8' " re s t r i c t ion"   ope ra to r s   f rom  g r id   func t ions  on r' t o   g r i d   f u n c t i o n s  on r2, and 
I' and f1 " in t e rpo la t ion"   ope ra to r s  from g r id   func t ions  on r2 t o   g r i d   f u n c t i o n s  on 
r l .  The t r a n s f e r   o p e r a t o r s  are then   u sed   t o   de f ine  A2 := R'A'fl and r2 := R'r'; 
the  problem on t h e   c o a r s e r   g r i d  is then A 2 e 2  = r2 ,  and e' is  def ined as 
el:  = I'e2 once e2 has  been  found.   In  a t r u e   m u l t i l e v e l   p r o c e s s  e2 would be  
approximated by us ing  s t i l l  c o a r s e r  g r i d s ,  b u t  t h e  b a s i c  i d e a s  c a n  b e  s e e n  i n  t h e  
a n a l y s i s  of the  two- leve l  process .  The  keys t o  c o n s t r u c t i n g  a successfu l  process  are 
t h e   r e l a x a t i o n   p r o c e s s  G ,  t h e  r e s t r i c t i o n  o p e r a t o r s  R1 and R1, and t h e   i n t e r p o l a -  
t i o n  o p e r a t o r s  I' and f '. 
The  framework  of t h e  a n a l y s i s  i s  similar t o  t h a t  of Brandt  (1977),  Hackbusch 
(1978), McCormick (1979),  Wesseling  (1980),  and  Frederickson  (1975). The opera tor  
h e r e  c a l l e d  " r e s t r i c t i o n "  ( f r o m  f u n c t i o n s  on t h e  f i n e  g r i d  t o  f u n c t i o n s  on t h e  c o a r s e  
g r i d )  i s  ca l led  an  "averaging  opera tor ' '  by McCormick, an  " in t e rpo la t ion  ope ra to r "  by 
Brandt,  a ' ' co l lec t ion  opera tor ' '  by Frederickson, and a " r e s t r i c t i o n  o p e r a t o r "  by 
Hackbusch  and  Wesseling. The o p e r a t o r  h e r e  c a l l e d  " i n t e r p o l a t i o n "  i s  c a l l e d  " i n t e r -  
polat ion" by McCormick and Brandt, and i s  c a l l e d  a "prolongat ion operator ' '  by 
Hackbusch  and  Wesseling.  Previous  authors  have  taken R1 = R1, 1' = and e i t h e r  
~1 = ( I ~ > T  o r  ~1 = (cons tan t )*( I1)T.  
It should  be  noted  tha t  the  d i f fe rence  be tween the  computed s o l u t i o n  and t h e  
e x a c t  s o l u t i o n ,  t h a t  i s ,  t h e  e r r o r ,  i s  no t  t he  focus  of th is  work. It w i l l  always  be 
assumed t h a t  a n  a p p r o p r i a t e  d i s c r e t i z a t i o n  of t h e  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n  h a s  
been  derived and a d i s c r e t e  set of  equations  obtained. The job  then  i s  t o  s o l v e  t h e  
d i s c r e t e  set o f  equa t ions  ve ry  e f f i c i en t ly .  
SYMBOLS 
t r i d i a g o n a l   m a t r i x   w i t h  b on  main  diagonal, a on  subdiagonal,  and c 
on superdiagonal  
e r r o r  ( e x a c t  s o l u t i o n  of d i s c r e t e  e q u a t i o n s  minus some approximation) 
r e l a x a t i o n  o p e r a t o r  
i n t e rpo la t ion   ope ra to r   f rom  g r id  i + 1 t o   g r i d  i 
permutat ion matr ix  (a  matr ix  whose e n t r i e s  are e i t h e r  0 o r  1, and such that 
each row and  column has exact ly  one 1) 
r e s t r i c t i o n   o p e r a t o r   f r o m   g r i d  i t o   g r i d  i + 1 
r  residual (f - Au) 
.- .- quantity on left is defined as quantity on the right 
Superscript: 
i relates to the ith grid (grid 1 = finest grid) 
Subscript: 
n nth step of an iteration process on a fixed grid 
2. A RELAXATION  PROCESS 
In this  section we will  be  working  on  a  fixed  grid I’ and will therefore  omit 
the  superscripts  denoting  the  grid  level. A basic  component of a  multilevel  scheme 
is  the  relaxation  process. The  relaxation  process we will  consider  is  the  simple  and 
general  Richardson  process.  Given  the  linear  system 
Au = f ( 6 )  
and  an  initial  guess uo, one  step of the  Richardson  process  with  step-size  h  is 
defined  by 
where L and  D  are  the  lower  triangular  and  diagonal  parts of A, respectively. 
A  few  elementary  remarks  about  the  algorithm  given  in  equation (7) are in  order. 
If  equation (7) is  iterated,  that is, 
U := u f h(Aun- f) n+ 1 n for n > O  
it  is  a  standard  result  that u, converges  to  the  exact  solution  u* of equation ( 6 )  
for any  initial  guess uo, if  and  only  if  the  spectral  radius  of  the  iteration  matrix 
I + hA is  less  than 1. Suppose  now we allow  the  step  sizes  to  vary,  that is,
U n+l n .- u + hn(Aun - f)  for  n 1 0 
3 
From equat ion  (9) i t  is  ev iden t  t ha t  t he  e r ro r  can  ( in  theo ry )  be  r educed  to  
z e r o  i n  a f i n i t e  number of s t e p s  by choosing a s e q u e n c e  o f  s t e p  s i z e s  s u c h  t h a t  e a c h  
h i s  -1 d iv ided  by an   e igenvalue  of A. This  is u s u a l l y   q u i t e   i m p r a c t i c a l .  We 
migh t  cons ide r  t ry ing  to  choose  the  s t ep  s i zes  to  be  approx ima te ly  -1 divided by an 
eigenvalue of A. This  i s  more p r a c t i c a l ;   i n d e e d ,   i f  ho  2 - l / A m ,  t hen   t he  component 
of el i n   t h e   d i r e c t i o n  of vm has   been   g rea t ly   r educed .   Pu r su ing   t h i s   i dea  
f u r t h e r  l e a d s  o n e  t o  s t u d y  t h e  p o s s i b i l i t y  of choosing a set of s t e p  s i z e s  
{ h j  , 0 I j 5 n - 1) f o r  some given n such  tha t  the  polynomia l  
n- 1 
p ( z )  := ll (1 -t h jz )  
j = O  
has  minimal  modulus f o r  z i n  some set i n  t h e  complex p l a n e  t h a t  c o n t a i n s  t h e  nega- 
t i v e  r e c i p r o c a l s  of the  e igenvalues   of  A. T h i s   l e a d s   t o   t h e   s t u d y  of  Chebyshev 
i t e r a t i v e  methods, a topic  that  has  been explored by many a u t h o r s  ( f o r  r e c e n t  work i n  
t h i s  area see Manteuffel,  1977; McDonald, 1980) .   Instead  of   carrying  out  a f u l l  
Chebyshev p rocess ,  t he  p l an  he re  i s  to  use  the  nons ta t iona ry  R icha rdson  p rocess  to  
reduce  the  components of t h e  e r r o r  i n  some d i r e c t i o n s  vm and then to  proceed with 
another  idea .  
It w i l l  be  impor t an t  t ha t  no  e r ro r  component be magnif ied by the Richardson 
process .  From equat ion  (9)  , w e  see t h a t   t h i s   r e q u i r e s  I 1 + hXmI 1 f o r  a l l  eigen- 
va lues  X, of A,  s o  t h a t  h i s  i n   t h e   i n t e r s e c t i o n  of t h e   d i s k s   i n   t h e  complex 
p lane   wi th   cen ters  -l/Am and r a d i i  l l / X m l .  A l t e rna t ive ly ,   g iven  h w e  a s k   t h a t  
a l l  e igenvalues  of A l i e  i n   t h e   d i s k   w i t h   c e n t e r   - l / h  and r ad ius  I l / h l .  We 
might c a l l  t h i s  d i s k  t h e  s t a b i l i t y  r e g i o n  f o r  s t e p  s i z e  h ( s e e  f i g .  1) .  
h -1 Ih I 
Figure 1.- S t a b i l i t y  r e g i o n  f o r  
s tep-s ize   h .
t i o n  i s  n o t  s e l f - a d j o i n t ,  t h e  m a t r i x  
To have a l a r g e  s t a b i l i t y  r e g i o n  (and 
t h e r e b y  h a v e  t h e  s t a b i l i t y  r e g i o n  c o n t a i n  a l l  
the   e igenvalues   of  A ,  i f  t h e  e i g e n v a l u e s  of 
A are wide ly   s epa ra t ed ) ,  w e  see t h a t  h w i l l  
have   to   be  small. I f  h i s  small, the  igen-  
v e c t o r s  t h a t  are subs tan t ia l ly  d iminished  by  
one  Richardson  sweep  with  s tep  s ize  h are 
the  e igenvec tors  assoc ia ted  wi th  e igenvalues  
of modulus I l / h  I , t h a t  i s  , eigenvalues  of  
l a r g e  modulus.   Eigenvectors  associated  with 
eigenvalues of small modulus are hardly dimin- 
i shed  by a Richardson s tep with small I hl . 
Loosely speaking, w e  migh t  s ay  tha t  l a rge  
eigenvalues  are e a s y  t o  e l i m i n a t e  and t h a t  
small e i g e n v a l u e s  a r e  d i f f i c u l t  t o  e l i m i n a t e  
( s t a b l y ) .  The f i r s t  p a r t  of t h e   o v e r a l l  
process  w i l l  be  the  d imin i sh ing  of ( the  e igen-  
vec tors  assoc ia ted  wi th)  the  e igenvalues  of 
l a r g e  modulus by one o r  more Richardson steps 
wi th  appropr ia te ly  chosen  s t e p  s i z e s .  
I f  t h e  o r i g i n a l  p a r t i a l  d i f f e r e n t i a l  equa- 
A w i l l  probably  have  nonreal  eigenvalues.  To 
a n n i h i l a t e  ( n e a r l y )  t h e  e r r o r  component i n  t h e  d i r e c t i o n  of an  e igenvec tor  assoc ia ted  
wi th  a n o n r e a l   e i g e n v a l u e ,   t h e   s t e p   s i z e  h would  have t o  b e  complex. I n  t h e  i n t e r -  
ests of avoiding complex arithmetic, however, w e  n o t e  t h a t ,  i f  A i s  a real mat r ix  
(as i t  is  i n  most app l i ca t ions ) ,  t hen  i t s  eigenvalues  come i n  complex conjugate pairs. 
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i This  leads  one  to  consider  a  variant  of  the  Richardson  process  in  which  a  step  with 
complex  h  is  immediately  followed  by  a  step  with  the  complex  conjugate  h. The 
equations  are  thus 
Substituting  equation  (lob)  into  (loa)  gives 
u1 = uo + 2(Re  h)(Auo - f) + Ih12A(Au, - f) (1 1) 
where  Re  h  denotes  the  real  part  of  h.  One  notes  that  equation (11) can be car- 
ried  out in real  arithmetic  and  still  annihilate  the  error  components i  the  direc- 
tions  of  the  complex  eigenvectors  associated with X := -l/h  and x. If h is a  good 
approximation  to  -1/X  for some eigenvalue X, then  the  error  component in the 
direction  of  the  eigenvectors  associated  with X and 1 will  be  substantially  reduced 
(reduced  by  a  factor  of 11 + XhI2). 
It is again  important  to  inquire  into he  stability  properties of the  iteration. 
Given  a  (complex)  step size  h, the  set  of  eigenvectors  that  are  not  amplified  by 
equation (11) is  the  set  of  eigenvectors  belonging  to  eigenvalues X such  that 
11 + Ah( 11 + X G I  I 1,  that is, IA 
This  defines  a  region  in  the  complex  plane 
whose boundary  is  called  an  oval  of  Cassini; 
in  the  special  case  when  Re  h = 0, this 
reduces  to  a  lemniscate  (two-leaved  rose; 
fig. 2). 
Again we see  that  to  have  a  large  sta- 
bility  region, I hl will  have  to be small, so 
that  the  (eigenvectors  associated  with) 
eigenvalues  of  large  modulus will  be easy  to 
diminish,  and  the  (eigenvectors  associated 
with)  eigenvalues  of  small  modulus  will  be 
difficult  to  diminish.  Also  note  that  for  a 
small I hl the  Richardson  step 
%+1 = + h(Aun - f)  is  the  explicit  Euler 
method  applied  to  the  time  integration  of 
d*J/dt = Au - f. Time-like  methods  will.  reach 
steady-state  solutions,  but  will  require a 
large  amount  of  computation  to  do so. If we 
are  interested  in  only  the  steady-state 
solution, we are  free  to  use  methods  that are 
not  time  accurate. 
To  conclude  this  section,  the  generality 
of  the  Richardson  process  should  again be 
emphasized.  As  noted  above,  the  usual  itera- 
tive  methods  can  be  written in the  form  of a
Richardson  process. The  considerations  of 
eigenvector  decomposition  lead  us  to  use  the 
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FOCI = 1.0034 f 2.36171 
Figure 2.- Oval of Cassini. 
fo l lowing  as a r u l e  of thumb: The l a rge   e igenva lues  are easy   t o   e l imina te .  The 
d i f f i c u l t  p r o b l e m  is  t o  s t a b l y  and  rap id ly  e l imina te  small eigenvalues .  We w i l l  
a t t e m p t i t o  d o  t h i s  by combining a Richardson process  with a mult i level  procedure.  
3 .  A MODEL ELLIPTIC PROBLEM 
The g o a l  o f  t h i s  p a p e r  is the s tudy of  mult i level  methods as a p p l i e d  t o  n o n e l l i p -  
t i c  p rob lems .  Never the l e s s ,  i n  t h i s  s ec t ion  w e  w i l l  look a t  a model  one-dimensional 
e l l i p t i c  p r o b l e m  and show how the  ana lys i s  p roceeds .  The hope i s  tha t  looking  a t  
t h i s  f a m i l i a r  problem w i l l  g i v e  c o n f i d e n c e  i n  t h e  a n a l y t i c a l  t e c h n i q u e s  when they are 
used to study nonelliptic problems. Consider then the simple problem (which w a s  a l s o  
used as a model problem by Hackbusch, 1978): 
u"(x) = f (x), 0 5 x I 1 
u (0 )  = 0,  u(1)  = 0 I 
We d i sc re t i ze  equa t ion  (12 )  on  a u n i f o r m  g r i d  w i t h  p o i n t s  x j  := jAx, 
0 5 j 1. M + 1 where M i s  an odd i n t e g e r  and Ax := 1 / ( M  + 1 ) .  The s tandard  
second-order  centered-d i f fe rence  scheme for  (12)  g ives  the  l inear  sys tem A1ul = f l y  
where A' is t h e  M by M t r i d i a g o n a l   m a t r i x  B(1,-2 , 1)  , and f i s  t h e   v e c t o r   w i t h  
e n t r i e s  f ( x j ) ( A ~ ) ~ , l  5 j 5 M. (Reca l l   tha t   B(1 , -2 ,1)   denotes   the   t r id iagonal  
mat r ix  wi th  -2 on t h e  main diagonal and 1's on t h e  sub- and superdiagonals.) The 
eigenvalues  of A' are 
Am := -2{ 1 - cos[mn/(M + l ) ]  1 = -4 s i n 2  [mn/(2M + 2 ) ]  , 1 5 m 5 M (13 )  
with  corresponding  e igenvectors  vm where 
( v ~ ) ~  = sin[jmr/(M + 111 , 1 I j , m  I M (14) 
Note tha t  t he  e igenvec to r s  a s soc ia t ed  wi th  e igenva lues  of l a r g e  modulus are 
h i g h l y  o s c i l l a t o r y ,  and the  e igenvec tors  assoc ia ted  wi th  e igenvalues  of  small modulus 
are "smooth."  Thus, given some i n i t i a l  g u e s s ,  a few  Richardson  sweeps  with  appro- 
p r i a t e  s t e p  s i z e s  w i l l  subs tan t ia l ly  reduce  the  "h igh- f requency"  component of t h e  
e r r o r .  T h i s  i d e a  seems t o  b e  o n e  of t h e  m o t i v a t i n g  i d e a s  f o r  t h e  m u l t i g r i d  method 
f o r  e l l i p t i c  equations; high-frequency components of t h e  e r r o r  c o r r e s p o n d  t o  e i g e n -  
va lues  of l a r g e  modulus and are  easy  to  d imin i sh  by an  appropr ia te  re laxa t ion  tech-  
nique which is  thought of as "smoothing." (We w i l l  see t h a t  u s e  of t h e  term "smooth- 
ing" may not  be  appropr ia te  for  nonel l ip t ic  problems;  the  term "re laxa t ion"  w i l l  be  
used i n  t h i s  p a p e r . )  
Af t e r  a few r e l a x a t i o n  s t e p s  t h e  r e s i d u a l  r l  = f l  - A1G(uO1,f1)  should  consist 
mostly of ''low frequencies"  and  be w e l l  r ep resen tab le  on a c o a r s e r  g r i d .  L e t t i n g  r1 
d e n o t e  t h e  i n i t i a l  f i n e  g r i d  and r2 deno te   t he   g r id   w i th  mesh spac ing   AX, a 
r e s t r i c t i o n  o p e r a t o r  from func t ions  on t h e  f i n e  g r i d  t o  f u n c t i o n s  on the  coa r se  g r id  
is rep resen tab le  as a mapping  from RM t o  R('-1)/2 , Euclidean "space to   Eucl idean 
(M - 1)/2-space. 
For example, i f  we simply transfer the even-subscripted components of the 
r e s i d u a l  r1 t o   t h e   g r i d  r2 , then  R1 i s  t h e  (M - 1)/2  by M mat r ix  
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’ 0 1 0 0 0 0  . . .  
0 0 0 1 0 0  
0 0 0 0 0 1  
Anothe r  poss ib i l i t y  i s  a l inear  averaging procedure,  which would g ive  - 
1 / 4  1/2  1 /4 0 0 0 0 
0 0 1/4  1 /2  1 /4 0 0 
0 0 0 0 1 / 4  1/2  1 /4 
R1 = 
The in t e rpo la t ion   ope ra to r  I1 from func t ions  on t h e   c o a r s e   g r i d   t o   f u n c t i o n s  
on t h e  f i n e  g r i d  is  a mapping  from R ( ” l ) l 2  t o  RM. One p o s s i b i l i t y  is l i n e a r  i n t e r -  
po la t ion  from t h e  even-numbered g r i d  p o i n t s  t o  t h e  odd-numbered g r i d  p o i n t s .  I n  t h i s  
ca se ,   t he   ma t r ix   r ep resen ta t ion  of I1 would be  
! /2  0 0 
1 0 0  
. /2  1/2 0 
0 1 0 
0 1/2 1/2 
0 0  1 
0 0 1/2 
(17) 
Anothe r  poss ib i l i t y  is an  impl ic i t  cubic  polynomia l  in te rpola t ion ,  def ined  as 
follows.  Consider a set of d a t a  { (x ): 1 5 j MI, where w e  assume y j  is  known 
f o r  j even  and unknown f o r  j odd ii’nd x j  : = j Ax). For 3 5 k 5 M - 2 and k odd, 
l e t  Pk(t)   be  the  polynomial  of  degree a t  most 3 which s a t i s f i e s   P k ( X j )  = Y j  f o r  
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j = k - 2,k - 1,k -k 1,k + 2.  Define  yk := pk(xk). Thus yk is  linearly  related 
to  the  known  values Yk-,.  yk+l  and  the  unknown  values  yk-,,  yk+2.  For k = 1, 
let p , ( t )  be  the  polynomial  of  degree  at  most 3 which  satisfies p,(O) = 0, 
p, (x,) = yL , pl(x 1 = y3, p1(x4) = y4; define y1 := pl(xl). Define YM-~ in a 
similar  manner.  ?Note  that  the  definition  of y1 would  have  to  be  modified  if  the 
left-hand  boundary  condition  were  of  the  Neumann  type;  if  the  boundary  condition  for 
the  differential  equation  were u'(0) = 0 then p1 would  be  required  to  satisfy 
p:(O) = 0 instead  of p,(O) = 0.) The  result  is a linear  system 
c 
1 
1 
B =  
- 
1 
6 1 
1 6 
1 
and C is  the  (M + 1 ) / 2  by  (M - 1 ) / 2  tridiagonal  matrix: 
c 
3 / 2  
4 
c =  
- 
1 / 4  
4 
4 4 
4 
1 /4 
For the  cubic  interpolation,  one  would  then  define 
where P is  the  "even-odd"  permutation  matrix,  which  satisfies 
is  the 
and I is  the  identity  matrix of order (M - 1 ) / 2 .  
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, 
I 
I '  
I n  e i t h e r  case, the coarse-grid problem is  d e f i n e d  t o  b e  R1A111e2 = R1rl ,  and 
then e' i s  approximated  by 11e2. One can c a l c u l a t e   t h a t   w i t h  A' as above, R1 
given by equation  (15),   and I1 given by (17 ) ,   t he   ma t r ix  R I A I I 1  i s  t h e  
(M - 1) /2  by (M - 1) /2   mat r ix :  ~ 
~ ~~~ 
~~ 
" 
R ' A l I l  = - B(-1,2,-1) 1 2 (21) 
~~ - 
" ~- 
~ ;= 
This i s  (up t o  a s c a l i n g  f a c t o r )  t h e  d i f f e r e n c e  o p e r a t o r  t h a t  would have resulted 
from d i s c r e t i z i n g  t h e  o r i g i n a l  d i f f e r e n t i a l  o p e r a t o r  on t h e  c o a r s e r  g r i d  r2. 
One complete  s tep of the  two- leve l  process  is  def ined by ul l  := 11e2 + G1uo . 
This   can   be   wr i t ten  as a mat r ix  i terative process  as fol lows.  L e t  P b e  t h e  even- 
odd permutat ion matr ix  def ined above.  The  problem 
1 
A l e 1  = r1 
is equiva len t  to  the  problem 
which i s ,  i n  b l o c k  form, 
where  subscr ipt  a r e f e r s   t o   t h e  even unknowns and t h e   s u b s c r i p t  b r e f e r s   t o   t h e  
odd unknowns. 
The f i r s t  b l o c k  e q u a t i o n  of equation (23) reads 
I f  w e  make the  approximation  ebl   IA,beal   for  some ope ra to r   I ayb ,   t hen  ( 2 4 )  
becomes 
(A1 1 + A,lI i ,b)eal  = r a 1 (25) 
which is  equ iva len t   t o  (R1A111)e2 = R1rl i n  case the   ope ra to r  R1 i s  given by (15); 
t h e   m a t r i x   I i y b   c a n   b e   g i v e n  by 
11 = 
a ,b  
( f o r  example) 
1 /2 
1/2 1 / 2  
1/2 1 / 2  
1 / 2  
9 
w h i c h  c o r r e s p o n d s  t o  l i n e a r  i n t e r p o l a t i o n  as i n  (17), o r  by 
where B and C are t h e  matrices from t h e  i m p l i c i t  c u b i c  i n t e r p o l a t i o n  p r o c e s s  
defined above. 
Af t e r  so lv ing  (25), w e  have 
and thus  
One s t e p  of t h e  i t e r a t i o n  p r o c e s s  i s  thus  one  s t ep  of a s t a t i o n a r y  i t e r a t i v e  
p r o c e s s  w i t h  i t e r a t i o n  matrix 
T := (I - P S P A ~ ) G ~  T (30) 
The rate of convergence of t he  p rocess  i s  c o n t r o l l e d  by t h e  s p e c t r a l  r a d i u s  of t h e  
matr ix  T. 
The ope ra to r s  I1 and R1 can   be   i den t i f i ed  from (28) as 
R1 = [ I IO]P 
and 
I' = .T[+] 
'a,b 
Other   authors  (McCormick, 1977;  Wesseling,  1980)  have  suggested  that  the  condi- 
t i o n  I' = (R1)T o r  I1 = (constant)*(R1)T  be  nforced;  an  obvious way t o  do t h i s  
i s  t o  r e p l a c e  (31) by 
Numerical tests w i t h  b o t h  p o s s i b i l i t i e s  are reported below. 
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Some  numerical  experiments  were  carried  out in which  the  eigenvalues  of  the 
overall  iteration  matrix T were  computed  for  different  numbers  of  grid  points,  dif- 
ferent  interpolation  and  restriction  operators,  and  varying  relaxation  procedures. 
The relaxation  procedure G1 was of the form 
k 
G1 = n (I + h.A1) 
j=1 J 
(i.e.,  the  relaxation  procedure  consisted  of k Richardson  sweeps), where 
k E {0,1,2,3)  and h E {1/2,1/3,1/4}  (note  that  the  stability  condition  of  section 2, 
11 + Xhl 5 1,  becomes in this case 0 5 h 5 2/14  sin2 [m~r/(2M + 2)] , 1 1. m 5 M y  so 
1/2 is effectively  an  upper  bound  for h. Some  results  for  the  cases M E (7,  ll}, I1 
given  by  (32)  and ( 2 6 )  (“linear  interpolation”)  or  by  (32)  and  (27)  (“cubic  interpo- 
lation”) , and R1 given  by  (15)  or  by  (33). A selection  of  results  from  these  com- 
putations  is  given in table 1. 
From  table 1 we see that  the  total  process will not  converge  if k = 0 ,  that is, 
if  no  relaxation  sweeps  are  used.  (This  is  also  clear  from  the  definition  of T and 
from  the  fact  that S is a rank-deficient  matrix;  see  eq. (30).) With  linear  inter- 
polation,  the  results  with  R  given  by (15) are  identical  with  the  results  when R
is given  by  (33),  but we have  no  formal  proof of this.  From  the  output,  there  seems 
little  point  in  using  more  than  one  relaxation  sweep  with  linear  interpoiation. In 
two  of  the  cases  presented,  the  spectral  radius  of T is 0 ;  this  does  not  imply  that 
the  iterative  process  converges  in  one  step,  because,  for  these  cases,  it  turns  out 
that T has  nontrivial  Jordan  blocks in  its  Jordan  canonical form, that is, n by n 
blocks  of  the  form 
r 
0 1 
0 1 
0 1 
0 .  
with  n > 1. In  these  cases,  the  total  process  would  converge  in  n  steps. 
With  cubic  interpolation  it  appears  there  can be a substantial  gain  by  perform- 
ing  more  than  one  relaxation  sweep  on  the  fine  level.  Using  the R1 from  (33)  is 
not  as  favorable  as  using R1 from (15). A  full  investigation  of  this  has  yet  to  be 
undertaken. 
Although  not  shown  in  table  1,  computations  with  higher  values  of  M  revealed 
that  the  spectral  radius  of T was  virtually  independent  of  the  number  of  grid 
points.  This  is  an  encouraging sign, and  is  the  typical  situation  in  this  classical 
multigrid  situation  (Brandt,  1977;  Hackbusch, 1978). Also,  the  idea of eigensystem 
mixing  (Lomax,  1981,  unpublished  notes)  may  serve  to  further  decrease  the  spectral 
radius  of T, leading  to  even  faster  convergence  of  the  overall  process.  Finally,  a 
similar  analysis  can  be  carried  out  in  the  case  when  the  differential  equation  has  a 
boundary  condition  of  the  Neumann  type;  appropriate  modifications  must  be  made  in  the 
definition  of  the  interpolation  operator  at a  Neumann  boundary. 
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TABLE 1.- SPECTRAL RADIUS OF TOTAL PROCESS: 
MODEL ELLIPTIC PROBLEN 
L i n e a r   i n t e r p o l a t i o n  (The r e s u l t s  w i t h  R1 
given  by ( 3 3 )  are i d e n t i c a l  w i t h  t h o s e  when R1 
is  given by ( 1 5 ) . )  
M k  
7 0  
1 
1 
2 
2 
2 
3 
3 
3 
11 0 
1 
1 
3 
3 
"
Spec t r a l   r ad ius   o f  T 
1.0 
0 
.5 
.5 
.46 
.43 
.45 
0 
.43 
1 . 0  
.5 
0 
.47 
.47 
( I n   t h e  cases when T h a s   s p e c t r a l   r a d i u s  0 ,  
T has   nonl inear   e lementary   d iv isors ,  i . e . ,  t h e  
Jordan  canonical  form  of T is no t   d i agona l . )  
Cubic  in te rpola t ion  
S D e c t r a l  r a d i u s  of T 
M k  
7 0  
1 
1 
2 
2 
3 
3 
11 0 
1 
1 
2 
2 
3 
3 
"
R1 from ( 1 5 )  
1 . 0  
1 .o 
.5 
.25 
.25 
.13 
.08 
1.0 
1.0 
.5 
.25 
.25 
.13 
.08 
R~ from ( 3 3 )  
1.0 
.91 
.5 
.46 
.44 
.44 
.42 
1.0 
.96 
.5 
.48 
.47 
.47 
.46 
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4 .  A MODEL NONELLLPTIC  PROBLEM 
The preceding  sec t ion  in t roduced  some ideas  and set up a framework f o r  a n a l y s i s  
of a m u l t i l e v e l  method f o r  a model e l l i p t i c  problem. In t h i s  s e c t i o n ,  w e  w i l l  begin 
t o  i n v e s t i g a t e  t h e  a p p l i c a b i l i t y  of m u l t i l e v e l  methods t o  n o n e l l i p t i c  problems. The 
model problem t o  b e  u s e d  i s  t h e  s t e a d y - s t a t e  v e r s i o n  of  ut + ux = f ,  
I n t r o d u c e  g r i d  p o i n t s  x j  := jAx = j / ( M  + l ) ,  0 5 j 5 M + 1, M odd, and consider 
second-order  centered differences (leave a s i d e  f o r  now t h e  f a c t  t h a t  c e n t e r e d  d i f f e r -  
ences are p robab ly  inappropr i a t e  fo r  t h i s  pa r t i cu la r  p rob lem;  w e  have i n  mind systems 
of  equat ions  descr ib ing  subsonic  f low for  which  centered  d i f fe renc ing  may be very 
appropr i a t e ) .  The f in i t e -d i f f e rence   equa t ions  are 
U j+l  j-1 - u  = 2Axf(x.) , 1 I j 5 M - 1 J 
(where u o  := g o ) .  A t  the  right-hand  boundary l e t  us   use  a l i n e a r   e x t r a p o l a t i o n  
uM+1 := 2uM - t o   d e r i v e   f r o m  ( u M + ~  - ~“ , ) /2Ax  = f(xM) the   qua t ion  
% - u”~ = Axf(%> 
We ge t  t hen  the  l i nea r  sys t em Abub = fb,   where 
% =  
0 1  
-1 0 1 
-1 0 1 
-1 0 1 
-1 1 
( 3 5 )  
Most  of the   e igenvalues   o f  A are complex; i t  i s  e a s y  t o  show t h a t  a l l  t h e  
eigenvalues  l i e  i n   t h e   h a l f - p l a n e   R e ( z )  > 0. Computations  with M = 15  revealed 
t h a t ,  f o r  t h i s  c a s e ,  t h e  e i g e n v a l u e s  l i e  on a curve from about 0.0026 + 1 . 9 6 i  t o  
approximately  0.195. One p o s s i b l e  way of t r e a t i n g   t h e   l i n e a r   s y s t e m  f%bub = f b  i s  
to  p remul r ip ly  by  (-AbT), g iv ing  the  sys tem <-AbTAb)ub = -AbTf, w i t h  a coefficient 
m a t r i x  t h a t  i s  symmetric and n e g a t i v e  d e f i n i t e ,  t h u s  a n a l o g o u s  t o  t h e  matrices t h a t  
arise when d i s c r e t i z i n g  e l l i p t i c  equat ions  ( see  Lomax e t  a l . ,  1981). A p o s s i b l e  
problem w i t h  t h i s  i d e a  is t h a t  t h e  c o n d i t i o n  number o f  t he  ma t r ix  of t h e  new l i n e a r  
system is the  squa re  o f  t he  cond i t ion  number of t he  o r ig ina l  ma t r ix ,  wh ich  may lead  
to  s low convergence  of  an  i te ra t ive  technique .  I n  t h i s  p a p e r ,  w e  w i s h  t o  s t a y  i n  t h e  
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s p i r i t  of nonelliptic problems, however,  and s o  w e  d o  n o t  c o n s i d e r  t h i s  p o s s i b i l i t y  
f u r t h e r .  
A n o t h e r  p o s s i b i l i t y  f o r  t r e a t i n g  t h e  l i n e a r  s y s t e m  is t o  u s e  some r e l a x a t i o n  
method, such as t h e  complex Richardson technique of s e c t i o n  2 ,  to  approximate ly  elim- 
i n a t e  t h e  components of t h e  e r r o r  a l o n g  t h e  d i r e c t i o n s  o f  t h e  e i g e n v e c t o r s  a s s o c i a t e d  
wi th  e igenva lues  o f  l a rge  modu lus ,  and  then  to  t r ans fe r  t he  e r ro r  equa t ion  to  a 
c o a r s e r  g r i d .  F o r  t h i s  i d e a  t o  s u c c e e d ,  i t  i s  presumably  the case t h a t  t h e  e i g e n -  
vectors  associated with eigenvalues  of  small modulus should not  f luctuate  rapidly on 
t h e  f i n e  g r i d ,  s o  t h a t  t h e y  are w e l l  r ep resen tab le  on t h e  c o a r s e  g r i d .  Such is not  
t h e   c a s e   f o r   t h e   m a t r i x  Ab; indeed,  Ab can  be  viewed as a p e r t u r b a t i o n  of t h e  
ma t r ix  F3(-1,0,1), which  has  eigenvalues 
Xk = 2 i  cos  .rrk/(M + 1) , 1 5 k 5 M 
and e igenvec tors   x (k)   wi th  
X (k) = i j  s i n  j.rrk/(M + 1) , 1 5 j , k  1. M 
j 
a l l  of  which o s c i l l a t e  r a p i d l y  on t h e  f i n e  g r i d .  Some of t he   e igenvec to r s  of Ab 
are shown i n  f i g u r e  3 ;  i n  t h e  f i g u r e ,  t h e  h o r i z o n t a l  a x i s  is  j ,  and t h e  v e r t i c a l  
a x i s  is v j  (where Abv = Xv, v = (v l ,  . . . , v ~ ) ~ ) .  
X 
X X  
X 
x x  
x x x x  x 
X 
X 
1 x 1  I I I I 
EIGENVECTOR 1; h = 0.195 
x x  x x  
X X X 
X 
x x x  x x  
X x x  
X X X 
x X  
X 
X 
x x  x x  
X 
I l l l l l X  I I I I I I  
EIGENVECTOR 2 (REAL  AND  IMAGINARY PARTS); 
h = 0.152 + 0.3321 
X x x  
X 
X 
X X 
x x  
x x  X X X 
X X 
X X X X 
x x  X 
X 
X X x 
I 1 1 x 1  I I I I 1 x 1  I I 
EIGENVECTOR 15 (REAL  AND  IMAGINARY PARTS); 
h = 0.00264 + 1.96i 
Al though  the  e igenvec to r s  o sc i l l a t e ,  t he re  
is  ev iden t ly  a r e g u l a r i t y  a b o u t  them which w e  
c a n  t r y  t o  e x p l o i t .  L e t  u s  t r y  t o  f i n d  a s i m -  
p l e  t r a n s f o r m a t i o n  t h a t  w i l l  change the eigen- 
vec to r s  a s soc ia t ed  wi th  small eigenvalues from 
r a p i d l y  o s c i l l a t i n g  t o  s l o w l y  o s c i l l a t i n g .  
F i r s t ,  l e t  P2 b e   t h e  "even-odd reversed" 
permutation which i s  def ined  by 
m 
The r e s u l t  of  applying P t o   t h e   e i g e n v e c t o r s  
of f i g u r e  3 i s  shown i n  f i g u r e  4 ;  the  eigen-  
vec tors  assoc ia ted  wi th  e igenvalues  of small 
modulus have become much smoother, though 
t h e r e  i s  s t i l l  a pronounced  kink. To remove 
t h i s   k i n k ,  l e t  F b e   t h e   m a t r i x   t h a t   s a t i s f i e s  
For  example, i f  M = 7 ,  then  F i s  the   ma t r ix  
Figure  3.-   Eigenvectors of Ab 
(see  (37) ) ;  M = 15 .  
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- 1 0 0 0 0 0  
0 1 0 0 0 0  
0 0 1 0 0 0  
0 0 0 1 0 0  
:l 
0 0 0 2 - 1  0 Ij 
0 0 0 2 0 - 1  0 
,o 0 0 2 0 0 - 1  
(Note  that  F-’ = F.  ) The r e s u l t  of applying 
T: t o  t h e  v e c t o r s  o f  f i g u r e  4 is shown i n  
f i g u r e  5 .  The e igenvec to r s   a s soc ia t ed   w i th  
eigenvalues of small modulus are now slowly 
vary ing ,  and  the  e igenvec tors  assoc ia ted  wi th  
e igenvalues  of  la rge  modulus  (which w e  do n o t  
care about anyway, s i n c e  t h e i r  c o n t r i b u t i o n  
t o  t h e  e r r o r  i s  d e s t i n e d  t o  b e  removed by a 
few Richardson sweeps) are  s t i l l  r a p i d l y  
varying.  We might c a l l  F a ‘ l re f lec t ion l l  
matr ix .  
Now, t h e   b a s i c   l i n e a r   s y s t e m  Abub = f b  
is  equi l7alent   to  
X 
x x  
X 
X X 
X 
X 
X 
X 
X 
I I I I I 
EIGENVECTOR 1 
X X  
X 
X 
X 
X 
X X 
x x  
X 
I I I I ( 3 9 )  EIGENVECTOR 2 (REAL  PART) 
X 
X 
X 
where A’ := FP,AbP,TF-l = FP2AbP2TF ( s i n c e  
F-’ = F ) .  For   the  case M = 7 ,  i t  t u r n s  o u t  
t h a t  A’ i s  given by X 
X X 
X X 
X X 
-0  0 0 0 0 -1 1’ x x  
0 0 0 0 - 1  1 0  
0 0 - 1  1 0  0 0 
X 0 0 0 - 1  1 0  0 
X 
( 4 1 )  I I I I X 
EIGENVECTOR 15 (REAL PART) 
0 1 - 3  2 0 0 0 
1 - 1 - 2  2 0 0 0 Figure  4 . -  Eigenvectors  of Ab 
,-1 0 -2 2 0 0 0, a f t e r  pe rmuta t ion .  
The matr ix  A’ h a s   t h e  same eigenvalues  as the   ma t r ix  Ab, and the  e igenvectors   of  
A’ a re  the   igenvec tors   o f  Ab premult ipl ied  by FP,; hence  the  igenvectors   of  A’ 
assoc ia ted  wi th  e igenvalues  of small modulus a re  slowly varying and are thus  good 
c a n d i d a t e s  f o r  a c c u r a t e  t r a n s f e r  t o  a coarser  gr id .  This  whole process  might  be 
descr ibed as a ”condi t ioning“ of the eigensystem of  Ab, where  the  goa l  of  the  condi -  
t i o n i n g  is to  t r ans fo rm the  e igenvec to r s  a s soc ia t ed  wi th  e igenva lues  o f  small modulus 
t o  v e c t o r s  t h a t  a re  smooth when considered as g r id  func t ions .  
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Figure 5.- Eigenvectors  of Ab 
af te r  permuta t ion  and  re f lec t ion .  
Some numerical experiments were performed 
a l o n g  t h e  l i n e s  of t h o s e  i n  s e c t i o n  3. Begin- 
n ing   w i th   t he   ma t r ix  A' of ( 4 0 )  t he   ma t r ix  
T := (I - PTSPA1)G1 was computed f o r  
M E: { 7 , 1 1 } ,  l i n e a r  and cubic  interpolat ion and 
r e s t r i c t i o L  o p e r a t o r s ,  and varying relaxat ion 
procedures. The re laxa t ion   procedure   (no te  
t h a t  ''smoothing" no longer seems appropr ia te )  
was t aken  to  be  o f  t he  form 
( i . e . ,  t h e  complex Richardson technique was 
used ) ,   w i th  k E {0,1,2,3}.  The i n t e r p o l a t i o n  
and r e s t r i c t i o n  p r o c e s s e s  a t  t h e  " b o u n d a r i e s "  
t reated the lef t -hand boundary as a D i r i c h l e t  
boundary and the right-hand boundary as a 
Neumann boundary.  This was done  because  the 
t ransformed eigenvectors  have near ly  zero s lope 
a t  the i r  r igh t -hand ends  and  can  be  thought  of  
as vanishing a t  the i r   l e f t -hand   ends .  Some of 
t h e  r e s u l t s  are shown i n  t a b l e  2 .  
From t a b l e  2 w e  see t h a t  when no relaxa- 
t i o n  sweeps are performed on t h e  f i n e  leve l ,  
t he  p rocess  w i l l  not   converge.   In  a l l  o t h e r  
cases (when u s i n g   t h e  R1 from (15)) , a spec- 
t ra l  r a d i u s  of 0.54 o r  less was achievable .  
There seems t o  b e  no p a r t i c u l a r  a d v a n t a g e  i n  
f o r c i n g  t h e  r e s t r i c t i o n  o p e r a t o r  t o  s a t i s f y  
R1 = ~ ( 1 ~ ) ~ .  The t h r e e  h va lues   p icked   for  
t h e  case k = 3 tu rned   ou t   t o   be   no t   ve ry  
good cho ices ,  as t h e  spectral  r ad ius  o f  t he  
ove ra l l   p rocess  w a s  g r e a t e r   t h a n   f o r   k =  2 and 
a d i f f e r e n t   c h o i c e  of h ' s .  A b e t t e r   c h o i c e  of 
h ' s  would have made t h e  s p e c t r a l  r a d i u s  of t h e  
o v e r a l l   p r o c e s s   f o r  k = 3 less t h a n   t h a t   f o r  
k = 2.  There seems t o  b e  l i t t l e  advantage i n  
u s i n g  c u b i c  i n t e r p o l a t i o n ;  t h e  s p e c t r a l  r a d i u s  
of t he  ove ra l l  p rocess  does  no t  seem t o  b e  
s ign i f i can t ly  r educed  by  the  use  o f  cub ic  
i n t e r p o l a t i o n .  
5. EXTENSIONS 
I n  t h i s  s e c t i o n ,  w e  begin extending the ideas of t he  p rev ious  sec t ions  to  ac tu -  
a l l y  s o l v i n g  some (simple)  problems. The f i r s t  problem t o  look a t  i s  the  s imple one- 
d imens iona l  l inear  var iab le-coef f ic ien t  problem:  
16 
TABLE 2.- SPECTRAL RADIUS OF TOTAL  PROCESS:  MODEL  NONELLIPTIC  PROBLEM 
Spectral  radius of T 
M k  Re  h lhl 
R1 from ( 1 5 )  R1 from ( 3 3 )  
Linear  interpolation 
7 0  - 1 1 
1 0 0.25 .50  .53 
1 -0.05 .25 .50  .49 
2 0,-0.05 0.25,0.30 .25  .26 
2 -0,025,-0.075 .25,  .50 .31  .47 
3 -0.0017,-0.0088,-0.031 0.268,0.342,0.532 .40 .57 
1 0 0.25 .50  .51 
1 -0.05 .25 .54  .51 
2 O"O.05 0.25,0.30 .24  .26 
2 -0.025,-0.075 .25,  .50 .24  .48 
11 0 - - 1 1 
3 -0.0017,-0.0088,-0.031  0.268, .342,0.532  .40 .57 
Cubic  interpolation 
7 0  - - 1 1 
1 0 0.25 .48  .43 
1 -0.05 .25 .54 .57 
2 0,-0.05 0.25,0.30 .26  .34 
2 -0.025,-0.075 .25,  .50 .42  .70
3 -0.0017,-0.0088,-0.031 0.268,0.342,0.532 .35  .8  
1 0 0.25 .50  .46 
1 -0.05 .25 .48  .53 
2 0,-0.05 0.25,0.30 .24  .32 
2 -0.025,-0.075 .25,  .50 .27 .59 
11 0 - - 1 1 
3 -0.0017,-0.0088,-0.031  0.268,0.342,0.532  .25  .63 
where we assume c(x)  1. co > 0 .  This  is  the  steady-state  version of the  advection 
equation ut + [C(X)U]~ = f ( x ) .  Suppose ( 4 2 )  is discretized  with  second-order  cen- 
tered  differences.  On  the  right-hand  boundary, we again  use  linear  extrapolation,  as 
in ( 3 6 ) .  The system of equations  that  arises  is  ALUb = f&,  where 
c2 
0 
-c2 
c3 
0 c4 
- 
cM 
C M, 
( 4 3 )  
, 
"c 0 M- 2 
-"" 1 
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Here  cj := c( j Ax)  and 
In order  for  the  investigations  of  the  previous  section  to  apply,  it  is  probably 
necessary  that  whatever  matrix we work  with  be "close1'  to  the  matrix  Ab  of  sec- 
tion 4 .  In an attempt  to  satisfy  this  condition,  premultiply  the  system  A<ub = fb 
by  C := Diag(l/c,, . . .,l/c~) (where  Diag  denotes  a  diagonal  matrix), glvmg a 
new equivalent  system: 
%% = fb (% := c%, fb := Cfi) ( 4 4 )  
Now  the  process to follow  is  the  one  outlined  in  previous  sections:  replace 
equation ( 4 4 )  by  the  equivalent  system 
(FPZA,,PzTF-l)  (FP,%) = FP,fb or 
Now let uol be  an  initial  guess;  perform  one  or  more  relaxation  sweeps  starting 
with uol; form  the  residual;  transfer  the  error  equation  to  a  coarser  level;  solve 
the  error  equation  on  the  coarser  level,  either  exactly  or  via  further  multilevel 
cycles;  transfer  the  error  on  the  coarser  level  back  to  the  finer  level;  update  the 
guess  on  the  finer  level;  and  repeat  the  whole  process  until  some  convergence  cri- 
terion  is  satisfied. 
This  process  was  programled  and  some  results  will be presented  below. Two 
features  of  the  whole  process  are  important  to  note. First,  in order to carry  out 
the  relaxation  sweeps  on  the  coarser  level  one  must  be  able  to form the  matrix-vector 
product  Alul.  Instead of explicitly  forming  the  matrix A' and  then  computing 
A1ul, what  one  can  do  is  form  the  matrix-vector  product FPzCA~PzTF~l. where  each 
matrix-vector  product  (starting  from  the  right)  is  easily  carried  out.  For  the 
relaxation  sweeps  the  complex  Richardson  technique  can be used;  since  the  matrix  CAi 
is  in  some  sense  close to the  matrix  Ab  of  section 4 ,  the  step  sizes  used  can  be 
based  on  our  knowledge  of  the  eigenvalues  of  that  matrix. 
Secondly,  to  perform  the  process  beginning  on  the  coarser  level,  one  must b
able to form A'(= R A I ) times  a  vector;  this  can  be  (inefficiently)  done  by  using 
code to compute A' times  a  vector  along  with  code  to  compute R1 times  a  vector  and 
I1 times  a  vector.  This  is  very  inefficient , because  each  matrix-vector  product on  a 
coarse  level  then  requires  computing  a  matrix-vector  product  on  the  finest  level  in 
addition  to  the  work  of  restriction  and  interpolation.  Since  this  was  intended to be 
a  pilot  study,  such  inefficiency  was  judged  acceptable. It is important  to be  able  to 
form  the  matrix-vector  products  on  the  coarser  levels  efficiently.  With  regard  to 
this,  it  is  interesting  and  encouraging  that  with M = 7, linear  interpolation  given 
by (26) , and  c(x) = 1 , the  matrix A' turns  out to be 
1 1 1  
which  becomes , if  it is  "unreflected"  and  "unpermuted," 
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which is (up t o  a sca l ing  f ac to r )  t he  ma t r ix  one  would ge t  by  wr i t i ng  a d i f f e r e n c e  
scheme f o r  t h e  same d i f f e r e n t i a l  e q u a t i o n  on a three-point  mesh.  The same holds  f o r  
l a r g e r   v a l u e s  of M. Thus the computations  with A2 could be performed as i f  one 
were working  on a mesh w i t h  (M - 1) /2  po in t s .  Even i n  t h e  v a r i a b l e  c o e f f i c i e n t  case 
i t  may t u r n  o u t  t h a t  t h e  m a t r i x  RlAlIl c a n  b e  s u f f i c i e n t l y  w e l l  approximated  by a 
matrix t h a t  comes from a d i f f e r e n c e  scheme on the  coa r se  mesh t h a t  t h e  o v e r a l l  pro- 
cess w i l l  s t i l l  converge.  This  problem has not  yet  been invest igated.  
I n  any event ,  the process  was programmed f o r  some test problems; i t  worked q u i t e  
w e l l ,  w i th  an  ave rage  e r ro r  r educ t ion  in  the  L2-norm of about 0.5 t o  0.6 p e r  s t e p  
( s e e  t a b l e  3 f o r  d e t a i l s ) .  
To conc lude  th i s  s ec t ion ,  le t  us  descr ibe  how the whole procedure could be 
a p p l i e d  t o  a nonl inear  system of t h e  form 
I n  b r i e f ,  t h e  i d e a  i s  t o  a p p l y  Newton's method, so lv ing  the  l i nea r  sys t ems  a t  each 
s t a g e  of Newton's method wi th  a mul t i l eve l  t echn ique  ( th i s  has  been  ca l l ed  the  Newton- 
mult igr id   technique) .   Suppose  the  system is  d i sc re t i zed  us ing  cen te red  d i f f e rences ;  
a nonl inear  system of equations of the form 
m u )  = 0 , y = 
%l u l
arises. Newton's  method is  then 
where D s  i s  the   Jacobian   mat r ix  of s. I n  t h i s  case, the   Jacobian   mat r ix  w i l l  have 
the form 
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TABLE 3.- RESULTS FOR [c(x)u], = f ( x ) ,  0 < X < 1, ~ ( 0 )  = go  
c ( x )  = 1, f ( x )  = 0 ,  go = 0 
1. Two levels,  7 g r i d  p o i n t s  on f i n e  l e v e l ,  1 Richardson  sweep  on  fine 
level; average convergence rate 0.499. 
2 .  Three levels, 15 g r i d   p o i n t s  on f i n e  l e v e l ,  1 Richardson  sweep on 
f i n e  l e v e l .  
No. of  Richardson  sweeps on l e v e l  2 Average  convergence rate 
1 0.591 
2 .566 
3  .557 
5  .551 
10 * 549 
20 .549 
3.  S i x  l e v e l s ,  63 po in t s  on f i n e  l e v e l ,  number of Richardson sweeps:  
1,3,3,3,3 on l e v e l s  l(=fine),2,3,4,5 respect ively,  average convergence 
rate 0.557. 
4. Four levels, 31 g r i d  p o i n t s  on f i n e  l e v e l ,  1 Richardson  sweep on 
f i n e  l e v e l .  
No. of sweeps on l e v e l  2 No. of  sweeps  on l e v e l  3 
1 1 
1 2 
1 3 
2 1 
2 2 
2 3 
3 1 
3  2 
3 3 
Average convergence ra te  
0.603 
.604 
.599 
.574 
.568 
.566 
.561 
.558 
.557 
c ( x )  = 1 + x ,  f ( x )  = 1, go  = 1 
Two l e v e l s ,  7 g r id  po in t s  on f i n e  l e v e l ,  1 Richardson sweep on f i n e  
level;  average convergence ra te  0.519. 
c (x )  = 1 + x ,  f ( x )  = 2 + 2x,  go = 1 
Two l e v e l s ,  7 g r id  po in t s  on f i n e  l e v e l ,  1 Richardson sweep on f i n e  
level;  average convergence ra te  0.452. 
All average convergence rates measured as ( 11 e2 [ I  / ( 1  el ( 1  ) where  norms are 
R, norms  and el , are t h e   r r o r   v e c t o r s  a t  s t e p s  1 and 20,  r e spec t ive ly .  
The parameters f o r  t h e  i m p l i c i t  complex  Richardson  sweeps on l e v e l  k were 
Re(h) = -0.05.2k-1, ( h I 2  = 0.25.hk-l ( l e v e l  1 = f i n e s t  l e v e l ) .  
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D =  
-2Axf: J2 
-J 1 -2Axf; J, 
-JM-2  -2Axf;- JM 
-JM- 1   AX^; + Jp 
where Ji is  the  Jacobian  matrix  of A(ui)ui and f '  is the  Jacobian  matrix of f .  
To solve  the  linear  system  given  above  by  multilevel  techniques o e would,  following 
along  the  lines of the  previous  sections,  premultiply  the  system  by 
C := Diag(J,l,J,l, . . .,JM-l, -l J-9 
and  then  use  the  previous  ideas  in  their  extensions  from  scalar  to  "block" form; that 
is,  all  permutations  would  be  done  blockwise,  etc.  The  whole  process  was  programmed 
and  applied  to  a  test  problem  of  smooth  supersonic  expansion  around  a  corner  (the 
Prandtl-Meyer  problem). The method  worked;  Newton's  method  converged  nicely  (the 
analytical  solution  of  the  problem  is known, so the  initial  guess  could  be  chosen 
fairly  close to the  exact  solution  of  the  continuous  problem),  and  the  multilevel 
procedure  at  each  stage  of  Newton's  m.ethod  also  converged  adequately.  The  next  prob- 
lem  to  investigate is one of  subsonic  flow. 
In  conclusion, an attempt  has  been  made  to  give  a  framework  for  the  analysis  of 
multilevel  methods  that  is  sufficiently  general  to  embrace  both  elliptic  and  non- 
elliptic  problems. The  key  ingredients  are  the  relaxation  process,  the  interpolation 
and  restriction  processes,  and  their  relation  to  eigenvectors  of  the  matrix  of  the 
linear  system.  Emphasis  has  been  on  the  smoothness  of  the  eigenvectors  associated 
with  small  eigenvalues.  What  would  be  desirable  would  be  a  way  to  precondition  the 
linear  system so that  the  small  eigenvectors  are  smooth n the  given  grid.  Then 
natural  restriction  and  interpolation  processes  should  work  well.  For  some  one- 
dimensional  problems,  such  a  preconditioning  has  been  given. A basic  problem  is  to 
find  such  a  preconditioning  for  problems  in  more  than  one  space  dimension,  for it is
only in higher  dimensions  that  the  full  power  of  multilevel  techniques  can  make  itself 
felt . 
2 1  
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ADVANTAGES  OF MULTI-GRID METHODS FOR  CERTIFYING 
THE ACCURACY OF PDE MODELING* 
C. K. F o r e s t e r  
b e i n g   M i l i t a r y   A i r p l a n e  Company 
SUMMARY 
Applicat ion  of   computer-aided  analysis   techniques  for   model l ing  par-  
t i a l  d i f f e r e n t i a l   e q u a t i o n s  (PDE) requi res   spec i f ica t ion   of   the   boundary  
c o n d i t i o n s ,  i n i t i a l  c o n d i t i o n s ,  m o d e l l i n g  e r r o r  cr i ter ia  and e r r o r  t o l e r -  
ances  t h a t  re la te  r e a l i s t i c a l l y  t o  t h e  p h y s i c a l  p roblem of  in te res t .  To be 
v a l i d ,   t h e   a n a l y s i s  must fea ture   numer ica l   t echniques   for   assess ing   and  
ce r t i fy ing  the  accu racy  o f  t he  mode l ing  o f  t he  PDE t o   t h e   u s e r ' s  specifica- 
t i o n s .  Examples o f  t h e  c e r t i f i c a t i o n  p r o c e s s  w i t h  convent iona l  techniques  
( r e f e r e n c e  1-15) are summarized f o r  t h e  3-D s t eady  fu l l -po ten t i a l  and  the  
2-D steady  Navier-Stokes  ,equat ions  using  f ixed gr id  methods (FG).  The 
advantages of the  Ful l  Approximation Storage (FAS) scheme of the  mul t i -gr id  
(MG) t echnique   of  A. Brandt   ( reference 16-19) compared with t h e  conven- 
t i ona l   ce r t i f i ca t ion   p rocess   o f   mode l ing  PDE are i l l u s t r a t e d   i n  1-D wi th  t h e  
t ransformed  potent ia l   equat ion.   Inferences are drawn f o r  how MG w i l l  
improve the cer t i f icat ion process  of  the numerical  model ing of  2-D and 3-D 
PDE systems.  Elements  of  the error  assessment  process  that  are common t o  FG 
and MG inc lude  
1. gene ra t ing   phys i ca l  domain t r i a l  arids t h a t  are u s e f u l   f o r  esti- 
mating the contamination  f t h e  r e s u l t s  by r e s i d u a l  and 
t r u n c a t i o n  e r r o r s ,  
2. a s ses s ing   t he   con tamina t ion   o f  selected t r i a l  gr id  s o l u t i o n s  by 
the  na tu re  o f  t he  so lu t ion  p rocess  ( r e s idua l  e r ro r  effects) ,  
3. assess ing   the   contaminat ion   of  selected t r i a l  g r i d  s o l u t i o n s  by 
t h e  n a t u r e  of t h e  c h o i c e  of t h e  grid ( t r u n c a t i o n  e r r o r  e f f e c t s ) ,  
4 .  a d j u s t  t h e  g r i d  un t i l   t he   a l lowab le   e r ro r   bounds  are s a t i s f i e d .  
E r ro r  norms s u i t a b l e   t o the  a p p l i c a t i o n  are an  implied 
requirement. 
* This  work is performed under NASA Langley Research Center Contract NAS1- 
16408. The cont rac t   moni tor  i s  P h i l  Drummond  who is 
Hypersonic Engine and Computational Methods Branches. 
a s s o c i a t e d  wi th  t h e  
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CONVENTIONAL CERTIFICATION  PROCESS 
Numerical e r ro r  a s ses smen t  with convent iona l  PDE model l ing  techniques  
( r e f e r e n c e s  1-14) inc ludes  t h e  fo l lowing  ing red ien t s .  A s o l u t i o n  of f i n i t e  
d i f f e rence   qua t ions   ( s imul t aneous  system of  algebraic e q u a t i o n s )   f o r  a 
specific d i s c r e t i z a t i o n  o f  t he  a n a l y s i s  domain is g e n e r a t e d  f o r  d i f f e r e n t  
choices  of  gr id  dens i ty  and  grid d i s t r i b u t i o n   i n  t h e  a n a l y s i s  domain. It is 
common t o  u s e  a sequence of  grids of the  same grid d i s t r i b u t i o n  t h a t  d i f fer  
i n  grid c o u n t   i n  each independen t  va r i ab le  d i r ec t ion  by f a c t o r s   o f  two - 2, 
4 ,  8, 16, 32, etc. The c o a r s e r  g r i d s  can be genera ted  by d e l e t i n g   e v e r y  
o ther  po in t  of  t h e  f i n e r  grids. The effects of  t he  choice  of  g r i d  d i s t r i b u -  
t i o n  are examined by choosing sequences of g r ids  which h a v e  d i f f e r e n t  mesh 
d i s t r i b u t i o n .  The data from a l l  o f  these s o l u t i o n s  of t he  grid-related 
equat ions  is organized by c o n s t r u c t i n g  a n  e r r o r  d i f f e r e n c e  table. So lu t ion  
d i f f e r e n c e s  are p o s t e d  i n  o r d e r  o f  the coarse- to- f ine  grids f o r  each gr id  
sequence. The s o l u t i o n  d i f f e r e n c e s  are genera ted  by s u b t r a c t i n g  t h e  va lues  
o f   ad jo in ing  pairs o f  grid s o l u t i o n s   o f  t h e  dependent   var iab les  a t  a l l  
p h y s i c a l  l o c a t i o n s  i n  t he  a n a l y s i s  domain t h a t  c o r r e s p o n d  t o  t h e  g r i d  coor- 
d ina t e s  o f  a gr id  of a selected i n t e r m e d i a t e  d e n s i t y .  I n t e r p o l a t i o n  is used 
t o  re la te  o t h e r  gr id  s o l u t i o n s  t o  these selected gr id  coord ina te s .  As t he  
gr id  d e n s i t y  i n c r e a s e s  t h e  d i f f e rences  shou ld  decay approximately according 
t o  t h e  formal   o rder   o f   accuracy   for  some selected mesh d i s t r i b u t i o n .  If 
t h i s  o c c u r s ,   e x t r a p o l a t i o n   t o   s o l u t i o n s   t o   i n f i n i t e  g r i d  d e n s i t y  may be 
well-behaved  and reliable estimates o f  t he  maximum global e r r o r  on the  
f i n e s t  gr id  may r e s u l t .  The preceding process  appears t o  work best on t h e  
modelling of parabolic and e l l i p t i c  e q u a t i o n s  i n  smooth domains w i t h  smooth 
boundary condi t ions.  For  mixed e l l i p t i c / h y p e r b o l i c  s y s t e m s  erratic r e s u l t s  
may occur  due  to  un reso lved  s ingu la r i ty  r eg ions  and /o r  poor  r e s idua l  e r ro r  
con t ro l .  
A key a s p e c t  o f  the p rev ious  desc r ip t ion  is that  g r i d  ad jus tments  are 
made i n  some p a t t e r n  that  tends toward a l i m i t i n g  gr id  conf igu ra t ion .  A way 
t o   t h i n k   a b o u t  t h i s  is t o   d e f i n e  a goa l -o r i en ted   r e fe rence  g r i d  ( ' g o a l  
g r i d ' )  t o  which the  i n i t i a l l y  selected g r id  sequences  must  evolve. The 
'goal  g r i d '  s e r v e s  as the  h o s t  upon which t h e  s o l u t i o n  w i l l  be known t o  some 
r e s u l t i n g  e r r o r  bound. The goa l  i s  t h a t  t h i s  e r r o r  bound will be wi th in  t h e  
accuracy d e s i r e d  by t h e  ana lys i s  p rocess .  It should be understood t h a t  t h e  
'goal  g r i d '  may n o t  be exactly un ique   i n   pa t t e rn   because   o f  g r id  i n i t i a l i z a -  
t i o n ,  g r id  genera tor ,   and   gr id-equat ion   so lver   p roper t ies .  It is assumed 
that adequate  cont ro l  of  t h e  r e s i d u a l   e r r o r  effect  have been observed in  the  
Process  of a s s e s s i n g  the  t r u n c a t i o n  e r r o r  effect .  This  is done by develop- 
ing  a sequence of s e v e r a l   s o l u t i o n s  on each g r id  cho ice  wi th  v a r i o u s   c h o i c e s  
o f   c o n s t r a i n t s  on t h e  r e s i d u a l   t o l e r a c e s  t h a t  are used t o   t e r m i n a t e  t h e  
computat ions for  each s o l u t i o n  on tha t  g r id .  
Convent ional   techniques  for   developing the data that is n e c e s s a r y  t o  
certify t h e  accuracy of numerical  modeling procedures are limited by f i v e  
f ac to r s .  
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1. Adequate  cont ro l  of  res idua l -e r ror  effects are c o s t l y  i n  computer 
time (computer  resource intensive) .  
2. Because  of (1) above,  very l imited numbers o f   s o l u t i o n s  are 
ava i l ab le  wh ich  makes f o r   v e r y   s p a r e   i n f o r m a t i o n  from which e r r o r  
estimates can  be  cons t ruc ted .  
3.  Because   su i t ab le  gr id  a d j u s t m e n t   t o  c o n t r o l  t h e  e r r o r   w i t h i n '  
desired bounds is cumbersome o r  i m p r a c t i c a l ,  a r r i v i n g  a t  proper  
g r i d   c o n f i g u r a t i o n s   i n  mesh d e n s i t y   a n d   d i s t r i b u t i o n  is o f t e n  
v e r y  d i f f i c u l t  o r  i m p r a c t i c a l .  
4. Numerical e r r o r   d u r i n g  g r i d  ref inement  may be errat ic ,  n o t  
monotonic. Confusion as t o  the  gr id  ad jus tmen t  needs  can  r e su l t .  
5. The computer  program  machinery is u s u a l l y   n o t   a v a i l a b l e   f o r  con- 
v e n i e n t l y   c o n s t r u c t i n g  t h e  e r r o r  table. T h i s  means t h a t  t h e  
e r ro r   a s ses smen t   p rocess  is manpower i n t e n s i v e .  These f a c t o r s  
discourage  careful ,   complete   development   of  t h e  'goa l  g r i d '  
so lu t ion .   Wi thout  t h i s ,  t h e  accuracy  of t he  r e s u l t  is unknown; 
t h e  meaning of t h e  r e s u l t  i s  undefined and useless.  
MATHEMATICAL DESCRIPTION 
Let LU = 0 
r ep resen t  t h e  PDE s y s t e m  o f  i n t e r e s t .  
In d i s c r e t i z e d  o p e r a t o r  n o t a t i o n  e q u a t i o n  (1)  is 
where $ is t h e  l o c a l  t r u n c a t i o n  e r r o r  a n d  R i s  t h e  l o c a l  r e s i d u a l  e r r o r  
f o r  each c e l l  o f  t h e  a n a l y s i s  domain. The g r i d   s t r u c t u r e   i n d e x ,  I, is 
related t o  c h o i c e s  o f  maximum ind ic i e s  o f  i ndependen t  va r i ab le s  ( K , L , M )  and 
g r i d  d e n s i t y  d i s t r i b u t i o n s  f o r  each selected t r ia l  g r i d .  I is def ined  as 
t h e  'goa l  g r i d '  index. g 
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An ideal  o r   p e r f e c t   d i f f e r e n c e  scheme f o r  ( 2 )  is one i n  which t h e  l o c a l  
t runca t ion   e r ro r   does   no t   con tamina te  t he  decoded   va r i ab le s   o f   i n t e re s t  
such as  v e l o c i t y ,   d e n s i t y ,   p r e s s u r e ,   e t c .  Only the  r e s i d u a l  e r r o r s  i m p a c t  
these var iab les .   Thus ,  t h e  u s e r   s p e c i f i e s   e x a c t l y  t h e  l o c a t i o n s   i n  the 
geometry a t  which va lues   o f  these v a r i a b l e s  are des i r ed .  With r e s i d u a l  
e r ror  cont ro l  wi th in  adequate  bounds ,  the accuracy of the r e s u l t  is insured  
w i t h i n  selected limits. 
Nonidea l   d i f fe rence  schemes are def ined as t h o s e  i n  which the l o c a l  
t r u n c a t i o n  e r r o r  a n d  r e s i d u a l  e r r o r s  s i m u l t a n e o u s l y  i n f l u e n c e  t h e  value of  
t he  decoded  va r i ab le s .  Excep t  fo r  spec ia l i zed  d i f f e rence  schemes f o r  model 
problems,   d i f fe rence  schemes f o r   c o n v e n t i o n a l   a p p l i e d   a n a l y s i s  are noni- 
dea l .   Convent iona l   s teady  s t a t e  numerical   modeling  of t h e  f u l l - p o t e n t i a l  
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equat ion ,  t he  Euler   equa t ions ,   and   Navier -S tokes   equat ions   in  two-and 
three-space dimensions are s u b j e c t   t o   b o t h   o f  these problems with the excep- 
t i o n  o f  academic cases. Convent iona l  techniques  ( re ferences  11-14]  primar- 
i l y   a d d r e s s  the means o f   e f f i c i e n t l y   c o n t r o l l i n g  t h e  r e s i d u a l  errors rather 
than  the t r u n c a t i o n  e r r o r s .  I n  t he  present  account  concern  for  t h e  c o n t r o l  
o f  bo th  e r ro r  sou rces  is p resen t ,  bu t  t h e  emphasis is upon t h e  approach  for  
c o n t r o l l i n g  the  t r u n c a t i o n   e r r o r .  Th i s  s u b j e c t  is c l o s e l y  related t o  t h e  
problem of proper gr id  a d j u s t m e n t  f r o m  a n  i n i t i a l  s ta te  t o  t h e  ' goa l  gr id '  
s ta te  wi th  p r o p e r  r e s i d u a l  c o n t r o l  d u r i n g  the  gr id-adjustment  process .  
TRUNCATION ( G R I D  RELATED) ERRORS 
The l o c a l  t r u n c a t i o n  e r r o r  is formal ly  def ined  as t h e  magnitude t h a t  
t h e  lef t -hand side of  (2) y i e l d s  f o r  each ce l l  when t h e  'goa l  g r id '  s o l u t i o n  
i s  i n t e r p o l a t e d  (restricted) t o  any   o ther   o f  t he  t r ia l  gr ids .  It is 
targeted a t  z e r o  i n  c o n v e n t i o n a l  r e p r e s e n t a t i o n s  o f  ( 2 )  f o r  a l l  v a l u e s  o f  I. 
The form o f  MG of  concern  in  t h e  present  account  has  t h e  l o c a l  t r u n c a t i o n  
e r r o r  targeted a t  zero  only f o r  t h e  Ig gr id .  The l o c a l  r e s i d u a l  is computed 
by r ea r r ang ing  (2)  and  so lv ing  fo r  RI. A perfec t  computer  so lu t ion  of  (2)  
r ende r s  RI e q u a l  t o  z e r o  t o  w i t h i n  r o u n d - o f f  e r r o r s  for a l l  va lues  o f  I f o r  
FG and MG approaches.  RI is targeted a t  ze ro  for a l l  va lues  of I i n  FG and 
MG approaches.   Fortunately t h e  MG so lu t ion   p rocess   does   no t   r equ i r e   any  
knowledge of t he  'goa l  g r id '  s o l u t i o n  i n  o r d e r  t o  g e n e r a t e  u s e f u l  estimates 
of t he  l o c a l  t r u n c a t i o n  e r r o r .  It is a deferred c o r r e c t i o n  p r o c e s s  i n  which 
the  r e l a t i v e  l o c a l  t r u n c a t i o n  e r r o r  estimates between gr id  pairs are cor- 
rected as s o l u t i o n s  on t h e  f i n e r  g r id  l e v e l s  become a v a i l a b l e .  These 
c o r r e c t i o n s  are not major a t  t he  c o a r s e r  l e v e l s  as t h e  f i n e r  and f i n e r  g r i d  
l e v e l s  e v o l v e .  T h i s  is one  of t h e  powerful aspects of MG. 
To c l a r i f y  t h e  na tu re  of t h e  g r i d  s t r u c t u r e   i n d e x   f o r   c o n v e n t i o n a l  
conformal   ana lys i s ,  t h e  nomenclature I equa l s  I G J G  i s  introduced where I G  
refers t o  t h e  gr id  densi ty   and JG refers t o  t h e  gr id  conf igura t ion .   For  
example,  nonorthogonal conformal-grid analysis methods require t h e  u s e r  t o  
'choose the stretch f a c t o r  related parameters tha t  c o n t r o l  t h e  phys ica l  
domain mesh i n t e r v a l  ra te  changes   in   l ength   and  twist f o r  t h e  var ious  
independen t   va r i ab le   d i r ec t ions  le, H, c. One choice  of  these parameters  
co inc ides  w i t h  a va lue  of  J G .  The s e l e c t i o n  o f  t h e  number of  g r i d  ce l l s  i n  
t he  e, )? ,d d i r e c t i o n s  relates t o  t h e  selected va lue  o f  I G  f o r  a selected 
va lue   o f  J G .  The maximum values   o f  K,L,M are the re fo re  de f ined  by I G  f o r  
conventional  computer  program  index  controls on t h e  problem size. 
Symbol ica l ly  these  not ions  can  be expressed as 
I IGJG* 
IG = IG (n , tS ,  n2S)1, n3Sm 
* T h i s  d e f i n i t i o n  is incomplete   for   composi te  g r i d s  which f e a t u r e  g r i d  
nes t ing ,  grid over lays   o r   coupled   conformal   reg ions  w i t h  d i scont inuous  
i n t e r f a c e s  i n  t he  l o g i c  or transformed space. 
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(n ,  , n2,  n3) = no. o f  grid i n t e r v a l s  i n  c, n, d i r e c t i o n s  
Kmax = "1 , Lmax = "2 9 Mmax = n3 
J G  = J G  ( O , P , Q )  
0, P,Q = phys ica l   space  gr id  compression  funct ions  a long G , V ,  6 
d i r e c t i o n s  
F igure  1 shows a typ ica l   d i s to r t ed   hexahedra l   t ype   o f   computa t iona l  
cell .  Hybred f i n i t e   d i f f e r e n c e / f i n i t e   e l e m e n t   a n a l y s i s   t e c h n i q u e s  employ 
ordered   a r rays   o f   these  cel ls .  The r e s u l t i n g  aggregate o f  cel ls  can be 
viewed as nonothogonal   conformal- type  analysis   gr ids .  A research V/STOL 
in le t   photograph  is shown i n  f i g u r e  2. Front  and  elevation  views  sketches 
of t h i s  i n l e t  are shown i n   f i g u r e  3. A 3-D grid of t h i s  i n l e t   h a s  been 
gene ra t ed  fo r  fu l l -po ten t i a l  f l ow ana lys i s  ( r e fe rence  10 ) .  F igu re  4a shows 
a l o n g i t u d i n a l  s l ice  of t h i s  g r id  through the crown  and keel l i n e s  o f  t h e  
i n l e t .  F i g u r e  4b shows t y p i c a l  g r id  de ta i l  near  t h e  h i l i t e  o f  t h e  i n l e t .  
Conven t iona l   ce r t i f i ca t ion   o f   t he   accu racy   o f   fu l l -po ten t i a l   f l ow 
ana lys i s  w i th  these type  o f  g r ids  h a s  been performed (references 7, 10) i n  
which v a r i a t i o n s  i n  I G  and J G  were made t o  d e v e l o p  t h e  ' g o a l  gr id '  shape. 
Add i t iona l ly  direct  experience with the c o n v e n t i o n a l  c e r t i f i c a t i o n  p r o c e s s  
of t h e  accuracy  of  Navier-Stokes  analysis  with  conformal gr id  techniques  
( r e f e r e n c e s  2-4, 6 ,  9)  and  with  composite  conformal  grid  techniques 
( r e fe rence  4 )  has been  accumulated. T h i s  experience has lead to  an  under -  
s tanding of  pract ical  problems of  def ining where g r i d  adjustment is needed 
and how t o  make the  p rope r  g r id  ad jus tmen t s  w i t h  conven t iona l  t echn iques  in  
o r d e r  t o  o b t a i n  t h e  r equ i r ed  ' goa l  g r id '  s o l u t i o n s .  The conclusion i s  t h a t  
vast  improvements  on the convent iona l  techniques  are needed. The c r i t i c a l  
areas t h a t  requi re  improvements  for  e f f ic ien t  appl ica t ion  of  sur face  gr id  
(panel methods) and f i e l d  gr id  methods include developing 
1. p rac t i ca l   e r ro r   mon i to r s   and   p rac t i ca l   e r ro r   bounds   t ha t  assist 
t h e  gr id  ad jus tmen t  p rocesses  e f f i c i en t ly ,  
2. d i s c r e t i z e d   a n a l y s i s   f o r m u l a t i o n s  t h a t  permit more g r i d  
f l e x i b i l i t y  a t t e n d e n t  with reduced grid-adjustment complexity, 
3. more e f f i c i e n t  and f l ex ib l e   app roaches   t oreduc ing   r e s idua l  
e r r o r s ,  
4. p rocesses   fo r   coup l ing   t he  gr id  adjustment  and  error  monitor 
t o g e t h e r  s o  t h a t  t he  bu lk  of t he  computa t iona l  e f fo r t  is  directed 
t o  t he  'goa l  g r i d '  conf igura t ion .   Ino ther   words ,   deve lop  
schemes tha t  min imize  the  e f fo r t  expended on t r i a l  g r i d s  i n  which 
t h e  t r u n c a t i o n  e r r o r s  are ou t  o f  bounds. This  is t h e  g o a l  f o r  t h e  
most cos t  e f f ec t ive  app l i ed  ana lys i s  me thods .  Many in t e rmed ia t e  
s teps  toward t h i s  goa l  are requi red .  
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I n  o r d e r  t o  b e g i n  t h e  development of MG e r ror  assessment  technology,  
model problems with exact s o l u t i o n s  are be ing  s tudied .  The r e s u l t s  o f  some 
o f  t h i s  work are d i s c u s s e d  i n  the n e x t  s e c t i o n  f o r  t h e  mass conserva t ive  
t ransformed  po ten t ia l   equa t ion .  Boundary cond i t ions   o f  the exact v e l o c i t y  
are u s e d  t o  set t h e  g r a d i e n t  o f  the v e l o c i t y  p o t e n t i a l  a t  the gr id  en t r ance  
and e x i t  c e l l  faces. I t e r a t i v e  a d j u s t m e n t  o f  b o u n d a r y  v e l o c i t y  p o t e n t i a l  i s  
used a t  e v e r y   r e l a x a t i o n  sweep. The a n a l y t i c a l   v e l o c i t y   s o l u t i o n  is a 
func t ion  of  the r a t i o  o f  c h a n n e l  e n t r a n c e  area t o  t he  c h a n n e l  c r o s s  s e c t i o n  
a t  a n y  o t h e r  s t a t i o n  o f  i n t e r e s t .  The channel area v a r i a t i o n  wi th  s t a t i o n  
p o s i t i o n  is def ined  by cubic  func t ions .  
RESULTS OF I-D  ERROR ASSESSMENT STUDY 
FOR 
STEADY INCOMPRESSIBLE FLOW 
The d i s c r e t i z e d  3-D f u l l - p o t e n t i a l   e q u a t i o n  is restr ic ted t o  a I-D 
a n a l y s i s  t o o l  ( b y  d e l e t i n g  the  L and M i n d i c i e s ) .  The t o t a l  v e l o c i t y  c a n  be 
computed i n  many ways. One formula t ion   ( re ference  7) y i e l d s  v a l u e s  o f  the 
t o t a l  v e l o c i t y  i n  which t h e  t r u n c a t i o n  e r r o r s  i n  t h e  v e l o c i t y  p o t e n t i a l  do 
not  contaminate  t h e  computation of t h e  t o t a l  v e l o c i t y .  T h i s  formula t ion  is 
used t o  i l l u s t r a t e  u s e s  f o r  t h e  l o c a l  t r u n c a t i o n  e r r o r  estimates. Various 
p r o p e r t i e s   o f  MG process  are i l l u s t r a t e d   a l s o .  A 1-D incompressible   f low 
problem  for which a n a l y t i c a l   s o l u t i o n s  are r e a d i l y  a v a i l a b l e  is employed 
f o r  e r r o r  a s s e s s m e n t .  An a d a p t i v e l y  gr idded t e s t  case is presented and i ts  
impl i ca t ions  are discussed. 
The I-D test  problem  involves   an  analyt ical   geometry  of  a s t ra ight  
channel w i t h  a c u b i c   f u n c t i o n   f o r  a c o n s t r i c t i o n  t h a t  r e v e r t s  ei ther 
a b r u p t l y  step-wise or smooth ly   to  a s t ra ight  channel .   Figure 5 shows t h e  
channe l   s ec t ion  shape d i s t r i b u t i o n  w i t h  respect t o  t h e  f low  d i r ec t ion .  
F igure  6 shows t h e  a n a l y t i c a l   s o l u t i o n  res t r ic ted t o  65 g r id  coord ina te s  (64 
ce l l s )  w i t h  t h e  g r i d  in t e rva l s  cons t an t .  E leven  t r ia l  f ine -g r id  sets ( Jhax  
= 11)  were used t o  examine t h e  1-D p o t e n t i a l   s o l u t i o n   p r o p e r t i e s   f o r  a >  
g r i d  w i t h  uniform mesh i n t e r v a l s ,  b )  g r i d  w i t h  uniform mesh i n t e r v a l s   i n  t h e  
r eg ion  o f  c ros s  sec t iona l  area v a r i a t i o n  b u t  with a s t re tch f a c t o r   o f  two i n  
t he  s t ra ight  sec t ions ,   and  c )  gr ids  w i t h  uniform mesh i n t e r v a l s   i n  t h e  
s t ra ight  s e c t i o n s   b u t  wi th  a s t re tch f a c t o r   o f  .80, .85, .go, .95, 1.0, 
1.05, 1.1, 1.15, and 1.2 i n  t h e  c o n s t r i c t e d  r e g i o n  where t h e  f i n e s t  g r i d  i s  
nea r  t he  abrupt  enlargement  of  t h e  c h a n n e l  c r o s s  s e c t i o n a l  area f o r  stretch 
f a c t o r s  less than  un i ty .  The t o t a l  number o f  g r i d  i n t e r v a l s  f o r  e a c h  set of 
t r i a l  gr ids  are 4,  8, 16,  32, and 64 (IGmax = 51, where t h e  number of  g r id  
i n t e r v a l s  i n  t h e  c o n s t r i c t i o n  r e g i o n  are r e s p e c t i v e l y  2, 4 ,  8, 16,  and 32. 
FG and MG methods  have  been  appl ied  to  genera te  so lu t ions  for  these sets of  
t r i a l  grids.  The g e n e r a l  character of these s o l u t i o n s  is shown i n  F i g u r e  6 
by the  s o l i d  l i n e  f o r  the f i n e s t  grid.  Also shown i n  F i g u r e  6 i s  the  FG and 
MG s o l u t i o n s  with ve ry  nons t r ingen t  r e s idua l  e r ro r  t o l e rances .  Us ing  po in t  
re laxat ion and sweeping t h e   g r i d  i n  t he  f l o w  d i r e c t i o n ,  MG y i e l d s  a maximum 
g l o b a l  e r r o r  o f  less than 4% i n  the equiva len t  of  twenty- f ive  sweeps of t h e  
64 node g r i d  whereas FG requires   over   one  thousand sweeps of  t h e  64 node 
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g r i d   t o   a c h i e v e  t h e  same accuracy. The maximum e r r o r   o c c u r s  a t  the  geo- 
metric d i s c o n t i n u i t y .   I n c r e a s i n g  t h e  accuracy by an  order  of  magnitude 
r e q u i r e s  less than a f a c t o r   o f   t h r e e   i n c r e a s e   i n  t h e  work f o r  t h e  MG and t h e  
FG. The process  of s o l v i n g  t h e  problem t o  greater accuracy can be continued 
u n t i l  the maximum g l o b a l  e r r o r  satisfies d e s i r e d  c o n s t r a i n t s  up t o  round- 
o f f  e r r o r  effects. The bomdary  condi t ions  are imposed  both  on t h e  FG and 
MG as set mass rates of equal  magnitude a t  t h e  entrance  and ex i t  c r o s s  
s e c t i o n s .  
Control   of  t he  contaminat ion  of  t he  t o t a l   v e l o c i t y   o u t p u t  is cor- 
related w i t h  t he  computer work expended i n  s o l v i n g  t h e  g r id  equa t ions .  The 
data shows t h a t  the r e s i d u a l  error c o n t r o l  e f f i c i e n c y  i n c r e a s i n g l y  f a v o r s  
MG ove r  FG as t h e  number of g r id  p o i n t s  is increased .  This  r e s u l t  is i n  
keeping with Brand t ' s   ( r e fe rences  16-19) r e su l t s .   Fo r  a simple e l l ip t ic  
problem, t h i s  r e s u l t  establishes one  type  advantage  of MG over  FG proce- 
dures:  MG is asymoto t i ca l ly  more e f f i c i e n t   t h a n  t h e  FG s t r a t e g y   i n  con- 
t r o l l i n g   r e s i d u a l   e r r o r .  Hence the number of grid p o i n t s  t h a t  can be 
cons ide red  in  an  ana lys i s  w i t h  MG is greater than FG f o r  a given  computer 
budget. The in fe rence   o f  t h i s  advantage is summarized as: the p o t e n t i a l  
f o r   c o n t r o l   o f   t r u n c a t i o n   e r r o r  is greater w i t h  MG than FG s t r a t e g y   f o r  
non idea l  d i f f e rence  schemes. 
Res idua l  e r rors  and  maximum g l o b a l  e r r o r s  are observed  to  be d i r e c t l y  
l inked .  T h i s  can be examined by computing the  discrete cont inui ty  ba lance  
( l o c a l  mass balance)  on each ce l l .  By d iv id ing  the l o c a l  mass balance by 
t h e  l o c a l  c h a n n e l  c r o s s  s e c t i o n a l  area, a delta v e l o c i t y  r e s u l t s  which if 
added t o  t h e  l o c a l  v e l o c i t y  is  the  c o r r e c t i o n  n e c e s s a r y  t o  remove the  l o c a l  
r e s i d u a l   e r r o r .  The maximum g l o b a l   e r r o r  is reduced t o  round-off   error  
(be low  ten   to  t h e  minus t e n )  when t h e  r e s i d u a l   v e l o c i t y   c o r r e c t i o n  is 
a p p l i e d  success ive ly  from the entrance  region  point-by-point  hrough t h e  
g r i d   t o  t h e  e x i t   r e g i o n .   A l t e r n a t i v e l y  t h e  maximum global   e r ror   can  be 
computed d i r e c t l y  from the  sum of t h e  residuals of t h e  same sign divided by 
the  channel   c ross   sec t ion  a t  which t h e  s i g n  i n  t h e  residual changes. The 
channel  entrance area has  been set t o  u n i t y .  
The form o f  MG t h a t  is used  for  the computations  involves a nonzero 
r ight-hand  s ide term. With t h i s  formulation the  d i s c r e t i z e d   c o n t i n u i t y  
equat ion  is viewed as having a mass source  r ight-hand s ide  term which is 
cons t ruc t ed  from t h e  estimate of t he  l o c a l   t r u n c a t i o n   e r r o r .   F i n e  gr id  
v e l o c i t y  p o t e n t i a l  data are i n t e r p o l a t e d  (restricted) t o  c o a r s e - g r i d  con- 
t i n u i t y  b a l a n c e s  t o  o b t a i n  estimates of t h e  l o c a l  t r u n c a t i o n  e r r o r  where 
g l o b a l  i n t e g r a l  is z e r o  f o r  mass conse rva t ion .  To ta l  ve loc i ty  ou tpu t  t h a t  
is decoded  from s o l u t i o n s  o f  these coarse-grid  Poisson-type  equations are 
n o t  d i r e c t l y  u s e f u l  (with an academic except ion) .  This  is a key point  about  
MG o u t p u t :   t h e   t o t a l   v e l o c i t y   o u t p u t  on c o a r s e s t  gr ids  are u s e l e s s   i n  
themselves. T h i s  po in t  is i l l u s t r a t e d  i n  F i g u r e  7 f o r  three gr id  l e v e l s .  
Note t h a t  t h e  r e s u l t s  n e a r  t he  geometr ic  d i scont inui ty  are always badly in 
e r r o r .  I n  t h e  c o a r s e s t  g r i d  t h e  l o c a l  t r u n c a t i o n  e r r o r  from t h e  geometric 
d i scont inui ty  contaminates  t h e  t o t a l  v e l o c i t i e s  a t  three c e l l  faces where 
the  s o l u t i o n  is developed. The ex ten t   o f  t h e  contamination is reduced 
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dramat i ca l ly  as the g r i d  is re f ined  bu t  it is only  e l imina ted  on  the f i n e s t  
g r i d   l e v e l  where it  is exac t ly   ze ro  by choice.  Any o t h e r  choice f o r  the 
f i n e s t  g r i d  s o l u t i o n  would gene ra t e   worse   r e su l t s   t han  tha t  shown; the  
maximum g l o b a l  e r r o r  would be larger n e a r  t h e  d i s c o n t i n u i t y  t h a n  o c c u r s  i n  
t h e  present  xample.  Therefore the t r u n c a t i o n   e r r o r   e x t r a p o l a t i o n ,  
c - ex t r apo la t ion ,  (ref. 15) cannot be i n s e r t e d  a t  t h e  f i n e s t  g r i d  l e v e l ,  o n l y  
a t  n e x t  t o  t h e  f i n e s t  g r i d  l e v e l s .  As shown i n  r e f e r e n c e  19, i t  can be used  
as a method fo r  acce le ra t ing  so lu t ion  conve rgence  or f o r  g e n e r a t i n g  still  
f i n e r  g r i d  s o l u t i o n s  ( f i n e r  t h a n  64 c e l l  cases i n  the present  example) a t  
lower   cos t .   A l t e rna t ive ly ,  a f i n e s t  g r id  s e l e c t i o n   o f  32 cel ls  could be 
used w i t h  <-ext rapola t ion  to  get t h e  s o l u t i o n  t h a t  is shown i n  F i g u r e  6. 
F igure  8 shows t h e   t r u n c a t i o n   e r r o r   s p e c t r u m   f o r   t h e  peak v a l u e s   o f  t h e  
l o c a l   t r u n c a t i o n   e r r o r   a s y m p t o t i c a l l y   a p p r o a c h   n e a r l y  t h e  same va lues  
inc luding   f -ex t rapola t ion  on the   nex t - to - the - f ines t   g r id   so lu t ion .  The 
magnitude of these terms are s u b s t a n t i a l   n e a r  t h e  d i scon t inu i ty   and ,  
because they form the r ight-hand s ide of  the cell-wise flux  balance  equa- 
t i o n s ,  i n d u c e  l a r g e  e r r o r s  i n  t h e  t o t a l  v e l o c i t y  p r o f i l e s  t h a t  are shown i n  
F igure  7. The coarse- to- f ine   g r id   cor rec t ion   equat ion   of  Brandt   very  
e f f e c t i v e l y   i n t e r p o l a t e s   t h e   P o i s s o n   t y p e   s o l u t i o n s  on c o a r s e r  g r ids  s o  
tha t  t h e  c o a r s e r  g r id  s o l u t i o n s  mimic t h e  f i n e r  g r id  so lu t ions .   S t anda rd  
i n t e r p o l a t i o n ,  0&QJ = I cannot  account on t h e   n e x t   f i n e r  g r i d ,  I+1, 
f o r  t h e  fact  t h a t  t h e  r ight-hand  s ide term is s i g n i f i c a n t  i n  t h e  c o a r s e r  
gr id  s o l u t i o n s .  For t h i s  r e a s o n   s t a n d a r d   i n t e r p o l a t i o n  is n o t   u s e f u l  and 
must be rep laced  by a more e l a b o r a t e  i n t e r p o l a t i o n .  B r a n d t  recommends 
(anew 
I+ 1 1+1 I I g I + l )  I+ 1 'new = 'I (Onew - 'I+1 o l d  + Oold 
where 1' is t h e  f ine - to -coa r se   g r id   i n t e rpo la t ion   ope ra to r   and  I is t h e  
coarse-$::fine g r i d  i n t e r p o l a t i o n  o p e r a t o r .  Th i s  express ion  funcgions  well 
as i l l u s t r a t e d  i n  F i g u r e  9. L i n e a r  i n t e r  o l a t i o n  is used  for  these opera- 
t o r s  w i t h  weight ings of  1/4 and 314 f o r  1f.l and weightings of 1/2 and 1/2 
f o r  I$+l. No modi f i ca t ion  o f  t hese  weights is used for stretched g r i d  cases 
whose p r i n c i p l e  effect  is t o  retard t h e  convergence rate by up t o   a b o u t  one- 
t h i r d  for cases wi th  s t re tch f a c t o r s  o f  .80 and  1.2. 
I+ 1 
In t h e  fo l lowing  d i scuss ion  uses of t h e  l o c a l  t r u n c a t i o n  e r r o r  esti- 
mates f o r  g r i d  adjustment are d iscussed .  A simple example of semi-adaptive 
g r i d  refinement is shown i n  F i g u r e  10 i n  which g r i d  compression toward the 
r eg ion  o f  high l o c a l  t r u n c a t i o n  e r r o r  i s  used .  I t e r a t ive  g r id  compress ion  
i s  con t inued  un t i l  a condi t ion  of  t h e  maximum norma l i zed  loca l  t runca t ion  
e r r o r  i s  less than .08. Semi-adaptive  grid  compression is implemented i n  
t h e  i n t e r v a l  0 4 z / L  L 1 by i t e r a t ive ly  dec remen t ing  the  gr id  s t re tch f a c t o r  
from  an i n i t i a l  v a l u e  o f  1.2 i n  s t e p s  o f  .05. A s  expec ted  no  sa t i s f ac t ion  
o f  t h e  t o l e r a n c e  on t h e  maximum l o c a l  t r u n c a t i o n  e r r o r  is found as long as 
a n  exac t  s tep-wise  d iscont inui ty  i s  enforced a t  a z/L e q u a l  t o  u n i t y .  With 
a c u b i c  t r a n s i t i o n  f u n c t i o n  i n  t h e  in te rva l  31 /32  4 z/L 5 32/32 which has 
s l o p e   c o n t i n u i t y  w i t h  t h e  remaining  channel   geometry,   local   t runcat ion 
e r r o r  r e d u c t i o n  r e s u l t s  w i t h  gr id  refinement.  Figure 10 shows the  r e s u l t s  
o f  t he  a n a l y t i c a l  s o l u t i o n  and s o l u t i o n  wi th  a g r id  contracted toward z/L 
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e q u a l  t o  u n i t y .  Over an order  of  magni tude reduct ion in  the loca l  t runca -  
t i o n  is readi ly   ach ieved  with a c o n t r a c t i o n   r a t i o   o f  .85. Obviously t h e  
s e l e c t i o n  o f  cmax a t  .08 as the cri teria fo r  s topp ing  the computation is 
a r b i t r a r y .  The lower t h e  magnitude selected f o r  t h e  s topp ing  c r i t e r i a  t h e  
more g r i d  is compressed i n t o  t h e  r e g i o n   o f  t h e  abrupt  geometry  change. 
Even tua l ly   t h i s   app roach   s t a rves  t h e  remaining domain o f  t h e  a n a l y s i s  of 
s u f f i c i e n t  mesh t o   s a t i s f y  the  selected maximum l o c a l   t r u n c a t i o n   e r r o r  
to le rance .  Therefore  a prefer red  s t ra tegy  involves  sub-d iv id ing  the r eg ion  
of small l e n g t h  scale, 31/32 L z/L L 32/32, w i th  a uniform gr id  of  varying 
number of gr id  po in t s .  It is e a s y t o  implement. It is regarded a l s o  as 
semi-adaptive. A ' f u l l y '  a d a p t i v e  s t r a t e g y  r e q u i r e s  l a b e l i n g  each ce l l  of a 
t r i a l  grid w i t h  a s p e c i a l  flag t h a t  d e s i g n a t e s   c e l l s  w i t h  a l o c a l   t r u n c a t i o n  
e r r o r  t h a t  exceeds a selected threshold  va lue .  Cells so flagged may be sub- 
divided by nesting compressed grids o r  by uni form in te rva l  g r i d  embedding. 
' Fu l ly '   adap t ive  MG s t r a t e g y   o n l y   r e q u i r e s  t h a t  i t e r a t i v e  work t o  reduce the  
t r u n c a t i o n  e r r o r  be a p p l i e d  t o  t he  flagged cel ls .  This approach may be more 
e f f i c i e n t ,   ' f u l l y '   a d a p t i v e   a n d  more  computer  programming in t ens ive   t han  
the  semi-adaptive strategies. This  approach appears t o  be p r a c t i c a l   t o  
program for machine computations. 
It is clear i n  t h e  preceding simple problem that t h e  l o c a l  t r u n c a t i o n  
e r r o r  estimates i n d i c a t e  the p rope r  r eg ion  in  which gr id  adjustment (mesh 
d e n s i t y   o r   d i s t r i b u t i o n )   s h o u l d   o c c u r   o r  the p rope r   r eg ion   i n  which t h e  
geometr ic   representat ion  of  the boundary  of the  a n a l y s i s  domain may need 
modi f ica t ions .  It is  expected t h a t  shock wave or   unresolved shear l a y e r  
s i n g u l a r i t i e s  would likewise produce   normal ized   loca l   t runca t ion   e r ror  
estimates of t h e  o r d e r  o f  u n i t y .  A list o f  s i x  causes of large t runca t ion  
e r r o r  i n c l u d e s  
1. mesh d e n s i t y  
2. mesh d i s t r i b u t i o n  
3. shock   s ingu la r i ty  
4. unresolved shear l a y e r   s i n g u l a r i t y  
5. boundary   condi t ion   d i scont inui ty  
6. i m p r o p e r l y   c o n t r o l l e d   r e s i d u a l   e r r o r s  
It is c e r t a i n  tha t  t h e  l o c a l  t r u n c a t i o n  e r r o r  estimates in  themselves  
canno t  d i s t ingu i sh  among these s i x  c a u s e s  o f  large l o c a l  e r r o r  o r  whether 
t he  desired r e s u l t s   o f  t he  a n a l y s i s   o u t p u t  are adve r se ly  affected. 
The re fo re  add i t iona l  i n fo rma t ion  must be a s soc ia t ed  with t h e  loca l  t runca -  
t i o n  e r r o r  estimates t o  make them u s e f u l  i n  c e r t i f y i n g  the  accuracy  of a 
numerical PDE modeling.  For t h i s  purpose ,   e r ror  norms  must be developed 
t h a t  assist i d e n t i f y i n g  t h e  ' goa l  g r id '  solut ion.   Adapt ive gr id  computa- 
t i o n s  are defined as those  tha t  u t i l i z e ,   i n   a n   a u t o m a t e d   f a s h i o n ,  a l i n k  
between t h e  e r r o r  norms and an adjustment of t he  a n a l y s i s  s t r a t e g y .  T h i s  is 
the  essence   o f  MLAT-FAS MG of   re fe rence  1 9 .  It is obvious that  such  an 
approach is designed wi th  t he  problem of c e r t i f y i n g  the accuracy  of t h e  PDE 
modeling i n  mind. FG technology  simply  does  not connect t he  e r r o r  
a s s e s s m e n t  d i f f i c u l t i e s  wi th  t h e  so lu t ion  a lgor i thm des ign .  
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The FAS-MG process  accelerated the  r educ t ion   o f  the r e s i d u a l  
e r r o r s  i n  a manner which i n c r e a s i n g l y  f a v o r s  MG ove r  FG as the  
number o f  gr id  p o i n t s  is increased .  
The FAS-MG process  is straight-forward to  implement  wi th  s tandard  
FG gr id-equat ion  solut ion  processes .   Provided t h e  FG s o l u t i o n  
process  is convergent,  FAS-MG is a lso  convergent .  
Sums o f  t h e  same-sign residual  error  are a n a l y t i c a l l y  related t o  
t h e  maximum g l o b a l   e r r o r  whether or no t  a geomet r i c  d i scon t inu i ty  
e x i s t s .  
Standard  gr id-equat ion  formulat ions are modi f ied   for  FAS-MG by 
the  inc lus ion  o f  an  add i t iona l  r i gh t -hand  s ide term. T h i s  term i s  
related t o  t h e  l o c a l  t r u n c a t i o n  e r r o r .  
So lu t ions  o f  t h e  gr id  equat ions  on a l l  bu t  t h e  f i n e s t  g r i d  cannot 
be u s e d  d i r e c t l y  f o r  e s t i m a t i n g  t h e  PDE s o l u t i o n .  This  is due  t o  
t h e  non-zero  right-hand s i d e  term of t he  c o a r s e  gr id  s o l u t i o n s  
f o r  which proper  account  must be made before  t h e  coa r se  grid 
s o l u t i o n s  are used. 
S t anda rd   i n t e rpo la t ion  fails  t o  be u s e f u l  for prolongat ing  
coa r se r  gr id  MG s o l u t i o n s  t o  f i n e r  grid l e v e l s .  B r a n d t ' s  FAS-MG 
formula is e f f e c t i v e  f o r  t h i s  purpose. 
Estimates of the  l o c a l  t r u n c a t i o n  e r r o r  are a d i rec t  consequence 
of t h e  FAS-MG process.  
The s i g n  o f  t he  l o c a l  t r u n c a t i o n  e r r o r  o s c i l l a t e s  a t  t he  h ighes t  
possible  f requency of  two mesh i n t e r v a l s  f o r  a n  ideal  d i f f e r e n c e  
scheme. T h i s  produces a c a n c e l l a t i o n   o f  the l o c a l   t r u n c a t i o n  
e r r o r   i n  t h e  s o l u t i o n .   C o n t r o l   o f   r e s i d u a l   e r r o r s  are a l l  
i m p o r t a n t   f o r   s a t i s f y i n g  des i r ed  g loba l   e r ro r   bounds ,   l oca l  
t r u n c a t i o n   e r r o r  is of  no  consequence i n   a n  ideal d i f f e r e n c e  
scheme . 
Regions of the t r i a l - g r i d  s o l u t i o n  i n  which the normalized local  
t r u n c a t i o n  e r r o r  is of t h e  o rde r  o f  un i ty  are i n d i c a t i v e  o f  some 
p o t e n t i a l  problem w i t h  t h e  a n a l y s i s .  
It is conjec tured  tha t  n o n i d e a l  d i f f e r e n c e  schemes w i l l  e x h i b i t  
two-mesh-interval sign o s c i l l a t i o n s   i n  t h e  l o c a l  t r u n c a t i o n  e r r o r  
estimates only  a t  s i n g u l a r i t i e s  or  a t  l o c a t i o n s  which have grid- 
related problems. Otherwise t h e  l o c a l  t r u n c a t i o n  e r r o r  estimates 
w i l l  p e r s i s t  a t  longer wavelengths. 
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11. It is c o n j e c t u r e d   t h a t  sums of   t he  same-sign l o c a l   t r u n c a t i o n  
e r r o r s  are s i g n i f i c a n t   t o   e s t i m a t i n g   t h e  maximum g l o b a l   e r r o r   f o r  
nonideal  difference schemes.  Useful  sums may o r  may no t  i nc lude  
t h e   r e g i o n s   o f  large loca l   t runca t ion   e r ro r   depend ing  on t h e  
p u r p o s e  f o r  t h e  e r r o r  norm. 
OBSERVATIONS AND RECOMMENDATIONS 
No simplifying  assumptions  have  been made i n   t h e   u s e   o f   t h e   B r a n d t  
FAS-MG scheme and i t  is e x p e c t e d   t o  be g e n e r a l l y   a p p l i c a b l e   t o   a n d   s t r a i g h t -  
forward t o  a p p l y  t o  e x i s t i n g  2-D and 3-D codes. The fo l lowing  comments are 
suppl ied from that  viewpoint .  
A s  a p rac t i t i one r   o f   conven t iona l   app l i ed   ana lys i s   t echn iques   fo r  
modeling PDE systems, t he  fo l lowing   oa l s   o f   u tu re  work a p p e a r   t o  be 
desirable. 
1. 
2. 
3. 
4. 
Modify  convent ional   appl ied  analysis   codes  with the Brandt FAS 
scheme so t h a t   l o c a l   t r u n c a t i o n   e r r o r  estimates are a r o u t i n e  
output .   This  w i l l  aid i n   q u i c k l y   i d e n t i f y i n g   r e g i o n s  of t h e  
a n a l y s i s  domain where one  o r  more o f  s i x  large t r u n c a t i o n  e r r o r  
problems exis t .  Concern over  ful l  MG o p t i m a l i t y  i s  no t  t h e  i s s u e  
f o r  t h e  s h o r t  term, p r imar i ly  i t  is desirable t o  r e d u c e  t h e  l a b o r  
invo lved   i n   de t e rmin ing   where   i n   an   ana lys i s   s e r ious   po ten t i a l  
numerical  error  problems reside. 
Develop e r r o r  norms t h a t  p rope r ly   exp lo i t  t h e  l o c a l   t r u n c a t i o n  
e r r o r  estimates of MG so  t h a t  conventional,   semi-adaptive  and 
adapt ive composi te  gr id  technology can achieve high eff ic iency in  
t h e  PDE mode l ing  ce r t i f i ca t ion  p rocess .  
To be e f f e c t i v e   t h e  g r i d  generat ion process  and the gr id-equat ion 
s o l u t i o n   p r o c e s s  must be drawn together.  Composite g r id  
technology  in  t h e  contex t   o f  he  PDE mode l ing   ce r t i f i ca t ion  
process  hould be encouraged.  Composite gr ids  refer t o  the  
broades t   def in i t ion   o f   g r id   des ign ,   coupled   conformal  g r ids  i n  
which nested gr ids  o r  grid ove r l ays  are permitted by t h e  a n a l y s i s  
approach. 
It is customary t o  compare   convent iona l   ana lys i s   resu l t s  w i t h  
experimental  data fo r   va l ida t ion .   Th i s   p rac t i ce   shou ld  
e v e n t u a l l y   y i e l d   t o   t h e  more prec ise   requi rement  that  t h e  PDE 
model l ing  error   assessment   and  numerical   accuracy  cer t i f icat ion 
should be an  independent  function  f   high standing. The 
comparison  with  experimental data could  then assume the   p roper  
ro le  of  checking  t h a t  t h e  PDE system is a p p r o p r i a t e  t o  t h e  g o a l s  
o f   t h e   a n a l y s i s   a p p l i c a t i o n .  Such a p r a c t i c e  w i l l  o f f e r   t h e  
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1.  
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
advan tage  tha t  t he  PDE mode l l ing  e r ro r s  w i l l  be d i s t i n c t  from t h e  
PDE fo rmula t ion   e r ro r s .   Th i s  advan tage  is n o t  commonly 
exp lo i t ed .  
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Figure 2. Asymmetric V/STOL Research  Inlet 
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Figure  3. Sketch of Asymmetrical V/STOL Inlet 
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Figure 4b. Hiltte Grid Detail 
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SUMMARY 
Multigrid algorithms based on the weighted mean scheme are developed for  
t h e  s o l u t i o n  of the two-dimensional incompressible Navier-Stokes equations. 
They are a p p l i e d  t o  two typical  problems encountered in  engineer ing appl ica-  
t ions,  namely,  the convect ion-diffusion problem of t h e  Benard convection c e l l ,  
and the   d r iven   cav i ty   p roblem.  An analysis   of   the   smoothing ra tes  and s t a b i -  
l i t y  i s  given. The e f f i c i e n c y  of t h e  m u l t i g r i d  method i s  i n v e s t i g a t e d .  
The Governing Equations and Solution Technique 
The two-dimensional steady-state incompressible Navier-Stokes equations 
are cons ide red  wi th  vo r t i c i ty ,  stream f u n c t i o n  and temperature as the depen- 
den t   va r i ab le s .  They are  wr i t t en   i n   t he   convec t ive   fo rm:  
where   p resents   appropr ia te ly   nondimens iona l ized   vor t ic i ty  5 o r  t e m -  
p e r a t u r e  T ,  and a correspondingly  represents   the  Reynolds  number o r   t h e  
P e c l e t  number; u and v are the  nondimensional   veloci ty   components   in   the 
x- and y- d i r e c t i o n s .  The stream funct ion  9 ,  of c o u r s e ,  s a t i s f i e s  t h e  
Poisson equat ion 
'J q j  = -5. ' 2 
A s  a simple test case, w e  cons ider  the  "Benard cel l"  problem, where w e  s o l v e  
fo r  t he  t empera tu re  T ,  wi th  a g i v e n  v e l o c i t y  f i e l d  
u = -cos(y)s in(x)  , 
v = cos(x)s in(y)  , 0 < x , y  5 IT - - 
Research of LRL and QH w a s  supported by NASA Contract  No.  NAS1-16572; r e s e a r c h  
of MYH w a s  supported by NASA Contract  No. NAS1-16394. 
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and boundary cond i t ions  
T = O o n y = ~ r ,  
T = l o n y = O ,  
T = O o n x = O , ~  
X 
The Numerical Method 
We use the weighted mean scheme fo r  t he  f in i t e -d i f f e rence  approx ima t ion  
to  Equat ion  (1). The concept of the  weighted mean scheme appears  to  be  
o r i g i n a l l y  d u e  t o  A l l e n  and  Southwell (ref. 1) and i t  has been rediscovered 
s e v e r a l  times s ince  then .  
A s  r ecen t ly  po in t ed  ou t  by  Gresho  and Lee ( r e f .  2 )  t h i s  scheme was 
rediscovered by Spa ld ing   ( r e f .  3 )  by a more in tu i t ive   approach .   Rai thby  and 
Torrance found the scheme i n  t h e  two-dimensional problems they considered 
p a r t i c u l a r l y  when t h e  g r i d  l i n e  and v e l o c i t y  d i r e c t i o n  were c lose ly  a l igned .  
Later,  Rai thby  ( re f .  4 )  appears to have improved upon i t  f o r  cases where 
the  f low w a s  no t  a l igned  c lose ly  wi th  one  of t he  coord ina te  l i nes .  F i ade i ro  
and Veronis found the method again, called it the weighted mean scheme,  and 
genera l ized  i t  t o  two- and  three-dimensions. The h i s t o r y  of t h i s  scheme i n  
t h e  f i n i t e  e l e m e n t  l i t e r a t u r e  is b r i e f l y  r e v i e w e d  i n  r e f e r e n c e  2.  All such 
schemes become i d e n t i c a l  i n  t h e  case of the one-dimensional  s teady-state  
advec t ion-d i f fus ion   equat ion   wi th   cons tan t   coef f ic ien ts :   they   tend   to   the  
p u r e  c e n t r a l  d i f f e r e n c e  scheme f o r  small Reynolds number (o r  Peclet number), 
and t o  t h e  p u r e  upwind scheme f o r  l a r g e  Reynolds  number ( o r  Peclet number); 
the  numer ica l  so lu t ion  of t h e  d i s c r e t i z e d  e q u a t i o n  a g r e e s  i d e n t i c a l l y  a t  t h e  
nodes  wi th  the  exac t  so lu t ion ,  and thus  reso lves  boundary  layers .  
Fol lowing Fiadeiro and Veronis  ( ref .  5 ), w e  d i sc re t i ze  Equa t ion  (1) as 
fol lows : 
For  uni form gr id ,  the  coef f ic ien ts  
of t h e  l o c a l  v e l o c i t y  components: 
U aAx u i34)  
2 
C y  N ,  S ,  E ,  and W are d e f i n e d  i n  terms 
- 1 1  Y 
+ 1 1  
-11 Y 
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and C = -N-E-S-W. 
Ex tens ion  to  a nonuniform  grid i s  s t ra ightforward.  Analysis  and the numerical  
r e s u l t s  show that t h e  method is second order  accurate .  It is  e a s i l y  e s t a b -  
l i s h e d  t h a t  t h e  c o e f f i c i e n t  m a t r i x  is  diagonal ly  dominant  and posi t ive 
d e f i n i t e ,  and hence any reasonable i terative method w i l l  b e  s t a b l e  and 
convergent  on any gr id  i r respect ive of  the gr id  Reynolds  number ( o r  g r i d  
Peclet   number).  However, t h e  s o l u t i o n  t h u s  o b t a i n e d  on a coa r se  g r id  may 
invo lve  g ross  inaccurac i e s  owing t o  d i s c r e t i z a t i o n  e r r o r s .  But i n  a mul t i -  
g r id  con tex t  t he  coa r se  g r ids  are used only for  smoothing the high frequency 
component  of t h e  r e s i d u a l  on t h e  f i n e  g r i d .  S p e c i f i c a l l y ,  w e  use   the   cor -  
r e c t i o n  scheme a lgor i thm,  and  genera l ize  it t o  t h e  f u l l  a p p r o x i m a t i o n  al-  
gor i thm  in   the   t e rminology of Brandt   ( re f .  3). Gauss-Seidel   re laxat ion 
o r  s u c c e s s i v e  l i n e  r e l a x a t i o n  is  used t o  reduce  the  h igh  f requency  er rors .  
A quan t i t a t ive  measu re  o f  t he  r e l axa t ion  e f f i c i ency  is the smoothing 
r a t e  d e f i n e d  t o  be the  e igenvalue ,  l a rges t  in  magni tude ,  of t h e  r e l a x a t i o n  
amplif icat ion  matr ix   for   high  f requency  components .  To eva lua te  the  
smoothing ra te ,  t h e  u s u a l  l o c a l  a n a l y s i s  i s  employed  by assuming 
'kl = exp [i (kc  + In) ] (5) 
and   apply ing   the   re laxa t ion  scheme. The new va lues   o f  $ w i l l  have  amplitudes 
d i f f e ren t   f rom  un i ty .   Idea l ly ,   t he   ampl i tudes  of t h e  hi:& frequency modes 
should  be  reduced.   This   provides   the  def ini t ion  of   the  asymptot ic   smoothing 
r a t e  u 
Consider now the  Gauss-Se ide l  re laxa t ion  
Using (5) i n  ( 7 )  w e  obtain the asymptot ic  smoothing ra te  for Gauss-Seidel 
r e l a x a t i o n  % 
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Obvious ly ,  the  re laxa t ion  becomes i n e f f i c i e n t  i f  N >> S and E >> W. 
Examining e x p l i c i t l y  t h e  r e l a t i o n s  ( 4 ) ,  i t  i s  found t h a t  N >> S i f  v < 0 and 
Ivbl/ (aAx) . The i n e f f i c i e n c y  is  remedied by per forming  the  re laxa t ion  sweep 
i n  t h e  d i r e c t i o n  of y dec reas ing  when v < 0 ,  i . e . ,  fo l lowing  the  f low.  This  
is  v a l i d a t e d  by t h e  n u m e r i c a l  r e s u l t s  f o r  t h e  Benard c e l l  problem summarized 
in  Tab le  1 and the  smoo th ing  f ac to r s  p re sen ted  in  Diagram 1. For column 
re l axa t ion  wi th  inc reas ing  x, the smoothing rate is  found to  be  
The Diagram 2 shows the region where each of N ,  E ,  S ,  W dominates the rest. 
Thus,  one  expects 5 1 in   t he   uppe r   r eg ion ,  and t h i s  is  v e r i f i e d  i n  
Diagram 3. When two relaxat ions are  performed one with x inc reas ing  and 
the  o the r  w i th  x dec reas ing ,  t he  e r ro r s  are e f f ec t ive ly  r educed  a l l  over 
t h e  r e g i o n .  I n  f a c t ,  a l t e r n a t i n g  row and  column re laxa t ion  wi th  changing  
d i r e c t i o n s  i s  q u i t e  e f f i c i e n t ,  r e d u c i n g  e r r o r  by 20-30%. Table 2 presen t s  
a comparison of SLOR and m u l t i g r i d  methods f o r  t h e  Benard c e l l  problem. 
TABLE 1. Ef f i c i ency  of c o r r e c t i o n  scheme  (Benard c e l l  problem) 
Work f o r   p l a i n  Work fol lowing 
P e  Tol.  Gauss Se ide l   f low 
10 .01 17  22 
50 . O l  45  24 
400 . OG5 200  172 
400 . 001 313 208 
TABLE 2 .  Comparison of SLOR and mul t ig r id  methods  (Benard c e l l  problem) 
MULTIGRID 
SLOR Po in t   r e l axa t ion  L ine   r e l axa t ion  
P e c l e t  No. i t e r a t i o n s *  wu** w*** 
10 85 38 20 
20 110 35 27 
40  140 44 38 
80 205 a3  51 
- 1 0 1  96 160 
G R I D  25 X 25 
* one SLOR i t e r a t i o n  i s  a sweep i n  x d i rec t ion ,  fo l lowed  by a sweep i n  
y d i r e c t i o n .  
f ~ k  one WU i s  one sweep over  whole  f ie ld ,  fo l lowing  f low.  
*** one WU i s  one  sweep i n  t h e  x inc reas ing  d i r ec t ion ,  fo l lowed  by  one  sweep 
wi th  x decreasing.  50 
The Full  Approximation Scheme (FAS) 
The FAS is  n o t  r e a l l y  r e q u i r e d  f o r  s o l u t i o n s  of l inear  problems,  bu t  jus t  
as a test case  i t  w a s  a p p l i e d  t o  t h e  Benard c e l l  problem.  Speed-ups  of 100% 
o r  so were obtained when t h e  r e l a x a t i o n  w a s  performed following the flow. 
Table 3 summarizes t h e  r e s u l t s  f o r  t h i s  problem. The c a l c u l a t i o n s  were done 
on a f i n e s t  g r i d  o f  25x25 with  4 levels, us ing  T =  IT as t h e  i n i t i a l  d a t a .  
TABLE 3 .  Accelera t ion  of FAS convergence  ( re laxat ion  fol lowing  f low) 
~ ~~ 
Max. a b s .   P e c l e t   I t e r a t i o n I t e r a t i o n
res idua l   no .  wu 
. " 
fol lowing f low I .001 10 48 36 
.OOOl 
20 
40 
80 
160 
1 0  
20 
40 
80 
100 
50 
65 
136 
211 
59 
66 
84 
176 
208 
31 
36 
61  
98 
47 
4 1  
47 
83 
64 
I n s t a b i l i t y  
There i s  a t r ade -o f f  i n  the  mul t ig r id  method  between the  acce le ra t ed  
convergence  usually  obtained and the  poss ib l e  d ive rgence  of t he  p rocess .  In  
f a c t ,  s i m p l e  one - l eve l  r e l axa t ion  p rocedures  fo r  e l l i p t i c  p rob lems  are always 
convergent--and the weighted means  scheme e x t e n d s  t h i s  p r o p e r t y  t o  con- 
vect ion-diffusion  problems.  However, t he   mu l t ig r id   a lgo r i thm  in t roduces  
the  poss ib i l i ty  of  d ivergence ,  which  is  a c t u a l l y  m e t  i n  p r a c t i c e .  We mention 
h e r e  b r i e f l y  some of  ou r  expe r i ence  wi th  th i s  phenomenon. 
Even i n  a l inear  problem,  d ivergence  may o c c u r .  I n  t h e  Benard c e l l  
problem, a t  P e  = 400 the  a lgor i thm became " t rapped"  in  the  two c o a r s e s t  
g r id s .  Th i s  imp l i e s  t ha t  t he  r e l axa t ion  on  the  coa r ses t  g r id  was always 
convergent (considering the convergence cr i ter ia  of the  a lgor i thm) ,  whi le  
t h e  r e l a x a t i o n  o n  t h e  n e x t  c o a r s e s t  g r i d  w a s  neve r  e f f i c i en t .  Even tua l ly  
t h e  c a l c u l a t i o n  d i v e r g e d  t o  i n f i n i t y .  T h i s  w a s  e a s i l y  remedied  by  enforcing 
a few e x t r a  i t e r a t i o n s  on every grid--even when the  a lgo r i thm would cons ider  
them ine f f i c i en t - -o r  by  mere ly  de le t ing  the  t roublesome coarses t  g r id .  The 
l i n e a r  i n s t a b i l i t y  s e r v e d ,  however, as a warning about  possible  complicat ions 
i n  n o n l i n e a r  cases. 
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For the dr iven cavi ty  problem w e  implemented a check  to  gua rd  aga ins t  
divergence.  Namely, we i n t r o d u c e d   a p r i o r i  bounds f o r  <,$ and the  speeds . A l l  these bounds are e a s i l y  computed u s i n g  t h e  maximum p r i n c i p l e  
(seeYAppendix A) .  When such a bound is v i o l a t e d ,  t h e r e  is c l e a r  i n d i c a t i o n  
of divergence, which w e  t r e a t e d  by r e t u r n i n g  t o  t h e  f i n e r  g r i d ,  w i t h o u t  
i n t e rpo la t ion  f rom the  coa r se r  " inco r rec t "  level.  A t  t h i s  p o i n t  w e  a l s o  
changed  from t h e  c o r r e c t i o n  scheme (CS) t o  t h e  f u l l  a p p r o x i m a t i o n  scheme 
(FAS), i n  o r d e r  t o  b e  a b l e  t o  c h e c k  t h e  s o l u t i o n  a t  any level and ensure i t  
s tays  within bounds.  
We a l s o  t r i e d  a more theo re t i ca l  i nves t iga t ion  o f  t he  d ive rgence  
phenomenon. An e l l i p t i c  problem--and  even a convect ion  diffusion  problem 
with the weighted mean scheme--produces a r e l axa t ion  fo rmula  wi th  pos i t i ve  
weights .   Thus,   repeated  re laxat ion a t  any level is  convergent ,  and  roundoff 
e r r o r s  are not  magnif ied.  The on ly  po in t  where  divergence may evolve i s  the  
leve l  change .  S ince  w e  u sed  l i nea r  i n t e rpo la t ion  f rom coa r se  to  f ine  g r ids - -  
aga in  pos i t i ve  we igh t s - - i t  is  j u s t  t h e  f i n e  t o  c o a r s e  l e v e l  change which may 
c a u s e  i n s t a b i l i t y .  
Consider   solving a homogeneous problem,  using a two-grid  scheme. We 
s h a l l  i d e n t i f y  t h e  levels by s u b s c r i p t s  c and f f o r  c o a r s e  and f i n e  g r i d  
r e spec t ive ly .  L e t  t h e   d i s c r e t i z e d   o p e r a t o r s   b e  L L , and t h e   r e l a x a t i o n  
ope ra to r s  R R . Also,   denote  by 1: t h e   t r a n s f e r  o$ d a t a  from l e v e l  a t o  
b. Supposec;hag m r e l a x a t i o n s  are performed  on  the  f ine  level ,  and n 
r e l a x a t i o n s  on the  coa r se  level.  Then,  an i n i t i a l  v a l u e  uf  becomes: 
C Y  
new = I f (IF - (I-Rc)n L -1 If c Lf) Rf ;  uf 
uf C C 
The operator  appearing on the r ight  hand s ide  should  have  a spectral  r ad ius  
less than  one  to  ensure  convergence. It  i s  obvious   tha t  by tak ing  m l a r g e  
enough, t h i s  w i l l  be  achieved,  s ince 
But  t h i s  means performing more r e l a x a t i o n s  on t h e  f i n e  g r i d ,  t h e r e b y  l o s i n g  
e f f i c i e n c y .  
Another p o s s i b i l i t y  i s  to  have  the  opera tor  
1; - (I - Ln) L- I  1; Lf c c  
small, i n  some s u i t a b l e   s e n s e .   I f  n-, i . e . ,  coa r se   g r id   r e l axa t ions  are 
repea ted  to  convergence ,  th i s  express ion  may be  s impl i f i ed  to :  
C I f - L  I L L = -1 c c -1 c f f f   f f  LC (LC 1; - IC L ) 
Now, L-' is bounded,  but  he  bracketed term is u s u a l l y   l a r g e .  I t  is t r u e  
t h a t  iE involves   mainly  the  high  f requencies   (where L and L d i f f e r  
s i g n i f i c a n t l y )  and  thus  wi l l "behav2 for  proper ly  smoofhed data,  but smoothing 
f 
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involves  more  applications  of R resulting  again in loss of  efficiency'. 
These  results  depend on the  detailed  expressions  for Ib a , LC, Lf. We use 
injection  and  linear  interpolation  for Ib -- this  preserves  the  positive 
weights  property,  and  a  high  order  of  accuracy in If'. If another IF with 
positive  weights  is  used,  it  may  be  only  first  order  accurate,  and we 
thought  that  this  would  conflict  with  the  second  order  weighted  mean  scheme. 
At  first we assumed  that  the  very  unbalanced  coefficients  generated  by  the 
weighted  mean  scheme  may  be  a  cause of instability,  but  the  same  overall 
behavior  obtains in pure  diffusion  problems,  also. 
f' 
a 
We  also  considered  a  one-dimensional,  advection-diffusion  equation  with 
constant  coefficient,  expecting  to  obtain  more  insight  into  the  interplay 
of various  parameters,  by  explicitly  computing  spectral  radii  and  norms 
(see  Appendix B). 
A  simple  Fourier  mode  analysis-setting  4-e - shows  many  virtually iwx 
increasing  amplitudes.  These  are  reduced  only  by  repeated  relaxation  on 
the  fine  grid.  However,  the  analysis  may  be  misleading,  because  unrealistic 
periodic  boundary  conditions  are  assumed.  If  Dirichlet  conditions  are 
imposed,  then  the  spectral  radii  stay  below 1, for  all my n, speed  and 
diffusivity  values  (the  spectral  radii  had  to  be  obtained  numerically).  This 
implies  stability  and  convergence of the  multigrid  process. 
Some  of  these  results  are  presented  in  Appendix B. One  general  property 
that  may  be  deduced  is  that  relaxation  against  the  flow  is  always  inefficient 
and  possibly  destabilizing.  One  broad  conclusion  may  be  stated  since  there 
are  initially  growing  modes,  proper  care  is  needed  in  nonlinear  problems. 
CONCLUSIONS 
Efficient  and  accurate  results  are  obtained  by  the  correction  scheme 
and  full  approximation  scheme  algorithms  for  the  problem  of  Benard  convection 
in  a  square  cell.  For  the  driven  cavity  problem,  preliminary  results  have 
been  obtained  for  Reynolds  numbers  of  the  order  of 1000. The  multigrid 
technique  for  this  problem  requires  further  refinement,  with  particular 
reference  to  interpolation  procedures  and  grid  switching  criteria. 
5 3  
Diagram 1. Gauss-Seidel Smoothing Rate* 100 
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Diagram 2. Column Relax.  Increasing X Dominant Coef f i c i en t  
e. g., N > 0.8 (N+E+S+W) 
Diagram 3 .  Column Relax.  Increasing X - Smoothing  Rate* 100 
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APPENDIX A 
Bounds f o r  t h e  Driven Cavi ty  
Suppose, f o r  s i m p l i c i t y ,  t h a t  t h e  c a v i t y  i s  u n i t  s q u a r e ,  t h e n  
0.08Smin 5 9 5 0.08< max 
- 0.085 < v = -Qx - < - 0.085, min x max - 
where U is  t h e  imposed  speed  on  the  top  boundary. The cons t an t  0.08 i n  t h e  
maximum of $, which solves:  
V $ + 1 = 0  2 
= 0 on the boundary 
For <, one uses the bound 
‘mi, on  boundary ‘ i n t e r i o r  - max on  boundary < i  
APPENDIX B. 
I n i t i a l  Mode Ampl i f ica t ion  
We d i scuss  he re  b r i e f ly  the  behav io r  of the weighted mean scheme 
s o l u t i o n  of the problem: 
w i t h  t h e  i n i t i a l  g u e s s :  
$k = e 
iwk 
Using N = 2M s u b i n t e r v a l s  on t h e  f i n e  g r i d ,  w e  perform m f i n e  r e l a x a t i o n s .  
(Gauss-Seidel with x inc reas ing ) ,  t hen  m coa r se  r e l axa t ions ,  and record 
the largest  magni tude of t h e  r e s u l t i n g  $ as a func t ion  of  w. This is 
maximum a t  w=n, but  even a t  o the r  va lues  of w (e .g . ,  w = 1 ~ / 4 )  t h i s  q u a n t i t y  
may exceed 1. 
When a f u l l  m u l t i g r i d  p r o c e d u r e  i s  implemented, there i s  always 
convergence to $=l - t h e  modes,  which i n i t i a l l y  grow, decay subsequently. 
Comparison  of r e s u l t s  a t  one given speed U - columns d ,  e ,  f ,  (say) of 
Table 4 - shows t h a t  a l a r g e  r a t i o  of c o a r s e  i t e r a t i o n s  v e r s u s  f i n e  i t e r a t i o n s  
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produces  high  amplification. It is to  be  noted  that  columns d ,  e, f concern 
a  pure  diffusion  problem;  the  weighted  mean  scheme  reduces to simple  central 
differencing,  and yet there  are  some  growing  modes.  Relaxation  sweep  against 
the  flow  (U=-1,  columns a, by c) consistently  produces  the  worst  amplification. 
Similar  results may be  derived  by  the  Fourier  mode  analysis. 
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I Speed U 
Fine lcoarse  
relax. 
LIFT M=5 
1 9  
33 
47 
w=vrr/y M=5 
19 
33 
47 
TABLE 4. In i t i a l   Ampl i f i ca t ion   o f  @ = e iwk k 
-1 I 0 
511 115 111 511  115 111 
2.4966 
27.0000  5.6666 1.0000 22.0000 4.8735 1.0215 
27.0000  5.6666 1.0000 17.9545 4.8289  .124  
26.9670  5.6666 1.0000 20.9650  4.8923 2.8570 
5.7665  5.2891 1.0000 3.0774 2.4972 
2.2182 
1.2925 1.4122 1.0000  1.9674 1.9888  1.0193 
1.2911 1.4103 1.0000 2.1007 2.0962 1.0769 
1.2859 1.4022 1.0000 2.2339 2.1982 1.6508 
1.4704 1.2732 1,0000 2.5088  2.2186 
a b C d e f 
1 
511 I 111 1 115 
1.0000 
39.0100  9.0426 1.0000 
19.0032  9.7055 1.0013 
3.0393 3.6451 1.0015 
1.0004  1.0004 
1.0000 
1.0250 1.0000 1.0016 
1.0026  1.0016 1.0015 
1.0000 1.0000 
~ 1.0000 1.0000 1.0564 
g i h 
I 
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A MULTIGRID  METHOD  FOR  THE  TRANSONIC  FULL  POTENTIAL  EQUATION 
DISCRETIZED  WITH FINITE ELEMENTS  ON AN ARBITRARY  BODY  FITTED MESH 
Herman  DECONINCK Charles  HIEiSCH 
Vrije  Universiteit  Brussel , Department  of  Fluid  Mechanics 
ABSTRACT 
A multigrid  method  for  the  acceleration  of  transonic  potential  flow  cal- 
culations  based  on  a  Galerkin  Finite  Element  approach  is  described.  In  order 
to  allow  the  use of arbitrary  body  fitted  meshes  it  is  necessary  to  introduce 
non  uniform  interpolation  and  residual  weighting.  Emphasis  is  put  on  the 
construction  of  these  operators  consistent  with  the  Finite  Element  approxima- 
tion,  while  standard  successive  line  overrelaxation  is  used  as  smoothing 
step.  Substantial  convergence  acceleration  is  obtained  and  results  are  pre- 
sented  for  different  transonic  flow  configurations  including  shocks. 
INTRODUCTION 
The  multigrid  method  was  originally  introduced  for  the  solution  of  the 
system of  equations  obtained  from  the  finite  difference  (F.D.)  discretiza- 
tion  of  elliptic  partial  differential  equations  by  Fedorenko  (ref.l),  exten- 
ded  by  Bakhalov (Ref. 2) and  further  developed  by  Brandt (ref. 16). It  is 
based  on  the  idea  that  corrections  for  the  solution  on a fine  grid  can  be 
effectively  approximated on a coarse  grid  with  help  of  the  common  underlying 
differential  equation. 
Finite  Element (F.E.) applications  were  soon  recognized  and  at  the  pre- 
sent  time  the  mathematical  foundations  are  even  better  established  than  in 
the  F.D.  case  although  practical  implementations  are  rare.  Convergence 
proofs  under  fairly  general  conditions for elliptic  boundary  value  problems 
were  obtained  by  Nicolaides  (refs. 3 , 4 ) ,  Hackbusch  (ref. 5) and  others.  One 
of the  basic  conclusions  of  these  investigations  is  that  the  convergence  of 
the  multigrid  methods  is  independent  of  the  step  size  and  that  the  amount 
of  computational  work  for  solving  the  discrete  system  of  n  unknows  is  pro- 
portional  to  n.  Practical  aspects  of  the F.E. implementation  on  model pro- 
blem are  given  in  Brandt  (ref. 6) and  Nicolaides  (ref. 7) who  describes  ex- 
tensive  numerical  results  obtained for a  Poisson  equation  and  another  ellip- 
tic  equation  with  variable  coefficients  and  mixed  boundary  conditions,  both 
on  a  uniformly  discretized  rectangular  domain.  These  results  confirm  the 
convergence  rates  obtained  with  Finite  Differences. 
In  transonic  flow  computations,  the  first  multigrid  solutions  have  been 
proposed  by  South  and  Brandt  (ref. 8) with  the  transonic  small  perturbation 
equation  and  successive line  relaxation  (SLOR)  as  smoothing  operator. Pro- 
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blems were e n c o u n t e r e d  i n  the t r ea tmen t  o f  t he  boundary  cond i t ions  and  in  
ca lcu la t ions  on  nonuni form and  curv i l inear  gr ids ,  p robably  due t o  a l ack  o f  
smoothing on a f i n e  g r i d  b e f o r e  p a s s i n g  t o  a coa r se r  one  o r  due t o  an unsa- 
t i s f a c t o r y  r e s i d u a l  w e i g h t i n g .  Jameson ( r e f .  9 )  s o l v e d  t h e  t r a n s o n i c  f u l l  
p o t e n t i a l  e q u a t i o n  o n  a n  a r b i t r a r y  mesh and  obta ined  very s a t i s f y i n g  results 
w i t h  a gene ra l i zed  AD1 as smoothing s tep.  A s  i n  most o t h e r  a p p l i c a t i o n s  t h e -  
se m u l t i g r i d  methods are implemented on a r e c t a n g u l a r  (or c i r cu la r )  un i fo rm 
computational mesh obtained from a mapping o f  the o r i g i n a l  p h y s i c a l  c u r v i l i -  
near  mesh a l lowing  un i fo rm in t e rpo la t ions .  This approach i s  a p p r o p r i a t e  i n  
cases where the physical problem and boundary conditions are transformed by 
a g loba l  coord ina te  t ransformat ion  as i n  most f i n i t e  d i f f e r e n c e  m e t h o d s .  
However, t h e  c l a s s i c a l  F.E. approach handles t h e  problem i n  the phys ica l  p l a -  
ne and uses only a l o c a l  mapping o f  each  cu rv i l i nea r  e l emen t  t o  a re ference  
p a r e n t .  e l e m e n t  t o  f a c i l i t a t e  t h e  volume i n t e g r a t i o n s  n e e d e d  i n  t h e  computa- 
t i o n .  
S imple  uni form in te rpola t ion  i s  on ly  ob ta ined  i f  t h e  f i n e  mesh elements 
are uniform subdivis ions of  a coarse grid element.  This would pose a severe 
l i m i t  on  the  f ines t  mesh t h a t  can be ach ieved  s ince  on ly  the  mesh p o i n t s  o f  
t h e  c o a r s e s t  mesh could be chosen i n  a n  a r b i t r a r y  way. Therefore  non uni- 
fo rm in t e rpo la t ion  and  r e s idua l  we igh t ing  i s  i n t r o d u c e d  i n  t h i s  paper  preser -  
ving t h e  same f l e x i b i l i t y  w i t h  r e s p e c t  t o  t h e  geometry as t h e  usua l  F.E. 
methods. An advantage of  the F.E. t rea tment  i s  t h a t  the  method leads t o  na- 
t u ra l  cho ices  fo r  t he  in t e rpo la t ion  and  we igh t ing ,  even  on  the  boundar i e s  o f  
t h e  domain. 
Indeed, a simple but a r t i c i f i a l  r e s i d u a l  i n j e c t i o n  f o l l o w i n g  t h e  l i n e s  
of  F.D. methods has  been t r ied with poor  results confirming the observat ions 
of   Nicolaides  ( r e f .  7 )  on a simple  rectangular  domain. It t u r n s  o u t  t h a t  
t h e  amount o f  a d d i t i o n a l  work due t o  the  non uni formi ty  i s  reduced due t o  
the f a c t  t h a t  t h e  same numer ica l  coe f f i c i en t s  are n e e d e d  f o r  c o a r s e  t o  f i n e  
i n t e r p o l a t i o n s  as f o r  t h e  f i n e  t o  c o a r s e  w e i g h t i n g .  
I n  t h e  p r e s e n t  i n v e s t i g a t i o n  s u c c e s s i v e  l i n e  r e l a x a t i o n  w i t h  downstream 
sweep d i r e c t i o n  i s  used as smoothing component. Alternatively this smoothing 
operator  can be replaced by the F.E.  AD1 method  developed i n  t h e  p a s t  ( r e f .  
I O ) .  
Numer ica l  exper iments  on  channel ,  s ing le  a i r fo i l  and  cascade  geometr ies  
i n d i c a t e  a subs tan t ia l  convergence  acce lera t ion  compared  to  the  gr id  re f ine-  
ment technique  which  cons is t s  in  t h e  app l i ca t ion  o f  SLOE t o  s u c c e s s i v e l y  f i -  
ne r  g r ids  w i t h  t he  p rev ious  coa r se  g r id  so lu t ion  as i n i t i a l  a p p r o x i m a t i o n .  
EQUATION AND F.E. APPROXIMATION W I T H  ISOPARAMETRIC  ELEMENTS 
A br ie f  account  of  the  F .E .  t rea tment  i s  g iven  here .  More d e t a i l s  can 
be found in  p rev ious  pub l i ca t ions  and  t h e  r e f e r e n c e s  c o n t a i n e d  t h e r e  i n  
(refs.  13, 14, 1 5 ) .  
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The po ten t i a l  equa t ion  in  conse rva t ive  fo rm i s  given by 
where x and y are the  Car t e s i an  coord ina te s  in  the  phys ica l  p l ane  and  $ 
the velocity components.  
x’ +y 
where p and T are s tagnat ion  dens i ty  and  tempera ture  and  y t h e  r a t i o  o f  t s p e c i f i c  h e a t s .  t 
In  t ransonic  f low reg ime equat ion  ( 1 )  i s  mixed e l l i p t i c -hype rbo l i c  and  
a l lows  d i f f e ren t  w e a k  s o l u t i o n s  for a given se t  of  boundary condi t ions.  If 
p rope r  v i scos i ty  terms are added t o  t h e  e q u a t i o n  a unique  so lu t ions  i s  again 
guaranteed which i s  e q u a l  t o  t h e  p h y s i c a l  s o l u t i o n  e x c e p t  f o r  a small reg ion  
around  shocks  ( ref .  1 1 ) .  
The a r t i f i c i a l  d e n s i t y  form o f  t h e  a r t i f i c i a l  v i s c o s i t y  t e r m s ,  due t o  
H a f e z ,  Murman and  Sou th  ( r e f .  12 )  i s  p a r t i c u l a r l y  w e l l  s u i t e d  for F.E. app l i -  
ca t ions  and  works  sa t i s f ac to r i ly  for flows with Machnmhers up t o  1 .5  ( r e f s .  
1 4 ,  1 5 ) .  It i s  ob ta ined  by giving an upwind b i a s  t o  t h e  d e n s i t y  which i s  re-  
placed by 
where ~2 i s  t h e  upwind d e r i v a t i v e  o f  p a long  the  streamwise d i r e c t i o n  s ,  As 
the meshspacing and LI a swi tch ing  func t ion  wi th  cu t -of f  Machnumber Mc which 
c o n t r o l s  t h e  amount o f  a r t i f i c a l  v i s c o s i t y  
MZ 
( 3 b )  p = max ( 0  , 1 - -) 
M2 
A F i n i t e  Element weighted residual approach i s  based on t h e  weak formu- 
l a t i o n   o f  ( I ) given by 
f o r  any  cont inuous  tes t func t ion  W ,  where S i s  t h e  p h y s i c a l  flowdomain with 
boundary s .  The f u n c t i o n a l  R( 4 )  is  c a l l e d  r e s i d u a l .  The i n t e g r a l  o v e r  t h e  
boundary i s  t h e  e x p r e s s i o n  o f  t h e  Neumann boundary conditions ( R . C . )  which 
are par t  o f  the  problems spec i f ica t ion .  Three  types  of  geometry  are consi-  
d e r e d  e a c h  g i v i n g  d i f f e r e n t  s p e c i f i c  Neuman B.C .  : channel  geometry,  s ingle  
a i r fo i l  and  cascade  geometry  : Channel walls and blade or pro f i l e  boundar i e s  
r e q u i r e  t h e  no f l u x  c o n d i t i o n  
6 3  
Poin t s  be long ing  to  pe r iod ic  boundar i e s  i n  cascade  geomet r i e s  are t r e a t e d  
as i n t e r i o r  p o i n t s  by l e t t i n g  c o i n c i d e  c o r r e s p o n d i n g  p e r i o d i c  p o i n t s  ( re f .  
1 4 ) .  A t  i n l e t  a n d  o u t l e t  b o u n d a r i c s  e i t h e r  t h e  s o l u t i o n  is  g i v e n  ( D i r i c h l e t  
cond i t ion )  or t h e  mass flow rate p (  &$/an) i s  s p e c i f i e d  d i r e c t l y  o r  i n  a n  i t e -  
rative way by apply ing  a Kutta Youkowski cond i t ion  a t  t h e   t r a i l i n g  edge while 
the far  f i e l d  c o n d i t i o n  f o r  t h e  s i n g l e  a i r f o i l  g e o m e t r y  i s  a l s o  i n t r o d u c e d  
by  forc ing  t h e  known massflow rate t rough the far f i e ld  boundary .  
A F.E. approximation of a func t ion  $ (x ,y )  i s  ob ta ined  by de f in ing  a f i -  
nite dimensional  space Sh wi th  baiis func t ions  Ni ( x , y )  a t t a c h e d  t o  a set of  h 
meshpoints ( i , j )  spread over  the f low domain S : 
where +h are t h e  meshp i n t  v a l u e s  o f  Oh and h t h e  t y p i c a l  mesh s i ze  cha rac -  
t e r i s t i c  o f  t he   space  S . It follows  from ( 5 )  t h a t  
h h h  k l  - / 
i j  R 
1 f o r  ( i , j )  = ( k , l )  
(6) N .  .(%lyykl) = "ij  - 
1 J  ' 0 o therwise  
A d i sc re t e  Ga le rk in  approx ima t ion  fo r  t he  w e a k  form ( 4 )  i s  found by ta- 
k ' n g  a f i n i t e  number o f  t e s t f u n c t i o n s  w,  namely the  bas i s func t ions  o f  space  
S , g iv ing  the fo l lowing  non l inear  sys tem of  equat ions  for  the  meshpoin t  
values  
ii 
where K(' ) i s  the  s t i f f n e s s  m a t r i x  and f t h e  c o n t r i b u t i o n  o f  t h e  Neuman B.C. h h 
It i s  we l l  knowi tha t  exac t ly  the  same e x p r e s s i o n  f o r  t h e  r e s i d u a l  i s  found 
by so lv ing  the  d i sc re t e  min imiza t ion  p rob lem in  S i n  c a s e s  w h e r e  a minimum 
pr inc ip l e  equ iva len t  t o  the  equa t ion  can  be  fo rmula t ed  (as i n  t h e  f u l l y  
e l l i p t i c  s u b s o n i c  c a s e ) .  
h 
Expression ( 7 )  f o r  t h e  r e s i d u a l  i s  developed i n  t h e  p h y s i c a l  p l a n e  a n d  
w r i t t e n  i n  p h y s i c a l  c o o r d i n a t e s  and can be evaluated for  any trial func t ion  
I$ a f t e r  a cho ice  o f  t he  type o f  eleme t has been made which determines the 
type  o f  bas i s func t ions  o f  t h e  space S . I n  r e f e r e n c e  i 5  bi l inear  and  b iqua-  
d r a t i c  Lagrange elements have been used, the l a t t e r  a l l o w i n g  t h i r d  o r d e r  
accuracy and parabol ic  approximation of  the boundaries .  With these elements  
t h e  i n t e g r a t i o n s  o v e r  an e lement  sur face  (eq .  8 )  a r e  u s u a l l y  c a r r i e d  o u t  with 
Gauss quadra tu re  a f t e r  t r ans fo rma t ion  o f  t he  a rb i t r a - shaped  e l emen t  t o  a 
un i t  squa re .  In  the s tandard  F .E.  t rea tment  t h i s  t ransformat ion  i s  t h e  lo -  
c a l l y   d e f i n e d   i s o p a r a m e t r i c  mapping : i 
6 4  
.... . -- .. . . . 
w i c h  i s  completely determined by the mapping of  the  E75hpoin ts  
S causing a r b i t r e  koca ted   meshpo in t s   o f   t he   g r id  S n o t   t o  
u n i f o r d y  i n  t h e  ( 5  ,n ) plane .  
k o f  t h e  s p a c e  be  mapped 
The d i s c r e t e  non l i n e a r  s y s t e m  (eq. 7 )  has  been s o l v e d  w i t h  t h e  u s u a l  
i t e ra t ive  methods  such as s u c c e s s i v e  l i n e  o v e r r e l a x a t i o n  (SLOR) and approxi- 
mate f a c t o r i z a t i o n  ( AilI) f o r  which a F .E. ve r s ion  w a s  developed ( re f .  10) . 
The simple SLOR method i s  r e l i ab le  bu t  ex t r eme ly  s low due t o  t h e  f a c t  t h a t  
it elimates e f f e c t i v e l y  o n l y  t h e  e r r o r s  w i t h  w a v e l e n g t h  c o m p a r a b l e  t o  t h e  
meshwidth h .  Subs tan t i a l  conve rgence  acce le ra t ion  w a s  achieved by so lv ing  
t h e  s e r i e s  o f  N + l  problems 
(10 )  *; 2% 4 = 0 n=N N-1 ... , 1 0 
I J  
d e f i n e d  i n  t h e  s p a c e  S2nh where the  e r rors  of  wavelength  2% a re  e l imina ted  
e f f ec t ive ly  and  the  computa t iona l  e f fo r t  r educed .  
I n  t h i s  g r i d  r e f i n e m e n t  t e c h n i q u e  t h e  i n f l u e n c e  o f  t h e  c o a r s e  meshes i s  
on ly  sens ib l e  t rough  the  in i t i a l  app rox ima t ion  fo r  t he  nex t  f i ne r  mesh, 
w h i l e  i n  t h e  f u l l  mul t igr id  approach  descr ibed  subsequent ly  the  coarse  gr id  
equa t ions  a re  mod i f i ed  in  o rde r  t o  r ep resen t  meaning fu l l  approximations of 
t h e  f i n e  g r i d  c o r r e c t i o n s .  
MULTIGRID  ALGORITHM 
The mul t igr id  approach  i s  based on a d i f fe ren t  t rea tment  of  low and  h igh  
f requency  er rors  in  the  approximate  so lu t ion  : t he  h igh  f r equency  e r ro r  com- 
ponents can only be resolved on a f i n e  g r i d  and  a re  fo r tuna te ly  e l imina ted  
e f f i c i e n t l y  by e x i s t i n g  r e l a x a t i o n  t e c h n i q u e s .  Low frequency components  on 
the  o ther  hand  are near ly  unaf fec ted  by r e l a x a t i o n  b u t  t h e y  are sca l ed  wi th  
the  d imens ions  of  the  phys ica l  domain and hence can be eliminated on a coar- 
s e r  g r i d  where the  computa t iona l  e f fo r t  i s  lower  and  the  propagat ion  of  cor -  
r e c t i o n s  t r o u g h  t h e  domain much more r a p i d .  
Consider ing the system of  non 
t h e   f i n e s t  mesh w i t h   c h a r a c t e r i s t i c  
which may e w r i t t e n  i n  c o r r e c t i o n  
s o l u t i o n  0 : i? n 
l i n e a r  e q u a t i o n s  ( @ q .  7 )  cons t ruc ted  on  
spacing h : 
= o  
form wi th  respec t  to  a known approximate 
i ? h ( 6 ~ h )  = K h h  (0, + 6$h) - $($E) = - R ($n )  h h  
where t h e  unknowns a r e  now t h e  c o r r e c t i o n s  60 given by : h 
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Suppos ing  tha t  t he  h igh  f r equency  e r ro r s  have  been  e l imina ted  e f f ec t ive ly  by  
means o f  Y s T o t h i n g  o p e r a t i c n , .  s u c h  as SLOR or A D I ,  t h e  c o r r e c t i o n  6$h and 
r e s i d u a l  R ( $  ) may be  cons idered  as smooth ly  vary ing  quant i t ies  for which 
an approximation on a c o a r s e r  g r i d  makes sense .  This mesh w i t h  t y p i c a l  
s p a c i y  2h i s  obtained by dropping thehodd numbered c o o r d i n a t e   l i n g   o f   t h e  
mesh S and  an  updated  approximation @ can be c a l c u l a t e h a c c o r d i f i g   t o  
( eq .   13 )   by   i n t e rpo la t ing  t h e  coarse   approximation 6' f o r  6 4  back 
t o  t h e  o r i g i n a l  mesh 
n 
where 12h i s  t h e  c o a r s e  t o  f i n e  g r i d  f u n c t i o n  i n t 5 t ; p o l a t i o n  o p e r a t o r  c a l l e d  
"prolongation1' .  The coarse  gr id   approximation 6 4  f o r   t h e   f i n e   g r i d   c o r -  
r e c t i o n  i s  t h e  s o l u t i o n  o f  the fol lowing equat ion on the coarse  mesh : 
h 
The f i n e  t o  c o a r s e  r e s i d u a l  r e s t r i c t i o n  o p e s g t o r  R12h cons t ruc ts  ameaningfu l l  
a p p r o x i m a t i o n  o f . i h e  c o a r s e  g r i d  r e s i d u a l  R based  on the  smoothly  varying 
f i n e  g r i d  r e s i d u a l s .  
h 
By d e f i n i n g  a coarse  gr id  s o l u t i o n  $2h as the approximation of  $h on t h e  
c o a r s e  g r i d  : 
where 12h i s  t h e  f u n c t i o n  r e s t r i c t i o n ,  e q .  15 t a k e s  a g a i n  the  usua l  form 
of   eq .  91 : 
(17)  K (I$ ) = f2h 2h 2h 
where t h e  r i g h t  hand s ide i s  a known f u n c t i o n  o f  t h e  f i n e  g r i d  a p p r o x i m a t e  
s o l u t i o n  : 
and6Ch can be el iminated from the updat ing formula ( 1 4 )  by means o f  ( 16) : 
'n+ I n 
= I$h + I;,(P - Ih 2h + h )  
The s o l u t i o n  @2h i n  t u r n  c a n  be approximated on the  mesh S4h when it i s  suf-  
f i c i e n t l y  smooth i .e .  the  whole  procedure  can  be  appl ied  in  a r e c u r s i v e  way 
t o  e q .  ( 1 7 ) .  This non l i n e a r  a l g o r i t h m  (F.A.S. scheme) i s  due to   Br snd t  
( r e f .  16) who d e s c r i b e s  a n  a d a p t i v e  s t r a t e g y  f o r  t h e  t r a n s i t i o n  t o  a coar- 
s e r  o r  f i n e r  g r i d  d e p e n d i n g  on the  convergence  leve l  and  speed  on  a pa r t i cu -  
l a r  g r i d .  A more s i m p l e  f i x e d  s t r a t e g y  h a s  b e e n  u s e d  i n  t h e  p r e s e n t  work 
( r e f .  7 )  : S t a r t i n g  o n  the  f inestmesh wi th  spac ing  h o n e  l i n e  o v e r r e l a x a t i o n  
sweep i s  performed followed by the  t r a n s i t i o n  t o  t h e  n e x t  c o a r s e r  g r i d  by 
means of  eqs .  17 and 18 u n t i l  t h e  c o a r s e s t  g r i d  i s  reached.  On t h e  c o a r s e s t  
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gr idsome  add i t iona l  r e l axa t ion  sweeps are =formed and  the  so lu t ion  of  the  
n e x t  f i n e r  g r i d  i s  updated by means o f  eq. 19 followed by  one r e l a x a t i o n  
s t e p  u n t i l  t h e  s e c o n d  f i n e s t  g r i d  i s  reached. The cyc le  t e rmina te s  wi th  the  
upda t ing  o f  t he  f ines t  g r id  approx ima te  so lu t ion  wi th  he lp  o f  eq .  19. 
A s  d i s t i n c t  from F.D. approaches  the  in t e rpo la t ion  ope ra to r s  Ih , 12h 2h h 
aEd R12h are n o t  a r b i t r a r y  but based on t h e  F.E. i n t e r p o l a t i o n  s p a c e s  
S andh  S2h.  They are c o n s i d e r e d  i n  some more d e t a i l  i n  t h e  f o l l o w i n g  s e c -  
t i ons ' .  
THE COARSE TO FINE G R I D  FUNCTION  INTERPOLATION : OPERATOR 12h h 
The only n a t u r a l  choice f r t e i n t e r p o l a t i o n  o f  a coarse2Eesh funct ion R k  $2h t o  a i n e  mesh l o c a t i o n  ( x .  ,yi j )  i s  t o  u s e  t h e  v a l u e  o s h $   i n   t h e  lo-  
ca t ion  (x i j  , y i  j )  given by t h e  &.E.  &pproximation in space S : g h  
h 2h 2h h h i j  +2h 
[I2h $ l i j  = 0 (Xi jYYi j  ) = Ikl kl 
k - 1  
where t h e  m a t r i x  Ikl i s  given by i j  
'kl 'j = Nkl(xijyyrj)  2h h 
0 n . m  a r b i t r a r y  mesh this r e s u l t s   i n  non u n i f o r m  i n t e r p o l a t i o n  c o e f f i c i e n t s  
1:; a n d  f o r  i n s t a n c e  w i t h  b i l i n e a r  e l e m e n t s  ( f i g u r e  1 ) un i fo rm in t e rpo la t ion  
i s  only  obta ined  i f  t h e  f i n e  g r i d  m e s h p o i n t s  a r e  s i t u a t e d  i n  t h e  middle of 
t h e  c o a r s e  g r i d  e l e m e n t  s i d e s  a n d  i n  t h e  c e n t e r  g i v i n g  o n l y  i n  t h i s  case  t he  
simple formula ( f i g u r e  1 a )  : 
h 2h 1 2h 
['2h $ 1 M = 3 ( $ i  + @?) f o r   t h e   m i d s i d e  node i - j  
h 2h 2h 
[I2h $ 1 i = 4 i f o r  the co rne r   nodes   ( i den t i ty )  
It follows that  s imple  uni form in te rpola t ion  i s  on ly  poss ib l e  fo r  un i fo rm 
ref inements  of  t h e  c o a r s e s t  mesh which could be c h o s e n  a r b i t r a r i l y .  
I n  t h e  g e n e r a l  c a s e  w i t h  b i l i nea r  e l emen t s  (figure Ib)  fou r  coe f f i c i en t s  
are needed  for  each  f ine  gr id  meshpoin t  no t  co inc id ing  w i t h  a c o a r s e  g r i d  
meshpoint. The computation of t h e s e   g e n e r a l   c o e f f i c i e n t s   ( e q .   2 1 )  i s  n o t  
t r ivial  since  Nkl(xyy) 2h i s  n o t   e x p l i c i t l y  known f o r   a n   a r b i t r a r i l y   s h a p e d  
e lement  anqone  has,first t o  i n v e r t  the  i soparamet r ic  t ransformat ion  (eq. 9 )  
t o  o b t a i n  €,I' i j  and nij from : 11 
(23 .a )  xh i j  = C x2h N2h ,rlrj) 
m,n 
m,n m,n 
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( 2 3  .b) 
af te r  which the  computa t ion  i s  c a r r i e d  o u t  i n  t h e  6-17 plane  where  the  bas i s -  
func t ions  are simple  polynomial  expressions : 
Fig .  la  : 
FINE TO 
Uniform i n t e r p o l a t i o n   F i g .  l b  : Non uniform 
COARSE GLSID FUNCTION  INTERPOLATION (RESTRICTION) : 
3 
i n t e r p o l a t i o n  
OPERATOR Ih 2h 
The va lue  o $h i n  the  coarse  mesh l o c a t i o n  c a l c u l a t e d  w i t h  t h e  F . E .  ap- 
proximation in  S l e a d s  t o  t h e  i d e n t i t y  s i n c e  t h e  c o a r s e  g r i d p o i n t s  b e l o n g  
a l s o  t o  the  f i n e  g r i d .  
which  due t o  ( e q .  6 )  r e d u c e s  t o  
2h h h 
[Ih 0 l i j  = O i j  
This  type o f  r e s t r i c t i o n  i s  s o m e t i m g  c a l l e d  i n j e c t i o n .  
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FINE TO COARSE GRID INTEGRAL INTERF'OLATION : OPERATOR Ih R 2h 
A s  d i s t i n c t  f r o m  t h e  F.D. case  the r e s i d u a l  i s  a n  i n t e g r a l  quanti-t;y 
which i s  s c a l e d  d i f f e r e n t l y  on d i f fe ren t  g r i d s .  It cannot  be  represented  
i n  t h e  s p a c e s  Sh and S2h and  the  p rev ious  in t e rpo la t ion  rules are inappl ica-  
b l e .  I n  t h e  G a l e r k i n  a p p r o a c h  t h e  volume i n t e g r a l s  are always of t h e  form 
For i n s t a n c e  t h e  r e s i d u a l  i n  e q .  7 can be r e w r i t t e n  i n  t h i s  form with : 
A c o n s i s t e n t  r e p r e s e n t a t i o n  o f  R:: by means o f  f i n e  g r i d  q u a n t i t i e s  i s  
found by approximating t h e  coarse mesh f u n c t ' o n s  i n  t h e  i n t e g r a n t  o f  ( e q .  2 8 )  
w i t h  f i n e  mesh i n t e r p o l a t i o n s  i n  the space S , namely A 
( 3 0 )  
where SF? i s  the  coa r se  mesh r e s i d u a l  i n t e g r a t i o n  domain, i .e. the p a r t  
o f  S whege N2h # 0 ( f i g u r e  2 ) .  
1 J  
The i n t e r p o l a t i o n  o f  $ ( x , y )  t o  t h e  c o a r s e  mesh leads a g a i n  t o  t h e  i d e n -  h 
t i t y  s i n c e  t h e  in te rpola t ion  of  meshpoin t  va lues  i s  t h e  i d e n t i t y  by v i r t u e  
of  eq. 27 : 
I n  t h e  same way the  coa r se  mesh bas i s func t ion  N??(x ,y )  i s  approximated i n  t h e  
space ~h : 1 J  
which  due t o  e q .  27 and 21 l e a d s  t o  
The f i n a l  e l r p r e s s i o n  f o r  the coarse  mesh residual  weight ing by means o f  f i n e  
g r i d  q u a n t i t i e s  i s  obtained from eq.  30 by  in se r t ing  the  expres s ions  (31)  
and ( 3 3 )  : 
( 3 4 )  
J-J 
On a uniformly subdivided coarse mesh ( f i g u r e  2 a )  it i s  c l e a r  t h a t  t h i s  
g e n e r d  e x p r e s s i o n  r e d u c e s  t o  
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(35 1 
where t h e  summation extends only over the 9 i n n e r  p o i n t s  i n  t h e  domain S 
s ince  the  coe f f i c i en t s Ik l  are zero on  and ou t s ide  the  boundar i e s  o f  S i j  i j '  
t e r p o l a t i o n  I$h i s  t h e  a d j o i n t  o f  t h e  r e s i d u a l  w e i g h t i n g  RIEh s i n c e  t h e y  
have  t r ansposed  coe f f i c i en t  ma t r i ces  : 
2h 
2h i j  
Comparing eqs. 20 and 35 one  conc ludes  tha t  t he  coa r se  to  f ine  mesh in-  
The fo l lowing  r e su l t  i s  ob ta ined  fo r  un i fo rm subd iv i s ions  ( f igu re  2a ) ,  which 
corresponds t o  the  un i fo rm in t e rpo la t ion  ( 2 2 )  
( 3 7 )  2h h h 1 h  h h h [Ih R I i j  = R i j  + -(R + Ri 2 i , j + I  , j - ~  + 'i-I,,j + R i + l  ,J - 1  
1 h  
4 ( R i + l  , j + l  + Ri+l , j - 1  + R i - l  , j+ l  + R i - l  , j - 1  ) 
+ -  h h h 
Fig.   2a : S:: uniformly  subdivided F ig .  2b : A r b i t r a r i l y   s u b d i v i d e d  mesh 
mesh 
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On a n  a r b i t r a r i l y  s . u b d i v i d e d  mesh ( f i s r e  2 b )  t h e  s i t u a t i o n  i s  d i f f e r e n t  
due t o  non o v e r l a p p i n g  i n t e g r a t i o n  domains f o r  t h e  c o a r s e  and f i n e  mesh. If 
one i s  w i l l i n g  t o  a p p l y  t h e  f o r m u l a  (35 )  w i t h  summation ove r  t he  9 innermost 
meshpoints i n  figure 2b and w i t h  t h e  c o r r e c t  non uniform coeff ic ients ,  two 
sources  o f  e r ro r s  are i n t r o d u c e d  w i t h  r e s p e c t  t o  t h e  e x a c t  f o r m l a  ( 3 4 )  : 
. F i r s t  t h e  c o n t r i b u t i o n s  o f  p o i n t s  ( i + l , j + 2 )  a n d  ( i k 2 , j k l )  l y i n g  i n s i d e  t h e  
c o a r s e  r e s i d u a l  i n t e g r a t i o n  domain are omit ted.  For m i l d l y  d i s t o r t e d  g r i d s  
t h e i r  c o n t r i b u t i o n s  are n e g l i g i b l e  s i n c e  the  c o e f f i c i e n t s  1:; are small 
near and zero on o r  o u t s i d e  t h e  l i m i t s  o f  S?b and also due t a  t h e  f a c t  t h a t  
t h e  i n t e g r a l  i n  e q .  34 extends over  only two f i n e  mesh elements compared 
t o  4 f o r  t h e  o t h e r  p o i n t s .  
1 J  
. Secondly  the  f ine  mesh i n t e g r a t i o n  domain f o r  p o i n t s  ( i k l , j k l ) ,  ( i , j . k l )  and 
( i k l  , j )  are not  a lways completely contained in  the  coarse  mesh domain S i j  . 
Again t h e  e r r o r s  a r e  small s i n c e  t h e  su r face  d i f f e rences  are small and 
more o v e r  s i n c e  t h e  i n t e g r a n t s  i n  e q .  34 approach zero near the limits o f  
t h e  f i n e  mesh i n t e g r a t i o n  domain. 
2h 
In  conclus ion ,  eq .  35 remains an extremely valuable approximation for 
eq. 34 i n  t h e  a r b i t r a r y  mesh case , of  course only when used w i t h  t h e  a r b i t r a -  
r y  mesh i n t e r p o l a t i o n  c o e f f i c i e n t  Ikl a l ready  known f rom the  non uniform 
i n t e r p o l a t i o n .  1 J  
It remains equal ly  val id  on t h e  Neumann boundaries o f  t h e  phys ica l  do- 
main  where t h e  summation extends over 6 fine meshpoints and 4 f o r  boundary 
corners .  
The same express ion  der ived  here  was a l so  ob ta ined  for orthogonal  meshes 
by Nicolaides  ( r e f .  7 )  and  Brandt  ( re f .  6 )  based on the minimization approach 
Brandt  suggests  t h a t  t h i s  lha tura l ' l  choice  i s  not  a lways  be t te r  than  the  re -  
s i d u a l  i n j e c t i o n  which i s  simply given by : 
1 Ih R I i j  = 4 R i j  R 2h h h 
in  the  un i fo rm case .  
This has not been confirmed by N i c o l a i d e s  i n  h i s  numerical experiments 
on a square  uniform  domain. On an arbitrary mesh r e s i d u a l  i n j e c t i o n  c o u l d  
be  cons t ruc t ed  w i t h  some t h e o r e t i c a l  s u p p o r t  by suppos ing  the  func t ion  g($h)  
cons t an t  ove r  t he  coa r se  mesh r e s i d u a l  i n t e g r a t i o n  domain a l lowing  the  fo l -  
lowing  approximations : 
7 1  
! 
g iv ing  exac t ly  expres s ion  (38) i n  t h e  u n i f o r m  c a s e .  
Computational experience with eq. 40 w a s  h igh ly  unsa t i s f ac to ry  and  
showed t h a t  it i s  i n a p p l i c a b l e ,  at least  with the s imple smoothing procedure 
u s e d   i n   t h i s   p a p e r .  
COMPUTATIONAL RE3ULTS 
The convergence of the computation i s  measured  by  the  evolu t ion  of  t h e  
average  res idua l  on the f i n e s t  g r i d   i n  terms o f  the work count which i s  de- 
f i n e d  i n  u n i t s  r e p r e s e n t i n g  t h e  work neededfo r  one  l i ne  r e l axa t ion  sweep on 
t h e  f i n e s t  mesh. For i n s t a n c e ,  t h e  work count  of  one  complete  multigrid 
cyc le  wi th  four  grids a n d  f o r  t h e  p r e s e n t  s t r a t e g y  i s  given by 
1 1 10 
1 + 2(F + 1 6 )  + 64 = I ,91 u n i t s  
p l u s  t h e  a d d i t i o n a l  work f o r  t h e  r e s i d u a l  w e i g h t i n g  a n d  o t h e r  i n t e r p o l a t i o n s ,  
The convergence rate as used below i s  de f ined  as t h e  mean r e d u c t i o n  i n  the 
average  res idua l  per  un i t  o f  work .  An i n i t i a l  a p p r o x i m a t e  s o l u t i o n  on t h e  
f i n e s t  g r i d  f o r  t h e  m u l t i g r i d  i t e r a t i o n  i s  c a l c u l a t e d  b y  a p p l y i n g  t h e  g r i d  
refinement technique w i t h  f i v e  r e l a x a t i o n  sweeps p e r  g r i d .  
Al computations are c a r r i e d  o u t  o n  a f i n e  mesh w i t h  73 x 25 meshpoints 
and successive coarser  meshes of  37 x 13, 19 x 7 and  10 x 4 meshpoints. 
Three s e t s  o f  t e s t c a s e s  are presented  wi th  d i f fe ren t  geometr ic  boundary  con- 
d i t i o n s .  
The f i r s t  se t  i s  t h e  non l i f t i n g  NACA 0012 s i n g l e  a i r f o i l  c o n f i g u r a t i o n  
f o r  which t h e  mesh genera t ion  method  of r e f .  17 w a s  adopted, however lea- 
v ing  out  the  symmetr ic  lower  ha l f  par t  o f  the  mesh s ince only symmetr ic  non 
l i f t i n g  flows can be treated with the present code which i s  primarily inten- 
ded for cascade flow computations.  
With a free s t ream Machnumber of  .80 t h e  s t anda rd  workshop mesh ( re f .17)  
was u s e d .  I n  f i g u r e  3 the p r e s s u r e  d i s t r i b u t i o n  w i t h  a shock of moderate 
s t r e n g t h  i s  compared wi th  t h e  results obta ined  by o ther  par t ic ipants  showing 
good agreement. The evo lu t ion  o f  t he  ave rage  r e s idua l  i s  g i v e n  i n  f i g u r e  5 
where t h e  i n f l u e n c e  o f  t h e  number o f  g r ids  i s  apparent .  The convergence ra- 
t e  i s  improved  from .967 f o r  2 g r i d s  t o  .900 for 4 g r i d s .  The high  speed 
with which the  f low pa t te rn  i s  e s t a b l i s h e d  i s  i l l u s t r a t e d  on f i g u r e  4 where 
t h e  p r e s s u r e  d i s t r i b u t i o n  o b t a i n e d  a f t e r  1 , 2 ,  4, 7, 10 and 13 m u l t i g r i d  
cyc les  i s  shown. The s o l u t i o n  i s  converged   a f te r  10 cyc les   except   for  a 
small overshoot ahead of the shock which i s  s u p p r e s s e d  a f t e r  13 cyc le s  , when 
the  ave rage  r e s idua l  i s  s t i l l  only reduced by 2 lo-*. 
The r e s i d u a l  e v o l u t i o n  f o r  t h e  g r i d  r e f i n i n g  method i s  a l so  p lo t t ed  on  
f igu re  5 ,  beginning a t  50 work u n i t s  which i s  the  amount o f  work c a r r i e d  o u t  
on the  c o a r s e  g r i d s  b e f o r e  p a s s i n g  t o  t h e  f i n a l  mesh. A very fast i n i t i a l  
reduct ion  o f  t h e  mean r e s i d u a l  i s  seen which corresponds to  a fast suppres- 
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s i o n  of the high frequency errors  by the consecut ive relaxat ion sweeps.  The 
remaining low f requency  er rors  are not  e l iminated and cause the convergence 
t o  slow down a f t e r  a small number o f  r e l a x a t i o n  s t e p s .  
Figure 7 shows the  s o l u t i o n  f o r  t h e  f l o w  at Mach .85 conta in ing  a s t r o n g  
shock from M=1.4 t o  M=.7. F o r  t h i s  s o l u t i o n  t h e  workshop mesh w a s  used w i t h  
a far f i e ld  boundary  at 8 chord leng ths  f rom the  a i r fo i l .  The convergence 
h i s t o r y  i s  p l o t t e d  i n  f i g u r e  6 showing a ra te  of ,957 with 4 g r i d s .  The  con- 
vergence ra te  wi th  g r id  r e f in ing  approaches  1 after 50 SLOR i t e r a t i o n s  a n d  i n  
f a c t  no f u r t h e r  improvement o f  the so lu t ion  cou ld  be obtained al though it w a s  
not converged as i s  s e e n  i n  f i g u r e  7 ,  d o t t e d  l i n e .  The non converged  solu- 
t i o n  h a s  a shar .p  shock ahead of  the correct  converged shock posi t ion and i s  
very similar t o  some o f  t he  non conse rva t ive  so lu t ions  p re sen ted  in  ref. 17. 
A s  can be s e e n  i n  figure 8 the  co r rec t  shock  pos i t i on  wi th  the  mul t ig r id  
scheme i s  a l ready  obta ined  a f te r  50 work u n i t s  ( 2 1  m u l t i g r i d  c y c l e s )  w i t h  a 
mean r e s idua l  r educ t ion  o f  on ly  5 lo-*, showing again the extremely fast  e l i -  
mina t ion  of  low f requency  er rors .  
The second se t  o f  results i s  c a l c u l a t e d  f o r  a channel flow w i t h  a c i r -  
c u l a r  b u q  on t h e  lower w a l l  w i t h  t he  s t anda rd  workshop mesh ( r e f .  17) which 
i s  a sheared Cartesian system. It was given as a t e s t c a s e  w i t h  a n  i s e n t r o p i c  
i n l e t  Machnumber o f  .85. This Machnumber co r re sponds  to  a choked  flow f o r  
t h e  p o t e n t i a l  s o l u t i o n  as w a s  conf i rmed by  the  resu l t s  of Veui l lot  and V i -  
viand whi le  Jameson d i d  n o t  s u c c e e d  t o  o b t a i n  a s o l u t i o n  f o r  a Machnumber 
h ighe r  t ha t  . 835 .  On the  o the r  hand ,  a l l  o t h e r  p o t e n t i a l  s o l u t i o n s ,  i n c l u -  
ding our  gr id  ref inement  solut ion were far from choked namely w i t h  a peak 
Machnumber of  ? .92 on the upper  w a l l .  Again it i s  c l e a r  t ha t  t h i s  s o l u t i o n  
i s  not  converged.  Indeed the mult igr id  solut ion converges a t  M=.849 w i t h  a 
choked solution as i s  shown i n  f i g u r e  10 f o r  t h e  p r e s s u r e  d i s t r i b u t i o n  and 
f i g u r e  1 1  f o r  t h e  isomach l i n e s .  I n  t h i s  case  300 work units were  performed 
w i t h  maverage   r e s idua l   r educ t ion   o f  4 . 2  IO-*. The p r e s s u r e  d i s t r i b u t i o n  
( f i g u r e  10)  i s  compared w i t h  t h e  so lu t ion  ob ta ined  by Veuillot  and Viviand 
a t  M=.8500 w i t h  t h e i r  p s e u d o  time dependent  fu l ly  conserva t ive  poten t ia l  
method ( r e f .  1 7 ) .  O u r  s o l u t i o n  a t  M=.85 diverges  due t o  t h e  f a c t  t h a t  at 
t h i s  Machnumber t h e  imposed massflow r a t e  i s  higher than the choking massflow 
obta ined  a t  M=.849. I n  f i g u r e  9 our s o l u t i o n  a t  M=.835 i s  compared w i t h  t h e  
s o l u t i o n  o f  Jameson ob ta ined  wi th  h i s  mu l t ig r id  AD1 scheme (MAD) on a 65 X 
17 meshpoints  gr id  a l lowing 4 or 5 d i f f e r e n t  g r i d s .  The r e s idua l  evo lu t ion  
w i t h  o u r  method ( f i g u r e  1 2 )  shows a cons tan t  convergence  ra te  of  .963 a f t e r  
an o s c i l l a t o r y  b e h a v i o u r  d u r i n g  100 work u n i t s .  The r a t e  o b t a i n e d  b y  Jame- 
son w i t h  MAD f o r  t h i s  case  w a s  s l i g h t l y  s l o w e r  namely  .9742 ( r e f .  17).  
The f i n a l  result i s  a subcr i t ica l  compressor  cascade  f low.  The mesh i s  
generated by solving a s y s t e m  o f  e l l i p t i c  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s  f o r  
t h e   c u r v i l i n e a r  S-rl c o o r d i n a t e s   ( r e f .  1 4 ) .  The convergence  his tory i s  shown 
i n  f i g u r e  13 and  compared with t h e  g r i d  r e f i n i n g .  The rate obta ined  wi th  
fou r  g r ids  i s  .874 a n d  i l l u s t r a t e s  tha t  the  pe r iod ic  and  Neumann boundary 
condi t ions have no adverse e f f e c t  on the convergence speed obtained with our 
m u l t i g r i d  scheme al though no s p e c i a l  t r e a t m e n t  of  the  boundar ies  as sugges- 
t e d  by Brandt has been  in t roduced .  
7 3  
CONCLUSION 
A conceptua l  s imple  mul t igr id  scheme has been developed consis tent  with 
t h e  f i n i t e  e l e m e n t  method a n d  a p p l i c a b l e  t o  g e n e r a l  arbitrarily genera ted  
body f i t t e d  g r i d s .  T h e r e f o r e  non un i fo rm in t e rpo la t ion  and  r e s idua l  weigh- 
t i n g  o p e r a t o r s  h a d  t o  be in t roduced .  A fast a n d  r e l i a b l e  method i s  obta ined  
wi th  the  s imple  straight forward l i n e  r e l a x a t i o n  scheme as smoothing s tep 
a l l o w i n g  t h e  c a l c u l a t i o n  o f  r e a l i s t i c  t r a n s o n i c  f l o w s  w i t h  a b o u t  10 t o  20 
m u l t i g r i d  c y c l e s  ( 3 0  t o  50 work u n i t s  ) . 
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MULTI-GRID SOLUTION OF THE NAVIER-STOKES EQUATIONS ON NON-UNIFORM GRIDS 
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The R o y a l  I n s t i t u t e  o f  Technology,  Stockholm 
SUMMARY 
The n u m e r i c a l  s o l u t i o n  o f  t h e  N a v i e r - S t o k e s  e q u a t i o n s  i n  genera l  two dim- 
ens ional  domains i s  c o n s i d e r e d .  A p r o p e r  f i n i t e - d i f f e r e n c e  a p p r o x i m a t i o n  t o  t h e  
govern ing  equat ions,   on  non-staggered  gr ids,  i n  a t rans formed  p lane,  i s  formu- 
l a t e d .  S e v e r a l  a s p e c t s  o f  a M u l t i - G r i d  m e t h o d  f o r  t h e  s o l u t i o n  o f  t h e  f i n i t e -  
d i f f e r e n c e  e q u a t i o n s  a r e  d e s c r i b e d .  The emphasis i n   t h i s  paper i s  on t h e  e f f i -  
c i e n c y  o f  some r e l a x a t i o n  schemes  and t h e  t r a n s f e r  among t h e  g r i d s  w h i c h  a r e  
non-uni form i n  t h e  p h y s i c a l  p l a n e .  
INTRODUCTION 
M u l t i - G r i d  (MG) methods  have  been a p p l i e d  with success t o  many boundary 
v a l u e  p r o b l e m s .  B o t h  e l l i p t i c  e q u a t i o n s  [l-41 a n d  m i x e d  e l l i p t i c - h y p e r b o l i c  
equat ions  [5-73 have  been  solved with h i g h  e f f i c i e n c y .  However, t h e  MG method 
i s  n o t ,  y e t ,  c o n s i d e r e d  t o  b e  a general  purpose  method  because o f  i t s  r e l a t i v e  
comp lex i t y .  The method i s  u s u a l l y  s e n s i t i v e  t o  bas ic  e r ro rs  wh ich  can be  made 
even  by a  MG-minded use r .  Fo r  t h i s  and other  reasons it i s  i m p o r t a n t  t o  u n d e r -  
s t a n d  n o t  o n l y  t h e  b a s i c  p r i n c i p l e s  o f  t h e  MG s o l u t i o n  p r o c e d u r e s  b u t  a l s o  t o  
d e v e l o p ,  a s  g e n e r a l  a s  p o s s i b l e ,  u s e r  o r i e n t e d  c o d e s  f o r  t h e  s o l u t i o n  o f  spe- 
c i f i c  e q u a t i o n s .  I n  t h i s  work we d i scuss  some aspec ts  wh ich  are  o f  impor tance 
fo r  t he  deve lopmen t  o f  Nav ie r -S tokes  so l ve rs  i n  general  two  dimensional  domains. 
I n  m o s t  a p p l i c a t i o n s  so f a r ,  t h e  MG codes have been wr i t ten for  problems 
i n  Car tes ian  coo rd ina tes .  Th is  i s  n a t u r a l  f o r  t e s t i n g  t h e  b a s i c  p r i n c i p l e s  o f  
t h e  method. The i d e a  o f  u s i n g  u n i f o r m  C a r t e s i a n  g r i d s  h a s  b e e n  e x t e n d e d  t o  
i n c l u d e  g l o b a l l y  n o n - u n i f o r m  g r i d s ,  b y  u s i n g  a sequence o f  u n i f o r m  g r i d s  s u c h  
t h a t  some o f  t h e s e  a r e  a p p l i e d  l o c a l l y  [ I ] .  This approach can be used without 
t o o  much d i f f i c u l t i e s  i f  the  boundar ies  o f  t he  compu ta t i ona l  doma in  can  be  
a p p r o x i m a t e d  e a s i l y  b y  r e c t a n g y l a r  meshes. For general  geometr ies such an app- 
roach  m igh t  be  too  comp lex  and  less  accu ra te  than  the  me thod  o f  t he  t rans fo r -  
m a t i o n  o f  t h e  c o o r d i n a t e s .  
We d is t ingu ish  be tween two cases  where mesh re f inements  a re  needed i n  t h e  
p h y s i c a l  p l a n e .  T h a t  i s ,  when t h e  m e s h s h o u l d b e  r e f i n e d  i n  o rde r  t o  r e s o l v e  
g e o m e t r i c a i  d e t a i l s ,  o r  when p h y s i c a l  d e t a i l s  o f  t h e  s o l u t i o n  a r e  t o  b e  re- 
solved.  The p u r p o s e  o f  t h e  t r a n s f o r m a t i o n  o f  t h e  c o o r d i n a t e s  i s  t o  make t h e  
t r e a t m e n t  o f  g e n e r a l  g e o m e t r i e s  e a s i e r ,  w h i l e  t h e  mesh re f inements  needed to  
r e s o l v e  t h e  s o l u t i o n  a r e  t o  b e  t r e a t e d  a d a p t i v e l y  a s  p a r t  o f  t h e  s o l u t i o n  p r o -  
cedure. Mesh re f i nemen ts  can  be  done i f  and when such are needed by i n t r o d u c i n g  
f i n e  u n i f o r m  meshes l o c a l l y ,  i n  the   rec tangu lar   computa t iona l   domain   (e .9 .  i n  
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t h e  way t h a t  i s  desc r ibed  i n  r e f e r e n c e  1).  
By t h e  t r a n s f o r m a t i o n  o f  t h e  c o o r d i n a t e s ,  t h e  b o u n d a r i e s  become c o o r d i n a t e  
l i n e s  a n d t h i s  s i m p l i f i e s  t h e  a p p l i c a t i o n  o f  t h e  b o u n d a r y  c o n d i t i o n s .  Tha main 
d isadvantage o f  such  t rans fo rma t ions  i s  t h a t  t h e  e q u a t i o n s  may become more 
complex. "New" t e r m s  t u r n  u p  a n d  t h e  c o e f f i c i e n t s  m u l t i p l y i n g  t h e  d e r i v a t i v e s  
may vary  cons ider ib ly  th roughout  the  computa t iona l  domain .  Bes ide  the  complex-  
i t y  i n  p r o g r a m i n g ,  t h e  t r a n s f o r m a t i o n  o f  t h e  c o o r d i n a t e s  may reduce  the  comp- 
u t a t i o n a l  e f f i c i e n c y  o f  methods which work wel l  on uni form Car tes ian gr ids.  
Thus, work ing  wi th t r a n s f o r m a t i o n  o f  t h e  c o o r d i n a t e s  means t h a t  a d d i t i o n a l  a t -  
t e n t i o n  must b e  p a i d  t o  t h e  f o r m u l a t i o n  o f  t h e  g o v e r n i n g  e q u a t i o n s ,  t h e  d i s -  
c r e t i z a t i o n  o f  t h e s e  e q u a t i o n s ,  t h e  c h o i c e  o f  t h e  r e l a x a t i o n  scheme and the  
t r a n s f e r  among t h e  g r i d s .  I n  t h i s  work we d i scuss  some o f  t h e s e  a s p e c t s  with 
r e g a r d  t o  t h e  MG m e t h o d  f o r  t h e  s o l u t i o n  o f  t h e  N a v i e r - S t o k e s  e q u a t i o n s  i n  a 
p lane.  The g o v e r n i n g  e q u a t i o n s  a r e  s t a t e d  a n d  d i s c r e t i z e d  " e l l i p t i c a l l y " .  A 
p r o p e r  c h o i c e  f o r  t r a n s f e r  among t h e  g r i d s  i s  r e l a t e d  t o  t h e  g o v e r n i n g  equa- 
t i o n s .  By such a t r a n s f e r  t h e  c o n t i n u i t y  e q u a t i o n  a n d  t h e  c o m p a t i b i l i t y  con- 
d i t i o n  can  be s a t i s f i e d  t o  t h e  same accuracy  on a l l  g r i d s .  Some r e l a x a t i o n  
schemes, i n c l u d i n g  t h e  so c a l l e d  " C o n v e c t i v e "  S u c c e s s i v e  L i n e  R e l a x a t i o n  (C-  
SLR) scheme f o r  t h e  momentum equa t ions ,  a re  desc r ibed .  These a re  ana lysed  by  
l o c a l  mode a n a l y s i s  a n d  a r e  t e s t e d  f o r  some c o o r d i n a t e  t r a n s f o r m a t i o n s a n d d i f -  
f e r e n t  v a l u e s  o f  Reynolds  numbers. The C-SLR scheme i s  s u p e r i o r  t o  s t a n d a r d  
schemes,  and it may be  used  as a g e n e r a l  p u r p o s e  r e l a x a t i o n  scheme i n  many 
c a s e s .  P r e l i m i n a r y  r e s u l t s  f o r  t h e  s o l u t i o n  o f  t h e  N a v i e r - S t o k e s  e q u a t i o n s  f o r  
t h e  f l o w  i n  r e c t a n g u l a r  a n d  p o l a r  c a v i t i e s  a r e  a l s o  g i v e n .  
THE GOVERNING EQUATIONS 
The s t e a d y  s t a t e  N a v i e r - S t o k e s  e q u a t i o n s  f o r  i n c o m p r e s s i b l e  v i s c o u s  New- 
t o n i a n  f l u i d s ,  i n  two  d imens iona l   Car tes ian   coord ina tes ,   a re   g iven   by  
u + u  xx Y Y  - px X Y 
xx Y Y  - p Y  
- Re (uu + vu ) = 0 
- Re (uvx  + v v  ) = 0 
(1 . a >  
(1 .b )  
(1  . c )  
v + v  
Y 
u + V  = G  
X Y  
where Re i s  t h e  Reynolds  number, u and v a r e  t h e  d i m e n s i o n l e s s  v e l o c i t y  comp- 
onents i n  t h e  x and y d i r e c t i o n s ,  r e s p e c t i v e l y .  p i s  t h e  d i m e n s i o n l e s s  p r e s -  
sure  sca led  by  the  Reyno lds  number. 
Proper  boundary  cond i t ions  are  de f ined i f  t h e  v e l o c i t y  v e c t o r  ij = (u ,v )  
i s  g i v e n  on t h e  b o u n d a r i e s ,  p r o v i d e d  t h a t  t h e  c o m p a t i b i l i t y  c o n d i t i o n  
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Usua l ly  no  s l i p  boundary  cond i t i ons  a re  taken  on t h e  s u r f a c e  o f  p h y s i c a l  
bodies.  Mixed boundary condi t ions may be used i n  cases o f  symmetry. 
When t h e  p h y s i c a l  p l a n e  i s  t r a n s f o r m e d  i n t o  t h e  c o m p u t a t i o n a l  p l a n e  (6,111 
the  gove rn ing  equa t ions  can  be  wr i t t en  i n  the form:  
where C, (5; + 5’ ) / J  
Y 
C3 = ( E X n x  + E ) / J  
Y Y  
and J = 5 ‘ 1  x y - Ey l l x  
Due t o  t h e  t r a n s f o r m a t i o n  o f  t h e  c o o r d i n a t e s  t h e  b o u n d a r y  c o n d i t i o n s  a r e  
s i m p l i f i e d  i n  the  sense  tha t  u and v a r e  g i v e n  on t h e  b o u n d a r i e s  o f  a u n i t  
r e c t a n g l e  i n  t h e  s , q  p lane.  
Equat ions  ( 2 )  a r e  w r i t t e n  i n  a non-conservat ive  form.   Conservat ive  forms 
a r e  p r e f e r a b l e  i n  many cases.  Such a form i s  e s s e n t i a l  f o r  t h e  c o n t i n u i t y  
equa t ion  ( 2 . c ) .  It can be  wr i t t en  i n  conservat ive  form  as:  
G + v ^  - 0  
E ‘I 
where f iand 0 a r e  t h e  v e l o c i t y  c o m p o n e n t s  o f  9 i n   t h e 5  and r) d i r e c t i o n s ,  r e s -  
D e c t i v e l v .  
and 
2 (5,u + 5 Y v ) / J  
e = (‘I X u + 17 Y v ) / J  
The i n t e g r a l  o f  e q u a t i o n  ( 3 )  on  any  c losed  (s imply  connected)  domain n 
g i ves :  
JJ(2 + G ) dE dq = J ( u , v ) * ~  d l  5 ( 4 )  n r( an 
The c o m p a t i b i l i t y  c o n d i t i o n  i s  s a t i s f i e d  i f  t h e  f l u x  t h r o u g h  t h e  b o u n d a r i e s  
vanishes. The n u m e r i c a l  i n t e g r a l  a n a l o g  t o  e q u a t i o n  ( 4 )  i s  i m p o r t a n t  f o r  t h e  
c o r r e c t  t r a n s f e r  o f  r e s i d u a l s  f r o m  f i n e  t o  c o a r s e  g r i d s .  The momentum equa- 
t i o n s  a r e  l e f t  i n  t h e i r  n o n - c o n s e r v a t i v e  form (eqs.  (2.a)  and(2.b)) .  
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FINITE-DIFFERENCE APPROXIMATIONS 
The system o f  t h e  g o v e r n i n g  e q u a t i o n s  ( 1 )  is  e l l i p t i c .  It i s ,  t h e r e f o r e ,  
n a t u r a l  t h a t  t h i s  p r o p e r t y  s h a l l  b e  t r a n s f e r e d  t o  t h e  f i n i t e  d i f f e r e n c e  app- 
r o x i m a t i o n s  a s  w e l l .  Some concepts o f  e l l i p t i c i t y  o f  f i n i t e  d i f f e r e n c e  equa- 
t i o n s  ( a s  t h e  mesh s i z e  goes t o  z e r o )  a r e  d e s c r i b e d  i n  r e f e r e n c e  2 and t h e  
r e f e r e n c e s  i n  tha t  paper .  F o r  f i n i t e  mesh s ize ,   Brandt   and  D inar  [ 2 ]  use  the  
concept  o f  h T - e l l i p t i c i t y  measure.  This concept i s  d i r e c t l y  r e l a t e d  t o  t h e  
p o s s i b i l i t y  o f  d e v i s i n g  a p r o p e r  r e l a x a t i o n  scheme i n  t h e  MG sense. 
Fo r  s i m p l i c i t y  we c o n s i d e r  t h e  d i s c r e t i z a t i o n  o f  t h e  p r o b l e m  i n  c a r -  
t e s i a n   c o o r d i n a t e s .  The f o l l o w i n g   n o t a t i o n s   f o r   t h e   f i n i t e   d i f f e r e g c e  app- 
rox ima t ions  a re  used :  
a c  X = (a: + ax) /2  B 
a 2  = a F   a B  
X x x  
a 2  = a F  a B  
Y Y Y  
v{ = a 2  + a 2  
X Y  
where h i s  t h e  mesh s i z e  i n  b o t h  x and y d i r e c t i o n s .  
F i r s t ,  t h e  S t o k e s  p r o b l e m  (Re = O $  is  considered.  If second  order  accu- 
r a t e  c e n t r a l  d i f f e r e n c e s  a r e  u s e d  ( o n  n o n - s t a g g e r e d  g r i d s )  t o  a p p r o x i m a t e  
a l l  t h e  t e r m s  i n  e q u a t i o n s  ( I ) ,  t hen  one may w r i t e  t h e  f i n i t e  d i f f e r e n c e  eq- 
ua t i ons  as :  
with 
L =  h 
L @ = R  h 
V 2  h 0 
0 a C 
Y 
T 
T 
@ = (u,v,p) 
R ( O , O , O )  
The symbol o f  Lh (see Sec t ion  3.2 i n  r e f e r e n c e  21, r (81,82), i s  g iven   by  h 
C (s,,s,) (COSS, +  COS^, -2) ( s i n  8 ,  + s i n  s 2 )  2 2 h 
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T h i s  o p e r a t o r  is n o t  e l l i p t i c  ( i t  is q u a s i  e l l i p t i c )  a n d  a s o l u t i o n  o f  e q u a -  
t i o n  ( 5 . a )  a p p r o x i m a t e s  t h e  s o l u t i o n  of t h e  d i f f e r e n t i a l  e q u a t i o n s  o n l y  i n  
a v e r a g e .  
E l l i p t i c  o p e r a t o r s  may b e  o b t a i n e d  i f  s t a g g e r e d  g r i d s  are u s e d  t o g e t h e r  
w i t h  central  d i f f e r e n c e s .  S u c h  g r i d s  h a s  a l s o ,  b e e n  u s e d  f o r  t h e  time depen-  
d e n t  c a s e  [ 8 ] .  B r a n d t   a n d  Dinar [2] h a v e  u s e d  s t a g g e r e d  g r i d s  f o r  t h e  s o l u t i o n  
o f  t h e  t w o  d i m e n s i o n a l  N a v i e r - S t o k e s  e q u a t i o n s  i n  Cartesian c o o r d i n a t e s .  I n  
reference 9 a v e r s i o n  o f  t h i s  m e t h o d  h a s  b e e n  c o m p a r e d  w i t h  o t h e r  MG s o l v e r s  
o f  t h e  N a v i e r - S t o k e s  e q u a t i o n s .  An a p p l i c a t i o n  o f  t h e  t h r e e  d i m e n s i o n a l  s t a g -  
g e r e d  g r i d  s o l v e r  i s  d e s c r i b e d  i n  reference 10. 
S t a g g e r e d  g r i d  f o r m u l a t i o n  l o o s e s  i ts attractiveness when c r o s s  terms 
a r e  t o  b e  d i s c r e t i z e d .  S u c h  c r o s s  terms may a p p e a r  a f t e r  t h e  t r a n s f o r m a t i o n  
o f  t h e  c o o r d i n a t e s .  For t h i s  r e a s o n  we u s e ,   h e r e ,   n o n - s t a g g e r e d   g r i d s .  An e l -  
l i p t i c  a p p r o x i m a t i o n  t o  e q u a t i o n s  (1)  is o b t a i n e d  by t h e  f o l l o w i n g  o p e r a t o r  
L h  i n   e q u a t i o n  (5 . a ) :  
0 2  h 
L 
T h u s   d e t  L h  = v i  (a; + a ' ) ,  w i t h   t h  
3 Y 
F '  
a F 
Y 
0 
d 
e s y m b o l   p r o p o r t i o n a l   t o   ( c o s 9 , +   c o  
- 2 ) L .  T h i s   s y m b o l   v a n i s h e s   o n l y   f o r  9, = 9, = 0 (mod 2~). T h i s   m e a n s   t h a t   t h e  
a p p r o x i m a t i o n   t o   t h e   d i f f e r e n t i a l   e q u a t i o n  i s  e l l i p b i c .  I t  may b e   n o t e d   t h a t  
aF and $3 may b e   i n t e r c h a n g e d   w i t h o u t   h a v i n g   a n   e f f e c t  on t h e  e l l i p t i c i t y .  I t  
i s  a l s o  c l e a r   t h a t   s u c h   a n   a p p r o x i m a t i o n  i s  o f  f i r s t  o r d e r  accuracy .   However ,  
e v e n  i f  t h e  s t a g g e r e d  g r i d  a p p r o x i m a t i o n  i s  o f  s e c o n d  o r d e r  a c c u r a c y  i n s i d e  
t h e  c o m p u t a t i o n a l  d o m a i n ,  t h e  b o u n d a r y  c o n d i t i o n s  are a p p l i e d  w i t h  f i r s t  o r d e r  
a c c u r a c y .   T h e   t o t a l   a c c u r a c y   o f   b o t h   a p p r o a c h e s   ( s t a g g e r e d   a n d   n o n - s t a g g e r e d )  
is o f  f i r s t  o r d e r  fcr  t h e   v e l o c i t y   c o m p o n e n t s  [ E ] .  Moreover ,  when t h e  non- 
l i n e a r   ( c o n v e c t i v e )  terms a r e   i n c l u d e d   ( R e >  0 )  c e n t r a l  d i f f e r e n c e s  ( f o r  t h e s e  
t e r m s )  may b e   u s e d   o n l y  i f  t h e  c e l l  Reynolds   number ,  Re = m a x ( ) R e h u l , l R e h v ) )  
is less t h a n  u n i t y .  For h i g h e r  R e y n o l d s  n u m b e r s  t h e  s y m k o l s  o f  t h e  a p p r o x -  
i m a t i o n s  b o t h  o n  s t a g g e r e d  a n d  n o n - s t a g g e r e d  g r i d s  is n o t  e l l i p t i c .  To p r e -  
serve t h e  e l l i p t i c i t y  f o r  a l l  R e y n o l d s  n u m b e r s  o n e  h a s  t o  use ups t r eam  app-  
r o x i m a t i o n s  ( u s u a l l y  o f  f i rs t  o r d e r  a c c u r a c y )  t o  t h e  c o n v e c t i v e  terms ( s e e  
e . g .  r e f e r e n c e  11 1. 
A r e s u l t  o f  a p p r o x i m a t i o n  ( 6 )  i s  t h a t  t h e  s t a n d a r d  f i v e  p o i n t   a p p r o x i m a -  
t i o n  t o  t h e  P o i s s o n  o p e r a t o r  is s a t i s f i e d  i f  i t  is  a p p l i e d  o n  t h e  p r e s s u r e  
f o u n d   b y   s o l v i n g   s y s t e m   ( 5 . a )   w i t h  ( 6 ) .  T h a t  i s ,  t h e  p r e s s u r e ,  i n  c o n t r a s t  
t o  t h e  v e l o c i t y  c o m p o n e n t s ,  i s  c o m p u t e d   w i t h   s e c o n d   o r d e r   a c c u r a c y .  
The g e n e r a l i z a t i o n  of a p p r o x i m a t i o n  ( 6 )  o n  n o n - s t a g g e r e d  g r i d s  t o  t h e  
t r a n s f o r m e d  e q u a t i o n s  ( 2 )  i s  d o n e  i n  a s t r a i g h t - f o r w a r d   m a n n e r .  
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THE MULTI-GRID CYCLING  PROCEDURE 
For MG s o l u t i o n  p r o c e d u r e s  one d e f i n e s  a sequence o f  M g r i d s  with mesh 
/h = 2 ( 1  <k <M). The MG c y c l i n g  p r o c e d u r e  f o r  t h e  s o l u t i o n  o f  t h e  s y s -  
spacings hl....h s u c h   t h a t   t h e   f i n e s t   g r i d   h a s   t h e   s p a c i n g  hM. U s u a l l y  
hk+l k tem o f  t h e  a l g e b r a i c  e q u a t i o n s  
M 
LM Cp fM 
on a g r i d  with spac ing  hM, i s  as  fo l l ows :  
i. R e l a x a t i o n  sweeps a r e   c a r r i e d   o u t   ( o n   t h e   p r o b l e m  Lk cpk = fk), on 
t h e  grid  k u n t i l  the convergence i s  t o o  s l o w ,  
t h e n  e i t h e r  
ii. The problem i s  t r a n s f e r e d  t o  a c o a r s e r   g r i d ,  where new r e l a x a t i o n  
sweepsaredone. This t r a n s f e r  ( f o r  t h e  FAS-mode) i s  g iven   by :  
where Ik-, i s  t h e  t r a n s f e r  o p e r a t o r  f r o m  t h e  f i n e  g r i d  ( k )  t o  t h e  
c o a r s e  g r l d  ( k - I ) .  
k 
Or i f  convergence t o  some accuracy has been obtained, then: 
iii. The c o r r e c t i o n  i s  t r a n s f e r e d  t o  a f i n e r  g r i d .  These c o r r e c t i o n s   a r e  
smoothed o u t  b y  r e l a x a t i o n  sweeps ( s t e p  i.). 
The procedure ends when the  p resc r ibed  accu racy  i s  a t t a i n e d  o n  t h e  f i n e s t  
g r i d .  I n  t h e  f o l l o w i n g  s e c t i o n s  we d i scuss  some r e l a x a t i o n  schemes ( s t e p  i.) 
and proper  t rans fer  opera tors  Ik - l (s tep  ii.). k 
THE RELAXATION PROCEDURE 
The p u r p o s e  o f  t h e  r e l a x a t i o n  s t e p s  i n  any i t e r a t i v e  s o l u t i o n  p r o c e s s  i s  
t o  smooth o u t  t h e  e r r o r s .  I n  a MG-procedure t h i s  s m o o t h i n g  p r o c e s s  may be 
r e s t r i c t e d  t o  t h o s e  F o u r i e r  components o f  t h e  e r r o r  w h i c h  can be descr ibed 
on a g i v e n  g r i d  b u t  n o t  on coarser  gr ids (h igh f requency components) .  The 
e f f i c i e n c y  o f  t h e  r e l a x a t i o n  p r o c e d u r e ( p r 0 v i d e d  t h a t  n o  l a r g e - a m p l i t u d e  low- 
f r e q u e n c y  e r r o r s  a r e  g e n e r a t e d  d u r i n g  t h e  t r a n s f e r  among t h e  g r i d s )  d e t e r m i n e s  
t h e  o v e r a l l  e f f i c i e n c y  o f  t h e  MG s o l u t i o n  p r o c e d u r e .  
When a system o f  d i f f e r e n c e  e q u a t i o n s  a p p r o x i m a t i n g  a system o f  d i f f e -  
r e n t i a l  e q u a t i o n s  i s  t o  b e  s o l v e d ,  t h e  e f f i c i e n t  r e l a x a t i o n  o f  each equat ion 
( v a r i a b l e )  does n o t  n e c c e s s a r i l y  r e s u l t  i n  an e f f i c i e n t  scheme f o r  t h e  system. 
This  happens i f  b y  r e l a x a i n g  one equa t ion ,  new h igh  f requency  error compo- 
n e n t s  a r e  i n t r o d u c e d  i n  t h e  r e s i d u a l s  o f  t h e  o t h e r  e q u a t i o n s .  A way o f  
( a l m o s t )  d e c o u p l i n g  t h e  r e l x a t i o n  o f  t h e  f i n i t e  d i f f e r e n c e  a p p r o x i m a t i o n s  t o  
t h e  c o n t i n u i t y  ( 1 . c )  and t h e  momentum equations  (1.a)  and(1.b)  has  been  sug- 
gested by Brandt  and Dinar  [ 2 ]  f o r  t h e  s t a g g e r e d  g r i d  a p p r o x i m a t i o n .  Here,  
a s i m i l a r  d i s r i b u t i v e  G a u s s - S e i d e l  (DGS) r e l a x a t i o n  scheme fo r  t he  non-s tag -  
g e r e d  g r i d  a p p r o x i m a t i o n  i s  descr ibed.  
We c o n s i d e r ,  f i r s t ,  t h e  l i n e a r i z e d  N a v i e r - S t o k e s  e q u a t i o n s  (with f rozen  
c o e f f i c i e n t s )  i n  C a r t e s i a n  c o o r d i n a t e s ,  d i s c r e t i z e d  on a u n i f o r m  g r i d  with a 
mesh spacing h. The f i n i t e  d i f f e r e n c e  a p p r o x i m a t i o n  c a n  b e  w r i t t e n  a s :  
8% 
Q u - a p = O  F 
X 
Q v - a p = O  
Y 
I- 
(7 .b )  
B B 
X Y a u + a v = O  
where Q = v i  - Re (uax + va 1 ,  and  and 5 are   t he   ups t ream  app rox ima t ions  
t o  t h e  f i r s t  d e r i v a t i v e s  o f  the m n v e c t i v e  t e r m s .  
+ + 
Y Y 
Equat ions  (7 .a )  and (7 .b )  can  be  re laxed by  so lv ing  (po in tw ise  or  l i n e -  
w i s e )  f o r  u and  v ,  respec t i ve l y .  E f f i c i en t  re laxa t i on  p rocedures  have  been  
deve loped fo r  these equat ions  60 th  i n  Car tes ian and i n  g e n e r a l  c u r v l i n e a r -  
coo rd ina tes .  
The r e l a x a t i o n  o f  equa t ion  (7 .c )  i s  more  complex s i n c e  i f  o n l y  u and v 
a r e  changed, new (h igh   f requency )  errors a r e  i n t r o d u c e d  i n  equat ions   (7 .a )  
and (7 .b ) .  Th is  i n  t u r n  means t h a t  t h e  r e l a x a t i o n  e f f i c i e n c y  ( o f  t h e  h i g h  
frequency error components) o f  t h e  s y s t e m  may be very  poor .  I f ,  on  the  o the r  
hand, f o r  a n y   f u n c t i o n  x, the   dependent   var iab les   a re   changed  (AU,  Av and Ap) 
a c c o r d i n g  t o  e q u a t i o n s  ( 8 )  t hen  !he r e s i d u a l s  o f  t h e  momentum e q u a t i o n s  s h a l l  
n o t   b e   a l t e r e d   ( p r o v i d e d   t h a t  Q a  = a Q ) .  
r 
A U = ~ X  
t 
X 
r 
and 
A V  = a '  x 
Y 
Ap Qx 
A p a r t i c u l a r  c h o i c e  o f  x ,  which is conven ien t ,  i s  t o  t a k e  it t o  be equa l  
6 a t  t h e  node p o i n t  a t  w h i c h  e q u a t i o n  ( 7 . c )  i s  t o  s a t i s f i e d ,  and z e r o  e lse -  
where.  Such a cho ice  means t h a t  t h e  v e l o c i t y  v e c t o r  i s  changed a t  t h r e e  node 
p o i n t s  w h i l e  t h e  p r e s s u r e  i s  changed a t  f i v e  node p o i n t s  s i m u l t a n e o u s l y .  
I n s e r t i n g   e q u a t i o n s  ( 8 )  i n t o  ( 7 . c )  g i v e s  
v 2 x  = - ( a  u + a v )  B B h X Y 
Fo r  o u r  p a r t i c u l a r  c h o i c e  o f  x, 
6 = (axu B + ayv) / (4 /h  B 2 ) 
If equa t ions  ( 8 )  a r e  u s e d  t h e n  t h e  r e s i d u a l s  o f  t h e  momentum equat ions  
are  unchanged a t  a l l  node p o i n t s  e x c e p t  a t  t h o s e  a d j a c e n t  t o  t h e  b o u n d a r i e s .  
The r e a s o n  f o r  t h i s  i s  t h a t  a t  t h e s e  p o i n t s  e q u a t i o n s  ( 8 . a )  a n d  ( 8 . b )  a r e  
n o t  v a l i d  ( s i n c e  u and v a r e  s p e c i f i e d  on the boundar ies,  and they cannot  be 
changed). The r e s i d u a l  n e a r  t h e  b o u n d a r i e s  i s  c h a n g e d  b y  a f a c t o r  rS/h; which 
i s   o f   t h e  same o r d e r  a s  t h e  o r i g i n a l  r e s i d u a l  i n  t h e  momentum equat ions .  
I f  t h e  momentum e q u a t i o n s  a r e  w r i t t e n  i n  terms o f  t h e  v e l o c i t y  comp- 
o n e n t s  w h i c h  a r e  p a r a l l e l  t o  t h e  t r a n s f o r m e d  c o o r d i n a t e s ,  o n e  g e t s  e q u a t i o n s  
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of t h e  f o r m  
q v - a p = O  2 0 
and Q1 f Q, i n  genera l   (e .9 .   cy l i nd r i ca l   coo rd ina tes ) .   Under   such   c i r cums-  
tances one cannot  des ign a d i s t r i b u t i v e  r e l a x a t i o n  scheme which wil preserve  
t h e  r e s i d u a l s  of  b o t h  momentum equat ions .  I n  a l l  such cases one has t o  use 
a common p a r t  o f  Q1 and Q such  tha t   the   change i n  t h e  r e s i d u a l s  i n  bo th  eq- 
u a t i o n s  wil be  smooth  an8 o f   a t  m o s t  t h e  o r d e r  o f  t h e  e r r o r s  w h i c h  a r e  gene- 
ra ted  near  the  boundar ies .  Such DGS r e l a x a t i o n  schemes can be evaluated by 
l o c a l  mode a n a l y s i s  f o r  t h e  s y s t e m .  
An impor tant  aspect  which must  be considered together  with t h e  d i s t r i b u -  
t i v e  r e l a x a t i o n s ,  i s  the  accu racy  i n  s a t i s f y i n g  t h e  c o m p a t i b i l i t y  c o n d i t i o n  
(1.d).  Again, we c o n s i d e r  f i r s t  t h e  c a s e  o f  C a r t e s i a n  c o o r d i n a t e s .  U s i n g  t h e  
s i d e d  d i f f e r e n c e s ,  a s  i n  ( 6 ) ;  t h e  c o m p a t i b i l i t y  c o n d i t i o n  c a n  b e  w r i t t e n  a s  
where t h e  s u b s c r i p t s  0,1,2  and 3 d e n o t e  t h e  v a l u e s  o f  t h e  d e p e n d e n t  v a r i a b l e s  
on t h e  s i d e s  o f  t h e  c o m p u t a t i o n a l  r e c t a n g l e .  It i s  c l e a r  t h a t  t h e  r i g h t  hand 
s ide  o f  equa t ion  (11 )  mus t  van ish  i f  t h e  c o m p a t i b i l i t y  c o n d i t i o n  i s  t o  be  sa- 
t i s f i e d .  However, t h e  q u e s t i o n  i s  what  accuracy i s  t o l e r a t e d  i n  the  numer i ca l  
i n t e q r a t i o n  ( 1 1 ) .  I s  it enough i f  t h e  c o m p a t i b i l i t y  c o n d i t i o n  i s  s a t i s f i e d  t o  
t h e  t r u n c a t i o n  e r r o r s ,  or  t he  accu racy  must b e  t h a t  o f  t h e  r o u n d - o f f  errors? 
To answer t h i s  q u e s t i o n  we c o n s i d e r  t h e  s y s t e m  o f  t h e  a l g e b r a i c  e q u a t i o n s  
( f o r  6 )  which i s  ob ta ined  f rom equa t ion  ( 9 ) .  The sum o f  t h e  t e r m s  on t h e  l e f t  
h a d  s i d e  o f  t h e s e  e q u a t i o n s  v a n i s h e s  ( t o  r o u n d - o f f ) .  T h i s  means t h a t  t h e  eq- 
u a t i o n s  o f  t h e  s y s t e m  a r e  l i n e a r l y  d e p e n d e n t .  On t h e  o t h e r  h a n d ,  t h e  r i g h t  
hand s i d e  e q u a l s  t o  t h e  l e f t  h a n d  s i d e  o f  ( 1 1 ) .  T h i s  i m p l i e s  t h a t  i n  o r d e r  t o  
have a s o l u t i o n  t o  t h e  s y s t e m  o f  d i f f e r e n c e  e q u a t i o n s ,  t h e  c o m p a t i b i l i t y  con- 
d i t i o n  ( 1 1 )  must v a n i s  ( t o  r o u n d - o f f ) .  A u n i q u e  s o l u t i o n  ( f o r  6 )  can  be ob- 
t a i n e d  i f  t h e  v a l u e  o f  6 i s  s p e c i f i e d  a t  some p o i n t .  The c o r r e c t i o n s  i n  t h e  
v e l o c i t y  components ( 8 )  wh ich   a re   equa l  t o  t h e  d e r i v a t i v e s  o f  t h e  8 f i e l d ,  
a re  no t  dependen t  on  th i s  p resc r ibed  va lue .  
If n o n - c o n s e r v a t i v e  f o r m  o f  t h e  c o n t i n u i t y  e q u a t i o n ,  i s  used  then  the  
c o m p a t i b i l i t y  c o n d i t i o n  c a n  b e  s a t i s f i e d  o n l y  t o  a c e r t a i n  a c c u r a c y  ( t h e  t r u n -  
c a t i o n  e r r o r ) .  This i n  t u r n  means t h a t  t h e  DGS re laxa t i ons  can  converge  on ly  
t o  a c e r t a i n  l e v e l .  
The n u m e r i c a l  c o m p a t i b i l i t y  c o n d i t i o n  must  be s a t i s f i e d  on a l l  g r ids ,and 
t h i s  must b e  t a k e n  i n t o  a c c o u n t  when t h e  v e l o c i t y  components are t ransfered 
t o  coarse  gr ids .  
FINE T O  COARSE GRID TRANFERS 
As d i s c u s s e d  a b o v e  t h e  v a l i d i t y  o f  t h e  c o m p a t i b i l i t y  c o n d i t i o n  ( t o  r o u n d -  
o f f  er ror )  i s  a c o n d i t i o n  f o r  t h e  e x i s t a n c e  o f  a s o l u t i o n .  To s a t i s f y  t h e  
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c o m p a t i b i l i t y  c o n d i t i o n  o n  t h e  c o a r s e  g r i d s  t o  t h e  same accuracy as on t h e  
f i n e  one, t h e  t r a n s f e r  f r o m  t h e  f i n e  t o  t h e  c o a r s e  g r i d s  s h o u l d  b e  c h o s e n  
c a r e f u l l y .  
The d i s c r e t i z e d  c o u n t e r  p a r t  o f  e q u a t i o n  ( 4 )  i s  
where i,j denotes   t he   node   po in t  (Ei,q and h i s  t h e  mesh s i z e  o f  a g r i d  
with t h e  l a b e l  k. S ince  equat ion  (12)  i s  i n  conserva t i ve  fo rm,  one  ge ts  tha t  
S,, e q u a l s  t o  t h e  f l u x  t h r o u g h  t h e  b o u n d a r i e s  o f  t h e  domain.  That i s ,  
j k 
To s a t i s f y  t h e  c o m p a t i b i l i t y  c o n d i t i o n ,  t h e  r i g h t  h a n d  s i d e  o f  e q u a t i o n  
(13 )  must van ish  on t h e  f i n e s t  g r i d  ( k  M). 
I n  t h e  FAS-mode t h e  r e s i d u a l s  a n d  t h e  d e p e n d e n t  v a r i a b l e s  a r e  t r a n s f e r e d  
t o  t h e  c o a r s e  g r i d s .  The r i g h t  h a n d  s i d e  o f  t h e  c o n t i n u i t y  e q u a t i o n  on  coarse 
g r i d s  s h o u l d  b e  c o m p a t i b l e  with t h e  f l u x  i n t e g r a l  ( t h e  sum i n  e q u a t i o n  ( 1 3 ) ) .  
I f  t h e  sum i n  equa t ion  ( 1 2 )  van ishes  on t h e  g r i d  k ,  t h e n  i t  wil v a n i s h  a l s o  
on t h e  g r i d  k-1 i f  
'k- 1 
1 
= z r n  h 2  
k-1 k - I  (14.a)  
and 
m = [ C{ [ " (S  u + E; v > l  + [ + l x u  1 +rl v ) l n l l -   ( 1 4 . b )  k- 1 J x  Y 5  Y hr:-l 
where t h e  sum i n  equat ion  (14 .a)  i s  o v e r  t h e  i n d i c e s  o f  t h e  c o a r s e  g r i d  ( k - I )  
and  the sum i n  e q u a t i o n  ( 1 4 . b )  c o m p l e t e s  t h e  f i r s t  sum so t h a t  a l l  t h e  node 
p o i n t s  o f  t h e  f i n e  g r i d  ( k )  a r e  c o v e r e d .  
Eauat ion  (13)  can  be   wr i t ten   as  
where u" and ? are  the  components o f  t h e  v e l o c i t y  v e c t o r  i n  t h e  5 and n d i r e c -  
t i o n s .  A n a t u r a l   t r a n s f e r  of  and   f rom  the   g r i d  k t o   t h e   g r i d  k-1, i s  by  
we igh ted  ave rages ,w i th  the  Jacob ian  as  we igh t i ng  func t i on :  
with t h e  sums as  i n  equat ion  (14 .b) .  If r e l a t i o n s  ( 1 6 )  a r e  u s e d  t h e n  t h e  
f l u x e s  t h r o u g h  a n y  c l o s e d  r e g i o n  o f  t h e  domain, a r e  t h e  same and are indepen- 
den t  on  the  g r id  wh ich  i s  u s e d  f o r  t h e  c o m p u t a t i o n  o f  t h e  f l u x e s .  
SMOOTHING FACTORS OF RELAXATION SCHEMES 
The e f f i c i e n c y  o f  r e l a x a t i o n  schemes can be est imated with good accuracy 
b y  u s i n g  t h e  m e t h o d  o f  l o c a l  mode ana lys is  [ I -3 ,5 ] .  Four ie r  components  wh ich  
a r e  o f  i n t e r e s t  f r o m  MG p o i n t  o f  v i e w  h a v e  wave l e n g t h s  w h i c h  a r e  o f  t h e  same 
o r d e r  a s  t h e  mesh s ize .  Other  error components may be  cons idered as  s lowly  
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va ry ing  and  thus t h e y  do n o t  c o n t r i b u t e  much t o  t h e  v a r i a t i o n  i n  t h e  r e s i d u a l  
i n  n e i g h b o u r i n g  p o i n t s .  The i n t e r e s t i n g  F o u r i e r  components ( o f  high frequen- 
c i e s )  h a v e  s h o r t  r a n g e  o f  e f f e c t  a n d  t h e r e f o r e  b o u n d a r y  e f f e c t s  may be neglec- 
ted .  By l o c a l  mode a n a l y s i s  it i s  ment t h a t  one cons iders  how the ampl i tude,A,  
o f  a F o u r i e r  component e x p ( i  4,/h + i 4,/h) o f  t h e  e r r o r  i s  reduced  by  one 
r e l a x a t i o n  sweep ( c a r r i e d  o u t  on t h e  e q u a t i o n  wi th f r o z e n  c o e f f i c i e n t s ) .  The 
a m p l i f i c a t i o n  f a c t o r  o f  t h e  a m p l i t u d e  i s  denoted  by IA = p(a1,a2) and   the  
smooth ing   fac to r  i s  de f ined  as  
- 
I-( = max ( F ~ ( S ~ , ~ ~ ) I  (17)  
where t h e  maximum i s  taken over  the h igh f requency components ( i .e .  those com- 
ponents which can be descr ibed on a g i v e n  g r i d  b u t  n o t  o n  c o a r s e r  o n e s ) .  
I n  t h e  f o l l o w i n g  we d e r i v e  t h e  a m p l i f i c a t i o n  f a c t o r  f o r  some r e l a x a t i o n  
schemes f o r  t h e  momentum a n d  t h e  c o n t i n u i t y  e q u a t i o n s .  
For  t h e  r e l a x a t i o n  o f  t h e  momentum equa t ions  we c o n s i d e r  t h e  f o l l o w i n g  
l i n e a r  o p e r a t o r :  
where C , C2,  C and C a re   t aken   t o   be   cons tan ts .  F o r  t h e   F o u r i e r  component 
exp ( iS , l / h  + i $ , n / h ) ,  f e t  r b e  t h e  a m p l i t u d e  o f  t h e  r e s i d u a l  b e f o r e  a r e l a x -  
a t i on  pass ,  f i t s  a m p l i t u d e  a f t e r  t h e  p a s s ,  r t h e  a m p l i t u d e  o f  t h e  d y n a m i c  
r e s i d u a l  and A b e  t h e  a m p l i t u d e  o f  t h e  c o r r e c t i o n .  
3 - 
F o r  a po in tw ise   Gauss-Se ide l   (Success ive   Po in t   Re laxa t ion ,  SPR) r e l a x a -  
t i o n  scheme, t h e  d y n a m i c a l  r e s i d u a l  i s  g i v e n  b y  
where 
H(z )  = z, z>o 
0, z<o 
The r e s i d u a l  a f t e r  t h e  p a s s ,  r ,  i s  
- 
F = A [ ( C 1  - RehH(-C3)) e + ( C 2  - RehH(-C4)) eiSz]/hz i s  
F o r  SPR, A i s  so lved  f rom: 
where 
For  Car tes ian  coo rd ina tes  and  sma l l  ce l l  Reyno ld  numbers ,  Reh, t h e  smooth- 
i n g  f a c t o r  e q u a l s  t h a t  o f  t h e  P o i s s o n  e q u a t i o n ,  i . e .  LI 0.5. Fo r  l a r g e  c e l l  
Reynolds numbers the smoothing factor depends strongly on the sign o f  C3 and 
C4 ( t h e  r e l a t i v e  d i r e c t i o n  o f  t h e  r e l a x a t i o n  sweep a n d  t h e  f l o w  d i r e c t i o n ) .  
- 
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If t h e  r e l a x a t i o n  d i r e c t i o n  a n d  t h e  f l o w  d i r e c t i o n  a r e  a l l i g n e d  t h e n  t h e  smoo- 
t h i n g  f a c t o r  e q u a l s  1 / 3  f o r  a wide range o f  v a l u e s  o f  C1 and C2 (see Table I). 
If t h e  r e l a x a t i o n  d i r e c t i o n  i s  a g a i n s t  t h e  f l o w  d i r e c t i o n  i s  v e r y  c l o s e  t o  
u n i t y .  I n  genera l  cases when t h e  f l o w  d i r e c t i o n  i s  n o t  known i n  advance,  one 
can make t w o  r e l a x a t i o n  sweeps i n  oppos i te  d i rec t i ons .  I n l such  a way t h e  ave- 
rage smooth ing factor  ,per  sweep, would be less then ( 1/3)li. This t y p e  o f  d o u b l e  
sweeps i s  c a l l e d  s y m m e t r i c a l  r e l a x a t i o n s .  D i f f i c u l t y  a r i s e s  a l s o  f o r  s m a l l  Reh 
when C1>>C o r  C2>>C I n  t h e s e   c a s e s   t h e   r e l a x a t i o n   e f f i c i e n c y  i s  poor ,   bu t  
it can be improved i f  Success ive  L ine  Re laxa t ions  (SLR) are used.  The a m p l i f i -  
c a t i o n  f a c t o r  ~(9,,9,) f o r  (5-1 SLR a p p l i e d  on ( 1 8 )  ( s o l v i n g  f o r  e a c h  l i n e  
5 = c o n s t a n t ) ,  i s :  
2 1' 
C1 - Reh H(-C3) 
P ( % , % )  
2(C1 + C2 -  COS^,) - C e + Reh NT - i s  , 1 
where NT H(C3)e - i s  , + I C 3 (  + I C 4 (  - H(-C4)eis' + H(C4)e-is' 
The [-SLR scheme i s  e f f i c i e n t  i f  C >O ( independent o f  C4) o r  f o r  s m a l l  3 v a l u e s  o f  Re i f  C >>C (e.9. when t h e  mesh s i z e  i n  t h e  n d i r e c t i o n  i s  l a r g e r  
t h a n   t h a t  i n  t h e   d i l e c t i o n ) .  If on the  o ther   hand,  C1>>C2 , one  can  use 
rl-SLR i n s t e a d  o f  5-SLR. I n  general   cases, when t h e  c o m p u t a t l o n a l  f i e l d  c o n -  
t a i n s  l a r g e  v a r i a t i o n s  i n  C1/C2, good smoothing factor i s  ob ta ined  i f  [-SLR 
i s  fo l lowed by  0-SLR. T h i s  t y p e  o f  r e l a x a t i o n  i s  c a l l e d  A l t e r n a t i n g  D i r e c t i o n  
SLR (AD-SLR). &-SLR i s  e f f i c i e n t  i f  C >O ( independent o f  Ch) b u t  a s  t h e  c e l l  
Reynolds number increases and if t h e  ? l o w  a n d  t h e  r e l a x a t i o n  d i r e c t i o n s  a r e  
aga ins t   each  o ther  (C < O ) ,  then  G i s  c l o s e  t o  u n i t y  ( s e e  T a b l e  I ) .  G e n e r a l  
f l ow  f i e lds  can  be  re?axaed  by  symmet r i ca l  SLR sweeps. 
h 
To improve  the  s imp le  SLR fo r  cases  o f  genera l  geomet ry ,  a m o d i f i e d  SLR 
has  been  tested. The b a s i c  i d e a  i s  t o  i n t r o d u c e  a t e r m  f o r  t h e  c o r r e c t i o n  
prob lem wh ich  s imu la tes  a h igh  Reyno lds  number f l o w  i n  t h e  r e l a x a t i o n  d i r e c -  
t i o n .  One way to  ach ive  such  a t e r m ,  i m p l i c i t l y ,  i s  t o  add p a r t  o f  t h e  correc- 
t i o n  t o  t h e  a p p r o x i m a t i o n  on t h e  l i n e  j u s t  up-steam  the l i n e  which is be ing  
updated. I n  some sense  the  me thod  resembe ls  d i s t r i bu t i ve  re laxa t i ons  even  
though  the  pu rpose  and  the  mo t i va t i ons  a re  comp le te l y  d i f f e ren t .  S ince  the  
term which i s  added t o  t h e  c o r r e c t i o n  p r o b e l m  h a s  a convec t i ve  cha rac te r ,  t he  
scheme i s  ca l l ed  Convec t i ve  Success i ve  L ine  Re laxa t ion  (C-SLR). 
In  C-SLR l i k e  i n  SLR, each l i n e  ( e . g  & = c o n s t a n t )  i s  b e i n g  u p d a t e d  simul- 
taneous ly .  The c o r r e c t i o n  a t  e a c h  p o i n t  j ( o n  t h e  l i n e  i )   i s  6 .  and a b .  i s  
added t o  t h e  v a r i a b l e s  a t  t h e  node p o i n t  i-I ,j. I f  a = 0, thenJC-SLR i d  iden-  
t i c a l  t o  SLR. 
A l o c a l  mode a n a l y s i s  fo r  C-SLR ( s o l v i n g  e a c h  l i n e  & = c o n s t a n t )  g i v e s  t h a t  
t h e  a m p l i f i c a t i o n  f a c t o r  i s  g i v e n  b y :  
C1 (1 - 2a +ae + 2C a(cos8, - 1 )  - RehNTl 2 
c1 ( a  - 2) + 2C2(cos82 - 1) + Cle - i s  , - Reh NT2 P ( 9 ,  , 8 2 1  = ( 2 2 )  
where 
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IC~(I - a )  - e , if C3>01 cC4(1 - , i f  C4>01 - i S  ,-is 2 ) 
NT2 = + 
c -C3 , if C ~ < O I  I C ~ ( ~ ~ ~ '  - 11  , if c4<0) 
I n  T a b l e s  I we c o m p a r e   t h e   s m o o t h i n g  factor o f  t h e  SPR, E-SLR (C-SLR 
w i t h  Q = 0), C-SLR w i t h  near  o p t i m a l   v a l u e  o f  Q (an ), a n d  C-SLR w i t h  a 
f i x e d  v a l u e  o f  a ( a =  0.25). I n  T a b l e  1.a t h e  r e l a x a t l b n  d i r e c t i o n  i s  a l l i g n e d  
w i t h  t he  flow d i r e c t i o n  (C3 = C4 = 1). I n  Table  1.b t h e  r e su l t s  a r e  fo r  t h e  
case when t h e  r e l a x a t i o n  a n d  t h e  f l o w  d i r e c t i o n s  a re  a g a i n s t  e a c h  o t h e r .  
TABLE I. - SMOOTHING FACTORS  FOR OPERATOR (18) 
T a b l e  I .a.: Cg = 1, C4 = 1 
Re h c1 '5 S PR SLR  C-SLR C-SLR a=O P a a = .  25 - no 
0.05 
0.10 
0.50 
0 1 .oo 
5.00 
10.00 
50.00 
0.05 
0.10 
0.50 
1 1 .oo 
5.00 
10.00 
0.909 0.447 0.277,0.25 
0.835 0.447 0.277,0.25 
0.567 0.477 0.254,0.30 
0.500 0.447 0.254,0.30 
0.721 0.714 0.333,0.50 
0.835 0.833 0.467,0.60 
0.962 0.962 0.855,0.60 
0.333 0.036 0.036,O.OO 
0.333 0.068 0.068,U.OO 
0.333 0.243 0.159,O.lO 
0.333 0.333 0.154,0.25 
0.525 0.620 0.256,0.40 
0.670 0.767 0.391,0.60 
0.277 
0.277 
0.277 
0.277 
0.565 
0.737 
0.937 
0.340 
0.323 
0.224 
0.154 
0.420 
0.632 
50.00  0.909  0.949  0.785,0.67
3.05 0.333 0.004 0.004,O.OO 0.493 
0.50 0.333 0.038 0.038,O.OO 0.453 
5.00 0.333 0.254 0.119,0.20 0.188 
0.10 0.333 0.008 0.008,O.OO 0.488 
10 1 .oo 0.333 0.072 0.072,O.OO 0.412 
10.00 0.333 0.414 0.160,0.30 0.162 
50.00 0.671 0.796 0.404,0.60 0.668 
0.05 0.333 0.000 0.000.0.00 0.538 
0.10 0.333 0.001 0.001 ,o.oo 0.538 
100 1 .oo 0.333 0.008 0.008,O.OO 0.527 
10.00 0.333 0.073 0.073,O.OO 0.429 
0.50 0.333 0.004 0.004,O.OO 0.533 
5.00 0.333 0.038 0.038,O.OO 0.481 
50.00 0.333 0.277 0.127,0.20 0.185 
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Table 1.b: C3 -1, C4 = -1 
Reh c /c2 1 a=. 25 
0.05 0.821 0.954 0.674,0.50 0.752 
0.10 0.807 0.914 0.644,0.50 0.717 
0.50 0.724 0.728 0.494,0.40 0.550 
1 1 .oo 0.667 0.632 0.418,0.40 0.460 
5.00 0.718 0.663 0.347,0.50 0.513 
10.00 0.797 0.784 0.447,0.60 0.672 
SPR  SLR  C-SLR C-SLR - 
Cr=O ! J a  
no 
50.00 0.945 0.944 0.800;0.60 0.909 
0.05 0.953 0.995 0.717.0.40 0.786 
0.10 0.951 0.990 0.714;0.40 0.782 
0.50 0.934 0.954 0.685,0.40 0.752 
10 1 .oo 0.914 0.914 0.664,0.40 0.717 
5.00 0.839 0.728 0.530,0.40 0.558 
10.00 0.807 0.638 0.439.0.40 0.481 
50.00 0.847 0.825 0.606;0.60 0.739 
0.05 0.995 1.000 0.721  -0.40 0.790 
0.10  0.995  0.999  0.720;0.40  0.790 
0.50 0.995 0.995 0.717,0.40 0.786 
5.00 0.970 0.954 0.718,0.50 0.752 
50.00 0.867 0.729 0.534,0.40 0.562 
100 1 .oo 0.993 0.990 0.714,0.40 0.782 
10.00 0.951 0.914 0.670,0.40 0.717 
From  Tables I i t  i s  c l e a r  t h a t  E-SLR i s  most e f f i c i e n t  f o r  l a r g e  v a l u e s  
o f  Reh i f  t h e  f l o w  a n d  t h e  r e l a x a t i o n  d i r e c t i o n s  a r e  a l l i g n e d .  I n  genera l  
cases o f  c o o r d i n a t e   t r a n s f o r m a t i o n s  C-SLR wi th  a g i v e   b e t t e r  results t han  
SPR o r  SLR. Even w i th  a cons tan t ,   non-opt ima l  a 0.25, t h e  r e s u l t s  a r e  b e t t e r  
t han  with SPR or SLR ( e s p e c i a l l y  f o r  m o d e r a t e  a n d  l a r g e  He and C? = -1 ). It 
i s  a l s o  n o t e d  t h a t  f o r  o p e r a t o r  (18 )  t h e  C-SLRneeds o n l y  m a r g m a l  y more comp- 
u t a t i o n a l  e f f o r t  compared wi th SLR. For t h i s  reason  one  can  expect   rea l ,  i n  
terms o f  compu ta t i ona l  t imes ,  improvemen t  i n  t h e  e f f i c i e n c y  when C-SLR is used. 
no 
The s m o o t h i n g  e f f i c i e n c y  o f  b o t h  p o i n t w i s e  DGS (P-DGS) and l i n e  DGS 
(L-DGS) r e l a x a t i o n  schemes a r e  c o s i d e r e d  f o r  a n  e q u a t i o n  o f  t h e  f o r m :  
(aaB + ba )u + (eaB + da )v 0 B B (23 1 
5 11 E 11 
where  a,b,c  and d a r e   c o n s t a n t s .  
where u = 2(a2 + b + c2  + d2 + ab + cd)  2 
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and 8 = a + b  
y = c + d  
g e t  
t h e  
S 
For  t h e  c a s e  o f  r e c t a n g u l a r  c o o r d i n a t e s ,  (wi th a = b = l , c  = d = O ) ,  one 
b a c k  t h e  s m o o t h i n g  f a c t o r  f o r  t h e  P o i s s o n  e q u a t i o n .  The e f f i c i e n c y  o f  
P-DGS decreases somewhat when a l l  t h e  c o e f f i c i e n t s  a r e  o f  t h e  same o rde r .  
The smoo th ing  fac to r  i s  t h e n  e q u a l  t o  0.632. The worse  case i s  when e i t h e r  
a o r  d a r e  much l a r g e r  t h a n  t h e  o t h e r  c o e f f i c i e n t s .  I n  such cases  improvement 
i s  o b t a i n e d  i f  L-DGS i s  used. The a m p l i f i c a t i o n  f a c t o r  o f  L-DGS ( s o l v i n g  f o r  
a l i n e  c = c o n s t a n t )  i s  
T h i s  L-DGS i s  most e f f i c i e n t  when d i s  dominant,  whi le L-(n)DGS i s  most 
e f f i c i e n t  when a i s  d o m i n a n t .  A l t e r n a t i n g  d i r e c t i o n  o f  L-DGS r e l a x a t i o n  sweeps 
can be used i n  those cases when t h e  c o e f f i c i e n t s  v a r y  l a r g e l y  i n  t h e  computa- 
t i o n a l  domain. 
COMPUTATIONAL  RESULTS AND DISCUSSION 
A t  t h i s  s t a g e  o f  o u r  work we h a v e  t e s t e d  m a i n l y  t h e  e f f i c i e n c y  o f  t h e  
r e l a x a t i o n  schemes f o r  t h e  momentum equa t ions .  These s t u d i e s  a r e  o f  i n t e r e s t  
f o r  some coord ina te  t rans fo rma t ions  wh ich  may b e  u s e d  f o r  p r a c t i c l e  p r o b l e m s .  
Resu l t s  have  a l so  been  ob ta ined  fo r  t he  Nav ie r -S tokes  equa t ion  so l ve r ,  bu t  
t h e s e  r e s u l t s  a r e  o f  p r e l i m i n a r y  c h a r a c t e r ,  s i n c e  t h e  t r a n s f e r  among t h e  g r i d s  
has not  been done proper ly .  
I n  r e f e r e n c e  3 a u s e r  o r i e n t e d  MG-program f o r  t h e  s o l u t i o n  o f  t h e  P o i s s o n  
equa t ion  i n  q e n e r a l  t w o  d i m e n s i o n a l  c o o r d i n a t e s ,  i s  presented.  The r e l a t i v e  
e f f i c i e n c y  o f  seve ra l  re laxa t i on  schemes ,app l i ed  to  the  Po isson  equa t ion  i n  
l i n e a r l y  and  exponan t ia l l y  s t re t ched  coo rd ina tes ,have  been  compared. I n  t h a t  
work [ 3 ]  i t  has  been  concluded  that :  
i. The r a t e   o f   c o n v e r g e n c e   o f   d i f f e r e n t   r e l a x a t i o n   o p e r a t o r s   i s   n o t  
ii. As p r e d i c t e d   b y   l o c a l  mode a n a l y s i s ,   s i m p l e  n- o r  (-SLR a r e   n o t   e f f i -  
iii. The AD-SLR method  has a r a t A  o f  convergence  which 1s n o t  s e n s i t i v e  
s e n s i t i v e  t o  t h e  number o f  t h e  n e t  p o i n t s .  
c i e n t  on g r i d s  where max I C   / C  ] > > I  and min IC1/C2]<<1. 
i n  v a r i a t i o n s  i n  C / C  1 2. 
i v .  The C-SLR scheme i s  s u p e r i o r   t o   u s u a l  SLR and AD-SLR schemes except,  
p o s s i b l y ,  when t h e  s t r e t c h i n g  i s  v e r y  l a r g e .  I n  such  cases C-AD-SLR 
i s  recomended. 
These t e s t s  a r e  v a l i d  a l s o  f o r  t h e  S t o k e s  (Re = 0 )  momentum equa t ions .  
Recen t l y ,  t he  tes ts  have  been  ex ten ted  to  cove r  the  momentum e q u a t i o n s  f o r  
non-vanishing  Reynolds  numbers. The f o l l o w i n g  c o o r d i n a t e  t r a n s f o r m a t i o n s  h a v e  
been considered: 
1. The i d e n t i t y   t r a n s f o r m a t i o n .  5 = x , ~  = y. 
2. Mesh r e f i n e m e n t s   n e a r   t h e   b o u n d a r i e s   o f  a u n i t   s q u a r e :  
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X = atgh(6 - O . ~ ) / E  + 0.5 
y a t g h ( n  - 0 . 5 ) / ~  + 0.5 
where o! =I / (  2 t g h  0 . 5 / ~ )  
3. E x p o n e n t i a l l y   s t r e t c h e d   c o o r d i n a t e s   ( a s  i n  r e f e r e n c e  3 ) :  
x = ~ + e  
y = n + e  
CS 
crl 
4. Po la r   coo rd ina tes :  
x = r coss 
y r sins 
5. P o l a r   ( s t r e t c h e d )   c o o r d i n a t e s ,   a s  i n  4, b u t  with: 
and r 5 + 1 and 9 = I-,. 
r 1.5 +crt.gh(E - 0 . 5 ) / ~  
9 = crtgh(n - O . ~ ) / E  + 0.5 
Known f u n c t i o n s , o f  o r d e r  one, are chosen and they def ine a f o r c i n g  t e r m  
i n  the  gove rn ing  equa t ions  i n  such a way t h a t  t h e  e x a c t  n u m e r i c a l  s o l u t i o n  
equals   these  funct ions.   Only   MG-cyc l ing i s  u s e d   ( s t a r t i n g   a l w a y s  with zero 
i n i t i a l  a p p r o x i m a t i o n )  and t h e  i t e r a t i o n s  a r e  c o n t i n u e d  t o  a n  a c c u r a c y  b e y o n d  
t h e  t r u n c a t i o n  e r r o r s .  In t h i s  way the  asympto t i c  conve rgence  fac to r  0 i s  ob- 
t a i n e d .  
I n  t h e   f o l l o w i n g   t a b l e s   t h e   a s y m p t o t i c   c o n v e r g e n c e   f a c t o r  0, t h e  comp- 
u t a t i o n a l  t i m e ,  T ,  a n d  t h e  a b s o l u t e  e r r o r  i n  t h e  s o l u t i o n ,  E, a r e   g i v e n ,   f o r  
t h e  f o l l o w i n g  c a s e s :  
i. R e s u l t s  f o r  t r a n s f o r m a t i o n  2 ( E  1/31 a r e  g i v e n  i n  Table 11. 
ii. R e s u l t s  f o r  t r a n s f o r m a t i o n  3 ( c  1)  a r e  g i v e n  i n  Table 111. 
i i i . R e s u l t s  for t r a n s f o r m a t i o n  4, a r e  g i v e n  i n  T a b l e  I V .  
TABLE 11: TRANSFORMATION 2. 
1 /h 8  16  32 
Re 0 T E  0 T E  0 T E  
0 0.81,0.12,6E-3  OS86,0.h3,6E-2  0.88,1.67.2E-I 
1 0.79,0.16,5E-3  0.86,0.45,6E-2  0.88,1.71,2€-1 
SPR 10  0.70.0.10.2E-3  0.84.0.48.2E-2  0.88.1.71.1E-1 
100 0.25;0.03;9E-5  .61;0.22;6E-4  0.80;1.50;5E-3 
0 0.75,0.13,8E-3  0.83,0.56,5E-2  0.84,2. 0,2E-1 
1 0.74,0.14,6E-3  0.82,0.56,5E-2  0.84,2. 7,2E-1 
SLR 10  0.63,0.09,3E-3 0.80,O. 22,lE-2  0.84,2.24,1E-I 
100 0.29,0.04,3E-4 0.57,0.24,3E-4 0.75,2.04,3E-3 
0 0.56,0.07,6E-4 0.64,0.37,8E-4 0.68,1.92,1E-3 
C-SLR 1 0.54,0.06,3E-3  0. 4,0.40,1E-3  0.68,1.92,1E-3 I O a  0.34,0.03,5E-4 0.59,0.29,1E-3 0.64,1.57,9E-4 
100 0.29,0.03,3E-4 0.57,0.26,3E-4 0.75,1.75,3E-3 
a The c o n v e c t i v i t y  c o e f f i c i e n t  i n  C-SLR i s  t a k e n  t o  b e  z e r o .  
97 
TABLE 111: TRANSFORMATION 3. 
I /h 8  16  32 
Re 0 T E  0 T E  0 T E  
0 0.56,0.05,4E-3  0. 7,0.17,2E-3  0.60,0.91,3E-4 
1 0.58,0.07,1E-3  0.59,0.23,2E-3  0.61,0.89,2E-3 
SPR 10 0.48,0.03,1E-3  0.59,0.19,2E-3  0.66,1.00,1E-3 
100  0.26,0. 3,9E-5 0.26,0.08,5E-4 0.50,0.65,8E-5 
0 0.50,0.05,2E-3 0.60,0.33,5E-4 0.64,1.56,2E-3 
1 0.51,0.05,1E-3  0.60,0.32,1E-3  0.65,1.58,1E-3 
SLR 10 0.36,0.04,3E-4  .52,0.21,6E-4  0.60,1.28,3E-4 
100  0.31,0. 3,2E-4  .21,0.09,5E-4  .33,0.63,5E-5 
0 0.41,0.04,1E-3  .46,0.21,5E-4  0.4 ,0.90,8E-4 
1 0.53;0.04;1E-3  0.52,0.25;6E-4  0. 2;1.33;4E-4 
C-SLR I O a  0.36,O.  03,3E-4 0.52,O. 21,6E-4 0.60,1.36,3E-4 
100a 0.31.0.04.2E-4  0.21 . O .  11.5E-4  0.33.0.68.5E-5 
TABLE I V :  TRANSFORMATION 4. 
1 /h 8 16 32 
Re 0 T E  0 T E  0 T E  
0 0.62,0.06,3E-3  . 4,0.27,1E-3  0.67,1.15,1E-3 
SPR 1 0.62,0.06,3E-3  0.63,0.2 ,5E-3  0.66,1.17,1E-3 
10 0.54,0.06,1E-3 0.61,0.21,2E-3 0.64,1.04,1E-3 
- 100 0.24,0.01,3E-3 0.45,0.12,2E-4 0.56,0.77,3E-4 
0 0.56,0.06,2E-3 0.63,0.34,6E-4 0.68,1.67,1E-3 
1 0.56,0.06,4E-3 0.63,0.32,2E-3 0.68,1.78,8E-4 
SLR 10  0.54, .06,2E-3  0.64,0.40,9E-4  0.66,l.  67,9E-4 
100  0.23, . 2,1E-4 0.40,0.17,1E-4 0.54,1.08,1E-4 
0 0.62,0.06,1E-3 0.43,0.22,1E-3 0.46,0.93,2E-3 
C-SLR 1 0.46,0.04,1E-3  .46,0.22,2E-3  0.44,1.14,5E-4 IOa 0.32,0.02,3E-4 0.51,0.25,3E-4 0.54,1.21,7E-4 
100  0.23,0. 3,1E-4 0.40,0.19,1E-4 0.54,1.12,1E-4 
a The c o n v e c t i v i t y  c o e f f i c i e n t  i n  C-SLR i s  t a k e n  t o  b e  z e r o .  
It i s  no ted  f rom Tab le  I1 t h a t  t h e  SPR and t h e  SLR schemes  do no t  conver -  
ge  on t h e  f i n e s t  g r i d .  The C-SLR r e u l t s  even i n  t h i s  c a s e s  i n  an  acceptable 
convergence factor .  F o r  t h e  C-SLR o n l y  t h r e e  d i f f e r e n t  v a l u e s  o f t h e  p a r a m e t e r  
a are   used i n  the  ac tua l  compu ta t i ons ,  and  hence  the  C-SLR has  not  been  op- 
t i m a l .   F u r t h e r m o r e ,   a l . 1   t h e   r e s u l t s  ( i n  Tables II-IV) have  been  ob ta ined  w i th  
t h e  same v a l u e s  o f  t h e  MG c o n t r o l  p a r a m e t e r s ,  w h i c h  a r e  n e a r l y  o p t i m a l  f o r  
SPR i n  C a r t e s i a n  c o o r d i n a t e s .  I m p r o v e d  r e s u l t s  f o r  C-SLR a r e  o b t a i n e d  when 
o t h e r  MG c o n t r o l  parameters  are  used. The C-SLR g i v e s  a r e a l  c o m p u t a t i o n a l  
g a i n  ( n o t  o n l y  i n  t e r m s  o f  c o n v e r g e n c e  f a c t o r ,  b u t  a l s o  i n  terms o f  computa- 
t i o n a l  t i m e s )  i n  g e n e r a l ,  and  espec ia l l y  i n  c a s e s  s i m i l a r  t o  T r a n s f o r m a t i o n  2. 
For s imple  Car tes ian  cases,   however ,  SPR r e s u l t s  i n  t h e  s h o r t e s t  c o m p u t a t i o n a l  
t imes.  
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The N a v i e r - S t o k e s  s o l v e r  h a s  b e e n  t e s t e d  f o r  t h e  c o m p u t a t i o n  o f  t h e  f l o w  
i n  r e c t a n g u l a r - a n d  p o l a r - d r i v e n  c a v i t i e s .  The code  does n o t  i n c l u d e , y e t ,  t h e  
c o r r e c t  t r a n s f e r  o f  t h e  d e p e n d e n t  v a r i a b l e s  t o  c o a r s e  g r i d s ,  a n d  h e n c e  o n e  c a n  
expec t  a r e d u c t i o n  i n  t h e  t o t a l  e f f i c i e n c y .  The problem has been so lved on 
severa l  g r ids ,  and the  convergence fac to r  i s  found t o  be  about  the  same f o r  
b o t h  c a v i t i e s  and t h e  d i f f e r e n t  g r i d s .  A comparison o f  t h e s e  p r e l i m i n a r y  r e -  
s u l t s  f o r  t h e  ( n o n - o p t i m a l )  C-SLR and the  SPR schemes i s  g i v e n  i n  Table v.  
TABLE V:  CONVERGENCE FACTORS  FOR 
DRIVEN C A V I T I E S .  
Re  C-SLR SPR 
0 0.78 
1 0.74 
10  0.72 
0.76 
0.84 
0.83 
As expec ted  the  C-SLR g i v e s  somewhat b e t t e r  r e s u l t s  t h a n  t h e  SPR scheme. 
However, t h e  r e s u l t s  a r e  n o t  s a t i s f a c t o r y  a n d  e f f o r t  i s  b e i n g  made t o  improve 
t h e  o v e r a l l  e f f i e c i e n c y  o f  t h e  N a v i e r - S t o k e s  s o l v e r .  
CONCLUDING REMARKS 
The progress which has been made i n  deve lop ing  a general  purpose two 
d imens iona l  Nav ie r -S tokes  so lver  i s  r e p o r t e d  h e r e .  The compu ta t i ona l  code 
wh ich  g i ves  good  resu l t s ,  i s   n o t   c o n s i d e r e d   t o   b e i n   i t s   f i n a l   f o r m  and addi -  
t i o n a l  improvement i s  expec ted .  Fur ther  work is be ing  done  on t h e  ex tebs ion  
o f  the  method to  p rob lems wh ich  inc lude p lanes  o f  symmetry  where  mixed  boun- 
d a r y  c o n d i t i o n s  a r e  t o  b e  a p p l i e d .  
REFERENCES 
1 .  Brand t ,   Ach i :   Mu l t i - Leve l   Adap t i ve   So lu t i on   t o   Boundary   Va lue   P rob lems .  
2. B r a n d t ,  A c h i ; D i n a r ,  N a t a n :  M u l t i G r i d  S o l u t i o n  t o  E l l i p t i c  F l o w  P r o b l e m s .  
Math. Comp. v o l .  31 ,   1977 ,  pp. 333-390. 
Numerical   Methods i n  PDE, Ed. Bramble, J.H., Academic  Press, 1979,pp. 53- 
147. 
Problems. TRITA-GAD-2, 1980. 
PDE, Boundary  and In ter ior   Layers-Computat ional   and  Asymptot ic   Methods,  
Ed. Mi l ler ,J .J .H,   Boole  Press,  1980,  pp. 291-296. 
3 .  Fuchs,  Laszlo:  A Fast   Numer ica l   Method for t h e  S o l u t i o n  o f  Boundary  Value 
4 .  Fuchs,  Laszlo:  A Newton-Mul t i -Gr id  Method f o r  t h e  S o l u t i o n  o f  N o n - l i n e a r  
5. Fuchs ,   Lasz lo :   F in i t e -D i f f e rence   Me thods   f o r   P lane   S teady   I nv i sc id   T ranson ic  
6. Fuchs,  Laszlo:  Transonic  Flow  Computation  by a M u l t i - G r i d  Method.  Notes  on 
Numer ica l   F lu id   Mechan incs ,  E d s .  R i z z i ,  A.W. and  V iv iand,  H. v o l .  3 ,  
Vieveg  Ver lag,  1981. pp. 58-65. 
7 .  Jameson, A n t o n y :   A c c e l e r a t i o n   o f   T r a n s o n i c   P o t e n t i a l   F l o w   C a l c u l a t i o n s  on 
A r b i t r a r y  Meshes b y  t h e  M u l t i p l e  G r i d  Method. A I A A  paper 79-1458,  1979. 
Flows. TRITA-GAD-2, 1977. 
99 
8. Harlow, F.H.;Welch, J.E: N u m e r i c a l   C a l c u l a t i o n  o f  Time-Dependent  Viscous 
Incompress ib le   F low.  Phys. o f   F l u i d s .   v o l .  8 ,  1965,  pp.2182-2187. 
9. Thune l l ,  Tomas;Fuchs, L a s z l o :   N u m e r i c a l   s o l u t i o n   o f   t h e   N a v i e r - S t o k e s  
Equat ions by Mul t i -Gr id  Techniques.  Numer ica l  Methods i n  Laminar  and 
Tu rbu len t   F low .   Tay lo r ,   Cedr i ck :   Sch re f l e r ,  J.W. Eds. P iner idge  Press ,  
10. Fuchs,  Laszlo;  Zhao,  Heshu; Numer i ca l   S imu la t i on  o f  Three-Dimensional  Flows 
i n  Ducts.  Numerical  Methods i n  Laminar   and  Turbulent   F low.   Tay lor ,  C.: 
S c h r e f l e r ,  J.W. Eds. P iner idge  Press ,  1981.  pp.  167-178. 
1972. 
1981, pp. 141-152. 
11. Roache, P a t r i c k .  J . :  Computat ional   F lu id   Dynamics,  Hermose Pub l i she rs ,  
100 
APPLICATION OF THE MULTI-GRID  METHOD TO CALCULATIONS  OF 
TRANSONIC  POTENTIAL  FLOW  ABOUT  WING-FUSELAGE  COMBINATIONS" 
Arvin Shmilovich and D. A. Caughey 
Corne l l  Univers i ty  
ABSTRACT 
The Multi-Grid (MG) method h a s  b e e n  a p p l i e d  t o  t h e  c a l c u l a t i o n  o f  
t r anson ic ,  po ten t i a l  f l owf ie lds  abou t  a rb i t r a ry ,  t h ree -d imens iona l ,  wing- 
body combina t ions .  Numer ica l  resu l t s  for  i t e ra t ive  convergence  ra te  a re  i n  
good agreement with those predicted by a l o c a l  mode ana lys i s ,  and  show sub- 
s t a n t i a l  improvement over conventional relaxation algorithms. 
NOMENCLATURE 
a = speed  of  sound 
a,b,R = normal iza t ion  parameters  for  
t h e  angular  coordinate (equa- 
t i o n  (19)) 
d e r i v a t i v e s  f o r  t h e  p o t e n t i a l  
equat ion (28) i n  t h e  t r a n s -  
formed c y l i n d r i c a l  c o o r d i n a t e s  
Ax,Ay,Ay, = r e c o u p l i n g  c o e f f i c i e n t s  
A,, ,Ar = c e l l  a s p e c t  r a t i o s  i n  q and r 
A,B,C,D,E,H = coef f ic ien ts  of  second 
k = r a t i o   f  s p e c i f i c   h e a t s  
M = Mach number 
MC = "cut   o f f"  Mach number 
P = wave number 
P,Q,R = a r t i f i c i a l  v i s c o s i t i e s  f l u x e s  
F,Q,$ = t e rms  used  for  cons t ruc t ing  
9. = ve loc i ty   vec to r  
t h e  P,Q,R f luxes  , r e spec t ive ly  - 
R f , R t  = r ad ia l  coord ina te  o f  fuse l age  
su r face  and  wing  t i p ,  
d i r e c t i o n s ,  r e l a t i v e  t o  t h e  r e s p e c t i v e l y  
width o f  c e l l  i n  5 d i r e c t i o n ,  s = coord ina te   angent   to   s t ream-  
r e s p e c t i v e l y  l i n e  
= chord length S = wid th   o f  s t r ip  i n  conformally 
= p r e s s u r e  c o e f f i c i e n t s  mapped p l ane  ( f igu re  2b )  
= dimension of the problem T = recoupl ing  term 
= forc ing  func t ion  u,v,w = v e l o c i t y  components i n  x , y , z  
= elements of inverse o f  t h e  coord ina te s ,  r e spec t ive ly  
= growth factor  nents  i n  X,Y,Z coord ina tes ,  
= kth XG l e v e l  r e s p e c t i v e l y  
= maximum growth factor  on f i n e s t  b7k = work spen t  o f  t he  kth MG l e v e l  
g r i d   p e r   i t e r a t i o n   a n d   p e r  MG t o   r e d u c e   t h e   r e s i d u a l s   t o  
cyc le  , r e s p e c t i v e l y  w i t h i n  t h e  t r u n c a t i o n  e r r o r  o f  
= mesh spacing t h e  k t h  g r i d  
= Jacobian  of  the  t ransformat ion  wK = t o t a l  work ( e s t i m a t e d )  f o r  ob- 
and i t s  determinant , r e spec -   t a in ing  a s o l u t i o n   t o   t h e  
t i v e l y  l e v e l  o f  t h e  t r u n c a t i o n  e r r o r  
met r ic   t ensor  U,V,W = con t rava r i an t   ve loc i ty  compo- 
= i n t e rpo la t ion   ope ra to r   x ,y , z  = Car tes ian   coord ina tes  
* This work has been supported by the Office of Naval Research under 
Contract NOOO14-77-C-0033. 
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I 
cylindrical  coordinates 
normalized  cylindrical  coor- 
dinates 
tional  domain 
X , Y , Z  = coordinates  of  the  computa- 
c1 = modes (equation ( 2 9 )  
6 = central difference operator 
E = recoupling  parameter 
P = artificial viscosity switching 
P = averaging  operator 
function  (equation (16)) 
5 ,n = coordinates  in  mapped  cylindri- 
cal  plane  (equation ( 2 0 )  ) 
P = density 
= weighting  coefficients  for 
the  residual  transfer  (fig- 
ure 4a) 
T = truncation  error + = velocity  potential 
w = overrelaxation  factor 
Subscripts 
( = value at upstream infinity 
( )s = coordinates  of  the  singular 
line 
I. INTRODUCTION 
The MG method  has  been  shown  effective  in  speeding up the  convergence 
of relaxation  solutions  of  the  difference  equations  arising  from  discrete 
approximations to problems  of  elliptic  type  (refs. 1-5). Less  attention 
has  been  focussed on non-elliptic  problems.  The  advantages  of the method 
for  problems  of  mixed  type  have  been  demonstrated  by  South  and  Brandt  (ref. 
6 ) ,  who  treated  the  two-dimensional  transonic  small  disturbance  equation  for 
the  non-lifting  flow  past  a  parabolic  arc  airfoil.  Substantial  deteriora- 
tion  in  performance  of  the  MG  method  has  been  encountered  when  using  suc- 
cessive  line  overrelaxation (SLOR) on  stretched  grids.  Jameson  (ref. 7) 
applied  the MG method  to  the  two-dimensional  potential  equation  using  an 
alternative-direction-implicit (ADI) smoothing  algorithm,  and  obtained  good 
rates  of  convergence  even  on  highly  stfetched  grids. 
The  extension  of  the  MG  method t  three-dimensional  calculations  seems 
attractive,  since  the  process  of  eliminating  the  persistent low frequency 
components  of  the  error  using  conventional  relaxation  techniques  is  expen- 
sive,  and  the  work  required  for  a  relaxation  sweep  on  a  coarser  grid  is  only 
l / 8  of  that  on  the  preceding  grid  when  the  grid  spacing  is  doubled  in  each 
direction.  Recent  work on  an MG code  for  three-dimensional  transonic  flow 
about  axisymmetric  inlets  has  been  reported  by  McCarthy  and  Reyhner  in 
reference 8. 
An  existing  three-dimensional  transonic  potential  code  designed  by 
Caughey  and  Jameson  has  been  modified  to  accommodate  the MG procedure.  The 
code  is  called FLO 30, and  solves a  fully  conservative  difference  approxima- 
tion  in  a  boundary-conforming  coordinate  system. 
Experience  gained  in  two-dimensional  numerical  calculations,  both  from 
the  programming  and  predictability  aspects,  guided  us  in  carrying  out  the 
work  reported  herein.  An  attempt  is  made to predict  the  performance  of  the 
accelerated  iterative  scheme  by  means  of  the  local  mode  analysis.  By  an 
a priori  knowledge  of  the  rate  of  convergence,  a  stopping  criterion  can  be 
established. 
102 
I n  the  fo l lowing  sec t ions  we d e s c r i b e  t h e  f i n i t e  volume method and t h e  
g r id  gene ra t ion  p rocedure  (refs.  9-11) t o  t h e  e x t e n t  t h a t  i s  needed f o r  
unders tanding  the  features a s s o c i a t e d  w i t h  t h e  i n c o r p o r a t i o n  o f  t h e  MG tech-  
n ique  in to  the  ex i s t ing  code .  The MG procedure i s  reviewed as well ,  empha- 
s i z i n g  t h e  d i r e c t  i m p l i c a t i o n s  by those  a spec t s  r e l evan t  t o  the  p rob lem 
under  cons idera t ion .  Theore t ica l  estimates o f  t h e  MG performance on r a t h e r  
compl ica ted  gr ids  are discussed.   Numerical   calculat ions  demonstrat ing  the 
b e n e f i c i a l  e f f e c t  o f  t h e  MG t e c h n i q u e  i n  a c c e l e r a t i n g  t h e  o r i g i n a l  relaxa- 
t i o n  scheme are p r e s e n t e d ,  a n d  t h e  v a l i d i t y  of t h e  t h e o r e t i c a l  estimates i s  
confirmed. 
11. ANALYSIS 
A. F i n i t e  Volume Method 
A d e t a i l e d  e x p o s i t i o n  o f  t h e  f i n i t e  volume method devised by Jameson 
and Caughey may be found i n  r e f e r e n c e  9 .  
The con t inu i ty  equa t ion  fo r  s t eady- inv i sc id ,  i s en t rop ic  f l o w  i n  Car- 
t e s i an   coord ina te s   x ,y  ,z reads  
= 0 ,  
where $I i s  t h e  v e l o c i t y  p o t e n t i a l .  The dens i ty  p i s  given by t h e  i s e n t r o p i c  
r e l a t i o n  
where k i s  t h e  r a t i o  o f  s p e c i f i c  h e a t s  and M, i s  t h e  f r e e  s t r e a m  Mach  num- 
b e r .  The d e s c r i p t i o n  of t h e  v e l o c i t y  5 = (u ,v ,w)  in  terms of a s c a l a r  po- 
t e n t i a l  
i s  a consequence of  the assumption that  The f lowf ie ld  con ta ins  no s t rong  
shocks,  so t h a t  t h e  flow may be regarded as b e i n g  i r r o t a t i o n a l .  
The f i n i t e  volume method does not  require  knowledge of  the global  na- 
t u re  o f  t he  t r ans fo rma t ion  which generates  the gr id  network,  but  uses  only 
l o c a l  p r o p e r t i e s  of t he  t r ans fo rma t ion .  We i n t r o d u c e  a n  a r b i t r a r y  t r a n s -  
fo rma t ion  to  a new coordinate  system X , Y , Z  and  def ine  the  Jacobian  H 
wi th  i t s  determinant  
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h = de t (H) .  
The con t r ava r i an t  components 
rn 
U,V,W of  the  ve loc i ty  can  be expressed as 
where H.% r e p r e s e n t s  the me t r i c  t enso r .  Under t h e  t r a n s f o r m a t i o n ,  t h e  
con t inu i ty  equa t ion  becomes 
It i s  c o n v e n i e n t  t o  u t i l i z e  a t r a n s f o r m a t i o n  t h a t  l o c a l l y  c o n v e r t s  a n  
a r b i t r a r y  c e l l  i n  t h e  p h y s i c a l  s p a c e  i n t o  a cube i n  t h e  c o m p u t a t i o n a l  domain, 
such that  i t s  c e n t e r  i s  l o c a t e d  a t  t h e  o r i g i n  and i t s  v e r t i c e s  are a t  a d i s -  
t a n c e   u n i t y   a p a r t .  Z 
4 
8 
3 
45 0r-4” * X  
2 
Y 
1 2 
The simplest such mapping assumes a t r i l i n e a r  v a r i a t i o n  o f  t h e  c o o r d i n a t e s  
and the  po ten t i a l ,  w i th in  each  ce l l .  Thus ,  t he  shape  func t ion  fo r  t he  x 
coordinate  , say ,  i s  
i denot ing  the  ith v e r t e x  o f  t h e  c e l l .  It can be v e r i f i e d  t h a t  s u c h  formu- 
las  y i e ld  expres s ions  fo r  t he  de r iva t ives  such  as 
1 
xX = (x2-x1+x4 ”x 3 +x 6 “x 5 +x 8 ”x 7 ) 
when eva lua ted  a t  t h e  c e n t e r s  o f  t h e  mesh c e l l s .  T h u s ,  t h e  J a c o b i m  and 
t h e  c o n t r a v a r i a n t  v e l o c i t y  v e c t o r  may b e  r e a d i l y  c a l c u l a t e d .  For the  sake  
of  s impl i fy ing  the  nota t ion ,  l e t  us in t roduce  the  averaging  and  d i f fe renc ing  
opera tors  
pxf  = - I 2 ( f i + 1 / 2 ,  j ,k + ‘ i - l /2 , j  ,k 1 
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6 f = f  
X i+1/2  , j ,k - f i -1 /2  , j ,k 
With t h i s  n o t a t i o n ,  t h e  a p p r o x i m a t i o n s  f o r  t h e  d e r i v a t i v e s  c a n  be wr i t t en  as 
with similar expres s ions  fo r  de r iva t ives  o f  y,z,$ a n d  o f  d e r i v a t i v e s  i n  t h e  
o the r  d i r ec t ions .  Tak ing  a second d i f fe rence  of  the  cont ravar ian t  f luxes ,  
t he  con t inu i ty  equa t ion  i s  c a s t  i n  t h e  form 
This formula can be i n t e r p r e t e d  as conserving mass fluxes i n  a n  auxiliary 
c e l l  wh ich  ove r l aps  e igh t  p r imary  ce l l s ,  hav ing  ve r t i ce s  a t  t h e  c e n t e r s  
o f  t he  p r imary  ce l l s .  
S ince  the  f luxes  a re  ca l cu la t ed  by  ave rag ing  the  va lues  o f  t he  ce l l  
c e n t e r s  r a t h e r  t h a n  u s i n g  v a l u e s  e v a l u a t e d  a t  t h e  f a c e  c e n t e r s  o f  t h e  am- 
i l i a r y  c e l l s ,  t h i s  f o r m u l a t i o n  t e n d s  t o  d e c o u p l e  t h e  s o l u t i o n  a t  a l t e r n a t e  
po in t s  of t h e  g r i d .  I n  o r d e r  t o  compensate f o r  t h i s  d e c o u p l i n g  w e  e f f ec -  
t i v e l y  s h i f t  t h e  p o i n t  o f  e v a l u a t i o n  o f  t h e  f l u e s  t o  t h e  c e n t e r  o f  t h e  
f aces  o f  t he  aux i l i a ry  ce l l  by  add ing  one term of  their  expansions about  the 
cen te r s  o f  t he  mesh c e l l s .  The added  term is  of the form 
where A = ph(g '' - U /a ) and similar formulas  hold  for  %,Az.  Here a i s  
the speed of sound. The g i j  a r e  t h e  e l e m e n t s  of t h e  i n v e r s e  o f  t h e  m e t r i c  
tensor ,  and  0 L E I 1/2. I n  p r a c t i c e  E = 1 / 2  i s  genera l ly  used ,  repre-  
s en t ing  the  s t ronges t  r ecoup l ing .  
2 2  
X 
I n  o r d e r  t o  p r o p e r l y  r e f l e c t  t h e  c o r r e c t  domain of dependence i n  super- 
son ic  r eg ions  o f  t he  f lowf ie ld ,  it i s  necessary t o  in t roduce  an a r t i f i c i a l  
v i s c o s i t y .  S i n c e  t h e  l o c a l  f l o w  d i r e c t i o n  i s  not known in  advance,  and w e  
want t h e  d i r e c t i o n a l  b i a s  t o  be added i n  t h e  streamwise d i r e c t i o n ,  we make 
use of  Jameson ' s  ro ta ted  scheme ( r e f .  1 2 ) .  Cons ider  the  poten t ia l  equat ion  
i n  q u a s i l i n e a r  form w r i t t e n  i n  c o o r d i n a t e s  l o c a l l y  a l i g n e d  w i t h  t h e  v e l o c i t y  
vec tor  
where s i s  a c o o r d i n a t e  t a n g e n t  t o  t h e  s t r e a m l i n e .  The upwinding  of t h e  +ss  
term can be accompl i shed  by  exp l i c i t l y  add ing  an  appropr i a t e  a r t i f i c i a l  
v i s c o s i t y  t o  t h e  c e n t r a l  d i f f e r e n c e  a p p r o x i m a t i o n .  The addi t ion  of  such  a 
term in  d ivergence  form can  be  sholm t o  be analogous t o  t h e  f o l l o w i n g  modi- 
f ied  numer ica l  scheme 
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The added flux P i s  constructed from 
$ = 1-I '2 Ph ( u  2 6= + w1-Ixy6xy + wu?Jzx6zx)+ 
a 
by de f in ing  
The f l u x e s  Q and R are cons t ruc ted  in  an  ana logous  fash ion .  Here ,  a switch- 
i ng  func t ion  !J has been introduced 
M2 
u = max(0, 1 - T), C 
q 
s u c h  t h a t  t h e  d i r e c t i o n a l  bias i s  added i n  r e g i o n s  where t h e  l o c a l  s p e e d  
exceeds the value of  some "cut  of f"  Mach. number M c .  It has been observed 
t h a t  t h e  MG technique  func t ions  a t  i t s  best when t h e  upwinding i s  switched 
on  even i n  a r e g i o n  s l i g h t l y  l a r g e r  t h a n  t h e  s u p e r s o n i c  p o c k e t .  I n  p r a c -  
t i c e  ~2 = .9 i s  genera l ly  used .  
C 
The so lu t ion  of  the  nonl inear  a lgebra ic  equat ions  resu l t ing  f rom the  
d i s c r e t i z a t i o n  i s  accomplished by the formulat ion of  an i terat ive scheme,  
embedding t h e  s t e a d y  state equat ion i n  an  a r t i f i c i a l  t ime-dependen t  equa -  
t i o n .  
B.  Grid  Generation 
The m a j o r  d i f f i c u l t y  i n  t r e a t i n g  the  f u l l  p o t e n t i a l  e q u a t i o n  r a t h e r  
than i t s  small per turbat ion approximation i s  t o  c o r r e c t l y  s a t i s f y  the 
boundary  conditions.   This  can  be  done  easily i f  t h e  d i f f e r e n c e  e q u a t i o n s  
a r e  s o l v e d  i n  a boundary  conforming  coordinate  system. An e s s e n t i a l  advan- 
tage of  t h e  f i n i t e  volume method i s  the  decoup l ing  o f  t he  g r id  gene ra t ion  
s t e p  from t h e  i t e r a t i v e  p r o c e d u r e ,  s i n c e  o n l y  l o c a l  p r o p e r t i e s  of t h e  
t ransformat ion  are used.   Nevertheless ,  it i s  o f t en  conven ien t  t o  gene ra t e  
t h e  c o o r d i n a t e  g r i d  by sequences of conformal and shearing transformations 
f o r  a va r i e ty  o f  p rac t i ca l  p rob lems .  
Consider the  conf igu ra t ion  shown i n  f i g u r e  1, cons i s t ing  o f  a wing 
mounted  upon a fuse l age  o f  va ry ing  c ross  sec t iona l  shape .  We assume t h e  
flow i s  symmetr ica l  about  the  ver t ica l  p lane  pass ing  through the  fuse lage  
c e n t e r l i n e  so t h a t  o n l y  t h e  f l o w  i n  h a l f  s p a c e  z 1 0  need be considered. 
Denot ing the fuselage surface by R f ( x , B ) ,  t h e  r a d i a l  c o o r d i n a t e  i s  
normalized out by de f in ing  
- r - R f ( X , B )  
r =  Y (17)  r - Rt 
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Rt b e i n g  t h e  r a d i a l  c o o r d i n a t e  o f  t h e  wing t i p .  The wing  sweep  and d ihedra l  
are no rma l i zed  ou t  by  in t roduc ing  the  coord ina te s :  
- x "x 
x =  
where 
- 
0 = 2 ( b  7 j R 2  - (8-a)*)  
and t h e  s i g n  i s  taken  depending  upon  whether 8 ,  i s  p o s i t i v e  or negat ive .  
Here c i s  t h e   l o c a l   c h o r d   l e n g t h ,   a n d  xs(~), 9s(r) r ep resen t   he   l oca -  
t i o n  o a s ingu la r  l i n e  j u s t  i n s i d e  t h e  l e a d i n g  e d g e  o f  t h e  wing. The 
s ingu la r  l i n e  i s  then used as a branch  poin t  in  the  conformal  mapping 
$ 3  
- x + 2 i F  = l o g ( 1  - cosh (S+ in ) )  ( 2 0 )  
t o  "unwrap" t h e  wing s u r f a c e .  Under t h i s  t r a n s f o r m a t i o n  a surface  of  con- 
s t a n t  F t h a t  i n t e r s e c t s  t h e  wing su r face ,  shown i n  f i g u r e  2 a ,  will t a k e  
t h e  form dep ic t ed  i n  f igure  2b .  A f i n a l  s h e a r i n g  t r a n s f o r m a t i o n  
x = s  
Y = rl/s " 
z = r  ( E  , r )  
r educes   t he   s t r i p   o f   w id th  S - t o  one of cons tan t   wid th ,  as shown j.n 
f i g u r e  2 c ,  r e s u l t i n g  i n  a ne r l y  o r t h o g o n a l  mesh i f  t h e  l o c a t i o n  o f  t h e  
s ingu la r  l i ne  has  been  ca re fu l ly  chosen .  The computational domain shown 
s c h e m a t i c a l l y  i n  f i g u r e  3 i s  r e n d e r e d  f i n i t e  by s u i t a b l e  s t r e t c h i n g s  i n  t h e  
X and Z d i r e c t i o n s .  The X s t r e t c h i n g  i s  set  up a t  each spanwise s ta t ion,  
s o  t h a t  t h e  f a r  downstream boundary remains a p lane  in  the  phys ica l  domain ,  
even i f  t h e  wing i s  tapered and/or  swept .  
8 5  3 r )  
The d e f i n i t i o n  o f  R f( x,9) and ( 5 , r )  from the  inpu t  da t a  o f  t he  fuse -  
lage and wing  geometry i s  a c h l e v e d  b y  s p l i n e  f i t s .  A s p l i n e  f i t  i n  x i s  
a p p l i e d  f o r  i n t e r p o l a t i n g  t h e  c o e f f i c i e n t s  o f  t h e  F o u r i e r  d e c o m p o s i t i o n  of  
t h e  f u s e l a g e  c r o s s  s e c t i o n s .  S p l i n e  f i t s  in   the   spanwise   and  5 d i r e c t i o n s  
are employed t o  d e f i n e  S(t -). Having defined Rf and S ,  w e  proceed with 
ca l cu la t ing  the  phys ica l  z&dina te s  o f  t he  g r id  po in t s  by  r eve r s ing  the  
mapping sequence. 
C .  Boundary  Conditions 
The t rea tment  of boundary  condi t ions  in  a boundary conforming coordi- 
nate system i s  q u i t e  e a s i l y  a c c o m p l i s h e d  s i n c e  t h e  f i n i t e  d i f f e r e n c e  scheme 
i s  fo rmula t ed  in  terms o f  t he  con t r ava r i an t  ve loc i ty  vec to r  ( U , V , W ) .  To 
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e n f o r c e  t h e  no f l u x  c o n d i t i o n  a c r o s s  t h e  s o l i d  s u r f a c e s  ( t h e  f u s e l a g e  and t h e  
wing) the normal  component  of t h e  v e l o c i t y  v e c t o r  must be zero .  This  i s  
inco rpora t ed  by  r e f l ec t ing  the  no rma l  f lux c o n t r i b u t i o n s  f o r  the  c e l l s  
ad jacen t  t o  the  boundary .  
The a lgor i thm i s  s i m p l i f i e d  by in t roduc ing  a r e d u c e d  v e l o c i t y  p o t e n t i a l  
r e p r e s e n t i n g  p e r t u r b a t i o n s  from t h e  f ree  stream. This p o t e n t i a l  i s  set t o  
zero  on the upstream and la te ra l  far f i e l d  b o u n d a r i e s .  On t h e  far down- 
stream boundary,  the f irst  d e r i v a t i v e  i n  t h e  streamwise d i r e c t i o n  o f  t h e  
p e r t u r b a t i o n  p o t e n t i a l  i s  s e t  t o  z e r o ;  t h i s  i s  e q u i v a l e n t  t o  s e t t i n g  t h e  
streamwise v e l o c i t y  component t o  i t s  f r e e  stream value. This  boundary 
condi t ion  i s  a consequence of the  f a c t  t h a t  t h e  f l o w  becomes fu l ly  deve loped  
f o r  downstream. 
To accoun t  fo r  lift, a vor tex  shee t  emanat ing  f rom the  t ra i l ing  edge  
of t h e  wing  must be allowed. It i s  assumed t h a t  t h e  t r a i l i n g  v o r t e x  s h e e t  
l i e s  a l o n g  t h e  b r a n c h  c u t  ( t h e  d a s h e d  l i n e  i n  f i g u r e  2 b ) ,  t h u s  c o n v e c t i o n  
and rol l -up are ignored.  On t h e  two s ides  o f  t he  shee t  we r e q u i r e  t h a t  
mass be  conserved .  For  th i s  purpose  it i s  convenient  t o  i n t r o d u c e  dummy 
points above the boundary, which are i d e n t i f i e d  i n  t h e  p h y s i c a l  domain with 
co r re spond ing  in t e r io r  po in t s  on  the o t h e r  s i d e  o f  t h e  c u t .  To envis ion  
t h i s ,  imag ine  ro t a t ing  the  l e f t  b r a n c h  c u t  ( i n  f i g u r e  2 b )  i n  t h e  counter-  
c lockwise  d i r ec t ion  by 180°, a b o u t  t h e  s i n g u l a r  l i n e ,  t h u s  o b t a i n i n g  the 
phys ica l  p l ane  in  f igu re  2a .  Fo r  conse rv ing  the  mass i n  c e l l s  whose ten- 
t e r s   l i e  on the c u t  we c a l c u l a t e  t h e  c o n t r i b u t i o n  t o  t h e  f l u x e s  a t  t h e  
c e n t e r s  o f  t h e  dummy mesh c e l l s ,  f r o m  t h e  values o f  t he  po ten t i a l  add  the  
coord ina te s  o f  t he  co r re spond ing  ce l l s  r e f l ec t ed  abou t  t he  o r ig in .  Po in t s  
on b o t h  s i d e s  o f  t h e  c u t  are t r e a t e d  as i n t e r i o r  p o i n t s  by t h e  same itera- 
t i ve  a lgo r i thm.  T h i s  procedure can also be used when t h e  c u t  i s  a vo r t ex  
shee t  across  which  the  jump i n  the  p o t e n t i a l  i s  determined by the  Ku t t a  
condi t ion .  
I n  t h e  o r i g i n a l  program it w a s  r equ i r ed  tha t  t he  no rma l  ve loc i ty  com- 
ponent be cont inuous   across   the   vor tex   shee t :  Vy = 0.  This   condi t ion  was 
a p p l i e d  a l s o  on the  b ranch  cu t  ou tboa rd  o f  t he  t i p  o f  t he  wing. (This por- 
t i o n  of t h e  c u t  has no physical  meaning.)  In  the modified code mass i s  con- 
served on points  t ha t  l i e  on the  vo r t ex  shee t  i nboa rd  of  t h e  wing t i p ,  w h i l e  
Vy = 0 was posed  on  the  outboard  par t  o f  the  cu t .  This  spec ia l  t rea tment  of  
t he  b ranch  cu t  p rov ided  bes t  r e su l t s  when us ing  the MG a lgor i thm.  
D.  Multi-Grid  Technique  and  Implementation  Aspects 
An ex tens ive  d i scuss ion  o f  the MG technique  by  Brandt  in  re ference  5 
i s  v e r y  i l l u m i n a t i n g .  I n  a d d i t i o n ,  we sugges t   o the r   r e l evan t   r e f e rences  
(refs.  3, 4) as background t o  o u r  r a t h e r  s u c c i n c t  p r e s e n t a t i o n .  
The MG method re l ies  on t h e  f a c t  t h a t  r e l a x a t i o n  schemes are e f f i c i e n t  
i n  e l i m i n a t i n g  t h o s e  components of the error whose wavelengths are com- 
p a r a b l e  t o  t h e  mesh spacing.  However, t he  p rocess  o f  l i qu ida t ing  the  lower  
frequency modes i s  cha rac t e r i zed  by a slow rate of  convergence s ince the 
e f f e c t i v e  s i g n a l  s p e e d  on t h e  f i n e  g r i d  i s  slow. The b a s i s  o f  t h e  MG method 
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i s  t o  d i s c r e t i z e  t h e  p r o b l e m  i n  a sequence  of  gr ids  of  d i f fe ren t  mesh 
widths ,  a l lowing s imultaneous t reatment  of  the whole spectrum of error 
modes. This  grea t ly  speeds  up  the  convergence  of  the  re laxa t ion  scheme. 
Moreover ,  so lv ing  on  coarser  gr ids  requi res  far less computa t iona l  e f fo r t ,  
s i n c e  t h e  mesh p o i n t s  are fewer. 
We p roceed  to  desc r ibe  the  log ica l  s equence  o f  t he  MG procedure.  De- 
n o t e  t h e  d i s c r e t i z a t i o n  o f  t h e  scheme i n  equat ion  ( 1 4 )  on a h ie ra rchy  of 
g r i d s  Go, GI, G 2 , .  . . , $ of  varying coarseness  , by 
Lk+k = Fk, k = 0,1 ,2 , .  . . ,K , (22 )  
K d e s i g n a t i n g  t h e  f i n e s t  g r i d ,  so t h a t  F = 0. We start t h e  i t e r a t i o n  on 
t h e  f i n e s t  g r i d  w i t h  t h e  a i d  of  some i n i t i a l  estimate. When slow conver- 
gence i s  sensed ,  t he  r e l axa t ion  p rocess  i s  d iscont inued  on t h i s  g r i d .  Ex- 
p l o i t i n g  t h e  smoothness  of  the  ten ta t ive  so lu t ion  obta ined ,  we ca r ry  ou t  
r e l a x a t i o n  on t h e  n e x t  c o a r s e r  g r i d .  While +k i s  an approximate solut ion on 
Ck, it cannot be expected t o  be a good approximation on G k - l Y  because of 
d i f f e r e n c e s  i n  t h e  d i s c r e t i z a t i o n  e r r o r s  of t h e  two g r i d s .  The l i n k  between 
t h e  g r i d  l e v e l s  i s  made by using a fo rc ing  term which accounts  for  the 
d i f f e rence  be tween  the  t runca t ion  e r ro r s  o f  t he  two g r i d s .  Thus 
K 
Lk-l k - k-1 
4 - F  Y ( 2 3 )  
where 
k-1 k-1 k k-1 k k 
T k - l = L  (Ik @ ) - I k  L @ .  
Here I deno te  in t e rpo la t ion  ope ra to r s  f;€pm t h e  f ' n e  g r i d  t o  t h e  n e x t  
c o a r s e s t   l e v e l .  It should   be   no ted   tha t  Ik (F -L 4 ) i s  t h e   r e s i d u a l  l e f t  
by 4 k .  The o p e r a t o r  f o r  t h e  r e s i d u a l  i n t e r p o l a t i o n  i s  no t  necessa r i ly  the  
same as t h a t  f o r  t h e  s o l u t i o n  t r a n s f e r .  
k-1 
k k k k  
Having ca l cu la t ed  an  approx ima te  so lu t ion  on t h e  c o a r s e  g r i d ,  an up- 
da ted  so lu t ion  of t h e  f i n e  g r i d  may be  obta ined .  S imply  in te rpola t ing  4k-l 
t o  t h e  f i n e  g r i d ,  h o w e v e r ,  c a n n o t  b e  d o n e ,  s i n c e  t h i s  would cause  the  h igh  
frequency  components  of  the  solution t o  be l o s t .  These  components  can  be 
maintained by adding t o  t h e  r e c e n t  s o l u t i o n  r$k the  con t r ibu t ion  o f  low 
frequency components t o  t h e  c o r r e c t i o n ,  namely the d i f f e r e n c e  between t h e  
u p d a t e d   s o l u t i o n   o n   t h e   c o a r s e   g r i d  4k-1,  and i t s  estimate Thus, 
an improved solution on t h e  f i n e  g r i d  i s  
Note t h a t   n e e d s   t o  be   saved .   Al te rna t ive ly ,   equa t ion   (26)   can   be   wr i t ten  
as 
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and the  updated  so lu t ion  can  be i n t e r p r e t e d  as f o l l o w s :  t r a n s f e r  t h e  u dated 
s o l u t i o n  $k t o  dk-1 and  in t e rpo la t e  it back t o   t h e  f i n e  g r i d  (It-lIi-lQK now 
contains   only  low  f requency  components) ;   subtract  the r e s u l t  f r o m  Qk t o  
form the contr ibut ion of  high frequency components  t o  the c o r r e c t i o n .  
E r ro r  components of a r b i t r a r i l y  low wavenumbers can be diminished by 
ex tending  the  above  sequence  onto  ye t  coarser  gr ids .  
Calculations have been performed on g r ids  o f  6 4 ~ 1 6 x 1 6  c e l l s   i n  X , Y , Z  
d i r e c t i o n s ,  r e s p e c t i v e l y .  The g r l d  w a s  coarsened  by  e l imina t ing  every  o ther  
mesh p o i n t  i n  e a c h  d i r e c t i o n .  Most o f t e n  a sequence  of  four  gr id  leve ls  
was employed i n  the MG process .  The set  up of the program admits t h e  u s e  
of a f i f t h  l e v e l  ( 4 ~ 1 x 1 ) ~  one t h a t  t a k e s  t h e  wing t o  be i n f i n i t e .  
The e q u a t i o n s  r e s u l t i n g  f r o m  t h e  d i s c r e t i z a t i o n  i n  e q u a t i o n  ( 1 4 )  are 
sequen t i a l ly  so lved  on planes of  constant  Z (marching  f rom the  fuse lage  
towards the l a te ra l  boundary) ,  each of  which i s  swept  by successive l ine 
o v e r r e l a x a t i o n  a l o n g  l i n e s  o f  c o n s t a n t  X ( X S L O R ) .  Because  of the  l o c a l  
na tu re  of  relaxation schemes, i t  i s  c o n v e n i e n t  t o  s t o r e  i n  v i r t u a l  memory 
the  coord ina te s  and  the  so lu t ion  o f  on ly  the  Z plane being swept and i t s  
two ne ighbor ing  p lanes  on  e i ther  s ide ,  p lus  the  o ld  so lu t ion  of  the  preceding 
p lane .  The coord ina te s  and  the  so lu t ion  on the e n t i r e  domain are s t o r e d  on 
a disk and information i s  b u f f e r e d  i n  and  ou t  o f  t he  v i r tua l  memory as 
needed,  while  calculat ions are being performed.  Disk manipulat ion requires  
c a r e f u l  programming f o r  t r a n s f e r r i n g  t h e  po ten t i a l  and  the  we igh ted  r e s idua l s  
t o  t h e  n e x t  c o a r s e r  g r i d ,  a n d  i n  i n t e r p o l a t i n g  t h e  c o r r e c t i o n s  t o  t h e  n e x t  
f i n e r  l e v e l .  The i n t e r p o l a t i o n  o f  t h e  p o t e n t i a l  t o  t h e  n e x t  c o a r s e r  l e v e l  
( i n  e q u a t i o n s  ( 2 3 )  and ( 2 6 ) )  i s  done  by ' i n j e c t i o n ' ,  i . e . ,  va lues  o f  t he  
p o t e n t i a l  from t h e  f i n e  g r i d  a r e  t r a n s f e r r e d  a t  po in t sco r re spond ing  to  bo th  
l e v e l s .  T h r e e  f i n e  g r i d  p l a n e s  c o n t r i b u t e  t o  t h e  c o n s t r u c t i o n  o f  t h e  volume 
ave rage   o f   t he   r e s idua l s   ( i n   equa t ion   (24 ) )  as s k e t c h e d  i n  f i g u r e  ha. Four 
coa r se  g r id  p l anes  pa r t i c ipa t e  in  fo rming  the  fou r  po in t  Lagrang ian  in t e r -  
p o l a t i o n  i n  t h e  Z d i r e c t i o n  - s e e  f i g u r e  Ab. The same in t e rpo la t ion   ope ra -  
t o r  i s  used  wi th in  each  o f  t hese  p l anes  to  improve t h e  s o l u t i o n  a t  each of 
t h e  f i n e  g r i d  p o i n t s  t h a t  l i e  on them ( i n  e q u a t i o n  ( 2 6 ) ) .  The buf fer ing  of  
t h e  p o t e n t i a l  f o r  i n t e r p o l a t i n g  i n  t h e  Z d i r e c t i o n  i s  somewhat complicated 
i n  t h a t  s o l u t i o n  from t h e  f i r s t  a n d  t h i r d  p r e c e d i n g  p l a n e s  must be a v a i l a b l e .  
A f i x e d  s t r a t e g y  u s i n g  one sweep on each v i s i t e d  g r i d  h a s  b e e n  shown t o  
be e f f e c t i v e  ( r e f .  7 ) .  The  domain i s  swept   once  on  each  gr id   level   unt i l  
t h e  c o a r s e s t  g r i d  i s  reached.  Each l e v e l  i s  swept  once after c o a r s e  g r i d  
c o r r e c t i o n s  are added  while  backing  up t o  t h e  s e c o n d  f i n e s t  g r i d .  T h i s  com- 
p l e t e s  a MG cycle .  Thus,  the work r equ i r ed  fo r  one  MG c y c l e  f o r  a problem 
i n  d-space dimensions i s  
1 + 2(" + - + - + ...) < 1 + - 1 1 1 2 d u n i t s  , (27)  2d 22d  23d - 2 -1 
where 1 u n i t  i s  t h e  work r equ i . r ed  fo r  a f i n e  g r i d  sweep ( ignor ing  the  ove r -  
head  due t o  t r a n s f e r r i n g  and  in te rpola t ion) .  For  a three-dimensional prob- 
l e m ,  t h i s  amounts t o  l 2 / 7  work u n i t s .  The use   o f  a f i x e d  s t r a t e g y  r a t h e r  
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than  an  adapt ive  one  s impl i f ies  the coding.  Also,  no s w i t c h i n g  c r i t e r i a  
whose de te rmina t ion  would have required numerous numerical experiments, need 
be s p e c i f i e d .  
The adap ta t ion  o f  t he  MG p r o c e d u r e  c a l l s  f o r  an add i t iona l  s to rage  o f  
2/(2d-1), which amounts t o  2 / 7  of t h e  s t o r a g e  n e e d e d  f o r  t h e  s o l u t i o n  of t h e  
f i n e  g r i d .  H a l f  of  t h i s  s p a c e  i s  n e e d e d  f o r  s t o r i n g  t h e  p o t e n t i a l  o f  a l l  
l e v e l s  e x c e p t  t h e  f i n e s t ,  w h i l e  t h e  o t h e r  h a l f  i s  needed f o r  t h e  residuals on 
t h e s e  l e v e l s .  
The need t o  u s e  t h e  b u f f e r i n g  p r o c e d u r e  i s  due t o  t h e  l i m i t e d  v i r t u a l  
memory of t h e  computer i n  u s e .  S i n c e  o n l y  t h e  p o t e n t i a l  a n d  t h e  c o o r d i n a t e s  
o f  t he  po in t s  co r re spond ing  to  the  g r id  be ing  r e l axed  need  be  r e t r i eved ,  it 
fo l lows  tha t  t he  bu f fe r ing  p rocedure  employed i s  i n e f f i c i e n t  on c o a r s e  g r i d s .  
This  procedure w a s  a p p r o p r i a t e  f o r  t h e  o r i g i n a l  c o d e .  We could  have  chosen 
one  o f  t he  fo l lowing  th ree  op t ions  fo r  t he  mod i f i ca t ion  o f  t he  r e t r i eva l  
procedure of  the coordinates:  
-Making use of  a s p e c i a l  r o u t i n e  t h a t  c o a r s e n s / r e f i n e s  t h e  g r i d .  T h i s  
would have s t i l l  r e q u i r e d  t h e  r e t r i e v a l  of the  coord ina tes  of  the  
f i n e s t  g r i d  when re lax ing  on  any  leve l .  
-Uti l iz ing the ' random'  access  mode f o r  b u f f e r i n g  i n  j u s t  t h e  c o o r d i n -  
a t e s  o f  t h e  p o i n t s  o f  t h e  g r i d  u n d e r  t r e a t m e n t ,  s k i p p i n g  a l l  the  o thers .  
This  i s  a qui te  expens ive  opera t ion  s ince  the  mode cons i s t s  o f  a 
s e a r c h i n g  o p e r a t o r  i n  a d d i t i o n  t o  t h e  r e t r i e v i n g  o p e r a t o r .  
-Taking advantage of  the f ixed s t ra tegy,  by construct ing a d i s k  f i l e  
t ha t  con ta ins  the  s to red  coord ina te s  o f  a l l  l e v e l s  i n  a p r e s e t  o r d e r .  
The arrangement i s  so made RS t o  c o i n c i d e  w i t h  t h e  s t r a t e g y  u s e d .  More 
s p e c i f i c a l l y ,  t h e  c o o r d i n a t e s  of t h e  f i n e  g r i d  are put  a t  t h e  head of 
the  d i sk ,  fo l lowed  by the  coord ina te s  o f  t he  coa r se r  g r ids  in  sequen-  
t i a l  o r d e r ,  down t o  t h e  c o a r s e s t  l e v e l .  The coordinates   of   every 
l eve l  a r e  s to red  tw ice ,  because  the  g r id  i s  once relaxed and then 
swept f o r  t h e  c a l c u l a t i o n  of t h e  r e s i d u a l s .  Next, t he  coord ina te s  of 
t h e  g r i d s  a r e  s t o r e d  i n  t h e  r e v e r s e  o r d e r ,  up t o  t h e  s e c o n d  f i n e s t  
g r i d .  The f i n e s t  l e v e l  need  be  s tored  only  once ,  s ince  for  the  
r e s i d u a l  c l a c u l a t i o n  (for t r a n s f e r r i n g  t o  t h e  n e x t  c o a r s e  l e v e l )  t h e  
disk can be inexpensively rewound. 
I n i t i a l  e s t i m a t e s  i n d i c a t e d  t h a t  t h e  s e c o n d  o p t i o n  s h o u l d  b e  more 
e f f i c i e n t  t h a n  t h e  f i r s t ,  a n d  it w a s  coded .  Subsequent ly ,  the  th i rd  alterna- 
t i v e  h a s  b e e n  i n c o r p o r a t e d  i n t o  t h e  c o d e ,  e x h i b i t i n g  a n  a d d i t i o n a l  t h i r t y  
pe rcen t  r educ t ion  i n  the  cos t  o f  computa t ion .  Adopt ing  th i s  op t ion  impl ies  
3/7 s to rage  ex tens ion  o f  t he  space  r equ i r ed  fo r  s to r ing  the  f ine  g r id  coor -  
dinates .  This  does not  cause any problems s ince here  w e  u t i l i z e  t h e  d i s k  
s to rage .  The use  o f  a computer  of  la rger  s torage  capac i ty  (e i ther  real  or 
v i r t u a l )  would a l l o w  t h e  c o o r d i n a t e s  o f  t h e  f i n e  g r i d  a n d  t h e  p o t e n t i a l  o f  
a l l  levels t o  b e  s t o r e d  i n  memory, e l i m i n a t i n g  t h e  n e e d  f o r  t h e  b u f f e r i n g .  
S p e c i a l  a t t e n t i o n  must be paid to  the  handl ing  of  the  boundary  condi -  
t i o n s  when implementing  the MG procedzre.  A s  fo rmer ly  desc r ibed ,  t he  inco r -  
pora t ion  of  the  boundary  condi t ions  on  so l id  sur faces  and  on  the  vor tex  
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shee t  a l lows  use of t h e  same a lgor i thm as a t  i n t e r n a l  p o i n t s .  T h i s  t rea t -  
ment proves adequate  fo r  t h e  a d a p t a b i l i t y  o f  t h e  MG, s i n c e  it i s  n o n - d i s t u r b  
i n g  t o  t h e  i n t e r i o r  s m o o t h n e s s .  The Dir ichlet  boundary condi t ion on the 
upstream and lateral  boundar ies  does  not  a f fec t  the  smoothness  of  the  so lu-  
t i o n  a t  i n t e r i o r  p o i n t s ,  e i t h e r .  However, d i f f i c u l t y  w a s  encountered when 
imposing the Neumann c o n d i t i o n  f o r  t h e  v e l o c i t y  p o t e n t i a l  on t h e  downstream 
boundary (which w a s  done by s e t t i n g  t h e  p o t e n t i a l  o n  t h e  b o u n d a r y  p l a n e  t o  
i t s  va lue  on  the  th i rd  p l ane  ups t r eam o f  the  boundary ) .  Th i s  d i f f i cu l ty  
w a s  overcome by invoking  the  Neumann c o n d i t i o n  d i r e c t l y  i n  the  fo l lowing  
manner: f i c t i t i o u s  c e l l s  are introduced  next  to  the  downstream  boundary; 
t h e i r  v e l o c i t i e s  i n  t h e  s t r e a m w i s e  d i r e c t i o n  (a t  t h e  c e n t e r  of t h e  c e l l s )  
a r e  c a l c u l a t e d  by e x t r a p o l a t i o n  o f  t h e  v e l o c i t i e s  a t  t h e  c e n t e r s  o f  t h e  c e l l s  
of t h e  immediate i n t e r i o r  c e l l s  and t h e  f r e e  stream v e l o c i t y  on the boundary; 
t he  s t anda rd  a lgo r i thm i s  t h e n  a p p l i e d  f o r  c a l c u l a t i n g  t h e  p o t e n t i a l  on t h e  
downstream  boundary.  Note t h e  s i m i l a r i t y  o f  t h i s  a p p r o a c h  t o  t ha t  used  fo r  
t h e  c a l c u l a t i o n s  a t  p o i n t s  on t h e  s o l i d  s u r f a c e s  and t h e  v o r t e x  sheet. The 
s p e c i a l  o p e r a t o r  ( f o r  VY = 0 )  app l i ed  on t h e  c u t  o u t b o a r d  o f  the wing t i p  
r e q u i r e s  c a r e f u l  t r e a t m e n t .  The r e s i d u a l s  a t  t h e s e  p o i n t s  must  be correct ly  
s c a l e d  i n  o r d e r  t o  make them comparable t o  t h e  r e s i d u a l s  a t  neighboring 
p o i n t s .  
Our recommendation i s  t h a t  f o r  a well-coded MG program t h e  s o l u t i o n  a t  
a l l  poin ts  of  the  computa t iona l  domain inc luding  boundary  poin ts  i s  t o  be 
c a l c u l a t e d  by the  s t anda rd  r e l axa t ion  a lgo r i thm,  exc lud ing  the  po in t s  whose 
spec i f i ed  cond i t ions  are of t h e  D i r i c h l e t  t y p e .  If spec ia l  opera tors  need  
t o  b e  d e v i s e d  on some boundar ies ,  cau t ion  i s  r e q u i r e d  when implementing MG,  
to  guarantee  smoothness  of  the  so lu t ion  e l sewhere .  
E .  P r e d i c t a b i l i t y  
A l o c a l  mode ana lys i s  p rov ides  a r e l i a b l e  estimate o f  t h e  E!IG pe r fo r -  
mance. It i s  assumed t h a t  t h e  c o r r e c t i o n  c a n  b e  r e p r e s e n t e d  by a Four ie r  
s e r i e s ,  and it i s  o f  i n t e r e s t  t o  f o l l o w  t h e  e v o l u t i o n  of the  ampl i tude  of 
one mode. It i s  f u r t h e r  assumed that  per iodic  boundary  condi t ions  are 
spec i f i ed .  r i o t ing  tha t  equa t ion  ( 6 )  i s  equ iva len t  t o  ph /a2  t imes  equa t ion  
(l3), t h e  p o t e n t i a l  e q u a t i o n  i n  q u a s i l i n e a r  form i s  u t i l i z e d  t o  c o n s t r u c t  
t h e  i t e r a t i v e  scheme.  Under t h e  t r a n s f o r m a t i o n  i n  e q u a t i o n  (20), t h e  
p o t e n t i a l  e q u a t i o n  i n  c y l i n d r i c a l  c o o r d i n a t e s  r e a d s  
t h e  c o e f f i c i e n t s  b e i n g  f u n c t i o n s  o f  a,  Ux, u 8 ,  u r ,  r and t h e  d e r i v a t i v e s  
of the t r a n s f o r m a t i o n .  L o c a l l y  f r e e z i n g  t h e  c o e f f i c i e n t s  a b o u t  t h e  a v a i l -  
a b l e  s o l u t i o n  ( t h e  Four i e r  ana lys i s  be ing  use fu l  on ly  fo r  l i nea r  s chemes ) ,  
t h e  XSLOR scheme y i e l d s  f o r  t h e  growth f a c t o r  G ( t h e  r e d u c t i o n  of t h e  e r r o r  
ampl i tude  dur ing  one  i te ra t ion)  
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2 i a  G ( ~ ~ , ~ ~ , ~ ~ ; A ~ , A ~ , ~ )  = C 2 i a  
- ; - e + - (2 - - A - e 3)1 w 
A A  
rl 
A 1 2  n 1 3  2 3  
- -  [DArsina s i n a  + EA s i n a   s i n a  + Hsina s i n a  1 
where : 
w - o v e r r e l a x a t i o n  f a c t o r  
a i  = p . h .  i = 1,2,3 i n  E,,,,r 
p i  - wave number 1 1) 
hi - mesh spacing 
for   subsonic   reg ions ,   wi th  a similar express ion   for   hyperbol ic   reg ions .  The 
growth factor  i s  thus  seen  to  be  s t rongly  dependent  on t h e  a s p e c t  r a t i o s  o f  
t h e   c e l l s  : A,, = hq / h c  , Ar = A r / A g .  
A 
The assumption of  per iodic  boundary condi t ions implici t  in  these 
estimates c a n  i n t r o d u c e  s u b s t a n t i a l  e r r o r s  i n  p r o b l e m s  o f  p r a c t i c a l  i n t e r e s t .  
Therefore  one  cannot  a lways  ex t rac t  accura te  pred ic t ions  of  rates of con- 
vergence for conven t iona l  r e l axa t ion  schemes. I n  p a r t i c u l a r ,  t h e  F o u r i e r  
a n a l y s i s  i s  n o t  a c c u r a t e  f o r  low wavenumber modes, s ince  they  are a f f e c t e d  
by the  boundar ies  of t h e  domain. I n  c o n t r a s t ,  t h e  a n a l y s i s  i s  most re l iable  
fo r  t hose  h igh  wavenumber harmonics  which  interact at s h o r t  d i s t a n c e s .  On 
t h i s  h i n g e s  t h e  r e l i a b i l i t y  of t h e  e s t i m a t e s  f o r  MG; considerat ion need be 
g iven  on ly  to  ha rmon ics  in  the  r ange  ~ / 2  t o n (from the wavelength of fou r  
t i m e s  t h e  mesh spac ing  to  the  sma l l e s t  d i sce rn ib l e  wave leng th ) ,  s ince  the  
l o w  f requency components  of  the error  are  effect ively el iminated by t h e  
relaxat ion processes  performed on t h e  c o a r s e r  g r i d s  i n  much less  work. 
Therefore  
- 
G = max G ( a  ;A,, ,Ar ,w) , 
i T / 2  f a i  5 71 
provides  an estimate f o r  t h e  rate-of co vergence of t h e  MG algori thm. For  
t h e   f i x e d   s t r a t e g y  w e  have  used, - G = - ?  G i s  the   g rowth   fac tor   per  work u n i t .  
- Equation ( 2 9 )  i s  r a the r  compl i ca t ed  fo r  ana ly t i ca l  t r ea tmen t  fo r  s eek -  
ing  G. The wors t  g rowth  fac tor  ( for  a gene ra l  r e l axa t ion  scheme)  can be 
found by inspecting modes of  possible  combinat ions of 0 ,  71/2 and 7~ f o r  
ex t reme va lues  of  the  aspec t  ra t ios .  This  y ie lds  compara t ive ly  s imple  
e x p r e s s i o n s  f o r  G.  I n  f i g u r e  5 , G  i s  p l o t t e d  a g a i n s t  A,., for  ex t reme va lues  
of Ar ( 0  and a) f o r  a specif ied subsonic  uniform stream ( t h e  v e l o c i t y  v e c t o r  
has  very  l i t t l e  effect  on G ) ,  t he  coord ina te  r and  the  ove r re l axa t ion  f ac to r  
w. The choice  of  r i s  not   impor tan t   s ince  it i s  i n v e r s e l y  r e l a t e d  t o  A and 
it c a n  b e  a b s o r b e d  i n  t h e  d e f i n i t i o n  of A (which i s  checked for 0 and 
anyway).  These r e s u l t s  s u g g e s t  t h a t  PIG iff c a p a b l e  o f  s i g n i f i c a n t l y  a c c e l e r -  
a t i n g  t h e  o r i g i n a l  c o d e  a n d  t h a t  r e g a r d l e s s  o f  t h e  mesh i n  u s e ,  t h e  u p p e r  
bound f o r   t h e   g r o w t h   f a c t o r  i s  approximately 0.78 ( F  .824). 
r 
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Although we d i d  n o t  c a l l  a t t e n t i o n  t o  it, t h e  d e r i v a t i o n  p r e s e n t e d  i s  
a p p r o p r i a t e  o n l y  f o r  p a r t s  o f  t h e  domain where t h e  g r i d  l i n e s  o f  t h e  mapped 
mesh E,n ,r co inc ide  more or less w i t h   t h e   c y l i n d r i c a l   c o o r d i n a t e s  x,8 ,r 
( s i m p l i f i c a t i o n  o f  t h e  e x p r e s s i o n s  f o r  t h e  c o e f f i c i e n t s  i n  e q u a t i o n  (28) was 
pe rmi t t ed  by  se t t i ng  I€&/ = 1, E o  = 0 ) .  It i s  s e e n  i n  f i g u r e  6 t h a t  t h i s  
might be a good approximation only in  regions downstream of  the midchord of  
the  wing. A more complete  analysis  requires  fur ther  i n v e s t i g a t i o n  o f  t h e  
network, such that  the  shear ing  t ransformat ion  ( 2 1 )  i s  t aken  in to  accoun t ,  
as w e l l  as t h e  o r i e n t a t i o n  o f  t h e  c e l l s  a n d  t h e i r  t r u e  a s p e c t  r a t i o s .  T h i s  
can be ach ieved  by  r e so r t ing  to  numer i ca l  ca l cu la t ions  o f  G by scanning the 
e n t i r e  domain. The g rowth  f ac to r  t hus  ob ta ined  (a t  t h e  far u p s t r e a m  c e l l ,  
c l o s e   t o  t he  f u s e l a g e )  w a s  ve ry   c lose   t o   t he   e s t ima ted   above .   (Fo r   supe r -  
s o n i c  r e g i o n s  i n  t h e  v i c i n i t y  of t h e  wing E i s  smaller. ) The f a c t  t h a t  
t h e  E ' s  are v i r t u a l l y  t h e  same f o r  t h i s  c a s e  s h o u l d  n o t  be t a k e n  t o  i m p l y  
t h a t  t h e  more complete  analysis  can be ove r looked  in  a l l  cases .  Two-dimen- 
s i o n a l  c a l c u l a t i o n s  o n  a p a r a b o l i c  g r i d  r e v e a l e d  t h a t  t h e  more complete 
es t imate  w a s  ' s lower '  (it was equal  t o  the  ' rough '  estimate r a i s e d  t o  t h e  
power of 1/1.4), and i n s i s t i n g  on a t t a i n i n g  rates of  convergence predicted 
by a rough ana lys i s ,  would have been f u t i l e .  
We remark  tha t  t he  c a l c u l a t i o n  o f  t h e  a s p e c t  r a t i o s  o f  t h e  c e l l s  i n  
two-dimensional meshes i s  g r e a t l y  s i m p l i f i e d  b y  u t i l i z i n g  t h e  c o n f o r m a l  
p r o p e r t i e s  o f  t h e  t r a n s f o r m a t i o n  ( n o  d i s t o r t i o n ) ,  so t h a t  a s p e c t  r a t i o s  a r e  
readi ly   ca lcu la ted   f rom  the   phys ica l   coord ina tes .   This ,   unfor tuna te ly ,   does  
no t  ho ld  fo r  t he  th ree -d imens iona l  ne tworks ,  and  ca l cu la t ions  mus t  be  
ca r r i ed  ou t  i n  the  t r ans fo rmed  space  5 ,n ,r. Also, the  problem of highly 
e longated  ce l l s  in  the  two-dimens iona l  gr id  a forement ioned ,  was a l l e v i a t e d  
by ' r e d i s t r i b u t i n g '  t h e  a s p e c t  r a t i o s  w i t h i n  t h e  domain (which w a s  most 
e a s i l y  done by introducing a s u i t a b l e  s t r e t c h i n g  f u n c t i o n ) ,  r e s u l t i n g  i n  
be t t e r  r a t e s  o f  conve rgence -  bo th  theo re t i ca l ly  and  numer i ca l ly .  Such a 
cure  cannot  be  prescr ibed  for  the  three-d imens iona l  ne tworks  used ,  s ince  
t h e  a s p e c t  r a t i o s  o f  t h e  c e l l s  are a l r e a d y  q u i t e  u n i f o r m l y  d i s t r i b u t e d .  
Given an estimate f o r  t h e  ra te  of  convergence ,  it i s  p o s s i b l e  t o  
e s t i m a t e  t h e  c o m p u t a t i o n a l  e f f o r t  r e q u i r e d  t o  s o l v e  t h e  p r o b l e m  t o  t h e  l e v e l  
of i t s  t r u n c a t i o n  e r r o r s .  Suppose the problem i s  f i r s t  solved on the  coa r se  
g r i d  G-1 t o   w i t h i n  ( T d e s i g n a t e s   t h e   t r u n c a t i o n   e r r o r ) ,  Assuming 
tha t  h igh  f r equency  e r ro r s  are n o t  i n t r o d u c e d  b y  i n t e r p o l a t i o n  t o  t h e  f i n e s t  
l e v e l ,  t h e  i n i t i a l  estimate f o r  t h e  & problem i s  a l r e a d y  r e d u c e d  t o  
0 ( T K - ~ ) .  Thus ,  the  work r e q u i r e d  t o  r e d u c e  them t o  0(-cK) i s  
WK = l o g  O ( T  /T ) / l o g  E. K K-l 
- 
Likewise ,  having  an  in i t ia l  es t imate  of  O ( T ~ - ~ )  , t h e  work r e q u i r e d  t o  s o l v e  
t h e  $-l problem ( f o r  t h e  s t r a t e g y  i n  u s e )  t o  t h e  l e v e l  of T ~ - ~  i s  
2 l o g  O( T ~ - ~ / T K - ~ ) / (  2d l o g  G) , s ince  it has 1/2d as many r i d   p o i n t s  as t h e  
f i n e s t   g r i d .   F o r  t h e  second  order  scheme, ~ ~ / , k - l  Q, hf/hf-1 = 1/22.  There- 
fo re ,  t he  computa t iona l  work f o r  s o l v i n g  t h e  p r o b l e m  t o  t h e  l e v e l  o f  i t s  
t r u n c a t i o n  e r r o r s ,  i s  
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% = W  + 
0 
... w + ... k 'K-1 + 'K 
log E 
- -  l8 log  0.5Ilog F , 7 
neglecting  the  work  on  the  coarsest  grid. 
log c 
This, of  course,  should  not  be  taken  as  a  practical  terminating  cri- 
terion  of  the  relaxation  process.  Even  if  it  does  not  represent  the  state 
of affairs  exactly,  it  certainly  constitutes  a  good  approximation,  and 
one  can  chose a  stopping  criterion  depending  upon  the  requirements  of 
accuracy.  The  criterion  used  in  practice  should  be  determined  by  a  percep- 
tive  interpretation  of  experimental  results.  The  modified  program  has  not 
been  devised  to  include  a  switch  for  terminating  the  computing  process  since 
our objective  was to check  the  validity  of  the  estimate in forming  the  basis 
for deriving a stopping  criterion. 
111. RESULTS 
In the  following  we  demonstrate  the  advantages  of  the  MG  procedure. 
The  geometry  tested  is  the ONERA wing "6 mid-mounted  upon  a  cylindrical 
body of radius  of .25 the  semispan.  The  wing  has  a 30' leading  edge  sweep, 
a  taper  ratio  of .562 and a uniformly  tapered  cross-section  of  approximately 
10% thickness  ratio. A perspective  view  of  the  configuration  is  shown  in 
figure 7. 
Computations  were  carried  out on  a mesh  of 64~16x16  cells in  the X,Y,Z 
directions,  respectively,  the  crudest  grid  (corresponding to the  fifth MG 
level)  containing  just 4 cells  (it  is  a 4 ~ 1 x 1  grid). The  first  set  of 
results  was  calculated  for  a  lifting  configuration  with  a  moderately  sized 
supersonic  zone  (containing  approximately 2% of  the  points  on  the  grid used). 
The  free  stream  Mach  number  was .8lc and  the  wing  and  fuselage  were  at  an 
angle  of  attack  of 3.06'. The  results  show  the  effect  of  using  different 
numbers of grid  levels.  Figure 8a displays  the  convergence  histories  of 
the  average  residuals,  and  indicates  the  beneficial  effect  of  MG:  while  the 
convergence  rate  of  the  original  scheme  is  .982,  MG  using  a  sequence  of 
four  grids  yields a  rate  of .80 (more  than 12 times  faster  than  the  original 
code).  Without MG, the  situation  is  aggravated  on  finer  meshes  (in  fact,  it 
can  be  predicted  by  expansion  of  G in equation (29) for  low  frequencies  that 
the  asymptotic  convergence  rate  will  be 1 - O(h2) ) , whereas  the  performance 
of  MG  is  independent  of  the  fineness  of  the  mesh.  Therefore,  the  relative 
advantage  of  the  MG  increases  as  the  mesh  gets  finer.  The  superiority  ofthe 
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MG scheme can  a l so  be  seen  i n  f i g u r e s  8b and 8c, which show the convergence 
h i s t o r i e s  of t h e  c i r c u l a t i o n  at t h e  r o o t  s e c t i o n  of t h e  wing and the  number 
o f  s u p e r s o n i c  p o i n t s  d e t e c t e d  i n  t h e  s o l u t i o n .  ( I n  t h e s e  f i g u r e s  t h e  con- 
t i n u o u s  l i n e s  are drawn by c o n n e c t i n g  t h e  p o i n t s  f o r  t h e  s a k e  o f  c l a r i t y . )  
A s  d e s c r i b e d  i n  t h e  p r e v i o u s  s e c t i o n ,  t h e  e s t i m a t e d  rate of convergence 
i s  = .824,  while  the  xperimental  result i s  s l i g h t l y   b e t t e r :   . 8 0 .   T h a t  
t h e  t h e o r e t i c a l  p r e d i c t i o n  t e n d s  t o  u n d e r e s t i m a t e  t h e  p e r f o r m a n c e  o f  MG 
a lgori thms was a l s o  r e p o r t e d  i n  r e f e r e n c e  3. AnMG code can be considered 
t o  be c o r r e c t l y  programmed and free of bugs and flaws (which are most common- 
l y   i n f l i c t e d  by inco r rec t  hand l ing  o f  boundary  cond i t ions ) ,  as long  as t h e  
experimental  rate of  convergence i s  bounded  by t h e  p r e d i c t e d  rate.  Also, 
t h e s e  r e s u l t s  s u g g e s t  t h a t  t h e  c h o i c e  o f  a f i x e d  s t r a t e g y  was adequate .  
The rate a t t a i n e d  i n  o u r  c a l c u l a t i o n s  bears o u t  B r a n d t ' s  a s s e r t i o n  t h a t  one 
should not s e t t l e  f o r  any convergence rate s lower  than  tha t  pred ic ted  by  a 
l o c a l  mode a n a l y s i s .  
- 
The est imated computat ional  work requi red  for  ob ta in ing  converged  so lu-  
t i o n s  which are a t  t h e  l e v e l  o f  t h e  t r u n c a t i o n  e r r o r  i s  FK = 9.2 work u n i t s  
( W ) .  This  follows  from  equation  (32) when i n s e r t i n g  t h e  t h e o r e t i c a l  v a l u e  
f o r  t h e  ra te  of convergence. We p r e f e r  t o  u s e  t h i s  v a l u e  f o r  t h e  r a t e  r a t h e r  
t han  the convergence  ra te  ob ta ined  exper imenta l ly ,  s ince  th i s  y ie lds-a  more 
c o n s e r v a t i v e  c r i t e r i o n  f o r  s t o p p i n g  t h e  r e l a x a t i o n  p r o c e s s  ( _ l e t t i n g  E = .80 
y i e l d s  WK = 8 W )  . This  i s  ' sa fe r '   s ince   t he   expe r imen ta l  may inc rease  
(hopefu l ly  s t i l l  bounded by .824) when u s i n g  d i f f e r e n t  meshes or t r e a t i n g  
d i f f e r e n t  c o n f i g u r a t i o n s .  
Su rp r i s ing ly ,  t he  so lu t ion  ob ta ined  by  f ive  g r id  levels  converges faster 
t h a n  t h e  MG that employs just  fou r  g r ids ,  a l t hough  the rate of convergence 
o f  t he  last i s  margina l ly  h igher .  The . s o l u t i o n s  o b t a i n e d  i n  b o t h  c a s e s  a r e  
i d e n t i c a l ,  e v e n  t h o u g h  o n  t h e  f i f t h  g r i d  t h e  no f l u x  c o n d i t i o n  o n  t h e  wing 
i s  e x t e n d e d  t o  the  reg ion  outboard  of  the  wing t i p   t o   t h e   l a t e r a l  boundary. 
R e f e r r i n g  t o  f i g u r e  6 ,  t h i s  r e g i o n  l i e s  be tween the  dashed  l ine  represent ing  
t h e  s i n g u l a r  l i n e  of the conformal  map ( i n  e q u a t i o n  ( 2 0 ) ) ,  and the  das.hed 
l i n e  l e a v i n g  t h e  t r a i l i n g  edge of the wing. It w a s  r e p o r t e d  i n  s e v e r a l  pub- 
l i c a t i o n s  t h a t  t h e  c o a r s e s t  p o s s i b l e  MG l e v e l  h a s  a n e g l i g i b l e  e f f e c t  i n  
improving the performance of MG t h a t  u s e s  a sequence  of  leve ls  exc luding  t h e  
c o a r s e s t .  To explore  the difference between MG employing f ive gr ids  and MG 
t h a t  u s e s  four  g r i d s ,  we l i s t  t h e  e r r o r  i n  the s o l u t i o n s  a f te r  9.2 WU as 
compared t o  t h e i r  c o n v e r g e d  v a l u e s  ( r e f e r  t o  f i g u r e s  8 b ,  8 c ) :  
c i r cu la . t i on  number o f  supe r son ic   po i t s
4 g r i d s  2% 
5 g r i d s  1% 
2 .l% 
1.6% 
It appea r s  t ha t  t he  fou r -g r id  MG w i l l  r equ i r e  abou t  t h ree  more work u n i t s  t o  
a c h i e v e  t h e  v a l u e  o f  t h e  c i r c u l a t i o n  o b t a i n e d  by t h e  f i v e - g r i d  MG after 9.2 
WU. The r e l a t ive  advan tage  o f  t he  scheme  employing a l l  poss ib l e  coa r se  
l eve l s  dec reases  as we pose requirements  for  higher  accuracy.  For  example,  
i f  t h i s  were t h e  c a s e ,  we would have t o  c o n t i n u e  t h e  r e l a x a t i o n  p r o c e s s  up 
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t o  15 .1  WU f o r  t h e  f i v e - g r i d  MG o r  16.4 WU when us ing  just f o u r  g r i d s ,  i n  
o r d e r  t o  g u a r a n t e e  a conve rged  c i r cu la t ion  to  wi th in  0.07% and t o  c a p t u r e  
a l l  supe r son ic  po in t s .  No te  tha t  it is o n l y  a f t e r  16 i t e r a t i o n s  t h a t  t h e  
o r i g i n a l  code starts t o  d e t e c t  any supersonic  points  a t  a l l .  
I n  f i g u r e  9 t he  s t r eamwise  p re s su re  d i s t r ibu t ions  are p l o t t e d  f o r  t h e  
.3, .6 and .9 oemispan s t a t i o n s .  Comparison i s  made between a we l l  converged 
s o l u t i o n  and the s o l u t i o n   o b t a i n e d  by t h e   f o u r   l e v e l  MG a f t e r  WU. Notice 
the t y p i c a l  p a t t e r n  of the leading edge shock and the t ra i l ing edge shock 
(which i s  smeared out  because of  the poor  resolut ion on t h e  af t  por t ion  of  
t h e  wing caused by t h e  p a r a b o l i c  n a t u r e  o f  t h e  mapping) t h a t  merge as we 
proceed  outboard. The d i f f e r e n c e s  i n  t h e  p r e s s u r e s  are r a t h e r  small. and 
a r e  l i m i t e d  t o  t h e  region between the shocks.  The d i sc repanc ie s  seem t o  be 
l a r g e r  as we a p p r o a c h  t h e  t i p .  A f t e r  8.7 W t h e  l i f t ,  drag and moment 
c o e f f i c i e n t s  o f  t h e  wing were converged t o  w i t h i n  2.676, 5.0% and 2.5%, 
r e s p e c t i v e l y .  A f i f t h  c o a r s e  l e v e l  c o u l d  p r o b a b l y  p r o v i d e  a b e t t e r  converged 
s o l u t i o n .  
Next, we cons ider  a uniform free stream a t  a Mach number of .923 and 
z e r o  a n g l e  o f  a t t a c k ,  r e s u l t i n g  i n  a non- l i f t ing  f low for  th i s  symmetr ica l  
geometry. A we l l  conve rged  so lu t ion  ind ica t e s  t ha t  the  f low ve loc i ty  i s  
supersonic  a t  6.7% of t h e  mesh p o i n t s .  Convergence h i s t o r i e s  of the  average  
r e s idua l s  and  the  number o f  supe r son ic  po in t s  a r e  d i sp l ayed  in  f igu re  10 ,  
i n  which comparison i s  made between the  fou r -g r id  FIG scheme and t h e  r e l a x a -  
t i o n  scheme wi thout  the  MG. The r a t e s  of  convergence  of  both  cases  are 
a l m o s t  i d e n t i c a l  t o  t h e  c o r r e s p o n d i n g  r a t e s  a t t a i n e d  f o r  t h e  l i f t i n g  c a s e .  
A t  t he  e s t ima ted  computa t iona l  e f fo r t  r equ i r ed  for convergence ( 9 . 2  VU), 
96% o f  t h e  t o t a l  number of  supersonic  poin ts  were e s t a b l i s h e d .  A f t e r  16.4 
WU, t h e  number of  supersonic  poin ts  had converged t o  w i t h i n  .6% o f  t h e  t o t a l  
number. 
The s t reamwise  pressure  d is t r ibu t ions  a re  presented  in  f igure  11 f o r  
t h e  . 3 ,  .6 and .9 semispan locat ions.  A s  i n  t h e  l i f t i n g  c a s e  , we show t h e  
dev ia t ion  o f  t he  p re s su re  d i s t r ibu t ions  ach ieved  by t h e  f o u r - l e v e l  MG 
scheme a f t e r  8.7 WU from those of a wel l  converged solut ion.  Differences 
are minor i n  t h e  v i c i n i t y  o f  t h e  f u s e l a g e  and they  become more prominent as 
we p roceed  ou tboa rd .  Un l ike  in  the  l i f t i ng  case ,  t he  ove ra l l  d rag  coe f f i -  
c i e n t  o f  t h e  wing w a s  well converged a t  t h e  end of 8.7 WU having  an  e r ror  
of 1.45% v s .  5 .O% f o r  the l i f t i n g  c a s e .  
I V .  CONCLUSIONS 
The MG technique  has been  inco rpora t ed  in to  an  ex i s t ing  computer pro- 
gram that ca l cu la t e s  t he  t r anson ic  po ten t i a l  f l ow pas t  w ing- fuse l age  com- 
b i n a t i o n s .  The program  uses a conventional  SLOR/rotated-difference 
smooth ing  a lgor i thm to  ca lcu la te  mixed e l l i p t i c - h y p e r b o l i c  f l o w f i e l d s  t h a t  
c o n t a i n  d i s c o n t i n u i t i e s .  The Computat ional  effor t  when so lv ing  on a r a t h e r  
coarse  gr id  ( 6 4 ~ 1 6 x 1 6 )  i s  reduced by an order of magnitude for a given 
accuracy. The m e r i t  of t h e  method  becomes  more prominent when c a l c u l a t i n g  
on f i n e r  meshes  which a r e  o f  e n g i n e e r i n g  i n t e r e s t .  The rates of  convergence 
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of the  MG  algorithm  are in remarkably  good  agreement  with  theoretical  esti- 
mates  from  a  local  mode  analysis,  even on  the  curved  and  highly  stretched 
mesh of the  present  computations.  We  stress  that  it  is  of  great  importance 
to find  the  maximum  growth  factor  by such  an  analysis in  the  early  stages 
of developing  a  MG  code.  Although  the  expression  for  the  growth  factor  may 
be quite  complicated,  it  is  worthwhile to extract  from  it  as  much  informa- 
tion  as  possible so as  to  be  aware of what  might  be  expected  from  the  pro- 
gram,  and  also  for  systematically  optimizing  the  mesh. 
The  modified  MG  program  should  be  subject  to  further  study  of  other 
practical  configurations.  Also,  the  MG  technique  may  be  utilized  for  in- 
creasing  the  accuracy in various  ways. For example,  by  sequential  refine- 
ment  which  can  be  employed  in  regions  of  the  flowfield  where  high  derivatives 
of flow  properties  are  likely  to  occur  (as in the  vicinity of shocks,  at 
the  leading  and  trailing  edges  of  the  wing  and  at  the  wing  tip), or, by 
extrapolating  the  truncation  errors on coarse  grids  (which  implies  the  need 
for  minor  changes  in  the  forcing  term  in  equation  (23)). 
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Figure 1. - Wing-fuselage geometry. 
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Figure 2. - Nearly-conformal mapping of 7 = constant  surfaces (r 5 1). - 
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Figure 3. - Sketch of computational domain. 
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Figure 5. - Growth  factor  for modes of 0 , n / 2 ,  ~i ,for A = 0 ,m ,for XSLOR 
scheme. ()Im = . 8 ,  cc = Oo, r = 1, w = 1.6). r 
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wing tip 
Figure 6. - Silhouettes of numerical network. 
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Figure 7 .  - Perspec t ive  v i ew o f  ONERA wing " 6  mid-mounted  upon c y l i n d r i c a l  
f u s e l a g e .  
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Figure 11. - Streamwise  wing  surface  pressure  distributions for Fm = .923 
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A MULTIGRID  MESH-EMBEDDING  TECHNIQUE 
for 
Three-Dimensional  Transonic  Potential Flow Analysis 
By: Jeffrey J. Brown 
Boeing  Commercial  Airplane  Company 
ABSTRACT 
A  method for obtaining  the fine detail  of a  transonic  flowfield 
is  presented. The  technique  employs  the multigrid  method  to  embed 
very  dense  meshes in regions o f  interest. Accurate  results  are 
obtained  on  meshes o f  a  heretofore  unobtainable  density  with  reasonable 
computer  expenditures.  Comparisons o f  results  with  data  reveal 
accurate  predictions in the  supersonic  bubble o f  a  transonic  inlet, 
an  area  which is incorrectly  predicted by existing  techniques. 
More  accurate  results  are  also  obtained  with  the  new  method  on 
a mesh  of a  density  comparable  to  existing  codes and  at a lower 
cost . 
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NOMENCLATURE 
Engl  ish 
a 
F 
G 
I 
L 
q 
r 
Z 
Greek 
Y 
e 
4 
Superscript 
k 
Subscript 
k 
OD 
speed  of  sound 
forcing  function 
grid  level identifier 
interpolation  operator 
differential  operator 
freestream  velocity 
radial  ccordinate 
axi a1 coordinate 
ratio  of  specific  heats 
circumferential  coordinate 
potential  function 
grid  level 
grid  level 
freestream  condition 
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INTRODUCTION 
The  standard  relaxation  methods used in large-scale  fluid- 
dynamics  computations  are  local  by  nature. The current  solution 
at  each  grid  point  is  influenced  solely by information  from  neighbor- 
ing points. Consequently,  the  global  rate  of  information  transmission 
is  asymptotically slow and  is  aggravated the  more  dense  a  mesh 
becomes. The result  of  this  situation is  an  inability to  economically 
predict  the fine details of a  flowfield (i.e., peak  Mach  numbers, 
shock  locations, etc.). Indeed,  the  computing  time  required  to 
obtain  the fine details  of  a  flowfield  seriously  limits  the  usefulness 
of  many  realistic  production  codes.  This  is  especially  true for 
design.applications which  are, by nature,  iterative  processes. 
Consequently,  methods for increasing  the  efficiency  of  the  relaxation 
process  have  received  much  attention.  While  gains  have  been 
made,  success  has  seldom  been  dramatic,  often  relying  upon highly 
problem-dependent  assumptions. 
Recently,  however,  new  mathematical  techniques,  referred 
to as  multigrid  methods,  have  been  proposed by Brandt  (references 
1 and 2) .  These  methods  theoretically  offer  from  one  to  several 
orders  of  magnitude  improvement in execution  time  and  provide 
greatly  improved  accuracy  as  well.  Brandt  has  demonstrated  remarkable 
success  with  two-dimensional  elliptic  problems  of  generally  academic 
interest. The applicabilty  of  the  multigrid  method  to  transonic 
fluid  dynamics  computations  (a  mixed  hyperbolic-elliptic  problem) 
was  demonstrated by McCarthy and  Reyhner  (reference 3 ) .  They 
incorporated the  multigrid  procedure  into  the  Reyhner  code  for 
three-dimensional  transonic  potential flow around  axisymmetric 
inlets  at  angle  of  attack  (reference 4). 
The  McCarthy-Reyhner  code is a  finite-difference,  non-conserva- 
tive,  successive-1  ine-over-relaxation  (SLOR)  scheme  which  operates 
in cylindrical  coordinates in the  physical  domain.  It  uses a 
hierarchy  of  four  mesh  densities,  the  finest  of  which  (level 4) 
is roughly  twice  as  dense as the  finest  practical  mesh  available 
with  the  Reyhner  code.  Very  accurate  results  are  obtained  with 
the  McCarthy-Reyhner  code  on  level 4 in approximately  three  minutes 
CYBER-175  central  processor  (CP) time. As a  comparison, it  has 
been  estimated  that  it wou.[d require  six  hours  CP  time  to  achieve 
similar  results  with  the  Reyhner  code  (modified  for  level 4). 
As dramatic  as  these  results  are,  experience  with  the  McCarthy- 
Reyhner  code  has  indicated  that  there  are  regions  of  a  flowfield 
(e.g., the  highlight  region  in  an  engine  inlet)  where  level 4 
is  not  sufficiently fine  to accurately  determine  the  details of 
the  flowfield.  It  would  not  be  practical,  from  a  computer  storage 
requirement, to extend the McCarthy-Reyhner  code  to  level 5 (twice 
as  dense  as  level 4) to  attempt  to  resolve  the fine detai 1 of 
the  flow. 
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The present  work  describes an investigation  of  a  technique 
for embedding  very  dense  meshes in regions  of interest. The approach 
involves  modifying  the  McCarthy-Reyhner  code  to  embed  a  series 
of dense  meshes in the  region of an inlet  highlight.  Global  informa- 
tion is transmitted to the embedded meshes  from  the  coarser  meshes 
via the  multigrid  procedure.  Likewise,  the fine detail of the 
flowfield is conveyed to the  coarser  meshes  during the multigrid 
process. Hence,  the  solution on  each  grid  (embedded  and full domain) 
is corrected by information  transmitted  by  the  multigrid  process 
from  the  other grid. 
The author  gratefully  acknowledges  the  work  of Gary E. Shurtleff 
of Boeing  Computer  Services,  Inc., who performed the  computer  coding 
in a  timely  and  efficient  manner. 
MULTIGRID  ALGORITHM 
A brief  description  of  the  general  multigrid  method  is  presented 
for completeness and to introduce  terminology.  After  the  discussion 
of the general  procedure, the  mesh-embedding  philosophy is  discussed. 
Reference 1 should  be  consulted for a detailed  description  of the 
multigrid  method. 
The objective i s  to solve  the  potential flow equation 
L[~(~,oJ)]  = F(r,B,z) 
where L is a differential  operator  defined  as 
where 
and 
1 3 4  
The ( f i n i t e  d i f f e r e n c e )  m u l t i g r i d  method replaces equation 
(1) w i t h  a c o l l e c t i o n  o f  f i n i t e  d i f f e r e n c e  e q u a t i o n s  
Lk4k = F k  
I n  e q u a t i o n  ( 3 ) ,  L represents  a d i sc re t i zed  ve rs ion  o f  t he  opera to r  
L, and 4 and F r e p r e s e n t   s c a l a r   f i e l d s   d e f i n e d  on a g r i d  G 
which i s  one o f  a h ie rarchy  o f  g r ids  o f  vary ing  coarseness .  
(ok i s  t h e  e x a c t  s o l u t i o n  t o  t h e  d i s c r e t i z e d  e q u a t i o n . )  
k 
k k k 
An economical  approximate  soluton 4 t o   e q u a t i o n  ( 3 )  can k 
be ob ta ined  by  i n te rpo la t i on  f rom a coa rse r  g r i d  Gk-'. G r i d  
Gk-' i s  o b t a i n e d  f r o m  g r i d  Gk b y  d e l e t i n g  e v e r y  o t h e r  g r i d  l i n e  
from g r i d  Gk. On g r i d  Gk-', t h e  d i s c r e t i z e d  e q u a t i o n  i s  
Lk-1 Q k - 1  = ~ k - 1  
When the  approx imate  so lu t ion 4k-' t o  e q u a t i o n  ( 4 )  i s  obtained, 
i t  can  be i n t e r p o l a t e d  t o  g r i d  G as fo l l ows  k 
$? = I ; - l $ k - '  
where I[-1 i s  an i n te rpo la t i on  opera to r  f rom g r id  Gk-' t o  g r i d  
G . This  procedure has  been used  by  several  authors (e.g. re ference 
5 )  t o  ob ta in  a s o l u t i o n  t o  e q u a t i o n  ( 3 )  as a sequence o f  s o l u t i o n s  
on coarser meshes ( i  .e., Gk,  G Gk-', e tc ) .  The nex t   na tu ra l  
step i s   t o  ask whether one can e x p l o i t  t h e  p r o x i m i t y  between the  
G and Gk-' problems not only i n  generat ing a good f i r s t  a p p r o x i m a t i o n  
on Gk, bu t  a l so  i n  the  p rocess  o f  improv ing  the  f i r s t  app rox ima t ion .  
This can be  done  and i s  t h e  c r u x  o f  t h e  m u l t i g r i d  p h i l o s o p h y .  
k 
k 
By tak ing  th i s  essen t ia l  s tep ,  t he  e r ro rs  on g r i d  G can k 
be  smoothed inexpens ive ly  and e f f i c i e n t l y  on g r i d  Gk-'. A t  any 
p o i n t  i n  t h e  s o l u t i o n  p r o c e s s  on g r i d  G , one has t h e  approxima,te 
s o l u t i o n  t o  e q u a t i o n  ( 3 ) ,  @k. One can  fo rmal ly   de f ine   the   e r ro r ,  
'4' , on g r i d  G as: 
k 
k k 
cDk= t#P+ Y k  (6) 
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where (0 is the exact  solution  to  equation ( 3 ) .  After  several 
relaxation  sweeps on  grid Gk, the  error \y is  smooth.  Hence, 
a good  approximation  of Y k - l  can  inexpensively  be  computed  on 
the  coarser  grid Gk-'. For  this  purpose,  the  fine  grid  equation 
k 
k 
~ ~ ( 4 ~ + \ y ~ )  - L ~ + ~  = F ~ - L ~ + ~  = r k 
is  approximated by the  coarse  grid  equation 
where 7L-l need  not  be  the  same  as I k- '  . 
By defining 
- k - 1  + - 1k-l $ k + l # k - l  
equation (8) can be  rewritten 
L 4  
k-1-k-1  = " k - 1   r k +   L k - l   k - 1  k = f k  
I k   I k  4 
The  new  unknown qk-' represents,  on  the  coarse  grid,  the  sum 
of the  basic  approximation 4 and  its  correction  error Y . k k 
When  the  approximate  solution $k-l to  equation (9) is obtained, 
it  can  be  employed to  correct  the  approximation o the fine grid 
as follows 
O N E W  4OLD + I:., (6k-1 - $:!-D) k k (10) 
When  this  procedure  is  extended  over  several  grids  (four 
in the  McCarthy-Reyhner  code) it yields  accurate  solutions in 
the  equivalent  work  of  only a few sweeps o f  the  finest level. 
This  is  because  the  global  errors  are  smoothed  efficiently  and 
inexpensively  on  the  coarse  mesh. 
MESH  EMBEDDING 
In regions  of high gradient,  a  dense  mesh  is  required  to 
resolve  the  fine  details  of  the  flowfield.  Away  from  the  regions 
of high gradient,  the  dense  mesh is  not  needed.  Extending  the 
dense  mesh  over  the  entire  domain  is  actually  counterproductive 
(particularly  without  multigrid)  because o f  the  extremely  slow 
rate of  convergence on a  dense  mesh. 
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Fine flow detail  can be obtained by embedding a dense  mesh 
in regions  of  interest.  This  is  easily  implemented  in  a  multigrid 
procedure  by  merely  redefining  the  domain  of  the  finest  level 
to be a  subset  of  the  overall  computational  domain (cf., Figure 
1). The  computations  on  the  embedded  mesh  are  then  restricted 
to  the  embedded  domain. The coarser  grid  then  serves  a  dual  purpose 
in the  multigrid  procedure.  On  the  subdomain  where the embedded 
mesh  is  not  defined,  the  coarse  grid  has  the  role  of  the  finest 
grid  and  the  original  difference  equation  (equation 3) is  solved 
in that  region.  At the  same  time,  on  the  subdomain  which is coexten- 
sive  with  the  embedded  mesh,  the  coarse  rid  serves for calculating 
the  coarse-grid  correction,  equation (107. 
Understanding  of  this  process  is  facilitated by letting G 
denote  the  embedded  mesh  and  by  defining Gk+l as the  set  of  points 
of  grid G where  the Gk+' difference  equations  are  defined (i.e., 
the  points  of G which  are  also  points  of Gk+', cf., Figure 2 ) .  
The  difference  equations  on  grid G are  accordingly  modified  as 
follows 
k+l 
k 
k 
k 
Lk Q k  = p 
where 
and 
where 
F k =  F k In G ~ -  ~k,,~ 
"k F = FL+l G k + l  
k 
In equation (ll), Fk may be  regarded  as  the  usual G right- 
hand side (F ), corrected  to  achieve Gk+' accuracy in the Gk solution. 
k 
k 
Figure 2 illustrates  a  typical  embedded  mesh.  On  the  boundaries 
of the  embedded  domain  (exclusive  of  solid  boundaries),  constant 
potential, $k+l, boundary  conditions  are  imposed. The values 
of $k+l for  the  constant  potential  boundary  conditions  are  obtained 
by interpolation  from  the  next  coarser  grid, G . k 
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RESULTS 
The present  study  employs  a  hierarchy  of five mesh densities. 
The  axial  and  radial  step  sizes in the  coarsest  mesh, level 1, 
need  not  be  uniform. Once the level 1 mesh,  G , is defined, all 
finer  meshes, G , are  obtained by halving the local  axial  and 
radial  step sizes  from  the  coarser  mesh, Gk-'. The step size 
in the 8 -direction is held constant for all  levels. Levels 1, 
2, and 3 extend  over  the  entire  computational  domain  while  levels 
4 and 5 are  embedded  meshes. The analyses  to  date  have  employed 
co-extensive  domains for levels 4 and 5. Table I shows the number 
of  points in each  of  these five levels for a typical test case. 
1 
k 
The  current  analysis  studied  the  flowfield  around  the NASA 
TM X-2937 1.26 contraction  ratio  inlet  (reference 6) at  angle 
of  attack. The geometry  of  that  inlet is axisymmetric and includes 
a high degree  of  turning in the highlight  region  of the lip. 
This  turning  provides  a  difficult  test  case for analysis. Figure 
3 illustrates  the  results  of  several  analyses  of  the NASA inlet. 
This  test  case  8nalyzed  a  freestream  Mach  number o f  0.13,  an angle 
of  attack of 30 , and a  throat  Mach  number  of 0.48. Figure  3 
is a plot of  surface Mach  number  verses  surface  arc  length for 
the  windward  lip  region. The negative  arc  length  depicts  the 
external  surface  while the positive  arclength corresponds to the 
internal  surface. A comparison  of  analytical  results to experimental 
data is  illustrated. 
Figure 3a illustrates  the  results  of an analysis  of  the  test 
case with the  Reyhner code. The  key  discrepancy in the  Reyhner 
code  results is the  underprediction of the Mach  numbers  in the 
supersonic bubble.  It  is  suspected  that  this  underprediction 
is  due to  either  a lack of  resolution in the lip region (i.e., 
the  computational  mesh is  not  adequately  dense)  or to viscous 
effects in the  data  which  the  potential flow analysis  can  not 
determine. The mesh in the Reyhner code can  not  be made finer 
for  reasons  discussed above. Thus,  the  present  study  was  undertaken 
to  address  this  question. 
Figures 3b and c  illustrate  the  results  of an analysis  of 
the  same  test  case  with  the modified  McCarthy-Reyhner  code.  Figure 
3b  depicts  the  results  with an embedded  level 4 mesh. The level 
4 mesh  is  approximately  four  times  as  dense  as  the  mesh  employed 
in the  Reyhner  code  analysis.  Examination  of  Figure 3b reveals 
a  more  nearly  accurate  prediction  of  the  supersonic  Mach  numbers. 
Figure 3c shows  the  results  with an  embedded  level 5 mesh  (level 
4 is  embedded  as  we1 1 ) . The  overprediction  of  the  peak  Mach  number 
13 8 
TABLE I 
TYPICAL MESH DENSITIES 
NUMBER NUMBER NUMBER 
LEVEL TOTAL  OF^ OF R OF 2 
MESH MESH MESH 
1 
63845 5 113 113 4 TOTAL 
16245 5 57 57 3 
4205 5 29 29 2 
1125 5 15 15 
4 EMBEDDED 41 70 5 14350 
I I I 1 I I 
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can  be  explained by considering  the flow in that  region  as  a  simple 
Prandtl-Meyer  expansion.  Apparently,  either  viscous  interaction 
tends  to  mitigate  this  expansion  causing  the  lower  peak  Mach  number 
in the  data or  the high peak  Mach  number  was  not  measured. This 
phenomenon  is  not  resolved  by  the  coarse  meshes  of Figures 3a 
and  3b. An excellent  prediction  of  the  remaining  supersonic  Mach 
numbers  is  obtained by the  level 5 results. 
Figure 3 shows  that  the  external  surface  Mach  numbers  are 
underpredicted by all three  analyses. The magnitude  of  the  error 
is  constant,  thus  the  underprediction  is  apparently  due  to  viscous 
effects  (the  mesh  refinements  have  not  yielded  any improvement). 
Figure 4 shows  the  results  of an  analysis  with  level 4 extended 
over  the  entire  domain  compared  to an embedded  level 4 analysis. 
The  case  analyzed  was  the  NASA 1.26 contraction  ratio  inlet  at 
the  same  flight  Mach  number and  angle  of  attack  but  with a throat 
Mach  number  of 0.64. It  is  apparent from  this  comparison  that 
an  analysis  on  level 4 does  not  need to be  extended  over the  entire 
domain.  Restricting  attention  to  an  embedded  domain  will  yield 
comparable  accuracy in, for  this  test  case,  one-half  the CP time. 
Table I1 illustrates  a  comparison of the  computational  work 
and  level  of  accuracy  obtained  using  various  mesh  densities  for 
a typical  analysis.  The  measure  of  convergence  employed in the 
present  study  is A $ ,  the  average  change  in  potential, 0, from 
one  sweep  to  the  next.  This  is  used  because  it  is  not  convenient 
to  obtain  the  actual  residual,  Fk -L ($ . This  number (A@) can 
be  misleading  when  comparing  the  accuracy  obtained  on  different 
meshes.  Therefore,  the  maximum  variation in mass flow rate  from 
the  enforced  mass flow rate at  the  compressor face is calculated 
and is indicated in Table I 1  for  completeness. The mass flow 
error  across  the  shock  wave  is  constant for each  mesh (0.6 percent). 
The work  unit  quoted in Table I1 is  an  amount  of  computational 
work  equal to  one  relaxation  sweep  over  a  full  level 4. An interest 
ing observation  from  Table I1 can  be  made in regard  to  the  embedded 
level 4 solution.  That  solution  was  obtained in one-half  the 
computational  work of the  Reyhner  code  solution (i.e. , the  version 
of the  code  without multigrid).  When  one  considers  the  increased 
accuracy  of  the  embedded  level 4 solution  along  with  the  decrease 
in computational  effort  one  begins  to  appreciate  the  power  of 
the  multigrid  code. 
k k  
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TABLE II COMPUTATIONAL WORK 
AND ACCURACY  COMPARISONS 
REYHNER 
Number of 
sweeps I 150 
Work 
Units 
39 
CPU Seconds 
(Cyber 175) 
Ai l  2.696 
Number of 
sweeps 
work 
Units 
CPU Seconds 
(Cyber 175) 
A i l  
Number of 
sweeps 
work 
Units 
CPU Seconds 
(Cyber 175) 
I 
McCARTHY 
REYHNER 
CODE 
13 
10 
50 
1.6% 
14 
33 
180 
1.07% 
MODIFIED 
CODE - 
EMBEDDED 
LEVEL 7 3 
l3 I 
10 
60 
~ 
1.6% 
14 
19 
-i 1.24% 
16 
42 
235 
0.97% 
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CONCLUSIONS 
A method  has  been  developed for utilizing  the  multigrid  heirarchy 
o f  meshes to embed  very  dense  meshes in regions o f  high gradient. The 
new  method  provides  accurate,  economical  solutions to real  problems o f  
engineering  interest.  The  embedded  dense  meshes  yield  the  inviscid fine 
detail  of  the  flowfield.  Without  multigrid, the fine detail  was  not 
economically  obtainable. 
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A MULTIGRID  ALGORITHM FOR  STEADY  TRANSONIC  POTENTIAL  FLOWS 
AROUND AEROFOILS  USING NEWTON ITEXATION* 
J . W .  Boers toe l  
National Aerospace Laboratory NLR 
Amsterdam,  The Netherlands 
Abs t rac t  1. In t roduc t ion  
The a p p l i c a t i o n   fm u l t i g r i d  Most computer  codes f o r   t h e  c a l -  
r e l a x a t i o n  t o  t r a n s o n i c  p o t e n t i a l - f l o w  c u l a t i o n  o f  t r a n s o n i c  p o t e n t i a l  f l o w s  
c a l c u l a t i o n  w a s  i n v e s t i g a t e d .   F u l l y  are based on t h e   s o l u t i o n   o f  a l a r g e  
conse rva t ive   po ten t i a l   f l ows   a round   f i n i t e -d i f f e rence   qua t ion   sys t em  by  
a e r o f o i l s  were taken  as tes t  problems. some nonl inear  re laxa t ion  a lgor i thm.  
The so lu t ion   a lgo r i thm was based  on The development  of,   these  algorithms 
Newton i t e r a t i o n .  I n  e a c h  Newton i t e r a - s t a r t e d  a b o u t  a decade ago with work 
t i o n   s t e p ,   m u l t i g r i d   r e l a x a t i o n  was of Murman and  Cole, who app l i ed  upwind 
used to  ca l cu la t e  co r rec t ion  poken t i a l s .  d i f f e renc ing  in  supe r son ic  zones  to  
It was found t h a t  t h e  i t e r a t i o n  t o  t h e  
c i r cu la t ion  has  to  be  kep t  ou t s ide  the  
mul t ig r id  a lgo r i thm.  In  o rde r  t o  ob ta in  
meaningful norms o f  r e s i d u a l s  ( t o  b e  
used i n  t e r m i n a t i o n  tes t s  o f  l oops )  , 
difference formulas  with asymptot ic  
s c a l i n g  were introduced.  Nonlinear  
i n s t ab i l i t y  p rob lems  were solved by 
upwind d i f fe renc ing  us ing  mass- f lux-  
v e c t o r  s p l i t t i n g  i n s t e a d  o f  a r t i f i c i a l  
gene ra t e   d i r ec t iona l   b i a s   (Re f .  1 ) .  
The most important improvements since 
then  were t h e  i n t r o d u c t i o n  o f  t h e  con- 
c e p t  o f  f u l l  d i s c r e t e  c o n s e r v a t i o n  
(Murman, Ref. 2), t h e  e x t e n s i o n  t o  t h e  
fu l l  non l inea r  po ten t i a l - f low equa t ion  
(Jameson, Ref. 3) , and t h e  a p p l i c a t i o n  
of  r e s u l t s  o f  t e n s o r  t h e o r y  t o  a l l o w  
non-or thogonal  curv i l inear  gr ids  , so 
t h a t  g r i d s  can  be  eas i ly  a l igned  wi th  
v i s c o s i t y  o r  a r t i f i c i a l  d e n s i t y .  It wascomplex flow,boundaries (Jameson e.a., 
a l s o  f o u n d  t h a t  t h e  m u l t i g r i d  method 
cannot  e f f ic ien t ly  update  shock  pos i -  
t i o n s  due t o  t h e  ( m a i n l y )  l i n e a r  c h a r -  
a c t e r  o f  i n d i v i d u a l  m u l t i g r i d  r e l a x a -  
t i o n  c y c l e s .  For subsonic  f lows ,  the  
a lgor i thm i s  q u i t e  e f f i c i e n t .  For 
t r anson ic  f lows ,  t he  a lgo r i thm w a s  
found robus t ;  i t s  e f f ic iency  should  be  
inc reased  by  improv ing  the  i t e r a t ion  
on t h e  s h o c k  p o s i t i o n s ;  t h i s  i s  a 
h ighly  nonl inear  process .  
* The s tudy  was performed under con- 
t r a c t  f o r  t h e  N e t h e r l a n d s  Agency f o r  
Aerospace  Programs ( N I V R ) ,  c o n t r a c t  
number 1853. 
Ref. 4, Caughey e . a . ,   Re f .  5 ) .  An 
impress ion  of  the  s ta te -of -ar t  may be 
obtained from references 6 and 7.  
numerical  analysts have proposed 
var ious  new fa s t - so lve r  a lgo r i thms  
tha t  perhaps  may a l s o  b e  u s e d  t o  
so lve  f in i t e -d i f f e rence  equa t ions  fo r  
t r anson ic  po ten t i a l  f l ow more e f f i -  
c i en t ly  than  non l inea r  r e l axa t ion  
algori thms.  The most i n t e r e s t i n g  fast 
s o l v e r s  a r e  CR/FFT (cyc l i c  r educ t ion /  
fast Four i e r  t r ans fo rma t ion ) ,  AF 
(approximate  fac tor iza t ion)  , rLu 
(incomplete lower-upper decomposition), 
and MGR ( m u l t i g r i d  r e l a x a t i h ) .  F o r  
t r anson ic  po ten t i a l - f low ca lcu la t ions ,  
fast s o l v e r s  o f  wide a p p l i c a b i l i t y  are 
of p a r t i c u l a r  i n t e r e s t  b e c a u s e  a f  t h e  
complexi ty  of  the potent ia l - f low 
e q u a t i o n  ( n o n l i n e a r ,  o f  e l l i p t i c -  
hype rbo l i c   t ype   s ingu la r  a t  shocks 
and sonic  1inesT.  
During the last  few y e a r s ,  
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The a p p l i c a t i o n   o f   m u l t i g r i d   l i n e a r   v e r s i o n  w a s  appl ied  because 
methods to   t ransonic   po ten t ia l - f low  the   convergence   ana lys i s  i s  consider-  
c a l c u l a t i o n s  was inves t iga ted   by  ably s impler .  
several   authors   (Fuchs , Refs 8,9; South  Two-dimensional f u l l   p o t e n t i a l  
and Brandt,  Ref. I O ;  Jameson, R e f .  11; flow  around an arbitrary given  aero- 
McCarthy e.a. R e f .  12; Ar l inge r ,  R e f .  f o i l  was used as a t e s t  problem. The 
13).  I n t e r e s t i n g  r e s u l t s  Were obta ined  f low equat ions  were  d iscre t ized  in  a 
by Fuchs for two-dimensional  t ransonic  ful ly  conservat ive manner on an 
small-per turbat ion  f low  around non- approximately  or thogonal   gr id   of  0- 
l i f t i n g   s y m m e t r i c a l   a e r o f o i l s .  Some type .  The g r i d  i s  a l igned   a long   t he  
combina t ions   o f  t he   va r ious   f i n i t e -   ae ro fo i l .  
d i f ference  equat ion  systems  and  var ious The n o n l i n e a r   f i n i t e - d i f f e r e n c e  
vers ions  of  mul t igr id  re laxa t ion  a lgo-  equat ions  are p r e s e n t e d  i n  s e c t i o n  2 ,  
rithms t e s t e d  by Fuchs t u r n e d  o u t  t o  b e t h e  main s t r u c t u r e  of t h e  s o l u t i o n  
v e r y  e f f i c i e n t .  The o t h e r  a u t h o r s  a l s o  a l g o r i t h m  i n  s e c t i o n  3, t h e  m u l t i g r i d  
repor ted  promis ing  resu l t s .  Approximateprocess  in  sec t ion  4, and  the  r e l axa -  
f ac to r i za t ion  t echn iques  haqe  a l so  been t ion  t echn ique  app l i ed  in  the  mul t i -  
appl ied  with  success   (Holst ,   Ref .  1 4 ;  g r i d  p r o c e s s  i n  s e c t i o n  6.  Resu l t s   o f  
Baker, Ref. 15; C a t h e r a l l ,  Ref. 16). Asnumerical  experiments  and a concluding 
a funct ion of  the number of g r i d  p o i n t s d i s c u s s i o n  f o r m  t h e  las t  two s e c t i o n s .  
approximate  fac tor iza t ion  i s  t h e o r e t i -  Some s t a b i l i t y  c o n s i d e r a t i o n s  a r e  p r e -  
ca l ly  a sympto t i ca l ly  s lower  than  mul t i - s en ted  in  sec t ion  5. 
g r i d  r e l a x a t i o n ,  however. ILU methods 
have  not  yet   been  applied t o   t r a n s o n i c  2 .  F in i t e -d i f f e rence   qua t ions  
problems. The a p p l i c a t i o n  o f  CR/FPT t o  
t ransonic   f low  problems  turned  out  t o  The f in i t e -d i f f e rence   equa t ions  
be   no t   qu i t e   success fu l .   t o  be so lved  are def ined  on a g r i d   o f  
0-type. Such a g r i d  may be generated 
The present   s tudy   concerns   the  by a mapping  from  an  equidistant  grid 
design of  a f a s t - s o l v e r  a l g o r i t h m  f o r  i n  a computa t iona l  (c ,q) -p lane  to  the  
t r anson ic  po ten t i a l - f low ca lcu la t ions  phys ica l  (x ,y) -p lane .  The mapping  used 
using Newton i t e r a t i o n  and  mul t igr id  h e r e  c o n s i s t s  o f  a sequence of  a few 
re l axa t ion .  s imple t ransformations , i l l u s t r a t e d   i n  
From p re l imlna ry  inves t iga t ions  it was f i g u r e  1 :  a conformal  Karman-Trefftz 
known t h a t  Newton i t e r a t i o n  ( e x a c t  o r  transformation, followed by simple 
approximate) w a s  p romis ing  (Boers toe l ,  co r rec t ion  t r ans fo rma t ions .  A Karman- 
Ref. 17; Fuchs, Refs 8 ,9 ;  P ie rs   and  T r e f f t z  a e r o f o i l  i s  ( c r u d e l y )  f i t t e d  
Slooff,   Ref.  18).  The Newton i t e r a t i o n  t o  t h e  a e r o f o i l  s u c h  t h a t  t h e  a e r o f o i l  
technique was also proposed by becomes a smooth nea r -c i r c l e  unde r  the  
Hackbusch t o  s o l v e  o t h e r  n o n l i n e a r  corresponding  Karman-Trefft z t r a n s f o r -  
problems than transonic problems mation. The t r a i l i ng -edge  co rne r  i s  
(Ref. 1 9 ) .  thereby removed. The subsequent  t rans-  
Within each Newton i t e r a t i o n  s t e p , f o r m a t i o n s  map t h e  a e r o f o i l  i n t o  a 
a l i n e a r  c o r r e c t i o n  p r o b l e m  h a s  t o  b e  c i r c l e  ( s t r e t c h i n g , a n d  s h e a r i n g  i n  
solved. This  i s  done w i t h   m u l t i g r i d   r a d i a l   d i r e c t i o n ) ,   a n d   i n t r o d u c e  a 
r e l a x a t   i o n .   s t r e t c h i n g  far  from t h e   a e r o f o i l   i n  a 
Var ious   mu l t ig r id   r e l axa t ion   d i r ec t ion   approx ima te ly   no rma l   t o  t he  
algori thms exis t  (Brandt  , Refs 20,21) : s t r eaml ines ,  w i th  a s t r e t c h  f a c t o r  
f o r  example , a non l inea r  ve r s ion  known ( l-M:)1/2. Near t h e  t r a i l i n g  e d g e ,  t h e  
as t h e  FAS ( f u l l  a p p r o x i m a t i o n  s t o r a g e ) t o t a l  mapping was designed t o  b e  con- 
method,  and a l i n e a r  v e r s i o n  known as f o r m a l ,  t o  f irst  o r d e r  i n  (q -nu)  ; 
t he  cyc le  C method. I n  t h i s  s t u d y ,  t h e  
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th i s  permi ts  easy  implementa t ion  of  
var ious forms of  the Kutta  condi t ion.  
i n  f i g u r e  3 .  A s  shown, t h e  g r i d  i s  
t runca ted  far f r o m  t h e  a e r o f o i l  (4 t o  
10 chords ) . 
An example of  a g r i d  i s  presented  
Because , i n  f a s t - so lve r  a lgo -  
rithms, t h e  c o r r e c t i o n s  t o  g i v e n  
approximate solut ions are i n  g e n e r a l  
much g r e a t e r  t h a n  t h e  ( u s u a l l y  small 
and  smooth)  cor rec t ions  in  nonl inear  
r e l axa t ion  a lgo r i thms ,  f a s t - so lve r  
a lgori thms are cons iderably  more prone 
t o  n o n l i n e a r  i n s t a b i l i t y .  I n  t h e  i n i -  
t i a l  s t ages  o f  t he  s tudy  it was found 
that  v a r i o u s  f o r m s  o f  a r t i f i c i a l -  
v i s c o s i t y  t e r m s  g a v e  o f t e n  r i s e  t o  
expans ion  shocks ,  in  par t icu lar  on 
c o a r s e r  g r i d s ,  and a l s o  a t  tops  of  
supersonic zones.  A n o n l i n e a r  f i n i t e -  
d i f fe rence  equat ion  sys tem wi th  exce l -  
l e n t  s t a b i l i t y  p r o p e r t i e s  was obta ined  
by i n t r o d u c i n g  d i r e c t i o n a l  bias w i t h  
mass - f lux -vec to r  sp l i t t i ng ;  t h i s  i s  a 
g e n e r a l i z a t i o n  t o  f u l l  p o t e n t i a l  f l o w  
of a concept  appl ied by Engquist and 
Osher t o  s t a b i l i z e  the  fu l ly -conse rva -  
t o r  ( a / a w / a d  , 
Fd i s  a d i s c r e t e  
t h r e e  components 
mass-flux-vector 
Fd = F - Fa + Far Y ( 2 )  
with  F the  usua l  mass- f lux  vec tor :  
F = p h U  , ( 3) 
U = G V q  , (4) 
p = {l-$(y-l)M:(l-q2)] l/(Y-l) 
q2= ( V W ) ~  G V q  ( 5 , 6 )  
G i s  t h e  c o n t r a v a r i a n t  m e t r i c  t e n s o r ,  
and h the  de te rminant  of t h e  mapping 
( 5 , n )  += ( x , y ) .  V e l o c i t i e s  q and den- 
s i t i e s  p have been scaled by their  
f ree-s t ream values .  The mass-flux 
vec to r  Fa i s  nonzero  in  supersonic  
zones : 
Fa = i f  M ,< 1 t hen  0 e l s e  
T 2  
( 7 )  
{ ( P q  - p*q*)/q) h (U U /q  ) V q  , 
where M i s  t h e  l o c a l  Mach number p *  
and q* t h e  s o n i c  v a l u e s  o f  t h e  d e n s i t y  
and the speed,  and U UT i s  the 2*2 
mat r ix  def ined  by the  ex te r io r  p ro -  
duct  of  U wi th  i t s e l f .  The mass-flux 
vec tor  Far i s  e a u a l  t o  Fa a t  t h e  
t i v e   d i f f e r e n c e   e q u a t i o n s   f o r   t r a n s o n i c c e n t r e  of the cell-face. 
small-per turbat ion  f low ( R e f .  2 2 ) .  
Numerical experiments revealed, t ha t  itfaces) 
was a l s o  n e c e s s a r y  t o  compute t h e  The components of t h e  mass-flux 
dens i ty  a t  ce l l - face   cen t res   ins tead   ofvec tors  and Fa are computed at the 
at ce l l   corners .   (Computa t ion   of   the  centres of cell faces with second- 
dens i ty  a t  c e l l  c o r n e r s  i s  usua l  
p r a c t i c e  i n  most  computer  codes. 
o rde r   accu ra t e   cen t r a l -d i f   f e r ence   and  
cent ra l -averaging  formulas  appl ied  to  
f o r  t h e  mass conserva t ion  equat ion  of  the calculation of Fa is also made at 
( Fd 
w i l l  be  computed at c e n t r e s  o f  c e l l  
The f i n i t e - d i f f e r e n c e   e q u a t i o n  cp. The Mach number test involved in
each ( i  Y j  ) On the computational the ce l l - f ace  cen t r e s ;  t h i s  implies  
plane has  the form ( s T  means t ransPo-  tha t  the  Mac-, number test for Fa?? is 
s i t i o n )   ( s e e   F i g .  4) made a t  the  ups t ream ce l l - face  cent re ;  
it w i l l  be seen below that  t h i s  h a s  
s t ruc t ion  of  sonic  and  shocF opera-  
t o r s .  The met r ic  data are assumed t o  
V T  Fa = 0 
1 ,j Y ( i n t e re s t ing   consequences   fo r  the  con- 
where V i s  a second-order  accurate  
d i s c r e t i z a t i o n  o f  the gradient   opera-  be known at t h e  cell-face centres. 
see  be low for  details .  
mass-f1ux vector with p e r t i e s  o f  the mass-flux vectors and 
(hence ,  t he  term 
s p l i t t i n g ) :  
t h e i r  d i s c r e t e  d i v e r g e n c e s  are r e a d i l y  
obta ined  b$ decomposing t h e  m a t r i c e s  
G and (U U /q2) us ing  the  or thonormal  
Physical  and mathematical  pro- 
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matrix concepts i s  l o s t ,  however. 
A t  sonic  l ines ,  expans ion  shocks  x x  
V =  n cannot   occur   because  the mass-flux (8)  vec to r  F i s  f o r c e d  t o  h a v e  a sonic  d 
magnitude : 
v vT = u n i t   m a t r i x  , Fd = h H- V [p*q*, p 'p,] 
a n d   t h e   r e l a t i o n G = H-' H-IT , H t h e  (12) 
Jacobian  of  the  mapping  from  the compu-  Fa # 0 , Far = 0 , 
In  ( 8 ) ,  ( s , n )  are t h e  n a t u r a l  c o o r d i -  
na tes  of  t h e  f l o w .  I n  p a r t i c u l a r ,  
F, Fa, and F-Fa depend on mass-flux 
v e c t o r s  i n  n a t u r a l  c o o r d i n a t e s  as 
follows i f  M >, 1 : 
1 T Y  
tational 'pace to the physical  'pace' at t h e  f i r s t  supersonic   ce l l - face  
c e n t r e  a f t e r  t h e  s o n i c  l i n e .  Approxi- 
mately normal  shocks are  a l lowed to  
become very s teep,  mainly because,  a t  
t h e  f i r s t  subson ic  ce l l - f ace  cen t r e  
after t h e  s o n i c  l i n e  i q  t h e  s h o c k ,  
(9-1 1 ) 
These expressions show t h a t ,  i n  s u p e r -  
sonic zones and i n  n a t u r a l  c o o r d i n a t e s  , 
t he  s t r eaml ine  component of  F-Fa has  a 
f ixed sonic  magnitude;  the other  com- 
ponent i s  zero  because % = 0 . 
Because t h e  s c a l a r  p q  = p WS, as a 
func t ion  of  the  speed  q = rps, has a 
maximum at the  son ic  speed  q*, t h e  
vec tor  Fa measures the mass-flux 
excess  in  compar i son  to  the  sonic  maxi- 
mum mass flux p*q* . Although F-Fa i s  a 
vec tor  o f  f i xed  magn i tude  in  na tu ra l  
coord ina tes ,  i t s  divergence i s  gener- 
a l ly  nonzero  (qnn i s  n o t  i d e n t i c a l l y  
z e r o ) ;  t h i s  d i v e r g e n c e  i s  a measure  of 
the convergence of  the s t reamlines .  
par t s  of  supersonic  zones ,  the  impl ic i t  
a r t i f i c i a l  v i s c o s i t y  g e n e r a t e d  by t h e  
divergence of  Fa - Far i s  c l o s e l y  
r e l a t e d  t o  t h a t  o f  Jameson (Ref. 3) , 
and t o  t h e  v i s c o s i t y  e n c o u n t e r e d  i n  
t h e  a r t i f i c i a l - d e n s i t y  u s e d  by Eberle  
(Ref. 2 5 ) ,  Hafez e .a .  (Ref. 26) , and 
Holst  (Ref. 1 4 ) .  A t  son ic  l i nes  and  a t  
shocks ,  the  re la t ion  be tween the  
vector-spl i t -concept  and t h e  a r t i f i -  
c i a l - v i s c o s i t y  a n d  a r t i f i c i a l - d e n s i t y  
It may be shown t h a t  , i n  smooth 
It may be shown t h a t  t h e  f i n i t e -  
d i f f e r e n c e  e q u a t i o n s  f o r  t r a n s o n i c  
small-per turbat ion f low proposed by 
Engquist and Osher have simular pro- 
p e r t i e s .  They  showed t h a t  t h e i r  d i f -  
ference formulas  have s table  and 
unique   so lu t ions  (Ref. 2 3 ) .  The con- 
cep t  o f  mass - f lux -vec to r  sp l i t t i ng  
presented  here  i s  a formal  genera l i -  
z a t i o n  t o  t h e  f u l l  n o n l i n e a r  f l o w  
e q u a t i o n  o f  t h e i r  s p l i t t i n g .  
The p r e c i s e  d e f i n i t i o n  o f  t h e  
d i s c r e t e  g r a d i e n t  o p e r a t o r s  V i n  
( 1 , 4 , 7 )  d i f f e r s  f r o m  t h e  u s u a l  o n e s  
because asymptot ic  scal ing i s  applied,  
This has been done t o  o b t a i n  u s e f u l  
norms o f  r e s i d u a l s  t o  be u s e d  i n  ter-  
m i n a t i o n  t e s t s  o f  i t e r a t i o n  loops. 
Because o f  t h e  g r i d  s t r e t c h i n g  a n d  
the  s ingular  behaviour  of  the  poten-  
t i a l  n e a r  f r e e - s t r e a m  i n f i n i t y ,  t h e  
r e s i d u a l s  o f  s u f f i c i e n t l y  a c c u r a t e  
approximate solut ions need not  be 
uniformly small o v e r  t h e  e n t i r e  g r i d ,  
bu t  a r e  a l lowed  to  have  a c e r t a i n  
growth rate when t e n d i n g  t o  f r e e -  
s t r e a m  i n f i n i t y .  E f f i c i e n t  r e s i d u a l  
norms shou ld  accoun t  fo r  t he  pe r -  
mitted growth ra te .  On 0- type gr ids  , 
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the  permit ted growth rate may be  ana- 
l yzed  i f  f in i t e -d i f f e rence  fo rmulas  
wi th  asymptot ic  sca l ing  a re  appl ied .  
Asymptot ic  sca l ing  na tura l ly  
emerges on 0-type g r i d s ,  i f  we r e q u i r e  
t h a t  t h e  v e l o c i t y  must be approximated 
uniformly to  O(hm)2 (hm mesh s i z e )  for 
any s u f f i c i e n t  smooth p o t e n t i a l  cp 
having the expected asymptotic behav- 
i o u r  when t e n d i n g  t o  i n f i n i t y  ( q  j. 0 ) .  
This requirement leads t o  an a n a l y s i s  
o f   t h e   r e l a t i o n  between approximation 
e r rors  of  d i f fe rence  formulas  and  the  
asymptot ic  behaviour  for  n j. 0 o f  a l l  
kinds of func t ions  o f  ( 5  ,TI), such as 
p o t e n t i a l s  , m e t r i c  d a t a ,  mass-flux 
v e c t o r s ,  r e s i d u e s  , e t c .  
the  fo l lowing .  The mapping  from t h e  
computa t iona l  t o  the  phys ica l  p l ane  i s  
de f ined  such  tha t  
The main s t e p s  o f  t h e  a n a l y s i s  a r e  
x =  q cos 27T5 + . . . . y -1 
indeed, i f  and cpq are approximated 
by difference formulas  with an abso- 
l u t e  a c c u r a c y  o f  t h e  o r d e r  r~ - l (k ;n )~  
and  q-2(hm)2,  respec t ive ly .  
f o r  d e r i v a t i v e s  fTI of  func t ions  
f (  5 ,q) having  an  asymptotic power 
series of  the  form 
In  gene ra l ,  d i f f e rence  fo rmulas  
f ( E , n )  = co(E) TTq + 
+ c p  Tl 
-q+ 1 + . .. .. ( 2 0 )  
may be  der ived  f rom the  ident i ty  
by app ly ing  the  usua l  cen t r a l -d i f f e r -  
ence  formulas t o  t h e  t e r m s  ( q q + '  f) 
and (nq f )  , because these terms are 
o f  u n i t  o r d e r  i n  q. The r e s u l t i n g  
d i f f e rence  fo rmulas  a re  a mixture  of  
numer i ca l  and  ana ly t i ca l  d i f f e ren t i a -  
t i o n  i n  q, and have an absolute accu- 
racy   of   o rder  n-q-' ( hm)2. 
These genera l  cons idera t ions  
were used t o  d e f i n e  t h e  d i s c r e t e  
g rad ien t  ope ra to r s  V as fo l lows .  
Ind ica te  the  usua l  averaging  and  
f i r s t - o r d e r  d i f f e r e n c e  o p e r a t o r s  by 
us Y uqY B 6 wi th  5 '  T l y  
Using these formulas,  it may be shown 
t h a t   t h e   m t r i c   c o n s t a n t s   i n   t h e ,j ) f = ( f i+$ , j  1-2 ,J  
express ion  ( 6 )  fo r  q2 , 
+ f .  1 - ) / 2  y 
q2 = ( V Q ) ~  G Vcp 
22 t h e n   ( s e e   f i g u r e  5 for t h e   s t e n c i l s )  
= g l l  cpg + 2 g12 cps cpTl + g cp; 
V? Fd= [ B  F d + { 6 (q2 F2 d + 
(18)  5 1  r( 
and t h e   d e r i v a t i v e s   o f   t h e   p o t e n t i a l  - 2 TI pq ( r l  F:) 1 r1'2 I i y j  , 
have asymptotic magnitudes given by 
g l l =  O ( A  , g12= 0 ( ~ 3 )  , g22= o ( + ) ,  Vi+' cp= cp, { U q  B q  (n2 Q5 VI + 2 , j  
cp = O ( T l - 3  , cpq = o(sl-2>. (19)  Y 5 
It f o l l o w s  t h a t  q may be approximated 
wi th  an absolute  accuracy of  0(hmI2,  
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(25 )  X = x cos am + y s i n  am 
y = - x s i n  am + y cos am i n  
- 
- ( 3 0 )  
t h e  r e t a r d e d  mass-flux vec tors  Fary  
when r e t a r d a t i o n  i n  q - d i r e c t i o n  has t o  w i t h  clos t h e  free-stream inc idence .  
occur : Because t h e   p o t e n t i a l   v a l u e s  are 
g iven  on  the  f ree-s t ream boundary  
Far.+l - 
a 
~ Y J  2 [F1 ( i ,  j+3-a, (n;+$/n?+. 2- j ( i  = ,17 , one-sided second-order accurate in s t ead  o f  at t h e  g r i d  p o i n t s  
a 
F2(iyj+2-cl)  h - + l  J / n * + 1  J 2- a t h e  free-stream boundary   ins tead  of ) I T .  (26)   d i f fe rence   formulas   have   been   used  at 
The Neumann boundary condition on 
t h e  c e n t r a l  f o r m u l a s  ( 2 4 , 2 5 ) .  
The c i r c u l a t i o n  r i s  determined 
t h e  a e r o f o i l  s u r f a c e  i s  zero mass f l u x  by t h e  Kut t a  condition. Because near 
through the  ae ro fo i l  su r f ace .  Th i s  con- the trailing edge the grid is approx- 
di t ion has  been implemented in  two 
l inear ly  independent  ways i n  t h e  
imately conformal ,  the Kutta  condi-  
f in i te -d i f fe rence  equat ion  sys tem:  
t i o n  may be given  the  form (cp ) = 0 
i f  t he  f low i s  subsonic  at the  trail- 
The mass-conservation equation (1,231 ing edge. (cpF )te i s  approximated by a 
of e a c h   c e l l  ( i  J-1) a d j a c e n t   t o   t h e  central-difference formula. 
a e r o f o i l  image i s  modif ied by requir ing 
5 t e  
that  no mass e n t e r s  t h e  c e l l  t h r o u g h  
t h e  c e l l  f a c e  (i,J-;) on t h e  a e r o f o i l  
image : 
3. So lu t ion   a lgo r i thm 
The n o n l i n e a r   f i n i t e - d i f   f e r e n c e  
d equat ion  system i s  solved  by a fast- 
' 2 (  i ,J-$) = o  ( 2 7 )  so lver  a lgor i thm based  on t h e  com- 
b ined  use  of  Newton i t e r a t i o n  a n d  
0 The p o t e n t i a l   v u e s  cp- i n s i d e  the multigrid The main strue- 
a e r o f o i l  are c o u p l e d  t o  t h e  p o t e n t i a l  ture of t h i s  algorithm is presented 
va lues   i n   t he   f l ow  f i e ld   by   app ly ing  in t h i s  
the boundary condition a t  each  ce l l -  
f ace  cen t r e  ( i , J -$)  on t h e  a e r o f o i l  i n  
t h e  form 
1,J 
Dur ing  the  s tudy  it w a s  found 
t h a t  d u e  a t t e n t i o n  h a s  t o  be p a i d  t o  
C i rcu la t ion  changes  g ive  in  gene ra l  '2( i ,J-i) 
= o  Y (28)  a f e w  new problems. 
Fa and Far are t h u s  n o t  u s e d  i n  t h i s  r i s e  t o  a n  i n c r e a s e  O f  norms O f  
boundary condition, SO t h a t  a second r e s i d u a l s .  I n  o r d e r  t o  p r e v e n t  l i m i t  
row o f  po ten t i a l  va lues  in s ide  the  cyc l ing  o r  d ive rgence  o f  nes t ed  
a e r o f o i l  i s  not needed. i t e r a t i o n  p r o c e s s e s  ( h e r e  , Newton 
i t e r a t i o n  a n d  m u l t i g r i d  r e l a x a t i o n ) ,  
The Dir ich le t   boundary   condi t ion   the   increase  DlUSt be  a l lowed  fo r  i n  
i s  appl ied  on a l a r g e   c l o s e d   c u r v e   t e r m i n a t i o n   c r i t e r i a  of  i t e r a t i o n  
l a t i o n s ,  4 t o  10 chords from the aero- 0 The s o l u t i o n  a l g o r i t h m  h a s  t o  
f o i l ) :   i t e r a t e  on d i f f e r e n t   t y p e s o f  non- 
l i n e a r i t y :  a short-wavelength non- 
l i n e a r i t y  a t  shocks with a l e n g t h  
s c a l e  o f  t h e  o r d e r  o f  o n e  mesh o f  t h e  
= rlk a r o u n d   t h e   a e r o f o i l   ( i n   c a l c u -   l o o p s .  
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shocks  have t o  move ove r   s eve ra l   ( s ay  initialise 'p, ra;  
f i v e )  meshes of such gr ids .  (Such move- 
ments may b e  e a s i l y  r e q u i r e d ,  by c i rcu-  until ra accurate enough & 
l a t i o n   u p d a t e s  , for   example .  ) This  may - 
be explained as fo l lows .  Mul t ig r id  
r e l a x a t i o n  i s  based on the  assumption 
tha t  a co r rec t ion   t o   a pp rox ima te  r a re   so lved  do 
s o l u t i o n  may be decomposed i n t o  a sum 
a 
of  short-wavelength  and  long-wavelength  begin  improve CP at  f i x e d  Ta by  one 
components; the short-wavelength corn- 
p o n e n t s   a r e   ( e f f i c i e n t l y )  computed on m u l t i g r i d   c y c l e ;  
t h e  f i n e s t  g r i d  of a gr id  sequence,  and 
the long-wavelength  components  are corn- improve  shock  positions w i t h  
puted on c o a r s e r  g r i d s  where less g r i d  
p o i n t s  are i n v o l v e d   i n  the  c a l c u l a t i o n s .   p a r t i a l   r e l a x a t i o n  sweeps ; 
Such a l inear  decomposi t ion  of  a cor- 
r e c t i o n   g r i d   f u n c t i o n   i n   s h o r t -  and end   o f   i t e r a t ion  at f ixed  r a '  - 
long-wavelength  components has s e n s e  i n  
l inear   problems,   and also i n   l i n e a r i z a -  compute e r r o r   i n  Kutta cond i t ion ;  
t ions  of  nonl inear  problems.  However , 
l i n e a r i z a t i o n s   o f  the shock  operators   improve  c i rculat ion estimate r a ,  - 
can a t  best est imate  shock movements 
Over one mesh of t h e  f i n e s t  g r i d .  end  of  ou ter  Newton i t e r a t i o n  on r .  
In   f a s t - so lve r   a lgo r i thms ,  t he  shock The ou te r  Newton i t e r a t i o n  on t h e  
should be able t o  move over  several c i r c u l a t i o n  i s  based on a s p l i t  o f  t h e  
meshes, however. The bas ic   assumpt ion   f in i te -d i f fe rence  equation system of 
o f   l i n e a r i t y   o f  the  m u l t i g r i d   r e l a x a -   t h e  form 
t i o n  p r o c e s s  c o n f l i c t s  t h u s  w i t h  t h e  
n o n l i n e a r i t y   o f  the shock-movement L{w(r)) = Q , (31)  
process .  ( T h i s  i s  a l s o  t r u e  f o r  the  
nonl inear   FAS-mult igr id   re laxat ion  { cP(WaOte = o Y ( 3 2 )  
method proposed by Brandt (Ref. 21), 
beg in  un t i l  f l ow equa t ions  at f i x e d  
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where t h e  las t  equat ion  i s  t h e  K u t t a  
cond i t ion ,  and  the  f irst  one  represents  
a l l  o the r  equa t ions .  The s o l u t i o n s  
cp( ra)  o f  t h e  nonl inear   system ( 31 
a lone  de f ine  a ( n o n l i n e a r )  r e l a t i o n  
between ra and {acp(I ' , ) /a<)t ,  , see 
f i g u r e  7 f o r  a n  i l l u s t r a t i o n .  The Kut ta  
condi t ion  (32) means that we are i n t e r -  
e s t e d  i n  t h e  value I' on t h e  h o r i z o n t a l  
axis. We may i terate t o  t h i s  v a l u e  as 
shown i n  the  figure. The s lopes needed 
i n  t h i s  Newton i t e r a t i o n  p r o c e s s  are 
es t imated  by n u m e r i c a l  d i f f e r e n t i a t i o n .  
On a f i x e d  g r i d ,  u s u a l l y  t h r e e  t o  f o u r  
s t e p s  are s u f f i c i e n t  t o  f i x  t h e  lift 
c o e f f i c i e n t  t o  a b o u t  t h r e e  s i g n i f i c a n t  
figures. 
In  each  s t ep  o f  t he  ou te r  Newton 
i t e r a t i o n  p r o c e s s  t o  I', the  non l inea r  
equation system (31) h a s  t o  b e  s o l v e d  
f o r  a f ixed  e s t ima te  Ta o f  t h e  d e s i r e d  
value o f  t h e  c i r c u l a t i o n .  T h i s  i s  done 
i t e r a t i v e l y .  I n  e a c h  i t e r a t i o n  s t e p ,  
t h e  s o l u t i o n  i s  f irst  improved outside 
shock layers by one multigrid-relaxa- 
t i o n  c y c l e  ( s e e  s e c t i o n  4) , whereby 
shock posi t ions do hard ly  vary .  This  
mul t ig r id - r e l axa t ion  cyc le  i s  followed 
by an update of shock posit ions with 
non l inea r  r e l axa t ion  sweeps on t h e  
f i n e s t  g r i d  i n  (small) subdomains 
around s h o c k s  ( p a r t i a l  r e l a x a t i o n  
sweeps) .  In  the  f i r s t  pa r t i a l - r e l axa -  
t i o n  sweep, t h e  subdomains t o  be 
re laxed  cover  only  shock  ce l l s .  In  each  
subsequent  sweep, t h e  subdomains are 
enlarged by one row o f  c e l l s  u p s t r e a m ,  
above, below and downstream of t h e  sub- 
domain r e l a x e d  i n  t h e  p r e v i o u s  sweep. 
This enlargement i s  necessary,  becanse 
p a r t i a l  r e l a x a t i o n  on f i x e d  subdomains 
may l e a d  t o  d i v e r g e n c e  due t o  i n c r e a s e  
o f  r e s idua l s  a t  the  boundar ies  of  the  
subdomain. 
The t e r m i n a t i o n  o f  t h e  i t e r a t i o n  
t o  a so lu t ion  o f  (31 ) : L{q(I',) 1 = Q f o r  
a f i x e d  e s t i m a t e  o f  Ta  o f  t h e  d e s i r e d  
c i r c u l a t i o n  i s  based on a t e s t  com- 
b in ing  two c r i t e r i a .  When t h e  c i r c u l a -  
t i o n  i s  not  ye t  accura te  enough,  the  
i t e r a t i o n  t e r m i n a t e s  as soon as t h e  
value of' {cpS)te i s  so a c c u r a t e  t h a t  it 
may be r e l i a b l y  used t o  improve the  
c i r c u l a t i o n  t o  a be t te r  estimate. 
However, when t h e  c i r c u l a t i o n  i s  
a c c u r a t e  e n o u g h ,  t h e  i t e r a t i o n  t o  a 
s o l u t i o n  i s  te rmina ted  when a norm o f  
t h e  r e s i d u a l s  of  the mass-conservation 
e q u a t i o n s  o f  t h e  c e l l s  h a s  become 
small enough. This t e s t  s t r a t e g y  
drives t h e  c i r c u l a t i o n  as fast as 
p o s s i b l e  t o  i t s  f i n a l  v a l u e .  
A s u i t a b l e  norm o f  t h e  r e s i d u a l s  
was found t o  be t h e  m a x i m u m  norm 
( s e e  ( 1 ) )  
The s c a l i n g  o f  the  r e s i d u a l s  V T  . Fa 
by rl; r e f l e c t s ,  t h a t  t h e  r e s i d u d s  o f  
su f f l c i en t ly  accu ra t e  approx ima te  
s o l u t i o n s  are o f  o rde r  q-2 O( hm)2;  
hence ,  t hey  a re  a l lowed  to  grow wi th  
q J. 0. The s c a l i n g  by t h e  mesh s i ze  
hm makes t h e  norm nondimensional 
(hence,  mesh-size independent).  A 
maximum norm i s  p r e f e r r e d  o v e r  a r m s -  
norm, because an rms-norm does not 
show t h a t  , i n   c e r t a i n   s t a g e s   o f   t h e  
i t e r a t i o n  p r o c e s s ,  l a r g e  r e s i d u a l s  
may o c c u r  i n  v e r y  small regions.  For  
example , when i t e r a t i n g  a t  f i x e d  Ta , 
af ter  each  mul t igr id- re laxa t ion  sl:eep, 
t h e  r e s i d u a l s  o f  s h o c k  c e l l s  a r e  
u s u a l l y  at least an order of magnitude 
l a r g e r  t h a n  e l s e w h e r e  i n  thc- flow due 
t o  ve loc i ty  ove r shoo t s  (o r  unde r -  
shoo t s )  as s k e t c h e d  i n  f i g u r e  6. Rms- 
norms (or average absolute-value 
norms) do n o t  e f f i c i e n t l y  measure 
l a r g e  r e s i d u a l s  i n  s u c h  small r eg ions ,  
and  cannot  be  safe ly  used  in  te rmina-  
t i o n  t es t s  of  loops .  
t h e  p a r t i a l - r e l a x a t i o n  sweeps a r e  
suppressed.  
In  subsonic- f low ca lcu la t ions ,  
The Newton i t e r a t i o n  p r o c e s s  on 
a g r i d  i s  s tar ted w i t h  a n  i n i t i a l  
app rox ima t ion  o f  t he  po ten t i a l  t h a t  
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i s  computed by s o l v i n g  t h e  n o n l i n e a r  
f in i te -d i f fe rence  equat ion  sys tem 
(31,32) on a c o a r s e r   g r i d  (mesh s i z e  The long-wavelength  par t   of   the  
doubled) .   This  i s  repeated  on a c o r r e c t i o n  d e  w i l l  be  computed  on 
sequence  o f  t h ree  to  fou r  g r ids .  On t h e  t h e  c o a r s e r  g r i d s  o f  t h e  g r i d  
coarses t   g r id   o f   th i s   equence ,   the   sequence .   This   requi res   the   def in i -  
e n t i r e   c a l c u l a t i o n  is  s t a r t e d   w i t h  a t i o n  of equation  systems 
uniform-flow po ten t i a l  hav ing  no  c i r cu -  
l a t i o n .  Cn dwn = dRn , n = m - l ( 1 ) l  , (36) 
Cm dwm = dl3 E Qm - L m € ~ m )  . (35 )  m 
4. Mul t igr id- re laxa t ion   cyc les  for  these  long-wavelength  par t s  on t h e  c o a r s e r  g r i d s  by a r e s t r i c t i o n  
The m u l t i g r i d  r e l a x a t i o n  c y c l e s  
u s e d  i n  t h i s  s t u d y  h a v e  a gene ra l  
s t ruc tu re  c lose ly  r e sembl ing  the  cyc le  
C algorithm of Brandt (Ref.  21 ) . I t s  
g e n e r a l  s t r u c t u r e  i s  p r e s e n t e d  i n  
f i g u r e  8a. It may be  seen  tha t  t he  
cyc le  s tar ts  wi th  a l i n e a r i z a t i o n  o f  
the f low equat ions on t h e  f i n e s t  g r i d  
so  t h a t  t h e  whole  cyc le  e f fec t ive ly  
r ep resen t s  one (approximate)  Newton 
i t e r a t i o n  s t e p .  
t i o n  o f  t h i s  m u l t i g r i d  r e l a x a t i o n  
c y c l e  a r e  o f  s p e c i a l  i n t e r e s t .  
The r e s t r i c t i o n  o p e r a t i o n s  are 
A few d e t a i l s   o f   t h e  implement a- 
process .  I n  o r d e r  t o  o b t a i n  s i m p l e  
r e s t r i c t i o n  r u l e s  b a s e d  on t h e  i n t e r -  
p r e t a t i o n  o f  t h e  l i n e a r i z e d  e q u a t i o n  
system (35)  as a system of mass-con- 
servation equations and boundary con- 
d i t i o n s ,  t h e  g r i d s  a r e  c h o s e n  s t a g -  
gered so  t h a t  f o u r  c e l l s  o f  a g r i d  
co inc ide  wi th  one  ce l l  o f  the  next -  
c o a r s e r  g r i d ,  s e e  f i g u r e  8b. Then t h e  
equation systems Cn d@ = dRn may be 
de f ined  r ecu r s ive ly  f rom the  one on 
t h e  f i n e s t  g r i d .  
A t  e a c h  c e l l  o f  a g r i d  Hn,  t h e  
f i r s t - v a r i a t i o n  e q u a t i o n  i s  assumed 
t o  be known and t o  have t h e  form: 
a p p l i e d   t o   t h e   c o m p l e t e   l i n e a r i z e d  con- nT 
se rva t ion   equa t ions   i n s t ead   o f  r e s i -  vi ,j 
duals .  This  i s  done i n  s u c h  a way t h a t  
the  equat ion  system on t h e   c o a r s e r  udn = dFn - dFan + dFarn , ( 3 8 )  
gr ids  may be  in t e rp re t ed  as approxima- 
t i o n s   t o   t h e mass conservation  equa- dFn = Pn  Vndwn > ( 3 9 )  
t i o n s  on t h e  f i n e s t  g r i d .  
C e r t a i n   s t a b i l i t y   p r o p e r t i e s   o f   t h dFan = An Vndvn Y (40) 
dFdn = n 9 ( 3 7 )  
l i nea r i zed  f low equa t ions  are t r a n s -  
f e r r e d   i n  a c o n t r o l l e d  way t o   t h e  
coarser -gr id  equat ions .  See  sec t ion  5 
where , on t h e   f i n e s t   g r i d   ( n  = m) , 
t h e  dRr are r e s i d u a l s  o f  + i n  ( 1 ) : 
,j 
f o r  more d e t a i l s .  
g r i d  r e l a x a t i o n  c y c l e  s tar ts  wi th  a 
l i n e a r i z a t i o n  o f  t h e  n o n l i n e a r  f l o w -  
equat ion system (31)  on t h e  f i n e s t  
gr id  around a given approximate solu- 
t i o n  +m. The r e s u l t  i s  a l i n e a r  f i r s t -  
v a r i a t i o n  e q u a t i o n  s y s t e m  f o r  a f irst-  
v a r i a t i o n  p o t e n t i a l  d f l  on t h e  f i n e s t  
g r i d  , 
A s  shown i n  f i g u r e  8a, each multi-  
qm = +m + dqm Y (34) 
dF, dFa , and dFar are t h e  first- 
va r i a t ions  o f  F ,  Fa,  and Far around 
@ so t h a t ,  on t h e  f i n e s t  g r i d ,  Pm and 
Am may be shown to be the 2*2-matrices 
= [ p  h (G-M2 U UT/q2]lm,  (42) 
A" = o i f  M 4 1 e l s e  
[p h (1"') (U UT/q')lm . (43 )  
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Each equat ion   coef f ic ien t -weight ing .  Res idua l  
weight ing i s  a l so  app l i ed :  each  resi- (n- l )T dFd(n-l)  - v .  . " aR;,i 1 Y J  o u t   t o  -yd be a weighted  average  of  (n-l  (44) dua l  dRf-1 o n   t h e   c o a r s e   g r i d   t u r n s  
of a l a r g e  c e l l  (I,Ji) on a g r i d  H t h e  r e s i d u a l s  o f  t h e  f o u r  smaller 
(see Fig.  8) i s  d e f i n e d  f r o m  t h e  f o u r  c e l l s  o n  t h e  n e x t - f i n e r  g r i d  t h a t  a r e  
corresponding  equat ions (37) on g r id   cove red   by   t he   coa r se -g r id   ce l l  (L,j-). 
Hn by   requi r ing  t ha t  the   coa r se -g r id  The l i nea r i zed   fo rms   o f   t he  
equat ion   should   represent  a mass-con- Neumann boundary  conditions  (27,28) 
s e r v a t i o n  e q u a t i o n  f o r  t h e  long-wave- a r e  r e s t r i c t e d  t o  c o a r s e r  g r i d s  i n  a 
length   conten t  d@-l of a s u i t a b l e  similar way as i l l u s t r a t e d  by (45-47).  
c l a s s  of c o r r e c t i o n  g r i d  f u n c t i o n s  d e .  
From th i s   r equ i r emen t  , r e s t r i c t i o n  When the   equat ion   sys tem 
r u l e s  f o r  t h e  r e s i d u e s  and t h e  c o e f f i -  Cm d@ = dRm f o r  t h e  des i red  cor rec-  
c i en t   ma t r i ces  are r e a d i l y   d e r i v e d   t i o n  d@ o f   t h e   p o t e n t i a l   h a s   b e e n  
with  mass-f lux  considerat ions.  For r e s t r i c t e d   t o   t h e   c o a r s e r   g r i d s ,  d$" 
example, t h e  mass f lux   t h rough  t h e  i s  es t imated .   This  i s  done  by a 
face (i-,i+$) o.f t h e  l a r g e  c e l l  (i,;i) i n  r e c u r s i v e  p r o c e s s  i n v o l v i n g  on each 
f i g u r e  8 should be e q u a l  t o  t h e  t o t a l  g r i d  improvement o f  d@ by l i n e  
mass f l u x  o f  t h e  two co r re spond ing   r e l axa t ion  , and  subsequent  prolonga- 
faces  of  the  small c e l l s ,   g i v i n g   t i o n   t o   t h e   n e x t - f i n e r   g r i d  by 
n- 1 
b i l i n e a r  i n t e r p o l a t i o n .  The process  
(P vdw)"-l+l = ( 4 5 )  s tar ts  on t h e   c o a r s e s t   g r i db y   p u t t i n g  
L d  2 t h e   i n i t i a l   c o r r e c t i o n   p o t e n t i a l drpl 
6 [ (P VdW): -+a 
,J 2 
n zero.  When a d e - '  has  been  prolonged 
+ (' vdrp)i+l ,j+$]. t o  a d e  on t h e  f i n e s t  g r i d  o f  t h e  
T h i s  s h o u l d  b e  t r u e  f o r  t h e  long-wave- t h e  las t  p o t e n t i a l  $Im t o  a new $Irn; 
l e n g t h   c o n t e n t   i n   d e .  For t h e   l o n g -   t h i s  new p o t e n t i a l  is  subsequent ly  
wavelength content ,  the three gradients  improved by n o n l i n e a r  l i n e  r e l a x a t i o n  
i n  ( 4 5 )  a r e   b o u t   q u a l :   o v e r   t h ee n t i r e   f i n e s t   g r i d .  This  
gr id  sequence ,  dqP i s  first added t o  
n o n l i n e a r  r e l a x a t i o n  on t h e  e n t i r e  
( V d d i  , j+; = n- 1 (VdV): -+J f i n e s t   g r i d   t e m i n a t e s   t h e   m u l t i g r i d  
,J 2 cyc le .  
, J  2 sweep over t he  g r i d  i s  s u f f i c i e n t .  On 
- (Vdrp)? .+; , ( 4 6 )  On each   gr id ,  one   l ine- re laxa t ion  
so tha t  a n  e q u a t i o n  f o r  t h e  c o e f f i c i e n t  
mat r ix  P on t h e  c o a r s e  g r i d  i s  found: obtain a reasonable estimate of acpl. 
t h e  c o a r s e s t  g r i d  H I ,  it i s  d e s i r a b l e  
t o  make more sweeps, however, t o  
P. n- 1 n n Four sweeps  were  found a s u i t a b l e  = $ (Pi 
LYl+? , j+z + , j+7 3 )  * ( 4 7 )  number i n   a p p l i c a t i o n s .  
Similar  arguments  are  used t o  d e f i n e  
the  o the r  coe f f i c i en t  ma t r i ces  at t h e  
ce l l - f ace  cen t r e s  on t h e  g r i d  Hn-l. The 
r e s i d u e s  a r e  r e a d i l y  r e s t r i c t e d  by 
applying a d iscre te  vers ion  of  Gauss '  
theorem. 
f o l l o w s  t h a t  t h e  c o e f f i c i e n t s  a t  t h e  
ce l l - f ace  cen t r e s  are determined with 
From (47)  and similar formulas it 
5 .  S t a b i l i t y  
From numerical  experiments ,  it 
was f o u n d  t h a t  b o t h  t h e  a p p l i c a t i o n  
of mass - f lux -vec to r  sp l i t t i ng  as we l l  
as c a l c u l a t i o n  o f  g r a d i e n t s ,  v e l o c i -  
ties, a n d  d e n s i t i e s  a t  ce l l - f ace  
c e n t r e s  are n e c e s s a r y  t o  o b t a i n  good 
s t a b i l i t y  p r o p e r t i e s .  A s  far as sta- 
b i l i t y  a t  son ic  l i nes  and  shocks  i s  
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concerned, much i n s i g h t  may be obta ined  where V i s  the  or thornormal  mat r ix  
from (9-1 3) .  (8)  , and H i s  t h e   J a c o b i a n   o f   
It i s  a l s o  v e r y  h e l p f u l  t o  a n a l y z e  mapping from t h e  c o m p u t a t i o n a l  t o  the  
t h e   s t r u c t u r e   o f   t h e   c o e f f i c i e n t   p h y s i c a l   p l a n e ,  so  t h a t  G = H-l H'IT. 
m a t r i c e s   i n   t h e   f i r s t - v a r i a t i o n  equa-  Mass-flux-vector s p l i t t i n g  l e a d s  t h u s  
t i o n  (37) o f  e a c h  i n d i v i d u a l  n o n l i n e a r  t o  a n  e x a c t  s e p a r a t i o n  o f  t h e  p o s i -  
discrete  mass-conservat ion equat ion (1). t i ve  and  negat ive  e igenvalues  of  the  
A n e c e s s a r y  c o n d i t i o n  f o r  s t a b i l i t y  o f  m a t r i x  P a s s o c i a t e d  w i t h  t h e  first- 
t h e  n o n l i n e a r  f i n i t e - d i f f e r e n c e  equa- v a r i a t i o n  dF = P Vdw of   the  mass-f lux 
t ion  sys tem i s  s t a b i l i t y  o f  e a c h  i n d i -  v e c t o r  F = P h U. The pos i t ive  e igen-  
v i d u a l   f i r s t - v a r i a t i o n   e q u a t i o n  ( 3 7 ) ,  v a l u e   i n   t h e   p a r t  P-A suggests  cen- 
because ( 3 7 )  i s  an e x a c t  l i n e a r i z a t i o n  t r a l  d i f f e r e n c i n g  for F-Fa and i t s  
of  ( 1 ) .  The last  p rope r ty  i s  a conse- first v a r i a t i o n  dF-dFa, t h e   n e g a t i v e  
quence  of  the  computation  of q and p e i g e n v a l u e   i n   t h e   p a r t  A sugges ts  
from Vcp a t  c e l l - f a c e  c e n t r e s  ( i n  s t e a d  u p s t r e a m  d i f f e r e n c i n g  f o r  Far and 
of  at ce l l - f ace   co rne r s ,  as u s u a l l y  i s  dFar. 
done). The s t a b i l i t y   o fe a c h  f i r s t -  The f a c t o r i z a t i o n s   f o l l o w  
v a r i a t i o n  e q u a t i o n  (37) depends  on the d i r e c t l y  from t h e  r e l a t i o n  
e igenva lues  o f  t he  ma t r i ces  p - A m  and 
Am, see   (42 ,43) .  It may be shown tha t ,  [cps 0IT = VT H-IT Vrp  , 
in   subsonic  flow, i s  p o s i t i v e  defi-  
n i t e   a n d  Am i s  z e r o   w h i l e ,   i n   s u p e r -  ( t h i s  fo l lows   f rom  the   cha in   ru l e   fo r  
sonic   f low,  Pm-Am and Am bo th  are d i f f e ren t i a t ion   and   f rom 'pn = 0) , so  
p rec i se ly  semi -de f in i t e ,  w i th  Am h a v i n g  t h a t ,  t o g e t h e r  w i t h  ( 4 , 8 ) ,  w e  ob ta in  
one negative eigenvalue corresponding 
t o  t h e  s t r e a m l i n e  d i r e c t i o n  U/q, and 
Pm-Am having one zero eigenvalue also 
co r re spond ing   t o   t he   s t r eaml ine   d i r ec -  UT , q2 = H- 1 
t i o n  U/q. This  may be concluded from 
t h e  f o l l o w i n g  f a c t o r i z a t i o n  f o r  s u p e r -  
sonic  f low of t h e  mass-flux vec to r s  
and  matrices ( t h e  s u p e r s c r i p t  m f o r   t h e  It w i l l  be seen  from the results 
g r i d  i s  o m i t t e d ) :  
U / g  
1 
= H- V [ 1 0 1 , (52 )  
[ 1 VT H-IT . 
( 5 3 )  
p*q*/q O 1 
to  be  p re sen ted  tha t  approx ima te ly  
normal  shocks are ve ry  s t eep .  De ta i l ed  
a n a l y s i s  o f  shock operators shows that  
F-Fa = m-lv[ VTH- 1 T VQ , t h i s  i s  a direct   onsequence  of the  
0 P e igenvalue   o f  P-A co r re spond ing   t o  
t h e  s t r e a m l i n e  d i r e c t i o n  b e i n g  z e r o ,  
s t r e d i n e  component ; see ( I 1 ) , and 
t h a t  t h e  c e n t r a l - d i f f e r e n c e  p a r t  o f  
(Pq-p*q*)/q VTH-lT while  F-Fa has a cons tan t   sonic  
Fa = h H - l V  
[ o  P ] V c p Y  (48,521. The las t  p rope r ty  means 
0 the mass-conservation equation ( 1 )  o f  
0 P normal shocks are independent of the  
E'-A = hH-'V[ 
O 1 vTH-lT , c e l l s   j u s t   a h e a d   o f   a p p r o x i m a t e l y  
l a r g e  QSs i n  t h e  s h o c k .  On f i n e  g r i d s ,  
-1 [ '( '  M2) 1 VTH-lT the  Jameson a r t i f i c i a l   v i s c o s i t y   h a s  
A = h H  V , a l s o  t h i s  p rope r ty ,  i f  t h e   c o e f f i -  
0 c i e n t s   i t h i s  v i s c o s i t y  are eva lua ted  
(48-5 1 ) 
at c e l l  c e n t r e s .  
p resented  here has been  ex tens ive ly  
Mass- f lux-vec tor  sp l i t t ing  as 
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t es ted  numer ica l ly ,  and  w a s  found use-  gr id  l ine .  
ful for  approximately  normal  shocks The d e r i v a t i o n  of  t h e   r l a x a t i o n  
because  the  matrix U UT/q2 i n   t h e  mass- equat ion  sys tem of  each  i - l ine  s tar ts  
flux vec to r  Fa i s  t h e  image i n   t h e  com- thus  wi th  the  assumpt ion  that  f o r  t h e  
p u t a t i o n a l  p l a n e  o f  a unit v e c t o r  a l o n g  p o t e n t i a l  values o n  t h e  i - l i n e  a cor- 
t h e  s t r e a m l i n e  i n  t h e  p h y s i c a l  p l a n e ,  
see ( 5 2 ) .  It may be expected that s t e e p  
oblique shocks w i l l  at least  r e q u i r e  
replacement of U UT/q2  by some mat r ix  
0 @, where 0 i s  t h e  image i n  t h e  com- 
pu ta t iona l  p l ane  o f  a unit vec to r  
approximately normal t o   t h e   o b l i q u e  
shock. 
The d e f i n i t e n e s s  p r o p e r t i e s  o f  the  
mat r ices  Pm-Am and Am are used  fo r  the  
design of  diagonal ly-dominant  t r idiago-  
n a l  m a t r i c e s  t o  be a p p l i e d  i n  l i n e -  
r e l a x a t i o n s ,  s e e  s e c t i o n  6 below. The 
d e f i n i t e n e s s  p r o p e r t i e s  a r e  t r a n s f e r r e d  
t o  c o a r s e r  g r i d s  b y  the s i m p l e  r e s t r i c -  
t i o n  r u l e s  o f  t h e  form (47), so t h a t  on 
coa r se r  g r ids  these p r o p e r t i e s  a r e  
e a s i l y  t r a c e d .  T h i s  i s  impor t an t  fo r  
the convergence of  re laxat ions on t h e  
coa r se r  g r ids .  
6. L ine   r e l axa t ion  
In  each  mul t ig r id  r e l axa t ion  sweep 
and on each  gr id  Hn o f  t h e  g r i d  
sequence, an approximation of the solu- 
t i o n  t h e  f i r s t - v a r i a t i o n  e q u a t i o n  
system (36):  Cn d@ = dRn or o f  t h e  
nonl inear  equat ion system (31):  
L n ( @ ( r a ) )  = Qn i s  improved  by  one or a 
few l ine - re l axa t ion  sweeps ove r  t he  
e n t i r e  g r i d .  R e l a x a t i o n  i n  downstream 
d i r e c t i o n  i s  appl ied ;  a sweep ove r  the  
lower  pa r t  o f  t he  ae ro fo i l  i s  followed 
by a sweep over  the  upper  par t .  
Tr id iagonal  equat ion  sys tems to  be  
u s e d  i n  l i n e  r e l a x a t i o n  sweeps may be 
de r ived  in  va r ious  ways. For example, 
Jameson used  an  ana lys i s  of  a pseudo- 
time-dependent process t o  d e r i v e  t h e s e  
re laxa t ion   equat ions   (Ref .  23) .  However, 
t he  r e l axa t ion  equa t ions  may a l so  be  
d e r i v e d  d i r e c t l y  f r o m  t h e  first-varia- 
t i on  equa t ions  by cons ider ing  re laxa-  
t i o n  on  each  ind iv idua l  g r id  l i ne  as a 
crude Newton i t e r a t i o n  s t e p  a t  t h a t  
rec t ion  problem '?as t o  be solved.  We 
m y  p u t  on t h e  e n t i r e  g r i d :  
dCn = dcp -d$ o r  dCn = cp -$ , n n   n n  
(54) 
where o r  $n are given estimates o f  
p o t e n t i a l s ,  a n d  dCn i s  t h e  c o r r e c t i o n  
t o  be computed from a r e l a x a t i o n  
e q u a t i o n  s y s t e m .  I n i t i a l l y ,  t h i s  
system has the same form as t h e  f i rs t -  
v a r i a t i o n  e q u a t i o n  (37-40), w i t h  t h e  
mass-flux vectors dFn, dFan, and 
dFam now depending on dCn i n  s t e a d  
of on d@: 
dFn = Pn VndCn 9 (55) 
dFan = An VndCn Y (56 )  
whi le  the  r igh t -hand s ide  i s  rep laced  
by t h e   r e s i d u a l  o f  or $n i n  (37) 
o r  i n  ( 1 ) .  T h i s  equat ion system i s  
subsequent ly  crudely approximated to  
a s imple  r e l axa t ion  sys t em fo r  the  
ca l cu la t ion  o f  dCi , j -va lues  on  l i ne  i , 
with  a t r idiagonal  diagonal ly-dominant  
c o e f f i c i e n t  m a t r i x .  The approximation 
process  cons is t s  of  the  fo l lowing  
s t e p s .  
F in i te -d i f fe rence  formulas  wi th  
asymptot ic  sca l ing  a re  rep laced  by t h e  
usua l  d i f f e rence  fo rmulas .  
0 Second-order cross-differences dCn 
are removed by zeroing the off-diagonal 
e l e m e n t s  i n  t h e  m a t r i c e s  Pn-An and An. 
The on ly  d i f f e rences  tha t  r ema in  a re  
those  of  dC?< and dCz m u l t i p l i e d  by 
diagonal  e lements  of b-An and An 
w i t h  a known s i g n  ( s e e  t h e  d i s c u s s i o n  
i n  s e c t i o n  5 abou t  t he  de f in i t eness  
p r o p e r t i e s  o f  Pn-An and A n ) .  
Re tarded  f luxes  dFarn r ep resen t ing  
i n f l o w  i n t o  a c e l l  are zeroed. This 
s i m u l a t e s ,  f o r  e a c h  c e l l  i n  t h e  s u p e r -  
sonic  zone,  a z e r o  i n i t i a l  c o n d i t i o n  
i f  t h e  c a l c u l a t i o n  o f  dCF .-values on 
sr7 
Y J  
16 2 
l i n e  i i s  cons ide red  to  be  an i s o l a t e d  three,  and  mul t ig r id  sweeps f o r  g r i d  
subproblem. 4 u sed   fou r   g r id  levels.  
Corrections dCy+,,pg at p o i n t s  
( i+a,  j + B )  no t   ye t   up  ated i n   t h e   c u r -   F i g u r e  9 concerns  the  flow  around 
r e n t  sweep are zeroed.  This  s imulates  a a symmetrical 12.8 % t h i c k  Karman- 
Di r i ch le t   boundary   cond i t ion   i n   t he   T re f f t z   ae ro fo i l  at M, = 0 ,  a, = 0 
subproblem. ( l i n e a r   p r o b l e m ,   n o   c i r c u l a t i o n ) .  Two 
The r e s u l t i n g   t r i d i a g o n a l   s y s t e m  i s  conclusions  follow  from the conver- 
augmented by a formula  for  the  improve- gence h i s t o r y .  
ment o f  t he  Neumann boundary condi t ion,  0 The mult igr id  convergence rate i s  
d e r i v e d   b y   l i n e a r i z i n g  the  non l inea r  good ( abou t   0 .6   pe r   mu l t ig r id   cyc le  1. 
condi t ion  (28) ,   and  (crudely)   approxi-  The r e s i d u a l  norm inc reases  when a 
mated  by  one-sided  differences a t  the s o l u t i o n  i s  prolonged t o  a next- 
po in t  ( i , J )  i n  such a way tha t  f i n e r   g r i d   t o   s e r v e  as s t a r t i n g  
diagonal-dominance i s  preserved .   so lu t ion .   This  i s  due t o  a poor 
d e r i v e d  i n  t h i s  way f r o m  t h e  l i n e a r  the leading  edge ,  as w i l l  be evident  
f i r s t - v a r i a t i o n  e q u a t i o n s  t u r n s  o u t  t o  from f i v e  3 when 4 o r  16 c e l l s  o f  
be p r a c t i c a l  i d e n t i c a l  t o  t h a t  o f  t h e  f i n e s t  g r i d  a r e  g r o u p e d  t o g e t h e r  
Jameson (Refs 23 ,3 ,5)  i f  t he  f low i s  t o  one c e l l  o f  a coa r se r  g r id .  
subsonic or supersonic, however, with-  Resul t s  of  t h e  incompressible  
out Jameson's subsonic or supersonic  flow around t h e  same Karman-Trefftz 
r e l a x a t i o n  f a c t o r s .  A t  sonic  l ines  and  a e r o f o i l ,  a t  an incidence a, of loo ,  
shocks,  a comparison w i t h  Jameson's are p r e s e n t e d  i n  f i g u r e  I O .  It i s  
formulas w a s  no t  poss ib le  because  of seen t h a t :  
l ack  o f  pub l i shed  r e su l t s .  The re laxa-  0 changes i n  c i r c u l a t i o n ,  i n  p a r t i c u -  
t i on  equa t ion  o f  sonic  or shock c e l l s  l a r  la rge  changes ,  may lead t o  l a r g e  
t u r n s  o u t  t o  b e  d i f f e r e n t  f r o m  t h o s e  i n c r e a s e s  o f  r e s i d u a l  norms. This  i s  
e l sewhere  in  the  f low i f  they  are due t o  l a r g e  changes of  the solut ion 
derived from t h e  f i r s t - v a r i a t i o n  equa- a t  the  leading edge.  
t i o n .  t h e  g r i d s  2 and 3 a r e  too coarse a t  
i n  t h e  c a l c u l a t i o n  r e s u l t s  p r e s e n t e d  a b l y  a c c u r a t e  c a l c u l a t i o n  o f  t h e  
below,  except a t  s o n i c  c e l l s  where expansion of  the f low at  t h e  
under re laxa t ion  w a s  app l i ed .  leading edge.  
The t r id i agona l   equa t ion   sys t em  r e so lu t ion  of the coa r se r   g r id s  a t  
Re laxa t ion   f ac to r s  were  not  used  the  leading  edge t o   p e r m i t  a reason- 
t h e  mul t igr id  convergence rate  i s  
7.  Resul ts   of   numerical   experiments  good (about  0 .6  pe r   mu l t ig r id   cyc le ) .  
- 
R e s u l t s  f o r  a high-subsonic flow 
From a l a r g e  number of   numerical   are   Presented i n  f i g u r e  1 1  
- 
experiments,  a number of  cases have (NACA0012, M, = 0.63,  a, = 2 O ) .  The 
been  selected.  This  s e l e c t i o n   p e r m i t s   a d d i t i o n  Of subson ic   non l inea r i ty  
a s e p a r a t e   a n a l y s i s  of the  e f f e c t  of  does  not lead t o  new conclusions.  
c i rculat ion  changes , grid  changes , The added  complication  f a 
shock-pos i t i on   va r i a t ions ,   e t c .   shock   i n the  ca l cu la t ion   p rocess  i s  
AU results p resen ted  were produced first cons idered  for  a n o n l i f t i n g  
by c a l c u l a t i o n s  made on three   succes-   case  w i t h  a moderate  shock (NACA0012, 
s i v e   g r i d s   o f   s i z e  34*10, 66*18, M, = 0.8,  a, = 0 ) .  Resu l t s  are pre- 
130*34,  which are numbered 2 ,  3, and 4. s e n t e d  i n  f i g u r e  12. New conclusions 
Each 130*34 g r i d  i s  similar t o  t h a t  o f  are t h e  following. 
f i gu re  3 ,  Mul t ig r id  sweeps f o r  the  tal- 0 After  each  mul t igr id- re laxa t ion  
c u l a t i o n s  on g r i d  2 used t w o  gr ids   cyc le ,   and  on a l l  b u t  the c o a r s e s t  
l e v e l s ,   m u l t i g r i d  sweeps f o r   g r i d  3 g r i d  2 ,  t h e  maximum norm of  the 
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r e s i d u a l s ,   ( 3 3 ) ,  i s  u s u a l l y   f o u n d   t o  be Cent ra l   p rocessor  times o f   t h e  
increased  by an o rde r   o f   magn i tude .   r e sea rch   code   u sed   fo r   t he   numer i ca l  
This annoying behaviom of t h e  maximum experiments are p r e s e n t e d  i n  table  I .  
norm i s  due t o  v e l o c i t y  o v e r s h o o t s  o r  These times were measured  on t h e  NLR 
undershoots at shocks,  as d iscussed  i n  CYber 73-28  computer. The t a b l e  i l l u -  
s e c t i o n  3, and i l l u s t r a t e d  i n  f i g w e  6 .  strates that t h e  a l g o r i t h m  i s  e f f i -  
A t y p i c a l  example  of a ve loc i ty   ove r -   c i en t   fo r   subson ic   f l ows .  For 
shoot i s  p resen ted  in  f igu re  12d .  (This t ransonic  f lows ,  the  computa t ion  
f i g u r e  i s  t h e  result of  a somewhat d i f -  
f e r e n t  a l g o r i t h m  n o t  p r e s e n t e d  i n  t h i s  ( M o o y a r n )   G R I D  NBR OF NBR OF cp-s TOTAL 
r e p o r t ;   t h e   v l o c i t y   v e r s h o o t   e f f e c t  MGR PART.  PER CP-S 
i s  representa t ive ,   however . )  A s  d i s -  CYCLES RELAX. G R I D  
cussed ,   the   ve loc i ty   overs oot  i s  due SWEEPS 
t o  a tendency   of   mul t igr id- re laxa t ion  ( .63,0) 2 1 4  0 31 
c y c l e s  t o  k e e p  t h e  shock posi t ion 3 10 0 74 
fixed.  Se  also Jameson's  remark i n  4 8  
reference  11  , page 125 about "the 
appearance  ahead of  t   sh ck of a ( . 8 , 0 )  2 8 1 4  23 
temporary  overshoot" ,   and  the c r e-  3 5  30 64 
sponding f l a t  segment i n   t h e  conver- 4 10  122  680 767 
g e n c e   h i s t o r y   i n  h i s   f i g u r e  2b.  This ( .63 ,20)  2 21 29 58 
i m p l i e s  t h a t  t h e r e  must be l a r g e  3 23 68 231 
r e s i d u a l s   i n small zones   ke ping   h s  4 25  278 1544 1833 
average-absolute-value corm temporar i ly  
about   constant .  t imes  a re  too  long .  Th i s  i s  p r imar i ly  
The veloci ty  overshoots  can be 
r e l i a b l y  t r a n s f o r m e d  w i t h  p a r t i a l  
due t o  t h e  p a r t i a l  r e l a x a t i o n  sweeps 
used  to  upda te  shock  pos i t i ons .  A 
r e l a x a t i o n  sweeps on the  cu r ren t  f i nes t  con t inued  search for improved shock- 
g r i d   t o   a p p r o p r i a t e  shock  displace-   posi t ion  update   a lgori thms w i l l  be 
m e n t s :  p a r t i a l  r e l a x a t i o n  u s u a l l y  
r educes  the  r e s idua l  norm considerably.  
The l a c k  of r e s o l u t i o n  a t  the   l ad -  various of artificial-viscosity 
t o o  small flow expansion over the vec to r s  are omit ted.  We found a l l  
p o s i t i o n s .  It may be expected  that   have poor s t a b i l i t y   p r o p e r t i e s  at 
improvement o f   t h e  r s o l u t i o n  at t h e  sonic lines and/or in parti- 
leading  edge on g r i d s  2 and 3 w i l l  l e a d  cular on grids, and also at 
t o   b e t t e r   p r e s s u r e   d i s t r i b u t i o n s  so the   t ops   o f   supe r son ic   zones  when 
t h a t  a s m a l l e r   c a l c u l a t i o n   e f f o r t   t o  corrections were large. This was due 
improve  shock  positions i s  r equ i r ed  to t h e  fact t h a t  the  viscosity terms 
(see  Holst   and Brown, Ref .   24) .   d id   not   del iberately  exclude  expan-  
A t r anson ic  case  wi th  l i f t  i s  
p r e s e n t e d  i n  f i g u r e  13 (NACA0012, 
M, = 0.75 , arn = 2'). This  case has a l s o  
been  computed i n  r e f e r e n c e s  7 and 1 1 .  
There  are  no important  new p o i n t s   t o  be From t h e  results p r e s e n t e d   i n  
observed. The peak Mach number a h e a d   t h i s  study it is evident t h a t   t h e  
t i c a l  p u r p o s e s ,  t h e  shock i s  f a i r l y  t r anson ic  po ten t i a l - f low ca lcu la t ions  
s t rong .  The shock covers obviously two is not a simple matter, A number of 
c e l l s ;  t h i s  i s  always t r u e .  conclus ions  a re  c lear  f rom the  
o 219 324 
requi red .  
Resu l t s  o f  computations w i t h  
ing edge on t h e  c o a r s e r  g r i d s  l e a d s  t o  terms i n s t e a d  of s p l i t  mass-flm- 
leading  edge  and t o  t o o  f o r w a r d  s h o c k  a r t i f i c i a l  v i s c o s i t y - t e r m s  t e s t e d  t o  
s ion shocks.  
8. Conclusions 
of t h e  shock i s  l .37.  Hence, for prac- i n t r o d u c t i o n  of m u l t i g r i d  methods i n  
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INTRODUCTION 
Two computational  approaches  which  achieved  substantial   popularity 
dur ing   the   pas t   decade  are spectral  methods  and  multi-grid  techniques. The 
former  have  proven  highly  efficient  for  t ime-dependent,  smooth  flows i n  
s imple  geometr ies   ( refs .  1-3). The la t ter  have  been  remarkably  successful 
f o r   e l l i p t i c   e q u a t i o n s  and some s t e a d y - s t a t e   c a l c u l a t i o n s   ( r e f s .  4-7). The 
pr inc ipa l   advantage  of s p e c t r a l  methods l ies i n   t h e i r   a b i l i t y   t o   a c h i e v e  
accurate results wi th   subs tan t ia l ly   fewer   g r id   po in ts   han   requi red  by 
t y p i c a l   f i n i t e   d i f f e r e n c e  methods. D e s p i t e   t h e   f a c t   h a t   s p e c t r a l  methods 
are represented  by f u l l  matrices, expl ic i t   ime-s tepping   a lgor i thms  can   be  
implemented nea r ly  as e f f i c i e n t l y  f o r  them as f o r  f i n i t e  d i f f e r e n c e  methods 
on a comparable  grid.  Transform  methods  (ref. 8) are o f t e n   t h e   k e y   t o   t h i s  
e f f ic iency .   For  i m p l i c i t  methods o r   f o r   s t e a d y - s t a t e   e q u a t i o n s ,   d i r e c t  
s o l u t i o n  of t h e   s p e c t r a l   e q u a t i o n s  is n o t   p r a c t i c a l   i n   g e n e r a l .   I t e r a t i v e  
schemes for   such  equat ions are essent ia l .   Orszag   ( re f .   9 )   has   descr ibed  
s e v e r a l  a t t r a c t i v e  methods. 
This p a p e r  examines  an  alternative  approach which  employs  multi-grid 
concep t s   i n   t he   i t e r a t ive   so lu t ion   o f   spec t r a l   equa t ions .  In p a r t i c u l a r ,  
spec t r a l  mu l t i -g r id  methods are desc r ibed  fo r  s e l f - ad jo in t  e l l i p t i c  equa t ions  
wi th   e i the r   pe r iod ic   o r   D i r i ch le t   boundary   cond i t ions .   Fo r  real is t ic  f l u i d  
ca lcu la t ions  the  re levant  boundary  condi t ions  are l i k e l y  t o  b e  p e r i o d i c  i n  a t  
least  one (angular )   coord ina te   and   Di r ich le t   (or  Neumann) in   t he   r ema in ing  
coordinates.   Spectral   methods may not   a lways   be  e f fec t ive   for   f lows  i n  
s t r i c t l y   r e c t a n g u l a r   g e o m e t r i e s   s i n c e   c o r n e r s   g n e r a l l y   i n t r o d u c e  
. s i n g u l a r i t i e s   i n t o   t h e   s o l u t i o n .   T h e s e   s i n g u l a r i t i e s   c a n   s e r i o u s l y   d e g r a d e  
the  accuracy  of  a s p e c t r a l  method. I f  t h e  boundary i s  smooth, then mapping 
techniques  ( re f .  9)  can  of ten  be  used  to  t ransform the  problem in to  one  wi th  
a combination of per iodic  and Dir ichlet  boundary condi t ions.  Spectral  m u l t i -  
g r i d  methods in   these  geometr ies   can  be  devised by combining the   t echniques  
presented  separa te ly  here .  
Research of TAZ w a s  supported by NASA Grant NAG1-109; research of YSW and MYH 
was supported by NASA Contract Nos.  NAS1-15810 and NAS1-16394, r e spec t ive ly ,  
while  they were i n  r e s i d e n c e  a t  ICASE, NASA Langley Research Center. 
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diagonal  matr ix  of  PDE c o e f f i c i e n t s  a t  c o l l o c a t i o n  p o i n t s  
v a r i a b l e  c o e f f i c i e n t  i n  PDE 
diagonal  matr ix  of  PDE c o e f f i c i e n t s  a t  c o l l o c a t i o n  p o i n t s  
v a r i a b l e  c o e f f i c i e n t  i n  PDE 
mat r ix  represent ing  Four ie r  t ransform 
c o n s t a n t s  u s e d  i n  d e s c r i b i n g  t h e  d i s c r e t e  c o s i n e  t r a n s f o r m  
m a t r i x  r e p r e s e n t i n g  f i r s t  d e r i v a t i v e  o p e r a t o r  i n  t r a n s f o r m  s p a c e  
m a t r i x  d e s c r i b i n g  t r i g o n o m e t r i c  i n t e r p o l a t i o n  i n  t r a n s f o r m  s p a c e  
right-hand-side terms of PDE a t  c o l l o c a t i o n  p o i n t s  
right-hand-side term of PDE 
g r i d  on level k 
pre-condi t ioning matr ix  
f i n e s t  l e v e l  of  t h e  m u l t i p l e  g r i d s  
any g r i d   ( o r   l e v e l )  k of   mu l t ip l e   g r id s  
ma t r ix  r ep resen t ing  spectral  approximat ion  to  PDE ope ra to r  
lower- t r iangular  matr ix  
m a t r i x  r e p r e s e n t i n g  f i r s t  d e r i v a t i v e  o p e r a t o r  i n  p h y s i c a l  s p a c e  
v e c t o r  used f o r   d e s c r i b i n g  M 
number o f  co l loca t ion  po in t s  ( in  one  coord ina te  d i r ec t ion )  
number o f  d i s t i nc t  r e l axa t ion  pa rame te r s  
ma t r ix  r ep resen t ing  coa r se - to - f ine  g r id  in t e rpo la t ion  
ma t r ix  r ep resen t ing  f ine - to -coa r se  g r id  in t e rpo la t ion  
m a t r i x  r e p r e s e n t i n g  f i n i t e  d i f f e r e n c e  a p p r o x i m a t i o n  t o  PDE 
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Chebyshev  polynomial  of  degree n 
v e c t o r  o f  s o l u t i o n  a t  c o l l o c a t i o n  p o i n t s  
upper - t r iangular  mat r ix  
s o l u t i o n  t o  PDE 
F o u r i e r  t r a n s f o r m  o f  s o l u t i o n  t o  PDE 
v e c t o r  o f  c o r r e c t i o n s  i n  m u l t i - g r i d  scheme 
approx ima te   so lu t ion   t o  V 
phys ica l  space  coord ina tes  
Kronecker  del ta  funct ion 
a m p l i t u d e  i n  v a r i a b l e  c o e f f i c i e n t  term 
e igenvalue  
e igenvec tor  
s p e c t r a l  r a d i u s  
re laxa t ion  parameter  
smoothing ra te  
average smoothing ra te  
PERIODIC PROBLEMS 
Fourier  Spectral  Approximations 
Seve ra l   t ypes   o f   spec t r a l   app rox ima t ions   can   be  employed. The s p e c i f i c  
method  use   ere is of ten   t e rmed  co l loca t ion   or   pseudo-spec t ra l  
approximation. In many cases t h i s  method is easier t o  implement  and is  more 
e f f i c i e n t   h a n   t h e   a l t e r n a t i v e   G a l e r k i n   a n d  t a u  approximations.  A thorough 
d i scuss ion  o f  a l l  these methods can be found i n  r e f e r e n c e  3. 
For a per iodic   p roblem  spec t ra l   approximat ions   hould   be   based  upon 
Four i e r  series. In   the   co l loca t ion   approach   the   fundamenta l   representa t ion  
o f  t h e  s o l u t i o n  r e m a i n s  i n  p h y s i c a l  space. The F o u r i e r  c o e f f i c i e n t s  are only 
employed as an   i n t e rmed ia t e  r e s u l t  i n   t he   app rox ima te   eva lua t ion   f  
der iva t ives .   Cons ider  a func t ion   u (x )  which is p e r i o d i c   o v e r   t h e   i n t e r v a l  
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[ 0 , 2 ~ ]  . Use N even ly   spaced   co l loca t ion   po in t s  
x = 2?rj/N j = O ,  1 , .  . . ,N-1 ( 1 )  
and  enote   u(xj)  by u j  . The f i r s t   s t e p   i n   t h e   v a l u a t i o n  of  du/dx i s  
the   computa t ion   of   the   approximate   Four ie r   coef f ic ien ts  3 via  
j 
P 
N-1 
G =  (1/A) u j  e - ipxj  p=-N/2, -N/2+1, ,N/2-1 ( 2 )  
P 
j =O 
S i n c e   t h e   " ( 3  ) are real ,  U-N/2 i s  real and u - ~ =  yp fo r   Ip l  e N/2 
where  the * denotes  complex  conjugation. The derivative i s  then  computed 
v i a  
* A * 
N ,-1 ' 
L 
du/dx(xj)  = (l/&) i p z  e 
i p x j  
P 
j=O,l,.. . ,N-1 . 
= - +l N 
L 
Both sums can   be   va lua ted   in  O(N In N )  o p e r a t i o n s  by the   Fas t   Four i e r  
Transform  ( ref .  10). This   a lgori thm is  most commonly employed wi th  N 
chosen as a power of 2 . 
Note t h a t   h e   l o w e r  l i m i t  on t h e  sum in equat ion  (3 )  i s  not  p = -N/2 
bu t  p = -N/2 + 1 . This  change is e q u i v a l e n t   o   s e t t i n g  u - ~ / ~  = 0 . The 
r ight-hand-side  of   equat ion ( 3 )  is  n e c e s s a r i l y  real. The neglec ted  term 
A 
N -i (7)x j  -i (N/2) e 
i s  pure ly   imaginary   and   cannot   cont r ibu te   to   du /dx(x j )  . This   neglec ted  
term r e p r e s e n t s   h e   f a m i l i a r   " t w o - p o i n t   o s c i l l a t i o n "   i n   u ( x )  . ( F i n i t e  
d i f f e r e n c e  schemes  which u s e  c e n t r a l   d i f f e r e n c e s   f o r   f i r s t   d e r i v a t i v e s   a l s o  
remove the  two-po in t  o sc i l l a t ion . )  
The spectral  eva lua t ion  of d e r i v a t i v e s   h a s  a convenient   matr ix  
r ep resen ta t ion .  L e t  U deno te   t he   vec to r   o f   t he   so lu t ion  a t  t h e   g r i d ,   o r  
c o i l o c a t i o n ,   p o i n t s ,   t e e . ,  
u = (u  , . 
l e t  C r e p r e s e n t   h e   d i s c r e t e   F o u r i e r  
0 1' * * Y U  1 Y N- 1 
t r a n s  form, i .e., 
and l e t  D be   t he   d i agona l   ma t r ix  which r e p r e s e n t s   t h e   f i r s t   d e r i v a t i v e   i n  
Four ie r  space ,  i .e., 
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i ( j  - N / 2 )  f o r  j = l Y 2 , . . . , N - l  
D j j  = { 
0 f o r  j = 0 . 
Note t h a t  C-*= C , t h e  Hermitian t ranspose   o f  C . Then t h e  matrix * 
M = C-IDC (71  
r e p r e s e n t s   ( i n  
This  matrix is 
phys ica l  space )  t he  spec t r a l  eva lua t ion  o f  a first de r iva t ive .  
g i v e n  e x p l i c i t l y  by 
M j l  = "j-1 9 
., 
(8) 
where 
0 j=O, fN ,k  2N, . . . 
Mj = 1 5 
cos ( l - l / N ) T j / ( 2  s in(n j /N))   o therwise  . 
A s p e c t r a l  a p p r o x i m a t i o n  t o  t h e  o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n  
(d/dx)(a(x)   du/dx)  = f(x) (101 
on [ 0 , 2 n ]  with  per iodic   boundary  condi t ions,  and w i t h   a ( x )  and f ( x )  
i n f i n i t e l y   d i f f e r e n t i a b l e  as w e l l  as p e r i o d i c ,   s a t i s f i e s   t h e   d i s c r e t e  
eq ua t ion  
L U = F  , ( 1 1 )  
where 
and 
F = ( f , , f l y  'f*J 
Equation ( 1 1 )  may b e  i n v e r t e d  t o  y i e l d  
u = (c-~D-'cA-~c- 'D-~c) F . 
Although the   ma t r ix  D i s  t e c h n i c a l l y   s i n g u l a r ,   t h i s   m e r e l y   r e f l e c t s   t h e  
u s u a l  non-uniqueness  of  the  solution  of  equation ( 1 0 ) .  Al of   the   mat r ix  
mul t ip l i e s   r equ i r ed  by the  r ight-hand-side  of   equat ion ( 1 5 )  may be 
implemented e f f i c i en t ly .   The re  are three   d iagonal  matrices and  four  Fourier 
transforms. Thus, t h e   s o l u t i o n   t o   e q u a t i o n  ( 1 1 )  c a n   b e   o b t a i n e d   d i r e c t l y   i n  
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O(N In  N) operat ions,   even  though  the  matr ix  L i s  f u l l .  
U n f o r t u n a t e l y ,   e f f i c i e n t   d i r e c t   s o l u t i o n s  are n o t   a v a i l a b l e   i n   h i g h e r  
d imens ions .   Cons ider   the   se l f -ad jo in t   e l l ip t ic   equa t ion  
on the   square  [0,2T] x [ 0 , 2 q  . Again  impose per iodic   boundary  condi t ions 
and assume t h a t   h e   f u n c t i o n s  a , b and f are a l s o   p e r i o d i c  as w e l l  as 
i n f i n i t e l y   d i f f e r e n t i a b l e .  A spec t r a l   app rox ima t ion   t o   equa t ion   (16 )  w i l l  
exhibi t   exponent ia l   convergence,  i.e., t h e   r r o r  w i l l  u l t ima te ly   dec rease  
f a s t e r  t h a n  a n y  f i n i t e  i n v e r s e  power of  the  number o f  co l loca t ion  po in t s .  
For   s impl ic i ty ,   suppose   tha t   an  N x N mesh i s  employed.  Define  the 
approximate solut ion 
ujl = ~ ( x j ,  ~ 1 )  f o r  j,l=O,l, . .., N-1 . ( 1 7 )  
Define F i n  a similar fashion  and le t  A and B be   t he   d i agona l  matrices 
represent ing  a(x,y)   and  b(x,y)  , r e s p e c t i v e l y ,   i n   t h e  manner of   equat ion 
(13). The d i sc re t e   app rox ima t ion   t o   equa t ion  (16)  is 
L U - F ,  (18) 
where the  four th-order  tensor  
L = (M@ I ) A ( M @  I) + (10 M ) B ( I @ M )  , (19) 
with @ denot ing a tensor   product  and I rep resen t ing   t he   i den t i ty   ma t r ix  
of   o rder  N . 
The au tho r s  are unaware o f   any   e f f i c i en t  method for   so lv ing   equat ion  
(18 )   d i r ec t ly .  The i t e r a t i v e  methods  escribed i n   r e f e r e n c e  9 are one 
p o s s i b l e   s o l u t i o n  scheme. A d i f f e r e n t   s o r t   o f  i t e ra t ive  method -- one 
involv ing  the  use  of m u l t i p l e  g r i d s  -- i s  described below. 
E u l e r  I t e r a t i o n  on a Single  Grid 
The d i r e c t  s o l u t i o n  o f  t h e  N 2  x N 2  system represented by equat ion (18)  
would r equ i r e  O ( N 4 )  s t o rage   l oca t ions   and  O ( N  6) opera t ions .  Many 
i t e r a t i v e  schemes requi re   on ly  O ( N 2 )  s t o r a g e   l o c a t i o n s  and O ( N 2  I n  N )  
opera t ions  p e r  s tep .   Perhaps   the   s imples t  i terat ive scheme i s  the  Euler  
method 
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where w is  a relaxation  parameter.   Aside  from the c o e f f i c i e n t s   a ( x . , y l )  
and  b(xj,yl)  , the on ly   subs t an t i a l   s to rage   r equ i r ed  i s  f o r   t h e   r e s i d u a l  
[ t h e  term i n   p a r e n t h e s e s   i n   e q .  ( 2 0 ) ] ,  which is c l e a r l y  O ( N 2 )  The t e n s o r  
L is  n e v e r -   e x p l i c i t l y   r e q u i r e d .  The r e s i d u a l   i t s e l f   c o s t s  O ( N 2  I n  N) 
o p e r a t i o n s   t o  compute.  Jacobi's method (see  below) is also  economical  i n  
s to rage   and   cos t   pe r   s t ep .  Not a l l  i t e r a t i v e  schemes  used t o   s o l v e   f i n i t e  
d i f se rence   equa t ions  are p r a c t i c a l   f o r   t h e   s p e c t r a l   e q u a t i o n s ,  however. 
Ga%ss-Seidel is an obvious  example. The term L U can only  be  valuated 
e h f i c i e n t l y  i f  i t  is done a l l  a t  once. 
It is  i n s t r u c t i v e  t o  c o n s i d e r  t h e  a p p l i c a t i o n  o f  t h e  E u l e r  i t e r a t i o n  t o  
t h e   c o n s t a n t   c o e f f i c i e n t   c a s e   a ( x , y )  = b(x,y)  = 1 . The t enso r  L 
s i m p l i f i e s  t o  
L = M 2 @ I  + I@M2 . 
The eigenvalues   and  e igenvectors  of  L are 
IPq 
= - (p2 + 42) 
where  the  igenvalues   and  e igenvectors  are  l a b e l l e d  by p and q which l i e  
i n   t h e   r a n g e   p , q  = -N/2,  -N/2+1, ... , N/2-1 . In   equa t ion  ( 2 2 ) ,  i f   e i t h e r  
p o r  q = -N/2, t h e n   t h a t  term should  be  replaced by 0 on  the  r ight-hand- 
s i d e .  A s i n g l e   i t e r a t i o n  by equat ion  (20 )  r e p l a c e s   t h e   e r r o r  component 
c (p ,q)   wi th  (1  + whpq)  c(p,q)  . There are two e igenvec to r s  which are 
unaf fec ted  by t h e   i t e r a t i o n .  One of   these  -- f o r  p = q = 0 -- r e p r e s e n t s  
t h e  mean l e v e l  o f  t h e   s o l u t i o n .  It m u s t  b e   s p e c i f i e d   f o r   t h e   p a r t i a l  
d i f f e r e n t i a l  e q u a t i o n  t o  h a v e  a unique  answer. The o t h e r  term -- f o r  p = q 
c -N/2 -- represents   the   h igh- f requency  component t h a t  i s  ignored  by  the 
d i s c r e t i z a t i o n .   T h i s  component should   be   f i l t e red   ou t   o f   the   r igh t -hand-s ide  
F .  
This  scheme is  c o n v e r g e n t  i f  
w < - 2 / x N  N = 4/(N-2) 
"1 
fl 9 9  
The smallest s p e c t r a l  r a d i u s  
L L  
p = ( N 2  - 4N + 2 ) / ( N 2  - 4N + 6 )  "= 1 - 4/N2 Y 
i s  obtained when 
w = 4/(N2 -4N + 6 )  (26 )  
Accord ing   to   the   usua l   reasoning ,   equa t ion  (25 )  impl ies  O(N2) i t e r a t i o n s  are 
required.   This  means a t o t a l   o f  O ( N 4  I n  N) o p e r a t i o n s  are r e q u i r e d   i n  
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o r d e r  t o  s o l v e  e q u a t i o n  (18)  i n  t h i s  f a s h i o n .  
E u l e r  I t e r a t i o n  Using M u l t i p l e  Grids  
Multi-grid  methods  have become a s tandard  means o f   acce l e ra t ing  
conve rgence   fo r   f i n i t e   d i f f e rence   and   f i n i t e   e l emen t   d i sc re t i za t ions  of 
e l l i p t i c   e q u a t i o n s .  The bas ic   p rocesses  are t h e   r e l a x a t i o n  scheme  and t h e  
t r a n s f e r  o f  r e s i d u a l s  and co r rec t ions  be tween  the  va r ious  g r ids .  In  add i t ion  
t o  s p e c i f i c  c h o i c e s  of re laxa t ion  and  in te rpola t ion  procedures ,  a mult i -gr id  
a lgori thm must g ive  r u l e s  governing the t ransfer  between gr ids .  A v a r i e t y  of 
c o n t r o l   s t r u c t u r e s   f o r   t h i s  la t ter  process  have  been  employed.  For  examples 
of some of   the   cont ro l  s t r u c t u r e s ,  see t h e   f l o w   c h a r t s   i n   r e f e r e n c e  5. The 
p resen t  d i scuss ion  w i l l  focus on the  r e l axa t ion  and  in t e rpo la t ion  p rocedures ,  
s ince   t hey  are less a r b i t r a r y   t h a n   t h e   c o n t r o l  s t r u c t u r e .  Moreover,  the 
d e s c r i p t i o n  w i l l  b e   g i v e n   f o r   t h e   s p e c t r a l   d i s c r e t i z a t i o n  of t h e  one- 
dimensional  problem  [eqs. (11 )  and ( 1 2 ) l .  This  is done  s imply  for   notat ional  
convenience. The performance will be  assessed,  and  numerical  examples  given, 
however, for the two-dimensional case. 
Define a series o f   g r id s   (o r   l eve l s )  G k  , f o r  k = 2 ,  3, . .. , K 
c o v e r i n g   t h e   i n t e r v a l  [ 0 , 2 ~ r ]  . L e t  G k  c o n s i s t   o f  Nk uniformly  spaced 
po in t s ,  where Nk = 2 k  . The s o l u t i o n   t o  e q u a t i o n  ( 1 1 )  i s  obtained by 
combining E u l e r  i t e r a t i o n s  on l e v e l  K with E u l e r  i t e r a t i o n s   f o r  re la ted 
problems on t h e  c o a r s e r  l e v e l s  k < K Denote the   r e l evan t   d i sc re t e   p rob lem 
a t  any level k by 
L k  V k =   F k  
On t h e   f i n e s t  level K , LK = L , FK = F and t h e   s o l u t i o n  V = U , t he  
s o l u t i o n   t o   e q u a t i o n  ( 1 1 ) .  A t  any s t a g e   i n   t h e   i t e r a t i v e   s o l u t l o n   p r o c e s s  
fo r   equa t ion  ( 2 7 ) ,  only an  approximation Vk to   t he   xac t   answer  Vk i s  
a v a i l a b l e .   I f   t h i s   a p p r o x i m a t i o n  i s  deemed adequate ,   then  the  approximation 
on t h e   n e x t - f i n e r   l e v e l  k+l  i s  co r rec t ed   v i a  
K. 
vk+l  <" vk+l  + k+lv k 
The mat r ix  Pk r ep resen t s   t he   coa r se - to - f ine   t r ans fe r  of co r rec t ions  from 
l e v e l  k-1 t o  level k . On the   o the r   hand ,   i f   t he   app rox ima t ion  v k  i s  
deemed inadequa te ,  e i the r  ano the r  r e l axa t ion  is  performed, v ia  
o r  else c o n t r o l   s h i f t s   t o  a problem on the   nex t - coa r se r   l eve l  k-1 . The 
re laxa t ion   parameter  Wk on l e v e l  k is chosen t o  damp p r e f e r e n t i a l l y   t h o s e  
e r r o r  components  which are not   represented on coa r se r  g r ids .  The right-hand- 
s ide of  the coarser  gr id  problem is  obtained from 
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The ma t r ix   r ep resen t s   t he   f i ne - to -coa r se   r e s idua l   t r ans fe r  from l e v e l  k 
t o  level k-1 . 
For   the   spec t ra l   mul t i -gr id  method t h e   n a t u r a l   i n t e r p o l a t i o n   o p e r a t o r s  
represent   r igonometr ic   ra ther   than   po lynomia l   in te rpola t ion .   For   the  one- 
dimensional case, 
-1 
Rk = Ck-lEk-lCk 9 (31) 
where the  N x N mat r ix  k k+l  
Ek =(o I I k  I 0 )  (33) 
T 
( w i t h   I k  t h e   i d e n t i t y   m a t r i x   o f  o r d e r  Nk ), Ek i s  i t s  t ranspose,  and 
C k  i s  the   mat r ix   g iven   in   equa t ion  ( 5 )  f o r  N = Nk . The mat r ix  E k 
represents   the   d ropping   of   the   h igh- f requency   Four ie r   coef f ic ien ts   in   the  
t r i g o n o m e t r i c  i n t e r p o l a t i o n  from t h e  f i n e  g r i d  t o  t h e  c o a r s e  g r i d .  Note t h a t  
Pk = R Z  . The gene ra l i za t ion  to  h ighe r  d imens ions  is s t ra ight forward .  
For   the   cons tan t   coef f ic ien t ,   one-d imens iona l   case ,   the   f ines t   g r id  
r e l a x a t i o n  o p e r a t o r  
L K "  C K D  C K  , -1 2 
and i t  is  n a t u r a l  t o  u s e  
f o r  k < K . It is e a s y   t o  show t h a t  
( 3 4 )  
The d e s c r i p t i o n   o f   t h e   v a r i a b l e   c o e f f i c i e n t   r e l a x a t i o n   o p e r a t o r  is  more 
complicated and t h e  d e t a i l s  will be  published  elsewhere.  The procedure  used 
in   the numerical   experiments   reported  below  amounts   toperforming  the 
co l loca t ion  ope ra t ions  in an  a l ias - f ree  fash ion .  
For   the  two-dimensional   Poisson  equat ion  discussed  in   the  previous 
s e c t i o n   t h e  level k re laxa t ion   parameter  i s  chosen t o  maximize t h e  
smoothing of a l l  t h e  modes except  those for wh ch ! P I ,  Iql < Nk/4 : ? 
w = 2/(  (9/16)Nt - 2 N k  + 2) 
k (37) 
This choice produces a smoothing rate for  the high-frequency modes of  
'k 
= 1 - 2Nk/(9Nt - 32Nk + 32) 
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This  moothing rate is l i s t e d   i n   T a b l e  1 a longs ide  the s p e c t r a l   r a d i u s   f o r  
t h e   s i n g l e   g r i d  E u l e r  method. The advantage of  mult iple-gr idding is 
apparent .  For l a r g e  Nk , pk 7/9 . Thus ,   acco rd ing   t o  the  u s u a l  m u l t i -  
g r id  a rgument ,  the  number of i t e r a t i o n s  n e e d e d  t o  o b t a i n  a g iven  r educ t ion  in  
the  r e s idua l  shou ld  be  independen t  o f  t he  number o f  g r i d  p o i n t s  o n  t h e  f i n e s t  
g r id .   This   assumes ,   o f  course ,   no   un toward   e f fec ts   o f  the   in te rpola t ion  
p rocess .   Bu t   t he   t r i gonomet r i c   i n t e rpo la t ion   p rocedure   u sed   he re  i s  i d e a l l y  
su i t ed   t o   min imize   t he   spu r ious   gene ra t ion  of high-frequency  components a t  
t h e s e  s t a g e s .  
TABLE 1. Convergence Rates for E u l e r  I t e r a t i o n  i n  Two-dimensions 
s i n g l e  g r i d  mul t i -gr id  
N smoothing rate s p e c t r a l  r a d i u s  
4 0.3333 
0.7778 1.0000 00 
0.7649  0.9990 64 
0.7510 0.9956 32 
0.7193 0.9798  16 
0.6364 0.8947 8 
0.3333 
I 
Alternatives t o  E u l e r  Relaxat ion 
A s t r a igh t fo rward  improvement upon the   s imp le   r e l axa t ion  scheme 
descr ibed   in   the   p receding   sub-sec t ion  is  t o  make i t  non-stat ionary.   This  
a p p r o a c h   h a s   b e e n   u s e d   f o r   a c c e l e r a t i n g   p o i n t - J a c o b i   t e r a t i o n s   f o r   f i n i t e  
d i f f e rence   mu l t i -g r id   a lgo r i thms  (see r e f .  11). The non-stat ionary E u l e r  
i t e r a t i o n   c o n s i s t s  of us ing  n re laxa t ion   parameters  
i n  a c y c l i c   f a s h i o n  on each level k These  parameters are determined  from 
t h e  s o l u t i o n  o f  a s tandard  minimax  problem  over  the  interval  covered by the  
high-frequency eigenvalues.  
%,I, %,2’ . * *  %,n 
For the   two-dimens iona l   Poisson   equat ion ,   th i s   e igenvalue   range  is 
from -(Nk/4) t o  -(Nk/2-1) . The results are  only  changed s l i g h t l y   i f  
the  upper l i m i t  of t h i s   r a n g e  i s  changed t o  -(Nk/2)2 . Then the  opt imal  
parameters  are  given by 
w = (32/N$/( 7 cos( j -1/2)  d n  + 9) k , j  (39) 
and the   t o t a l   smoo th ing   o f   t he   h i h - f r equenc ie s   a f t e r   he  f u l l  n 
r e l a x a t i o n s  is  l/lTn(-9/7)1 , where T,(x) i s  t h e  Chebyshev  polynomial  of 
degree n . Then the   f fec t ive   smooth ing  rate 
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which is the  average  smooth ing  per  s ing le  s tep  in  the  cyc l ic  re laxa t ion .  The 
va lues  are g iven  in  Tab le  2 a long with the corresponding effect ive smoothing 
rates f o r  a f i n i t e   d i f f e r e n c e   m u l t i - g r i d  method which a l s o  is relaxed  with 
E u l e r  i t e r a t i o n .  The s p e c t r a l  smoothing rates are l a r g e r   t h a n   t h e   f i n i t e  
d i f fe rence  ones  because  the  ra t io  of  the  la rges t  h igh- f requency  e igenvalue  to  
t h e  smallest high-frequency  eigenvalue is 8 in   t he   fo rmer  case and  only 4 
i n   t h e  la t ter .  This r a t i o  may be  termed the   mul t i -gr id   condi t ion  number. 
The higher  smoothing rate f o r   t h e   s p e c t r a l  method sugges t s   t ha t  a l a r g e r  
number of   d i s t inc t   re laxa t ion   parameters   hould   be   used   here   than   for   the  
f i n i t e  d i f f e r e n c e  c a s e .  
TABLE 2. Smoothing Rates f o r  E u l e r  I t e r a t i o n  on Poisson's  Equation 
number of 
~~ 
spectral  f i n i t e  d i f f e r e n c e  
parameters smoothing ra te  smoothing ra te  
c I I I 
1 
0.6585 2 
0.6000 0.7778 
0.3749 0.5485 5 
0.3964 0.5676 4 
0.4198 0.5995 3 
0.4685 
It should   be   kept   in  mind t h a t   h i s   l a r g e r   q i g e n v a l u e   r a t i o   f o r   t h e  
s p e c t r a l  method occurs  because  th i s  method represents  the  la rger  e igenvalues  
of t h e  p a r t i a l  d i f f e r e n t i a l   e q u a t i o n  much b e t t e r   t h a n   f i n i t e   d i f f e r e n c e  
methods.  Indeed, i t  i s  j u s t  t h i s   p r o p e r t y  which is  re spons ib l e   fo r   t he  
exponential   convergence ra te  o f   s p e c t r a l  methods as N i s  increased  and  for  
t h e i r  low phase-error i n  time-dependent calculations. 
Another  obvious  relaxation scheme is point-Jacobi.  The a c t u a l  
implementation of t h i s  method requi res   tha t   the   d iagonal   e lements   o f   the  
mat r ix  L be known expl ic i t ly .   Cons ider   the  one-d imens iona l   s i tua t ion ,  
where L i s  g iven   be   qua t ion  (12)  f o r   t h e   g e n e r a l  case. It would  appear 
tha t   the   va lua t ion   of  the   l ements  L j j  r equ i r e s  O ( N 2 )  operat ions.   This  
would be  imprac t i ca l  s ince  the  resu l t s  of  the previous sect ion suggested that  
only O(N I n  N) ope ra t ions  are needed t o  g e t  t h e  s o l u t i o n  i t s e l f .  
Nonethe less ,   Jacobi   re laxa t ion  is worth  consider ing  s ince  t ransform 
methods may be  mployed t o  compute t h e   r e q u i s i t e   d i a g o n a l  elements' i n   o n l y  
O(N I n  N) opera t ions .  It is clear from equat ion ( 9 )  t h a t  R j  is  odd i n  j . 
Thus , N-1 
L j j  = - c "j-1 - a 1 
1=0 
B u t  t h i s  is a convolut ion sum and may b e   v a l u a t e d   e f f i c i e n t l y  by t h e  
1 8 3  
transform  methods  described i n   r e f e r e n c e  8. Therefore ,   even  for   non-l inear  
problems,  Jacobi  re laxa t ion  may be implemented eff ic ient ly .  
Nume rica 1 Examp les 
The spec t r a l   mu l t i -g r id  method w a s  implemented f o r  t h e  two-dimensional 
problem  [eq. ( 1 6 )  ] f o r  which  the  coef f ic ien ts  
1 + & e  
cos  (x+y) 
and t h e  s o l u t i o n  i t s e l f  
u(x,y)  = s i n (  TCOS x + ~ / 4 )  s i n (   n c o s  y + n / 4 )  . ( 4 3 )  
The F o u r i e r  c o e f f i c i e n t s  of t h i s  f u n c t i o n  may be  expres sed  in  terms of Bessel 
functions.   Reference 3 (pp. 35-37)  u s e s  t h i s   f u n c t i o n   t o   i l l u s t r a t e  
exponential  convergence. The term T/’4 s e r v e s   t o  make a l l  t h e   F o u r i e r  
c o e f f i c i e n t s  non-zero. The cons tan t  E i n   e q u a t i o n  ( 4 2 )  measures  the 
depa r tu re  o f  t he  equa t ion  f rom the  s t r i c t ly  Po i s son  form. 
A s i m p l e   c o n t r o l   s t r u c t u r e  w a s  s e l ec t ed   fo r   t he   mu l t i -g r id   a lgo r i thm:  
s t a r t  on t h e   f i n e s t   l e v e l   a n d   r e l a x   o n c e  on each level i n   t u r n   u n t i l   t h e  
coa r ses t  level k=2 ; t h e r e  i t e r a t e  unt i l   convergence ;   then  work back up t o  
t h e   f i n e s t  level, relaxing  once more on  each  intermediate level. This 
process  is r epea ted   un t i l   t he   des i r ed   accu racy  is achieved.  This  algorithm 
requ i r e s  more f r equen t   i n t e rpo la t ion   bu t  is less a r b i t r a r y   t h a n  many 
al ternat ives .  Despi te  the necessi ty  for  employing the Fast  Fourier  Transform 
i n   t h e   t r i g o n o m e t r i c   i n t e r p o l a t i o n s ,   t h i s   p o r t i o n   o f   t h e   c o m p u t a t i o n s   t a k e s  
less than 10% of  the   t o t a l   computa t ion  time. 
TABLE 3 .  RMS Residuals   for   Four ie r   Spec t ra l   Mul t i -gr id  
Using Stat ionary E u l e r  I t e r a t i o n  
r e l axa t   i on  
number E = 0 . 2  E = 0.1  E = 0.0 
3 
4 . 4 0   ( - 2 )  3 . 5 2   ( - 2 )   3 . 2 4   ( - 2 )  9 
3 . 1 2  ( - 1 )  2 . 4 9  ( - 1 )  2 .27 ( - 1 )  6 
3 . 7 2  ( 0 )  3 . 2 3  (0) 2.92  ( 1 )  
12 1 . 0 2   ( - 2 )  1 . 1 1  ( - 2 )  1 . 3 7   ( - 2 )  
15 5 . 5 5  ( - 3 )  4 .37  ( - 3 )  4 . 0 0   ( - 3 )  
The r e s u l t s  of c a l c u l a t i o n s  f o r  which t h e  f i n e s t  level K = 5 are shown 
in   Tab le s  3 and 4 .  The non-stationary E u l e r  i t e r a t i o n   u s e d  3 d i s t i n c t  
parameters . The t r a n s f e r  between g r ids   oes   no t  ccu r   n t i l  a l l  3 
relaxations  have  been  performed. The r e s i d u a l s  are l i s t e d   i n   t h e   t a b l e s  
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after every 3 r e l a x a t i o n s  on t h e   f i n e s t   g r i d .  The  number i n   p a r e n t h e s e s  is  
the   exponent   o f   the   r s idua l .   For   compar ison   purposes   no te   ha t  E u l e r  
i t e r a t i o n  on a s i n g l e   g r i d   e x h i b i t s  a r e s idua l   o f   abou t  10 a f t e r   1 5  
r e l axa t ions .  The  mul t i -gr id  resu l t s  are a marked  improvement. 
TABLE 4 .  RMS Res idua ls  for  Four ie r  Spec t ra l  Mul t i -gr id  
Using Non-stationary E u l e r  I t e r a t i o n  
r e l a x a t i o n  
number E = 0.2 E = 0.1 E = 0.0 
3 
5.57  (-3) 3.68 (-3)  6.35 (-3) 9 
2.56 (-1) 2.10 (-1) 2.42 (-1) 6 
3.47 (1)  3.12 (1)  2.82 (1)  
1 2  4.56  (-4) 3.19 (-4)  6-30  (-4) I 
15 1.17  (-5)  5.36  (-5)  8.30 (-5) i 
On a 32 x 32 g r i d  t h e  t r u e  s o l u t i o n  o f  t h e  F o u r i e r  c o l l o c a t i o n  e q u a t i o n  
(18) has   an RMS e r r o r   o f  ' 5.08  (-10)  compared wi th   t he   xac t   so lu t ion   o f  
equat ion   (43)   for  E = 0.0 . The RMS e r ro r   o f   t he   non- s t a t iona ry   i t e r a t ion  
a f t e r   1 5   f i n e - g r i d   r e l a x a t i o n s  is 2.20 (-7) . To g e t   t h e   f u l l   a c c u r a c y  
out  of a s p e c t r a l  method i t  may be  necessa ry  to  r educe  the  r e s idua l  by many 
orders  of  magnitude. By c o n t r a s t  a secondyorde r   f i n i t e   d i f f e rence  
approximation on a 32 x 32 g r id   g ives   an  RMS e r r o r   o f  7.64 ( -2)   for  
t h e  E = 0.0 problem. Even a fourth-order  method g ives   on ly  5.04  (-3) 
For th i s   p roblem,  a t  least ,  i t  seems wor thwhi l e   t o   accep t   t he  less 
advantageous  smoothing rate o f  t he  spec t r a l  mu l t i -g r id  method (see  Table  2 ) ,  
s i n c e  a f a r  smaller g r i d  c a n  be used than for a f i n i t e  d i f f e r e n c e  method. 
DIRICHLET PROBLEMS 
Chebyshev Spectral  Approximations 
For problems  wi th   Di r ich le t   (or  Neumann) boundary   condi t ions ,   spec t ra l  
approximations  should  be  based upon Chebyshev series. The s t a n d a r d   i n t e r v a l  
i s  [-1,11 a n d   t h e   c o l l o c a t i o n   p o i n t s  are 
x = cos(21~j/N) 'j=O,1, ,N 
j 
(44) 
The ana log  to  equa t ion  (7 )  w i th  Di r i ch le t  boundary  cond i t ions  may b e  w r i t t e n  
i n  t h e  form of  equat ions (11)-(14)  where now 
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and 
c - = {  2 
j 1 
21/c j 12j+l  and Gj+l (mod 2) 
0 otherwise , 
2 j =o 
c j = [  1 
j21 ' 
(47) 
Reference 3 i s  a good source   fo r  many d e r a i l s   a b o u t  Chebyshev co l loca t ion .  
The mat r ix  M which  represents   he Chebyshev  approximation t o  a f i r s t  
d e r i v a t i v e  is aga in  g iven  by equat ion ( 7 )  where now 
Moo = -MIN = (2N2 + 1) / 6  (49) 
M = -M 
0 1  N 1  = 2(-1)'/(1 - cos(Tl /N))  for 1515N-1, 
where 
0 j =O,  ? 2N, + 4 N ,  e 
(50) 
(1/2)  (-1)j"  cot ( T j  /N)  o therwise . 
Once more M i s  a f u l l   m a t r i x   b u t   t h e   p r o d u c t  M U can   be   va lua ted   i n  
O ( N  I n  N )  opera t ions .  
Pre-conditioned E u l e r  I t e r a t i o n  Using Multiple Grids 
The d i r ec t   ana log  of t he  E u l e r  i t e r a t i o n  method d e s c r i b e d   i n  t h e  
preceding  sec t ion  i s  not  prac t ica l  for  the  Dir ich le t  p roblem.  The d i f f i c u l t y  
is t h a t  f o r  t h e  Chebyshev second der ivat ive operator  the mult i -gr id  condi t ion 
number grows as N In the   one-dimensional   case G e  shgorin's  Theorem can 
be  used t o  show t h a t   h e   l a r g e s t   e i g e n v a l u e  grows as N ( r e f .  3 ) .  All but  
t h e  s e v e r a l  l a r g e s t  e i g e n v a l u e s  are good approximations to  the eigenvalues  of  
t he  c ntinuous  problem.  Thus,  the smallest high-frequency  eigenvalue grows 
as N . (Direct numerical  computation of the   e igenvalues   suppor ts   these  
2 
-t 
9 
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conc lus ions . )   S ince   t he   r a t io   o f   t hese  two e igenvalues   ( the   mul t i -gr id  
condi t ion  number) i s  N 2  , the  smoothing ra te  of a s t r a igh t fo rward  Chebyshev 
E u l e r  mult i -gr id  method is of   the  same o r d e r  as t h e   s p e c t r a l   r a d i u s   o f   t h e  
Four ie r  E u l e r  i t e r a t i o n  on a s ing le   g r id   ( s ee   Tab le  1). The non-stationary 
Chebyshev E u l e r  mult i -gr id  method has  the  same problem. 
Clear ly ,   pre-condi t ioning is e s s e n t i a l   f o r  a n   e f f e c t i v e  Chebyshev 
spec t r a l   mu l t i -g r id   a lgo r i thm  based  on E u l e r  i t e r a t i o n .  Thus, i n  place of 
equat ion (20 )  t h e  r e l a x a t i o n  scheme is  
u <-- u - w H - ~ ( F  - L u) , (51) 
where the   p re-condi t ion ing   mat r ix  is denoted by H . An e f f e c t i v e   p r e -  
condi t ion ing  matrix has been devised by  Orszag ( r e f .  9) f o r  f i n d i n g  s o l u t i o n s  
i t e r a t i v e l y  o n  a s i n g l e  g r i d  t o  Chebyshev spectral  approximations.  That  pre-  
condi t ioning  matr ix ,   denoted  here  by S , i s  a f u l l   f i n i t e   d i f f e r e n c e  
a p p r o x i m a t i o n   t o   t h e   s p e c t r a l  mat i x  L . Orszag  noted  that   the  conventional 
condi t ion number of t he   ma t r ix  SefL should  be  about 2.4 r ega rd le s s  of N . 
The pre-condi t ioning matr ix  employed i n  t h e  p r e s e n t  s p e c t r a l  m u l t i - g r i d  
c a l c u l a t i o n s  is a cheaper   but  less p rec i se   ve r s ion   o f  S . Instead  of   using 
S i t s e l f   an   approx ima te  lower-triangular/upper-triangular decomposition  of 
S i s  used as H , i - e . ,  
where s c r i p t  letters are used to   denote   the   lower- t r iangular  (1) and upper -  
t r i a n g u l a r  (u) f ac to r s .   Th i s   ma t r ix  H i s  c h e a p e r   t o  employ than S 
because H-I can  be  found  by s i m p l e  forward-  and  back-substitutions,  whereas 
f ind ing  S-I amounts t o  comput ing   the   so lu t ion   to a f i n i t e   d i f f e r e n c e  
d i s c r e t i z a t i o n  of the problem. 
To determine H one starts wi th  S as a s t a n d a r d   f i n i t e   d i f f e r e n c e  
approximat ion   to  equat ion  (16) on  the  non-uniform  grid  of the Chebyshev 
co l loca t ion   po in t s .  The matrices I!- and u are determined by t h e  row sum 
agreement f a c t o r i z a t i o n  which enforces  the fol lowing condi t ions:  
(1) I!- and u have  non-zero  elements  only  on those  positions  which 
correspond  to   the  non-zero  e lements   in   the  lower-   and  upper- t r iangular  
par t   o f  S i t s e l f .  
( 2 )  Whenever S f 0 and j 1, then Hjl  = S . (The off-diagonal 
elements  of jk whose loca t ions  cor respond to  i i e  non-zero  off-diagonal 
elements  of S are set to   t hose   va lues . )  
(3)  The row sums of H are t h e  same as those  of S . 
For  fu r the r  de t a i l s  on  th i s  so r t  o f  p re -cond i t ion ing  see reference  12. 
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TABLE 5 .  Extreme  Eigenvalues,  of  the  Pre-conditioned Matrices 
s-1L B ~ L  
N smallest l a r g e s t  smallest l a r g e s t  
4 1.000  1.757 
1.034  5.379 1.000 2 363 32 
1 043 4- 241 1.000 2.305 16 
1.061  2.877 1.000 2- 131 8 
1 037 1 781 
The decreased  accuracy  of   the  matr ix  H i s  ind ica t ed  i n  Table 5, which 
lists t h e  smallest and l a rges t   e igenva lues  of the  pre-condi t ioned  matr ix  
H-IL I n  c o n t r a s t  t o  t h e  m a t r i x  S-lL , f o r  which t h e  l a r g e s t  e i g e n v a l u e  i s  
roughly 2.4 , t h e   l a r g e s t   e i g e n v a l u e   h e r e  shows a slow  growth  with N , 
ev iden t ly  inc reas ing  as fi . Both matrices y i e l d  e s s e n t i a l l y  t h e  same value  
f o r   t h e  smalles_tl eigenvalue.  Moreover,  the smallest high-frequency 
eigenvalue  of H L s tays   roughly   cons tan t  -- a t  about 1.45 -- a s  N 
increases .  Thus, the   mul t i -gr id   condi t ion  number of   th i s   p re-condi t ioned  
E u l e r  method increases   s lowly   wi th  N 
The e igenvalue  results g iven   above   sugges t   tha t   an   Euler   i t e ra t ion  
scheme using  the  approximate LU f a c t o r i z a t i o n  form  of  pre-conditioning w i l l  
have t h e   c o n v e r g e n c e   r a t e s   l i s t e d  in Table 6 .  The advantage  ofusing 
m u l t i p l e   g r i d s   h e r e  is not  as g r e a t  as i n   t h e   p e r i o d i c   a s e .  The b a s i c  
problem is  the  slow  growth  of the  multi-grid  condition number with N . 
C l e a r l y ,  b e t t e r  forms of pre-conditioning are needed. 
TABLE 6. Convergence Rates f o r  E u l e r  I t e r a t i o n  in Two-dimensions 
s i n g l e  g r i d  mult i -gr id  
- 
N smoothing rate s p e c t r a l  r a d i u s  
4 0.264 
0.630 0.725 32 
0.490 0.605 16 
O m  330 0.462 8 
0.264 
The i n t e r p o l a t i o n   f o r   t h i s   m u l t i - g r i d  schemd can be  based upon t h e  
Chebyshev  polynomial  expansions  of the  solution.  Expressions  analogous  to 
equat ions (31) t o  (33) can  be  employed,  where  equation (45) is now used f o r  
t he   ma t r ix  C and   t he   expres s ion   fo r   t he   ma t r ix  E i s  a l te red   accord ingly .  
I f   t h e  boundary  conditions are homogeneous, then  C can   eas i ly   be  
manipulated into a se l f - ad jo in t  form. 
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Non-stationary E u l e r  i t e r a t i o n  w i l l ,  of   course,  improve the  mul t i -g r id  
smoothing rates. The use  of  4 d i s t inc t   pa rame te r s  reduces the smoothing 
rates of   the  N = 16 and N = 32 cases t o  0.30 and 0.40 , respec t ive ly .  
Point-Jacobi is a v i a b l e  a l t e r n a t i v e  h e r e  as w e l l .  The p resen t  form  of 
t he   ma t r ix  [eq. (49)] a l so   pe rmi t s   t he  d i agona l   e emen t s   o fva r i ab le  
coef f ic ien t   (or   non- l inear )   p roblems  to   be  computed e f f i c i e n t l y  by t ransform 
methods. Two convolut ion sums now a p p e a r   i n   t h e   a n a l o g   o f   e q u a t i o n  (41) 
The por t ion   involv ing  R4-l can  be  evaluated i n   t h e  u s u a l  manner a f t e r  
a l l o w i n g   f o r   s p e c i a l  trea ment of   the terms f o r  which j = 0 and j = N . 
The por t ion  inyo lv ing  fi.+l appears  in  t ransform space  as the product  of  the 
t ransform  of  3 and t h J  complex conjugate   o f   the   t ransform  of   the   var iab le  
c o e f f i c i e n t  term a . - 
Numerical Example 
The test problem f o r   t h e  Chebyshev m u l t  i -g r id  method 
c o e f f i c i e n t s  
a (x ,y )  = b(x ,y)  = 1 + E (x2  + y2)  
f o r  t h e  e x a c t  s o l u t i o n  
u(x,y)  = s i n (  c o s  x )  s i n (   cos y )  . 
has   the  
(53) 
(54) 
Some of t h e  r e su l t s  u s i n g   t h e   f i n e s t   l e v e l  K = 5 are l i s t e d  i n  T a b l e  7. On 
a s i n g l e   g r i d   t h e   r e s i d u a l   f o r   t h e  E = 0.0 case is 8.39 (-1) a f t e r  15 
r e l axa t ions .  The e x a c t   s o l u t i o n   t o   t h e   d i s c r e t e   e q u a t i o n s   f o r   t h i s  case has  
a n   e r r o r   t h a t  is e s s e n t i a l l y  round-off  error.  There is r e l a t i v e l y  l i t t l e  
content   in  he  high-frequency component. The mul t i -gr id   approach   to  th i s  
problem makes i ts  b igges t   ga ins  by u s i n g   t h e   c o a r s e r   g r i d s   t o  damp out   the  
low-f requency  components. 
TABLE 7. RMS Residuals   for  Chebyshev Spec t ra l   Mul t i -gr id  
Using  Sta t ionary  Euler  I te ra t ion  
r e l a x a t   i o n  
number E = 0.2 E: = 0.1 E = 0.0 
3 
9.14  (-3) 1.18  (-2) 12 
3.81  (-2) 4.68  (-2) 9 
1-29 (0) 1.25 (0) 
6 1.89 (-1) 2.14 (-1) 
15 2.47  (-3) 3.32  (-3) 
1.32 (0) 
1-67 (-1) 
3.16 (-2) 
7.34  (-3) 
1.93  (-3) 
I I I 
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An example similar to  equa t ion  (54 )  w a s  examined i n  r e f e r e n c e  1 3 ,  where 
two  schemes were g i v e n   f o r   s o l v i n g   t h e   c o n s t a n t   c o e f f i c i e n t  Chebyshev 
equat ions   exac t ly .  The r e s u l t s   o f  a recent   o te   ( re f .   14)   sugges t  that  
grea te r  accuracy  can  be  achieved ,  espec ia l ly  on p r o b l e m s  w i t h  s i n g u l a r i t i e s ,  
by s u b - d i v i d i n g   t h e   o r i g i n a l  domain  and p a t c h i n g   t h e   i n d i v i d u a l  Chebyshev 
s p e c t r a l   s o l u t i o n s   t o g e t h e r   a l o n g   t h e   i n t e r n a l   b o u n d a r i e s .  The s p e c t r a l  
mult i -gr id  method  can  be  applied to   pa t ched   co l loca t ion   approx ima t ions  as 
w e l l .  Moreover, the mult i -gr id  approach would appear  to  present  a no t i ceab le  
improvement o v e r  t h e  a d m i t t e d l y  i n e f f i c i e n t  schemes  used i n  r e f e r e n c e  14. 
CONCLUSION 
The s p e c t r a l   m u l t i - g r i d  methods  descr ibed  here   exhibi ted a s u b s t a n t i a l  
improvement o v e r  t h e  s i m p l e s t  i t e r a t i v e  schemes. It has  not  yet   been  checked 
w h e t h e r   t h i s   p e c i f i c   a l g o r i t h m  i s  more e f f i c i e n t   h a n   t h e   b e s t   a v a i l a b l e  
i t e r a t i v e  methods.  There, of course,  i s  still room f o r  improvement i n   t h e  
s p e c t r a l   m u l t i - g r i d  methods.  This is e s p e c i a l l y  t r u e  f o r   t h e  Chebyshev 
methods, f o r  which bet ter   pr -condi t ioning  procedures   would help 
considerably.  
It is t e c h n i c a l l y  s t r a i g h t - f o r w a r d  t o  e x t e n d  t h i s  s o l u t i o n  t e c h n i q u e  t o  
two-dimens iona l   incompress ib le   Navier -S tokes   equat ions ,   par t icu lar ly   in   the  
vorticity-streamfunction f o r m u l a t i o n ,   s i n c e   t h e   p r o b l e m   a d d r e s s e d   i n   t h i s  
paper is r e p r e s e n t a t i v e   o f   t h e   a d v e c t i o n - d i f f u s i o n   e q u a t i o n .   P r e s e n t   e f f o r t s  
are d i r ec t ed   t owards   u s ing   t he   spec t r a l   mu l t i -g r id  method t o  compute t h e  
c l a s s i c a l   p r o b l e m  of f low  pas t  a c i r c u l a r   c y l i n d e r .  The appropr i a t e  method 
for  this  geometry  combines a Four ie r   approximat ion   in   angle   and  a Chebyshev 
approx ima t ion  in  r ad ius .  
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APPLICATION OF MULTIGRID  METHODS FOR INTEGRAL 
EQUATIONS TO TWO  PROBLEMS  FROM  FLUID  DYNAMICS. 
INTRODUCTION 
Multigrid  methods  have  been  advocated  by  Brandt  (ref.])  for  solving 
sparse  systems  of  equations  that  arise  from  discretization  of  partial  differ- 
ential  equations.  Convergence  and  computational  complexity of such  multigrid 
techniques have  been  studied  since. In reference 2 we have  shown  that  these 
techniques  can  also  be  used  advantageously  for  the  non-sparse  systems  that 
occur in the  numerical  solution of Fredholm  integral  equations  of  the  second 
kind 
( 1 )  f = Kf + g, 
where g belongs  to a Banach  space X and  the  integral  operator K is  compact on 
X. Theoretical and numerical  investigations  show  that  multigrid  methods  give 
the  solution  of ( 1 )  in O(N ) operations  as N +a, whereas  other  iterative 
schemes  take O ( N 2  log  N) operations (N: the  dimension  of  the  finest grid). In 
practice  this  results in algorithms  for  the  solution  of  these  integral equa- 
tions  that are  significantly  more  efficient  than  the  other  schemes. In the 
present  paper we apply  multigrid  methods  to  the  following  problems from fluid 
dynamics. 
2 
Calculation of p o t e n t i a l  fZow around bodies - The total  velocity  poten- 
tial $ is  assumed  to  be  the  superposition f the  potential 4, , due to a uni- 
form onset flow and a  perturbation  potential 0 due  to a doublet  distribution 
at  the  body  surface. This  approach  leads  to a  Fredholm  equation of the  second 
kind  for  the  unknown  doublet  distribution. We introduce a  multigrid  method 
which  makes  use of a  sequence  of  grids,  that  are  generated  by  dividing  the 
body  surface  into an increasing  number of smaller  and  smaller  panels. On these 
d’ 
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grids  the  doublet  distribution  is  assumed  to  be  constant  over  each  panel.  For 
a  two-dimensional (2-D) aerofoil we have  applied  the  multigrid  method t  the 
calculation  of  circulatory  flow  around  K5rmSn-Trefftz  aerofoils. The use of 
multigrid  techniques  becomes  more  preferable  for 3-D problems  because  the  num- 
ber  of  panels  is  much  larger  than  for  2-D  ones.  The  calculations  have  been  per- 
formed  for  the flow around an ellipsoid. From  numerical  investigations it fol- 
lows  that If: 3 multigrid  cycles  are  sufficient  to  obtain  the  approximate  solu- 
t ion. 
Calculation of osciZlating d i s k  f l o w  - This  appl-ication  deals  with  the 
rotating  flow  due to an  oscillating  disk  at n angular  velocity R sin UT. The 
Navier-Stokes  and  continuity  equations  are  reduced  by  means  of  the von  KZrmZn 
similarity  transformations  to 
w f + 2 h f z - f  + g ,  2  2 - R ft = 2w z z  
( 3 )  R Ot 2w gzz 
w R - n = -  + 2hgZ - 2fg, 
h = f, 
Z 
where (f,g,h) is a  measure of the  velocity  vector  in  a  cylindrical  polar  coor- 
dinate  system ( r , $ , z ) .  For  a  single  disk  problem  the  boundary  conditions  are: 
(5) f = h = O , g = s i n t a t z = O ; f = g = O f o r z * ~ .  
In  reference 3 the  author  has  shown  that  the  periodic  solution: 
( 6 )  h(z,O) = h(zY27r);  g(z,O) = g(z,2n) 
can  be  obtained  by  implicit  finite  difference  schemes  taking  the  state  of  rest 
as  an  initial  condition.  The  transient  effects  have  been  eliminated  by  calcu- 
lating a  sufficiently  large  number  of  periods.  Using  the  multigrid  method  we 
do not  simulate  the  physical  process,  but  reformulate  the  problem (2)-(6) as 
where  K is a non-linear  integral  operator. The multigrid  method  for  integral 
equations  is  used  to  solve (7). For R = 0.1 w the  computational  work  has  been 
reduced  by a  factor 0.1. 
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The present  paper  is  based on parts  of  the Doctor’s  Thesis of  the  author 
prepared  under  the  guidance  of  Prof. P. Wesseling  of Delft  University of 
Technology. 
CALCULATION  OF  POTENTIAL  FLOW  AROUND BODIES. 
For potential flow around a two- or three-dimensional  body  there  exists 
a  velocity  potential $ satisfying  Laplace’s  equation 
with  boundary  conditions, 
= 0 along  the  boundary S, 
ane 
where - a .denotes differentiation  in  the  direction  of  the  outward  normal to 
S and 3ne 
(10) + ( < I  + +,(r;> for 151  -+ m , 
with $m the  velocity  potential due to a uniform  onset  flow.  If  the  flow  is  non- 
circulatory, we have $,(<) = u - < ,  with u the  velocity  vector of  the  undistur- 
bed  flow.  Here u - 5  denotes  the  usual  innerproduct  in IR2 or in IR3. We repre- 
sent  the  velocity  potential 4 as  follows 
= $,(C> + $d(<>Y 
with +d the  double  layer  potential  given by
where  m = 2 , 3  for  the  two-  and  three-dimensional case,  respectively and n the 
outward  normal  to  the  boundary S at  the  point z. The  doublet  distribution ,J 
is  such  that $ satisfies  the  boundary  condition 
z 
(12)  $-(<) = 0, 
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where 4- denotes  the  limit  from  the  inner  side  to S. Using  the Plemelj-Privalov 
formulae (see reference 4 )  we obtain  the  following  integral  equation 
Assuming  the  boundary S to be  sufficiently  smooth it  can  be  proven  that  the 
solution  of  the  interior  Dirichlet-problem (12) also satisfies  the  Neumann- 
problem ( 8 ) - ( I O )  for the  exterior of the  boundary S. 
Calculation  of  Circulatory Flow around an Aerofoil. 
For circulatory  flow  around an aerofoil one must  introduce  a  cut to make 
the  velocity  potential  single  valved. The Kutta  condition of smooth  flow  at 
the  trailing  edge can  be satisfied  if we construct  the  cut  from  the  trailing 
edge  to  infinity. 
S 
S+ 
U /  S 
- 
We  denote  the  upper  and  lover  side  of  the  cut  by S and S-, respectively. The 
contour  composed of the  aerofoil S and  the  cut  is  denoted  by S + S  + S  . Along 
the  cut  there  exists a constant  discontinuity in velocity  potential.  The  jump 
is  represented  by a constant  double  layer  potential with  strength p and p 
along S and S respectively. The difference p - LI is  equal  to  the  circula- 
tion  which is taken  positive  in  clockwise  direction. 
+ 
- + 
+ - 
+ - - + 
We  can  represent  the  velocity  potential  by 
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where 9, is  defined  by ( 1 1 )  with m = 2  and Zt is  the trailing  edge. In this 
section we denote by arg(z /z ) with z I ,Z2 E lR the real value of the  usual 
function  defined  by  the  complex  numbers  corresponding  to z and z2 . The dou- 
blet  strength  along S follows  from (12) .  So far we did not  say  anything  about 
p and p-, but we still  have  to  satisfy  the  Kutta  condition. I  the  present 
paper we only  consider  aerofoils  with  non-zero  trailing  edge  angle. For these 
cases the  Kutta  condition  states  that  the flow speed must be zero at  both 
sides  of  the  trailing  edge. Let 5 and 5- be  points  at  the  upper  and  lower 
part  of  the  trailing  edge. The Kutta  condition  is  satisfied  if: 
1 2  
1 
+ 
+ 
where D denotes  differentiation  in  the  tangential  direction.  Application  of 
conditions (12)  and (15 )  to ( 1 4 )  yields  the  following  integral  equation 
NumericaZ approach - The contour S is  divided  into N segments Si such 
N 
that S = . U  S. and S. fl S = $ , i # j .  The begin-  and  end-points  of  the  i 
segment are z and Z. and are called  nodal  points. On this  grid p is  approx- 
imated  by  a  piecewise  constant  function p and  the resulting  equation  is 
solved  by  a  collocation  method. The collocation  points 5. i = 1,2,..., N, 
are  taken to be the  mid-points  of  the  segments S By means of projection  at 
the  collocation  points we get N equations. However, we have N + 2  unknowns 
uN, , pNY2,. . , pNYNy  pN and 1 - 1 ~  with P = uN ( Si)  and = uN (G;< E S - ) ,  
so that we need two extra  equations.  Following  condition (15) we replace u 
and p i  by p and p , i.e. 
th 
1-1 1 1 j 
i- 1 1 
N 
1 ,  
i' 
+ - + + 
N, i + 
N 
NYN N, 1 
1 9  7 
I 
where r l  and 5 are the  collocation  points  which are closest to the  trailing 
edge at the  lower  and  upper  part  of S. Let T be the  projection  operator  de- 
fined  by  piecewise  constant  interpolation  at  the  collocation  points.  We  have 
to solve  the  following  equation 
N 
N 
In aerodynamics  the  above  numerical  approach  is  called  a  first  order  panel 
method. In reference 5 we have put  it in  a  functional  analytic  framework. 
Assuming  the  contour S to be  sufficiently  smooth  (except  for  a  small  region 
near  the  trailing  edge)  it was  shown  that  a  once  continuously  differentiable 
numerical  solution  can  be  obtained  by  a  single  iteration 
Furthermore, it was  proven  that  the  operator K is  compact on the  space of es- 
sentially  bounded  functions,  provided  the  boundary  is  sufficiently  smooth. 
Since  aerofoils  (inclusive  the  trailing  edge) are  not  smooth  this  property of 
K does  not  hold  for  our  application. 
MuZtigrid method - The principal  aim  of  this  section  is  to  show  that 
equation (19) can  be  solved  efficiently  by a multigrid  iterative  process.  In 
reference 2 we introduced  multigrid  methods  for  integral  equation ( 1 ) .  The 
Jacobi-relaxation  was  used  to  smooth  the  high-frequency  errors.  Assuming  the 
integral  operator to be  compact we were  able to prove  that  the  reduction  fac- 
tors  of these  multigrid  methods  decrease  as  N  increases. For our  application 
this  nice  property  is  completely  destroyed  (see  table I )  because K is  not 
compact.  Problems with  respect to the  convergence of the  iterative  process 
arise  in  the  neighbourhood  of  the  trailing  edge.  Here  the  high-frequency  er- 
rors  are not removed by the  Jacobi-relaxation: 
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Inspection of  the matrix  corresponding to T KTN reveals  that  the  cross-diag- 
onal contains  elements of magnitude k-1 + O ( ] / N )  as N + m  with k = (exterior 
trailing  edge  angle ) / r .  This  occurrence of off-diagonal  elements  of  about  the 
same  size  as  diagonal  elements  explains  why  Jacobi-relaxation  does  not  work 
well.  Therefore we apply  another  relaxation  scheme,  which we call paired 
Gauss-Seidel relaxation. In order to explain  this  scheme we first  rewrite (21)  
as follows: 
N 
We  obtain  the paired Jacobi rezaxation ( P J )  scheme by removing  the  cross-diag- 
onal  to  the  left-hand  side: 
L# j 
for i = 1,2, ..., N/2 and j = N+l-i. A similar  expression  is  obtained  for 
i=j. A s  a result we have to solve 4 N  systems  of  equations  of  dimension  2.  Sub- 
stituting  the new  values of p and p as  soon  as  they  are  available we 
obtain  the  paired  Gauss-Seidel  (PGS)  relaxation  scheme. For i = 1,2, ..., N / 2  
and j = N + I-i we define 
N ,  i N,j 
v =  v for  i I L I j, Li v+l for < i and > j. 
We  solve  simultaneously  the  following  equations 
and 
. t# i 
199 
for i = ],2,.,., N/2 and  j = N+1 -i, with 3 = v for i=1 and V = V + l  for 
1 < i I N/2.  The  matrix  elements kij can be easily  calculated.  Let 
- 
then 
4ij for  i # j , 
Let X be  a  short  notation  for  the  space XN of  piecewise  constant  func- 
P P 
tions  of  dimension N . We  introduce  a  sequence  of  spaces ( X  I p = 0,1 , .. . e }  
with N = 32 * 2' such  that 
P  P 
P 
x. c X ]  = ... c xe . 
The  corresponding  projection  operators  are  denoted  by T . In the  context  of 
multigrid  iteration  the  subscript p is  called  level. 
P 
The  calculations  have  been  performed  for  several  K5rm5n-Trefftz  aero- 
foils  with  thickness 6 = 0.05 and  length e = 1.0. These  aerofoils  are  obtained 
from  the  circle  in  the  X-plane, x = c eie, by  means  of  the  mapping 
2 = f(x) = (x - Xt) /(x  -c(S-iy)) , k k- 1 
where y measures  the  camber  and k the  exterior  trai.ling  edge  angle; 
Partition  of  the  boundary on level p:  Let  the  interval  CO,2.rrl  be  divided 
P J 
into N uniform  segments  with  nodal  points IO. I j = 0 ( l)N 1 .  The  nodal-  and 
collocation-points  in  the Z- plane  follow  from f(ce j )  and  f(ce  j+i) , res- 
pectively,  Oj+;  being  the  midpoint  of  subinterval  [Oj,Oj+,]. The  collocation 
points  defined  in  this  way  are  situated  at  the  boundary  and do not coincide 
io P io 
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with  the  collocation  points of the  other  levels.  Therefore,  the  elements  of 
the  matrix K , p = O , l , . . . ,  1, corresponding  to T K T  have  to be computed 
for  all  levels.  Asymptotically  for 1 + a ,  the  number  of kernel  evaluations is 
5 N2 when the  values  are  computed  once  and  stored. We have  taken  the fol- 3 L’ 
lowing  testcases: 
I. k = 1.90 and y = 0, 
11. k = 1.90 and y = sin 0.05, 
111. k = 1.99 and y = 0, 
IV. k = 1.99 and y = sin 0.05. 
The  velocity U of the  undisturbed  flow  is  taken to be (cos T ,  sin T) with T. 
the  angle of incidence.  For  the  above  testcases we  give  numerical  results  for 
T = 0 and -c = n / 2 .  
P P P  
Algorithm: The approximate  solution of (19) is obtained  by  the  multigrid 
method  defined  in  the  ALGOL-68  program  given  in  TEXT 1 :  
PROC muZgrid = ( INT p ,  0, VEC u,g) VOID: 
I F p = O  
THEN solve d i r e c t l y  (u,g) 
ELSE FOR i TO 0 
DO relax (u,g); INT n = UPB u ;  
VEC residu = g-u+K *u-B * ( u [ n l - u  [ l l ) ;  
VEC wn := 0 , gm := res t r ic t  ( res idu) ;  
P-2 
m z g r i d  (p-1,  v, wn, gm); 
u := u +interpolate  (wn); 
r e  Z a x  (u,g) 
P P  
OD 
F I  
TEXT 1 .  Multigrid  algorithm. 
Because of reasons of efficiency  the  number  of  coarse  grid  corrections 
(integer v)  must be less  than 4 .  For v = 1 and v = 2 we obtain  the  so-called 
V- and  W-cycle,  respectively.  Here we choose v = 2. For  the 3-D problem of 
flow around  an  ellipsoid we take v = 1 .  The  interaction  between  the  grids s 
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defined by the  procedures restrict and intevrpoZate which  are  specified  as  fol- 
lows.  Let n be  the  upper bound of V E C u ,  then: 
interpo Zate (u )  C2 * i 1 := interpolate (u) C2 * i - 13 := u Cil, i = l ( l ) n .  
On level 0 the  system  of  equations  is  solved  by  Gaussian  elimination.  For 
relax we take: Jacobi- , paired Jacobi- and  paired  Gauss-Seidel  relaxation, 
respectively.  We  start  our  algorithm on  level 0 .  The  interpolation  to levelP 
(p 2 1 )  of  the  approximate  solution  from  level p-1 is  used as  initial  guess of 
the  multigrid  process  at  level p; truncation  occurs  when  the  residual  is  less 
than  Let VEC g denote  the  restriction  of  g  to  the  collocation  points of 
level p. In ALGOL-68  notation  this  algorithm  reads: 
P 
so Zue direct  Zy (uo, g o ) ;  
FOR p 2'0 3 
DO u := interpolate (uo); 
P 
FOR i TO 25 WHILE residual 
DO m l g r i d  ( p ,  1, up, g p )  OD; 
u := COPY u 0 P 
OD; 
TEXT 2. Implementation  of  the f u l l  multi-grid  algorithm. 
In  the  following  table w compare  the  performance  of  the  multigrid  processes 
using  various  relaxation  schemes. 
From  this  table we  conclude  that  the  multigrid  method  defined  by  Jacobi-relax- 
ation  is  not  acceptable  (it  converges  too  slowly).The  process  defined by PGS- 
relaxation  turns  out  to  be  the  most  efficient.  Furthermore, we draw  the f o l l o -  
wing  conclusions: 1. the  number  of  iterations  decreases  as N increases and 2. 
on the  highest  level  (N=256)  only  a few  iterations  are  necessary. 
-
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TABLE I - NUMBER  OF  ITERATIONS 
Testcase T 
I 0 
?r/2 
I1 0 
T I 2  
111 
IV 
0 
.rr/2 
0 
T I 2  
J - Jacobi , 
N = 64  
"
J PJ PGS 
15 4 3 
15 9 9 
15 8 8 
15 10 9 
> 2 5  4 3 
> 2 5  12 9 
> 2 5  1 1  8 
> 2 5  13 10 
N = 128 
J  PJ PGS J PJ PGS 
N = 256 
13 3 2 
> 25 3 3 
6 4 2 9 7 6 
1 1  3 2 13 5 5 
2 4 2  4 7 5 
1 1  3 2 
> 2 5  7 3 > 25  10 8 
> 2 5  6 4 > 25  7 4 
9 6 3 19 9 6 
>:I5 3 2 
PJ - Paired Jacobi, PGS - Paired Gauss-Seidel. 
Calculation  of  Potential Flow around an Ellipsoid. 
The  numerical  approach to  find  the  solution  of (13)  is  connected  with  the 
shape of  the  kernel-function.  Application  of  the  collocation  method  in  the 
space  of  piecewise  constant  functions  leads  to  moment-integrals,  which  consist 
of  the calculation of  solid  angles.  We consider  the  ellipsoid  defined by 
- x 2  2 2 
4 
+ y  + z  = I .  
The velocity  of  the  undisturbed flow is given by u = (l,O,O). The partition 
of the  ellipsoid  into  panels  is  carried  out  as  follows.  First we divide  the 
surface  into  N  rings  by  planes  orthogonal to  the  z-axis.  Next  each  ring  is 
divided  into N  trapeziform  segments. The spherical  caps  are  divided  into  N 
triangle-form  segments. We denote  these  segments by S , i =  I ( 1 ) N  and 
j = I(1)N . The collocation points  are  chosen  to be  the  "midpoints"  of  these 
segments  and are situated  at  the  surface. The solid angle subtended  at 5 by 
* * 
* ij 
S.. with 5 Sij is given by 
+j 
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In contrast  with 2-D in general  these  integrals  cannot  be  evaluated  analytical- 
ly. We approximate S by one  or two flat planes. The solid  angles  subtended 
by  such  planes  can  be  evaluated  analytically. 
ij 
Multigrid method - The  different  grids  are  related  by N = 4 * 2’ and 
P 
N* = 4 * 2’ . Putting f3 = 0 we use the  algorithm  given  in TEXT 1 with v = 1. 
Analogously to 2-D we define  the  procedures so lve  d irec t ly ,  res t r ic t  and inter-  
polate by Gaussian  elimination,  weighted  injection  and  piecewise  constant in- 
terpolation,  respectively,  For r e l m  we take  the  Jacobi-relaxation  scheme. 
Assuming  the  surface  to  be  smooth  Wolff  (ref.6)  has  analysed  this  multigrid 
method. He  has  proven  that  the  reduction-factor  of  the  multigrid  process  is 
less  than  ch  for  h -f 0, where  h and a are a measure  for  the  mesh-size and 
the  smoothness  of  the  surface,  respectively. For  the  ellipsoid c1 = 1 .  
P P 
c1 
Nwnerical resu l t s  - In table 2 we give  the  residuals and  the  observed 
reduction  factors 
with 11 . 11 the  supremum  norm. We also  give  the  mean  reduction  factor 
and  the  operation  count  expressed in work-units. One work-unit  is  defined  by 
(total  number  of  multiplications)/(N1 * N1 ) with 1 the  highest  level.  We  only 
take  into  account  matrix-vector  multiplications  and  the  direct  solution on 
the  coarsest  grid for which  we  count ~ ( N o * N o  ) multiplications.  Table  2  en- 
ables  us to draw the  following  conclusions: 1 .  Comparing  the  results  obtained 
with 1 = 2 and 1 = 3 we see  that  the mean  reduction  factor  of  the  multigrid 
* 2  
1 * 
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TABLE 2 - POTENTIAL  FLOW AROUND AN ELLIPSOID * 
I PlLnTIGRID METHOD (No = 4 ,  No = 4) * 
I 1 = 2 ; N, = 16,N, = 16 * I 
1 L L I I iter  residual red. factor 
1 
1 1.17 10-1 
3 7.75  1.40 
2 2.04  4.13
4 1.89 4.63 
5 6.54 2.36 
1 = 3 ;  N 3 = 3 2 , N 3 = 3 2  * 
iter  residual red. factor 
1 4.56 
2 4.38  1.67 
3 8.48  6.98 
4 9.93  2.56 
mean red. factor: 2.83 10 
JACOB1 ITERATIVE PROCESS 
t N = 16 , N* = 16 
1 iter residual red. factor 
1 1 . 7 3  
2 8.05 10-1  4.51 10 
3 3.82 10-1 4.68 IO- '  
4 1.83 lo-' 4.75 10-1 
5 8.75  4.78 IO-1 
7 2.01 10 - 2  4.80 10-1 
- 1  
6 4.20  4.79 IO-'  
mean red. factor: 4.77 lo-' 
operation  count : 21 
mean red. factor: 1.44 
operation count : 8.53 
5 2.14 
6 1.21 
7 6.85 
8 3.88 
* 
N = 3 2  , N = 3 2  
iter residual red. factor 
1 2.15 
2 1.20  5.44 10-1 
3 6.72 IO-' 5.57 IO-' 
4 3.79 10-1 5.62 10-1 
IO- '  5.64  10-1 
IO-' 5.65 IO-' 
5.65 10-1 
5.66 IO-' 
27 7.79  5.6; 10-1 
mean. red. factor: 5.64 10 
operation count : 27 
- 1  
-k x + y + z = 1 , U parallel  to  the x - axis. 2 2  T 
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I 
method  has  been  decreased  by  a  factor 2, which  is in agreement  with  the theo- 
retical  results  of  Wolff (ref.6) and 2. the  multigrid  method  is much  cheaper 
than  the  Jacobi-iterative  process. 
CALCULATION OF OSCILLATING  DISK FLOW. 
The  rotating  flow  due to an  infinite  disk  performing  torsional  oscilla- 
tions  at an  angular  velocity s1 sin w T in a  viscous  fluid  otherwise  at  rest 
involves  two  relevant  length  scales : 1 .  the  Von  K5rm5n  layer  thickness 
(u/Q)'/~,  where v is  the  kinematic  viscosity  and 2. the  Stokes  layer  thickness 
(v/w)'/ ' . By means of the  Von  K5rm5n  similarity  transformations  the  velocities 
(u,v,w)  in a  cylindrical  coordinate  system  (r,+,x)  can  be  written  as: 
u = Qrf(z,t) , v = Qrg(z,t) , w = - ~ ( Z V W ) ~ ' ~  h(z,t), 
L-22 where z = (-) "'x and t = UT. In that  case  the  Navier-Stokes  equations  re- 
duce  to  the  partial  differential  equations (2)- ( 4 ) .  Apparently  the  oscillat- 
ing disk  flow  is  characterized  by  the  parameter E = Q/w,  which  determines  the 
ratio of the  Stokes  layer  thickness  to  the  Von K&"Gn layer  thickness. 
2 vw 
For  the  high-frequency flow ( € 4  < 1 )  analytical  solutions  are  found  in 
the  literature in the  form  of  series  expansions in terms  of E .  This  type  of 
flow  consists of an  oscillatory  inner  layer  (i.e.  Stokes  layer)  near  the  ro- 
tating  disk  and  a  secondary  outer  layer  (i.e.  Von  K5rm5n  layer).  Using a 
multiple  scaling  technique  Benney  (ref.7)  was  able  to  find  series  expansions 
valid  throughout  the  region  of  flow. The  first  order  terms  of  the  solution 
are  given  by: 
g(z,t> = e sin(t-z/E) , f (z,t) - E e -4az for z+m , - Z / E  
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with  a = 0.265.  In reference 3 we used  this  technique  to  determine  the  axial 
inflow  at  infinity  up  to  the  term with s3 : 
with b = - 0 . 2 0 7 .  Inspection  of ( 2 2 )  reveals  that  problem ( 2 )  - ( 6 )  is  singu- 
larly  perturbed  and for  a fixed t  the  solution  contains  more and more  high 
frequency  components  as E -+ 0. 
In this  paper we discuss  two  computational  methods  to  find  the  periodic 
solution  satisfying ( 6 ) .  The first  method  is  based  on  simulation  of  the  physi- 
cal  process by taking  the  state  of  rest  as an initial  condition  and  elimina- 
ting  the  transient  effects  by  integration i time. In mathematical  terminology 
this  process  can  be  interpreted  as Picard’s method  for  computing a fixed  point. 
Let  the  velocity  vector be:
u = (f,g,h). 
Denote by  (u(z,t); v ) the  solution of the  usual  initial-value  problem ( 2 ) -  
(5) with  initial  data: 
0 
( 2 4 )  u(z ,O)  = wo(z). 
Assume  that  the  initial  data w belong  to a suitable  class L .  Define  a map  of 0 
into  itself  by  the equation 
(25)  KE(W0> := ( u  ( -,h); uo>  9 
being  the  solution of ( 2 ) -  (5) and ( 2 4 )  at t = 21r. Since ( 2 ) - ( 4 )  is a parabolic 
system K may  be  expected  to  have a smoothing  influence,  just  as  the  integral 
operators of the  Fredholm  equations  studied in reference 2 .  In operator  nota- 
tion  simulation  of  the  physical  process  is  written  as  the  Picard  sequence 
E 
“i+ I = KE(vi) with vo  = 0. 
The periodic  condition ( 6 )  rewrites  as 
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(27) u = KE(V), V E L. 
We  remark  that K is a  non-linear  operator. For E < 1 ( 2 6 )  converges  slowly. 
Therefore we have  devised  another  method.  Since  equation  (27)  has  a  superfi- 
cial  resemblance  with  a  Fredholm  equation  of  the  second kind we have  applied 
a  multigrid  method  to ( 2 7 ) .  
E 
Numerical  Approach 
This  section  is  divided  into  two  parts: 1. the  numerical  solution of  the 
initial-boundary  value  problem (2) - (5) with  the  initial  data ( 2 4 )  and 2 .  nu- 
merical  methods  for  finding  periodic  solutions  satisfying (6). 
Discretization of the initiaZ-boundary vaZue probZem - Consider  the  par- 
tial  differential  equations ( 2 )  - ( 4 )  with  the  boundary  conditions (5) and  the 
initial  data ( 2 4 ) .  To  this  problem we apply  implicit  finite  difference  tech- 
niques  in  combination  with an appropriate  stretching  function  for  the  construc- 
tion of the  computational  grid. In calculations  the  boundary  conditions  at 
infinity  are  applied  at  a  finite  value z = 1 :  
(28)  f(1,t) = g(1,t) = 0. 
We  want  to  resolve  the flow  structure  near  the  disk  with  a  limited  number of 
mesh points.  Therefore,  taking  into  account ( 2 2 )  we transform  the  z-coordinate 
by : 
(29) z(x) = ~ ( E x + ( ~ - E ) x   , X E C O , I I ,  3 
and we take  the  mesh  covering  of  the  new  range O I x  5 1 uniform  with  stepsize 
A x  = /N. Integration  in  time  is done by  the  Euler-backward  formula: 1 
% + I  - % 
gt - 
- 
a t  ,with  At = 27r/T . 
The right-hand  sides  of ( 2 ) -  ( 3 )  are  discretized  by  central  differences  at 
t = tk+] . The left-  and  right-  hand  side  of ( 4 )  are  integrated  by  means  of 
the  mid-point  and  trapezoidal rule,  respectively. The resulting  non-linear 
system of finite  difference  equations  is  solved  by  means  of  Newton  iteration, 
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which is terminated if the residual is less than For further details 
see  reference 3 .  
Numerical methods for computing periodic solutions - Using  the  above  finite 
difference  approach we define  the  discrete  counterpart of the  operator K and 
the  velocity  vector v by 1: 
notation  the  periodic  condition  reads: 
E 
E; N,T,X and respectively. In discrete operator 
( 3 0 )  v =  N KE; N,T,L ( vN> 
In the  present  paper we propose two computational  methods  to  solve (30) : A .  
simulation of  the  physical  process  by  Picard  iteration  and B. a multigrid 
method. In the  first  method  the  parameters E, N, T and are fixed. In the 
second  method  the  parameters N and T are  taken from  a  sequence { ( N  , T  ) I ,  
p = O,],. . . , L  such  that with  p = L we have N = N, TL = T  and with p <q I L  
we have  N 5 N , T 5 T (i.e. a  smaller p corresponds  with  a  coarser  discre- 
tization). 
P P  
L 
P 9 P 4 
A. Simulation of the  physical  process: We take  the  state of rest 
Picard’s method: 
1 (i+ 
w N  
initial  condition. The transient  effects  are  eliminated  by 
The iteration  index i counts  the  number of periods  that  is  calculated. This 
process is truncated  if the  residual 11 u 
0.5 Here 
(i>- -
N K E ; ~ , ~ , ~  (“N (i)l is  less  than 
llv 11 = max I gj 1 f rnax I h.1 . 
OljSN 04 jlN .I 
B. Multigrid  method: We introduce  a  sequence of grids  with  N = 20 * 2’ 
P 
and T = 8 * 2’. The integer p is  called  level. We replace  the  subscript N by pa: 
P  P 
vN = v and KE; 
P 
- 
p Y  T P J  - KE;p P 
Denote  the  velocity at  grid  point x on level p by u [j] = (f  ,g.,h.). The 
j P ~ J J  
209 
addition u Cj 1 + v Ckl and  the  multiplication  c * v Cj 1 are  defined  as usu- 
al  (element  by  element). The interaction  between  the  grids  is  defined  by piece- 
wise-linear  interpolation: 
P P P 
!I C j/23, .+] j = OY2,.. ., 2N, 
interpoZate (‘1 ‘j’ = ‘ 0.5 * (I !  [+] + u [ j-1 ), j = 1 , 3 , . .  . .2N-1 , 
and  by  injection: 
where N is  the  upper-bound of the  velocity  vector u.. 
We  use  a  multigrid  method that  starts on level 0 with  simulation of the 
physical  process  (method A ) .  For small  values of  E we apply  continuation.  Sup- 
pose we have  the  following  €-sequence { E  I E > E >. . . .> E with E = 1 ] . A t  
each  stage  of  this  continuation  process we approximately  solve  the  equation 
e o  I m 0 
u =  (uo)  by (31 )  until the residual is less than 0.5 10 . As initial -3 0 KEQ ; 0 
uo ( EO+ Y - - ,Em). 
guess of (31) we take  the  solution of the  previous  stage ( E = E ~ - ~ ) .  For E = E 
we take  the  state of rest. Denote  the  solution  of  this  continuation  method  by 
0 
Since (30) is a  non-linear  equation  it  is  only  solved  approximately.  Let 
U be an  approximation to the  solution u of (30) on  level p.  We  define  the 
defect  of u by 
P P 
P 
The  multigrid  method is  given  by  the  ALGOL -68 program in TEXT 3, where VELO 
is a  mode  for  the  vector  of  unknowns: 
MODE VEL0 = STRUCT (VEC f,g, h) . 
PROC compute periodic sozution = ( ff t o  l eve l  # INT 1) VOID: 
( U 0  := UO(EO,EI y . .  . ,Em) 
FOR j TO i? 
.. 
CI := interpolate  ( U j - l )  ; 
m Z t i g r i d  ( j ,  1, U ., 0 .) i- 
3 3  
OD 
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PROC mZt i9r id  = (INT m, 0, REF VELO u, VELO 9) VOID: 
( I F  m = 0 
THEN FOR k TO 50 WHILE residual 6 E 
DO VELO h = y - il + K ( u ) ;  
E ;m 
residual := I1 trll ; 
u : = u + w  * a  k 
OD 
ELSE FOR i TO 0 
DO U := y + K E ; m  ( U ) ;  
VELO d = dm - l-restrict (g-U + KE; m [ C l ) )  ; 
VELO v := COPY 
J 
multigrid (m-1,2, v, d ) ;  
U := U + interpoZate - v )  
OD 
FI 
TEXT 3 Multigrid  algorithm  for  the  computation  of  periodic  solutions  of 
parabolic  equations. 
The structure of this  multigrid  algorithm  has  been  proposed  by  Hackbusch 
(ref.8) for  the  numerical  solution of general  time-periodic  parabolic  prob- 
lems. Here we apply it to  the  particular  problem of oscillating  disk flow. 
On level 0 of multigrid we use  overrelaxation  for  extremely  small  val- 
ues of E. The parameter w takes  the  values 1,2 and 4 .  Initially we put 
uk = 1. If the axial  inflow  converges  slowly  it  is  multiplied  by  a  factor 2. 
A s  soon as the  residual  increases  the  value w = 1 is  restored. 
k 
k 
NumericaZ resu l t s  - From  Zandbergen  and  Dijkstra (ref.9) it is known 
that  Von KZirmZin's rotating  disk  solution  can  be  represented  sufficiently  ac- 
curate  with 1 = 12, hence we fix infinity  at  this  value. We give  numerical 
results  for  the  following  values  of E : 
E = 1 , E ]  = 0.5 , E2 = 0.1 0 , = 0.05. 
2 1 1  
This  sequence  is  also  applied in the  continuation  process  that  is  used to 
find an  approximation U of  the  multigrid  method, e.g. for E = 0.1 we have 
Uo := u ( I ,  0.5,  0.1). For  N = 160 and T = 64 we  compare  the  performance 
of  simulation of the  physical  process  (method A) and the  multigrid  method (B). 
On the  coarsest  grid  the  latter  method  needs 20 stepsizes  in  space  and 8 step- 
sizes in time;  hence  it  uses  four  levels: 0,1, 2 and 3 .  
C. 
0 
Let  a  work  unit  be  defined  by  the  computational  work  needed  for  cal- 
culating  one  Picard  iterate  with N = 160 and T = 64 .  In table 3 we compare 
the  computed  axial  inflow  at  infinity  with  the  value  of  its  asymptotic  ap- 
proximation ( 2 3 )  for E +  0 .  Between  parentheses we give  the  number of work 
units and the iteration error 11 U, - K ( uN)ll , where U is  the  final 
solution. 
E; N,T,  l? N 
On level 0 of  the  multigrid  nethod we used  Picard  iteration (i.e. w k E  1 )  
for E 20.1. The  iterative  process  was  terminated  when  the  residual  was  less 
than 6E = 0.5 10 . For E = 0.05 we  have  applied  overrelaxation (IS wkl 4 )  
and we have put 6 = 10 . That is  the  reason  why  the  computational  work 
increased f o r  this  case. 
-4 
-7 
0.05 
TABLE 3 AXIAL INFLOW* 
E 
1 .o  
0.5 
0.1 
0.05 
method A 
0.2014 
( 8 ,  4.4 
0. I177 
(17 ,   4 .7  
0.0236 
(74 ,   4 .9  
0.0083 
(72 ,   4 .9  10 '> 
method  B 
0.2014 
(6 .8 ,   9 .3  
0.1178 
( 7 . 0 ,   3 . 9  
0.0271 
( 7 . 4 ,  1.6 
0.0137 
(12 .5 ,   3 .3  
0.2360 
0 .  I253 
0.0262 
0.01 32 
* 
Between  parentheses : number of work  units,  residual. 
From  table 3 we conclude  that  the  multigrid  method  becomes  more  effi- 
cient  as E decreases.  For E = 0.1 the  Computational  work  has  been  reduced by 
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a  factor 1/10. For E = 0.1 and E = 0.05 the  numerical  results of method A 
still  contain  a  low-frequency  error. In this  case the test  for  termination 
of  the  physical  process  is not adequate. The process  converges  slowly,  as 
can  be  seen  from  figure 1 ,  in which we have displayed  the  axial  inflow  as 
a  function of the  number  of  periods.  For E = 0.05 the  axial  inflow  is  still 
increasing  after 72 periods. The same  phenomenon  occurs on the  coarsest  grid 
of  the  multigrid  method.  Therefore we have applied  overrelaxation. 
T o ' 2  E = 1.0 
E = 0.05 
0 . 1  
4 
0 7 0  
-k (= number of periods) 
F I G U P !  1. Dependence of t h e  axial  inflow on the number of periods 
The results of our  analysis  are  given in figures 2-3. The profiles  of 
the variables  f/E , g  and  h/E are displayed in figure 2. We see  that  there 
is an oscillatory  boundary  layer.  For  smaller  values  of E (see figures 2 
(c-d)) the  azimuthal  component of velocity (8) is  confined  to  this  boundary 
layer  and  the  radial  and  axial  component  of  velocity  (resp. € and h) persist 
outside  this  layer. The results  for  the  quantities E g (O,t), fz(O,t)  and 
h(m,t)/E are displayed in figure 3 .  Comparing  these  figures we see  that  the 
fluctuations in h(m,t) decrease as E -+ 0.  This  means  that  outside  the  boun- 
dary  layer  the  fluid motion  becomes  stationary (i.e.  the outer flow does 
not  depend on t). These  numerical  results  are in agreeuient with the  analyt- 
ical solutions  of  Benney (ref.7). 
Z 
213 
+z 
(a) E = 1.0 
i 
t 
+z 
(b) E = 0.5 
" - - t Z  " t Z  
( c )  E = 0.1 (d)  E = 0.05 
FIGURE 2. Veloc i ty  p r o f i l e s  
- 1  .c, 
+ t  
( b )  E = 0.5 
+t 
(d) E = 0.05 
FIGURE 3 .  Axial i n f low and shear stresses 
Finally,  from  the  results  just  presented we conclude  that  for  the com- 
putation of periodic  solutions of the  single disk  problem  for E 5 I the  multi- 
grid  method  is  preferable,  whereas  for E > 1 simulation of the  physical pro- 
cess  may  be  employed. 
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GENERAL RELAXATION SCHEMES I N  MULTIGRID ALGORITHMS 
FOR HIGHER ORDER SINGULARITY  METHODS 
B. Oskam and J.M.J. Fray 
National Aerospace Laboratory,  NLR 
SUMMARY 
This  pape r  desc r ibes  r e l axa t ion  schemes based on an approximate and 
incomple te  fac tor iza t ion  technique  (AF). These AF schemes allow one t o  con- 
s t r u c t  a fast m u l t i g r i d  method f o r  s o l v i n g  i n t e g r a l  e q u a t i o n s  o f  the second 
as w e l l  as in t eg ra l  equa t ions  o f  the f i r s t  kind. Novel items are t h e  smooth- 
i ng  f ac to r s  found  fo r  i n t eg ra l  equa t ions  o f  the f i r s t  kind,  and the comparison 
with similar r e s u l t s  f o r  e q u a t i o n s  o f  the  second kind.  Applicat ion of  the MG 
algori thm shows convergence t o  the l e v e l  of t he  t runca t ion  e r ro r ,  o f  a second 
o rde r  accu ra t e  pane l  method, w i th in  2 mul t ig r id  cyc le s .  
INTRODUCTION 
Most e f f o r t  g o i n g  i n t o  t h e  a p p l i c a t i o n  of mul t igr id  techniques  seems t o  be 
d i r e c t e d  t o  s o l v i n g  the  sparse  sys tems of  d i f fe rence  equat ions  assoc ia ted  
w i t h  p a r t i a l  d i f f e r e n t i a l  e q u a t i o n s .  However, t he  mul t ig r id  t echn ique  can  a l so  
be used advantageously to  solve the nonsparse systems of  equat ions t h a t  arise 
from i n t e g r a l  e q u a t i o n s ,  as shown i n  r e f e r e n c e s  1 and 2. 
In  the  p re sen t  pape r  we s t u d y  t h e  a p p l i c a t i o n  o f  m u l t i g r i d  t e c h n i q u e s  t o  
t h e  s o l u t i o n  of i n t e g r a l  e q u a t i o n s  a s s o c i a t e d  w i t h  po ten t i a l  f l ow p rob lems .  
This  e f f o r t  f i t s  i n t o  t h e  l a r g e r  framework of the development,  at NLR, of a 
n e x t  g e n e r a t i o n  s i n g u l a r i t y  or "panel" method. A ques t ion  a s soc ia t ed  w i t h  t h i s  
development i s  whe the r  s ingu la r i ty  methods do have a f u t u r e ,  p a r t i c u l a r l y  i n  
view of the cu r ren t  p rogres s  in  f in i t e  d i f f e rence  me thods .  Re fe rence  3 conta ins  
severa l  a rguments  for  a p o s i t i v e  answer t o  t h i s  ques t ion ,  bu t  a t  t h e  same time 
p resen t s  the  r a t h e r  s t r i n g e n t  r e q u i r e m e n t  of high computat ional  eff ic iency.  
The scope  of  the  present  inves t iga t ion  i s  l i m i t e d  t o  t h e  a n a l y s i s  of m u l t i g r i d  
(MG) t echniques  and the s u b s e q u e n t  a p p l i c a t i o n  t o  some  model. problems i n  two 
dimensions. Various relaxation schemes, which are used as smoothing operators 
i n  m u l t i g r i d d i n g ,  are evaluated.For  some par t icu lar  geometr ies ,  such  as an 
unbounded f l a t  p l a t e  and a c i r cu la r  cy l inde r ,  t h i s  smoo th ing  p rob lem i s  ana- 
l yzed  by  the  loca l  mode ana lys i s  of  re ference  4. For more complicated geome- 
t r i e s ,  s u c h  as an a i r f o i l ,  it i s  found t h a t  the f in i t e -d imens iona l ,  d i sc re t e  
Fourier  t ransform can be u s e d  t o  d e f i n e  a global smoothing factor which repre- 
s e n t s  an upper bound of the  ac tua l  convergence  fac tor  of  the  h igh  f requency  
components  of  the residual  vector .  A gene ra l  mu l t ig r id  a lgo r i thm i s  descr ibed  
and  app l i ed  to  so lve  t h e  potent ia l .  f low problem of  mult icomponent  a i r foi ls .  
B e f o r e  s t a r t i n g  t h e  d i s c u s s i o n  o f  t h e  i n t e g r a l  e q u a t i o n s  it i s  important  
t o  r e a l i z e  t h a t  t h e  asymptot ic  operat ion counts  remain of  the order  of  n2 if 
nothing i s  done t o  r e d u c e  t h e  work a s s o c i a t e d  w i t h  t h e  r e s i d u e  e v a l u a t i o n s  
which involve a f u l l  m a t r i x  times v e c t o r  m u l t i p l i c a t i o n .  M u l t i g r i d  methods to 
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lower the computational work involved  wi th  these  res idue  eva lua t ions  are cur- 
r e n t l y  b e i n g  s t u d i e d  at NIB, see r e fe rence  3. The basic  concept  i s  t o  lower 
the  asymptot ic  opera t ion  counts  by  t rea t ing  the  far f i e ld  connec t ions  on a 
sequence of coa r se r  g r ids  wi thou t  cornpromizing t h e  t r u n c a t i o n  e r r o r .  These 
aspects of a next  genera t ion  panel  method are however outside the scope of the 
present  paper .  
INTEGRAL EQUATIONS 
Most panel methods use the boundary condition of zero-normal-velocity on 
the  su r face  of t h e  c o n t o u r  t o  d e r i v e  an i n t e g r a l  e q u a t i o n  f o r  a d i s t r i b u t i o n  
of  sur face  s igular i ty ,  source  o r  doublet ,  over  the body su r face .  L z t  us  dsnote  
t h e  source and doub le t  s t r eng th  by 0 and p ,  r e spec t ive ly ,  and l e t  x and x 
be  the  pos i t ions  of  the  poin ts  p and q. The normal velocity a t  t h e  g o i n t  pq 
induced  by  d is t r ibu t ions  of  these  s ingular i t ies  may be represented as 
and 
-t 4 - 3  
where r = x "x and  nq i s  the  outward  normal,   and  direction of the  double t  
a x i s ,  ag'the po ln t  q. The normal a t  xp i s  denoted by np. 
The i n t e g r a t i o n  v a r i a b l e  s i s  the dis tance measured along the contour .  
P . 9  +- 
Attent ion  i s  d i r e c t e d  t o  two p a r t i c u l a r  p a n e l  methods which may be formu- 
l a t e d  by employing eqs. ( 1 )  and/or ( 2 ) .  The f i r s t  i s  the  sur face  source  method 
having an unknown source  d i s t r ibu t ion  on t h e  body su r face  and an a u x i l i a r y  dou- 
b l e t  d i s t r i b u t i o n  of known shape but unknown magnitude, also on t h e  body sur- 
f a c e ,  t o  produce the l i f t ,  see  re ference  5 .  The second panel method considered 
employs equat ion ( 2 )  only and i s  called the doublet  method, e.g.  see reference 
6.  The reason  these  two methods have been employed i n  t h e  p r e s e n t  p a p e r  i s  
tha t  t hey  p roduce  qu i t e  d i f f e ren t  i n t eg ra l  equa t ions ,  be ing  o f  t he  f i r s t  and 
second kind for  the doublet  and source method r e spec t ive ly .  
To f a c i l i t a t e  t h e  d i s c u s s i o n  o f  va r ious  d i sc re t i za t ion  schemes we r ewr i t e  
equation ( 2 )  f o r  the  pa r t i cu la r  ca se  of an  unbounded f l a t  p l a t e  as 
+ W  
where x, 5 i s  the  d is tance  measured  a long  the  p la te .  
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DISCRETIZATION OF INTEGRAL EQS 
The  aerodynamic  influence  coefficients  are  evaluated  using  a  consistent, 
small  curvature  expansion of  the  integrals  that  remain  after  discretization, 
see Hess (ref. 7). Specifically,  the  profile  curve  that  defines  a  two-dimen- 
sional  body  is  approximated  by  a  pj.ecewise  quadratic  representation  and  the 
source,  doublet  distributions  are  approximated  by  piecewise  linear,  quadratic 
representations,  respectively.  These  choices  result in aerodynamic  influence 
coefficients ( A I C ' s )  of  second  order  accuracy  in h, where h  is  the  panel  size. 
Let  the  doublet  representation  for  the  case  of an unbounded  flat  plate 
be  given  by 
For the  purpose  of  studying  the  dependency of the  smoothing  factor  on  the 
discretization  scheme  the  derivatives  in  equation (4) have  been  discretized  by 
3-point  differences 
and  by  5-point  differences,  resulting  from  a  continuity  requirement  of 1-1 acr ss 
panel  edges ,
N 
and 
where p i is  the  value of the  doublet  representation  at 5 i,  which  is  the 
midpoint  of  panel  with  index  i. For the  case  of  the  flat  plate  all  panels  have 
N equal  sizz h. The difference  between  the  3-point  and  5-point  representations, 
p and p respectively, turns out to be 
3 -P 5-P 
which  is  of  the  same  order in  h  as  higher  order  terms  neglected in quation 
(4). Thus the 3-  and  5-point  differences  both  result in  a doublet  representa- 
tion  of  third  order  accuracy in h.  Both  representations  have  sufficient  conti- 
nuity  at  the  panel  edges  such  that  the  contributions  of  the  second  and  third 
integral  in  equation (3) may  be  neglected,  being  not  larger  than  the  basic 
truncation  error  of  the  first  integral  in  eq. (3). 
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Evalua t ing  eq. (3 )  at p a n e l  c o n t r o l  p o i n t s ,  af ter  s u b s t i t u t i n g  eq. ( 4 1 ,  
results i n  a system of a lgebra ic  equat ions  
where 
a = k I n  11+32 k / (2k-3) (2k+l )  3 3  ( +  5 ln11-8/(4k 2 - 1 ) l  , 
k 
( 9 )  
or  
%=16 I n (  1+16/(4 k -25) I + 8 In  I l -8 / (4k  - 1 )  I 
2 21 2 
+ x 1 k ln11-8k/(hk2+k-15)] +2 k I n ]  1+8 k/(4k 2 -4k-3)I 
+ - k In1  1-2/(2k+l) I .  7 2 (10)  
Equation ( 9 )  r e p r e s e n t s  t h e  A I C ' s  r e s u l t i n g  from t h e  3 - p o i n t  d i f f e r e n c e s  i n  
eq.  ( 5 )  and  the A I C ' s  o f   eq .   (10)   cor respond  to   5 -poin t   d i f fe rences   (eq .  ( 6 b ) ) .  
For t h e  c a s e  o f  a curved contour ,  such as a n  a i r f o i l ,  we  need a small 
curva ture  expans ion  of  the  in tegra ls  as mentioned before. Moreover w e  w i l l  
take a r;onuniform p a n e l  d i s t r i b u t i o n .  The r e s u l t i n g  e x p r e s s i o n s  of t h e  A I C ' s  
w i l l  not be p resen ted  he re  fo r  t he  sake  o f  b rev i ty .  However it should be 
ment ioned  tha t  the  A I C ' s  o f  the  double t  d i s t r ibu t ions  a re-based  on a t h i r d  
o rde r  accu ra t e  r ep resen ta t ion  p, r e q u i r i n g  c o n t i n u i t y  o f  p across  pane ls  
edges,  which involves a g e n e r a l i z a t i o n  o f  t h e  5 - ~ o i n t  d i f f e r e n c e s  i n  e q u a t i o n  
( 6 )  t o  nonuniform panels. 
N 
The r e su l t an t  l i nea r  sys t em o f  a lgeb ra i c  equa t ions  may be w r i t t e n  as 
n+n 
I C  2, "ij u j  = f i  Y i = 1 , 2 , . . . , ( n + n C ) ,  ( 1 1 )  
j=  1 
where n i s  t h e  t o t a l  number of  surface panels  and nc the number of components 
of a mul t icomponent  a i r fo i l .  The unknown p a r a m e t e r s  u j  f o r  j = l y . . . y ( n + n c )  
d e n o t e  o j ( j  = 1 , 2 y . . . , n ) ,  C j ( j  = I ,  ..., n ) f o r  the  source Fethcd, where 0 i s  
t h e  value of  the  source  representa t ion  a t  c o n t r o l  p o i n t  x -  and c t h e  
magnitude of t h e  a u x i l i a r y  d o u b l e t  d i s t r i b u t i o n s  of  component j . 'In case of  
t h e  d o u b l e t  m e t h o d u j ( j  = 1 , 2 , . . . ,  n+n ) denotes  p j ( j  = 1 , 2 , . . . , n ) ,  
pj ( j  =L,. . . ,nc 1 ,  where pj i s  the  va lue  o f  t he  doub le t  r ep resen ta t ion  a t  c o n t r o l  
p i n t  X j  and 1-1; t he  va lue  o f  t he  doub le t  r ep resen ta t ion  a t  the  endpoin t  of t h e  
i n t e g r a t i o n  i n t e r v a l  of component j .  The v a l u e  o f  t h e  d o u b l e t  d i s t r i b u t i o n  a t  
the beginning of e a c h  i n t e g r a t i o n  i n t e r v a l  i s  e q u a t e d  t o  z e r o  w i t h o u t  any loss 
o f  g e n e r a l i t y .  The order ing  of the  equat ions  ( 1 1 )  i s  such  tha t  t he  d i agona l  
elements ai; of  the f irst  n equat ions  express  the  inf luence  of  a parameter u .  
a t  t h e  c o n t r o l  p o i n t  X i .  The las t  n, equat ions of  system ( 1 1 )  exp res s  the  
Fiutta conditions a t  t h e  t r a i l i n g  e d g e s  of t h e  a i r f o i l  components j ( j = l , . . . , n  ) .  
C j 
J 
C C 
1 
C 
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An example s o l u t i o n  o f  the  source  method appl ied  to  a 12 percen t  t h i ck  
von K&rm&n-Trefftz airfoil .  with a t r a i l i n g  edge angle of 15 degrees  (KT00121 
is shown i n  f i g u r e  1 .  Second order convergence of the n-dimensional vector 
norms of t h e  e r r o r  i n  the t a n g e n t i a l  v e l o c i t y  component o f  t h i s  s o l u t i o n  i s  
found, see f i g u r e  1 .  
RELAXATION SCHEMES 
The re laxa t ion  schemes ,  a l so  ca l led  smooth ing  opera tors  in  MG a lgor i thms,  
e x p l o i t  t h e  b e h a v i o r  o f  t h e  k e r n e l s  o f  e q u a t i o n s  ( 1 ) and ( 2 )  , b e i n g   l i k e  1 /r 
and 1 /r2, r e s p e c t i v e l y ,  where r deno tes  the  d i s t ance .  Th i s  behav io r  t e l l s  us 
that  the high frequency components of the s i n g u l a r i t y  d i s t r i b u t i o n  h a v e  a 
shor t  coupl ing  range .  Neglec t ing  the  far f ie ld  connect ions between parameters  
and  con t ro l  po in t s  shou ld ,  t he re fo re ,  be  a sound  bas i s  fo r  cons t ruc t ing  e f f ec -  
t i v e  smoothing operators.  
On t h e  b a s i s  o f  t h i s  c o n s i d e r a t i o n  we w i l l  p r e sen t  two b a s i c  c l a s s e s  o f  
r e l a x a t i o n  schemes.  The f i r s t  c l a s s  o f  schemes i s  based on incomplete LU 
f a c t o r i z a t i o n  ( r e f .  8)  of  the approximate system of  l inear  equat ions t h a t  
remains a f te r  omi t t ing  the far f i e l d  connec t ions ,  r e su l t i ng  in  an  approx ima te  
f a c t o r i z a t i o n  (AF). The f a c t o r s  L and U of t h e  LU f a c t o r i z a t i o n  a r e  f o r c e d  t o  
have an extensive zero pattern by omi t t i ng  the  nonze ro  en t r i e s  which may arise 
ou t s ide  o f  t he  in t ended  nonze ro  pa t t e rn  in  the  f a c t o r s  L and U du r ing  f ac to r -  
i z a t i o n .  The p resen t  AF scheme i s  d i f f e r e n t  from the  incomple t e  f ac to r i za t ion  
of a lgeb ra i c  equa t ions  a s soc ia t ed  with t h e  d i s c r e t i z a t i o n  o f  p a r t i a l  d i f f e r e n -  
t i a l  equat ions  because  there  i s  no need t o  omit any far  f i e l d  c o n n e c t i o n s  i n  
t h e  la t ter .  Moreover the ex tens ive  ze ro  pa t t e rn  in  the  lower  and  uppe r  t r i an -  
g u l a r  f a c t o r s  n e e d  n o t  be t h e  same as t h e  z e r o  p a t t e r n  of the approximate 
system of l i n e a r  e q u a t i o n s  tha t  remains after omi t t ing  the far  f i e l d  connec- 
t i ons ,  a l though  we have chosen these two p a t t e r n s  i d e n t i c a l  i n  t h e  p r e s e n t  
examples. 
A second class  of  re laxat ion schemes i s  based on t h e  d i r e c t  c o n s t r u c t i o n  
of a sparse ,  approximate  inverse .  We may cons t ruc t  such  an  inverse  i f  we 
approximate ly  sa t i s fy  each  ind iv idua l  equat ion  of  sys tem ( 1 1 )  i n  i t s  t u r n  by 
d i r e c t l y  s o l v i n g  a v e r y  small system of equations,  comprising a subse t  of  the  
e n t r i e s  o f  the  f u l l  s y s t e m ,  f o r  e v e r y  unknown parameter. These small systems 
should be chosen such that  they include the coupl ing range of  high frequencies .  
Thus we r e l a x  e a c h  e q u a t i o n  i n d i v i d u a l l y ,  d i s t r i b u t i n g  c h a n g e s  t o  i t s  neigh- 
boring parameters .  This  second class ,  which we w i l l  c a l l  n a t u r a l  r e l a x a t i o n  
schemes ( N R S ) ,  i s  a l s o  a genera l  t echnique .  An example  of t h i s  technique i s  
g i v e n  i n  t h e  n e x t  s e c t i o n .  
FOURIER ANALYSIS 
L e t  a r e l a x a t i o n  scheme based on approximate  fac tor iza t ion  of equat ion 
(8 )  be def ined by 
na  -n -1 a W 
221  
where t h e  s u p e r s c r i p t  v i s  t h e  i t e r a t i o n  i n d e x  a n d  f .  t h e  r i g h t  hand s i d e  
wh-tch i s  g iven ,  The p a t t e r n  o f  far f ie ld  connec t ions  which  are neglec ted  i n  
the approximate equat ion on the l e f t  hand  s ide  of  equat ion  (12)  i s  denoted 
b y  t h e  i n t e g e r s  k s a t i s f y i n g  jkl > n a .  T h i s  z e r o  p a t t e r n  a l s o  a p p l i e s  t o  t h e  
f a c t o r i z a t i o n .  The convergence factor  p of t h e  8 component, defined i n  r e f e r -  
ence 4, o f  t h e  e r r o r  i n  t h e  s o l u t i o n  d u r i n g  t h e  i t e r a t i o n  p r o c e d u r e  ( 12) i s  
found t o  be m 
1 
P ( @ )  = 12 z 
% cos (ke)l/l&o + 2 % k= 1 +n 
na v 
a cos ( k 8 )  I , (13)  k= 1 
where the  second summation term i s  t o  b e  o m i t t e d  f o r  na = 0. This convergence 
f a c t o r  as func t ion  of  the  f requency  8 i s  shown i n  f i g u r e s  2 and 3 f o r  n = 0,1, 
2 and 4. I t  i s  s e e n  t h a t  t h e  convergence  of  the  h igh  f requencies ,  i . e .  
0 > -, i s  o f   t h e   o r d e r   o f   o r  n 5 1 .  2 a 
a 
IT 
The zecond re laxa t ion  scheme (NRS) f o r  e q u a t i o n  ( 8 )  i s  based on a sparse  
i n v e r s e ,  %, which i s  def ined by 
N - % = 0 f o r  Ikl > na and a =g for   lk l  < n k k  a 
where g i s  t h e   s o l u t i o n   o f  k 
n 
11 a .z g j  - 'io 
=-na 
- f o r  i=-c n a'"' ' a' ( 1 5 )  
wi th  k=l j-i 1 and 6 i o  = Kronecker  del ta .  Applying this  approximate inverse yk 
i n  a r e s idua l  co r rec t ion  i t e r a t i zn  p rocess ,  s ee -append ix ,  r e su l t s  i n  an e r r o r  
ampl i f i ca t ion  ma t r ix  g iven  by  I-AA. The matrix-AA, denoted by 13, i s  a n  i n f i -  
n i t e ,  symmetric Toeplitz matrix because A and A are i n f i n i t e ,  s y m m e t r i c  
Toepl i tz  matr ices .  This  observat ion al lows one to  obtain the convergence fac-  
t o r  i m p l i e d  b y  t h i s  NRS scheme, s i m i l a r l y  t o  e q u a t i o n  (13) .  One f i n d s :  
03 
7 
p ( 8 )  = 1 1-bo -22, bk COS ( k e )  I , (16)  
k= 1 
where b k  are the elements  of  B = AA. It may b e  v e r i f i e d  t h a t  e q u a t i o n s  ( 13) 
and (16) a r e   i d e n t i c a l   f o r  n = 0. The loca l   smooth ing   fac tor  i s  d e f i n e d   i n  
r e fe rence  4 by 
- 
a 
It i s  a s i g n i f i c a n t  measure by which t h e  r e l a t i v e  merits of  equat ions (13) 
and ( 1 6 j  may be  judged  for   na > 1 .  Values of f o r  na = 0 ,  1 ,  2 ,  4 and 7 a r e  
g i v e n  i n  t a b l e  1 ,  f o r  b o t h  t h e  3- and ?-point difference schemes. It may be 
seen  tha t  t he  smoo th ing  f ac to r  o f  t he  AF scheme i s  c o n s i d e r a b l y  b e t t e r  t h a n  
tha t  of t h e  NRS scheme.  Comparing t h e  3- and 5-point  differences shows tha t  
in  case  o f  the AF scheme t h e  5 - p o i n t  d i f f e r e n c e s  r e s u l t  i n  a lower smoothing 
f a c t o r   f o r  n > 1 .  a 
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Applying t h e  s o u r c e  or double t  method t o  t h e  p a r a l l e l  f l o w  a r o u n d  a c i r -  
cu la r  cy l inde r  (no  l i f t )  r e s u l t s  i n  a symmetr ic ,  c i rcu lan t  mat r ix  eq .  ( I I ) ,  
which is  denoted by clS (k=O, 1 ,  2 , . . . ,  ( n - l ) ) ,  p r o v i d e d  w e  use uniform paneling. 
The c o n v e r g e n c e  f a c t o r  o f  t h e  e r r o r s  i n  t h e  s o l u t i o n  d u r i n g  t h e  i t e r a t i o n  
p rocedure  (12 )  app l i ed  to  these  c i r cu lan t s  i s  f o u n d  t o  be 
where t h e  d i s c r e t e  f r e q u e n c i e s  9 extend   over   21~i /n ,  i = O ,  I , . . . ,  n/2.   This 
equat ion (18) t u r n s  o u t  t o  be i d e n t i c a l  wi th  equat ion (13)  i n  t h e  l i m i t  of 
n + a. The smoothing fac tors  ob ta ined  f rom eq. (18) for  the  double t  method,  
as shown i n  tab le  1 ,  r e f l e c t  t h i s  o b s e r v a t i o n .  For the  sou rce  method the  
smoothing factors  obtained from eq. (18) are g i v e n  i n  t a b l e  2 .  These f a c t o r s  
t e n d  t o  z e r o  i n  t h e  limit of  n g o i n g  t o  i n f i n i t y ,  which i s  c h a r a c t e r i s t i c  f o r  
"MG algori thms of  the  second kind". 
i 
Although the r e s u l t s  o b t a i n e d  above do g i v e  v a l u a b l e  i n s i g h t  i n  t h e  
smoothing properties of re laxa t ion  schemes ,  the  loca l  mode ana lys i s  cannot  
t ake  the e f f e c t s  o f  s u c h  p r a c t i c a l  t h i n g s  as s u r f a c e  s l o p e  d i s c o n t i n u i t i e s  
and/or  nonuni form panel ing  of  the  sur face  in to  account .  A n-dimensional, 
d i sc re t e  Four i e r  t r ans fo rm o f  the  r e s idue  ampl i f i ca t ion  ma t r ix  I-AA, see 
appendix, given by 
/i7 F = f  kl =d; exp [ i  2 71 k l / n l ,  k,l = 0 ,  l y . . . , ( n - l ) y ( l ~ b )  
F - ~  = F ( t h e  complex conjugate)  , * ( 1 9 ~ )  
N 
i s  more su i tab le  to  s tudy  these  aspec ts  of  the  smooth ing  problem.  The mat r ix  
A i n  e q u a t i o n  (Iga) may e i t h e r  be an  ac tua l  i nve r se  ( N R S )  or the  implied in-  
ve r se  of an AF scheme. L e t  t h e  row sum of G be  def ined  by 
n- 1 
This  row sum can be shown t o  be an upper bound of the convergence factor of 
t h e  0 component o f  t h e  r e s i d u e  v e c t o r  i n  a r e s i d u a l  c o r r e c t i o n  i t e r a t i o n  
p rocess ,  where 8k = 271k/n occup ies  the  un ique  pa r t  o f  t he  f r equency  r ange  fo r  
k = 0,1, ..., n/2.  These cons idera t ions  a l low us t o  d e f i n e  a global smoothing 
f a c t o r  h by 
k 
ana logous  to  the  loca l  smoo th ing  f ac to r  ( eq .  ( 1 7 ) ) .  It  should be noted how- 
ever  t ha t  t h i s  g loba l  smooth ing  fac tor  i s  only an upper bound of the conver- 
gence of t h e  high-frequency components because t h e  t r ans fo rma t ion  in  eqs .  ( I g b )  
and  (19c )  r e su l t s  i n  a ma t r ix  G which i s  not  d iagonal ,  the  off-diagonal  ele- 
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ments  r ep resen t ing  the  coup l ing  o f  d i f f e r ing  f r equenc ie s .  
The g loba l  smoo th ing  f ac to r  o f  t he  AF scheme a p p l i e d  t o  t h e  s o u r c e  and 
double t  method for  the  KT0012 p r o f i l e  (see f i g .  1 )  has been determined using 
a Fast  Fourier Transform algorithm. The p a r t i c u l a r  AF scheme used i s  charac- 
t e r i z e d  as before  by  the  far  f ie ld  connec t ions  omi t ted  f rom equat ion  ( 1 1 )  and 
the  subsequent  zero  pa t te rn  forced  onto  the  incomple te  LU f a c t o r i z a t i o n  o f  t h e  
r e su l t an t   spa r se   ma t r ix .   These  two sets,  t h e  far f i e l d   c o n n e c t i o n s  a and  the 
z e r o  p a t t e r n ,  are d e f i n e d  b y  t h e  p a i r s  o f  i n t e g e r s  ( i , j )  s a t i s f y i n g  
li-j I > na and li+j-n-l I > n and i 4 n and j < n. 
Table 3 g i v e s  t h e  computed g l o b a l  s m o o t h i n g  f a c t o r s  f o r  n = 3 2 ,  64 , 128 and 256 
and f o r  na = 0, 1 , 2 and 4 .  From t h i s  table  the  fo l lowing  conc lus ions  are 
drawn. The smoothing improves as the dimension of the  nonze ro  pa t t e rn  na  i s  
increased.  There i s  no quali tative d i f fe rence  be tween the  source  and  double t  
method, the smoothing factors being approximately independent of the number of 
pane ls .  T h i s  i s  expected of the doublet  method, but the source method results 
are q u a l i t a t i v e l y  d i f f e r e n t  from those of t a b l e  2. Numerical experiments sug- 
g e s t  t h a t  t h i s  q u a l i t a t i v e  d i f f e r e n c e  i s  a d i r e c t  r e s u l t  o f  t h e  s u r f a c e  s l o p e  
d i s c o n t i n u i t y  a t  t h e  t r a i l i n g  e d g e .  
i j  
a (22) 
The s imilar i ty  between the source and doublet  method may a lso  be  observed  
from t h e  r e s u l t s  p l o t t e d  i n  f i g u r e s  4 and 5 where the  row sum xk i s  shown as 
func t ion  of  f requency ,  for  na  = 0 and 1 .  I n  c a s e  of na = 1 a typ ica l  smooth ing  
cha rac t e r  i s  observed, i . e .  the  convergence bound X decreases   wi th   increas ing  
frequency. 
k 
MULTIGRID ALGORITHM 
The mul t ig r id  a lgo r i thm i s  descr ibed  by the  fo l lowing  quasi-FORTRAN 77 
program, see also reference 9:  
SUBROUTINE MG ( i ,  R, u , r , p ,  m y  q )  9, R 
INTEGER p , q 
it ( a )  = i $ k = g  
1 IF (k .  E Q . l )  GOTOk4 
2 CALL SMOOTHING ( r  , u , p )  
rk-1 = RESTRICTION ( r k )  
k=k-1 $ uk=O $ i t ( k ) = m  
GOTO 1 
4 CALL DIRECTSOLVER ( r  , u ) 1 1  
5 I F  ( k . E Q . g )  RETURN 
k=k+ 1 
6uk = PROLONGATION ( u 
rk=$-- ~k ~ u k  8 .k =-& + 6uk 
it ( k )  = it ( k )  -1 
I F  (it ( k ) .  E&. zero)  GOTO 5 
GOTO 2 
END 'OF MG' 
k-1) 
CALL SMOOTHING (rk, uk , q >  
SUBROUTINE SMOOTHING (r  , u , pq)  k k  
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INTEGER pq 
DOkl 1 = 1  , pq 
6.u = RELAXATION SCHTiNE (rk) 
rk = $- - ~k 6 & $ Uk = uk + guk 
RETURN $ END 'OF SMOOTHING' 
1 CONTINUE 
One c a l l  t o  s u b r o u t i n e  MG (i, P- , u r , p ,  m y  q) performs i i t e r a t i o n s  
of t he  bas i c  mul t ig r id  cyc le  where  R i s  t h e  number of levels ,  k ( = a y  ..., I ) ,  
u t  t h e  i n i t i a l  s o l u t i o n  at level R ( t aken  equa l  t o  ze ro  i n  t h e  p r e s e n t  exam- 
p l e s )  and r R  t he  co r re spond ing  r e s idue  a t  level  R .  The parameters  p ,  q and m 
s p e c i f y  t h e  m u l t i g r i d  s t r a t e g y ,  m be ing  the  number of  times the  coarse  level  
co r rec t ion  i s  en tered  consecut ive ly .  
R R  
The o n l y  o p e r a t o r s  t h a t  r e m a i n  t o  c o m p l e t e  t h e  d e s c r i p t i o n  o f  t h i s  MG 
a lgori thm are t h e   r e s t r i c t i o n ,   p r o l o n g a t i o n   a n d   c o a r s e  leve l  equat ions A k . 
L e t  a p a n e l  d i s t r i b u t i o n  on l e v e l  R be denoted by h! ( i = 1  , . . . , n ) , where R 
h i s  the  pane l  l eng th  and nR the number o f  pane l s .  Def ine  the  coa r se  l eve l s  
r ecu r s ive ly   by  
1 
n - nk and  hik- 1 k-1 - k k k- 1 2 - h2i-1 + h2i  ( i = 1 ,  ..., n ) .  
L e t  t h e  r e s t r i c t i o n  o p e r a t o r  R k .  ( i = l , .  . . ( n  +ne) , j = 1 , .  . . , ( n  + n c ) )  and t h e  
prolongat ion  Pi j  ( i = 1  ). . . , (nk+nc) , j = 1  ,. . . , (nk- l+nc) )   be   def ined:  
k- 1 k 
k ILJ 
R i j  k = h. /h i  k k-1 f o r  j = l  ,.. . ,nk with i= IFIX (*) '+ 1 
J 
R i j  k = 1 f o r  j=  ( n  + 1 ) , . . . ,  ( n  +n ) with  i = j - n  
P! = 1 f o r  i = 1 , .  . . ,nk  with j= IFIX (-) 
k k k- 1 
C 
i+ 1
l j  2 
= 1 f o r  i = ( n  + l ) , . .  . , ( n  +n ) with j=i-n k k k- 1 
j C 
R k  - = 0 f o r  all o t h e r  p a i r s  of i n t e g e r s  ( i  , j ) 
i j  - 
Ak- 1 k k k  = R  A P ,  
which  choice  has  been  mot iva ted  by  the  resu l t s  of  Wesse l ing  ( R e f .  I l ) ,  who 
found the Galerkin coarse  gr id  approximation (eq.  24) t o  be  be t t e r  t han  coa r se  
g r i d  d i s c r e t i z a t i o n  of the continuous problem. 
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MULTIGRID CONVERGENCE 
I n  t h i s  s e c t i o n  we i l l u s t r a t e  t h e  c o n v e r g e n c e  c h a r a c t e r i s t i c s  of t h e  MG 
algorithm described above by applying it t o  a number of p o t e n t i a l  f l o w  problems, 
r e s t r i c t i n g  o u r s e l v e s  t o  t h e  s o u r c e  m e t h o d  a n d  t h e  AF scheme. 
The f i rs t  example p e r t a i n s  t o  t h e  KT0012 p r o f i l e ,  shown i n  f i g u r e  1 , 
p l a c e d  i n  a uniform flow and a t  an ang le  o f  a t t ack  o f  20 degrees .  The AF scheme 
used i s  cha rac t e r i zed  by  the  log ica l  expres s ion  (22 ) .  The convergence  h is tory ,  
the norm Lm o f  t h e  r e s i d u e  as f u n c t i o n  o f  t h e  number o f  f i n e  g r i d  r e s i d u e  
eva lua t ions ,  i s  shown i n  f i g u r e  6 where we have chosen n = 32, L = 2, p = 1 ,  
q = 1 , m = 1 .  Here we have defined 
b e i n g  t h e  r a t i o  o f  t h e  maximum norm o f  t h e  c u r r e n t  ( v )  r e s i d u a l  v e c t o r  rR and 
t h e  maximum norm of the i n i t i a l  ( V = O )  r e s i d u e ,  i . e .  t h e  r i g h t  hand s i d e  of 
equat ion ( 1 1 ) .  The observed  convergence  fac tor  in  f igure  6 i s  about  twice as 
good as the  g loba l  smoo th ing  f ac to r ,  which represents  an  upper  bound of the  
convergence  fac tor  of  the  h igh- f requencies  obta ined  from a one- leve l  ana lys i s .  
These  f ind ings  ind ica te  tha t  x i s  a rather conserva t ive  es t imate ,  a l though it 
i s  v e r y  r e a l i s t i c  w i t h  r e s p e c t  t o  t h e  e f f e c t  o f  t h e  n o n z e r o  p a t t e r n  n . a 
I n c r e a s i n g  t h e  number o f  l e v e l s  t o  5 ,  s e e  f i g u r e  7 ,  does not  change the 
asymptotic MG convergence  ra te ,  a l though the  in i t ia l  convergence  improves  
somewhat. Using t h e  AF scheme as a c l a s s i c a l  i t e r a t i o n  p r o c e d u r e  ( f i g .  7 )  , i .e.  
omi t t i ng  the  coa r se  level  c o r r e c t i o n s ,  i s  found t o  b e  q u i t e  i n e f f e c t i v e  as 
should have been expected from the Fourier analysis.  
Le t  u s  de f ine  the  canpu ta t iona l  work a s soc ia t ed  wi th  one residue evalua-  
t i o n  a t  t h e  f i n e s t  l e v e l  as work u n i t ,  i n  o r d e r  t o  b e  a b l e  t o  compare va r ious  
m u l t i g r i d  s t r a t e g i e s .  R e s u l t s  a r e  g i v e n  i n  table 4, i n d i c a t e  c o s t s  r a n g i n g  
from 2.0 t o  2.7 work u n i t s  p e r  IO-' r e d u c t i o n  i n  t h e  maximum norm o f  the  
r e s i d u a l  v e c t o r  o v e r  a r ange  o f  s t r a t eg ie s  p ,  q with  m = 1 .  Convergence t o  t h e  
level  o f  t h e  t r u n c a t i o n  e r r o r  i s  obta ined  wi th in  2 MG cyc le s .  MG s t r a t e g i e s  
with m = 2 ,  i . e .  e n t e r i n g  t h e  c o a r s e  leve l  c o r r e c t i o n  two t imes  consecut ive ly ,  
are found to  be  computa t iona l ly  less  e f f i c i e n t ,  see t a b l e  4. 
The second example i l l u s t r a t e s  t h e  c o n v e r g e n c e  of t h e  MG algori thm when 
a p p l i e d  t o  t h e  problem of a wing p l u s  f l a p  c o n f i g u r a t i o n  shown i n  f i g u r e  8. The 
convergence his tory i s  shown i n  f i g u r e  9 .  It i s  o b s e r v e d  t h a t  t h e  AF smoothing 
i s  q u i t e  e f f e c t i v e  f o r  na 3 1, al though w e  have  jus t  repea ted  the  nonzero  
p a t t e r n  f o r  s i n g l e - c o m p o n e n t  a i r f o i l s  g i v e n  i n  e x p r e s s i o n  ( 2 2 )  b y  a p p l y i n g  it 
to  each  submatr ix  cor responding  to  the  wing  a lone  and  f lap  a lone  f'or ( i , j )  < n.  
No z e r o  e n t r i e s  f o r  i > n o r  j > n have been created.  This zero pattern,  which 
neg lec t s  a l l  connec t ions  in  the  mat r ix  be tween wing and f l a p  f o r  ( i , j )  < n, 
r e s u l t s  i n  a c c e p t a b l e  AF smoothing f o r  a gap of 2.6 pe rcen t .  However i n  t h e  
limit of vanishing gap size f o r  a f ixed  pane l ing  we would,  of  course,  have to  
t a k e  some nonze ro  en t r i e s  r ep resen t ing  the  f l ap /wing  connec t ions  in to  accoun t  
if acceptab le  AF smoothing i s  t o  b e  r e t a i n e d  i n  t h i s  limit, as has been con- 
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firmed by numerical experiments. These observations clearly lead t o  t h e  r e -  
quirement that  a l l  near  f i e l d  connections have t o  be taken into account during 
the  cons t ruc t ion  of a p a r t i c u l a r  AF smoothing scheme. 
CONCLUSION 
Approximate f a c t o r i z a t i o n  (AF) r e l axa t ion  schemes provide a smoothing 
c a p a b i l i t y  that  allows one t o  c o n s t r u c t  a fast mul t ig r id  method f o r  s o l v i n g  
in tegra l  equat ions  of  the  second as well  as equat ions of  the f irst  kind. 
The l o c a l  mode ana lys i s  of Brandt (Ref. 4) i s  appl ied for t h e  s p e c i a l  
cases of an unbounded f l a t  p l a t e  and c i r c u l a r  c y l i n d e r  and p r e d i c t s  the qual- 
i ta t ive difference between mult igr id  problems of t h e  f irst  and second kind, 
where the  former has a smoothing factor independent of h and t h e  l a t te r  a 
smoothing f a c t o r  p r o p o r t i o n a l  t o  h .  For more rea l i s t ic  geometr ies ,  having  
su r face  s lope  d i scon t inu i t i e s  such  as a i r f o i l s ,  F o u r i e r  a n a l y s i s  p r e d i c t s  no 
qual i ta t ive difference between smoothing factors  obtained with the AF scheme 
when a p p l i e d  t o  i n t e g r a l  e q u a t i o n s  of e i t h e r  t h e  first or second kind. 
Numerical experiments show tha t  convergence t o  the l e v e l  of the t runca t ion  
e r r o r  of a second order  accurate  integral  method can be obtained within 2 MG 
cycles .  
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APPENDIX 
L e t  a r e s i d u a l  c o r r e c t i o n  i t e r a t i v e  scheme t o  s o l v e  t h e  m a t r i x  e q u a t i o n ,  
w i t h  t h e  i t e r a t i o n  i n d e x  v (=O, 1 ,  2 ,  . . .) .  S e t t i n g  t h e  i n i t i a l  s o l u t i o n  u 
e q u a l  t o  z e r o  r e s u l t s  i n  a n  i n i t i a l  r e s idue  r ( O )  e q u a l  t o  t h e  r i g h t  hand s i d e  
f .  The  column vec tor  6u(V+l)  i s  t h e  c o r r e c t i o n  t o  t h e  a p p r o x i m a t e  s o l u t i o n  
u ( V )  and i s  an approximate  inverse   of  A .  This   inverse  i s  e i t h e r   c o n s t r u c t e d  
(NRS scheme) or impl ied  by  the  AF scheme. For t h e  l a t t e r  c a s e  we have 
A = (-tu)-' . 
( 0 )  
N 
T h i s  i t e r a t i v e  scheme r e s u l t s  i n  a n  e r r o r  a m p l i f i c a t i o n  m a t r i x ,  Me 3def ined  by  
U 
( v + l )  - u = M (u") - u ) ,  
e v=O, 1 ,  2 y . . . ,  (A-4 )  
which r eads :  Me = I - '#A. The cor responding  res idue  ampl i f ica t ion  mat r ix ,  
def ined by 
i s  e q u a l  t o :  Mr = I - psi. I n  c a s e  A and x are e i ther  c i r c u l a n t  m a t r i c e s  or 
i n i f i n i t e  T o e p l i t z  m a t r i c e s  one f i n d s  '#A = f l  and Me = Mr. For a more gene ra l  
ma t r ix  A r e su l t i ng  f rom the  a i r fo i l  p rob lem,  equa t ion  ( I I ) ,  w e  have chosen t o  
ana lyze  the  res idue  ampl i f ica t ion  mat r ix  Mr .  The cho ice  o f  t he  ze ro  pa t t e rn  
(22)  i n  t h e  AF scheme when a p p l i e d  t o  t h e  ( n  + nc)-dimensional  matr ix  equat ion 
( 1 1 )  r e s u l t s  i n  a n-dimensional matrix M = I - a. r 
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T B L E  1.- THEORETICAL  SMOOTHING  FACTORS FOR DOUBLET NET€IOD 
WITH NORMAL-VELOCITY  BOUNDARY  CONDITIONS 
Unbounded f l a t  p l a t e  Ci rc .   cy l inder  
(a) 
3-p 5-p (b) :ig(c) 
eq. (18) eq.  (18) eq. (13) eq. (13) eq. (16) q. (16) 
AF AF 5-p 
5-p 
NRS 
5-P rn (dl AF 
n=512 n=128 
0.415  0.797 
0.0037 0.0037 0.0037  0.0 52  0.256 0.202 
0.0255  0.0252 0.0251 0.0422 0.421 0.321 
0.790  0.795  0.797 0.415 
0.406 
0.0103 0.0102 0.0102 0.0156 0.326 0.261 
0.0249 0.0232 0.0227 0.163 0.534 
a 3-point  differences 
5-poin t  d i f fe rences  
Natural  Relaxat ion Scheme 
Approximate Fac to r i za t ion  
C 
TABLE 2.- THEORETICAL  SMOOTHING  FACTORS  FOR SOURCE METHOD 
APPLIED TO CIRCULAR CYLINDER [equat ion ( 18) ; na=O] 
0.00792 0.00199 0.00397 
TABLE 3.- GLOBAL SMOOTHING  FACTORS OF APPROXIMATE  FACTORIZATION 
FOR  SOURCE AND DOUBLET METHODS  APPLIED TO KT0012  PROFILE 
r SOURCE METHOD DOUBLET  METHOD (5-p) 
256 
1.89 
0.23 
0.22 
0.10 1 
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TABLE 4 .- WORK UNITS PER 1 0-1 REDUCTION ( a )  I N  THE RESIDUE OVER A RANGE 
OF STRATEGIES. [AF smoothing,  na=l; KT0012, a=2Oo, n=256, R=5, i = b ]  
cP 
-E 
-E 
-4 
-2 
0 
2 
a Average values  over  last  2 MG cyc le s  of a t o t a l  of 4 MG cyc les .  
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Figure 1 . -  P r e s s u r e  d i s t r i b u t i o n  of 12 percent  th ick  K&m&-Tref f tz  prof i le  
wi th  1 5 O  t r a i l i n g  edge  angle ;  Discre t iza t ion  error of t h i s  solu- 
t i o n  as func t ion  of t h e  number of pane l s .  
-3 
0.0 0.25 0.50 0.75 1 .o 
Figure 2.- Convergence  factor as function  of  frequency  for  doublet  method 
(equation (13) with  5-point  differences);  na=O  and 1, AF scheme. 
LOG ( p )  
Figure 3.- Convergence  factor  as  function of frequency  for  doublet  method 
(equation (13) with  5-point  differences); n =2 and 4, AF scheme. a 
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Figure 4.- Row sum of  amplif icat ion matr ix  G as funct ion of  f requency for  
source method; KT0012, n=256, na=O and 1 ,  AF scheme. 
 LOG^^ ( A  1 
-1 .ol I I I 
0.0 0.25  0.5 0.75 1 
Figure 5.- Row sun of  amplif icat ion matr ix  G as func t ion  of frequency f o r  
doublet  method; KT0012, n=256, na=O and 1 ,  AF scheme. 
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Figure 6.- Convergence  history cf MG algorithm; 2 levels,  source  method, 
AF scheme. 
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Figure 7.- Convergence  history of MG algorithm; 5 levels,  source  method, 
AF scheme. 
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Figure 8.- Pressure  distribution of NLR 7301 plus 32 percent f lap at 6 degrees 
incidence. 
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Figure 9.- Convergence  history  of MG algorithm; 5 levels, source  method, AF 
scheme. 
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1. In t roduc t ion  
Multigrid methods are g e n e r a l l y  v e r y  e f f e c t i v e  f o r  s o l v i n g  d i f f e r e n t i a l  
boundary  value  problems.  This i s  t rue  because  the  smooth e r r o r ,  which i s  
slow to  conve rge  du r ing  r e l axa t ion ,  is reduced by i t e r a t i n g  on the problem 
p ro jec t edon to  coa r se r  g r ids ,  where  r e l axa t ion  i s  both cheaper and more e f -  
f i c i en t .  F ine  g r id  r e l axa t ion  can  then  be v iewed as an a t t e m p t  t o  e l i m i n a t e  
the  h igh  f requency  er ror .  
I n  l i e u  of c o a r s e  g r i d  i t e r a t i o n s ,  one  can, i n  f a c t ,  modify the f ine 
g r i d  r e l a x a t i o n  p r o c e s s  i n  o r d e r  t o  r e d u c e  t h e  smooth e r r o r  d i r e c t l y  on the  
f i n e  g r i d  ( i . e . ,  w i t h o u t  t h e  u s e  of coa r se r  g r ids  a t  a l l ) .  Under c e r t a i n  
assumptions (see s e c t i o n  3 ) ,  t h e  r e s u l t i n g  method, so-called u n i g ~ d  [l] , 
i s  t h e o r e t i c a l l y  e q u i v a l e n t  t o  c o n v e n t i o n a l  m u l t i g r i d  b u t  h a s  s i g n i f i c a n t l y  
d i f fe ren t   computa t iona l   charac te r i s t ics .   For   example ,   un igr id   requi res  less 
s to rage  and s h o r t e r  c o d e ,  b u t  s i g n i f i c a n t l y  more a r i t h m e t i c  work. More i m -  
p o r t a n t l y ,  i t  i s  much easier t o  a p p l y  t o  a given problem because most of t he  
design work f o r  t h e  g r i d  t r a n s f e r s  and coa r se  g r id  ope ra to r s  i s  automatic .  
Thus,  exis t ing sof tware packages that  solve possibly very complex  problems 
by SOR, f o r  example ,  can  be  eas i ly  modi f ied  for  appl ica t ion  of un igr id .  This  
can usually be done by making a few changes i n  t h e  r e l a x a t i o n  r o u t i n e  w i t h o u t  
impacting  any of t he  o the r  so f tware  rou t ines  o r  da t a  s t ruc tu res .  These  f ea -  
t u r e s  make u n i g r i d  e f f e c t i v e  as a mul t igr id  sof tware  s imula tor  for  qu ick  and 
easy  de te rmina t ion  of t h e  a p p l i c a b i l i t y  of m u l t i g r i d  t o  a given problem. 
Unigrid is developed i n  s e c t i o n  2,  i ts  r e l a t i o n s h i p  t o  m u l t i g r i d  is des- 
c r i b e d  i n  s e c t i o n  3 ,  some simple theory i s  p r e s e n t e d  i n  s e c t i o n  4 ,  and i ts  
use i s  i l l u s t r a t e d  w i t h  a North Atlant ic  basin oceanographic  model problem 
i n  s e c t i o n  5. This   appl ica t ion   demonst ra tes  how unigrid  (and,  hence,   multi-  
g r id)  can  be  used  e f f ic ien t ly  wi th  vec tor  computers  on problems with irregu- 
lar domains. 
2. Unigrid 
Assume given the d-dimensional  operator  equafion:  
(2.1) AU = F, U E ffl, 
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where A: ffl -f ff2 is a l i n e a r  o p e r a t o r  and ff and ff are appropr i a t e   H i lbe r t  
spaces  of  funct ions def ined on a reg ion  s2 i n  R , d > 2. Assume tha t  (2 .1 )  
admi t s  d i sc re t i za t ions  by  a family of matrix equat ions ,  parameter ized  by 
d m h i b l e  gnid Aizef ,  h > 0 and given by: 
' d  2 
(2.2) A U  = f ,  U h ~ H h ,  
h h  h 
h 
where ffh = Rn and  nh is  an   i n t ege r   ( approx ima te ly   p ropor t iona l   t o   h -d ) .  Up- 
per  case  U w i l l  deno te  the  exac t  so lu t ion  o f  (2 .2 )  and  lower case uh i t s  ap- 
proximation. The g r i d  t r a n s f e r s  are f u l l  r a n k  l i n e a r  o p e r a t o r s ,  r e p r e s e n t e d  
by 12. f' -+ ffh, t h a t  s a t i s f y  t h e  c o n s i s t e n c y  c o n d i t i o n  I- = I ,I- f o r  ad- 
mis s ib l e  G ,  h ' ,  h when < h '  < h o r  > h '  > h. 
h 
h h h '  
h '  h h h  
h 
The o b j e c t i v e  is to  r educe  the  e r ro r  f rom a current  approximation u i n  
the  subspace  def ined by a set of d i r e c t i o n s  V = (dl, d2 ,  ... d )cH . L e t t i n g  
Dh = [dl ,  d2,  . . . d ] , then  a R i t z  p ro jec t ion  can  be  per formed tha t  cor rec ts  
uh by a f u n c t i o n  i n  t h e  s p a c e  of vh, so t h a t  t h e  p r o j e c t i o n  of t h e  r e s u l t i n g  
res idua l   over   the   subspace  is zero.   This   leads  to   the  problem  of   f inding 
Some s = ( s l ,  ... , sn)T so  t h a t :  
h h 
n 
n 
DhL [Ah (uh + Dhs)  - f ] = 0 h 
This  can be rewri t ten as: 
D A D s = DhT [ f h  - Ahuh] hT h h 
Gauss-Seidel  re laxat ion on th i s  sys t em wi th  some i n i t i a l  a p p r o x i m a t i o n  s and 
a new approximation  can  be  wri t ten as: 
h 
i = 1, 2, ... n 
u can  then  be  corrected  by: h 
h 
I f  A is l inea r ,   t hen   co r rec t ions   can   be  made t o  u d i r e c t l y ,   r a t h e r  
h 
t h a n  t o  s ,  r e s u l t i n g  i n  t h e  dinec;tiand i,tm&an 
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( f h  - A h h  u , di> 
Uh + Uh + d 
(A di,  di> i 
where l e f t  arrow  denotes  replacement.   Rewriting ( 2 . 3 )  as: 
then one AWeep w i t h  i n i t i a l  g u e s s  uh c o n s i s t s  of i t e r a t i n g  w i t h  ( 2 . 4 )  i n  se- 
quence  over d k = 1, 2 ,  ... n . For  example,  Gauss-Seidel is s p e c i f i e d  by 
the   choice  d = eh the   k th   coord ina te   vec to r   i n  ff . 
h 
k '  h 
k k '  
To d e f i n e  u n i g r i d  f o r  a g iven  admiss ib l e  g r id  s i ze  h = Ho, suppose 
m - > 1 is an  in teger  so t h a t  H = 2qH are admiss ib le ,  q < m.  Now de f ine  the  
d i r e c t i o n  sets for  un igr id  accord ing  to :  
4 0 - 
H H 
k H k .  
h 
where d = I e ' Thus ,   t he   d i r ec t ions  on l ev& q are j u s t   t h e   r e l a x a t i o n  
d i r e c t i o n s  on g r i d  H t r a n s f e r r e d  t o  g r i d  h = H 
9 
q 0 '  
One of t h e  many p o s s i b l e  u n i g r i d  schemes i s  d e s c r i b e d  i n  terms of the  
r e l a x a t i o n  parameters v and v and the   cyc l ing  parameter 1-1. The unigr id  
cyc le s  are then  def ined  recurs ive ly  by:  one  unigr id  cyc le  on level q con- 
C 
H 
k '  sists f i rs t  of v u n i g r i d  r e l a x a t i o n  sweeps v i a  ( 2 . 4 )  w i t h  d i r e c t i o n s  d 4 H 
k = 1, 2 ,  . . . n ', fo l lowed  fo r  q < m by p cyc le s  on l e v e l  q+l and f o r  i = m 
by v more  sweeps v i a  ( 2 . 4 ) .  
"
C 
Remark The d i r e c t i o n s  d e f i n i n g  u n i g r i d  depend no t  d i r ec t ly  on  the  ope ra to r  
A bu t  r a the r  on  the  domain R .  U s i n g  l i n e a r  i n t e r p o l a t i o n ,  t h e n  t h e s e  d i r e c -  
t i o n s  dh are i n  f a c t  t h e  ith g r i d  6 c o o r d i n a t e  v e c t o r s  i n t e r p o l a t e d  t o  g r i d  
- 
i 
I n  one-dimension, t h i s  is i l l u s t r a t e d  by the  fo l lowing  f igu res .  
f 
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F o r  r e c t a n g u l a r  R 
f u n c t i o n s ,   o n e   i n  
c r i b e d  as f o l l o w s .  
i n  two-dimens ions ,  each  d i rec t ion  i s  a p roduc t  o f  two such  
x a n d  t h e  o t h e r  i n  y ,  r e s u l t i n g  i n  t h e  " t e n t "  f u n c t i o n  d e s -  
W i t h   t h e   u s u a l   d o u b l e   s u b s c r i p t   n o t a t i o n   a n d  nh = N x N , then   dh  = h h  
h k, R eh f o r  h = Ho, 1 < k,  R < N . The c o a r s e  g r i d  d i r e c t i o n s  are d e f i n e d  so  
k, - - 
H 
t h a t  t h e  i , j  component  of d ' is:  
k ,  R 
Th i s   a s sumes   t ha t   t he   po in t   deno ted   by   (k ,R)  i s  a p o i n t  of t h e  H g r i d .  
4 
I n  i r r e g u l a r  r e g i o n s  w h e r e  b o u n d a r i e s  do n o t  l i e  o n  c o a r s e  g r i d  l i n e s ,  
t h e r e  are several o p t i o n s  p o s s i b l e  f o r  t r e a t i n g  t h e s e  b o u n d a r i e s .  The  most 
obvious,  which i s  a n a l o g o u s  t o  t h e  u s u a l  m u l t i g r i d  a p p r o a c h ,  i s  t o  d e f i n e  t h e  
d i r e c t i o n s  as t h e  i n t e r p o l a t e d  c o a r s e  g r i d  c o o r d i n a t e  v e c t o r s  a n d  u s e  t h e  
( z e r o )   b o u n d a r y   c o n d i t i o n s   p r o p e r l y   i n   i n t e r p o l a t i o n .   T h i s  i s  i l l u s t r a t e d  i n  
one-dimension  by d as i n :  2 
N o t e  t h a t  t h i s  r e q u i r e s  s p e c i a l  h a n d l i n g  of t h e  c o a r s e  g r i d  p o i n t s  t h a t  are 
ad jacen t   t o   t he   boundary .   Ano the r   app roach  i s  s i m p l y  t o  i g n o r e  t h o s e  d i r e c -  
t i ons   wh ich   wou ld   ove r l ap   t he   boundary  s o  t h a t  d i s  s u p p r e s s e d  as i n :  2 
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I n  s e c t i o n  5 ,  t h i s  w i l l  b e  r e f e r r e d  t o  as t h e  c 0 W c ; t e d  boundmy method. 
This means t h a t  some points  near  the boundary are not  cor rec ted  by 
smooth e r r o r  i t e r a t i o n s ,  so the danger  is that convergence is slowed  (see  sec- 
t i o n  5 ) .  
Ano the r  poss ib i l i t y  i s  t o  e n l a r g e  t h e  r e g i o n ,  R, s o  t h a t  i t  i s  a l igned  
w i t h  t h e  c o a r s e  g r i d  d i r e c t i o n s ,  b u t  i g n o r e  c o r r e c t i n g  t h a t  p a r t  of t h e  ex- 
panded reg ion ,  R, tha t   does   no t  l i e  i n  t h e  i n t e r i o r  of R .  This  i s  i l l u s t r a t e d  
by : 
dl d2 
Note t h a t  t h i s  method, 
does  no t  r equ i r e  ex t r a  
computed  once fo r  each  
of a m a t r i x  s t e n c i l .  
which is h e r e  c a l l e d  t h e  expafded boundmy approach, 
information a t  the boundaries  s o  t h e  d i r e c t i o n s  c a n  b e  
g r i d  o v e r  t h e  e n t i r e  domain R and s t o r e d  i n  t h e  form 
3 .  Mult igr id  
One mul t ig r id  cyc le  on problem (2 .2 )  with present  approximation u , h 
r igh t -hand s ide  Eh ,  and h = H , i s  denoted by MGh(uh,fh)  and def ined  recur -  
s ive ly  by:  
4 
For q = m,  MGh(uh, fh)  cons is t s  of  v i- v re laxa t ion  sweeps  v ia  
( 2 . 4 )  w i t h   d i r e c t i o n s  e k = 1, 2 ,  ..., n . 
For q < m ,  MG (uh, f ) c o n s i s t s  o f :  
h 
k’ 
C h 
-h 
h 
Step 1. Perform v r e l a x a t i o n  sweeps v i a  ( 2 . 4 )  wi th  d i r ec -  
h h 
IC’ t i o n s  e. k = 1, 2, . . . , n . 
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Step 2. Let  rh = F~ - ~ ~ u ~ ,  r2h = 
form u grid  2h  cycles  via 
2h r .  
Step 3. Set uh + uh + ~~~u . h 2h 
12hrh, u~~ + 0, and  per- 
MG2h(~ f ) with f - 2h  - - 
Multigrid  is  theoretically  equivalent  to  unigrid if, as  is  henceforth 
assumed,  the  formulation  of  the  coarser  grid  equations  satisfies  the vania-
. t i and  c a v r d l t i o ~  :
( 3 . 1 )  A2h = Ih A I 
2h h  h 
2h 
where a is a scaler.  To  see  this,  consider  the  following immediate kep.f?ace- 
me& multigrid  algorithm.  The  method  depends  directly  on  the  fine  grid  right- 
hand  side f and  its  cycles  on  grid h = H are  denoted  by  MGIR (f ) ,  where q 
is  used  in  place  of H as  a  subscript  or  superscript. It is  characterized  as 
a  modification  of  conventional  multigrid  applied  to  (2.2)  in  which  all  coarse 
grid  changes  are  immediately  reflected  in  the  fine  grid  approximation  and  the 
fine  grid  residual  is  recomputed  and  used  to  redefine  the  coarse  grid  equa- 
tions.  The  algorithm  is  defined in terms  of  MGIR (f ) by: 
h 
HO 0 
q  q 
9 
0 
q 
For q = m, MGIR (f ) consists of performing v + v relaxation  sweeps 
via : 
0 
9 0 
For q < m, MGIR ( f  ) consists  of v relaxation  sweeps  via ( 3 . 3 )  followed 
by 1.1 levels q - 1 cycles  via  MGIR (fo) . 
0 
9 
4 -1 
Note  that  the  immediate  fine  grid  correction  is  incorporated  in  the  relaxa- 
tion  scheme.  This  scheme  on a  level q > 0 is  just (2.3) with  up = 0, 0 < p < 
q, and  rq = I:(f - A u ) ,  followed  by  interpolation  of  the  correction  direct- 
ly  to  the  finest  grid. 
0 0 0  
- 
It  is  not  difficult  to  see [l] that  MGIR  is  fully  equivalent  to  MG  un- 
der  condition (3.1) - (3.2). This  is  done  by  noting  what  the  status  of  in- 
termediate  MG  calculations  would  be  if  coarse  grid  changes  were  immediately 
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r e f l e c t e d  i n  t h e  f i n e  g r i d  a p p r o x i m a t i o n .  By examining   the  i t e ra t ive  formu- 
lae,  i t  is e a s y  t o  see t h a t  MGIR and  un ig r id  are i d e n t i c a l ,  f r o m  w h i c h  i t f o l -  
lows that  m u l t i g r i d  d e s i g n e d  a c c o r d i n g  t o  the v a r i a t i o n a l  c o n d i t i o n s  ( 3 . 1 )  - 
(3.2) i s  t h e o r e t i c a l l y  e q u i v a l e n t  t o  u n i g r i d .  
Unigrid code i s  t y p i c a l l y  v e r y  c o m p a c t ,  p a r t l y  b e c a u s e  it lacks the 
m o d u l a r   s t r u c t u r e   o f   m u l t i g r i d   s o f t w a r e .   T h i s  is o n e  r e a s o n  t h a t  u n i g r i d  
code   can   be   deve loped   very   qu ick ly .  Also,  t h e r e  are fewer d e s i g n  c h o i c e s  
w i t h  u n i g r i d ,  since the c o a r s e  g r i d  a n d  g r i d  transfer o p e r a t o r s  are automat- 
i c a l l y  d e t e r m i n e d .  T h i s  a l s o  a d d s  t o  ease of  programming,  but restricts t h e  
f l e x i b i l i t y  o f  t h e  m e t h o d .  The   des ign   o f   un ig r id   a l so   gua ran tees   conve rgence  
i n d e p e n d e n t l y  o f  t h e  c h o i c e  o f  t h e  c o a r s e  level i t e r a t i o n  d i r e c t i o n s  a n d  cy- 
c l ing  scheme,  s o  mistakes may s l o w  c o n v e r g e n c e  b u t  d o  n o t  r e s u l t  i n  d i v e r -  
gence as o f t e n  as f o r  m u l t i g r i d .  
T h i s  ease of programming and small p rogram s i ze  makes  un ig r id  an  e f f ec -  
t ive  method t o  t es t  t h e  c o n v e r g e n c e  b e h a v i o r  o f  m u l t i g r i d  f o r  many a p p l i c a -  
t i o n  p r o b l e m s .  It can e a s i l y  b e  u s e d  t o  r e p l a c e  t h e  u s u a l  r e l a x a t i o n  o f  
d i r e c t  s o l v e r s  i n  e x i s t i n g  p r o g r a m s  i n  o r d e r  t o  p e r f o r m  s u c h  a f e a s i b i l i t y  
test .  O f  c o u r s e ,  t h e  amount of work  involved  makes  any  comparison  of  solu- 
t i o n  t i m e  m e a n i n g l e s s ,  b u t  a c t u a l  m u l t i g r i d  e f f i c i e n c y  c a n  b e  d e t e r m i n e d  by 
a p p l y i n g  t h e  u s u a l  m u l t i g r i d  o p e r a t i o n  c o u n t s  t o  t h e  u n i g r i d  c y c l i n g  s c h e m e .  
Since the methods are e q u i v a l e n t  i n  terms o f  r e s u l t s  when m u l t i g r i d  is i m -  
p l emen ted  acco rd ing  to  (3.1) - ( 3 . 2 ) ,  t h e n  u n i g r i d  w i l l  a c c u r a t e l y  r e p r e s e n t  
t he  numer i ca l  pe r fo rmance  o f  such  a v a r i a t i o n a l l y  f o r m u l a t e d  m u l t i g r i d  
scheme. 
4 .  Theory 
Assuming t h a t  Ah i s  s y m m e t r i c  a n d  p o s i t i v e  d e f i n i t e ,  d e f i n e  t h e  enmgy 
innen p 4 o d u c t  and nottm on Hh by: 
A 
and 
[[xh I [  = <A x , x > , h h h 1 / 2  
Ah 
r e s p e c t i v e l y .  L e t  w d e n o t e  t h e  set  of a l l  A - u n i t  e i g e n v e c t o r s  o f  Ah whose 
e i g e n v a l u e s  are n o  l a r g e r  t h a n  X and l e t  y d e n o t e  i t s  Ah-orthogonal  comple- 
ment .   Let  G d e n o t e   o n e   p a s s  of (2.4)  over the f i n e   g r i d   d i r e c t i o n s  P and 
h h 
x h 
X 
assume i t  spans  ff . F o r   e a c h   i n t e g e r  v > 1, d e f i n e G x Y v  as t h e  r e s t r i c t i o n  h 
-'I2( (G ) ) A (G ) (A  ) of (A 1 t o  y , .  (Fo r   J acob i - type   ve r s ions  o f  h v T h   h v   h - 1 / 2  h 
- 
( 2 . 4 ) ,   t h i s  l a t te r  o p e r a t o r   s i m p l i f i e s   t o  (G ) .) Then, w i t h  2m t h e   d e g r e e  h 2v 
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o f  t h e  d i f f e r e n t i a l  o p e r a t o r  i n  (2.1), assume ( c f . ,  [2]): 
- A l .  The re  ex i s t s  cons t an t s  a > 0 and c < a independent of h and so  
t h a t :  0 
f o r  a l l  admiss ib le  h and a l l  w E W where  R(I ) i s  the   r ange  of 
of 12h. (Note t h a t  R(12h) = Span ( 0  ), t h e   c o a r s e   g r i d d i r e c t i o n s . )  
h h 
h h 2h 
1 
A2. T h e r e   e x i s t   c o n s t a n t s  c - 1’ c2 > 0 wi th  c1 < 1 and c2 5 (cl + l)h-2m/ 
p(A ) ,  where p ( A  ) i s  t h e  s p e c t r a l  r a d i u s  o f  A , s o  t h a t :  h h h 
THEOREM. Suppose p > 1 and m and v are s o  t h a t  t h e  e r r o r  from c o a r s e s t  
level d o e s  n o t  s i g n i f i c a n t l y  c o n t r i b u t e  t o  t h e  f i n e s t  level  e r r o r .  Then 
t h e r e  e x i s t s  a v independent of h s o  t h a t  u n i g r i d  c o n v e r g e s  t o  t h e  s o l u t i o n  
of  (2.2) by a f i x e d  l i n e a r  rate independent  of  h. 
0 
PROOF. This  theorem fo l lows  f rom the  resu l t s  of  sec t ion  3 t h a t  re la te  uni- 
g r i d  t o  m u l t i g r i d  and  from the  theo ry  o f  [2 ]  s l i gh t ly  mod i f i ed  to  accoun t  
f o r  t h e  class of r e l a x a t i o n  methods depicted in  (2 .4) .  
Relaxa t ion  does  not  genera l ly  minimize  the  res idua l  e r ror ,  a l though i t  
should   approximate ly .   In   fac t ,  when d i r e c t  a p p l i c a t i o n  of un ig r id   t o   (2 .2 )  
exhibi ts  convergence but  does not  monotonical ly  reduce the residual  error  on 
t h e  c o a r s e  l e v e l s ,  t h i s  i s  a s i g n a l  t h a t  t h e  d i r e c t i o n s  f o r  r e l a x a t i o n  are 
improperly def ined.  They should  be  chosen  to  approximate  the amaoa3i eigen-  
v e c t o r s  of Ah, t h a t  is ,  those that  belong to  the lower end of  i t s  spectrum. 
This  would e n s u r e  t h a t  r e l a x a t i o n  q u i c k l y  e l i m i n a t e s  t h e  ahc,iJ?LdtatLy eigen-  
v e c t o r  components of t h e  e r r o r  w i t h  l i t t l e  e f f e c t  on t h e  smooth ones.  Since 
the spectrum of Ah t h a t  c o r r e s p o n d s  t o  t h e s e  o s c i l l a t o r y  components i s  
ktehJ%V&y narrow, then there i s  a c l o s e  r e l a t i o n s h i p  b e t w e e n  e r r o r  i n  t h e  
energy norm, f o r  which r e l a x a t i o n  i s  a minimizer ,  and  the  res idua l  e r ror  
norm. The r e s i d u a l  norm is  not  generallymiLzimized by r e l a x a t i o n ,  b u t  a 
proper  choice of  direct ions coupled with a good smoothing ra te  e n s u r e s  t h a t  
i t  w i l l  be monotonically kteducd. 
5. Numerical  Results 
Th i s  s ec t ion  con ta ins  a r e p o r t  on numerical  experiments  with unigr id  
a p p l i e d  t o  t h e  s o l u t i o n  of t h e  model problem: 
-v u +  xu = f i n  R 2 
u = g  on 2R 
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where R i s  a n  i r r e g u l a r  domain used  to  desc r ibe  the  Nor th  At l an t i c  bas in .  In  
t h i s  c a s e ,  R i s  r ec t angu la r  on t h r e e  s i d e s  b u t  i r r e g u l a r  on t h e  f o u r t h ,  as 
depicted by: 
X is  a given function which i s  se t  t o  t h e  c o n s t a n t  64 i n  t he  fo l lowing  expe r -  
iments.  (Such a v a l u e  f o r  A r e s u l t s  i n  s t r o n g  p o s i t i v e  d e f i n i t i v e n e s s  of t he  
o p e r a t o r  i n  ( 5 . 1 ) .  l e a d i n g  t o  v e r y  f a s t  c o n v e r g e n c e  rates f o r  m u l t i g r i d .  
However, such a va lue  is  f a i r l y  real is t ic  f o r  t h i s  a p p l i c a t i o n  and sharply 
depicts the disadvantage of using the contracted boundary method descr ibed 
i n  s e c t i o n  3 . )  In  these  expe r imen t s ,  t he  f ine  g r id  spac ing  is h = 0.0625 
and the  rectangle   encompassing R is  [0 ,3 ]  x [0 ,2 ] .  In  each  case, a very  
s imple  gr id  cyc l ing  scheme wi th  fou r  g r ids  i s  used, where each cycle involves 
th ree  r e l axa t ions ,  each  pe r fo rmed  in  tu rn  on g r ids  8h ,  4h, 2h,  and  h.  Four 
cyc le s  are made fo r  each  of the  three  problems,  wi th  u = 0 as t h e  i n i t i a l  
guess.  The u s u a l  c e n t r a l  f i n e  p o i n t  s t e n c i l  w a s  used t o  d i s c r e t i z e  (5.1). 
The  main f e a t u r e  of t h e  d i s c r e t i z a t i o n  o f  (5.1) is  t h a t  t h e  boundary is  
enforced  to  pass  through gr id  h vertices. Al though  th i s  r ep resen t s  on ly  an  
approximation to  the actual  boundary (of reduced order) ,  i t  has  conserva t ive  
p r o p e r t i e s  t h a t  are n o t  e a s i l y  o b t a i n e d  any o the r  way. More s p e c i f i c a l l y ,  
conserva t ion  of k i n e t i c  e n e r g y ,  v o r t i c i t y ,  and e n s t r o p h y  i n  a d i s s i p a t i o n l e s s  
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f i n i t e  d i f f e r e n c e  d i s c r e t i z a t i o n  of atmospheric diffusion problems can be 
eas i ly  gua ran teed  when the  g r id  po in t s  and  i r r egu la r  boundary  po in t s  co in -  
c i d e  ( c f . ,  [ 3 ] ) .  However, a l t h o u g h  t h i s  is  an  advantage when used  on a vec- 
t o r  p r o c e s s o r ,  c o a r s e  g r i d s  i n  t h e  u s u a l  m u l t i g r i d  p r o c e s s  w i l l  no t  gene ra l ly  
s h a r e  t h i s  s i m p l i f i e d  p r o p e r t y .  The ques t ion  then  is whether  or  not  one  of 
t h e  means f o r  p r e s e r v i n g  t h i s  f e a t u r e  on coarser grids (namely, boundary con- 
t r ac t ion  o r  expans ion )  w i l l  ma in ta in  the  e f f i c i ency  o f  t he  usua l  mu l t ig r id  
process .  Such i s  t h e  o b j e c t i v e  o f  t h e  e x p e r i m e n t s  r e p o r t e d  i n  t h i s  s e c t i o n .  
To compare the  con t r ac t ed  and expanded boundary methods with the usual 
mu l t ig r id ,  un ig r id  w a s  used on the Cray 1 a t  NCAR as a s i m p l e  t o o l  t o  simu- 
l a t e  multigrid performance. Instead of comparisons with the usual multigrid 
on t h e  i r r e g u l a r  r e g i o n ,  i t  was much s i m p l e r  t o  compare t h e  two methods with 
the analogous ( i .e. ,  natural ly  extended)  problem defined on t h e  e n t i r e  rec- 
t ang le  [0,3] x [0,2].  Thus, a func t ion  U on t h i s  r e c t a n g l e  w a s  chosen   to  
determine f and the  usua l  un igr id  a lgor i thm w a s  run on t h e  f u l l  r e c t a n g l e .  
The r e s u l t s  are d e p i c t e d  i n  t h e  f i r s t  column of t h e  t a b l e .  Both the  con- 
t r a c t e d  and  expanded  boundary  methods were also t r i e d  w i t h  t h e  same f ,  b u t  
with f r e s t r i c t e d  t o  t h e  i r r e g u l a r  r e g i o n  R .  The r e s u l t s  are d e p i c t e d  i n  
the  second  and  third  columns  of   the  table ,   respect ively.  Note the   s eve re  
degradat ion in convergence  for  the  contracted  boundary  method. A s  might  be 
expected, however, there is  almost no l o s s  of e f f i c i e n c y  w i t h  t h e  expanded 
boundary approach. 
Although these are admi t ted ly  very  l imi ted  exper iments ,  they  represent  
the  numer ica l  exper ience  wi th  severa l  such  tests t h a t  were conducted. Gen- 
e r a l l y ,  a l t h o u g h  f u l l  m u l t i g r i d  (FMG) v a s t l y  and expectedly improves the 
performance of the contracted boundary method, i t  remains somewhat less e f -  
f i c i en t  t han  conven t iona l  mu l t ig r id .  On the  other  hand,  the  expanded boun- 
dary method seems gene ra l ly  as (o r  nea r ly  as) e f f i c i e n t ,  and t h e r e f o r e ,  
p re fe r r ab le  to  the  usua l  mu l t ig r id  approach ,  e spec ia l ly  f o r  use  on vec tor  
processors  such as t h e  Cray 1. 
244 
I I DYNAMIC RESIDUAL ERROR 
I 
Cycle Relaxation hltigrid on 
- Number Level [0,31 x [0,21 
8h 
'
4h 
2 11 4.270Ei-02 
8.350E+01 
2.200EM0 
h 1.090E+02 
1.784EW1 
7.771E+OO 
4h 3.236E+01 
8.235E-01 
3.198E-02 
2 a
2h 6.099E+00 
l.l39E+OO 
2.956E-01 
I I I 
h 1.363E+00 
2.232E-01 
1.048E-01 
Contract 
Multigrid 
On 'd 
6.027E+03 
1.147E+03 
1.753E+02 
2.384E+03 
8.864E+Ol 
3.92  7E+00 
5.663Ei-02 
1.359Ei-02 
4.139EMl 
2.716EM2 
8.348E+Ol 
3.836EM1 
3.602E+Ol 
6.381E+OO 
1.145E+00 
3.607E+01 
1.383E+OO 
6.425E-02 
4.050E+01 
1.006E+01 
3.073E+OO 
2.03OE+Ol 
9.095E+OO 
4.764E+OO 
Expanded 
Multigrid 
On 'd 
7.418E+03 
2.465E+03 
1.037E+03 
2.364E+03 
2.5983+02 
2.187E+02 
4.311Ei-02 
1.002E+02 
2.602EMl 
1.437E+02 
2.630EMl 
9.057E+OO 
3.749E+01 
9.451E+OO 
4*826E+00 
3.166E+01 
4.491E+00 
2.348E+OO 
6.358E+00 
1.373E+OO 
3.161E-01 
2.116E+00 
4.554E-01 
1.694E-01 
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Cycle 
Number 
3 
4 
3elaxa t ion 
Level 
8h 
2h 
h 
8h 
4h 
2 11 
h 
T DYNAMIC  RESIDUAL  ERROR 
{ultigrid  On 
[0,31 x [0,21 
3.602E-01 
8.874E-02 
2.134E-02 
3.599E-01 
8.122E-03 
3.198E-04 
1.127E-01 
2.044E-02 
5.259E-03 
2.329E-02 
4.590E-03 
2.076E-03 
4.434E-03 
9.947Ey04 
2.325E-04 
4.7  74E-03 
1.055E-04 
4.965E-06 
2.096E-03 
3.632E-04 
9.150E-05 
6.079E-04 
1.561E-04 
6.461E-05 
Contract 
On R On 52 
Multigrid  Multigrid 
Expanded 
9.720E-01 5.507E-01 
3.5383-02 1.325E-01 
7.684E-03 9.404E-02 
3.644E+OO 
1.064E-01 6.083E-03 
1.743E-01 1.276E-01 
4.807E-01 
4.954E+00 
9.587E-03 3.595E-01 
3.299~02 1.126E+00 
1.354E-01 
2.687E+00 
1.035E-02 1.272E+OO 
4.209E-02 
7.181E-01  4.465E-03 
1.617E-01 
3.872E-03  5.582E-04 
4.178E-03  4.012E-03 
8.480E-03 
6.814E-01 
3.061E-03  1.167E-03 
4.446E-03  2.275E-02 
9.658E-03 
7.891E-01 
2.512E-04  5.688E-02 
7.559E-04 1.697E-01 
3.475E-03 
4.213E-01 
1.59OE-04 1.243E-01 
3.633E-04 2.089E-01 
1.248E-03 
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BLACK BOX MULTIGRID 
J. E. Dendy, Jr. 
Los  Alamos  National  Laboratory 
Abstract 
One  major  problem  with  the  multigrid  method  has  been  that  each  new 
grid  configuration  has  required  a  major  programming  effort  to  develop  a 
code  that  specifically  handles  that  grid  configuration. Such  a  penalty  is 
not required for methods  like SOR, I C C G ,  etc.; in these  methods,  one  need 
only  specify  the  matrix  problem, no matter  what  the  grid  configuration. 
In this  paper  we  investigate  such a situation  for  the  multigrid  method. 
The end  result is a code, BOXMG, in which  one  need only specify  the (logi- 
cally  rectangular,  positive  definite)  matrix  problem; BOXMG does  every- 
thing  else  necessary  to  set  up  the  auxilliary  coarser  problems  to  achieve 
a  multigrid  solution. 
I. INTRODUCTION 
In the  multigrid method,  one  attempts  to  solve  a  discrete approxi- 
mation 
L" = FM 
to  a  continuous  equation 
L U = F  . (2) 
To do  this  one  constructs  a  sequence of grids G , ..., G with  correspond- 
ing  mesh  sizes  h > ... > %. In its  simplest  mode of operations,  one 
does  a  fixed  number, IM, of relaxation  sweeps  (Gauss-Seidel,  for  example) 
on equation (1) and  then  drops  down  to  grid G"' and the  equation 
1 M 
1 
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where v"' is to be  the  coarse  grid  approximation  to fl E # - u', where 
vM = uM is the  last  iterate on grid 8, and  where 1"' is an interpolation 
operator  from cM to G"'. TO solve  equation (3) approximately  one  resorts 
to  recursion,  taking ID relaxation  sweeps on grid  Gk  before  dropping  down 
to  grid Gk", M-1 " > k > 2 and  the  equation 
M 
L k-lvk-1 - fk-l- k-1 k k k =Ik (f - L v )  . (4) 
When  grid G1 is  reached,  the  equation L1vl = f  can  be  solved  directly  and 
v2+v2 + I v performed.  Then  one  does IU relaxations  sweeps on grid  G 2 1  k- 1 1 
before  forming vk + v + Ik-l vk-', 3 5 k - < M. (This  description  assumes 
M - > 3,  the  cases M = 1 or 2 being  trivial.) 
1 
One  advantage  of  the  multigrid  method  is  that  one  obtains  a  fixed 
reduction of the error, significantly less than one, in the residual 
- L u per work performed  per  unknown on grid G'. This  is in sharp 
contrast  to  most  iterative  methods,  for  example, SOR, where  the  reduction 
increases  as  a  function  of  the  number  of  unknowns on grid  G . Another 
advantage  is  that  in  many  cases,  multigrid  achieves  truncation  error in 
work  that  is  a  small  multiple  of  the  number of unknowns. For further 
details,  see  references 1 and 2.  
M M  
M 
In most  implementations  of  the  multigrid  method,  the  operators Ik k- 1 
have  been  grid  dependent. In the  simplest  case,  G  and Gk" are  rectangu- 
lar  grids,  the  grid  points  of Gk' are a subset  of  the  grid  points  of G , k 
the  grid  spacing  hk-l of Gk" is  twice  the  grid  spacing hk of G , and  the 
interpolation Ik is  bilinear.  (See  Reference 1. ) If there  are  always 
to  be  Gk  grid  points on the  boundary,  then  there  is  a  constraint on the 
number of x[y] grid points NIM[NYM] on GM that NXM = (NXO -112 M-1 + 
1 [WYM = (NYO - 1)2"l + 11, where NXOENYO] is  the  number  of x[y]  grid 
points on G . Otherwise,  interpolation  near  the  boundary is a  special 
case.  The  coding  of  interpolation  is  further  complicated by whether  the 
points on the  boundary  represent knowns (as in  Dirichlet  boundary  condi- 
tions)  or  unknowns  (as in  Neumann  boundary  conditions). 
k 
k 
k- 1 
0 
Figure 1 shows  two  grids  for  a  cell  centered  approximation  to an 
elliptic equation. (The x's represent Gk and the a ' s  Gk".) Now the 
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above  constraint on unknowns doesn't  help  since  the  nearest G point  to 
the  boundary  is h /2 from  the  boundary  and  the  nearest Gk" point  to  the 
boundary  is  h /4 from  the  boundary,  where  h  and  h  are G1 and G mesh 
spacings,  respectively.  The  incorporation of a NeumaM boundary  condi- 
tion,  for  example, on grid Gk leads  to  frequencies  which  are  not  damped 
out  by  bilinear  interpolation,  and  convergence  is  degraded.  Again  some- 
thing special (either in the interpolation routine or the relaxation 
routine) must be done at the boundary. This is easy in principle - 
especially  if  Brandt  is  nearby  to  advise - but  is  a  pain  in  practice. 
There  are  two  possible  solutions  in  this  case.  One  is  to  let  hk-l = 3 3 ,  
which  again  leads  to  the  coding  of  a  special  interpolation.  The  other  is 
to  use Gk" unknowns  that  are  not a subset  of  G  unknowns, as in  figure 2. 
This  latter  solution  was  the  one  employed in reference 3 .  Bilinear  inter- 
k 
k 2 
k- 1 k- 1 k 
k 
polation in this  case  involves  special  coding  (for  example, a = "(9A + 
3C + 3B + D) in figure 2), and  there  is  again a constraint on the  number 
of G unknowns  to  avoid  special  cases. 
I 
16 
M 
In addition  to  the  grid  structure,  the  actual  difference  equations 
cause  programming  difficulties.  Consider,  for  example, 
where 51 = (0,A) X (0,B) with  boundary aR, u is  the  outward  normal  to an, D 
is  positive, CJ and y are  non-negative,  and D, CJ, and f are  allowed  to  be 
discontinuous  across  internal  boundaries r of n; hence  it  is  also  assumed 
that 
U and u *(Dm) are  continuous  at  (x,y)  for  almost  every 
(x,~)E (where  p(x,y)  is a fixed  normal  vector  at (x,y).) (5b 1 
If  the  finite  difference  approximation  of  equation  (5a)  is a vertex 
centered one as in ref. 2, then the "classic" multigrid method of 
Reference 1 (Ik-l = bilinear  interpolation, = a fixed  nine  point 
weighting  operator,  and  the  coefficients  of L a fixed  weighting  of  the 
coefficients  of L ) performs  well  as long as  the  discontinuities in D are 
not  too  severe  and  as  long  as r doesn't  consist of too  many  line  segments; 
k Ik- 1 
k-kl 
k 
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otherwise ,  it performs  badly;  indeed, it can  even f a i l  t o  converge i n  t h e  
f i x e d  mode described above. 
Reference 2 d e a l t   w i t h   t h e   s i t u a t i o n   i n  which D,  0, and f jump by 
orders   of  magni tude  across  r. I t  considered many poss ib l e   cho ices  of  
'k-1' 'k k-l  , and L k - l .  Only  one  of  these  choices was found   t o   be   robus t .  
This   choice was Ik - (where Jk is defined  below), 
k 
k-1 - Jk-l k- 1 
and 
The choices ,   equa t ions  ( 6 )  and (7), a r e   a u t o m a t i c   i n   t h e   f i n i t e   e l e m e n t  
formulat ion of 
Lk-l k-1 Lk = Ik 
c h o i c e  i n  t h a t  
f e r r e d  t o  t h e  
is symmetric. 
m u l t i g r i d   ( r e f .  4 ) .  References 4 and 5 both   observed   tha t  
'k-1' w i th  Ik-' n o t  n e c e s s a r i l y  e q u a l  t o  (Ik )*, i s  a good k k- 1 
t h e  r e s i d u a l  o f  t h e  c o r r e c t e d  s o l u t i o n  v a n i s h e s  when t r a n s -  
coarse   g r id .   This   can  be shown t o  be a good f e a t u r e  i f  L k 
In  t h e   f i n i t e   e l e m e n t   f o r m u l a t i o n  01 m u l t i g r i d ,  i s  'k- 1 
also au tomat i c .   Indeed   mu l t ig r id   f i n i t e   e l emen t   w i th   p i ecewise   b i l i nea r  
elements was one of  the methods considered in  reference 2 and found not  to  
be  robus t .  
The c ruc ia l   cho ice ,   t hen ,   g iven   equa t ions  ( 6 )  and (7) i s  the   choice  
of Ikml. As d i s c u s s e d   i n   r e f e r e n c e  2 ,  t h e   f i r s t   c l u e   t o   t h e   c h o i c e   o f  k 
'k- 1 was tha t ,   because   o f   equa t ion   (5b ) ,  Ik-I should  approximately  pre-  
serve t h e   f l u x  f .~  (DW) ac ross  r. In cer tain  problems,   however ,  when 
t h e r e  were l a r g e  jumps i n  b o t h  D and u, it was d i s c o v e r e d  t h a t  on coa r se r  
g r i d s  where  h2 i s  l a r g e ,   t h e   i n t e r f a c e s   i n  oh2 were as  impor t an t   a s   t he  
i n t e r f a c e s   i n  D.  The obvious   o lu t ion  i s  t o   u s e   t h e   d i f f e r e n c e   o p e r a t o r  
f o r   t h e   i n t e r p o l a t i o n   o p e r a t o r  . I n  one  space  dimension  with  three 
p o i n t   d i f f e r e n c e   o p e r a t o r s ,  it i s  obvfious how t o  do t h i s .  In two space 
d imens ions ,   for   the  f ive p o i n t   d i s c r e t e   L a p l a c i a n ,  it can   a l so   be  done 
e a s i l y  by  the  use of skewed f i v e   p o i n t   d i s c r e t e   L a p l a c i a n s ;  see 
Reference 6. This  approach i s  doomed f o r   e q u a t i o n  (5) f o r  two reasons.  
F i r s t ,  a c c u r a t e  skewed a p p r o x i m a t i o n s  a r e  d i f f i c u l t  i f  no t  imposs ib le  when 
k 
'k-1 
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interfaces  are  present.  Second,  even  if LM is  a  five  point  operator,  the 
use  of  equation (7) generates  nine  point Lkts, k < M, making  the  above 
approach impossible. The solution arrived at in reference 2 is as 
follows:  Suppose  that  at (IF, JF), L has  the  pointwise  template k 
- - 
k k k 
'TIF,JF+l -'IF,JF+I -RIF+l ,JF+1 
k k k 
-QIF, JF 'IF ,.IT' -QIF+ 1 , JF 
k k k 
-RIF, JF -'IF, .IF -TIF+l, JF - d 
*k - k k k 
Form QIF+l ,JF - TIF+l,JF+l + QIF+l,JF + RIF+l,JF' ';F+l,JF - 'IF+l ,JF 
'IF+l ,JF + 'IF+1 ,JF+l' QIF+2,JF - TIF+2,JF + QIF+2,.IE' + RIF+2,JF+1. 
- + 
k k -k - k k k and 
Then  for  horizontal  lines  embedded in the  coarse  grid, 
+k  k- 1 - k- 1 
V k - QIF+l,JF ?C,JC + QIF+2,JF uIC+l,JC 
IF+1 ,JF - 
%+1 ,JF 
(We  have  just  summed  equation ( 8 )  vertically  to  average out its  y-depend- 
ence. ) A similar  formula  can  be  used  for  vertical  lines  embedded  in  the 
coarse  grid  squares.  Then,  at  fine  grid  points  centered  in  coarse  grid 
squares,  v  may  be  obtained  from  the  difference  formula;  i.e., k IF+1 ,JF+1 
k 
IF+1 ,JF+l - (QIF+l,JF+l VIF+l ,JF+1 + QIF+l ,JF+1 VIF+2,JF+1 V 
- k k k k 
+wk 
k k k 
IF+1 ,JE+1 VIF+l, JT + 'IF+l ,.IF+2 VIF+l ,JE+2 
k k k k 
+ RIF+l ,JF+1 VIF,JF + RIF+2,JF+2  VIF+2,JF+2 
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k k k k k 
+ T~F+l ,JF+2 VIF ,JF+2 + TIF+2, JF+1 VIF+2  ,JF)’SIF+l , JF+1 . 
The  vertical  analogue  of (9)  , (9) and (10) constitute  the  definition  of 
Jk-l alluded  to  immediately  preceding  equation ( 6 )  above. k 
The  near  ultimate  insult  is  a  cell-centered  difference  approximation 
to  equation (5) using hk-l = 3h or  the  grid  structure  of  fig. 2. The 
definition of I which approximately preserves flux across in this 
case  is  not  obvious,  and  the  computation of (Ik )it Lk I%1 is a disaster. 
Desperation  being  the  mother  of  invention,  one soon decides  there  has  to 
be a better  way. 
k 
k-  1 
k- 1 
11.  BLACK BOX MULTIGRID 
The  better  way  has  already  been  described;  one  only  needs  to  inter- 
pret it differently. The crucial observation is that once one has a 
pointwise  template  like  equation ( 8 )  for L , then  the  definition  of  J k-  1 
and  (Jk - 1)* L Jk  is  independent of where  this  template  came  from.  (We 
refer  to  this  method  as  black  box  multigrid  not  because - as  some  would 
have  it - multigrid is black  magic bat  because  the  code  which  implements 
the  method  acts  as a  black  box  for  the  user;  he  need  only  specify  the 
difference  equations on the  finest  grid  since  the  code, BOXMG, generates 
the  auxilliary  coarse  problems. 
M k 
k k k  
The  same  artifice  allows one to  get  rid  of  the  restriction on the 
number of unknowns on the  finest  grid.  For  the  situation  depicted  in 
figure 3 ,  for example,  one  can  imagine  ficticious  coarse  grid  points.  The 
boundary  conditions on the  fine  grid  are  incorporated  into  the  operator, 
as  in  reference 2, so that  for  points (IF,JF) on the  right  boundary,  for 
example, R = 0 in  equation ( 8 ) .  The  bound- 
ary  of  the  coarse  grid doesn’t coincide  with  the  boundary  of  the  fine 
grid,  but  the  boundary  conditions  will  be  picked  up  by  the  formation  of 
k - k - k 
IF+1 ,JF+1 - QIF+l ,JF - TIF+l ,JF 
k k k  (Jk-l)* Jk-l- 
An example of an  extreme  case  of  this  artifice  is  the  situation  in 
which one wants  to  solve a  Dirichlet  problem on a given  irregular  region. 
One  proceeds  by  embedding  the  region  in  a  rectangle,  writing  down  dif- 
ference equations at points interior to the region. These difference 
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equations  incorporate the Dirichlet data on the  boundary of the region in 
such  a  way  that  there  is no coupling  between  the  interior  points  and  the 
other  points. At the other points one writes down an equation 
CY - i,j 'i,j - 'i,j, where cr # 0 and Fi are arbitrary. This artifice i,j ,j 
makes  the  problem  logically  rectangular. The solution  to  the  difference 
equation is obtained at the interior points, and the solution U = i ,i 
Fi , j /Oi ,j is obtained at the other points. On a serial machine, this 
process  for  solving  irregular  region  problems  may  be  inefficient  for  some 
regions,  since  the  number of other  points  can  be  quite  large. On a  vector 
machine,  however,  the  situation isn't clear,  since  the  embedding  technique 
is  immediately  vectorizable  and  since  other  techniques  may  vectorize  with 
difficulty. 
One  disadvantage  to  the  black  box  method  is  storage. In the  situa- 
tion  that  the  coefficients of the  difference  equations  are  easy  to  compute 
(for example, Laplace's equation on a rectangle), there is a storage 
penalty of at least  five  [seven]  locations  per  fine  grid  point  for  the 
black  box  method  for  a  five  [nine]  point  operator;  this  assumes  that the 
right hand side is stored and that 1/S is computed and stored. If 
one  is  not  going  to  restrict  the  number of unknowns on the  finest grid, 
however,  then not storing  the  coefficients  means  additional  programming 
and  checking  for  special  cases.  (If  the  checking  involves an IF test in 
the  inner  loop  of  a  double DO loop, the  degradation in run  time  can  be 
dramatic on a  machine  like  a CDC 7600.) Moreover, we are  more  interested 
in problems  like  equation ( 5 ) ,  where  the  coefficients  of the  difference 
equations  are not easy  to  compute  and  have to  be stored  anyway. 
IF,JF 
If we assume  that  the  finest  grid  coefficients  are  stored,  then  there 
is  still  a  storage penalty  for  the  black  box  method. First, even in the 
case  that  the  operator on the  finest  grid  is  a  fine  point  operator,  nine 
point  operators  are  generated on the  coarser  grids. If it  is  assumed  that 
the  given  problem  can  be  worked  with  five  point  operators on the coarser 
grids  (an assumption  which  is  not at all  clear  for  equation ( S ) ) ,  then an 
extra two  storage  locations  per  coarse  grid  point  are  required,  for a 
total of 2(1/4 + 1/16 + ... ) = 2/3 locations per fine grid point. 
Second,  the  interpolation  coefficients  have  to  be  stored,  requiring  four 
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locations for equation (9)  and its vertical analogue. (Unfortunately, 
since  the  coefficients in equation (9) don't  necessarily  sum  to 1 ,  both 
%k 
QIF+l ,JF IF+l ,JF and QIF+2 ,JF /5  IF+l ,JF / 3  
- 
must be stored.) Equation (10) 
requires no additional  storage  but  does  require  nine  multiplies. By using 
equation (9)  and  its  vertical  analogue,  equation (10) can  be  rewritten  in 
terms of  coefficients  of V k k k k IF,JF' vIF+2,JF+2' VIF,JF+2' and VIF+2,J'Fi this 
reduces  the  computation  of  equation (10) to  four  multiplies  but  requires 
four storage locations per coarse grid point. Hence interpolation as 
currently  implemented in BOXMG requires  a  total of 8 ( 1 / 4  + 1 / 1 6  + ... ) = 
8/3 locations  per  fine  grid  point. 
One  can  also  ask  the  question  of  whether  there  is  any  disadvantage  in 
execution  time  with  the  black  box  method.  The  worse  case  is  the  case in 
which  the  operator on the  finest  grid  is  a  five  point  operator;  to  be 
fair,  let  us  assume  that  it  is  not  the  five  point  Laplacian, in order  that 
advantage  cannot  be  taken  of  the  very  simple  fonn of the  coefficients in 
the  five  point  Laplacian. To be  unfair  to  the  black  box  method  let  us 
assume  that I:-' is  injection  in  the  "classic"  multigrid  method.  Experi- 
mentally, for easy  equations, BOXMG achieves  the  reduction of the  error  by 
a  factor  of 0.1 [0.05] per  multigrid  cycle  for IU = ID = 1 and IM = 2[ID = 
2, IU = 1, IM = 31. This  is in contrast  to  figures of 0.25 and 0.125 for 
"classic"  multigrid.  If  the  total  work  for  "classic"  multigrid  and  black 
box  multigrid  is  computed,  including  the  work  for Ik-l and I:-' and  if  the 
comparison  is  expressed in terms  of  the  convergence  factor  (convergence 
factor = reduction  of  error/work  unit,  where 1 work  unit = 8 floating 
point  operations,  the  amount  of  work  for  one  Gauss-Seidel  sweep on the 
finest  grid),  then  the  comparison  is  as  follows: 
k 
convergence convergence convergence  factor, 
factor, factor, "classic"  with 
"classic" black  box residual  weighting 
IU = ID = 1 ,  IM = 2 0.66 
IU = 2, ID =1, IM = 3 0.64 
0.66 
0.66 
0.75 
0.74 
Thus  there  is no penalty in convergence  factor  for  the  black  box  method. 
There is a  penalty,  however,  for  the  black  box  method  in  that  the  computa- 
tion of I and L k-l is not  without  cost;  this  is  startup  calculation k- 1 
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time  that  doesn't  have  to be performed in the  "classic"  multigrid  method. 
As soon as  one  considers  the  convergence  factor  for  "classic"  multigrid  if 
nine  point  residual  weighting  is  necessary (as it will  be  for  all  but  the 
simplest  problems),  then  the  degradation of convergence  factor  makes  it 
obvious  that  the  black  box  method  can  pay  for  its  overhead.  Moreover,  the 
black  box  method  will  work  problems  that  "classic"  multigrid  can't  handle. 
If,  however,  one  is  solving  just  to  trucation  error,  then  the  "classic" 
multigrid method is probably more efficient for problems with smooth 
coefficients.  The  extra  expense  of  cubic  interpolation  the  first  time  a 
grid  is  visited in the  classic  multigrid  method  is  probably  more  than 
offset  by  the  expense  of  computing L , k < M, in  the  black  box  method. 
A relatively  unimportant  issue  of  implementation  is  whether I k-1 - k 
(Jk-l)* is  necessary. In reference 2 a  heuristic  argument  was  made  for 
this  choice,  but  experiments  seemed  to  indicate  that  the  use  of  a  fixed 
nine  point  weighting  for Ik'l did  not  lead  to  any  significant  degradation 
of  convergence  factor,  as  long  as Ik = Jkml and  equation (7) is used  to k- 1 
define  Lk-l.  (In  some  problems,  the  fixed  weighting  even 
k 
k 
- 
k k 
gave  slightly 
better  convergence. ) A nine  point  fixed  weighting  for I k- 1 . k  
automatically  correct  at  the  boundary.  Hence,  since  J is 
easier  to  use ( J ~  >* for I~ . 
a 
k- 1 k- 1 
k- 1 
= (Jk-l)* is k 
stored,  it  is 
The  multigrid  algorithm  described in section 1 begins on the  finest 
grid G . In the  full  multigrid  algorithm  described  by  Brandt  (ref. l), 
one  begins on the  coarsest  grid G1 instead  and  uses  the  coarser  grids  to 
generate  a  good  initial  guess. For three  grids,  for  example,  the  pattern 
of  grid  transfer  is G1 + G2 + G1 + G2 + G3 + G2 + G1 + G2 + G3. In 
Brandt's  scheme,  when  a  grid  is  visited  for  the  first  time,  cubic  inter- 
polation  is  used  instead  of  bilinear  interpolation,  and  when  the  finest 
grid (G3 in  the  example  above) is visited  for  the  second time,  one  has  the 
solution  to  truncation  error.  Indeed  for  equations  with  smooth  coeffi- 
M 
n 
cients,  not  only  are  the  pointwise  values h"  accurate  but  the  centered 
difference  quotients  approximate  the  first  and  second  derivatives  to  h 2 
accuracy. 
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In BOXMG we  have  not  implemented  cubic  interpolation  nor  the  general- 
ization  of it ((5.12) of  reference 2 )  for  equations  with  discontinuous  co- 
efficients;  the  reason  is  that  numerical  experiments  indicated no advan- 
tage  for  either  versus Jk in equations  with  discontinuous  coefficients. 
This  issue  is  discussed  further in  Section IV. 
k- 1 
One  final  issue,  discovered  by  Brandt,  is  the  issue  of  the  use  of  the 
right  hand  side in interpolation.  Generally,  the  use  of  the  right  hand 
side  provides an O(h ) correction  to  interpolation  and is not  worthwhile. 
'In black  box  multigrid,  however,  the  right  hand  side  at  the  boundary  can 
contain  boundary  data,  and in  such  cases , not  using  the  right-hand  side 
can  lead  to O(1)  interpolation  errors  at  the  boundary,  and  consequently 
destroy  all  hope of  solving  to  truncation  error in one  or  two  cycles. 
2 
Thus  to  the  right  hand  side  of  equation (9) we  add r 
to  the  hand  side of equation (10) we  add r 
k 
I$+l ,JF /Sk IF+1 ,JF' and k k where  r IF+I , J F + ~ / ~ I F + I  ,m*y , 
is  the  residual;  when  a  grid  is  visited  for  the  first  time  rn = Fn (if a 
zero  initial  guess  is  used). 
I 11. THE PARAMETERS OF BOXMG 
In this  section  we  discuss  the  parameters  the  user  must  specify  to 
use BOXMG. These  are  actually  discussed in the  comments of BOXMG  follow- 
ing  the  reading of the  parameters,  but  we  provide  a  little  more  detail 
here.  We  hope  this  description  and  the  examples  of  Section IV will  make 
the  usage  of BOXMG clear.  We  had  originally  intended to rewrite  BOXMG  in 
perfect,  portable  Fortran.  Ignoring  for  the  moment  whether  such  a  beast 
exists,  we  discovered  that  we  were  phychologically  incapable  of  the  quest. 
Nevertheless,  we  still  hope  that BOXMG will  prove  useful  and  that  its 
coding  is  clear  enough  to  be  changed  by  others  for  their  devious  ends. 
The  grid in BOXMG  is  always  logically  rectangular.  The  parameters 
NXM and NYM specify  the  number of unknowns  in  the x and y  coordinates 
respectively. HXM and HYM specify  the x and y spacing  respectively on the 
finest  grid;  these  parameters  are only used  in  computing  the  discrete L 2 
norm  of  the  residual,  since  the  user  specifies  the  equations on the  finest 
grid.  Indeed,  since  the  equations on the  finest  grid  can  be  written o a 
Lagrangian  grid, HXM and €lYM may  have  little  meaning in  some cases. 
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TOL  is the  tolerance. In one  mode of BOXMG, iteration  is  continued 
until  the  discrete L2 error of the  residual is less than TOL or  until  the 
accumulated  number of multigrid  cycles NCYC is equal to JISTRTI. 
IFD is an indicator  for  the  scheme on the  finest  grid. If IFD = 1, a 
five  point  scheme is assumed;  otherwise,  a  nine  point  scheme is assumed. 
IU, ID, and IM have  already been discussed in Section I. The recommended 
choices  are IU = ID = 1 and IM = 2 or IU = 1, ID = 2, and IM = 3. For 
problems with  smooth  coefficients  the  latter  choice  is  slightly  better; 
for problems with rough coefficients the first choice is better. If 
ISTRT < 0, BOXMG will  begin  iterating on the  finest  grid. If  ISTRT > 0, 
BOXMG wiil  begin on the  coarsest  grid  and  will  bootstrap  itself  up  to  the 
finest grid, as  discussed  in Section 11, and then  continue  cycling. 
IRELAX is  an  indicator  for  the  type  of  relaxation. IRELAX = 1 means 
point relaxation. IRELAX = 2 means line relaxation by lines in x. 
IRELAX = 3 means  line  relaxation  by  lines  in  y. IRELAX = 4 means line 
relaxation by  lines  in x followed  by  line  relaxation  by  lines in y.  These 
options  are  included  €or  flexibility.  For  equations  like E u + u = f, 
E << 1, (or for Au = €, where Ax >> Ay on the  finest  grid)  line  relaxation 
by  lines in y is  needed  for a good  smoothing  rate  (ref. 2) .  For u + 
E u = f, line  relaxation  by  lines in y is needed  for a good  smoothing 
rate. In some  cases,  both  are  needed. 
xx YY 
xx 
YY 
ITAU  is  an  indicator  for  computing  and  printing an estimate  of  the 
truncation  error.  If  ITAU = 0, then 
fi-1 FM M-1 yM-1 $l 
M - L M  M 9 
where is injection, is computed and printed. If ITAU # 0, then 
eq. (11) is not computed  and  printed. A discussion  of  this  feature  is 
given  in  Section  IV. 
-M- 1 
IM 
ICOEF  determines  when (Jk )*L Jkml will  be computed.  If  ICOEF = 0, k k  
then  when M, the  number  of  grids is computed,  ICOEF  will  be  set  equal to 
M, and (Jk-l))% Jk-l will  be  computed  for k < M. If  ICOEF = 1, then L k 
must  be  specified  for  every grid, G , 1 < k < M since (J;-,)"Lk J&l will k 
not be  computed  for  any  grid.  This  feature  allows  the  user  to  run  some- 
k- 1 
k 
- 
"
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thing  like  "classic"  multigrid  except  that Jk will  still  be  computed  by 
the  code  and  may  or  may  not  be  bilinear  interpolation;  hence,  the  use  of 
this option (ICOEF = 1) may lead to divergence if  discontinuities  of 
orders  of  magnitude  exist in the  coefficients. 
k- 1 
IVW, HCYCL, ALPHL, and ALPHM are  cycling  parameters. IVW determines 
the  type  of  cycle  to  be  performed.  If  IVW = 1, the  usual  V-cycle  will  be 
performed. If IVW = 2, W-cycles  will  be  performed.  Larger  values  of IVW 
give  more  exotic  patterns.  MCYCL  is for  the  coarser  grids  what ISTRT is 
for the  finest  grid;  in  each  cycle  grid G , k < M will  be  visited  MCYCL 
times  before  grid  Gk+l  is  visited  unless  the  discrete  L  norm  of J 
Lk-l yk-1 k 
k 
norm of  the  residual on G . The  usual  value  of  MCYCL  is 1. The  theoreti- 
cal  value  of  both ALPHI, and ALPHM to  achieve  truncation  error  is 0.125. 
If, however,  one  is  solving in the  mode  where  the  discrete Lz norm  of  the 
residual  is  to  be  reduced  to  less  than TOL, then ALPHM = 0 should  be  used. 
The  flexibility  provided  by  these  four  parameters is awesome. 
k 
2 k-lfk - 
k 2  U is  less  than ALPHL (ALPHM if  k = M) times  the  discrete L 
k 
Aside  from  specifying  these  parameters,  the  user  must  provide  the 
subroutine PUTF, which  syecifies  the  difference  equations on the  finest 
grid.  (As  remarked  above,  certain  values  of  ICOEF  would  require PUTF to 
make  sense  for  coarser  grids  as well.) An example  of  a PUTF is  given  in 
the  listing  of BOXMG in  reference 7 .  PUTF has  one  argument K and  a  call 
to KEY in  it, CALL  KEY(K,JST,II,JJ,W,HY),  which  fetches  the  storage  for 
the  arrays.  For IFD = 1, the  user  must  specify  the  arrays FR, FA, SO, 
SOR, and QF. For IFD # 1, he  must  specify FSW and FNW as  well.  The 
logical  grid  is  assumed to be  (1,J); I =1, . . . , 11; J = 1, . . . , JJ.  The 
sets {(l,J): J = 1, ..., JJ), {(II,J): J = 1, ... , JJ), {(I,l): I = 1, 
..., 111, and  {(I,JJ): I = 1, ... , 113  are  fictitious  points,  assumed  for 
ease  of  programming. For IFD = 1, the  template 
- FA(JP+I) 
- FA(JO+I) 
- FR(JO+I) SO(JO+I) - FR(JO+I+~ , I 
260 
i s  assumed,  where 
p l a t e  
- FNW(JP+I) 
- FR(JO+I) 
- FSW(JO+I) 
JO = JST(J) 
- FA(JP+I) - 
SO(JO+I) - - FA(JO+I) - 
and JP = JST(J+l) . For IFD # 1, the  tern- 
FNW(JP+I+l) 
FR(JO+I+l) 
FNW(JO+I+l) 1 
is assumed. In both cases, QF(JO+I) should be the right hand s ide ,  I = 2, 
..., I1 1 11-1; J = 2, ..., J1 5 JJ-1 i n  PUTF. The boundary conditions 
should  be  incorporated  into  the  operator, so t h a t   a l l   c o e f f i c i e n t s  re- 
fe r r ing  t o  f ic t i t ious  points   should be  z ro.  For  example, FR(J0+2), 
FSW(J0+2), and FNW(JP+B) should a l l  be zero, J = 1, ..., JJ. 
BOXMG automatically  determines  the number of grids  M from the input 
parameters NXM and NYM. It does t h i s  by bisect ing the given logical  gr id  
u n t i l  it a r r i v e s  a t  a gr id  which  cannot  be prac t ica l ly  b isec ted  any fur- 
t he r ,  i .e. , when the  number of x o r  y unknowns is  three  or  four.   (For 
NXM >> NYH o r  NXM << NYM, t h i s  may lead   to  ;he s i t ua t ion  of i t s  being 
prof i tab le  t o  b i sec t  the  coarses t  g r id  only  in  the  x or  y direct ion,  but  
this feature  i s  not  provided i n  BOXMG). Once the number of levels  i s  
determined, BOXMG computes how  much storage must be  allowed for   the  
various  arrays. If insufficient  storage  has been  declared, a message is 
printed and the  code terminates. 
The storage parameters i n  BOXMG are:  
NOG = maximum number of grids  
= maximum storage for  NX and NY i n  common block DCl 
= maximum storage for  NST,  IMX, JMX, HX, HY and IND i n  common block 
GRD 
NJXAX = maximum storage for  arrays Q, QF, EX, FA, SO, SOR, TOT 
NCMAX = maximum storage for  arrays CIA,  CIR,  CISW,  CISE,  CINW,  CINE,  CIL, 
NABD1 = maximum f i r s t  s u b s c r i p t  of ABD, where ABD i s  the array used for 
NABD2 = maximum second subjscr ipt  of  ABD 
CIB 
di rec t  so lu t ion  on the  coarsest  gr id  
If IFD = 1, the  s torage required for  FSW and FNW is NCMAX; otherwise NFMAX 
is required. If IRELAX = 1 o r  2 ,  SOS can  be  dimensioned to 1; otherwise, 
SOS should be dimensioned t o  rJFHAx. 
2 6 1  
I 
IV. EXAMPLES 
The first example is for eq. (5) for S2 = (0,24) X (0,24). The 
boundary  conditions  are 
-u/ZD on y = 24 or x = 24 
av 0 ,  otherwise, 
and D is  given  by 
We  take 0 = 1/3D,  and f = 0 when D = 1 and f = 1  when D = 1000. The 
results  are  summarized in Table 4.1. In this  table  1.64, -1, for  example, 
is  used  for  1.64 X lo-'. Also rM-1 is  the  quantity in (11) ; the  number r 
is  the  exponent in the  asymptotic  expansion  of  the  error in the t ' s ;  it is 
computed by the  formula  log (error(h) )/log 2. The  first  three  rows  show 
the  results  of  running  one  cycle  starting on the  coarsest  grid;  the  next 
four  rows  continue from there  until  the  discrete L2 norm of the  error  is 
less  than 10 . In the  last  row, HXM and HYM are  still .5, so that  the 
region  is  really  (0.,23) X (0.,23.); this  example  illustrates  the  picture 
of  Fig. 3 for the  transition from Gk to Gk-', k = 5, 4 ,  3, 2. Since 
(0.,23.) X (0.,23.) is a  small  perturbation  of  (0.,24.) X (0.,24.),  one 
would  expect  comparable  results  for  the  two  cases. An example  of  para- 
meters  is  for  the  last  row,  where NXM = NYM = 4 8 ,  HXM = HYM = .5, 
TOL = whatever, IF'D = 1 ,  IU = 1 ,  ID = 1 ,  ISTRT = 20, IRELAX = 1 ,  ITAU = 0 ,  
ICOEF = 0 ,  IVW = 1, MCYCL = 1, ALPHL = 0.125, ALPHM = 0.125. 
1 , J  
error (2h) 
-6 
The second example is the same as the first example except that 
cell-centered  differencing  is  employed. For the  runs  made,  the  interface 
comes  midway  between  cell  centers.  In  one  dimension,  if an interface is 
located  at ih and D(x) = D+ if x > ih  and D(x) = D - if x < ih,  then  the 
difference  equation at (i-+)h  is 
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Table 4.1 
M- 1 Reduction in Discrete CPU  Time in maxlt .I L2 Nom of  Residual 
Number of Seconds on i,j i , J  in last  cycle  and 
Unknowns CDC  7600 and  Estimate of r number of cycles 
13 X 13 
ALPHM = -125 .017 2.06 -09; NCYC = 3 
25 X 25 
ALPHM = -125 
.052 6.00, -1; r = 1.61 .09; NCYC = 3 
49 x 49 
ALPHM = .125 .170 1.84, -1; r = 1.71 .07; NCYC = 3 
13 X 13 -6 
TOL = 10 .036 2.06 
25 X 25 -6 
TOL = 10 .126 6.00, -1; r = 1.61 .34; NCYC = 10 
49 x 49 -6 
TOL = 10 .430 1.84, -1; r = 1.71 -46; NCYC = 14 
49 x 49 -6 
TOL = 10 , .554  1.84, -1 
Ivw = 2 
.23;  NCYC = 9 
48 x 48 
ALPHM = .125 156 2.74, -1 .07; NCYC = 3 
a similar  formula  holds in two  dimensions.  The  results  are  summarized in 
Table 4.2. An example of parameters  for  this  problem  is  for  the  last  row, 
where NXM = NYM = 48, HXM = HYM = .5, TOL = IFD = 1, IU = 1, ID = 1, 
IM=2, ISTRT = 50, IRELAX = 1, ITAU = 0, ICOEF = 0, IVW = 1, MCYCL = 1, 
ALPHL = 0.125, ALPHM = 0. Max1 xq-1 I is  assumed  next  to (24., 12.) , near 
the  interface  and  right  boundary.  Away  from  the  interfaces  the tM-!’s are 
well  behaved.  Let  us  examine  the  answers  at (24. , 12. ) and  compare  them 
with those obtained from the vertex centered scheme. By using the 
approximation  to  the  boundary  condition for a horizontal  averaging  and 
conservation  of  flux  for  vertical  averaging,  we  can  get  approximations to 
the solution at (24., 12.) for the cell-centered scheme; call them 
1 , J  Y J  
1 ~ 3  
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Table 4.2 
M- 1 Reduction  in  Discrete CPU Time in maxi ti . I L2 Norm of Residual 
Number of Seconds on i,j , J  in  last  cycle a d 
unknowns CDC 7600 and  Estimate  of  r number of cycles 
12 x 12 
ALPHM = .125 .014  4.82 .13;  NCYC = 3 
24 X 24 
ALPHM = .125 .045 3.73; r = .37 .lo, NCYC = 3 
48 X 48 
ALPHM = .125 .116 2.30; r = -70 .oa; NCYC = 2 
12 x 12 -6 
TOL = 10 .038 4.87 .14; NCYC = 10 
24 X 24 -6 
TOL = 10 -103 3.75; r = .38 .12; NCYC = 9 
48 X 48 -6 
TOL = 10 .354 2.26; r = .73 . l o ;  NCYC = 9 
-3  -4 -5 
and tolerance Let uvc, uvc, us be the answers from the vertex 
centered scheme at (24 . ,   12 . )  (for  finest  grid 13 X 13,  25 X 25,  and 
49 X 49 respectively  and  tolerance lom6). Compute u = 4/3;5cc - 1/3ucc 
and u = 4/3uvc - 1/3uvc. (RE stands for Richardson extrapolation.) 
U cc’ cc’ cc U u (for  finest  grid 12 X 12,  24 X 24, and 48 X 48 respectively 3 4 
vc 
-RE -4 
RE 5 4 cc 
vc 
Then ;zc - ;RE = .801, u - u RE = ,226, and G5 - urn = .056; and 
u3 - urn = .766, u - uRE = .224, and uvc - urn = -056. Thus the 
-4 
cc  cc  cc  cc  cc 
4 5 
vc  vc  vc  vc .7 vc 
assumption of asymptotic  error  of  ChL at (24 . ,   12 . )  for  both  schemes  is 
justified,  and -- at least  for  this  example -- there  is no reason  from 
considerations  of  accuracy  to  prefer  the  vertex  centered  scheme  to  the 
cell  centered  scheme. (We have  also  checked  points  away  from  the  inter- 
faces  and  boundaries,  and  the  same  conclusion -- less  interesting  in  these 
cases -- is  valid.) 
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The third  example  is 
-AU = F on Q = (0,l) X (0,l) 
U = 0 on a R ,  
where F is  chosen so that  the  solution is U(x,y) = 3e x e -Y xy(1-x)(l-y). 
The  only  way  one  can  handle  such  a  Dirichlet  problem  with BOXMG is to 
incorporate  the  boundary  data  into  the  right  hand  side of the finest  grid. 
Thus  the  difference  operator  along  the x = 0 boundary  away  from  the  cor- 
ners  is 
I.e.,  the  boundary  is  not  treated  as  part  of  the  grid  at  all.  To  have  the 
boundary  treated  as  part of the  grid  in  this  case  would  have  required  a 
lot of special  cases in BOXMG; hence,  we  decided  not  to  implement  this 
option. 
The  results  are  summarized  in  Table  4.3.  In  this  table, 
U i+i , J . - u  i"i DoUi = 
,j 2h 
In  this  example,  two  cycles  appears  to  be  sufficient  to  solve  nearly  to 
truncation  error in  both  the  function  values  and  their  derivatives  even 
though  cubic  interpolation  is  not  employed. An example  of  parameters  for 
this  problem  is  for the fourth row,  when NXH = NYM = 9, HXM = KYM =.1, 
TOL = IFD = 1, IU = 1, ID = 1, ISTRT = 50, ITAU = 0 ,  ICOEF = 0, 
IVW = 1, MCYCL = 1, ALPHL = 0.125, ALPHM = 0. 
The  fourth  example  is 
t -AU = F on R = circle of diameter 1. centered at (O., 0.) u(x,y) = g(x,y) = 3exe-Yxy(l-x)(l-y> , if (x,y) E aR, (12) 
where F is  chosen so that  the  solution  is U(x,y) = 3e e xy(1-x)  (1-y). 
This example illustrates the technique of embedding. We embed fl in 
x 'Y 
R '  = ("5, .5) X (- .5 , -5). At  points  in R '  \E we  write  down  the  equation 
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Table 4.3 
0 Reduction  in  Discrete 
CPU  Time  in maxlu. . - U. . I  maxlD u .  . - % I .  . I  maxlr. .I n- 1 L2  Norm of Residual 
Number of Seconds  on i,j 
Unknowns  CDC 7600 and  Experimental p and  Experimental q and  Experimental r Number of Cycles 
1,J  1,J i,j 1 r J  ax 1,J i,j 1 s . I  in  LastCycle  nd
9 x 9  
ALPW = .125 .011 1.01,  -3 1.13, -2 6.26,  -3 .05; NCYC = 3 
19 x 19 
ALPHM = .125 
39 x 39 
.032 .53, -4; p = 2.00 3.15, -3; q = 1.84  8.17, -4; r = 2.93 .03; NCYC = 3 
N ALPHn = .125 .lo9 6.37, -5; p = 1.99 8.37, -4; q = 1.91  7.28, -5; r = 3.48  .02; NCYC = 3 
0 
0 
9 x 9  
TOL = 
.018  1.02, -3 1.12, -2 6.27,  -3  .09; NCYC = 5 
19 x 19 
TOL = 
052 2.56, -4; p = 1.99 3.15, -3; q = 1.83  8.16, -4; r = 2.99 .11; NCYC = 6 
39 x 39 
TOL = 
.174 6.42, -5; p = 2.00 8.37, -4; q = 1.91 7.24, -5; r = 3.49 .11; NCYC = 6 
39 x 39 
ISTRT = 1 
.082 7.48, -5; p = 1.16 9.82, - 4 ;  q = 1.16 6.99, -5; r = 3.54 .01; NCYC = 2 
u = 0 . ;  at points in R whose  north,  south,  east,  and  west  neighbors  are  in 
6, we  use  the usual five point Laplacian. For simplicity we use the 
simplest  treatment of points  that  don't  fall  into  either  of  the  above 
sets.  Consider , for example , a point dl in Q whose  neighbor fl is 
not in 6 ,  and let  the  distance  from I?!', to ai2 be Oh.  Approximating i+i , j 
~ 
2 1,J -h Uxx by (-dl + 2# . - fl - )  and  using  the  relation g((i+O)h, jh) E i-i, j 1 , ~  i+i,~ 
(1-e)UH . +e# to  s lve  for gives  the following  difference 
1 , ~  i+i,j 
equation  at  (ih, j): 
-dl + ( 3  + - 33 -vM 
i-i, j 1, j-1 1, j+l 
= h F(ih,jh) + -g((i+o)h,jh); 2 1 0 
note  that  there  is no coupling  between  (ih,jh)  and  ((i+l)h,jh). 
The  results  are  summarized in Table 4.4. 
The  fifth  example  is  the  same  as  the  fourth  example  except  that  in 
this  case  we  use  mapping  to  solve  it.  That  is,  we  map  the  boundary  of Q 
onto  the  boundary of Q" = (0,l) X (0,l) giving  x  and  y  as  function of p 
and q on X?' and  solving  approximately  the  problem 
We do this by discretizing Q" , approximating eq. (14) by  five  point 
Laplacians  and  specifying 
x(ih,o) = - cos(4 + ih?) , y(ih,o) = - sin(4 + ihz) 1 5rc A 1 5A n 2 2 
x(o,ih) = - COS(- - ihz) , y(o,ih) = - sin(- - ihz) 1 5A 1 5 A  Tc 2 4 2 2 4 
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Table 4.4 
CPU Time in maxlu. . - U . 7 1  maxi0 ui "-1 a x ~ i , j ~  maxlr. . I  O au Heduction in Discrete 
L2 Norm of Error in Last Cycle and Number of Seconds  on i,, 1 , J  1 r J  i,j r J  i,j 1.J 
Discrete L2 Norm of Residual 
Unknovns CDC 7600 and  Experimental  p and Experimental q and  Experimental r and  Estimate of P number of cycles 
ALPHn = .I25 
9 x 9  ,011  3.21, -3 2.53, -2 3.15, -2 5.37, -4 .oh; mcyc = 3 
~~~~~~~~ ~~ ~~~~~ ~ ~ 
19 X 19 
ALPHtl = ,125 .032 9.31, -4; p 1.78  .11, -3; q = 1.64 1.71, -1; r = 2.44  1.72,  -4; p = 1.64  .07, NCYC = 3 
109  1.24,  -4; p = .36  3.77, -3; q = 1.11 1.62, - 1 ;  r .08 1.91, -4; p = -.15 .IO, NCYC = 3 
9 x 9  
TOL = 
.018 3.21, -3 2.53, -2 3.15, -2 5.37, -4 .Oh, WCYC = 6 
19 X 19 
TOL = 
.073 9.14, -4; p = 1.81 7.94, -3; q = 1.67 1.71, -1; r -2.44 1.66, -4; p 1.69 .lo, WCYC = 9 
39 x 39 
TOOL = 
.269 2.50, -4; p = 1.87 2.77, -3; q = 1.51  .61, -1; r = .09  4.82, -5; p = 1.78 .13, WCYC 10 
39 x 39 
ALPHtl = .05 .I34  2.17,  -4; p = 1.74 2 . 8 0 ,  -3; q = 1.53 1.61, -1; r = .D9 6.04, -5; p = 1.51 .11, WCYC = 4 
x(1,ih) = - cos(- + ihz) , y(1,ih) = - sin(- + ihg) . 1 -n n -n n 2 4 2 4 
Ideally,  eq. (14) should  be  solved  by  multigrid,  but  for  simplicity in 
this  example  we  used SOR. The  equation (13) transforms  to  the  following 
in  the 5-q coordinate  system: 
(GIYrl G2xrl)~ + (GIX< - G2ys),, = FJ, (E,Q) E Q" 
(15 1 
u(t,rl) = g(E,rl), (5,rl) E aQ" > 
Equation (15) is differenced in cell-centered form. The results are 
summarized  in  Table  4.5. 
Since J is  singular  at  the  corners  of Q",  it is not  surprising  that 
the  error  in  the  approximation  to  the  x-derivative  (the  finite  difference 
version of -(y u u ) )  grows  larger  as  the  mesh  is  refined. For the 
fixed  point (.l,.l) -- the  interior  point  nearest (0,O) on the 10 X 10 E-0 
grid -- this error decreases; nevertheless the maximum error in the 
approximation to the  x-derivative  grows  and  is  always  assumed  at a point 
nearest  one  of  the  corners  of Q".  
1 
J Q C Y E r l  
The  sixth  example  uses  the  mesh in Fig. 4, which  was  the  mesh  used 
in a Rayleigh-Taylor  calculation  in  Ref. 3 .  We  include  it  since  it  is 
rather  distorted  (in fact, as  commented in Ref. 3 ,  a  "bowtie"  forms on the 
next  time  step)  and  represents  a  challenge  to  the  black  box  approach.  We 
use  the  same  differencing as employed  for  eq. (15). For this  example,  it 
is  not  clear  what  continuous  system  is  being  approximated. If however,  we 
use  Dirichlet  data  identically  equal  to 1. and F f 0. , then  the  solution 
to the  difference  equations  is  identically 1. The  results  are  summarized 
in Table 4 . 6 .  
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Table 4 . 5  
Table 4 . 6  
CPU Time in 
Nwber of i n  Second. h x l U i  , - Ui,jl Haximum Error Lx Nom. of Error in  tlarlzn" 
Unknown. on UW: 7600 i.j 
L* Nom. of Remidual i n  
L' Nom.  Reduction  in  Dircrete 
i n  x-derivative of Error x-derivative i . j  "j' Lant Cycle and Wwkr of Cycle8 
ALPW = .125 
12 x 12 .016 1.46, -1 1.29, -2 1.95, 0 1.50, -1 2.98, -1 .42, YCYC = 3 
12 x 12 
mL = 
.oa2 8.55, -7  1.45, -5 1.05, -5 1.48, -6 3.56, 1 .52, WCYC = 21 
UPKH = .I25 
12 x 12 
IREW = c .017  0.34,  -2  6.34, -3 1.37. 0 1.02, -1 3.32, 1 .02, NCYC = 3 
IREM = 4 
12 x 12 
.080 1.89, -7 1.49, -8 3.17, -6 2.22, -7 3.57, 1 .24, NCYC = 11 
IOL = 10-6 
V. CAVEATS AND EXTENSIONS 
The examples  of  Section I V  a l l  e x h i b i t  good behavior .  We b e g i n  t h i s  
sect ion with three examples  which do not .  The f i r s t  i s  
I -Au - EU = F on R = (0.1) X (0.1) 
One can  so lve  th i s  p rob lem wi th  BOXMG until E becomes t o o  l a r g e ;  E i s  t o o  
l a r g e  when r e l a x a t i o n  sweeps on g r i d  G2 magnify,   ins tead  of   reduce  the 
e r r o r .  The  remedy  would b e  t o  change BOXMG t o  a l l o w  t h e  c o a r s e s t  g r i d  G 1 
t o   b e   f i n e r ;   w i t h   t h i s  remedy BOXMG could  be  xtended t o  handle some 
non-def in i te  symmetric problems.   See   the   d i scuss ion   in  Sec t ion  I V  of 
re ference  1. 
Another example of poor behavior i s  f o r  a d i f f e r e n c e  o p e r a t o r  w i t h  a 
t e m p l a t e  l i k e  
where E << 1. None of t h e   r e l a x a t i o n   o p t i o n s  in BOXMG provide good 
smoothing on t h e  f i n e s t  g r i d  f o r  s u c h  an opera to r .  The  remedy i s  t o  write 
a b lock   re laxa t ion   rou t ine   which   re laxes   the   s t rongly   coupled   one  dimen- 
s i o n a l  sets as b l o c k s ;   i n   t h i s   c a s e   t h e y   a r e   t h e   s o u t h w e s t   t o   n o r t h e a s t  
diagonals.   Such a templa te   as   eq .  (16) c a n  a r i s e  i n  p h y s i c a l l y  m e a n i n g f u l  
problems; see re fe rence  8 ,  f o r  example. ( In  r e fe rence  8 ,  however,   si tua- 
t i o n s   l i k e   e q .  (16) would a r i s e  so i n f r e q u e n t l y   a s   t o   b e   n o t   w o r t h   t h e  
e f f o r t  o f  s p e c i a l  t r e a t m e n t . )  
A f i n a l  example  of  poor  behavior i s  when t h e  d i f f e r e n c e  o p e r a t o r  on 
t h e   f i n e s t   g r i d  i s  c l o s e   t o   t h e  skewed Laplac ian   (or   any   opera tor   wi th  
s t rong  connec t ions  l i ke  the  skewed Laplacian):  
-1 - E  -1 
-E  4(1+~) -E [ -1 -E  -.I , 
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where E << 1 .  This  situation  was  discussed in reference 3. Here  we  know 
of no remedy  that  would  fit  into  the  general  framework of BOXMG. 
Several  extensions of BOXMG  are  possible  and  are  under  investigation. 
Two, fairly  straightforward,  are to symmetric  systems  and  three  dimen- 
sional  problems. The  third,  more  difficult,  is  to  nonsymmetric  equations. 
The  fourth  is  to  handle  equations on arbitrary  regions  without  resorting 
to embedding. The fifth is local mesh refinement - both fixed and 
adaptive.  For  all  except  the  first  two  extensions, it is  not  clear  at 
this  time  how  much of the  black box philosophy  can  be  retained,  and i  the 
third and fourth extensions, it is not clear if there is a uniform 
strategy  for  both  serial  and  vector  machines. 
Finally, we  thank  Achi  Brandt  for  advice  that  improved  this  paper. 
vrr. CODE LISTING 
[In, LA-UR, list.] 
A listing of BOXMG  is  contained in Ref. 7 ,  which  may  be  otained  by 
requesting  it from: 
J. E. Dendy,  Jr. 
T-7, MS-610 
Los  Alamos  National  Laboratory 
Los Alamos, NM 87545 
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HIGH ORDER MULTI-GRID METHODS TO SOLVE THE POISSON EQUATION 
Steve Schaffer  
Colorado  Sta te  Univers i ty  
I. In t roduc t ion  
This paper treats several high order multi-grid methods based on f i n i t e  
d i f f e r e n c e  d i s c r e t i z a t i o n  of t h e  model problem: 
LU = F on t h e   i n t e r i o r  of R 
u = G on an 
Here, L i s  the  Laplace  opera tor ,  R t he  un i t  squa re ,  and t h e  f u n c t i o n s  F and G 
are a t  least  piecewise continuous.  
In s e c t i o n  11, a f ixed  h igh  o rde r  FMG-FAS multi-grid algorithm (which 
underlies  each  of  the  high  order  methods) is b r i e f l y  d i s c u s s e d .  I n  s e c t i o n  
111, the  high order  methods are desc r ibed .  In  sec t ion  IVY r e s u l t s  are pre- 
sented on four problems using each method w i t h  t h e  same under ly ing  f ixed  FMG- 
FAS algori thm. It i s  no ted  tha t  op t ima l  e f f i c i ency  of  any  one  of t h e s e  meth- 
ods i s  not  a t ta ined  wi th  th i s  f ixed  a lgor i thm,  the  purpose  of  the  exper iments  
b e i n g ,  r a t h e r ,  t o  g i v e  a comparat ive point  of v iew for  the  d i f fe ren t  methods .  
11. The Fixed  High  Order FMG-FAS Algorithm 
A sequence of uniform grids,  R h ,  on the  un i t  squa re  i s  given,  with in-  
c r eas ing  mesh s i z e s  h = 112, 1/4,...1/64. For  each  h ,  t he  d i sc re t i za t ion  of 
(0) i s  denoted by: 
Ls U = Fh on t h e   i n t e r i o r  of R h h  h 
Uh = Gh on t h e  aR h 
where Lh i s  a f in i t e  d i f f e rence  ope ra to r  i ndexed  by s that  approximates  L ,  G 
i s  t h e  i n j e c t i o n  of G onto R h ,  and Fh is  t h e  i n j e c t i o n  o f  F onto Oh (or  some 
weighted average of F t o  be descr ibed l a t e r ) .  
h 
S 
The fu l l  app rox ima t ion  scheme (FAS) mul t i -gr id  cyc le  is used t o  s o l v e  
equations of the form (1) (see r e f .  1). We desc r ibe  i t  i n  t h e  f o l l o w i n g  t o -  
ge ther  wi th  several m u l t i - g r i d  f e a t u r e s  t h a t  are used i n  a l l  of  our  experi-  
ments.  Subsequent reference to an FAS cyc le  w i l l  always  imply Lh i s  second 
order .  The g r id  func t ion ,  uh ,  w i l l  r epresent   the   cur ren t   approximat ion   he ld  
on R . We f i r s t  d e f i n e  t h e  t w o - l e v e l  FAS cyc le  by the  fo l lowing  four  s teps .  
S 
h 
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1. Given some i n i t i a l  a p p r o x i m a t i o n ,  make 2 Gauss-Seidel 
r e l a x a t i o n  sweeps  on  (1) us ing  checkerboard  order ing  
of t h e  g r i d  p o i n t s  ( r e f .  2 ) .  
2.  Solve  the FAS coa r se  g r id  equa t ion  on R2h g iven  by: 
(2) L2%J2h = L I u + IIp (Fh - Lsu ) 2h 2h h h h  
S s h  
- on t h e  i n t e r i o r  of R 2h 
U2h = p - on aa 2h 
Here, t h e  g r i d  t r a n s f e r  o p e r a t o r  12h r e p r e s e n t s  i n j e c -  
t i o n  and I12h represen t s  " fu l l  we igh t ing"  de f ined  by h 
t h e  s t e n c i l :  
h 
1 1 2 1  
- (  )h  
l6 1 4 1  
3 .  Correct   the   current   approximation on g r i d  h via:  
Uh -+ Uh + I;h (U2h - Ih u ) 2h h 
where the symbol rf+tr represents  rep lacement  and I 
r e p r e s e n t s  i n t e r p o l a t i o n  ( l i n e a r  f o r  s e c o n d  o r d e r  
methods and cubic for fourth order methods).  
h 
2h 
4 .  Repeat   s tep 1 wi th  1 r e l a x a t i o n  sweep us ing  the  cur -  
r e n t  uh f o r  t h e  i n i t i a l  a p p r o x i m a t i o n .  
A mu l t i - l eve l  FAS cyc le  (or ,  s imply  FAS cyc le )  i s  then  def ined  recur -  
s i v e l y  by us ing  th i s  two- l eve l  FAS cyc le  to  so lve  (2 )  on  C12h and s i m i l a r i l y  
on C14h. C o n t i n u i n g  i n  t h i s  way u n t i l  e q u a t i o n  (2)  is  formed on g r i d  h = 1/2 
where the  equat ion  i s  then  so lved  exac t ly .  We demand two such  cycles  on each 
coarser  gr id ,  except  the  coarses t ,  before  cor rec t ing  the  approximat ion  on the  
n e x t  f i n e r  g r i d  ( s t e p  3 ) .  This  i s  c a l l e d  a "W" cycle   and  can  be  represented 
by the  fo l lowing  d iagram ( for  h = 1 / 2 ,  1 / 4 ,  1 / 8 ,  1 / 1 6 ) .  
h = 1/16 
h = 1 / 8  
h = 1 / 4  
h = 1 / 2  
where 0 ,  1 and / r e p r e s e n t ,  r e s p e c t i v e l y ,  r e l a x a t i o n  ( s t e p  1 o r  4) , f i n e  t o  
c o a r s e  g r i d  t r a n s f e r  ( s t e p  2) and coarse t o  f i n e  c o r r e c t i o n  ( s t e p  3) . 
Our h igh  o rde r  fu l l  mu l t i -g r id  (HFMG) a lgor i thm begins  on g r i d  h = 1 / 4 .  
Using a z e r o  i n i t i a l  g u e s s ,  one FAS cycle   (second  order)  i s  made on ( 1 ) .  The 
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r e su l t i ng  approx ima te  so lu t ion  is  t h e n  c u b i c a l l y  i n t e r p o l a t e d  t o  g r i d  h = 1/8 
and i s  used as a n  i n i t i a l  a p p r o x i m a t i o n  f o r  o n e  FAS cycle  on  equat ion  (1) for -  
mula ted  on  th i s  gr id .  A t  t h i s  p o i n t ,  t h e  f i n a l  a p p r o x i m a t i o n  i s  used as the  
in i t i a l  app rox ima t ion  fo r  one  o f  t he  fou r th  o rde r  me thods  desc r ibed  in  the  
nex t  s ec t ion .  Th i s  fou r th  o rde r  method is  then used successively on the  next  
t h r e e  f i n e r  g r i d s  u s i n g  t h e  c u b i c  i n t e r p o l a n t  of t he  f ina l  approx ima t ion  on  
t h e  p r e v i o u s  g r i d  as t h e  i n i t i a l  g u e s s .  The second order FMG a lgor i thm (ref. 
3) proceeds as above without  the switch to  higher  order .  
111. High  Order  Methods 
The f o l l o w i n g  f i n i t e  d i f f e r e n c e  o p e r a t o r s  are considered. I,: - The usua l   second  order   f ive   po in t  star ope ra to r .  
L; - The ope ra to r s  a /ax2 and a /ay are each  approx- 2 2 2  
imated i n  t h e i r  r e s p e c t i v e  d i r e c t i o n s  by fou r th  
o r d e r   f i n i t e   d i f f e r e n c e s .  For  example, a t  a 
po in t   (x ,y )  E R , a /ax is approximated by t h e  
s t e n c i l .  
h 2 2  
1/12h2 (-1 16 -30  16 -1) 
h,x  
when h < x < 1 - h,  and  by 
1/12h (10 -15 -4 1 4  -6 l ) h , x  2  
when x = h.  The symbol " " marks t h e  c e n t r a l  
c o e f f i c i e n t .  
-
L: - The opera tor   used   in   Mehrs te l len   Verfahren .  A 
s e c o n d  o r d e r  f i n i t e  d i f f e r e n c e  o p e r a t o r  is used 
wi th  a weighted average of F t o  p roduce  the  fou r th  
order  equat ion:  
2 1 4 1  1 
1 4 1  1 
(6)  1/6h ( 4  -20 4)h U (x,Y) = 1 / 1 2  (1 8 l)h F(x,Y) 
I,: - This  ope ra to r  ag rees  wi th  Lh a t  a l l  p o i n t s  ex- 
cept  those  whose d i s t ance  to  the  boundary  i s  h.  
A t  t hese  po in t s ,  where  noncen t r a l  d i f f e renc ing  
occured   i n  Lh the  Mehrstel len  Verfahren ( 6 )  is  
used. 
2 
2' 
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The fourth order  methods are d e s c r i b e d  o n a g i v e n  g r i d  h where  the  in i -  
t i a l  approximation is  obtained by the HFMG algor i thm.  Relaxa t ion  w i l l  always 
r e fe r  t o  Gauss -Se ide lwi th  checke rboa rd  o rde r ing  of t h e  p o i n t s .  
MG2 - The second  order FMG-FAS a lgor i thm on e q u a t i o n  ( l ) ,  
which is used here  for  comparison.  
MGW2 - The second order FMGGFAS a l g o r i t h m  u s i n g  t h e  f u l l  
weight ing of F f o r  F i n  e q u a t i o n  (1). 
Hs - High o r d e r   e l a x a t i o n s .  Make t h r e e   r e l a x a t i o n  
sweeps  on: 
where s = 2 ,  3 o r  4 .  Next, so lve   t he   coa r se   g r id  
equat ion:  
(8) L:h U2h = L:h IF uh + IIih (Fh - Ls u ) h h  
us ing   an  FAS cycle   (second  order) .  Then c o r r e c t  
the current  approximation,  uh,  using equat ion (3 )  
a n d  make one r e l a x a t i o n  sweep  on ( 7 ) .  
D - Oute r loop   de fec t   co r rec t ions   ( r e f .  4 ) .  Make one 
S r e l a x a t i o n  sweep  on the  second order  equat ion  (1) .  
Form the  equat ion:  
on g r i d  h and make an  FAS cycle on (9)  using only 
one  r e l axa t ion  sweep  on g r i d  a t  s t e p  1. 
T - The  method of T-extrapolat ion i s  based  on  the as- 
sumpt ion  tha t  t he  second  o rde r  t runca t ion  e r ro r  
func t ion ,  -rh, has  the  loca l  expans ion:  
(10) T 5 L1 U - Fh = Ah + O(h ) .  h h  2 4 
where  the  funct ion A i s  independent of h .  Extrap- 
o l a t i n g ,  w e  ob ta in :  
T~~ = ( T ~ ~  - T ) + O(h ). h 4 3 
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I f  t h e  g r i d  f u n c t i o n ,  u , is  reasonably  c lose  
to  the  second  o rde r  so lu t ion  of (l), then  i t  
i s  n o t  d i f f i c u l t  t o  show t h a t  i f  we def ine :  
h 
then  
2h 4 (=2h h 4 
h 3  
- T ) = O(h ).  T -  
Thus, i t  fol lows from  adding T~~ t o  t h e  g r i d  2h 
v e r s i o n  of (1) t h a t  a fou r th  o rde r  equa t ion  is  
produced  there .  The method,  then,  proceeds as 
fo l lows .  Make one r e l a x a t i o n  sweep on the  second 
order   equa t ion   (1) .  Form the   ex t r apo la t ed   g r id  
2h equat ion:  
h 
L 2h U2h = F2h 2h 
-t ‘h 
and  solve by an FAS cyc le .  Then co r rec t  t he  cu r -  
r e n t  approximation,   uh,   us ing  equat ion  (3)  . A t  
t h i s  p o i n t ,  a r e l a x a t i o n  sweep on the second order 
equat ion  (1) i s  performed  only t o  smooth o u t  t h e  
e r r o r  f o r  f u r t h e r  e x t r a p o l a t i o n s  on t h e  n e x t  f i n e r  
gr id .   Otherwise ,   the   cor rec ted  uh w i l l  b e   t h e   f i -  
nal  approximation for  the T-extrapolat ion method.  
WT - The method  of  weighted  -c-extrapolation i s  exac t ly  
t h e  same as T-ext rapola t ion  except  tha t  Fh i s  de- 
f i n e d  by t h e  f u l l  w e i g h t i n g  of F given by: 
a t  po in t s   (x ,y )  E Q . The function  B(x,y) is in- 
dependent of h .  The same arguments  used i n  T-  
ex t r apo la t ion  ca r ry  ove r  he re  owing t o  t h e  s i m i -  
l a r i t y  o f  t h e  e x p a n s i o n s  i n  (10) and (15) . 
h 
I V .  Numerical  Results 
In  ou r  expe r imen t s ,  t he  so lu t ion  to  the  con t inuous  p rob lem w a s  p rese lec-  
t e d  and t h e  f u n c t i o n s  F and G were def ined accordingly.  
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PROBLEM 1 (smooth  solution) 
U(x,y) = s i n  (TX) s i n  ( 2 ~ y )  
PROBLEM 2 ( o s c i l l a t o r y   s o l u t i o n )  On g r i d  h = 1 /16   t he   so lu t ion  con- 
t a i n s  an average of 4.2 gr id  po in t s  pe r  wave leng th .  
U(x,y) = s i n   ( ~ ( 7 x  + 96)) 
PROBLEM 3 , 4  (jump d i s c o n t i n u i t i e s   i n   t h e  nth d e r i v a t i v e  of the   so lu-  
t ion)  Us ing  the  func t ions  
T(x,Y) = y - X + X - .75 2 
and 
w e  d e f i n e  
where n = 2 i n  problem 3 and n = 4 i n  problem 4. The d i s -  
c o n t i n u i t y  l ies  along a parabola which passes through the 
c e n t r a l  g r i d  p o i n t  f o r  a l l  g r i d s  and two boundary grid 
p o i n t s  on a l l  b u t  t h e  c o a r s e s t  g r i d .  
Operat ion counts  were made f o r  e v e r y  s t e p  of the mult i -gr id  a lgori . thm, 
inc luding  res idua l  format ion  and  t ransfer  and  in te rpola t ions ,  where  one  mul- 
t i p l i c a t i o n  w a s  counted as two addi t ions.  For  each method,  the f ixed algor-  
ithm  accumulated C O N  ope ra t ions  to  ob ta in  an  approx ima t ion  on  g r id  h ,  where 
N is  t h e  t o t a l  number of  po in ts  on gr id  h .  We r e p o r t  t h e  c o n s t a n t  C occur- 
r i n g  f o r  e a c h  method. 
h 
h 
Method 
117 10 7 107 148 141 141 100 85 85 71 C 
D99 D49  44H99 H49 H44 WT T MGW2 MG2 
In  the  exper iments ,  the  weighted  d iscre te  L2-norm of t h e  t r u e  e r r o r ,  
Eh = U - u , taken a t  t he  end  o f  t he  i t e r a t ion  on each  g r id  h ,  i s  given by: h 
where  the  summation i s  o v e r  t h e  i n t e r i o r  p o i n t s  of g r i d  h .  T h i s  d i s c r e t e  L2- 
norm makes the  norms  on d i f fe ren t  gr ids  comparable .  Table  1 lists A(h)  (h = 
1/16, 1/32  and 1/64) f o r  t h e  10 methods  on  problems 1, 2 and 4 .  The r a t i o s  
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should 
t o  o u r  
5) 
L 
be  no ted  tha t  t he  Mehrs t e l l en  Ver fah ren  d i sc re t i za t ion ,  L3, i s  s p e c i a l  
model problem, but has i t s  g e n e r a l i z a t i o n  i n  t h e  HODIE methods ( r e f .  
h 
The second order  e r rors  ob ta ined  by method MG2 on problem 3 were: 
A(1/16) = .90 x A(1/32) = .66 x and  A(1/64) = .14 x loa3. The 
fourth order methods a l l  gave very near ly  the same e r r o r s  as MG2 which would 
be expected for  such a nonsmooth problem. 
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I 
TABLE 1 - COMPARISON OF ERRORS 
1 1 1 1 1 1 1 
?ROBLEM METHOD A(=) A(- A ( 6 4  A 1 6 / A -  A T  A 6 4  
2 
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TABLE 1 - COMP~LPISON OF ERRORS (CONT'D.) 
T 
1 1 
PROBLEM METHOD A(=) A(=) 
1 1 1 1 1 
A (64) A (16) /A (32) A (32) /A (a) 
.15 (-4) 
1 9 .  1 6 .  .36 (-7) 
15.  1 4 .  .64 (-7) 
4 .O 3.9 .91(-5) 
4 .0  4.0 
.30 ( - 6 )  14.  1 4 .  
.18 (-7) 13. 10. 
.16 (-7) 13. 1 2 .  
.41(-6)  13. 13. 
.12  (-6) 13.  11. 
.26  (-7) 1 7 .  13. 
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Accelerated Convergence  o f  S t ruc tu red  Banded  Sys tem 
Us ing  Cons t r a ined  Cor rec t ions*  
K a r l  K n e i l e  
Sverdrup   Technology,   Inc .  
1. I N T R O D U C T I O N  
The g o a l  of t h i s  p a p e r  is t o  describe a n  e f f i c i e n t  i t e r a t i v e  method 
f o r  s o l v i n g  a s t ruc tu red  banded  sys t em o f  equa t ions .  Whi l e  the  me thod  
was deve loped  fo r  a f u l l  p o t e n t i a l  f l o w  p r o g r a m ,  it w i l l  be p r e s e n t e d  i n  
g e n e r a l  terms a p p l i c a b l e  t o  a wide range o f   p r o b l e m s .   T h e   c e n t r a l   i s s u e  
h e r e  is t h e  s o l u t i o n  o f  a large l i n e a r  s y s t e m  o f  e q u a t i o n s .  The l i n e a r  
sys t em may arise d i r e c t l y  i n  t h e  p r o b l e m  o r  may r e s u l t  f r o m  a n  i t e r a t i o n  
i n  a nonl inear   p roblem.  For large 2-D and 3-D a p p l i c a t i o n s ,  t h i s  l i n e a r  
s y s t e m   b e c o m e s   i n c r e a s i n g l y   e x p e n s i v e   t o   s o l v e   d i r e c t l y .  A s  a r e su l t  
e f f i c i e n t  i t e r a t i v e  methods  have  become a t t r a c t i v e  f o r  large problems. 
I n  the n o n l i n e a r  cases, these i t e r a t i o n s  may be e f f e c t i v e l y  merged t o  
improve convergence rates.  
Conven t iona l   i t e r a t ive   me thods   ( J acob i ,   Gauss -Se ide l ,  A D I ,  e t c . )  
r a p i d l y  reach a s t a t e  where convergence rates are l i m i t e d  by t h e  large 
e i g e n v a l u e s   o f  t h e  system. This phenomenon i s  e s p e c i a l l y   r e s t r i c t i v e   f o r  
large problems.  Various  approaches  have  been t r i e d  t o  accelerate 
convergence .   Relaxa t ion  made some  modest ga ins ,   bu t   ob ta in ing   an   op t imum 
or near  optimum parameter was s o m e t i m e s   d i f f i c u l t .  Others t r i e d  more 
e l a b o r a t e   i t e r a t i v e   m e t h o d s   ( i n c o m p l e t e   C r o u t ,   s t r o n g l y   i m p l i c i t  
p rocedure  ( S I P ) ,  a n d  S I P / c o n j u g a t e  g r a d i e n t )  w i t h  c o n s i d e r a b l e  s u c c e s s .  
However, t h e  most dramatic improvements  have been seen recent ly  with the 
r e v i v a l   o f  mu1 t i g r i d  concep t s  . 
The  method p r e s e n t e d  i n  t h i s  paper  uses  a basic i t e r a t i o n  s t e p  
( i n c o m p l e t e  C r o u t  r e d u c t i o n ) ,  a dynamic  r e l a t ion  s t ep ,  and  a m u l t i g r i d  
c o n c e p t  o f  c o n s t r a i n i n g  i t e r a t i v e  c o r r e c t i o n s .  
* The work r e p o r t e d   h e r e i n  was conduc ted   fo r   t he   Arno ld   Eng inee r ing  
Development  Center ( A E D C ) ,  Air Force  Systems Command (AF'SC) by 
S v e r d r u p  T e c h n o l o g y ,  I n c . ,  a n  o p e r a t i n g  c o n t r a c t o r  f o r  t h e  AEDC. 
F u r t h e r  r e p r o d u c t i o n  is  a u t h o r i z e d  t o  s a t i s f y  n e e d s  of t h e  U .  S. 
Government. 
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2. METHOD OF  CONSTRAINED CORRECTIONS 
The method o f  cons t r a ined  co r rec t ions  uses  a v a r i a t i o n a l  f o r m  o f  t h e  
problem. This v a r i a t i o n a l  f o r m  may be p a r t  of the  p r o b l e m  d e f i n i t i o n  o r  
may be a r t i f i c i a l l y  created as described later. 
The d i s c r e t i z e d  v a r i a t i o n a l  form may be r ep resen ted  as L(@,), where L 
is a scalar func t ion  of  t h e  n component vec to r  $I. The components 
of @ are obtained by s o l v i n g  the  n s imultaneous equat ions 
An i t e r a t ive  p rocedure  (Newton’ s )  fo r  so lv ing  t h i s  system is  
A6 = r 
where 
For  l inear  problems t h e  i t e r a t i o n  p r o c e s s  is t r i v i a l  e n d i n g  with the  
f irst  i t e r a t i o n .  
If a v a r i a t i o n a l  p r i n c i p l e  is  no t  p a r t  of t he  problem, one can define 
L * ( 6 )  = 46 A6 - T 
and u s e  
* 
aL / a 6  = o 
b T r  (3) 
( 4 )  
as t h e  var ia t iona l   form.  This  is  equiva len t ,   bo th  here and i n  la ter  
c o n s i d e r a t i o n s ,  t o  u s i n g  
coupled w i t h  Newton’s  method i f  ( 5 )  is  n o n l i n e a r  i n  6. The method o f  
cons t r a ined  co r rec t ions  de f ines  6 as 
6 = Ck 
286 
The vec to r  k has p < n components. The mat r ix  C prescr ibes  each  
component o f  6 as a l inear  combina t ion  of t h e  components o f  k. It w i l l  be 
assumed t h a t  C is o f  r ank  p ( i .e . ,  the  columns o f  C are l i n e a r l y  
independent) .  This is equivalent   o   imposing  (n-p)   l inear   combinat ions 
of  t he  components o f  6 as zero.  That is 
c 6 = 0  
* 
where C* is  an (n-p) x n mat r ix .  It is more conven ien t  t o  use  these 
c o n s t r a i n t s  i n  t he  form of ( 6 ) .  
S u b s t i t u t i o n  of ( 6 )  i n t o  t he  v a r i a t i o n a l  form r e s u l t s  i n  the  system 
of equat ions  
C A C k = C r  T T 
f o r  the unknown k vec to r .  The 6 vec to r  is then  obtained  f rom ( 6 ) .  With 
j u d i c i o u s  s e l e c t i o n s  o f  C and k, the convergence rate can be  
subs   t an t i a l ly   improved .  
3. DYNAMIC RELAXATION 
Consider   again the basic l i n e a r  system ( 2 ) .  When u s i n g  a n  i t e r a t i v e  
method,  one  obtains  an  approximate 6 denoted by 6,. By l e t t i n g  C i n  ( 6 )  
be  t h e  vec to r  t h e  r e l a x a t i o n  parameter k is then  given by 
k = 6,'/6,A6, T T  
The i t e r a t i o n  t h e n  takes t h e  form 
The r e s i d u a l  r i n  ( 9 )  is the o r i g i n a l  r e s i d u a l  v e c t o r  u s i n g  @ .  and  not 
from using Qi+ 6 , . 1 
4. INTERPOLATED FORM 
It is  easier t o  describe this form f o r  one  dimensional  problems. The 
components o f  I$ are a s s o c i a t e d  wi th  a pos i t i ona l  va lue  a long  t h i s  dimen- 
s ion .  A s  mentioned earlier,  c o n v e n t i o n a l   i t e r a t i v e  methods r a p i d l y  reach 
an  asymptotic  convergence limited by t h e  larger e igenvalues .  It is well 
known tha t  these i t e r a t i o n s  r a p i d l y  remove the smaller wavelength compon- 
e n t s ,   l e a v i n g  the  smooth  longer  wavelength  components.  Conventional 
m u l t i g r i d  methods e x p l o i t  t h i s  smoothness t o  j u s t i f y  u s i n g  a coarse  g r i d  
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opera to r .  This  paper w i l l  a l s o  take advantage of t h i s  smoothing 
proper ty ,  bu t  w i l l  d i rect  emphasis  towards t h e  smoothness of the 
c o r r e c t i o n   v e c t o r  6.  A basis v e c t o r  6, is s e l e c t e d .  The c o r r e c t i o n  
v e c t o r  is then  cons  t r a ined  to  the fol lowing form 
I n  a c t u a l  p r a c t i c e  t h e  components o f  6, are i n t e r s p e r s e d  w i t h i n  6 and the  
rows of  B are merged w i t h  the rows of  t he  i d e n t i t y  m a t r i x .  The above 
r e p r e s e n t a t i o n  ( s e p a r a t e d  I and B )  will be u s e d  t o  s i m p l i f y  n o t a t i o n .  
For t h i s  s p e c i a l  case t h e  c o n s t r a i n t s  take t h e  form 
C * 6  = E!-.] 6 = 0 (12) 
The B m a t r i x  r e p r e s e n t s  i n t e r p o l a t i o n  c o e f f i c i e n t s  f o r  t h e  n o n b a s i s  
components.   Solutions  of 
C A C ~ ~ = C ~  T T (13)  
coupled wi th  ( 1 1 )  will then  "so lve  the  o r i g i n a l  p r o b l e m "  s u b j e c t  t o  t h e  
c o n s t r a i n t s .  The e f f e c t i v e n e s s   o f  t h i s  cons t r a ined  form  depends upon t h e  
fo rm o f  in t e rpo la t ion  u s e d ,  the smoothness of 6, a n d  t h e  d i f f i c u l t y  i n  
s o l v i n g  t h e  new system (13). The smaller the dimension of Ab, t h e  
s impler   system (13) is  t o   s o l v e .  However,  more i t e r a t i o n s  are needed t o  
p recond i t ion  the  smoo thness  r equ i r ed  fo r  e f f ec t ive  in t e rpo la t ion .  
The dynamic r e l a x a t i o n  s tep  described i n  t h e  prev ious  sec t ion  can  be  
used  to   improve  overal l   convergence.  The r e l a x a t i o n  f a c t o r  may be 
c a l c u l a t e d  u s i n g  t h e  basis 6,. 
5. MULTIGRID 
The c o n s t r a i n e d  c o r r e c t i o n s  method described i n  the p rev ious  sec t ion  
can be e a s i l y  a d a p t e d  t o  a mul t igr id  concept .  A nested  sequence  of basis 
vec to r s  is  def ined  by 
6 = ci6i 
'i 
i-1 i = 1 , 2 , " ' , m  
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where 6o r e p r e s e n t s  t h e  o r i g i n a l  f i n e  g r i d  and 6m t h e  c o a r s e s t  l e v e l  w i t h  
t h e  fewest components. The Bi are i n t e r p o l a t i o n  c o e f f i c i e n t s  from t h e  
ith leve l  t o  t h e  (i-1) level.  The above   in te rpola t ions  may be combined 
t o  form 
6 = D . 6  
0 l i  
Di = C1C2  Ci - Di-lCi 
The cons t r a ined  sys  tem of equat ions  is 
These  equa t ions  eas i ly  l end  themse lves  to  the  fo l lowing  i t e r a t ive  
algori thm. 
A smoothing pass is  made on t h e  f i n e  g r i d  s y s t e m .  
~6 = r (18)  
The @ vec to r  is updated by ( l o ) ,  whereby  (18) now rep resen t s  t h e  next  
i t e r a t i v e  pass. A compression s t ep  is t aken   t o   ob ta in   t he   sys t em 
A16, - r 1 
T A1 = D AD 1 1  
r = D r  T 1 1 
where 
and 
(19)  
A smoothing  pass is now made on th i s   sys tem.  The @ vec to r  is aga in  
updated and t h e  n e x t  i t e r a t i v e  p a s s  i s  taken a t  the  second  l eve l  
A 2 6 2  = r 2 
where 
and 
m 
A = D;AD 
2 2 
r = D r  T 
2 2 
The process  is  r epea ted  down through the  c o a r s e s t  l e v e l .  
The  above describes a mul t ig r id   cyc le .   Th i s   cyc le  is  then   repea ted  
u n t i l  s u f f i c i e n t  c o n v e r g e n c e  is obta ined .  Many va r i a t ions   o f   t he   above  
a lgor i thm are p o s s i b l e .  A few o f  these are compared i n  S e c t i o n  8. 
A computat ional  advantage can be  obtained from t h e  n e s t i n g  or 
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r e c u r s i v e  d e f i n i t i o n s  o f  t he  D i .  The nex t  l eve l  sys t em can  be  
c a l c u l a t e d  d i r e c t l y  f r o m  the c u r r e n t  l e v e l  
It is n o t  n e c e s s a r y  t o  c a l c u l a t e  t h e  updated  res idua ls  a t  the f i n e  
g r i d  l e v e l .  They may be calculated a t  t h e  c u r r e n t  ith leve l  and  then  
compressed down o n e  l e v e l .  
6. STRUCTURED BANDING 
Consider  those problem where a q u a n t i t y  4 is to  be  de te rmined  over  a 
2-D or 3-D space.  The space  is d i s c r e t i z e d  by an ("1 x "2) o r  
( n l  x n2 x "3) g r id .  The A m a t r i x  i n  ( 2 )  takes a s t r u c t u r e d  banded 
form. That i s ,  only a few of  t h e  d iagonals  of  A have  nonzero  elements.  
The p a r t i c u l a r  s t r u c t u r e  o f  A depends  upon t h e  approximations used in  
desc r ib ing  the  o r i g i n a l  e q u a t i o n s  a t  t h e  g r i d  p o i n t s .  T h i s  paper will 
cover the detai ls  f o r  a n i n e  d i a g o n a l  s t r u c t u r e  t y p i c a l  o f  a 2-D f i n i t e  
e lement   approach.   Adaptat ions  to   other   type  problems  should  not   pose any 
d i f f i c u l t i e s .   O c c a s i o n a l  comments concerning  other   type  problems w i l l  be 
made a t  appropr i a t e  p l aces .  
The s t r u c t u r e  o f  A can be considered as a b l o c k  t r i d i a g o n a l  s y s t e m  
where t h e  blocks are a l s o   t r i d i a g o n a l .  This s i m p l e   s t r u c t u r e   a l l o w s  
computa t iona l ly   e f f i c i en t   smoo th ing   a lgo r i thms .  It is t h e r e f o r e  
d e s i r a b l e  t o  m a i n t a i n  t h i s  s t r u c t u r e  t h r o u g h  the  m u l t i g r i d  l e v e l s .  T h i s  
imposes l i m i t a t i o n s  on t h e  i n t e r p o l a t i o n   m a t r i x  B. For s i m p l i c i t y ,  a l-D 
case w i l l  be descr ibed  first.  The s t r u c t u r e d  banded A matr ix  is  
t r i d i a g o n a l .  In o r d e r  t o  maintain t h i s  t r i d i a g o n a l   s t r u c t u r e ,  t h e  
i n t e r p o l a t i o n  f o r  a n y  p o i n t  must  be l i m i t e d  t o  a neares t  ne ighbor  
p r i n c i p l e .  That i s ,  an   i n t e rpo la t ed   po in t  is  a func t ion   o f   on ly  the  two 
ne ighbor ing   po in ts ,   one  on each s ide.  This sugges t s  a l i n e a r  
i n t e r p o l a t i o n .  
Figure 1 depicts a case where the 6 vector  has  been  smoothed. The 
corresponding C mat r ix  has the  form  (Note: The rows o f  B and I are 
merged ) 
1 1 / 2  
1/2 1 2 / 3  
1/3 
1 / 3  
2 / 3  1 3 /4  
1/4 
1/4 3 4 1 1 
(22)  
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I n  t h e  t y p i c a l  m u l t i g r i d  p a t t e r n s  where eve ry  o the r  po in t  is used, C has 
t h e  fo l lowing  form for  a n ine  po in t  t o  f ive  po in t  compress ion .  
r 1 1/2 L/2 1 1/2 CT = 1/2 1 1/2 1 
L 1/2 _1 1 1/2 1 1/2 
The n e a r e s t  n e i g h b o r  p r i n c i p l e  f o r  2-D problems is shown i n  
F igure  2. The coa r se  g r i d  b a s i s  is represented  by s o l i d   d o t s .  The open 
circles are i n t e r p o l a t e d  p o i n t s .  The a r rows   po in t   t o  the basis 
components tha t  are u s e d   f o r   i n t e r p o l a t i o n .  This i n t e r p o l a t i o n   c a n  be  
f a c t o r e d   i n t o  two I-D s t eps .   F igu res  3a and  3b  show t h e  two steps. The 
f irst  step reduces  from a 5 x 5 g r i d  t o  a 5 x 3 gr id .  The second  then 
reduces down t o  a 3 x 3 gr id .  The same p r i n c i p l e  w i l l  f a c t o r  a 3-D 
problem i n  three s t e p s .  
In t e rpo la t ion  fo r  unequa l  spac ing  and  i r r egu la r  geomet r i e s  is more 
involved.  A c o n v e n i e n t  a l t e r n a t i v e  is t o  i n t e r p o l a t e  as i f  the geometry 
were r e g u l a r  w i th  equal   spac ings .  This r e t a i n s  t h e  c a l c u l a t i o n s  i n  a 
simple  form. The r e s u l t  is a "nonl inear   form"  of   in te rpola t ion .  The 
longer  wavelength information is s t i l l  passed down t o  the c o a r s e r  l e v e l .  
The i n t e r p o l a t i o n  e r r o r s ,  as wi th  l i n e a r  i n t e r p o l a t i o n ,  are s h o r t  
wavelength i n  n a t u r e  a n d  are reduced wi th  the next smoothing pass a t  t he  
c u r r e n t  l e v e l .  
7. SMOOTHING PASS 
One o f  t he  key elements  of  the m u l t i g r i d  a l g o r i t h m  is tha t  t he  
wavelength components comparable to gr id  s i ze  must be  damped before  going 
t o  a c o a r s e r  l e v e l .  F o r t u n a t e l y ,  t h i s  is the s t r o n g  p o i n t  o f  t h e  
conven t iona l   i t e r a t ive   me thods .  The method emphasized i n  t h i s  r e p o r t  is  
incomplete   Crout   reduct ion.  Two v a r i a t i o n s  are u s e d   i n  t h i s  r e p o r t .  The 
methods are i d e n t i c a l  t o  a complete  Crout  reduct ion w i t h  the fo l lowing  
modi f ica t ions  dur ing  the  forward  pass .  In  t h e  s h o r t  v e r s i o n  when ze ro ing  
an element below the  main diagonal,  a l l  opera t ions  which modify an 
off-diagonal   e lement  are not  performed. The r e s u l t  is a q u i c k  e f f i c i e n t  
i t e r a t i o n  which damps o u t  the  shor t  wavelength  e r ror  components .  In  t he  
long  ve r s ion ,  a l l  o p e r a t i o n s  which modify the  nonzero structured banded 
elements are kept .  All o the r  ope ra t ions  which would  modify  zero  elements 
are not  performed. The long  ve r s ion  has better i t e r a t i v e  p r o p e r t i e s  a t  
the expense of the a d d i t i o n a l  work requi red .  For  t he  n ine  po in t  star 2-D 
case, the  i n c r e a s e  i n  o p e r a t i o n s  is about 60%. 
291 
8. TEST CASE 
The preceding methods were u s e d  t o  s o l v e  Laplace's equa t ion  on a 
r ec t angu la r  grid.  D i r i ch le t   cond i t ions  were imposed a t  t h e  boundaries .  
The pr imary  goa l  of  t h i s  test  case was t o  v e r i f y  t h e  method  and h e l p  i n  
compar ing   a l t e rna t ives .  The sys tem  (2)  was ob ta ined   u s ing   i sopa rame t r i c  
q u a d r i l a t e r a l  f i n i t e  e l e m e n t s .  The basic a l g o r i t h m  c o n s i s t e d  o f  t h e  
fol lowing.  A m u l t i g r i d  c y c l e  o f  ( m  + 1) l e v e l s  was used ( m  = 0 means 
f i n e  g rPd  only) .  The c o a r s e r  l e v e l s  were obta ined  by removing  every 
o t h e r  p o i n t  i n  each dimension. Each level   contained  one  smoothing pass. 
(The s-hort  vers ion of  incomplete  Crout  fol lowed by a dynamic 
r e l a x a t i o n . )  The resu l t s   (convergence  rates) are g i v e n  i n  t h e  number o f  
work u n i t s  r e q u i r e d  t o  r e d u c e  the  e r r o r  by one order of magnitude. A 
work u n i t  is def ined  as t h e  time t o  s e t  up a f i n e  gr id  system and make 
one  smoothing pass. It was assumed t h a t  t h e  time s p e n t  a t  a l o w e r  l e v e l  
was one  four th  that  o f  t h e  nex t  h ighe r  l eve l .  For comparison w i t h  
conven t iona l  mu l t ig r id  methods it is a l s o  assumed t h a t  the time requ i r ed  
t o  compress down t o  t he  nex t  l ower  l eve l  is e q u i v a l e n t  t o  that  o f  
eva lua t ing  t h e  o p e r a t o r  a t  t h a t  l e v e l .  For simple l inear  problems such  
as Laplace 's  or Poisson 's  equat ion,  t h e  ope ra to r  eva lua t ion  shou ld  be 
quicker .  However, for   nonl inear   p roblems  such  as f u l l  p o t e n t i a l  f l o w ,  
the compression s t e p  w i l l  probably be fas ter .  The rates given are 
estimates o f  t h e  asymptot ic  rate. They were ob ta ined  by i t e r a t i n g  u n t i l  
t he  rates " leve led   o f f" .   In  cases where convergence  showed  cyclic or 
erratic behavior ,  an average of  a selected f i n a l  g r o u p  o f  i t e r a t i o n s  was 
used. Most o f  t he  r e s u l t s  are g i v e n  f o r  9 x 9 ,  17 x 17, and 33 x 33 
grids wi th  equal  spac ings .  A few r e s u l t s  where n1 # n2  and where 
AX # AY are given at the end of t h e  s e c t i o n .  
Table 1 shows t h e  convergence rates f o r  t he  basic a lgor i thm.  
0 1 2 3 4 5 
9 x 9  3.8 1.1 1.2 1.2 
17 x 17 11.5 2.1 1.3 1 - 3  1 * 3  
31 x 31 39.7 6.6 1.8 1.3 1.3 1 - 3  - 
T 
TABLE 1. Convergence Rates f o r  Basic Algorithm 
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Without multigrid levels,  the convergence rate r ap id ly  de t e r io ra t e s  wi th  
i nc reas ing  g r id  s i ze .  Using multigrid levels improves the  convergence 
rates f o r  each g r i d  s i z e ,  and t h e  r e s u l t s  appear independent of grid 
s i ze .  The t ab le  ind ica t e s  t ha t  t he  ex t r a  coa r se  g r ids  a re  no t  needed, 
but nothing is lost by the  conse rva t ive  a t t i t ude  o f  u s ing  more l eve l s  
than needed.  For  comparison  purposes the 1.3  convergence rate is 
equiva len t  to  an  qr ror  reduct ion  fac tor  of  0.17 per  work u n i t  o r  0.093 
per  mult igr id  cycle .  This  table should be used as a re ference  for  
comparison of alternative methods g i v e n  i n  t h i s  s e c t i o n .  
Table 1 considers the case where t h e  n1 x n2 g r id  po in t s  are a l l  
i n t e r i o r  t o  t h e  boundary. The boundary conditions had been t r ans fe r r ed  
t o  t h e  right hanb side of the equations.  An a l t e r n a t i v e  would be t o  
include t h e  boundary points as part  of the n l  x n2 g r id .  The 
boundary points have no e r r o r  and t h e  neighboring points  are  interpolated 
using t h i s  ze ro  e r ro r  boundary. The results are shown i n  Table 2. 
9 x 9  
17 x 17 
31 x 31 
0 1 2 3 4 5 
2.7 1 . 3  1.2 1.2 
9.2 2.3 1.2 1.3  1.3 
34.3 9.5 2.0 1.4  1.4  1.4 
TABLE 2. Convergence  Rates fo r  A l t e rna te  Boundary Conditions 
The f a s t e r  convergence a t  t h e  z e r o  l e v e l  is due t o  t h e  fewer non-zero 
e r r o r  components. However, where mul t igr id   l eve ls  are used, t h i s  t rend  
is reversed. The d i f f e rence  is small though, when s u f f i c i e n t  l e v e l s  are 
used. Ease of application should probably be the  deciding factor .  
Table 3 shows the  r e s u l t s  when a Jacobi  AD1 method is used f o r  
smoothing. The dynamic r e l axe r  was app l i ed  after each of  the two A D 1  
sweeps. The multigrid convergence rates are about the  same as the  incom- 
.plete Crout reduction. The main reason for choosing t h e  incomplete  Crout 
was its e f f i c i ency .  It is  e a s i l y  programmed. For large systems it re- 
qui res  5 divides  (with common d i v i s o r ) ,  and 12 multiply-add  combinations 
per equation. If a p p l i e d  t o  a 5 point  star system obtained from 
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f i n i t e  d i f f e r e n c e s ,  the opera t ion  count  is 3 div ides  and  6 multiply-adds 
per  equat ion.  
0 1 2 3 4 5 
9 x 9  6.6  1.4 1.2 1.3 
17 x 17 21.1 3.5  5 1.4 1.3 
31 x 31 76.6 12.0 2.6  1.5 1 .4  1.3 
L 
TABLE 3. Convergence Rates f o r  A D 1  Smoothing 
Seve ra l  a l t e rna t ive  me thods  o f  cyc l ing  th rough  the  m u l t i g r i d  l e v e l s  
were t r ied .  The o r d e r  d i d  n o t  s i g n i f i c a n t l y  change the asymptotic 
convergence rates. That i s ,  it makes no d i f f e r e n c e  whether one starts 
wi th  t h e  f i n e  g r i d  and works down t o  the coa r se  o r  v ice  versa .  At tempts  
a t  weight ing the  coa r se  gr id  passes were a l s o  tried. Table 4 shows 
r e s u l t s  where t h e  number o f  passes a t  each l e v e l  v a r i e d  l i n e a r l y  f r o m  1 
f o r  l e v e l  0 t o  6 f o r  l e v e l  5. 
0 1 2 3 4 5 
9 x 9  3.8  1.4 1.6 1.6 
17 x 17 11.5 1.4  .6  1.7 1.7 
31 x 31 39.7  3.6  1.6  1.7  1.7 1.7 
-~~~~ ~ ~~ ~ ~~ ~~ 
TABLE 4. Convergence Rates f o r  Weighted Passes 
Some improvement is no t i ced  for a few cases where t h e  number o f  l e v e l s  
are i n s u f f i c i e n t .  However, when s u f f i c i e n t  l e v e l s  o f  gr id  are used ,  
equal   weight ing  (one per pass) is  better. The degrada t ion  of convergence 
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rate is due t o  t h e  a d d i t i o n a l  work involved.  If t h e  rates were given on 
a "pe r  mul t ig r id  cyc le t t  bas i s ,  t hey  would be abou t  equa l  t o  those  us ing  
one   pass   per   l eve l .  It is impor tan t   to   emphas ize  tha t  these are 
asymptot ic  rates. It was not iced  t h a t  t he  weighted c y c l e  was s u p e r i o r  i n  
t h e  i n i t i a l  stages. This  was a t t r i b u t e d  t o  the smooth e r r o r s  p r e s e n t  
wi th  the  i n i t i a l  g u e s s e s .  Such a phenomenon is l i k e l y  w i t h  a c t u a l  
problems.  Therefore,  i t  is suggested t h a t  t h e  ea r ly   pas ses   be  weighted 
towards t h e  c o a r s e r  l e v e l s  with later passes  of one  pe r  l eve l .  
Table 5 shows r e s u l t s  w i t h o u t  u s i n g  the  dynamic relaxer. 
0 1 2 3 4 5 
6.7 2.0 1.3 1 . 3  I 
20.8 5.5 1.6 1.4 1.4 I 
TABLE 5. Convergence Rates Without Dynamic Relaxer 
While t h e  relaxer made s igni f icant  improvements  a t  the  z e r o  l e v e l ,  o n l y  
modest  gains were achieved when m u l t i g r i d  l e v e l s  were used.   Since i t s  
c o s t  is minimal, t he  dynamic relaxer was r e t a i n e d  i n  the basic 
algori thm. I ts  p o t e n t i a l  g a i n  f o r  o t h e r  a p p l i c a t i o n s  may be  
s ign i f icant .   For   example ,  a 25% s a v i n g s  i n  time was o b t a i n e d  i n  t h e  
multigrid/ADI cases. For  comparison  purposes,  a f i x e d  optimum parameter 
was determined by t r i a l  and error.   Convergence rates f o r  the  dynamic 
r e l a x e r  and t h e  f i x e d  optimum were e s s e n t i a l l y  the  same. 
Simultaneous  re laxat ion  parameters  were a l s o  t r ied.  The c o r r e c t i o n s  
a t  each l e v e l  were saved  and  used as columns of C i n  ( 6 ) .  The system of 
equat ions (8)  can  then  be s o l v e d  f o r  t he  r e l a x a t i o n  parameters 
(components o f  k ) .  The r e s u l t s  were d i sappo in t ing .   On ly   t r i v i a l   ga ins  
were not iced ,  no t  wor th  t he  e x t r a  work and  s torage  requi red .  
An i n t e r e s t i n g  a l t e r n a t i v e  is t o  u s e  a cons t an t  times t h e  r e s i d u a l s  
as the  smoothers. The dynamic relaxer can be used t o  determine the  
unknown constant.   Convergence was erratic wi th  rates i n  the  2.0 t c  4.0 
range .   For   l inear   p roblems,  t h i s  rate would be a t t r a c t i v e  s i n c e  the time 
per i t e r a t i o n  is minimal .   For   nonl inear   problems,   calculat ing the f i n e  
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grid sys tem and  compress ion  to  coarser  leve ls  takes most o f  t h e  time, and 
the  o v e r a l l  rates would be cons iderably  slower. A problem with t h i s  
a l t e r n a t i v e  is t h e  r e l a t i v e  s c a l i n g  of each equat ion .  
S e v e r a l  r e c t a n g u l a r  grids were a l s o  tr ied.  The convergence rate f o r  
a 9 x 33 g r i d  was i n  the 1.2 t o  1.3 range t h a t  was o b t a i n e d  f o r  t h e  
squa re  grids.  The incomplete  Crout  smoother is order   dependent .  That 
i s ,  d i f f e r e n t  r e s u l t s  are obtained depending upon whether t he  gr id  is 
numbered by rows or by columns. The convergence rates f o r  t h e  9 x 33 
g r i d  were e s s e n t i a l l y  u n a f f e c t e d  by the  d i r ec t ion  o f  node  o rde r ing .  
Ordering along the  short  dimension gave less than a 2% improvement over 
t he  o t h e r  d i r e c t i o n .  
F igure  4 shows r e s u l t s  f o r  v a r y i n g  a s p e c t  r a t i o s .  A 33 x 33 g r i d  was 
u s e d  i n  t h i s  s tudy .  The s o l i d  l i n e  shows the  r e s u l t s  u s i n g  t h e  s h o r t  
incomplete   Crout   reduct ions.  The nodes were numbered i n  t h e  Y 
d i r e c t i o n .  As the  f i g u r e  i n d i c a t e s ,  t h e  convergence rate r a p i d l y  becomes 
imprac t i ca l  fo r  even  modera t e  aspect r a t i o s .  Numbering the  nodes i n  the 
X d i r e c t i o n  g a v e  t h e  same behavior.  The dashed l i n e  shows r e s u l t s  f o r  
t h e  long vers ion of  incomplete  Crout  reduct ion (nodes numbered i n  t h e  Y 
d i r e c t i o n ) .  The wors t   convergence   ra t io   occurs  a t  an  a s p e c t  r a t i o  o f  
about 10.  About twice as many i t e r a t i o n s  are needed a t  t h i s  a spec t  
r a t i o .  A t  larger r a t i o s ,  t h e  convergence rate rapidly  improves.  
Ordering the  nodes i n  t h e  X d i r e c t i o n  g i v e s  the r e s u l t s  shown by the  
d o t t e d  l i n e .  E x c e p t  f o r  a small i n c r e a s e  a t  t h e  smaller aspect r a t i o s ,  
t h i s  order ing   gave  better r e s u l t s .  The unexpected  improvement a t  large 
a s p e c t  r a t i o s  is p robab ly  due  to  the  r egu la r  r ec t angu la r  geomet ry .  
Ex t r apo la t ion  o f  these r e s u l t s  t o  more g e n e r a l  geometries would be 
specu la t ive .  Fu r the r  s tudy  is  n e e d e d  p a r t i c u l a r l y  i n  t h e  s e l e c t i o n  of 
t h e  smoother. 
A cons t r a ined  co r rec t ions  a lgo r i thm was described i n  the previous 
s e c t i o n s .  The method was used to  so lve  Lap lace ' s  equa t ion  on a 
r ec t ang le .  A convergence rate o f  1 . 3  f i n e  gr id  work u n i t s  per decade 
r e d u c t i o n  i n  error was obta ined .  
The a lgor i thm uses  a mul t igr id  concept  wi th  t h e  fo l lowing  
components. 
( 1 )  Incomplete  Crout  reduction is  used t o  smooth t h e  e r r o r s .  
(2) A dynamic r e l a x a t i o n  parameter is  used. 
(3)  Coarse gr id  systems are obtained by c o n s t r a i n i n g  the  co r rec t ions  
a t  t h e  f i n e  gr id  l e v e l .  These c o n s t r a i n t s  are i n  the form  of 
s i m p l e  i n t e r p o l a t i o n .  
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The method has some drawbacks. The sys tem of  equat ions  needs  to  be 
s t o r e d .  R e c a l c u l a t i o n  o f  t h e  f i n e  gr id  a t  each l e v e l  would i n c r e a s e  the 
computa t iona l  e f fo r t  by a f a c t o r  a p p r o x i m a t e l y  p r o p o r t i o n a l  t o  t h e  number 
o f  l eve l s  u sed .  Fo r  non l inea r  p rob lems ,  upda t ing  t h e  nonl inear   par t s   can  
only be accomplished a t  the  f i n e  gr id  level .  Another  drawback occurs  
with the simple f o r m s  t y p i c a l  o f  f i n i t e  d i f f e r e n c e  methods.  For example, 
a 2-D f i n i t e  d i f f e r e n c e  method u s u a l l y  uses a 5 po in t  star rather than 9 
po in t s .  The i n t e r p o l a t i o n  u s e d  i n  t h i s  paper w i l l  no t  main ta in  t h i s  5 
diagonal  system, but  expands to  a 9 d iagonal  system. 
The main advantage of t he  method is t h e  in f luence  o f  t he  
in t e rpo la t ion  fo rmulas .  The coa r se  gr id  s y s t e m  c o n t a i n  n o t  o n l y  the  
"ave rage  r e s idua l s " ,  bu t  f i ne  gr id  geometry information and the implied 
i n t e r p o l a t i o n  o f  t he  s o l u t i o n  back t o  t h e  f i n e  g r i d .  It is expected t h a t  
t h i s  uni f ica t ion  be tween t h e  m u l t i g r i d  phases w i l l  prove advantageous 
when gene ra l  d i s to r t ed  geomet r i e s  are used. The method is  e a s y  t o  u s e  
and  does  not  require  guesswork  for  determining parameters. Simple 
in te rpola t ion  forms are u s e d ,  p r o d u c i n g  e f f i c i e n t  i t e r a t i o n s .  
It is t h e  op in ion  o f  t he  au thor  that the advantages will outweigh t h e  
disadvantages.  A 3-D f u l l  p o t e n t i a l  program is being  developed  using t h e  
method i n  t h i s  paper. 
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10. NOMENCLATURE 
C* 
D i  
F 
k 
L 
L* 
m 
6 
6 a 
%l 
6 
4 
i 
C o e f f i c i e n t  Matrix f o r  a l i nea r  sys t em o f  equa t ions  
Coef f i c i en t  Ma t r ix  a t  ith m u l t i g r i d  l e v e l  
I n t e r p o l a t i o n  c o e f f i c i e n t  m a t r i x  
I n t e r p o l a t i o n  c o e f f i c i e n t  matrix f rom l eve l  i t o  l e v e l  
( i - 1 )  
Augmented i n t e r p o l a t i o n  c o e f f i c i e n t  m a t r i x  
Augmented i n t e r p o l a t i o n  c o e f f i c i e n t  m a t r i x  from l e v e l  
i t o  l e v e l  ( i - 1 )  
Matrix d e f i n i n g  l i n e a r  c o n s t r a i n t s  i m p l i e d  by C 
I n t e r p o l a t i o n  c o e f f i c i e n t  m a t r i x  f r o m  l e v e l  i t o  f i n e  
gr id  
Vector  def ined by &/a@ 
Vector  of  unknowns i n  c o n s t r a i n e d  c o r r e c t i o n  
formula t ion  
Var ia t iona l  form 
A l t e r n a t e  v a r i a t i o n a l  form 
Maximum number of  leve ls  used  (m = 0 means f i n e  g r i d  
only  1 
Number o f  nodes  in  a g i v e n  d i r e c t i o n  o f  the gr id  
Res idua l  vec tor  
Res idua l  vec to r  a t  ith l e v e l  
Correc t ion  vec tor  
Correct ion vector  approximation 
A basis vec to r  used  f o r  i n t e r p o l a t i o n  
Basis v e c t o r  a t  the ith l e v e l  
So lu t ion  vec to r  
i t h  i t e r a t i o n  f o r  t h e  s o l u t i o n  v e c t o r  
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Transpose operator 
A vector  composed o f  de r iva t ives  o f  L wi th  respect t o  
elements  of @ . 
Matrix composed of de r iva t ives  of the elements of F 
wi th  respect to elements of @. The F components 
determine rows and t h e  @ components determine 
columns. 
A l t e rna te   no ta t ion   fo r  @ / a @  . The matrix composed 
of second derivatives of L wi th  respect  to  e lements  
of  @. 
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Figure 3.- 2-D Interpolation in Split Form. 
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