Each set will be indexed by the lowercase letter of the set. For example, index refers to an electricity generating unit in .
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A Introduction
Previous models have examined health benefits of displaced emissions, and are discussed in detail in Siler-Evans et al. (1) but summarized in-brief here. The first type of model uses average emissions factors that are representative of displacing a fraction of the combined generation from all plants in a region; the second employs regressions of historical data to estimate displaced emissions; and the third approach utilizes modeling of the dispatch of generators to explicitly model the amount of hourly generation and emissions at each generating unit, and can also include detailed grid simulation models to evaluate the impact of displaced emissions (1) . We utilize this third approach, summarized in Fig. S1 , integrating a linearized reduced form air quality model which simulates air pollutant concentration impacts within a unit commitment electricity generation optimization model. An integrated approach avoids the computational burden of running a grid simulation model and calculating health impacts for each change in emissions profile.
Fig. S1: APOM modeling framework including inputs, scenario variants and outputs analyzed.
The supporting information is organized as follows: Section B discusses the optimization component and mathematical formulation of the unit commitment model, Section C discuses input data and parameters used, Section D derives the linear approximation of monetized health impact, Section E reports extended results and Section F lists tables of model input data used within our model. electricity production costs and monetized health impact cost estimates. The electricity production costs include fuel costs, operations and maintenance (O&M) costs, and generation startup costs. The reduced form air quality model adds additional plant-dependent, spatially resolved health impact costs to each unit of power production. These health impact costs are due to two secondary air pollutants, ozone (O 3 ) and fine particulate matter less than 2.5 µm in aerodynamic diameter (PM 2.5 ) formed from the emissions of two primary air pollutants, sulfur dioxide (SO 2 ) and nitrogen oxides (NO X ). SO 2 and NO X form several species of secondary PM 2.5 , such as inorganic aerosols (sulfate, nitrate and ammonium), and organic aerosols such as organic carbon. We chose to use secondary inorganic sulfate PM 2.5 formed from SO 2 emissions, which is one of the largest components of secondary PM 2.5 . The United States Environmental Protection Agency (EPA) has instituted controls on concentrations of PM 2.5 and O 3 , as well as emissions of SO 2 and NO X . These have been implemented through the acid rain program and the cross-state air pollution rule, which set standards on emissions of SO 2 and NO X (2, 3) , and the national ambient air quality standards (NAAQS) (4) , which set standards for concentrations of PM 2.5 and O 3 .
The optimization model is based on the well-known unit commitment model (5) , formulated and solved as a mixed-integer linear programming problem (MILP). For the case study of Georgia, we formulate the optimization component with Python 2.7 using the gurobipy module, and solve using the Gurobi version 5.1.0 solver (6). We separate each year and each month, solving each month in a given year as a single unit commitment instance (i.e., July 2007, January 2007, etc…). Because we solve a month-long time horizon versus a shorter time horizon (day or week), we use an optimality gap of 0.25%0 F * to ensure that each optimization model run finishes in under roughly four hours of computational time on a 64-bit machine with at least 12GB of memory, however some selected runs take as long as a day of computational time. Sources of cost estimates, power plant characteristics and electricity generation demand inputs for the model are outlined in Section C and Section F.
Mathematical Formulation
Several sets and indices are defined that will be used throughout the formulation, summarized as, 
Air quality health impact cost ($ / MWh)
Using the previously defined parameters, health cost estimates in units of $/MWh are calculated using population data, mortality rates, value of a statistical life (VSL), emissions rates of primary pollutants SO 2 and NO X , and the concentration-response function estimates for O 3 and PM 2.5 . Note that for the case study of Georgia, we used sulfate-based PM 2.5 formed from SO 2 emissions, but the formulation shown is more general. For notational convenience, it is helpful to define these air quality health impact cost estimates separately before they appear in the objective function, , =
Objective Function
The objective function is defined as
with the sum across all hours of the given time horizon, and across all generating plants. These costs include fuel costs ( ), additional optional air quality health impact costs ( , ), variable operations and maintenance costs if a plant is committed ( ), and startup costs when a plant is first committed ( ). Note that when minimizing only production costs, the air quality health impact costs , are removed from the objective function.
Unit Commitment Constraints
Generation unit commitment is a well-known difficult problem (7) , and can be formulated in several equivalent ways (6, 7) as a mixed integer linear program (MILP). We use the strongest formulation outlined in (7) , which defines logical constraints for the startup, shutdown and unit commitment binary variables in ways that are facet defining. Facet-defining valid inequalities generally produce faster computational running times (8) . These constraints are defined in detail below, which are equivalent to equations [1] , [7] and [8] in (7) , respectively. , − , = , − , , ∀ , ℎ ∈ \{0}, equation defining the logical relationship between startup, shutdown and on/off binary variables , ≤ , , ∀ ∈ , ℎ ∈ , inequality requiring a unit that is turned on to be operating at that time , ≤ 1 − , , ∀ ∈ , ℎ ∈ , inequality requiring that a unit turned off at time h cannot be operating at that time.
Ramping constraints
In addition to unit commitment constraints, we impose constraints on the ramp-up and ramp-down in generation from one hour to the next. Here we limit ramp-up and ramp-down to = 25% per hour for coal plants. Further analysis of the choice of ramp rate is given in Section B. Ramp rates are unrestricted for natural gas plants and hydro power plants (equivalent to possible ramping of = 100% of capacity within an hour). For nuclear plants, there is an additional minimum required amount of generation, so generation is restricted within the range of 80% (minimum generation allowed for nuclear plants) and 95% (capacity factor for nuclear) of nameplate capacity. Note that due to this minimum required generation for nuclear, nuclear plants are assumed to be committed in all hours. Recall that is the maximum instantaneous capacity factor of plant i (as a percentage of capacity), and is the nameplate capacity of plant i (in MW). Also note that in the 0 th hour of the month we assume that a plant can start at any feasible generation level to account for the cutoff in our model before the 0 th hour. , − , ≤ , ∀ ∈ , ℎ ∈ \{0}, maximum ramp-up constraint , − , ≤ ∀ ∈ , ℎ ∈ \{0}, maximum ramp-down constraint , ≥ ∀ ∈ , ℎ ∈ , minimum generation constraint for nuclear plants
Generation constraints
We also are required to meet electricity demand using committed plant generation in each hour. Furthermore, each plant can generate no more than its available capacity, and if committed, certain base load plants, such as nuclear and coal, must comply with minimum capacity requirements. , ≤ , , ∀ ∈ , ℎ ∈ , maximum generation constraint, if committed , ≥ , ∀ ∈ , ℎ ∈ , minimum generation constraint, if committed , = , ∀ℎ ∈ , electricity demand must be satisfied.
Binary and non-negativity restrictions
Finally, the unit commitment variables are restricted to be binary (0 or 1), and other variables such as generation must be non-negative. , ≥ 0, ∀ ∈ , ℎ ∈ , generation variables are non-negative , ∈ {0,1}, ∀ ∈ , ℎ ∈ , unit commitment variables are 0 or 1 , ∈ {0,1}, ∀ ∈ , ℎ ∈ , start-up variables are 0 or 1 , ∈ {0,1}, ∀ ∈ , ℎ ∈ , shut-down variables are 0 or 1.
C Input data and parameters Electricity generation load
For this study, we assume that generation of all plants within the state lines of Georgia listed by the EPA eGRID database can be controlled, including large plants partially owned by Georgia Power and other non-Georgia Power generating facilities operating within the state. (10), which is then divided by 365 days, and then 24 hours to provide an estimated average hourly generation from nuclear and hydro.
Power plant characteristics
Power plant characteristics such as nameplate capacity, annual capacity factors (the ratio of average hourly net generation in MW to name plate capacity in MW), latitude and longitude, plant prime mover (steam generator, gas turbine, internal combustion or combined cycle) and fuel type (natural gas, coal type, etc.) of a plant are taken from the EPA eGRID 2009 dataset (10), and shown in Table S19 through Table S22 in Section F.
Maximum capacity factors are increased for coal and natural gas to 80% of nameplate capacity, due to EPA eGRID values reporting an average capacity factor versus a maximum capacity factor. Emissions rates of SO 2 and NO X from EPA CEM hourly measurements of EGUs are used to establish plant baseline emissions for January 2007 and July 2007 and also to measure average emissions rates for point source emissions plants and for Plant Hammond (9) . For group source plants other than Plant Hammond, for each year we estimate an emissions rate based on fuel type, either via the US annual average for the fuel type or via the Georgia state annual average for that fuel type as reported in EPA eGRID in the most recent measured year (10) . Fuel for each plant is sub-typed into bituminous coal, sub-bituminous coal, residual fuel oil, distillate fuel oil, natural gas, biomass (several subtypes), nuclear and hydro (see Table  S14 , Table S15 , Table S16 and Table S17 for emissions rates used).
Power plant ramping constraints
Coal power plants and natural gas plants cannot be switched to full power or down from full power instantaneously. In this model, we use ramp-up and ramp-down rates of four hours to and from full capacity for coal plants ( Table S23 . A census block is the smallest geographical unit used by the US Census Bureau for tabulation of data collected on population. Blocks are defined by natural boundaries such as streets, roads, railroads, streams or other bodies of water, or other natural boundaries (14) . There were 291,086 census blocks used for Georgia in the 2010 US Census, and roughly 1,100 12 km-by-12 km grid-squares used to geographically represent Georgia in the CMAQ air quality model. The US Census 2010 block level population data aggregated into 12 km-by-12 km grid cells was taken from the EPA BenMAP software tool (15) , and are shown in 
Mortality rates
All-cause mortality data are from the year 2010 US Centers for Disease Control and Prevention mortality rates by county for Georgia (16) . These mortality rates were used in calculating the change in mortality due to changes in pollutant concentrations within a 12 km grid cell (15) . These mortality rate estimates were taken from aggregated 12 km grid cells via the EPA BenMAP software tool (15) . All-cause mortality rates for ages 30-99 are shown in Fig. S2 .
Health impact estimates
This study uses estimates of a change in mortality rate due to a change in PM 2.5 concentration. Estimates typically utilize outdoor measured pollutant concentration as a proxy for pollutant exposure within a population. We use the results of a study from (17) to approximate the effects of PM 2.5 pollutant concentration on all-cause mortality, sometimes termed exposure-response, but also dose-response or concentration-response. Table S1 lists the relative risk (RR) ratio utilized in this study. 
Value of a statistical life estimate
The value of a statistical life (VSL) is a method to assess the economic value of eliminating the risk of one premature death (18) . By using VSL, comparing the monetized effects of changes in concentration with changes in the costs of production is possible within an integrated model. Guidance is taken from the US EPA Guidelines for Preparing Economic Analyses: Mortality Risk Valuation Estimates (18) . For this study we use the median value of $7.61 million (adjusted to USD 2007 using US GDP deflators) advised by the EPA (18) . The 26 VSL estimates used are shown in Section E. (19) explores VSL revealed preferences and stated preferences in detail.
D Health Concentration Response Functions and Linearization
In previous studies health endpoints such as mortality have been connected to air pollutant concentrations of PM 2.5 through a concentration-response (CR) function (17, 20) . These functions are log-linear, and provide a method of predicting how a change in air pollutant concentration will change the observed incidence of a health endpoint such as mortality for a specified region. This systematic process can be implemented for a gridded region over a specified time horizon using specialized tools such as BenMAP from the US EPA (15) . Alternatively, one can use the CR functions that are utilized within BenMAP (15) or are reported in the literature (17) to quantify the effects of each air pollutant over a specified location (i.e., grid square). We use this second method within the mixed-integer linear programming (MILP) formulation, with a linearized approximation of the log-linear relationship between a change in pollutant concentration and a change in mortality.
The shape of CR functions varies depending on the epidemiological study and pollutant examined, such as PM 2.5 or O 3 . For PM 2.5 , log-linear CR functions have been recommended; alternatives include threshold functions or splines (17, 21) . In this study, we use a linearized approximation a log-linear relationship between pollutant concentration and mortality, which take the form below. The model follows from a regression model used by (17) and uses the following notation. , , . + .
represents remaining confounding factors and variables used as controls for mortality by the specific study, following the notation followed by the EPA BenMAP manual (22) . For example, (17) control for factors such as random spatial effects, age, sex, race, smoking, education level, diet, etc. Next we take the difference in log-expected mortality rate on day d and our perturbed estimate. Next we take the exponential of both sides, which gives an expression for the predicted new mortality rate after perturbing concentrations of PM 2.5 . * , = , exp ∆ , , . . . We then calculate the change in expected mortality rate from the non-perturbed base-case, which gives the change in mortality rate. Finally, because the argument in the exponential, ∆ , , .
. is assumed to be small, we use the constant and linear term of the Taylor series approximation of e x , exp( ) − 1 ≈ , for small which when simplified gives the final linearized approximation, ∆ , ≈ , ∆ , , .
. .
The final approximation is a linearized prediction of the change in mortality rate ∆ , due to a change in pollutant concentration given by ∆ , , . . The approximation is dependent on the observed base case mortality rate , , and the log-relative rate of increase in mortality rate due to an increase in PM 2.5 concentration, . .
Note that for our application, because the change in average concentration across the month is relatively small, the linearized approximation is appropriate. For larger deviations, however, the sensitivities and the approximation will both have larger non-linear terms and will have a multiplicative error in approximation. In such cases, new sensitivities should be generated to better reflect the larger changes in emissions.
We use this linearized approximation in our unit commitment model to examine how health impacts change due to a change in pollutant concentration for the state of Georgia. The final form that appears in our objective function is also dependent on time (each hour) as above and on space in (each grid square). When we estimate pollutant concentration, the concentration is assumed to be the same at all points within a grid square, with all population exposed uniformly within the grid square.
E Extended Results
In addition to results for July from each year, we report separate results for January in Table S2 . For the all the years studied, January production costs are negligibly different between the two scenarios relative to the total of health impact costs and production costs, due to the difference being within the optimality guarantee of our solver (set at 0.25% of total cost).
Hourly fuel use differences plots by year
July fuel use difference plots for 2004-2011 are shown in Fig. S4 and Fig. S5 , and are dependent primarily the fuel cost ($ / MWh) differences between coal and natural gas. In years where coal is cheaper than natural gas (such as 2004) , there are large reductions in coal use possible due to the higher use of coal, and thus larger health impact differences. In years where coal is more expensive than natural gas (such as 2009), coal is used sparingly due to the cheap availability of natural gas, and thus there are smaller health impact differences. Table S2 : January monetized difference in health impacts (health costs), increased production costs and avoided deaths when minimizing the sum of production costs and monetized health impacts, versus minimizing production costs. Percentage of health impact decrease and percentage of production cost increase is given in parentheses. Note that the differences in production cost are less than the tolerance of the optimization model (0.25%).
in millions USD 2007
Year Health Impact Decrease To validate our choice of baseline model which takes into account production which minimizes production cost, we compared our loads for coal, gas, and oil production, which were each tracked at the plant level hourly by the EPA via CEM July 2007 with labels from the EPA eGRID 2007 database (10) . We believe July 2007 is an appropriate comparison as July 2007 was used in generating the summer sensitivities used in our case study. Nuclear, Hydro and Biomass were not comparable in July 2007, as these plants are not necessarily equipped with hourly emissions monitoring systems by the EPA. Table S3 illustrates how at the monthly level the modeled coal power generation is comparable to generation loads as recorded by EPA CEM for July 2007. Our model differs in natural gas production, in part due to assumed loads at hydro generating and nuclear generating plants, which are not recorded by EPA CEM. We do not believe this substantially alters results, but could skew health savings impacts higher due to the possibility for more natural gas replacement potential over what was historically possible. Although Coal and Natural Gas are comparable in monthly load, at the plant level and hourly level of detail it is much more difficult to validate each generating unit. In our model, many coal power plants are near substitutes when in reality, there may be strategic operational differences where a power company may choose to operate one plant of the same fuel type or different fuel type over the another plant.
Fig. S4: July 2004 through 2008 hourly difference in fuel use in scenario minimizing both production cost and monetized health impacts and the scenario minimizing production cost. Positive values indicate more of that fuel being used in the scenario including health impacts. A value of 0 indicates no change during that hourly period between the two scenarios. Note that nuclear and hydro do not
change between the two scenarios, so they are not shown.
Fig. S5: July 2009 through July 2011 hourly difference in fuel use in scenario minimizing both production cost and monetized health impacts and the scenario minimizing production cost. Positive values indicate more of that fuel being used in the scenario including health impacts. A value of 0
indicates no change during that hourly period between the two scenarios. Note that nuclear and hydro do not change between the two scenarios, so they are not shown. S6 and Fig. S7 illustrate the sensitivity of model results of lives saved to five VSL estimates (min, 25 th percentile, median, 75 th percentile and max) from the 26 EPA reference studies (see Table S18 ). Results are shown for each VSL estimate, for 25 random samples of β PM2.5 , the measured causal link between PM 2.5 concentration and increased mortality. The 25 samples of β PM2.5 are generated using a normal distribution with mean all-cause mortality increase of 5.8% per 10 µg/m 3 change in ambient PM 2.5 concentration (17) , and a standard deviation of 2.16% per 10 µg/m 3 (14) .
In addition to sulfate-based PM 2.5 formed from SO 2 emissions, we analyzed sensitivities of ozone and PM 2.5 formation downwind of generating units due to NO X emissions and the resultant monetized health impacts through increased mortality. In particular, PM 2.5 formation from NO X emissions was the next largest health impact pollutant, but was roughly an order of magnitude less than sulfate-based PM 2.5 due to SO 2 emissions. Although for our case study we only considered SO 2 emissions forming sulfate based PM 2.5 , the methodology and CMAQ DDM-3D is capable of generating the sensitivities from these other emissions and pollutants including ozone and species of PM 2.5 . Table S17 .
CMAQ DDM-3D performance metrics
The model performance is evaluated using air quality system (AQS) observational data. The performance metrics for 8-hour average O 3 and 24-hour average PM 2.5 concentrations for the modeling domain are summarized in Table S4 , and they are near the acceptable range according to the guidance by (23). Table S17 .
APOM Model Implementation
The original implementation of DDM-3D can be found in Yang et al., (24) , with the addition of the ability to capture particulate matter sensitivities in Boylan et al., (25) and Zhang et al. (26) . DDM-3D in CMAQ is now included in the standard versions of CMAQ and is widely used for scientific studies as well as by the US EPA for regulatory analysis (27) . The details of using DDM-3D in constructing a reduced form model to efficiently provide the impact of controls is found in Cohan et al. (28) .
The optimization component of APOM is given in SI section B. Equation 2 from the main text is used outside of the optimization for the reconstruction of concentrations due to perturbed emissions profiles. For example, Equation 2 is used to compute the estimated concentration of PM 2.5 given a perturbed emissions profile at a given hour and location. Input files used to generate the DDM fields, as well as the output sensitivity coefficients and other APOM files are all available on request at http://www.APOM.gatech.edu. 
F Model Input Data
