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Optimal estimation of one parameter quantum semigroups
Mohan Sarovar1, ∗ and G. J. Milburn1, †
1Centre for Quantum Computer Technology, and School of Physical Sciences,
The University of Queensland, St Lucia, QLD 4072, Australia
We present a scheme for optimally estimating a quantum process with one free parameter. We
restrict the process to being a semigroup transformation and present conditions that determine
the optimal input state and the optimal measurement scheme. The results are applied to several
examples including a damped harmonic oscillator, a unital semigroup, and the qubit depolarization
and dephasing channels.
PACS numbers: 03.65.Ta, 03.67.-a
I. INTRODUCTION
Recent experimental progress in quantum information
processing has highlighted the importance of quantum
control and in particular, the task of system identifica-
tion. For example, it is essential for the verification of
quantum gates to be able to effectively identify quan-
tum processes. This identification might require a full
process tomography, but quite often an estimation of a
number of free parameters may be sufficient to determine
the proper operation of a gate. In such cases, it is obvi-
ously beneficial to use optimal schemes to estimate the
free parameters.
With that motivation we consider the problem of op-
timally estimating a quantum process with one free pa-
rameter. A solution to this problem is equivalent to spec-
ifying an input state and a measurement scheme that will
permit one to gain the most information about the free
parameter. Figure 1 represents a schematic of the prob-
lem, and we make the following assumptions:
1. The quantum process can be represented by a
completely positive (CP), trace preserving map,
whose Kraus decomposition (operator sum decom-
position) is available to us. That is,
ρ(θ) = Eθ(ρo) =
∑
k
Υk(θ)ρoΥ
†
k(θ) (1)
with
∑
k Υ
†
kΥk = I. Here, θ is the free parameter
we are trying to estimate, and ρo is the input state.
We will refer to the Υk as Kraus operators. We will
also suppose that this quantum operation is the ac-
tion of a one parameter quantum dynamical semi-
group [1, 2] parametrized by θ. This is equivalent
to assuming that the irreversible dynamics of the
system ρ are a result of weak coupling to a Marko-
vian environment. This endows the map Eθ with
the following key properties [2]:
(a) Eθ ◦ Eγ = Eθ+γ
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(b) Eθ=0 = I
(c) {Eθ} is strongly continous. That is,
limθ→0 ‖Eθ(ρ)− ρ‖1 = 0 for any ρ.
where ‖.‖ is the trace norm, and ◦ denotes compo-
sition. These properties ensure that as θ is varied,
ρ(θ) traces out a smooth curve in Hilbert space.
2. We will allow generalized measurements. These
are described by non-negative, Hermitian operators
E(ξ), or POVMs, which satisfy the completeness
property:
∫
dξE(ξ) = I. ξ labels the result/s of
the measurement and can be univariate or multi-
variate, as well as continuous or discrete (in the
discrete case, the completeness integral becomes a
sum). Given such a description of the measure-
ment, the probability density for the measurement
result, conditioned on a given state is given by:
p(ξ|θ) = tr(E(ξ)ρ(θ)) (2)
3. We will assume that the parameter θ is estimated
using the results of N independent, seperable mea-
surements on N outputs, ρ(θ), from the channel.
That is, θest = θest(ξ1, ξ2, ..., ξN ). We will also as-
sume that the estimator, T , is unbiased. That is,
Eθ{θest} = θ where Eθ{.} is the expectation value
with respect to the probability distribution for θ.
The specific case where the process is unitary has
been examined by a number of authors over the years
[3, 4, 5, 6, 7, 8]. In these treatments, assumption one
above is restricted to ρ(θ) = Eθ(ρo) = U(θ)ρoU †(θ) for
some unitary operator U . This restriction makes the
problem considerably simpler because the evolution is
reversible and action of the map is essentially a unitary
representation of a one dimensional Abelian group. This
allows powerful results from group theory to be used to
characterize the optimal input and measurements.
The general form of the problem has received consid-
erably less attention. Notable exceptions are [9, 10], and
we shall build on the framework set up for the parameter
estimation problem of [9]. In that work, the quantum
process was not explicitly considered and the problem
was to identify the optimal measurement scheme to esti-
mate θ given a sequence of ρ(θ). This led the authors to
2state the optimal measurement in terms of an abstract
operator, the symmetric logarithmic derivative. Here we
will explicitly include the dynamics of the process in cal-
culations and thus derive conditions for the optimal mea-
surement and input state in terms of the Kraus operators
that define the process.
FIG. 1: The estimation procedure
II. OPTIMALITY AND STATISTICAL
DISTANCE
In order to investigate the optimal estimation scheme,
we must define a notion of optimality. We can measure
the deviation of our estimate from the actual value of the
parameter by:
δθ ≡ θest|d〈θest〉/dθ| − θ (3)
The derivative in the above expression serves to normal-
ize the estimate so that variations in the estimate and
variations in the parameter are of the same order. It
is natural to consider the estimation scheme that mini-
mizes the variance of this estimation error as the optimal
one. That is, we want to minimize 〈(δθ)2〉. Braunstein
and Caves [9] show that this optimization can be done in
two steps: first, a minimization of the variance over esti-
mators for a given quantum measurement and second, a
minimization over all quantum measurements. The first
step is achieved by an application of the Cauchy-Schwarz
inequality to arrive at a statement about the limits of sta-
tistical inference, known as the Crame´r-Rao bound 1 [11]:
〈(δθ)2〉 ≥ 1
NF (θ)
(4)
where N is the number of measurement results used in
the estimation, and F (θ) is the Fisher information:
F (θ) ≡
∫
dξp(ξ|θ)
(
∂ ln p(ξ|θ)
∂θ
)2
=
∫
dξ
1
p(ξ|θ)
(
∂p(ξ|θ)
∂θ
)2
(5)
1 Strictly, this form of the bound is only valid for unbiased estima-
tors. As we will only consider such estimators we will not state
the more general form of the bound here.
The Fisher information represents the amount of infor-
mation about θ contained in the measurement result ξ.
The dependence of this quantity on the choice of quan-
tum measurement is clear from the fact that p(ξ|θ) is
determined by (2). As an aside, Fisher’s theorem [12]
tells us that the lower bound (4) is an asymptotically
achievable one – that is, there exist estimators that can
attain this bound as N →∞.
Given this bound, the second step of the optimization
becomes a maximization of (5) over all possible quantum
measurements. Because the result of this maximization
is a lower bound on the error variance (3), Braunstein
and Caves use it as a distinguishability metric on the
space of density operators, and refer to it as the statistical
distance. We denote the statistical distance by (ds/dθ)2,
and define it formally as:
(
ds
dθ
)2
= maxF (θ) (6)
Operationally, this quantity represents the distinguisha-
bility of outputs of the quantum process given ideal and
optimal measurement and estimation.
Because Braunstein and Caves do not explicitly model
the dynamics of ρ(θ), they perform the second optimiza-
tion in terms of an abstract operator, the symmetric log-
arithmic derivative. In the following we will reexamine
this optimization, this time accounting for the depen-
dence of ρ(θ) on θ using the Kraus decomposition of the
quantum process. This will allow us obtain an expression
for the statistical distance and conditions for the optimal
measurement in terms of the Kraus operators. Further-
more, this derivation will highlight the dependence of the
statistical distance on the input state used to probe the
process. This will allow us to perform yet another opti-
mization, this time over input states, to arrive at an ulti-
mate lower bound for the variance in statistical inference
error – or equivalently, an upper bound on the statisti-
cal distance – in terms of just the Kraus operators that
represent the quantum process. We will also state the
conditions to be met by the measurement scheme and
the input state in order to asymptotically achieve this
ultimate lower bound.
III. THE OPTIMIZATION
As outlined in the last section, the procedure of find-
ing the best estimation scheme can be phrased as a se-
quence of optimizations: firstly over the classical esti-
mation procedure, then over the quantum measurement,
and finally over the input state used to probe the quan-
tum process. We will perform the last two in this sec-
tion because the first optimization simply results in the
Crame´r-Rao bound as sketched in the last section. Our
task will be to determine the statistical distance by two
3successive maximizations:(
ds
dθ
)2
= max
ρ(0)
max
{E(ξ)}
F (θ) (7)
A. The optimal measurement scheme
The optimal quantum measurement scheme is the set
of POVMs that maximize the Fisher information, when
the conditional probability distributions are given by (2):
max
{E(ξ)}
∫
dξ
(tr [E(ξ)ρ ′(θ)])2
tr [E(ξ)ρ(θ)]
(8)
where ρ ′(θ) = ∂ρ(θ)/∂θ. We are guaranteed that the
derivative of ρ(θ) is a well-behaved quantity because of
the semigroup properties of the quantum process Eθ(ρ).
Now, the next logical step would be to replace ρ ′(θ)
by its definition in terms of the Kraus operators that
define the quantum operation. However, this makes the
maximization of (8) difficult due to the introduction of a
Kraus decomposition sum in the numerator. Instead, we
will take a step back and utilize an interpretation of the
Kraus decomposition.
A quantum operation acting on a system of interest
can be thought of as a unitary map of the system plus
some environment after which the environment is traced
out [13]. That is,
E(ρ) = tr env[U(ρ⊗ ρenv)U †] (9)
where ρ is a density operator for the system, and ρenv
is a density operator for the environment. U is a uni-
tary operator acting on both the system and the envi-
ronment. This is sometimes referred to as the dilation of
the dynamical semigroup. Now, assuming that {|ek〉} is
a complete orthonormal basis for the state space of the
environment and ρenv = |e0〉〈e0|, then the Kraus decom-
position of the operation is explicitly:
E(ρ) = tr env[U(ρ⊗ ρenv)U †]
=
∑
k
〈ek|U [ρ⊗ |e0〉〈e0|] U †|ek〉
=
∑
k
ΥkρΥ
†
k (10)
where Υk = 〈ek|U |e0〉 is an operator acting only on the
system subspace.
Given this, we will label our system A and the envi-
ronment B, and define:
ρA(θ) = Eθ(ρA(0)) =
∑
k
Υk(θ)ρA(0)Υ
†
k(θ)
= trB{ U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }(11)
where U(θ) is some unitary operator acting on systems
A and B. The mapping between U(θ) and {Υk(θ)} is not
unique because of the freedom in choosing the environ-
ment basis states, but this will not affect our calculations.
Also,
ρ′A(θ) = trB{ U ′(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ)
+ U(θ) [ρA(0)⊗ |e0〉B〈e0|] U † ′(θ) }
= trB{ Ω(θ) + Ω†(θ) } (12)
where U ′(θ) = ∂U(θ)/∂θ, and Ω(θ) = U ′(θ) [ρA(0) ⊗
|e0〉B〈e0|] U †(θ).
Now we return to the problem of maximizing (8). Sub-
stituting (11) and (12), we get (in the following, we will
use EA(ξ) ⊗ IB and EA(ξ)IB interchangeably to denote
the same operator):
∫
dξ
(trA{ EA(ξ)trB{ Ω(θ) + Ω†(θ) } })2
trA{ EA(ξ)trB{ U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }}
=
∫
dξ
(trA{ trB{ (EA(ξ)IB)(Ω(θ) + Ω†(θ)) } })2
trA{ trB{ (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }}
=
∫
dξ
(tr { (EA(ξ)IB)Ω(θ) + (EA(ξ)IB)Ω†(θ) })2
tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) } = 4
∫
dξ
(ℜ tr { (EA(ξ)IB)Ω(θ) })2
tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }
≤ 4
∫
dξ
| tr { (EA(ξ)IB)Ω(θ) }|2
tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }
Now we proceed by expanding the numerator using the definition of Ω(θ):
F (θ) ≤ 4
∫
dξ
| tr { (EA(ξ)⊗ IB)U ′(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }|2
tr { (EA(ξ)⊗ IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }
= 4
∫
dξ
| tr { (EA(ξ)IB)1/2U ′(θ) [ρA(0)⊗ |e0〉B〈e0|]1/2[ρA(0)⊗ |e0〉B〈e0|]1/2 U †(θ)(EA(ξ)IB)1/2 }|2
tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }
The form of the last line anticipates an application of the Cauchy-Schwarz inequality: |tr (O†P )|2 ≤ tr (O†O)tr (P †P ),
4with equality when O = λP for some constant λ. We will apply this inequality to the numerator, where O† =
(EA(ξ)IB)
1/2U ′(θ) [ρA(0)⊗ |e0〉B〈e0|]1/2 and P = [ρA(0)⊗ |e0〉B〈e0|]1/2 U †(θ)(EA(ξ)IB)1/2. This results in
F (θ) ≤ 4
∫
dξ
tr { (EA(ξ)IB)U ′(θ) [ρA(0)⊗ |e0〉B〈e0|] U †′(θ) }tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|]U †(θ) }
tr { (EA(ξ)IB)U(θ) [ρA(0)⊗ |e0〉B〈e0|] U †(θ) }
= 4
∫
dξ tr { (EA(ξ)⊗ IB)U ′(θ)[ρA(0)⊗ |e0〉B〈e0|] U †′(θ) }
= 4tr { U ′(θ) [ρA(0)⊗ |e0〉B〈e0|] U †′(θ) }
= 4trAtrB{ U ′(θ) [ρA(0)⊗ |e0〉B〈e0|] U †′(θ) }
= 4trA{
∑
k
Υ′k(θ)ρA(0)Υ
†
k
′
(θ) }
= 4tr {
∑
k
Υ†k
′
(θ)Υ′k(θ) ρ(0)} (13)
where we have dropped all subscripts in the last line because all operators are in subsystem A.
Therefore, the value of the Fisher information, maxi-
mized over all POVMs is
F ∗(θ) = 4tr {
∑
k
Υ†k
′
(θ)Υ′k(θ) ρ(0)} (14)
To achieve this maximum we need to saturate the two
upper bounds used in the derivation. The condition for
the meeting the first bound is:
ℑ tr { (EA(ξ)⊗ IB)Ω(θ) } = 0
⇐⇒ ℑ trA{ E(ξ)
∑
k
Υ′k(θ) ρ(0) Υ
†
k(θ) } = 0
⇐⇒ ℑ tr {
∑
k
Υ†k(θ)E(ξ)Υ
′
k(θ) ρ(0)} = 0 ∀ξ (15)
The condition for meeting the Cauchy-Schwarz bound
is
(EA(ξ)⊗ IB) 12U ′(θ) [ρ(0)⊗ |e0〉B〈e0|]
= λξ (EA(ξ)⊗ IB) 12U(θ) [ρ(0)⊗ |e0〉B〈e0|] ∀ξ (16)
where the constant λξ can depend on ξ.
We would like a condition is terms of the Kraus oper-
ators instead of the unitary U. To do this, first multiply
the above expression by (EA(ξ) ⊗ IB) 12 from the left to
get rid of the square root. Then multiply from the left
by an identity in the form IA ⊗
∑
k |ek〉B〈ek|
[
IA ⊗
∑
k
|ek〉B〈ek|
]
(EA(ξ) ⊗ IB)U ′(θ) [ρ(0)⊗ |e0〉B〈e0|]
= λξ
[
IA ⊗
∑
k
|ek〉B〈ek|
]
(EA(ξ)⊗ IB)U(θ) [ρ(0)⊗ |e0〉B〈e0|] ∀ξ
⇐⇒
∑
k
[ E(ξ)Υ′k(θ)ρ(0) ]A ⊗ |ek〉B〈e0| = λξ
∑
k
[ E(ξ)Υk(θ)ρ(0) ]A ⊗ |ek〉B〈e0| ∀ξ
⇐⇒ E(ξ)Υ′k(θ)ρ(0) = λξE(ξ)Υk(θ)ρ(0) ∀ξ, k (17)
where the last step uses the orthogonality of |ek〉B . (17)
defines a series of conditions that the optimal measure-
ment must satisfy. In general, k runs from 1 to N2 where
N is the dimension of the state-space of ρ, and therefore
we see simply from the number of constraining equations
that the optimal measurement is severely restricted.
We can reduce these two conditions to one by substi-
tuting (17) into the statement for the first condition (15)
ℑ tr {
∑
k
Υ†k(θ)E(ξ)Υ
′
k(θ) ρ(0)} = 0 ∀ξ
⇒ ℑ tr {
∑
k
Υ†k(θ)E(ξ)λξΥk(θ) ρ(0)} = 0 ∀ξ
⇒ ℑ λξtr ρ(θ)E(ξ) = 0 ∀ξ (18)
5Now, because the trace on the last line is always real,
this condition is met if and only if λξ is real. Therefore
to summarize, the optimal measurement scheme must
satisfy the conditions:
E(ξ)Υ′k(θ)ρ(0) = λξE(ξ)Υk(θ)ρ(0) ∀ξ, k (19)
where λξ is a real number that can depend on ξ.
Although this condition defines the optimal measure-
ment scheme, it is not a constructive one. Except for
special cases, it is difficult to define the optimal mea-
surement in terms of {Υk} and ρ(0) from the above con-
dition, and this makes a proof of the achievability of the
F ∗ bound difficult. However, this condition does provide
a way to verify the optimality of a scheme.
B. The optimal input state
The expression for statistical distance and condition
(19) are dependent on the input state, ρ(0). This natu-
rally leads to the third step in our optimzation: to maxi-
mize the statistical distance over all possible input states.
That is,
max
ρ(0)
tr {
∑
k
Υk
†′(θ)Υ′k(θ) ρ(0)} = max
ρ(0)
tr {Π ρ(0)}
subject to:
ρ(0) ≥ 0
tr ρ(0) = 1 (20)
where we have defined Π ≡ ∑k Υk†′(θ)Υ′k(θ). The first
thing to note is that the linearity of trace and the con-
vexity of ρ(0) imply that a pure input state will attain
the maximum and thus be optimal. It remains to find
this optimal pure state.
To do this maximization, note that Π is a Hermitian
operator, and thus has orthogonal eigenvectors that form
a complete set. We proceed by expanding Π and ρ(0) in
an orthonormal version of this basis:
tr {
∑
i
pii|i〉〈i|
∑
jk
ρ(0)jk|j〉〈k|} =
∑
i
piiρ(0)ii (21)
where the equality follows from the orthonormality of the
basis. Now the positivity and unity trace conditions on
ρ(0) imply: 0 ≤ ρ(0)ii ≤ 1 and
∑
i ρ(0)ii = 1, and thus
the upper bound of the above sum is pimax, the largest
eigenvalue of Π. And this bound is attained by setting
ρ(0) equal to an eigenvector of Π belonging to the maxi-
mal eigenvalue subspace. Thus the ultimate upper bound
on the distinguishability of outputs from the quantum
process – the statistical distance – is proportional to the
largest eigenvalue of the operator Π ≡∑k Υk†′(θ)Υ′k(θ):
(
ds
dθ
)2
≡ F ∗∗(θ) = 4pimax (22)
It is important to note that the optimal input state must
also satisfy condition (19) for some choice of measure-
ment POVM; simply belonging to the maximum eigen-
value subspace of Π is not enough.
There is one situation in which this condition is not
too useful in determining the optimal input state: if the
operator Π ≡ ∑k Υk†′(θ)Υ′k(θ) is proportional to the
identity. In such a case, we must resort to the optimal
measurement condition (19) in order to determine the
optimal input state and measurement combination.
IV. EXAMPLES
A. The damping channel
As our first example of a one parameter quantum semi-
group transformation, we consider the harmonic oscilla-
tor damping channel (DC). This is a quantum process
described by the master equation
dρ
dt
= γ(aˆρˆaˆ† − 1
2
(aˆ†aˆρ+ ρaˆ†aˆ)) (23)
where aˆ† and aˆ are creation and annihilation operators
for the harmonic oscillator, and γ is a real, positive
constant. This channel describes the effects of random
photon loss. The operator sum decomposition for this
process can be obtained by expanding the above master
equation as a Dyson series and solving. This yields the
following Kraus operators:
∆k(θ) =
(1 − e−θ)k/2√
k!
e−
θ
2
aˆ†aˆaˆk k = 0, 1, 2, ... (24)
where θ = γt is the parameter to be estimated for this
channel. Note that the state space of ρ(θ) is infinite di-
mensional and there are also an infinite number of Kraus
operators.
One interpretation of this quantum operation is that
it describes the transformation of a state when combined
with the vacuum at a beam splitter (figure 2). That is,
the state of mode a after the beam splitter is given by
ρ˜a = tr bU(φ)(ρa ⊗ |0〉b〈0|)U †(φ)
where U(φ) = exp(−φ(aˆ†bˆ − aˆbˆ†)) is the beam splitter
unitary transformation with aˆ and bˆ being the annihila-
tion operators for modes a and b respectively. Evaluating
this trace gives the same CP map as the damping channel
with e−θ replaced by cos2 φ, the intensity transmittance
of the beam splitter. Therefore our estimation task is
equivalent to the estimation of the transmittance of a
beam splitter.
The most common methods for probing such a channel
would be with either Fock (photon number) states or
coherent states
ρ0,N = |N〉〈N |, N = 0, 1, 2, ...
ρ0,α = |α〉〈α|, α ∈ C
6FIG. 2: The beam splitter interpretation of the damping chan-
nel
where aˆ†aˆ|N〉 = N |N〉 and aˆ|α〉 = α|α〉. Simlarly,
common measurement techniques at the channel out-
put would be photodetection, heterodyne, or homodyne
measurements. We wish to use the formalism developed
above to determine an input and measurement combina-
tion that is optimal in estimating the DC parameter.
The optimal input state is the one that diagonalizes
the operator Π ≡ ∑k∆k†′(θ)∆′k(θ). We find that the
Kraus operator derivatives are
∆′k(θ) =
(
ke−θ
2(1− e−θ) −
1
2
aˆ†aˆ
)
∆k(θ), (25)
and from this it can be verified that the operator Π
is diagonalized by number states |N〉. In particular,
Π|N〉 = N
4(eθ−1) |N〉, and thus eqn. (22) tells us that the
statistical distance for this process is given by N
(eθ−1) .
Now, theoretically, N can take on any positive inte-
ger value and thus the statistical distance is unbounded.
However, in practice N is limited by the amount of en-
ergy available to probe the system with, and therefore
there will be some |Nmax〉, which leads to a correspond-
ing maximum statistical distance: Nmax(eθ−1) .
Is there a measurement that allows us to achieve this
maximum statistical distance? To find such an optimal
measurement scheme, consider condition (19):
ke−θ
2(1− e−θ)E(ξ)∆k(θ)|N〉〈N |
−1
2
E(ξ)aˆ†aˆ∆k(θ)|N〉〈N |
= λξE(ξ)∆k(θ)|N〉〈N | ∀ξ, k (26)
where we have set ρ(0) = |N〉〈N |, the optimal input
state. We can simplify this by applying all operators
except E(ξ) to the input state. Note that for k > N
the application of ∆k(θ) yields zero and the condition is
trivially satisfied. For k ≤ N we have the condition that
for all ξ:(
ke−θ
2(1− e−θ) −
N − k
2
− λξ
)
E(ξ)|N − k〉〈N | = 0 (27)
To satisfy this we can choose E(ξ) ≡ E(n) = |n〉〈n|, a
number state projector, which corresponds to photode-
tection. This choice requires λn =
Ne−θ−n
2(1−e−θ) . Similarly,
one can show that choosing E(ξ) to be the POVMs for
heterodyne or homodyne detection does not satisfy the
above condition.
Therefore, we see that the optimal scheme for esti-
mating the damping channel is to probe with the largest
possible Fock state and then perform photodetection at
the output.
B. The unital channel
The unital channel is defined by the master equation
dρ
dt
= γ(UρU † − ρ) (28)
where γ is a real, positive constant, and U is a unitary
operator: U = eiβH for some Hermitian operator H and
some real number β. The Kraus decomposition for this
channel is
Λk(θ) =
θk/2√
k!
e−θ Uk k = 0, 1, 2, ... (29)
where θ = γt. These equations describe a channel that
delivers a Poisson distributed number of unitary displace-
ments (or unitary ’kicks’) by β to the input state. The
average number of kicks in a time t is given by θ = γt,
and is the parameter we are estimating.
Λk(θ)
′ =
(−1 + k2θ)Λk(θ), and the operator Π of eqn.
(20) is proportional to the identity. Hence the optimal
input state condition is not very informative in this case;
any input state will diagonalize the identity. Therefore,
we must proceed to the optimal measurement condition,
(19):(
−1 + k
2θ
− λξ
)
E(ξ)Λk(θ)ρ(0) = 0 ∀ξ, k (30)
Obviously we do not want to choose {E(ξ)} and ρ(0)
so that E(ξ)Λk(θ)ρ(0) is zero for all k. Therefore we
have to choose the scalars in the equation so that the
condition is met. This is not trivial because λξ cannot
depend on k. However, if we can choose E(ξ)Λk(θ)ρ(0) =
δ(ξ − k)O for some operator O, then it is possible to
choose λξ so that the scalar quantity in the brackets is
zero2. We can attain this operator condition by choosing
ρ(0) = |x〉〈x|, and E(ξ) ≡ E(y) = |y〉〈y| where |x〉 and
|y〉 are eigenstates of an operator conjugate to H . For
example, if H = pˆ, the momentum operator (and hence
U is a spatial translation), then we would choose E and
ρ(0) to be projectors onto position eigenstates. Note that
because H is Hermitian, the set {E(y)} satisfy all the
POVM conditions. Given these choices, the condition
becomes(
−1 + k
2θ
− λy
)
δ(y − (x + kβ))|y〉〈x| = 0 ∀y, k (31)
2 δ(x) is the Dirac delta function
7where we have used the fact that Uk|x〉 = eikβH |x〉 =
|x+ kβ〉. The left hand side is zero except when y =
x+ kβ, and in that case we can choose λy = 1 − y−x2θβ so
that the left hand side goes to zero then as well.
So we see that the optimal scheme for estimating θ for
the channel (28) is to use input states that the operator
U displaces, and use measurements that are projectors
onto the same set of states. This result agrees with the
optimal scheme derived in [3] for this channel in the limit
γ →∞ and β = 1/γ.
C. Qubit depolarization channel
The qubit depolarization channel is defined as
ρ(p) = E(ρ) = p I
2
+ (1 − p)ρ
= (1− p)ρ
+
p
3
(XρX + Y ρY + ZρZ) (32)
where ρ is a density matrix in a Hilbert space of dimen-
sion two, and X,Y, Z are the Pauli matrices. This chan-
nel can be best understood by examining its action on
the Bloch sphere representation of a qubit: it has the
effect of uniformly shrinking the Bloch sphere towards
the center. The parameter to estimate is the rate of this
shrinking, parametrized by p.
In this case, the operator Π of eqn. (20) is propor-
tional to the identity operator and thus any pure qubit
state is the optimal input with which to probe the chan-
nel. Given this, if we use ρ = |0〉〈0| as the input state,
where |0〉 is the +1 eigenstate of Z, then the optimal
measurement conditions (19) can be explicitly written
out as: ( −1
2
√
1− p − λξ
√
1− p
)
E(ξ)|0〉〈0| = 0(
1
2
√
3p
− λξ
√
p
3
)
E(ξ)|1〉〈0| = 0(
1
2
√
3p
− λξ
√
p
3
)
E(ξ)|0〉〈0| = 0 (33)
These conditions must be satisfied for all ξ. Now, there
is no way to choose a λξ such that all three conditions
are simultaneously satisfied by any E(ξ) for which both
E(ξ)|0〉 and E(ξ)|1〉 are non-zero. And similarly, it is not
possible to satisfy these conditions if E(ξ)|1〉 = 0 and
E(ξ)|0〉 6= 0. Therefore, the only way of satisfying the
above conditions (with a non-zero E(ξ)) is if E(ξ)|1〉 6= 0
and E(ξ)|0〉 = 0. However, no sequence of such POVMs
can sum to identity, and therefore we conclude that it is
impossible to satisfy equations (33). By a similar argu-
ment it is possible to show that the optimal measurement
conditions cannot be satisfied for any general qubit in-
put state |ψ〉 = α|0〉+ β|1〉. This is essentially because a
qubit does not afford one sufficient degrees of freedom to
probe the channel effectively.
The failure to meet the conditions above means that no
separable (single qubit) estimation scheme will allow one
to optimally perform the parameter estimation. How-
ever, a scheme that uses entanglement and does perform
optimally is described in figure 3. In this scheme, one
half of a Bell state 3 is sent through the channel while the
other is left alone – thus the channel is effectively Eθ ⊗ I.
In this case one can write out the optimal measurement
conditions and show that performing a Bell-basis mea-
surement (a projection onto the four Bell states) at the
output satisfies the optimality conditions. Note that if
the singlet state, |φ−〉 is used as the input state, then the
measurement scheme need only discriminate between the
singlet and triplet subspaces to be optimal.
FIG. 3: An optimal scheme for estimating the depolarizing
channel if |ψ〉 is one of the Bell states
This example bears resemblance to schemes in
entanglement-assisted tomography, and suggests that en-
tanglement might be crucial to the optimal estimation of
channels. It also illustrates the ability of this formalism
to treat entangled input states and non-local measure-
ments. Such scenarios simply change the definition of the
channel to a suitable tensor product of single party chan-
nels, while the statistical distance and optimality condi-
tions retain their form.
D. Estimation of pure T2 qubit dephasing time
There has been considerable interest recently in accu-
rately estimating single qubit T2 relaxation times for var-
ious quantum computing architectures [14, 15, 16]. Such
estimations have also been commonplace in the NMR
community for several decades now. We can use the for-
malism developed above to investigate the schemes used
for estimating T2.
If we restrict the dynamics to be purely dephasing, we
3 The Bell states are four maximally entangled states of two qubits:
|ψ+〉 = 1√
2
(|00〉+|11〉), |ψ−〉 = 1√
2
(|00〉−|11〉), |φ+〉 = 1√
2
(|01〉+
|10〉), |φ−〉 = 1√
2
(|01〉− |10〉). These four states span the Hilbert
space of two qubits and are therefore called the Bell basis. The
symmetric subspace of two qubit Hilbert space is spanned by the
triplet states |ψ±〉 and |φ+〉, and the anti-symmetric subspace is
spanned by the singlet state |φ−〉.
8can model the single qubit channel as
dρ
dt
= γ (ZρZ − ρ) (34)
where γ is the dephasing rate and the parameter we are
trying to estimate. This is just a special case of the unital
channel of section IVB, but with the Hilbert space of ρ
restricted to two dimensions. The Kraus decomposition
for this process becomes
ρ(θ) =
1 + e−2θ
2
ρ+
1− e−2θ
2
ZρZ (35)
where again, θ = γt, is a simple transformation of the
parameter we want to estimate. In the following we
will notate the single qubit equal superposition states
by: |+〉 = 1√
2
(|0〉 + |1〉) and |−〉 = 1√
2
(|0〉 − |1〉). Note
that these are eigenstates of the operator X and thus will
be collectively referred to as the X-basis.
The standard techniques for estimating T2 times are
based on the spin echo [17] pulse sequence which is es-
sentially the preparation of a |+〉 or |−〉 initial state and
then a measurement in the X-basis after the channel has
acted. This pulse sequence actually has added features
designed to nullify bulk sample inhomogeneities, but the
basic idea is as mentioned. We can determine the opti-
mality of this scheme by checking the optimality condi-
tions (19), which turn out to be
(1 + e−2θ + λξe−2θ)E(ξ)|+〉〈+| = 0
(1− e−2θ − λξe−2θ)E(ξ)|+〉〈+| = 0
(36)
when the input state is assumed to be ρ(0) = |+〉〈+|.
Note that these two conditions can be met by a mea-
surement in the X-basis; that is, with a POVM {E+ =
|+〉〈+|, E− = |−〉〈−|}. The choices for λ required are:
λ+ = −e−2θ − 1 and λ− = e−2θ − 1.
So we see that the standard spin echo technique of
estimating single qubit pure dephasing time, T2, is indeed
an optimal one.
V. DISCUSSION
We have presented conditions for the optimal estima-
tion of quantum processes described by one parameter
quantum semigroups. En route to these conditions we
have expressed the statistical distance of Braunstein and
Caves [9] explicitly in terms of the process dynamics
alone. The optimality conditions were also illustrated
using several examples.
It is interesting to note that we can rewrite the expres-
sion for the observed distribution, p(ξ|θ) as:
p(ξ|θ) = tr
(
E(ξ)
∑
k
Υk(θ)ρ0Υ
†
k(θ)
)
= tr
(∑
k
Υ†k(θ)E(ξ)Υk(θ)ρ0
)
= tr (F (ξ|θ)ρ0) (37)
where F (ξ|θ) = ∑k Υ†k(θ)E(ξ)Υk(θ) is a modified
POVM. We can think of this as the POVM for an inef-
ficient detector. Thus there is a duality between a given
POVM on a state transformed by a one parameter semi-
group, and a transformed POVM on the original state.
In the case of the damping channel of section IVA and a
photodetection POVM, this is just the well known result
that an inefficient detector can be modeled as a perfect
detector acting after a beam splitter.
There are several obvious directions in which this work
could be extended. One is a development of equivalent
conditions for multi-parameter processes. In this case,
we can proceed by defining a Fisher information matrix
as in classical statistical theory, however, optimizations
over this matrix are no longer always possible because
they may require the simultaneous measurement of non-
compatible observables [18]. Thus it is necessary to incor-
porate uncertainty relations into the optimization proce-
dure.
Another direction for research is an investigation of
optimality when estimation schemes employing entangle-
ment are used. Such schemes have proven to be more
informative when the quantum process is unitary [10],
and the depolarization channel example above suggests
that the same will be true for non-unitary processes. Be-
cause the operation (1) is essentially a representation of
a one-parameter quantum dynamical semigroup transfor-
mation, an avenue for examining this question rigorously
would be to utilize direct-sum decompositions of the ten-
sor product of N identical semigroups.
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