Abstract. The space of subvarieties of P n with a fixed Hilbert polynomial is not complete. Grothendieck defined a completion by relaxing ''variety'' to ''scheme'', giving the complete Hilbert scheme of subschemes of P n with fixed Hilbert polynomial.
Introduction
Consider a family of reduced plane conics fx 2 ¼ x 0 x 2 g with a finite morphism f : X ! P 2 Â A 1 s , rather than an inclusion. The central fiber X 0 is a reduced P 1 , and f 0 : X 0 ! P 2 is a double cover of the line fx 1 ¼ 0g ¼ ðZ 0 Þ red .
How general is this phenomenon? We pose two forms of this question:
(1) Does every one-parameter flat family of reduced subschemes of P n have a welldefined flat completion whose special fiber is a reduced scheme mapping finitely to P n ? (Possibly after base change, like s for t in the above example.) (2) Is there a universal substitute for the Hilbert scheme, some other moduli space for reduced schemes X carrying finite morphisms X ! P n ? (Such a moduli space would necessarily be coarse since Autð f Þ may be nontrivial; indeed it is Z 2 for the double cover f 0 above.)
In this paper we answer both of these positively, generalizing two known nice situations, which provide further motivation for the above questions:
(1) In [2] , [7] there were constructed the moduli spaces of stable toric and spherical varieties over Y . This can be interpreted as answering both questions above in the multigraded multiplicity-free case. The one-parameter limits were constructed by making a base change t ¼ s n and normalizing, which in the multiplicity-free case amounts to saturating a semigroup. These moduli spaces are projective, and they should be considered to be the substitute for the toric Hilbert scheme of [45] , the multigraded multiplicity-free Hilbert scheme.
(2) For every closed subscheme X of a reduced Noetherian scheme Y , there is a flat degeneration of Y to the normal cone C X Y , which is usually nonreduced. In [29] there is presented an alternative degeneration of Y to a ''balanced'' normal cone C X Y which is reduced, and comes with a finite morphism C X Y ! C X Y . The schemes X , Y are otherwise general, and there is no multiplicity-free restriction or group action.
The need for the base change, and the loosening of ''inclusion of a subscheme'' to ''finite morphism'', are already both illustrated by the simple example f : A Then we normalize to pull the two components apart; now the central fiber too is two reduced points.
A similar normalization step will introduce finite morphisms in general, taking us out of the class of subvarieties (i.e. injective morphisms of reduced schemes). We now spell out what class will replace them.
Definition 0.1. Let Y H P n be a projective scheme over a field k. A branchvariety of Y is a variety X (by which we mean a scheme of finite type over k such that X ¼ X n k k is reduced, so a fortiori, X is reduced) equipped with a finite (hence proper) morphism f : X ! Y .
The Hilbert polynomial of a branchvariety is hðdÞ :¼ wðX ; L d Þ, where L ¼ f Ã O P n ð1Þ. One has dim H 0 ðX ; L d Þ ¼ hðdÞ for d g 0. Writing the leading term of hðdÞ as ðc=D!Þd D , the coe‰cient c is the degree deg X of the branchvariety.
We could even assume without much loss of generality that X is connected, since by Lemma 7.1 to come (and in contrast to families of subschemes) the number of connected components is locally constant in families of branchvarieties. Then X is indeed what is commonly called a ''variety'', albeit not irreducible, much as a ''stable curve'' is not irreducible in general. We also note that one can define in the same way a branchvariety X of an arbitrary, not necessarily projective scheme Y , though giving up the notion of X 's Hilbert polynomial and degree.
Let us fix a Noetherian base scheme C (for example the spectrum of Z or of a field of arbitrary characteristic), and a projective scheme Y H P n C flat over C. All our schemes will be assumed to be locally Noetherian (but see Remark 0.6). Because of the importance of flatness in this and the next definition, in this paper we will only be interested in flat families, and will always use the term ''family'' to mean ''flat family''.
One fixes the Hilbert polynomial in the above definition in order that the functor be representable by a scheme of finite type. (Otherwise one gets a disjoint union of schemes of finite type, one for each possible Hilbert polynomial.) In the corresponding definition for branchvarieties, fixing the Hilbert polynomial is not enough to obtain a finite-type family, as Example 1.1 will show. One easy workaround is to look at only equidimensional branchvarieties; instead, to avoid loss of generality, we measure some additional parameters beyond h. For a branchvariety X , let
where X dim i is considered as a branchvariety in a natural way and hence has a degree. By Lemma 1.3 the degree sequence b ¼ ðb 0 ; . . . ; b dim X Þ of nonnegative integers is locally constant in families of branchvarieties. We avoid the set-theoretic di‰culties in this definition (the ''set'' of branchvarieties may be too big to actually be a set) in a standard way, by fixing a universe, or by demanding that they are subschemes of some fixed P y . We prove in Theorem 1.7 that y can actually be lowered to a finite bound d 0 ðh; bÞ. In particular, Branch b h; Y has finitely many connected components. It is not connected for most ðh; b; Y Þ, since di¤erent connected components may often be distinguished by their associated (labeled rooted) ''forests'', an invariant we develop in Section 7. (This is in contrast with the Hilbert scheme, which is connected for each h.) The forest can be defined when the characteristic of our field is 0 or larger than any degree b i ðX Þ, and is a refinement of both the degree sequence and the Hilbert polynomial.
We define the stack in groupoids Branch
The characterization of the set of connected components of Branch The proof of Theorem 0.4 uses the general procedure which was developed for constructing compactifications of moduli spaces of surfaces of general type (moduli of stable surfaces and pairs), see e.g. [34] , [1] , and it goes as follows.
In Section 2 we establish the most important property of our moduli functor, properness: every one-parameter family of branchvarieties has at most one limit, and the limit always exists after a finite ramified base change.
In Section 1 we prove that the family of branchvarieties with fixed numerical invariants is bounded, i.e. there exists a universal constant N such that L N is very ample for each such branchvariety and embeds it into a fixed projective space P D . Once this is established, the branchvarieties of Y can be parametrized by a locally closed subscheme V of the Hilbert scheme of Y Â P D , up to a choice of embedding X ,! P D . The moduli space can then be constructed by taking the quotient V =PGL Dþ1 . We do this in Section 3.
For the quotient, we do not use Geometric Invariant Theory, which would have involved a delicate analysis of stability. Instead, we use a well-known observation that a quotient by a proper group action always exists as an algebraic space. Properness of the group action follows from separatedness of the moduli functor and finiteness of the automorphism groups. Since the moduli functor of branchvarieties is also proper, the moduli space is a proper algebraic space.
In the case of stable surfaces of general type, there is one additional step one can add to this procedure: by using [34] one proves that the thus obtained moduli space is projective, and in particular a scheme, because some naturally defined invertible sheaves on it are ample. In our case this part is missing. As we show in Section 5, the basic invertible sheaves that come with Branch are, curiously, not ample. However, it is possible that some of their linear combinations are ample.
Remark 0.5. We would like to note that Branch does not su¤er from the limitations a¿icting the Chow variety (and the similar Barlet space in complex-analytic geometry) which parametrizes cycles of a fixed degree in Y . In the Chow theory, there is no notion of an infinitesimal family of algebraic cycles, say over Spec C½e=ðe 2 Þ; the best one can do is to consider families of algebraic cycles over a reduced and seminormal base. In this sense, the Chow variety should be considered to be a ''parameter space'' rather than a ''moduli space''. See [36] , I.3-4, for a comprehensive rigorous treatment.
Remark 0.6. The Hilbert scheme has been constructed in the more general situation of families over non-Noetherian schemes. In this case, the Hilbert functor is defined by re-quiring that the sheaves ðp 2 Þ Ã O Z ðdÞ are locally free of rank hðdÞ, in a neighborhood of every point s A S and for d f d 0 ðsÞ. This is equivalent to flatness in the Noetherian case since a finitely generated module over a Noetherian ring is flat i¤ it is locally free.
Similarly, we can define a family of branchvarieties over a general scheme S by requiring that the sheaves p Ã L d are locally free of rank hðdÞ. The moduli space of branchvarieties is constructed in Theorem 0.4 by taking a quotient of a Hilbert scheme, which is already quasiprojective over C. Then, in order to use the result from [28] concerning this quotient, we only need to assume that C is locally Noetherian.
Remark 0.7. Since the moment this paper was widely circulated, two extensions have already appeared: M. Lieblich [39] and J. Starr [49] extended some of our constructions to the case of an Artin stack Y as the target.
Remark 0.8. The singularities of branchvarieties can be very bad; for example branchcurves are usually much worse than stable (nodal) curves. Nonetheless their moduli stacks are proving useful in several applications:
(1) In special situations, the singularities of branchvarieties are actually much better than the singularities of similar embedded schemes. For example, for any polarized projective toric variety ðX ; LÞ the sections of H 0 ðX ; LÞ give a finite morphism f L : X ! P N . While X is normal with toric singularities, its image in P N is typically non-normal with very complicated singularities. Similarly, the singularities of stable toric and spherical varieties, cousins of branchvarieties in the presence of group action (whose moduli were constructed in [2] , [5] , [6] , [7] ) are seminormal, and their singularities are very easy to describe, similar to those of Stanley-Reisner varieties. In contrast, the singularities of schemes parameterized by the toric Hilbert scheme (the corresponding embedded objects) are extremely complicated.
(2) Since the preprint version of this paper appeared, the branch moduli space was applied to several constructions of other moduli spaces. In [3] it was used to solve the problem of embedded primes appearing in the limits of stable surfaces ðX ; B ¼ P b i B i Þ. The proposed solution is to replace divisors B i H X with ''branchdivisors'' B i ! X . In [4] , the moduli of branchvarieties and its equivariant version were used to construct the higherdimensional analog of M 0; A , Hassett's moduli space of weighted stable curves: the compact moduli space of hyperplane arrangements ðP N ; P b i B i Þ with weights.
(3) The existence of a unique branchvariety limit gives new technical tools. In [30] there appear a few theorems in which the branchvariety technology is used in the proofs, but not the statements. One of them contains the following result:
Proposition. Let F be a flat family projective over A 1 whose general fibers are all isomorphic to an irreducible variety X , and whose zero fiber X 0 is generically reduced. Assume that the reduction of X 0 has two components, each normal, whose intersection is reduced and irreducible. Then X 0 is reduced.
In the proof, one studies the limit branchvariety and its map to X 0 ; the map turns out to be an isomorphism. (In fact X turns out to be normal, too, making inductive arguments possible; this is applied in [31] Michael Thaddeus informed us that he proposed the functor of this paper in the case of curves in a 1995 talk at Harvard, with the family of plane cubics as evidence (treated here in Section 8.1). We also note that Morten Hønsen constructed a proper moduli space of curves X with a finite morphism f : X ! P n [22] ; in place of our assumption that X is reduced (S1 and R0), he only requires X to be S1, but also that f be generically an embedding.
Boundedness
We will now fix a certain class of branchvarieties, and show that this class is bounded. By this we will mean that for every branchvariety f : X ! P n in our class, over an algebraically closed field k ¼ k, some fixed power f Ã O P n ð1Þ d 0 is very ample. Eventually this will give us a dimension D to use in the construction of the moduli space described in the Introduction. Example 1.1. Let n be a nonnegative integer and X be a union of two P 1 s joined at n simple nodes, plus a disjoint union of n points. For any such (X ; f : X ! P 1 of degree 2), the Hilbert polynomial is the same, hðdÞ ¼ 2ðd þ 1Þ. But as Lemma 1.3 will show, if the degree sequences b 0 ¼ n, b 1 ¼ 2 of these curves were to all appear in a single family, the base scheme would need infinitely many connected components and hence not be of finite type.
This shows that branchvarieties with a fixed Hilbert polynomial do not form a bounded class unless one adds some further restrictions. The easiest would be to require that X be equidimensional. We describe a more general solution below, which we refine further in Section 7 in the case char k is 0 or large enough.
Let us introduce some notation. Let Z H P n be the image of X , with reduced scheme structure. Choose a sequence of general linear forms l 1 ; . . . ; l dim X on P n , and define Z i , X i inductively as the Cartier divisors l i ¼ 0 in Z iÀ1 , X iÀ1 respectively, with Z 0 ¼ Z, X 0 ¼ X . We know that the Z i are reduced irrespective of char k ( [21] , II.8.18, [15] ) but X i need not be reduced if f : X ! Z is not separated: consider for example the geometric Frobenius map f : P 1 ! P 1 , x 7 ! x p , in which X 1 is seen to be a point of multiplicity p.
Remark 1.2. The precise generality condition on the linear forms is that each l i does not vanish identically on any of a certain finite set of proper subvarieties of P n , namely, the associated components of Z iÀ1 and the subvarieties appearing in Bertini's theorem. For the proofs of the statements of this section we are free to make finite base extensions, and may thereby assume that such general linear forms do indeed exist. Proof. By making a base change Spec A ! S, it is su‰cient to consider the case of a regular one-dimensional base, for example A a DVR. Any Cartier divisor l 1 ¼ 0 on the central fiber X 0 can be extended to a Cartier divisor on the generic fiber X h . Hence, the Cartier divisors X 1 form a flat family over Spec A with the Hilbert polynomial p 1 ðdÞ ¼ pðdÞ À pðd À 1Þ. By induction we see that all X i can be put in flat families.
The latter space is a union of connected components of X i . Hence, it too is flat over Spec A, and its length (or cardinality, if it is reduced and k ¼ k) is constant. r Recall the following definitions:
. . . ; b n Þ be a sequence of integers. A coherent sheaf F on P n is a b-sheaf if for generic hyperplanes l 1 ; . . . ; l n and the inductively defined sheaves
The following is possibly the strongest known result implying boundedness of various classes of coherent sheaves. Here is our application of this result. For any branchvariety f : X ! P n with Hilbert polynomial hðdÞ and deg
is generated in degree 1.
(Although we won't need it, for a slightly larger d 0 one can also ensure that the relations are generated in degree 2.)
Proof. By Mumford's theorem [41] , Thm. 3, if L is a base point free sheaf on a projective scheme and
Since L is base point free sheaf by our setup, we only have to prove the vanishing.
We will apply Theorem 1.6 to the sheaf
If char k ¼ p > 0, one has to be a little more careful. Decompose X ! Z into a purely inseparable morphism X ! Y followed by a separable morphism Y ! Z. Then all Moreover, any such algebra R is generated over A in degree 1.
Proof. We first note that under the isomorphism between Y and its Veronese embedding v d 0 ðY Þ, the families of branchvarieties f 1 : X ! Y S and f 2 : X ! v d 0 ðY Þ S are in natural bijective correspondence. The (same) invertible sheaf L is uniquely determined by either f 1 or f 2 . Hence, without loss of generality we can replace Y by
Since the higher cohomology groups of ðL 0 Þ d vanish, by the Cohomology and Base Change Theorem H 0 À X ; ðL 0 Þ k Á are locally free modules of rank hðdd 0 Þ.
In the opposite direction, we set X ¼ Proj R, and the condition (3) gives a morphism f : X ! P N A , which factors through Y 0 by the condition (4). Clearly, the associations ðR; fÞ $ ðX ; f Þ are inverses of each other, and the condition (5) is equivalent to the condition that the geometric fibers of X are reduced.
The last statement is a direct consequence of Theorem 1.7. r
One-parameter families
In this section, A is a DVR with maximal ideal ðtÞ, residue field k ¼ A=tA, and frac-
R d is a finitely generated A-algebra, and each R d is a locally free A-module of rank hðdÞ < y. By Theorem 1.8, after replacing Y H P n with its Veronese embedding v d 0 ðY Þ H P N , such an algebra R is equivalent to a family of branchvarieties over Spec A.
is also a graded ring. A ring finitely generated over a DVR has a finite normalization, and thereforeR R is a finitely generated R-module. It follows that eachR R d is again a finitely generated A-module, so it is free of the same rank hðdÞ and for each d, there exists a
By an n-ramified base change we will mean another DVR A 0 I A with uniformizing parameter t 0 , so that t ¼ c 0 ðt 0 Þ n for some unit c 0 A A 0 . We will use R 0 for R n A A 0 , K 0 for the fraction field, andR R 0 for the integral closure g
(2) R=ðtÞ is not reduced ) after some ramified base changeR R 0 3 R 0 .
Proof.
(1) SupposeR R 3 R. Then there exists x A RntR such that x=t AR RnR, and it satisfies some monic equation
(2) Suppose some x A R=ðtÞ is a nonzero nilpotent, i.e. there exists some x A RntR such that x n A tR. Then after an n-ramified base change one has
Hence, x=t 0 is integral over R 0 , and so x=t 0 AR R 0 . It remains to show x=t 0 B R 0 .
Since R, R 0 are torsion-free A; A 0 -modules over DVRs, for any x A R we have the equivalences x=t A R , x A tR , the A-module R=xA has torsion , R=xA is not flat; Proof. Call the original element K½x 0 ; . . . ; x n ! R K . The only possible R will be the integral closure of the image of A½x 0 ; . . . ; x n in R K , as we now show in two steps.
Let A½x 0 ; . . . ; x n ! R be an extension. Then R is finite over the image of A½x 0 ; . . . ; x n in R, soR R is the integral closure of the image of A½x 0 ; . . . ; x n in R K .
The special fiber R=tR is reduced because so is the geometric fiber ðR=tRÞ n k k. But then R ¼R R by Lemma 2.1(1). r Remark 2.3. For any finitely generated algebra S over a field k, S n k k is reduced ) S is reduced. The converse is true if k is a field of characteristic zero or a perfect field of characteristic p > 0. Moreover, if S n k k is not reduced then already for some finite purely inseparable extension k 0 =k, S n k k 0 is not reduced.
Lemma 2.4. Let R be a Noetherian ring which has finite normalization (e.g. R has no embedded primes and is finitely generated over a field or a DVR), t A R a nonzerodivisor, and assume that R is integrally closed in R½t À1 . Then the ring R=ðtÞ does not have embedded primes; it satisfies Serre's condition S1.
In particular, if Spec R is reduced, R is finitely generated over a DVR and integrally closed in R½t À1 , and Spec R=ðtÞ is generically regular, then Spec R=ðtÞ too is reduced.
By the normalization of R we understand its integral closure in the total ring of fractions R½S À1 , the localization in all nonzerodivisors.
If we assumed R to be reduced and equal to its normalization, then R would satisfy Serre's condition S2, so R=ðtÞ would be S1. This lemma clarifies how much integral closure one actually needs to draw this conclusion.
Proof of Lemma 2.4, latter conclusion. There is a simpler proof in this special case (which is all we will need). Or rather, the only subtle point is encapsulated in a familiar formulation ''normal domains are S2''. Let R 0 be the normalization of R. By our assumptions on R, the ring R 0 is a direct sum of finitely many normal domains. Consider the map R=tR ! R 0 =tR 0 . Its kernel is
thanks to the assumptions on t and on R. Hence the map R=tR ! R 0 =tR 0 is an inclusion.
Since X 0 :¼ Spec R=ðtÞ is generically regular, there exists an open subset U H Spec R such that U is regular and such that U X X 0 is dense in X 0 . Then the normalization morphism Spec R 0 ! Spec R is an isomorphism over U. So Spec R 0 =ðtÞ is generically regular.
Since R 0 is S2, and t is not a zero divisor, R 0 =ðtÞ is S1. Being S1 and generically regular, R 0 =ðtÞ is reduced. Since R=ðtÞ is a subring of a reduced ring, it too is reduced. r Proof of Lemma 2.4 in general. Essentially, we must modify the proof that normal domains are S2. Let us introduce some notation. Let X ¼ Spec R, and let F be a coherent sheaf on X , corresponding to a finite R-module M. Let X 0 ¼ Spec R=ðtÞ, and define the saturation of F in codimension 2 along X 0 by the formula
where Z goes over closed subsets of X 0 that have codim
It is true that the sheaf F sat is coherent provided all Zs have codimension f 2 in associated primes of M, cf. [17] , 5.9-11, but we do not need this. We merely observe that O sat X ¼ O X since every GðX nZ; O X Þ is contained in the normalization of R and also in
Let G be a coherent sheaf supported on an irreducible subset Z of X 0 with codim X Z f 2. Then every extension
, and the canonical restriction morphism F ! F sat provides the splitting. Therefore, Ext 1 ðG; O X Þ ¼ 0. By the cohomological characterization of depth (see e.g. [40] , Thm. 28, or [14] , 18.4) this implies that the local ring O Z; X has depth f 2, and therefore O Z; X 0 has depth f 1, i.e. the ideal p Z is not an embedded prime of R=ðtÞ. r Let X ! Spec A be a flat proper extension (before any base change),X X the normalization of X in the generic fiber, andX X 0 the special fiber ofX X . Denote the multiplicities of the geometric fiberX X 0 Â k k by fm i g.
If char k ¼ 0, then the base change can be taken to be t ¼ s m , where m ¼ lcmðfm i gÞ, the least common multiple of the multiplicities.
If char k > 0, the base change can be chosen to be a composition of a base change A 0 =A such that tA 0 ¼ t 0 A 0 and the residue field extension k 0 =k is purely inseparable of degree dividing Q m i , and the base change t 0 ¼ s m .
Proof. We first provide a flat A-algebra R extending R K . Let q 1 ; . . . ; q s A R K be homogeneous elements generating R K as a K½x 0 ; . . . ; x n -module. Each q i is integral over K½x 0 ; . . . ; x n . Since K ¼ A½1=t, there exist n i A N such that t n i q i are integral over A½x 0 ; . . . ; x n . Therefore, the algebra R 1 :¼ A½x 0 ; . . . ; x n ½t n i q i is finite over A½x 0 ; . . . ; x n , graded, and free over A. Take R ¼R R 1 to be its normalization in R 1 ½t À1 , as before. (These R 1 ,R R 1 are the coordinate rings of X ,X X in the statement of the theorem.)
Next, we find a ramified base change S 0 ! S so that the geometric fiber Spec f R 0 R 0 n k 0 k 0 is reduced. By Lemma 2.4 we only need to prove that it is generically reduced.
Assume first that char k ¼ 0. Let Z be an irreducible component of the central fiber X 0 , with generic point z. The ring O z; X has dimension 1 and is integrally closed in the generic fiber, since normalization commutes with localization. (This is where we must useR R 1 and not R 1 .) Therefore, it is integrally closed, so it is a DVR with a uniformizing parameter, denote it by p.
We have t ¼ ap n for some invertible a. Let us make a base change t ¼ s n . Then the normalizationÕ O z 0 ; X 0 of O z; X n A A 0 is regular and its central fiber has multiplicity 1. Indeed, p=s AÕ O z; X and is invertible, so s ¼ bp inÕ O z 0 ; X 0 with invertible b. Hence, after making the base change t ¼ s m , where m ¼ lcmðfm i gÞ, the central fiber is generically regular, and we are done.
If char k > 0, then we first make an unramified base change S 0 =S with a purely inseparable field extension k 0 =k after which the multiplicities of the irreducible components of X 0 0 and X 0 Â k k are the same; the degree of this base change divides Q m i . Then we proceed as above. r Corollary 2.6. For any further ramified base change A 00 I A 0 , the central fiber does not change except for the extension of the residue fields:
In other words, every 1-parameter family of branchvarieties has a unique limit, up to extensions of the residue field.
Proof. Indeed, the geometric central fiber of X 0 n S 0 S 00 is the same as that of X 0 , so it is reduced. By Lemma 2.1(1), one has X 00 ¼ X 0 Â S 0 S 00 . r
The fm i g have a simple interpretation in the case that X is a family of points over Spec C½½t: they are the lengths of the cycles in the monodromy around 0 of the generic fiber. The degree lcmðfm i gÞ base change replaces the monodromy in this finite family by a high enough power to make it trivial.
Example 2.7. In examples, where one has a family of subvarieties limiting to a subscheme, one often knows the Hilbert extension X ! Spec A. So it is tempting to work with the multiplicities of the special fiber X 0 to compute the necessary base change, rather than those ofX X 0 as stated in the theorem. But consider the family
of 5-tuples of points. In this case X 0 is a quintuple point, but the necessary base change has degðS 0 =SÞ ¼ 6, correctly calculable fromX X 0 ¼ fdouble point; triple pointg.
Remark 2.8. In [3] it is proved that the canonical limits of varieties and pairs of general type, whose construction follows from the log Minimal Model, are S2, in addition to being S1, as in Theorem 2.5. This result, however, applies to a less general class of degeneration families than (2.5).
Construction of the moduli space
For every family of branchvarieties f : X ! Y S , define a functor Autð f Þ : ðS-schemesÞ ! ðGroupsÞ opp by setting Autð f ÞðS 0 Þ to be the automorphism group of f 0 :
Theorem 3.1. Autð f Þ is represented by a finite group scheme over S.
Proof. Let X ð2Þ :¼ X Â Y S X , a proper and projective scheme over S.
For every automorphism g : 0 -point of U. The opposite is clear as well: every such subscheme Z is the graph of a unique automorphism. Hence, the quasiprojective-over-S scheme U represents Autð f Þ. It is obviously a group scheme.
Autð f Þ satisfies the valuative criterion of properness thanks to the properness of the functor of branchvarieties, Theorem 2.5. To prove that Autð f Þ is finite over S we need to check that the geometric fibers are finite.
So let f : X ! Y be a branchvariety over a field k. Cover Y by finitely many open a‰nes V i . Since the morphism f is finite, each U i ¼ f À1 ðV i Þ is a‰ne as well, and we only need to show that AutðU i =V i Þ is finite. Let r A k½U i . It satisfies some monic polynomial equation with coe‰cients in k½V i , and the image of r under any automorphism must satisfy it too. Since k½U i is reduced, it is embedded into a direct sum of finitely many fields, one for each irreducible component. A monic (hence nonzero) polynomial has only finitely many roots in a field, so we are done. r For a branchvariety X over a field of characteristic 0 it is easy to say more: Autð f Þ is a subgroup of the product of Galois groups of the irreducible components of X , and therefore a subgroup of the product of several symmetric groups. And, of course, by Cartier's theorem any group scheme in characteristic zero is reduced.
Proof of the Main Theorem 0.4. We first prove that branchvarieties together with some additional data can be parametrized by a locally closed subscheme of a certain Hil-bert scheme. This is done by a classical argument, as in the case of curves [42] , Prop. 5.1, with necessary modifications.
Then the moduli space is constructed by taking the quotient by a PGL group action. We do not use Geometric Invariant Theory for this step. Instead, the quotient by a proper group action immediately gives the moduli stack as an Artin stack. By applying standard results on representability, we obtain its coarse moduli space as an algebraic space.
Let Let X 2 ! V 2 be the universal family. On this family, we have two invertible sheaves, p
We claim that there exists a locally closed subscheme V of V 2 parametrizing branchvarieties on which these two sheaves coincide. Indeed, the relative Picard functor Pic X 2 =V 2 is represented by an algebraic space (this is Artin's theorem, see [8] , Thm. 7.3, or [10] , Thm. 8.3.1). The two sheaves above define sections of this algebraic space over V 2 , and V is the locus where these sections coincide.
To summarize: we have constructed a scheme V parametrizing branchvarieties of Y together with an embedding by a complete linear system L d 0 into a fixed projective space P D so that the image spans P D . Two points in V ðkÞ define isomorphic branchvarieties i¤ they are in the same orbit of the group PGL Dþ1 ðkÞ. Now consider a family of branchvarieties f : X ! Y S , p : X ! S over an arbitrary C-scheme S. By the Cohomology and Base Change Theorem [21] , III.12.11, the sheaf 
It is well known that the separatedness of the moduli functor (Corollary 2.2) and finiteness of the automorphism schemes (Theorem 3.1) imply that the group action is proper. In particular, the diagonal j À1 ðdiag V Þ ! V is finite.
Thus, Branch b h; Y is an Artin stack; see [38] for a general reference. By either [28] or [37] it has a coarse moduli space as an algebraic space (see [33] for the general reference on algebraic spaces). Finally, by Theorem 2.5 the functor is proper, so the moduli space is too. r 
Applying [44] , Theorem 1.5, to the representable morphism V ! ! ½V =PGL Dþ1 , and chasing a couple of short exact sequences relating the cotangent complexes [25] , [26] , we can describe the tangent space to the corresponding point of Branch as
In addition, one can identify the corresponding obstruction spaces on the nose (no quotient by LieðPGL Dþ1 Þ).
Examples
We begin with some simple examples in the first section, and then present the ones that principally guided each of us to the theory of branchvarieties.
Further elementary examples.
In the examples below, we take A ¼ C½½t, with K its field of fractions. The central fiber is a disjoint union of two lines, with a finite map to the two intersecting lines in A 3 .
The total space of the Hilbert family Spec R is the union of two planes meeting at a point, everyone's first example of a scheme smooth in codimension 1 yet still abnormal: it is not S2, and a hyperplane section has an embedded prime. The integral closure just pulls those two planes apart.
Example 4.2. Let X be a union of 3 copunctal lines in P 2 , say with slopes 0, 1, and y, and let f t : X ! P 1 be a projection with the angle t from a point on the line at infinity. The tangent space to the common point is 2-dimensional, and contains four 1-d subspaces: the tangents to the lines, and the kernel of the derivative of f t . In these terms, t is a crossratio. Consider this as a 1-parameter family as t goes to 0.
In coordinates, the generic fiber X h corresponds to a graded ring R which is a subring of K½x 0 ; x 1 l K½y 0 ; y 1 l K½z 0 ; z 1 consisting of homogeneous polynomials ð f ; g; hÞ such that f ð1; 0Þ ¼ gð1; 0Þ ¼ hð1; 0Þ; tf 0 ð1; 0Þ þ g 0 ð1; 0Þ ¼ ð1 þ tÞh 0 ð1; 0Þ;
where the derivatives are with respect to the second variable, x 1 , y 1 or z 1 respectively. The K½t 0 ; t 1 -module structure is given by the homomorphisms t i 7 ! ðx i ; y i ; z i Þ.
We can use the same equations for the total family X , replacing K by A. Specializing t ¼ 0, one obtains the ring of triples ð f ; g; hÞ such that f ð1; 0Þ ¼ gð1; 0Þ ¼ hð1; 0Þ; g 0 ð1; 0Þ ¼ h 0 ð1; 0Þ:
Hence, the central fiber X 0 is a union of three P 1 s passing through one point, the second and the third P 1 s are tangent to each other, and the first is transverse to them. Note that X 0 can no longer be embedded in P 2 since the tangent space at the singular line is 3-dimensional.
Example 4.3. We will assume for simplicity that char k 3 2 in this example.
Consider the space of branchvarieties of P 2 including the plane conics, so
In short, this coarse moduli space is the ''space of complete conics'', or P 5 blown up along the Veronese surface, while the stack structure agrees with that on the corresponding Kontsevich moduli space of stable maps. Indeed, each branch-curve X has arithmetic genus 0, and so has at worst nodes as singularities. We include some standard facts about this stack.
There are two obvious closed substacks: T ¼ freducible branchvarietiesg and N ¼ fnoninjective branchvarietiesg. Each of the points in the substack N has automorphism group Z=ð2Þ. The complementary set N c corresponds to reduced plane conics, has trivial stack structure, and is isomorphic as a space to P 5 with the Veronese surface removed. The set T c X N consists of double covers P 1 ! P 1 of lines; such a cover is uniquely determined by its image line and the two (distinct) branch points. If we let the branch points collide, we get the space T X N consisting of pairs of crossing lines double covering a line in P 2 .
The whole space is 5-dimensional. The substack N is 4-dimensional. The substack T X N is 3-dimensional, and isomorphic as a stack to the manifold of flags in P 2 modulo a trivial Z=ð2Þ action.
In the case of plane cubics, the moduli stacks of branchcurves and of stable maps are not naturally isomorphic, which we will see in Section 8.1.
Example 4.4. Fix g A N, and let
We can make some of the branchcurves of P 1 with these invariants by joining two P 1 s along g þ 1 distinct points; the arithmetic genus of such a curve is g.
The generic branchcurve of P 1 with these invariants is a smooth curve of genus g, branched over P 1 at 2ðg þ 1Þ points, and the coarse moduli space is just ðP 1 Þ 2ðgþ1Þ =S 2ðgþ1Þ G P 2ðgþ1Þ :
For example, consider g ¼ 1, so the generic branchcurve is an elliptic curve branched over P 1 at four distinct points. If two branch points coalesce, 4 ¼ 2 þ 1 þ 1, the branchcurve is a nodal cubic with the node mapping to the double branch point. If the other two coalesce also, 4 ¼ 2 þ 2, the branchcurve is as described a moment ago-two P 1 s glued together at two points. If three branch points coalesce, 4 ¼ 3 þ 1, the branchcurve is a cuspidal cubic with the cusp mapping to the triple branch point. If all four coalesce, the branchcurve is a union of two P 1 s along a point of tangency.
We note that the moduli space of branchvarieties of P 1 contains the classical Hurwitz schemes parametrizing degree d covers of P 1 with certain ramification conditions. We see from the above example that the compactification of these Hurwitz schemes provided by branchvarieties is very di¤erent from the compactification obtained by adding ''admissible covers'' as done, e.g., in [19] .
Stable toric varieties. Let T ¼ ðG m Þ
r be a split multiplicative torus, a direct sum of r copies of the multiplicative group G m . Let P n be a projective space endowed with a T-action and with a T-linearized Oð1Þ. Definition 4.5. A stable toric variety over P n over an algebraically closed field is a seminormal projective variety X endowed with a T-action such that (1) there are only finitely many orbits, and (2) the isotropy groups are subtori, so in particular connected and reduced together with a finite and T-equivariant morphism f : X ! P n .
When T acts on À P n ; Oð1Þ Á with n þ 1 distinct characters, the data for the morphism f : X ! P n is equivalent to the data for an e¤ective ample Cartier divisor D on X which does not contain any T-orbits. So, in this case a stable toric variety over P n is the same as a stable toric pair ðX ; DÞ with a T-linearized line bundle L ¼ O X ðDÞ, see [2] , 2.14, [7] , Prop. 3.3.2. The latter paper also includes the more general case of stable spherical varieties, where T is replaced by a reductive group.
The higher cohomologies
, 2.5.1. Therefore, for every family X ! P n S of stable toric varieties the graded
is locally free. The T-action is equivalent to the grading of RðX =S; LÞ by the character group L ¼ Z r of T, and each graded piece RðX =S; LÞ l , l A L, is of finite rank hðlÞ, i.e. RðX =S; LÞ is multiplicity-finite. When RðX =S; LÞ is multiplicity-free, i.e. each hðlÞ is 0 or 1, a stronger statement is true: X reduced implies that X is seminormal. Indeed, for each geometric fiber X s , the seminormalization X sn s is a stable toric variety and so is multiplicity free. Therefore, one must have
We see that the moduli of multiplicity-free stable toric varieties over P n is just the branch-analogue of the toric Hilbert scheme of Peeva-Stillman [45] and the more general multigraded Hilbert scheme of Haiman-Sturmfels [18] . This ''toric Branch'' moduli space is constructed in [7] more directly, as the quotient U=G of U ¼ Hilb h ðZÞ, where Z ! P n is an A-cover, by a finite diagonalizable group, i.e. product of several groups m m of roots of unity. The reason for the relative simplicity of this case is that the monic polynomials appearing in the finite ring extensions have the very simple form z m ¼ r. The projectivity of the moduli space is immediate from this description.
Since some of the varieties appearing below in Section 8 are stable toric varieties, we recall briefly their classification. Each stable toric variety over an algebraically closed field defines a complex of polytopes D with a reference map to L R . This means that we have a topological space jDj with a cell decomposition jDj ¼ S d and a finite map r : jDj ! L n R identifying each d with a lattice polytope. Then X is a union of ordinary (normal) projective toric varieties X d which are glued the same way as the complex D.
A variety X is multiplicity-free precisely when the map r is injective. One-parameter degenerations correspond to convex subdivisions of D.
Balanced normal cones.
Let Q be a commutative k-algebra without nilpotents, and I an ideal. The Rees algebra is the graded subring
Under the evident map k½t ! R, we see that the map Spec R ! Spec k½t defines a flat family whose t ¼ 1 fiber is Q and t ¼ 0 fiber is gr I Q :¼ Q=I l I =I 2 l I 2 =I 3 l Á Á Á , the associated graded with respect to the I -adic filtration. If we assume in addition that T n I n ¼ f0g, then this family is locally free. Geometrically, this family is the degeneration of Spec Q to the normal cone of Spec Q=I .
In [47] , Samuel defined a variant of the I -adic filtration Eq A Q; f ðqÞ :¼ maxfn : q A I n g called its homogenization,
and proved that this limit exists. Rees (see the book [46] ) and Nagata [43] proved that the limit is rational with bounded denominator (depending on Q, I ). Let N be divisible by all the possible denominators of f ; of course their LCM will do.
To this ''homogeneous'' filtration f , one can again associate a Rees algebra (now 1 N N-graded) giving a flat degeneration of Q to an associated graded ring gr I R, this time automatically without nilpotents. The corresponding geometry was studied in [29] under the name ''degeneration to the balanced normal cone''.
We now relate this construction to the one in Section 2. Make the ramified base
Then for n f 0,
By Rees' valuative formula for f , [46] , Thm. 4.16, the converse of this last implication is also true. HenceR
is the Rees algebra associated to the filtration given by f .
After we wrote this section, the book [24] appeared, whose Theorem 10.6.6 gives much the same interpretation of Rees' results on the Samuel filtration.
4.4.
Chirivì's degeneration of flag manifolds as a limit of branchvarieties. We describe a special case of Chirivì's geometric interpretation of the Littelmann-Lakshmibai-Seshadri weight multiplicity formula [11] , using the language of balanced normal cones. This example was what motivated the second author to seek a general theory of automatically reduced degenerations. The details will appear elsewhere [32] .
Let G be a complex connected algebraic group with maximal torus T, and l a dominant weight. Then there is a natural G-equivariant graded ring structure on R :
(the nth piece being the irreducible representation of G with high weight nl), whose Proj is a generalized flag manifold G=P.
Through a careful analysis of generators and relations of the ring R, Chirivì gave a collection of T-equivariant degenerations R 0 of R, where each Proj R 0 is a stable toric variety. In some cases, the underlying complex D of polytopes is in fact a simplicial complex, with one simplex for each chain in the Bruhat order of G=P; we will call this a simplicial Chirivì degeneration.
This degeneration was already well known in the case that G=P is a Grassmannian in its Plü cker embedding [12] . In this case, each component of the stable toric variety maps isomorphically, not just finitely, to a coordinate subspace of projective space.
By the flatness of these degenerations, one can compute the T-weight multiplicities in the representation V l as a sum over chains in the Bruhat order, and for each chain, a count of lattice points in a certain simplex (determined using l). This weight multiplicity formula had already been proven by Littelmann using his path model, confirming a conjecture of Lakshmibai and Seshadri (inspired by [12] and followup work [13] generalizing it to other minimal embeddings of minimal classical flag manifolds).
We now sketch a way to see a simplicial Chirivì degeneration as a flat limit of branchvarieties, with proofs to appear in [32] . The principal benefit of this viewpoint is that the construction does not require special analysis of the ring R.
The extremal weights of V l are of the form w Á l for w in the Weyl group of G. Each extremal weight space is 1-dimensional; let E e V l be their direct sum. Then we make G=P ¼ Proj R a branchvariety of projective space, using the map Proj R ! Proj Sym E. (Indeed, E is the smallest T-invariant subspace such that this map has no basepoints.)
The Bruhat order of G=P gives a natural partial order on the extremal weights; pick a linear extension (which will be immaterial) to a total order. Running through the sequence of extremal weights, we get a series of degenerations to balanced normal cones R a gr I 1 R a gr I 2 gr I 1 R a Á Á Á a gr I m Á Á Á gr I 1 R where the ideal I k is generated by the kth extremal weight space in the total order (or rather, by the image of that extremal weight space in the ðk À 1Þst ring in the sequence).
Since these ideals are T-invariant, the degenerations are T-equivariant. Each component of the resulting scheme is a weighted cone on a weighted cone on . . . on a point, i.e. a toric variety associated to a weighted simplex.
It is reasonably straightforward to show that the final ring so constructed is a subring of Chirivì's ''discrete LS algebra'' R 0 . One can then e.g. invoke Littelmann's result to show they are equal.
Line bundles on Branch
are locally free, and they induce natural line bundles l d ¼ det F d on our moduli stacks. One might therefore hope (cf. [34] for a quite similar situation) that these line bundles are ample. (In particular, this would immediately imply that the coarse moduli spaces of branchvarieties are projective schemes.) So, the following is a somewhat surprising observation.
Example 5.1. Consider the moduli space of 1-dimensional branchvarieties of P 2 which include the plane cubics. For any family f : X ! P 2 S whose fibers are reduced planar cubics, each l d j S has a positive degree. Indeed, this part of the branchvariety moduli coincides with part of the Hilbert scheme, and l d is the pullback of the (very ample) standard line bundle on a Grassmannian into which the Hilbert scheme is embedded.
On the other hand, consider the family over S ¼ P 1 of Example 4.2 (see also Section
8.1). In this family, O
for the normalizationX X of X , and 6. The map from a limit branchvariety to the limit subscheme
We follow the notation of Section 2. Fix a projective dimension n, a Hilbert function h, an N-graded locally free A-algebra R, and a homomorphism A½x 0 ; . . . ; x n ! R making R a finite A½x 0 ; . . . ; x n -module. Let R 0 be the integral closure of R in R n A K.
Since R and R 0 are finite modules over A½x 0 ; . . . ; x n , we see that R=tR and R 0 =tR 0 are finite modules over k½x 0 ; . . . ; x n , and define elements of algebraic K-homology of k½x 0 ; . . . ; x n . Since R and R 0 are both locally free and agree after inverting t, these two elements ½R=tR, ½R 0 =tR 0 of K-homology coincide. We now give a direct proof of this K-equivalence, allowing us to strengthen the statement.
Proposition 6.1. Let t be a non-zero-divisor in R, and let R 0 stand between R and its integral closure in R½t À1 . Assume that R 0 is finite over R (e.g. if R is finitely generated over a DVR A).
Then bN > 0 such that R=tR and R 0 =tR 0 are K-equivalent modules over the ring R=ðt N Þ.
Proof. Consider the short exact sequences of R-modules
Since t is not a zero divisor, the natural map R 0 =R ! tR 0 =tR is an isomorphism. So we get the K-equation
By the assumptions on R 0 , there exists an N such that t NÀ1 R 0 H R. Therefore t N annihilates all of these modules, so they are modules over the ring R=ðt N Þ, and the derivation of this K-equation holds there. r
The fact that R=tR and R 0 =tR 0 have the same Hilbert polynomial says only that they define K-equivalent sheaves on P n . Both sheaves are supported on thickenings of the same subvariety. The above proposition says that they are already K-equivalent on some larger thickening of this same variety.
Note that there is a ring homomorphism R=ðtÞ ! R 0 =ðtÞ. Hence, given a family over Spec K of subvarieties of projective space, there is a map from the limit branchvariety to the limit subscheme, inducing this K-equivalence. Example 6.2. Recall the colliding skew lines from Example 4.1. In this case, Proj R 0 =ðtÞ is the two disjoint lines and Proj R=ðtÞ has the lines crossing with an extra point embedding at the cross. If p : Proj R 0 =ðtÞ ! Proj R=ðtÞ denotes the obvious collapse, then p Ã of the structure sheaf on the two lines is K-equivalent, but not isomorphic, to the structure sheaf of Proj R=ðtÞ.
The map R=ðtÞ ! R 0 =ðtÞ was studied in [29] (where one can find many more examples) in the balanced normal cone context of Section 4.3. A principal result of that paper was that the corresponding map from the balanced normal cone to the ordinary normal cone takes the fundamental Chow class to the fundamental Chow class, a consequence of Proposition 6.1.
We prove now a local property of this map, in more geometric terms. Part (1) of Lemma 2.1 now says that U o reduced implies that b : b À1 ðUÞ ! U is an isomorphism (and in particular, induces an isomorphism of the fibers over o).
Part (2) of Lemma 2.1 only says that U o nonreduced implies that after some base change, which can change the normalization, does b : b À1 ðU 0 Þ ! U 0 fail to be an isomorphism. In the case at hand, since b À1 ðU o Þ is reduced, as in Corollary 2.6 the base change can only extend the residue field, so the map is already not an isomorphism. r This proposition gives a way to show a limit scheme is reduced without studying it directly; it is su‰cient (and equivalent) to show that the map b o from the limit branchvariety is an embedding. This trick is central to [30] .
The forest of a branchvariety
Hartshorne proved [20] that Hilbert schemes are connected. This is in some sense a negative result; it says that the only locally constant invariants are the embedding dimension n and the Hilbert polynomial h. We already proved in Lemma 1.3 that for branchvarieties, the degree sequence b is an additional such invariant. In this section we develop a still finer invariant, assuming the characteristic is 0 or large enough.
Lemma 7.1. Let f : X ! P n S be a family of branchvarieties. Then the number of connected components (not irreducible components) of X is locally constant.
Proof. It is su‰cient to assume that S is a germ of a one-dimensional scheme, for example the Spec of a DVR. Let X h be the generic fiber. Make a ramified base change A 0 I A so that the connected components of X h n k h k h are already defined over A 0 ; call them X i . Then ' X i ! X is finite and they have the same generic fiber, so by the separatedness of Branch (Corollary 2.2) these two spaces coincide. r As Example 4.1 of the two colliding lines shows, this is not an invariant for connected families of subschemes (it only behaves semicontinuously). With this assumption on characteristic, every generic plane section X i :¼ b À1 ðP nÀi Þ is reduced, hence is itself a branchvariety.
In this case, families of branchvarieties have some additional locally constant invariants. For each connected component X ð jÞ of X , the number of connected components of its general hyperplane section X ð jÞ 1 is locally constant, and we can continue by induction.
To organize this induction, recall first the definition of a rooted forest, which is a graph with no cycles and a choice of ''root'' vertex in each connected component. The vertices of a rooted forest naturally form a ranked poset, where the rank of a vertex is the length of the unique path to a root, and v f w if v's path to a root goes through w. Each component of a rooted forest, minus its root, is itself naturally a rooted forest whose roots are the neighbors of the old root. This allows rooted forests to be described inductively.
Definition 7.3. Define the (labeled rooted ) forest ForestðX Þ of a branchvariety X ! P n inductively as follows: (2) If X is connected, then ForestðX Þ has one root (so, it is also connected). The label on the root is the integer wðO X Þ, the constant term in the Hilbert polynomial. Removing the root leaves ForestðX 1 Þ, where X 1 is a general hyperplane section of X . (In order to have general enough hyperplanes, we work with the geometric fiber X n k k.)
So each vertex v has two numbers associated: its rank rkðvÞ and its label wðvÞ. Also, if we have picked specific plane sections X I X 1 I X 2 I Á Á Á of X , then we can speak of the branchvariety associated to v, meaning the corresponding connected component of X rkðvÞ . (By Assumption 7.2, this is again a branchvariety.) In this way we can reduce arguments about a general vertex v to the case that v is a root, and the only one. where a l e a f is a maximal element of the poset ForestðX Þ.
Proof. The first part follows from the argument in Lemma 7.1 applied to generic plane sections (which are again branchvarieties, by Assumption 7.2) and the invariance of the Hilbert polynomial in flat families.
For the Hilbert polynomial formula, it is enough to check that the two sides agree at d ¼ 0 (which is obvious) and also after applying the di¤erencing operator D defined by ðDgÞðdÞ ¼ gðdÞ À gðd À 1Þ. The left-hand side is ðDh X ÞðdÞ ¼ h X 1 ðdÞ. The righthand is
which by induction is also h X 1 ðdÞ.
A leaf corresponds to an isolated point of a plane section. The degree of an irreducible component can be computed as the number of points in a generic plane section of complementary dimension, which implies the formula given for b i . r
If we write the Hilbert polynomial and degree sequence associated to a forest F as hðF Þ and bðF Þ, we can write Example 7.5. If X is an irreducible branchvariety of dimension n and degree d, then X 's forest looks like a lone palm tree, with one vertex of each rank < n and d vertices of rank n. More generally, X 's forest is a palm tree i¤ X is equidimensional and connected in codimension 1. Example 7.6. Consider two branchvarieties (indeed, reduced subschemes) of P 3 :
(1) X ¼ X ð1Þ t X ð2Þ, where X ð1Þ, X ð2Þ are each a union of two copunctal lines.
(2) X 0 ¼ X 0 ð1Þ t X 0 ð2Þ, where X 0 ð1Þ is a line, and X 0 ð2Þ is a union of three lines that pass though a common point but do not lie in a common plane.
Then X and X 0 have the same Hilbert polynomial pðdÞ ¼ 4d þ 2 and the same degree sequence b 0 ¼ 0, b 1 ¼ 4. However, ForestðX Þ consists of two trees with two leaves each, and ForestðX 0 Þ consists of a tree with three leaves and a tree with one leaf. X and X 0 therefore belong to di¤erent connected components of Branch.
Example 7.7. Consider two branchvarieties of P 1 :
(1) X ¼ X ð1Þ t X ð2Þ, where each of X ð1Þ, X ð2Þ is a union of two tangent P 1 s.
, where X 0 ð1Þ is a union of two crossing P 1 s and X 0 ð2Þ is union of two P 1 s meeting in a triple point.
(Each irreducible component is degree 1 as a branchvariety.)
Then X and X 0 have the same Hilbert polynomial pðdÞ ¼ 4d, the same degree sequence b 0 ¼ 0, b 1 ¼ 4, and the same unlabeled rooted forest. However, the labels at the two roots of F ðX Þ are 0, 0 and at the two roots of F ðX 0 Þ are þ1, À1. X and X 0 therefore belong to di¤erent connected components of Branch.
Example 7.8. If F is a forest with all labels 1, then Proj of the Stanley-Reisner ring of the order complex of the poset F is a reduced subscheme of projective space whose forest is F . So every (finite) labeled rooted forest is, up to relabeling, the forest of some branchvariety.
However, not every labeling can occur; here is one of the simplest required conditions. We give another necessary condition in Proposition 8.8.
Proposition 7.9. Let F be the forest of a branchvariety X , and v a vertex of F with only one leaf above it (not necessarily directly above). Then the label on v is 1.
Proof. We can reduce to the case that X is connected and v is the root. Then by Proposition 7.4, X is degree 1, so by Zariski's Main Theorem the map f : X ! P n is the inclusion of a linear subspace. Hence wðvÞ ¼ wðO P dim X Þ ¼ 1. r Question 7.10. Let f be a rooted unlabeled forest. Which labelings F of f actually arise as forests of branchvarieties?
The corresponding question for subschemes (namely, which polynomials can arise as Hilbert polynomials) was solved by Macaulay (see [48] , [16] ). Question 7.11. For those F that are forests of branchvarieties, is the open and closed subset Branch F ; P n of Branch bðF Þ hðF Þ; P n corresponding to a fixed forest F connected?
As we will see in Corollary 8.2 in the next section, this connectivity depends only on F and not the dimension of P n (as long as n is greater than or equal to the maximum rank of F , for otherwise there are no branchvarieties). 
For t 3 0 this is an unramified map, in fact Galois with Galois group Z=ðpÞ, and ForestðX Þ is a tree with p leaves. For t ¼ 0 we get a geometric Frobenius, a purely inseparable map, and X 1 is not a branchvariety.
Hence, in this case the p leaves ''glue together'' into a ''thick'' branch. Remark 7.13. If we assume that the branchvariety map b : X ! P n is birational on each component, then we do not need Assumption 7.2 in order to define the forest of b; Definition 7.3 goes through without change using instead the following Bertini Lemma.
phism group scheme for a family of branchvarieties over U, as defined in Section 3. Hence J ! U is finite. Since the action is free, J ! U is étale. By the assumption on the characteristic, U does not have irreducible finite étale covers of small degrees. So J breaks into a disjoint union of sections. Writing the section through ð1; 1Þ as u 7 ! À aðuÞ; u Á , the map a : U ! AutðX ; LÞ is easily seen to give an action, and we are done. r Theorem 8.6. Let f : X ! P n be a U-invariant branchvariety in Branch F h; P n . Then X is a union of projective spaces, where the number of irreducible components of dimension i is the number of leaves of F of rank i. Any (nontrivial ) intersection of components is irreducible, and identified by f with a U-invariant thickening of one of the standard P d s in P n .
Proof. Let X ð1Þ; . . . ; X ðmÞ be a nonempty set of components of X , and H ¼ T j X ð jÞ, considered as a subscheme of X ð1Þ. Then under the identification f : X ð1Þ ! @ P dim X ð1Þ guaranteed by Lemma 8.3, H red maps to a reduced U-invariant subscheme of the standard P dim X ð1Þ . The only possibility is the standard P dim H .
Since the components are all degree 1, the number of components of dimension i is the degree of X dim i , which we already knew to be the number of leaves of F of rank i. r Remark 8.7. It is not di‰cult to see that the seminormalization of any U-invariant branchvariety is exactly the Stanley-Reisner scheme from Example 7.8 for the same rooted forest (but all labels changed to 1). Proposition 8.8. Let F be the forest of a branchvariety X , and v a maximal fork of F , i.e. each w > v has only one leaf above w. Then the label wðvÞ on v is at most 1.
Proof. As already explained, we can reduce to the case that X is connected and v is the root. By Lemma 8.1 and Proposition 7.4, we can assume X is U-invariant. Then the condition on v, plus the proof of Proposition 7.9, says that the seminormalizationX X is an isomorphism away from the standard P 0 . If Y is the scheme-theoretic fiber lying over P 0 (a fat point), then wðO X Þ À wðO P 0 Þ ¼ wðOX X Þ À wðO Y Þ ¼ 1 À lenðY Þ, where lenðY Þ f 1 is the length of the fat point Y . Hence 0 f wðO X Þ À wðO P 0 Þ ¼ wðvÞ À 1. r (We won't need it, but even if the X in the above proof is not assumed U-invariant, one can give a good description of it: X is the connected union of a set fP i g of projective spaces, each including into P n as a linear subspace, and a set of curves fC j g, where all intersections P i X P j are 0-dimensional.) Example 8.9. Not all labels on forests of branchvarieties are at most 1. If X is a quartic hypersurface in P 3 , e.g. a K3 surface, then the label on the root of its forest is 2.
8.1. Spaces of cubic curves. Consider the space of branchvarieties of P 2 including the plane cubics, so hðnÞ ¼ 3n, b 0 ¼ 0, b 1 ¼ 3. According to the description in Theorem 8.6, a U-invariant branchvariety is a union of three copunctal lines. These already appeared in Example 4.2, where the angle of intersection gave a ½P 1 =S 3 worth of such branchvarieties.
On the other hand, there is a 3-dimensional space of U-invariant stable maps of degree 3 and genus 0. Each has an elliptic curve (which collapses entirely) meeting three P 1 s each in a point. So the space of branchcubics does not match the corresponding moduli space of stable maps.
Relations to other moduli spaces
In each of Hilb, Branch, and Chow there is an open set corresponding to reduced subschemes, and these three open sets are naturally identified. In general, the only natural morphisms extending this identification go from Hilb or Branch to Chow, as the following examples show.
9.1. Branch vs. Hilbert.
Example 9.1. The moduli stack of n points branched over a reduced scheme Y is easily computed to be the ''symmetric product'' stack ½Y n =S n . If Y ¼ P 2 and n > 1 then the Hilbert scheme of n points has a nontrivial blowdown to the coarse moduli space Y n =S n (which is in fact the Chow variety). However, there is no natural stack map Hilb ! Branch, and no continuous map Branch ! Hilb. On the other hand, as was pointed out to us by János Kollár, the classical Hilbert scheme can be properly embedded into Branch, albeit for di¤erent parameters. By Proposition 7.4, each branchvariety in this connected component has the same forest F . If char k 3 2, then the converse holds; each branchvariety with forest F is of the sort just constructed. In particular, Branch F ; P n is connected, giving a positive answer to Question 7.11 for this F .
Proof. The morphism c associates to each family of subschemes Z H P n S the following family X of branchvarieties of P n : X consists of two copies of P n S glued along Z; the structure sheaf of X is lim À ðO P n S l O P n S ! O Z Þ. Clearly, this gives a closed embedding.
By [35] , Cor. 12.7, if codim Z f 3 then any deformation of X extends to a deformation of the two copies of P n , i.e. it is of the same type. In this case, the whole connected component consists of branchvarieties glued from two copies of P n , and Z can be recovered from it. The two copies of P n S can be unambiguously called the ''first'' and ''second'' copy, without monodromy in Z, hence the triviality of the Z=ð2Þ action.
It is easy to describe the forest F of any one of these branchvarieties. Taking a plane section with a plane of codimension k gives two copies of P nÀk S glued along a plane section of Z. If k e deg h, the plane section of Z is nonempty, so the branchvariety X k is connected. For k > deg h, the plane section X k is a union of two copies of P nÀk S . So F looks like a tuning fork; it has one vertex v for each rank 0; . . . ; deg h, labeled 1 À ðD rk v hÞð0Þ, the fork vertex at rank deg h, and two vertices (each labeled 1, as to be expected from Proposition 7.9) for each rank k þ 1; . . . ; n. Now we want to show that the only connected component of Branch ð0;...; 0; 2Þ 2qÀh; P n with this forest F is the one described above. By Lemma 8.1, it is enough to check that any U-invariant branchvariety X with this forest is in the connected component above. But by Theorem 8.6 (for which we need char k 3 2), such an X is obviously a union of two copies of P n S along a ðdeg hÞ-dimensional scheme. r Example 9.4. Consider the case when Z is two points (or one point of multiplicity 2) in P 1 . In this case the Hilbert scheme is ðP 1 Þ 2 =S 2 G P 2 . Whereas Branch is ðP 1 Þ 4 =S 4 , as explained in Example 4.4.
Remark 9.5. This example was the case of codim Z ¼ 1. When codim Z ¼ 2, one can say that ðHilb 2qÀh; P n Þ red is a connected component of ðBranchÞ red , since a degeneration of a branchvariety connected in codimension 1 is again connected in codimension 1. However, the scheme structures in this case are not obvious. We note that the information encoded in Branch is much richer, and the cycle f Ã ½X is but a shadow of X . [45] and the multigraded Hilbert scheme of [18] . As was explained in Section 4.2, the toric Branch already exists: it is the moduli space of multiplicity-free stable toric varieties. To construct the multigraded Branch in full generality using the methods of this paper would appear to require a definition of b-sheaf in the equivariant setting, where invariant hyperplanes are not generic.
10.2.
Complex-analytic Branch. The complex-analytic analogues of the Hilbert scheme and Chow varieties classifying complex-analytic subspaces, resp. cycles of a complex-analytic space are well known; they are called the Douady space and Barlet space respectively. Clearly, a complex-analytic analogue of Branch can and should be constructed as well.
