Anti-chiral edge states in Heisenberg ferromagnet on a honeycomb lattice by Bhowmick, Dhiman & Sengupta, Pinaki
Anti-chiral edge states in Heisenberg ferromagnet on a honeycomb lattice
Dhiman Bhowmick and Pinaki Sengupta
School of Physical and Mathematical Sciences,
Nanyang Technological University, Singapore
(Dated: December 10, 2019)
We demonstrate the emergence of anti-chiral edge states in a Heisenberg ferromagnet with
DzyaloshinskiiMoriya interaction (DMI) on a honeycomb lattice with inequivalent sublattices. The
DMI, which acts between atoms of the same species, differs in magnitude for the two sublattices,
resulting in a shifting of the energy of the magnon bands in opposite directions at the two Dirac
points. The chiral symmetry is broken and for sufficiently strong asymmetry, the band shifting leads
to anti-chiral edge states (in addition to the normal chiral edge states) in a rectangular strip where
the magnon current propagates in the same direction along the two edges. This is compensated by
a counter-propagating bulk current that is enabled by the broken chiral symmetry. We analyze the
resulting magnon current profile across the width of the system in details and suggest realistic ex-
perimental probes to detect them. Finally, we discuss about possible materials that can potentially
exhibit such anti-chiral edge states.
PACS numbers: 85.75.-d, 75.47.-m, 73.43.-f, 72.20.-i
Introduction.- Quantum magnets have emerged as a
versatile platform for realizing magnetic analogues of the
plethora of topological phases that have been predicted,
analysed, classified and observed in electronic systems
over the past decade. Haldane’s paradigmatic model1
of tight binding electrons on a honeycomb lattice with
complex next-nearest neighbor hopping – that consti-
tutes the foundation of many of the electronic topologi-
cal phases – has a natural realization in (quasi-) 2D in-
sulating ferromagnets such as CrI3
35 and AFe2(PO4)2
(A=Ba,Cs,K,La)3. In many of these materials, the dom-
inant Heisenberg exchange is supplemented by a next-
nearest neighbour anti-symmetric DMI. Magnetic exci-
tations in these systems are described by two species of
quasi-particles – spinons with up and down spins. The
Kane-Mele-Haldane model – analogous to the Kane Mele
model for electrons – has been proposed to describe the
spinons over a wide range of temperatures.4 The spinon
bands acquire a non-trivial dispersion due to Berry phase
arising from the DMI. This results in a spin Nernst ef-
fect (SNE) where a thermal gradient drives a transverse
spin current, a spinon version of the spin Hall effect4–7.
In a finite sample, the two spinon species generate two
counterpropagating spin currents along the edges that
are protected by chiral symmetry of the Hamiltonian –
analogous to two copies of the thermal Hall effect (THE)
of magnons that has been observed in many insulating
magnets8–11. .
Recently, there has been growing interest in engi-
neering systems with co-propagating edge currents12–14,
through an ingenious, yet physically unrealistic, modifi-
cation of the Haldane model. The conservation of net
current is satisfied by counter propagating bulk current.
That is, the bulk is not insulating, in contrast to conven-
tional topological insulators. In this work, we demon-
strate that anti-chiral states arise naturally in spinons
on a honeycomb magnet comprised of two different mag-
netic ions, with unequal DMI for the two sublattices. In
the absence of DMI, the spinon dispersion consists of
two doubly degenerate bands with linear band crossings
at K and K′15. A finite DMI lifts the degeneracy be-
tween the two spinon branches and opens up a gap in the
spectrum16–19. For asymmetric DMI, the two bands for
each spinon species are shifted in opposite directions rela-
tive to each other at the K and K′ points in the Brillouin
zone. This results in similar dispersion for the gapless
modes at both edges, giving rise to co-propagating edge
states. This is shown to yield effective anti-chiral edge
states for the spinons in addition to normal chiral ones.
We present a detailed characterization of the nature of
the edge and bulk spinon states and suggest suitable ex-
perimental signatures to detect these novel topological
states.
Model.- We consider a Heisenberg ferromagnet on
the honeycomb lattice with unequal DMI (DA and DB)
on the two sub-lattices. Introducing the symmetric
and anti-symmetric combinations of DA and DB as,
D = 12 (DA +DB), D
′ = 12 (DA −DB) – termed
chiral and anti-chiral DMI respectively for reasons that
will become clear later – the Hamiltonian is given by,
H =− J
∑
〈i,j〉
Si · Sj +D
∑
〈〈i,j〉〉
νij zˆ · (Si × Sj)
+D′
∑
〈〈i,j〉〉
ν′ij zˆ · (Si × Sj)−B
∑
i
Szi , (1)
where, J > 0 is the nearest neighbor Heisenberg in-
teraction and νij = +1 when i and j are along the
cyclic arrows shown in Fig.1(b). Finally, ν′ij = +νij for
sublattice-A and ν′ij = −νij for sublattice-B. The mag-
netic field B is introduced in a Zeeman coupling term to
stabilize the ferromagnetic ground state at finite temper-
ature. The energy scale is set by choosing J = 1 – all
other parameters in the Hamiltonian are in units of J .
ar
X
iv
:1
90
8.
04
58
0v
2 
 [c
on
d-
ma
t.s
tr-
el]
  7
 D
ec
 20
19
2FIG. 1: (color online)(a) The honeycomb lattice struc-
ture. (b) The directions along which νij = +1 has been
shown, otherwise νij = −1. (c) The directions along
which ν′ij = +1 has been shown, otherwise ν
′
ij = −1.
The ground state of the hamiltonian (Eq.1) is ferro-
magnetic for J > − 3
√
3
2
∑
s |D + sD′| , s = ±1. We
apply the Schwinger Boson mean field theory (SBMFT)
to study the topological character of the low energy mag-
netic excitations at a finite temperature. The Schwinger
Boson representation consists of the mapping the spin
operators into spinons as, S+i = c
†
i,↑ci,↓, S
−
i = c
†
i,↓ci,↑,
Szi =
1
2
(
c†i,↑ci,↑ − c†i,↓ci,↓
)
, where ci,s and c
†
i,s are the an-
nihilation and creation operators of spin-1/2 up or down
spinons respectively. The constraint
∑
s c
†
i,sci,s = 2S, ∀i
on the bosonic operators ensures the fulfillment of the
spin-S algebra.
After applying Schwinger Boson transformation along
with the constraint, and using a mean field approxima-
tion to reduce the 4-body operators to bilinear forms, the
spin model Eq.1 is mapped to the the mean field hamil-
tonian,
H =− ηJ
∑
〈i,j〉,s
[
cˆ†i,scˆj,s + H.c.
]
+
∑
i,s
(
λ− sB
2
)
cˆ†i,scˆi,s
+
D
2
∑
〈〈ij〉〉,s
[
(iνijsζ−s + sξ−s) cˆ
†
i,scˆj,s + H.c.
]
+
D′
2
∑
〈〈ij〉〉,s
[(
iν′ijsζ−s + sξ
′
−s
)
cˆ†i,scˆj,s + H.c.
]
(2)
where the mean field parameters are defined as, η =∑
s 〈χˆij,s〉 ≡
∑
s
〈
cˆ†i,scˆj,s
〉
evaluated on the nearest
neighbour-bonds, and ζ = ζ ′ = 12 〈χˆij,s + χˆji,s〉, ξ =
νij
2i 〈χˆij,s − χˆji,s〉 and ξ′ =
ν′ij
2i 〈χˆij,s − χˆji,s〉, evaluated
on next nearest neighbour bonds. The terms associated
with the parmeters η, νijζ−s of spinon Hamiltonian Eq2
constitute the Kane-Mele-Haldane model4. The term
with parameter ν′ijζ−s corresponds to the anti-chiral hop-
ping term introduced in Ref.12. The terms with the
parameters ξs and ξ
′
s have no effect on the energy or
the topological character of the bands, as the parame-
ters are found to be much smaller compared to other
mean field parameters. λ is the Lagrange undetermined
multiplier introduced to implement the local constraint.
The mean field parameters are obtained by solving a set
of self-consistent equations, derived by minimizing the
Helmholtz free energy at a particular temperature20.
FIG. 2: (color online)(a)band along symmetry lines ΓK,
KM ,MK ′,K ′Γ for J = 1.0, B = 0.1, Dch = 0.1, DAch =
0.05, T = 0.25. The blue band is for down-spinon
band and the red band is for up-spinon band. (b)
The schematic of the antichiral contribution of the cur-
rent from edge-states(blue-arrows) and bulk-states(red-
arrows). (c) Nernst-conductivity v.s. temperature plot
for different DMIs. The inset shows magnified figure of
the rectangular portion of the figure.
Results.- Band structure for spinons at a tempera-
ture T=0.25J is shown in Fig.2(a). In the absence of
DMI, the two bands cross linearly at the Dirac points
K and K′15. A finite DMI opens up a gap with magni-
tude ∆s = 3
√
3 |Dζ−s| in each spinon sector at K and
K′4,16–19. For anisotropic system (DA 6= DB) considered
here, the gap opening is not symmetric and leads to a
tilting of the spinon bands near the Dirac momenta. The
band tilting for each band in each spinon sector, defined
as the energy difference between two Dirac-points in the
same band, is given by, T τs = 3
√
3 |D′ζ−s|. While the
anti-chiral DMI drives the tilting of the bands, it has no
effect on the magnitude of the band gap. Crucially, the
tilting is opposite for the two species of spinons. For the
parameters chosen in Fig.2(a), the gap and tilting for
the up-spinon bands are smaller than those for the down
spinon bands. This is because in the presence of positive
magnetic field B = 0.1 considered here, there are fewer
down spinons and consequently, ζ↓ < ζ↑.
The bands in each spinon sector carry non-zero
Berry curvature. Spin Nernst effect has been pro-
posed as a physical phenomenon to identify Berry
curvature of spinon bands when there are comparable
numbers of up and down spinons. Here we explore
3whether it can detect the existence of anti-chiral DMI.
The Nernst conductivity has been calculated using
the expression αsxy=
1
2V
∑
k,s,τ sc1[ρ
τ
s (k)]Ω
τ
s (k)
4,21,
where ρτs (k)= 1/(exp(E
τ
s (k)/T )− 1) is
the Bose-Einstein distribution and
Ωτs (k)= i
∑
τ ′ 6=τ
〈
uτs (k)
∣∣∣ ∂H∂kx ∣∣∣uτ′s (k)〉〈uτ′s (k)∣∣∣ ∂H∂ky ∣∣∣uτs (k)〉−(kx↔ky)
(Eτs (k)−Eτ′s (k))2
.
The results are plotted in Fig.2(c) for different D and
D′. Increase in D increases the band gap as well as
the Berry curvature away from the Dirac-points. As a
result, the Nernst conductivity is substantially affected
by D (Fig.2(c)). Conversely, since the Berry curvature
is independent of D′, the anti-chiral DMI has very little
effect in the Nernst conductivity. The effect of D′ on
Nernst conductivity can be observed at low temperature
due to tilting of the band structure(inset of Fig.2(c)).
But at higher temperature, the D′ has no influence in
Nernst conductivity, because the contributions from
higher bands overshadows the effects of band tilting.
So, the presence of D′ in the system is very hard to
detect using Nernst conductivity. Instead, we suggest an
alternative way to detect the presence of antichiral DMI.
The gapped bands are topologically non-trivial with
Chern numbers C−↑ = +1, C
+
↑ = −1, C−↓ = −1, C+↓ =
+122. Due to bulk-edge correspondence, we expect to
observe edge states in a finite system. In the isotropic
limit (DA = DB), the edge states are topologically pro-
tected by a chiral symmetry. The spinon currents along
the two edges are equal and opposite for the up and down
spinons. This results in a net flow of spins along the
two edges in opposite directions – any scattering to the
bulk states is prevented by symmetry constraints. For
the asymmetric system considered here, D′ induces an
anti-chiral edge current of spinons where each species of
spinon flows in the same direction along the two edges.
This is balanced by couterflow current of spinons in the
opposite direction carried by the bulk modes. The anti-
chiral DMI breaks the chiral symmetry protecting the
edge states and enables scattering between edge and bulk
states. This edge-to-bulk scattering produces the bulk
current that balances the anti-chiral edge current. In the
following we discuss how the bulk and edge state dis-
persion changes due to interplay between the chiral and
anti-chiral DMI.
Fig. 3 shows the spinon bands for a honeycomb nano-
ribbon with dimension 200× 500 lattice sites with zigzag
edges, together with the spin current profile along the
width of the ribbon. Three different sets of (D,D′) are
chosen to illustrate the evolution of band dispersion and
spin currents with changing DMI. For clarity of presen-
tation, only one species of spinons is illustrated. Along
with the total spin current, the contributions from the
bulk and two edge modes are calculated separately to
identify the effects of D′ on each component. The spinon
bands and the individual spin currents are color coded
for easy identification. Green represents the bulk bands
and their contribution to the spin current at each posi-
tion along the width of the ribbon; red (blue) denotes the
localized spinon mode and the associated spin current at
the top (bottom) edge. A negative (positive) value of the
spin current denotes spinon transport to the left (right)
along the length of the ribbon.
FIG. 3: (color online)(a) A honeycomb ribbon. The
encircled sites are the basis of unit cell. The fig-
ure sets {(b)− (d)},{(e)− (g)},{(h)− (j)} represents
result for down-spinon from 200 × 500 stripe with
DMIs {D = 0.1, D′ = 0.001},{D = 0.001, D′ = 0.1},
{D = 0.1, D′ = 0.1} respectively. The other parameters
are J = 1.0, B = 0.1, T = 0.5 for all the plots. The figure
sets {(b), (e), (h)} shows the band structure and inset of
the figures shows the magnified dispersion of the edge
states. The figure sets {(c), (f), (i)} gives the spatial
current distribution along width of the stripe. The figure
sets {(d), (g), (j)} shows the average of spatial current
distribution over four sites respectively. In the figure
sets {(b), (c), (e), (f), (h), (i)} the green, red and blue
plots corresponds to bulk-state, upper edge edge-state
and lower-edge edge-state respectively. Moreover, the
results for up-spinon is qualitatively same, the only
difference is the dispersions are opposite for the bulk
and edge states.
For D > D′, the tilting of the bands is small and the
dispersion of edge states at upper and lower edges are
opposite, as shown in the Fig.3(c). The edge states are
predominantly chiral in nature, and the spin current at
the two edges are opposite in direction (though not equal
in magnitude due to D′ 6= 0, which breaks chiral symme-
try). For large D′ (D′  D), the tilting of the bands
at the Dirac points is much greater and yields identi-
cal dispersion for the two edge states (Fig. 3(e)). This
results in anti-chiral edge states where the spin current
is in the same direction along both edges of the ribbon
4(Fig. 3(f)). Finally, when D ≈ D′, one of the edge states
(the top edge in the present case) acquires a dispersion-
less character (Fig. 3(h)). In other words, the edge state
at the top is localized with no spinon transport while
the bottom edge has a finite dispersion with a finite edge
current (Fig. 3(i)). Because of U(1)-symmetry of each
spinon sector, there is a counter-propagating bulk cur-
rent to compensate the imbalance between edge states.
However, the bulk current is not uniform across the width
of the ribbon. Instead, it is primarily confined to a small
region near the edges. At each edge, the bulk current
opposes the edge current, with its magnitude decreasing
rapidly away from the edges.
We suggest that magnetic force microscopy(MFM) of-
fers a promising experimental technique to measure the
spinon current across the nano-ribbon and hence can de-
tect the presence of anti-chiral edge states. Current MFM
techniques can probe the local spin current in a finite
sample to a resolution of a few nm. Since the topologi-
cal character of the spinon bands for the different ranges
of anisotropic DMI is reflected in distinct current profile
across the ribbon, we believe MFM provides a promis-
ing experimental technique to identify anti-chiral edge
states in real quasi-2D materials. Additionally, inelas-
tic neutron scattering spectra can also indirectly detect
the presence of anti-chiral edge modes, by probing the
magnon band structure. If the bands are tilted or the
energy at K and K ′-point are unequal, it will suggest
the presence of anti-chiral edge modes.
Finally, we show that the dynamical-spin struc-
ture factor(DSSF) at the edge of the material20
defined as χ(Ω) = i
∑
l∈edge [χ
xx
ll (Ω) + χ
zz
ll (Ω)] , where,
χααij (Ω)= −i
∫∞
−∞ dte
−iΩt
〈
Sˆαi (t)Sˆ
α
j (0)
〉
0
, offers a
promising route to detecting anti-chiral edge states.
The DSSF, shown in the figure Fig.4(a)-(b) for different
edges, can be interpreted as the number of edge magnons
present in a given energy level, and is proportional to
the product of the density of states and Bose-Einstein
distribution for the corresponding energy level. The
signature of the edge states is reflected in the features of
the DSSF near Ω = 3J2 + B, which is the energy of the
edge states in the absence of any DMI. Our results show
that χ(Ω) is dramatically different for the two edges,
when |D| ≈ |D′|(equivalently DA  DB or DB  DA).
The DSSF can be measured using the experimental
set-up shown in Fig.4(c), according to reference23. The
quantum fluctuation of the spins at the edges gives rise
to spin current in metal and as a consequence the spin
current gives rise to the charge current in transverse
direction due to inverse spin Hall effect. Measurement
of the noise-spectrum in the charge current gives the
information of the DSSF.
The presence of anti-chiral DMI requires two in-
equivalent sub-lattices in the 2D-honeycomb lattice, as
shown in Fig.4(d). The presence of two different types of
atoms will result in asymmetric DMI, leading to a broken
inversion symmetry and non-zero D′. Mirror symmetry
along the dotted lines prevents any non-zero perpendic-
ular DMI on nearest-neighbour bonds, whereas in-plane
mirror symmetry suppresses any in-plane DMI. While we
FIG. 4: (color online) (color online) (a)-(b) Dynami-
cal spin structure factor for two edges at temperature
T = 0.4J , with parameters D = 0.1, D′ = 0.09, B = 0.01.
Red and blue colors denote upper and lower edges. (c)
The experimental setup for spin Hall noise spectroscopy.
(d) A ferromagnetic material with two different sub-
latices with a mirror symmetric plane along the dashed
lines. (e) A proposed material based on real materials
CrGeTe3 and CrSiTe3 to realize antichiral edge states.
are not aware of any such material at present, the re-
cent discovery of ferromagnetic order in 2D limit of sev-
eral Cr-based compounds including CrI3
35, CrBr3
24–26,
CrSrTe3
27 and CrGeTe3
28 as well as the Fe-based family
of compounds AFe2(PO4)2 (A––Ba, Cs, K, La)
3 offer great
promise. These quasi-2D materials consist of weakly Van
Der Waals-coupled honeycomb ferromagets. Presence of
chiral DMI in some members of this family35has been es-
tablished using inelastic neutron scattering spectroscopy.
In materials like CrSrTe3 and CrGeTe3, presence of in-
version center at the center of honeycomb cell makes
the two sub-lattices equivalent. The inversion symme-
try can be removed by replacing every other Ge atom
by an Si atom as depicted in Fig.4(e). In a similar vein,
replacement of P atom by another Group V element in
AFe2(PO4)2 (A––Ba, Cs, K, La)
3 will break the inversion
symmetry of the lattice. The breaking of inversion sym-
metry may, in principle, give rise to additional interac-
tions in these materials, e.g., nearest neighbor DMI. How-
ever, we have verified that inclusion of additional interac-
tions, including nearest neighbor DMI as well as 2nd and
3rd nearest neighbor Heisenberg interactions only modi-
fies the linear dispersion of the edge states, and does not
suppress the appearance of anti-chiral edge states20.
In conclusion, we have studied a Heisenberg ferromag-
net with additional next nearest neighbor DMIs on a hon-
eycomb lattice with broken sublattice symmetry. The
unequal DMI between atoms on different sublattices, to-
gether with the broken chiral symmetry results in the
5emergence of anti-chiral edge states, in addition to the
normal chiral modes. This is manifested in unique spin
current distribution across the width of a finite system
with ribbon geometry. We propose experimental probes
to detect the presence of anti-chiral edge states as well
as a potential material where such states may be realized
experimentally.
Financial support from the Ministry of Education, Sin-
gapore, in the form of grant MOE2016-T2-1-065 is grate-
fully acknowledged.
I. SCHWINGER BOSON MEAN FIELD THEORY
The parent spin Hamiltonian is,
H =− J
∑
〈i,j〉
Si · Sj +D
∑
〈〈i,j〉〉
νij zˆ · (Si × Sj)
+D′
∑
〈〈i,j〉〉
ν′ij zˆ · (Si × Sj)−B
∑
i
Szi , (3)
After implementing the Schwinger boson transformation and imposing the constraints, the spinon Hamiltonian reads,
Hsp =− J
2
∑
〈i,j〉
(
cˆ†i,↑cˆ
†
j,↓cˆi,↓cˆj,↑ + cˆ
†
i,↓cˆ
†
j,↑cˆi,↑cˆj,↓
)
− J
4
(
cˆ†i,↑cˆi,↑cˆ
†
j,↑cˆj,↑ + cˆ
†
i,↓cˆi,↓cˆ
†
j,↓cˆj,↓ + cˆ
†
i,↑cˆi,↑cˆ
†
j,↑cˆj,↑ + cˆ
†
i,↓cˆi,↓cˆ
†
j,↓cˆj,↓
)
+
iD
2
∑
〈〈i,j〉〉
νij
(
cˆ†i,↑cˆi,↓cˆ
†
j,↓cˆj,↑ − cˆ†i,↓cˆi,↑cˆ†j,↑cˆj,↓
)
+
iD′
2
∑
〈〈i,j〉〉
ν′ij
(
cˆ†i,↑cˆi,↓cˆ
†
j,↓cˆj,↑ − cˆ†i,↓cˆi,↑cˆ†j,↑cˆj,↓
)
− B
2
∑
i
(
cˆ†i,↑cˆi,↑ − cˆ†i,↓cˆi,↓
)
+
∑
i
λi
(
cˆ†i,↑cˆi,↑ + cˆ
†
i,↓cˆi,↓ − 2S
)
+ 3NJS2 − 4SNλ (4)
The bond operators have to be choosen such that the total number of spinon is conserved in the mean field
Hamiltoian which is equivalent to Sz-conservation in terms of spin
29. Defining the bond-operators, χˆij = cˆ
†
i,scˆj,s and
χˆij = (χˆij,↑ + χˆij,↓) /2, we can re-write the Hamiltonian as,
Hsp =− 2J
∑
〈i,j〉
: χˆ†ijχˆij :
− D
2
∑
〈〈i,j〉〉
iνij
(
: χˆ†ij,↑χˆij,↓ : − : χˆ†ij,↓χˆij,↑ :
)
− D
′
2
∑
〈〈i,j〉〉
iν′ij
(
: χˆ†ij,↑χˆij,↓ : − : χˆ†ij,↓χˆij,↑ :
)
− B
2
∑
i
(
cˆ†i,↑cˆi,↑ − cˆ†i,↓cˆi,↓
)
+ λ
∑
is
cˆ†i,scˆi,s − 4SNλ+ 3NJS2 (5)
New bond operators are defined so that corresponding mean field parameters are real: Aˆij,s =
1
2 (χˆij,s + χˆji,s),
Bˆij,s =
νij
2i (χˆij,s − χˆji,s), Bˆ′ij,s =
ν′ij
2i (χˆij,s − χˆji,s). Defining mean field parameters η =
〈
χˆ†ij
〉
= 〈χˆij〉, ζs =〈
Aˆ†ij,s
〉
=
〈
Aˆij,s
〉
, ξs =
〈
Bˆ†ij,s
〉
=
〈
Bˆij,s
〉
, ξ′s =
〈
Bˆ′
†
ij,s
〉
=
〈
Bˆ′ij,s
〉
, the quartic terms of Hamiltonian can be
6decoupled into quadratic and the mean-field spinon Hamiltonian takes the form as,
Hmfsp =− ηJ
∑
〈i,j〉,s
[
cˆ†i,scˆj,s + H.c.
]
+
D
2
∑
〈〈ij〉〉,s
[
iνijsζ
ch
−scˆ
†
i,scˆj,s + H.c.
]
+
D
2
∑
〈〈ij〉〉,s
[
sξch−scˆ
†
i,scˆj,s + H.c.
]
+
D′
2
∑
〈〈ij〉〉,s
[
iν′ijsζ
Ach
−s cˆ
†
i,scˆj,s + H.c.
]
+
D′
2
∑
〈〈ij〉〉,s
[
sξAch−s cˆ
†
i,scˆj,s + H.c.
]
+
∑
i,s
(
λ− sB
2
)
cˆ†i,scˆi,s
+ 6NJη2 − 6DN
∑
s
sζsξ−s − 6D′N
∑
s
sζsξ
′
−s − 4SNλ+ 3NJS2 (6)
Fourier transformation of the mean field Hamiltonian to momentum-space yields,
Hmfsp =
∑
k∈B.Z.,s
Ψ†k,s [gs(k)I + hs(k) · σ] Ψk,s + E0, (7)
where, Ψ†k,s =
(
aˆ†k,s, bˆ
†
k,s
)
. aˆ†k,s and bˆ
†
k,s are the creation operators for Schwinger bosons on sublattice-A and
sublattice-B (see Fig.1(a) of main text), respectively. σα(α = x, y, z) represents the Pauli matrices. The other terms
are given by,
gs(k) =− sB
2
+ λ+ sDξ−sγβc + sD
′ (ξ′−sγβc − ζ−sγβs ) ,
hs(k) =
 −JηγαcJηγαs
−Dsζc−sγβs
 ,
E0 =6NJη
2 − 6DN
∑
s
sζsξ−s − 6D′N
∑
s
sζsξ
′
−s − 4SNλ+ 3NJS2, (8)
where, γβc =
∑
j cos(k · βj), γβs =
∑
j sin(k · βj), γαc =
∑
j cos(k ·αj), γαs =
∑
j sin(k ·αj) and the vectors βj and αj
are shown in figure Fig.1(a). N is the number of unit cells in lattice. E0 is the energy of the ground state and the
energies of spinons are considered with respect to the ground state energy.
After diagonalizing the k-space Hamiltonian we get,
Hmfsp = E0 +
∑
k,s,τ
Eτs (k)cˆ
†
k,τ,scˆk,τ,s, (9)
where, the relative energies,
Eτs (k) = gs(k) + τ |hs(k)| , (10)
refer to the upper (τ = +1) and the lower (τ = −1) band for each spinon sectors s = ±1.
From this we get the internal energy and the entropy of the non-interacting system as,
U = E0 +
∑
k,s,τ
ρτs (k)E
τ
s (k),
S = kB
∑
k,s,τ
[(1 + ρτs (k)) ln (1 + ρ
τ
s (k))− ρτs (k) ln ρτs (k)], (11)
7where, ρτs (k) = [exp (E
τ
s (k))− 1]−1 is the Bose-Einstein distribution of spin-s spinons in the τ -band. The Helmohltz-
free-energy is given by,
G = U − TS
= E0 − kBT
∑
k,s,τ
ln
 1
1− exp
(−Eτs (k)
kBT
)
 (12)
After minimizing the Helmholtz free energy with respect to the mean field parameters, we get six self consistent
equations, given by,
2S =
1
2N
∑
k,τ,s
ρτs (k)
1 = − J
12N
∑
k,s,τ
τ
ρτs (k)
|hs|
∣∣∣∣∣∣
∑
j
eik·αj
∣∣∣∣∣∣
2
Dξs +D
′ξ′s =
1
6N
∑
k,τ
(
D′ − τsD
2ζ−sγ
hs
)
ρτs (k)γ
β
s
ζs =
1
6N
∑
k,τ
ρτs (k)
∑
j
cos(k · βj), (13)
The mean field parameters are obtained by solving these six self-consistent equations. It is notable that the mean
field parameter η can be chosen as real, absorbing the complex phase factor into operator cˆi,s. All other mean field
parameters already chosen to be real. Using the parameters, we plot the band structure and evaluate corresponding
topological information. For a fixed set of J,D,D′, B, the mean field parameters are solved and plotted against
temperature T in Fig5. The parameters η and ζs represent short range correlations identifying magnetic ordering and
serve as order parameters for the ferromagnetic to paramegnetic transition at higher temperatures30. The constraint
λ is considered uniform throughout the lattice to retain the translational symmetry of the lattice.
At low temperatures, finite, non-zero values of η and ζ↑ denote ferromagnetic ordering. A positive B determines
that the spins are all aligned along the +ve x-direction at T = 0. In other words, the system is populated with up-
spinons. As the temperature increases, thermally excited down-spinons are generated, resulting in a finite, non-zero
ζ↓. Finally at high temperatures, a vanishing of all the mean field parameters denote a transition to the paramagnetic
phase. The paramagnetic phase transition with all zero correlations to be expected to be an outcome of large-N
expansion. It has been shown for Heisenberg model that taking into account of the quantum fluctuations in the mean
field parameter removes the phase transition31.
FIG. 5: (color online)Plot of mean-field parameters, for J = 1.0, D = 0.1, D′ = 0.05, B = 0.1
8II. CALCULATION OF THE EDGE-STATE AND VELOCITY DISTRIBUTION ON A STRIPE
GEOMETRY
FIG. 6: (color online)The honeycomb lattice structure of size (20×14) with periodic boundary condition along x-axis
and open boundary condition along y-axis. The encircled sites are the basis of unit cell.
The Hamiltonian in tight binding Hamiltonian can be written as,
H =
∑
ij
tij |i〉 〈j| , (14)
where, i and j are the sites of lattice and tij is the hopping amplitude. More explicitly the Hamiltonian can be written
as a matrix form as32,
H =
∑
m,s
[
Ψ†m,sUsΨm,s + Ψ
†
m,sTsΨm+1,s + Ψ
†
m+1,sT
†
sΨm,s
]
, (15)
where, Ψ†m,s = (bˆ
†
1,m,s, aˆ
†
2,m,s, ..., aˆ
†
N,m,s, ) and N is the number of sites along the stripe(the sites inside the red circle
of Fig.6 makes one stripe) and m denotes the stripe index and s-denotes up or down spinon type. U and T are
N × N matrices. Matrix-U contains all the onsite and intra-stripe hopping elements(inside the red circle of Fig.6)
and matrix-T contains all the inter-stripe hopping elements.
Imposing periodic boundary condition along the longitudinal direction as shown in the figure6, one can Fourier
transform the Hamiltonian with a 1D Bloch-wave vector, given by Ψm = (1/
√
M)
∑M−1
k=0 Ψke
−i2pikm/M , where M is
the number of stripes along x-axis in Fig.6. After Fourier transform the Hamiltonian can be written as,
H =
∑
k
Ψ†k
[
U +
(
Tei
2kpi
M + H.c.
)]
Ψk
=
∑
k
Ψ†kHkΨk, (16)
The Hamiltonian can be diagonalized as,
k = P
†HkP, (17)
where, P is an unitary matrix and the corresponding eigenvector is given by,
Ψdk = P
†Ψk (18)
Diagonalizing the momentum space Hamiltonian, we obtain the bands for the stripe geometry, as shown in the
figures Fig.3(b), 3(e), 3(h) of the main text.
The velocity operator, used to evaluate the spinon transport properties, are expressed in terms of the k-space
eigenstates as3334,
vˆ =
∑
ij
vij |i〉 〈j| , (19)
where the coefficients vij is given by,
vij = 〈i| vˆ |j〉 = − i~ 〈i| [rˆ,H] |j〉 = −
i
~
(ri − rj)tij . (20)
We have calculated the distribution of the velocity component along x-axis across the cross section of the ribbon,
which are shown in figure Fig.3(c),3(f),3(i) of the main text.
9III. CALCULATION OF THE DYNAMICAL SPIN STRUCTURE FACTOR
To calculate the dynamical spin structure factor, we have used the Holstein-Primakoff transformation, given by,
Sˆxm =
1
2
(
aˆm + aˆ
†
m
)
,
Sˆym =
i
2
(
aˆm − aˆ†m
)
,
Sˆzm = S − aˆ†maˆm, (21)
where, aˆ†m and aˆm are the creation annihilation operators of Holstein-Primakoff bosons. For the case of ferromagnet
with up spin at each site, the Holstein-Primakoff boson represents the down-spinons in Schwinger boson picture at
low temperature. The diagonalized Hamiltonian can be written as,
Hk =
∑
n
n(k)aˆ
d†
n,kaˆ
d
n,k, (22)
where, aˆdn,k is the bosonic operator after diagonalization. Using the above relation and Heisenberg’s equation of
motion it can be proved that,
aˆd†n,k(t) = aˆ
d†
n,k(0)e
in(k)t
aˆdn,k(t) = aˆ
d
n,k(0)e
−in(k)t (23)
The dynamical spin structure factor in terms of Holstein-Primakoff Boson, is given by,
χ(Ω) =
∑
m∈edge
[χxxmm(Ω) + χ
zz
mm(Ω)]
=
∑
m∈edge
[∫ ∞
−∞
dte−iΩt
(
−i
〈
Sˆx1,m(t)Sˆ
x
1,m(0)
〉)
+
∫ ∞
−∞
dte−iΩt
(
−i
〈
Sˆz1,m(t)Sˆ
z
1,m(0)
〉)]
= −i
∑
m
∫ ∞
−∞
dte−iΩt
[
S
2
〈
aˆ1,m(t)aˆ1,m(0) + aˆ1,m(t)aˆ
†
1,m(0) + aˆ
†
1,m(t)aˆ1,m(0) + aˆ
†
1,m(t)aˆ1,m(0)
〉
+
〈
S2 − Saˆ†1,m(0)aˆ1,m(0)− Saˆ†1,m(t)aˆ1,m(t)
〉]
[Neglecting the higer order terms]. (24)
Transforming the boson operator aˆ1,m(t) into diagonalized boson operator aˆ
d
1,m(t) and using the relation Eq.23, we
derive the spin-structure factor.
10
IV. MODULATION OF EDGE STATE DISPERSION IN PRESENCE OF OTHER INTERACTIONS IN
A HONEYCOMB FERROMAGNET
FIG. 7: (color online) DM-interactions on nearest neighbour bonds.
The spin Hamiltonian studied in theis work is an idealized model. For example, the long range Heisenberg inter-
actions are neglected. Moreover, the breaking of inversion symmetry required for anti-chiral DM-term D′ might give
rise the nearest neighbour out of plane DM-interactions and also in plane DM-interactions. At low temperature, the
in plane interactions can be neglected, which gives rise to three magnon interactions in terms of Holstein Primakoff
Bosons. Neglecting, any presence of in plane DM-interaction at low temperature, we can re-write a more general
Hamiltonian of the material as,
H = J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj + J3
∑
〈〈〈i,j〉〉〉
Si · Sj
+D1
∑
〈ij〉A
νij zˆ · (Si × Sj) +D2
∑
〈ij〉B
νij zˆ · (Si × Sj)
+D
∑
〈〈ij〉〉B
νij zˆ · (Si × Sj) +D′
∑
〈〈ij〉〉B
ν′ij zˆ · (Si × Sj)
+B
∑
i
Si, (25)
where, the DM-interactions D1 and D2 are defined on the nearest neighbour bonds 〈ij〉A and 〈ij〉B as shown in
Fig.7. Any single ion anisotropy terms acts as chemical potential for the spin-excitation, and is accounted for by a
renormalization of the magnetic field. As a more realistic model, we have fixed the Heisenberg interactions present in
the material CrI3
35, J1 = 2.09 meV, J2 = 0.16 meV, J3 = 0.18 meV. The nearest neighbour DM-terms and magentic
field are fixed as D1 = 0.1 meV, D2 = 0.15 meV, B = gµBBz = 0.01 meV. We transformed the spin Hamiltonian into
magnon Hamiltonian using Holstein Primakoff transformation defined in Eq.21. Then, plotted the band structure
and dynamical spin structure factor in Fig8. Our results confirm that the qualitative behaviour is same as the ideal
model considered in the test and the behaviour of edge states mostly depends on the DM-interactions D and D′.
The presence of other interaction terms in the Hamiltonian just distorts the linear dispersion of the edge states to a
non-linear dispersion.
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FIG. 8: (color online) Band structure of magnons of a stripe geometry for parameters (a) D = 0.31meV , D′ =
0.01meV , (b) D = 0.31meV , D′ = 0.28meV , (c) D = 0.01meV , D′ = 0.31meV . The dynamical spin structure factor
for upper edge at T = 0.4 for parameters, (d) D = 0.31meV , D′ = 0.01meV , (e) D = 0.31meV , D′ = 0.28meV , (f)
D = 0.01meV , D′ = 0.38meV . The dynamical spin structure factor for lower edge at T = 0.4 for parameters, (g)
D = 0.31meV , D′ = 0.01meV , (h) D = 0.31meV , D′ = 0.28meV , (i) D = 0.01meV , D′ = 0.38meV .
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