Abstract-We derive the rate-distortion region for source coding on a simple multihop network with side information. The result represents the first complete solution to a multihop source coding problem. The proof technique combines ideas from Wyner-Ziv coding and coding with unreliable side information.
We define the rate-distortion region as the closure of the set of rate-distortion vectors (R X , R Y , D X , D Y ) that can be achieved in coding on the given network. Our central result is a complete characterization of this rate-distortion region. The proof that follows combines ideas from Wyner-Ziv coding and coding with unreliable side information [3] . 
(iii) The alphabets U and V for U and V have sizes bounded by |U| ≤ |X ||Y| + 3
and |V| ≤ (|X ||Y|) 2 + 3|X ||Y| + 1. The following corollary is perhaps a more intuitive characterization for the case of lossless source coding. The achievable rate region for lossless source coding is the closure of the set of rates for which we can design a sequence of codes with probability of error approaching zero. 
and Z → (X, Y ) → U forms a Markov chain. Moreover, the alphabet U for U has size bounded by |U| ≤ |X ||Y| + 2. Intuitively, auxiliary random variable U represents the common information that can be reconstructed at both the middle node and the final receiver without use of side information Z. Auxiliary random variable V represents the private information that can only be reconstructed at the final receiver using that receiver's knowledge of side information Z. The lossy source coding result uses the knowledge of U , V , and Z to reconstruct Y ; the lossless result replaces condition (ii) with an explicit inclusion of any additional rate H(Y |U, V, Z) that may be required to reconstruction Y given the knowledge of U , V , and Z.
Proof of the converse of Theorem 1.1 appears in Section II. The achievability proof appears in Section III. In addition to its direct interest, the given result can serve as a stepping stone for understanding more general multihop source coding problems.
II. THE CONVERSE
The following properties from [4] are useful in our proof of the converse of Theorem 1.1.
1) For any ∆ ≥ 0,
where for each u ∈ U, R X|U=u (∆ u ) is the rate distortion function with respect to the probability mass function P X|U=u (x) on X and A is the set consisting of all collections {∆ u } u∈U such that E(∆ U ) ≤ ∆. 2) Given side information sources U and V , for any ∆ ≥ 0,
3) Let U 1 , . . . , U n be n random variables with mutually disjoint alphabets
Consider a sequence {C n } ∞ n=1 of blocklength-n codes for increasing values of n. Let 
For random source sequences (X n , Y n ), let S = f n (X n , Y n ) and T = g n (S) represent the random variables transmitted through the first and second links respectively. Further, define
The inequality follows since
where (5) follows from the definition of conditional rate distortion functions and (6) follows from (2). Hence
Let Q denote a random variable uniformly distributed on {1, 2, . . . , n} that is independent of (X n , Y n , Z n ). Then from (3),
where the last inequality follows from (4) and the fact that
Similarly, one can show that
Redefine X = X Q , Y = Y Q , and Z = Z Q . Then X, Y , and Z have the same joint distribution p(x, y, z). Therefore,
It remains to check conditions (ii) and (iii) in the statement of the theorem. Since the reproduction Y n of Y n is a deterministic function of (T, Z n ), we have
which implies that
Thus by induction on
Since > 0 is chosen arbitrarily, (ii) holds. Finally, we apply the support lemma in [5, p. 190 ] to bound the alphabet sizes |U|, |V| of auxiliary random variables U and V . In bounding |U|, we need to preserve the joint probability distribution of (X, Y ), as well as I(X, Y ; U ), R X|U (D X ), I(X, Y ; V |U, Z), and condition (ii) in the statement. Therefore, the support lemma gives |U| ≤ |X ||Y| − 1 + 4 = |X ||Y| + 3.
In bounding |V|, the joint probability distribution of (X, Y, U ) is needed to preserve, plus two more conditions to preserve I(X, Y ; V |U, Z) and condition (ii). This implies that
Remark 2.1: In the lossless case, since U is designed to preserve the joint probability distribution of (X, Y ), I(X, Y ; U ), H(X|U ), and H(Y |U, Z), the alphabet size of U can be bounded as |U| ≤ |X ||Y| + 2.
III. ACHIEVABILITY Our achievability proof relies on strongly typical sets (see, for example, [6] 
If B is another random variable and c n ∈ A * (n) (C), define
The following 2 lemmas show some properties of typical sets that are useful in proving the achievability result that follows. 
In the next lemma, one can easily see that 2) and 3) are direct consequences of 1) that estimates the sizes of conditional strongly typical sets. 
where can be made arbitrarily small by making n sufficiently large and sufficiently small. 2) Given a probability distribution p (x, y, w 
