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Abstract
In this paper we study smooth classification of hyperbolic vector fields based on their linear ap-
proximations only and obtain the following. On Rn, n 5, with only two kinds of exceptions, any
two hyperbolic vector fields with generic nonlinear parts x˙ = A1x + · · · and y˙ = A1y + · · · , where
Ai are n× n matrices, are C1 conjugate to each other if and only if A1 and A2 are strictly similar,
and they are C1 orbitally equivalent if and only if A1 and A2 are similar.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
It is well known, thanks to the Hartman–Grobman theorem on linearization of vector
fields near hyperbolic equilibrium points, that two hyperbolic vector fields are topologi-
cally conjugate if and only if their linearized vector fields are topologically conjugate. From
some known results, we observe that the similarity of the variational matrices of the hy-
perbolic vector fields possibly gives equivalences of vector fields with higher smoothness.
For example, on R2, according to Hartman [5], any hyperbolic vector field admits C1 lin-
earization. Therefore it follows that on R2 any two hyperbolic vector fields x˙ =Ax+ h.o.t
and y˙ = By + h.o.t are C1 conjugate (respectively, C1 orbitally equivalent) if and only if
the matrices A and B are strictly similar (respectively, similar).
Here we use the term strict similarity (respectively, similarity) between two matrices in
the standard way: two matrices A and B are called strictly similar (similar, respectively)
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(A= µTBT −1, respectively).
Another class of vector fields whose linear parts straightforwardly lead to a smoother
than C0 classification is the Poincaré type vector fields. Following the fact that any
Poincaré type vector field always admits C1 linearization, we know that any two such
vector fields are at least C1 conjugate (orbitally equivalent, respectively) if and only if the
corresponding matrices from their linear part are strictly similar (similar, respectively).
We remark that the term similarity between matrices cannot be replaced by the equality
between tuples of eigenvalues of the vector fields. This is because in the case of multi-
ple eigenvalues, a nondiagonalizable linear vector field clearly is not C1 conjugate to a
diagonalizable one even they have identical eigenvalues.
One sees that the above mentioned smooth classifications of vector fields are obtained
via their corresponding smooth linearization. In other words, the eigenvalues of the vector
fields play a role which is no more than to guarantee linearization. Thus it is reasonable
to expect a finer classification from the eigenvalues if an equivalence can be established
without going down to the linearization. Indeed generally this can be done thanks to the
Poincaré–Dulac resonant normal form. To illustrate the main idea, take, say, two smooth
(C∞) vector fields with eigenvalues (1,2) and with generic nonlinear parts, then they are
only C1 conjugate via linearization, but they are in fact C∞ conjugate to each other and
both are conjugate to the system x∂/∂x + (2y + x2)∂/∂y . Thus the eigenvalues (1,2) in
fact label the vector fields in the C∞ context.
In this aspect systematic study is known only for the Poincaré type vector fields on R3.
It is proved in [10] that on R3, except the germ of vector field whose matrix of the linear
part is similar to diag{1,1,2}, any two Poincaré type vector fields with generic nonlinear
parts are at least C3 conjugate to each other if and only if the matrices of their linear
approximations are strictly similar.
As far as we know, beyond the above classes of vector fields, there is no study on smooth
equivalence of vector fields which are solely based on the linear approximations of vector
fields. In the present paper, by using normal form theory together with finite smoothness
linearization of vector fields, we shall give a general study to hold as wide as possible class
of vector fields. That is, we prove the following
Theorem. (1) On Rn, n 4, any two hyperbolic vector fields
x˙ =Ax + · · · and y˙ = By + · · · , x, y ∈ Rn, (1)
where A and B are square matrices and the dots denote the nonlinear terms which are
assumed to be generic, are C1 conjugate if and only if A and B are strictly similar; they
are C1 orbitally equivalent if and only if the matrices are similar.
(2) If the matrices A and B in (1) have no multiple eigenvalues then statement (1) holds
too for vector fields on R5.
Remarks. (1) Vector fields on R5 with multiple eigenvalues are considered in the last
section of the paper and corresponding statement is given in Proposition there.
(2) The theorem is the best in the following sense: the C1 normal forms of vector
fields on Rn with n  6 generally contain parameters which distinguish closed generic
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inequalities have to be imposed on the eigenvalues of the vector fields, the counterpart
statement of the theorem fails to hold. A detailed study on these algebraic inequalities for
vector fields on arbitrary dimension can be found in [7].
Examples. (1) Any vector field with eigenvalues (−1,−1,1,2) and with a generic nonlin-
ear part is C1 conjugate to the system
x˙1 =−x1 + x2, x˙2 =−x2, y˙1 = y1 + x1y2, y˙2 = 2y2
if the linear part has a Jordan block and is C1 conjugate to the system
x˙1 =−x1, x˙2 =−x2, y˙1 = y1 + x1y2 + x2y2, y˙2 = 2y2
if the linear part is semi-simple.
(2) Any two vector fields with eigenvalues (−1,−2,1,2,3) and with a generic nonlin-
ear part are C1 conjugate to each other and both are C1 conjugate to
x˙1 =−x1 + x2y1, x˙2 =−2x2,
y˙1 = y1 + x1y2 + x2y3, y˙2 = 2y2 + x1y3, y˙3 = 3y3.
2. Preliminaries
In this section we recall some basic facts concerning normal form theory together with
some known results on linearization of vector fields.
It is known, according to Sternberg [8,9] and Chen [4], that to study finitely smooth
normal forms of C∞ vector fields at a hyperbolic equilibrium point, we can confine our-
selves by considering only polynomial vector fields. Moreover, the nonlinear part of the
Taylor expansion of the vector field can be reduced to the so-called Poincaré–Dulac poly-
nomial resonant normal form. Furthermore, due to the Belitskii theorem (see, for example,
[1]), in the case that the matrix has nilpotent part, the resonant normal form admits further
simplification. We combine the above mentioned statements into the following
Theorem. An infinitely smooth vector field in a neighborhood of a hyperbolic equilibrium
point can be reduced to, by changes of coordinates with finite smoothness, the so-called
polynomial resonant normal form x˙ = Jx+P(x), where J is an n×n matrix in its Jordan
form, and P is a polynomial which satisfies J tP (x)− P ′(x)J tx = 0.
Another important theorem we shall use throughout the paper is the Samavol theorem
on the linearization of hyperbolic vector fields.
Theorem (Samavol, see [1]). Consider a smooth hyperbolic germ of a vector field X at its
equilibrium point. Let (µ1, . . . ,µs, ν1, . . . , νu) be the eigenvalues of j1X and order them
as follows:
Reµs  · · · Reµ1 < 0 < Reν1  · · · Re νu.
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resonant relation of the form
µj =
∑
r−mµm +
∑
r+h νh or νj =
∑
r−mµm +
∑
r+h νh, (2)
there is m s or h u such that
kReνh < Re
(
r+1 ν1 + · · · + r+h νh
)
or − kReµm <−Re
(
r−1 µ1 + · · · + r−mνm
)
.
Then X is Ck conjugate to its linear part j1X.
We point out that the theorems generally hold for vector fields with sufficient smooth-
ness, and in the present paper, for simplicity, we do not go in that direction. We refer the
read to [3] for further study.
In the proof of our results, we in fact use the Samavol theorem in the following way.
If one resonant monomial of X satisfies the mentioned S(k) condition, then the monomial
can be eliminated by a Ck change of coordinates. In other words, instead of linearizing
the vector field X, following the techniques developed in [2], we can show that X is Ck
equivalent to X˜ which is obtained from X by eliminating the resonant monomials satisfy-
ing S(k) conditions while keeping the other resonant monomials. Thus the elimination of
resonant monomials can be done term by term, leaving those resonant monomials which
do not meet S(k) condition. For example, the elimination of two resonant monomials in
the vector field(−x1,−2x2, x3,2x4,3x5 + x1x2x34 + x31x34)
can be fulfilled, respectively, via the normalizations
xj = yj , j = 1,2,3,4, x5 = y5 + 16y1y2y
3
4 ln
(|y1|6 + |y2|3)
and
yj = zj , j = 1,2,3,4, y5 = z5 + 14z
3
1z
3
4 ln
(|z1|4 + |z2|2).
3. Proof of Theorem
Though the essential part of the proof of necessity can be found in the literature (c.f.
[5]), we give the proof here for the sake of completeness.
Let X and Y be C1 conjugate. Then there is a C1 diffeomorphism h :Rn → Rn such
that h converts the system x˙ =X(x) into y˙ = Y (y), i.e., since y = h(x) we have
Dh(x)X(x)= τ (h(x))Y (h(x)),
where τ :Rn →R is a positive scalar function which allows reparameterization of time.
Let x = p be a fixed point for the flow of X, then y = q = h(p) is a fixed point for the
flow of Y . Differentiating the above equality and setting x = p, y = q we have
D2h(x)X(x)+Dh(x)DX(x)
=Dτ (h(x))Dh(x)Y (h(x))+ τ (h(x))DY (h(x))Dh(x).
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Dh(p)DX(p) = τ (q)DY(q)Dh(p)
or
DX(p)= τ (q)Dh(p)−1DY(q)Dh(p).
Thus the two matrices DX(p) and DY(q) are similar, up to a uniform scaling by the
constant τ (q). Moreover, if we do not allow reparameterization of time then DX(p) and
DY(q) are strictly similar.
The proof of the sufficient condition of the theorem is straightforward and can be done
by exhausting all the possibilities. We only give a proof in the conjugacy context as the
proof in the orbital equivalent context can be given in a similar way.
Before going into details of the proof, let us take a resonant relation (2) and consider its
C1 elimination of the corresponding resonant monomial. Following the Samavol theorem
and the explanation in Section 2, one can show that except those resonant monomials which
have the form xiyj all the other possible resonant monomials can be deleted under a C1
normalization. Thus to prove the theorem, it suffices to study the normalization of j2X,
the 2-jet of the vector field X. Moreover, we need only to consider the normalization of
these quadratic resonant monomials which contain one stable variable and one unstable
variable. We shall show that such a quadratic normal form is always moduli-free in all
the cases mentioned in the theorem. More precisely, we shall show that, with a generic
nonlinear part of the vector field, all the coefficients of such quadratic resonant monomials
can be rescaled to 1.
Clearly, if the eigenvalues of X give only one such resonant monomial axiyj , then
we can always realize the scalings since we have enough freedom to choose coordinate
scalings.
Indeed, for example, as proved in [6], on R3 the eigenvalues of the unique germ of hy-
perbolic vector field which does not admitC1 linearization have the form (−α,−α + β,β),
where αβ > 0. The C1 normal form of such germ of vector field is
x˙ =−αx, y˙1 = (β − α)y1 + xy2, y˙2 = βy2.
It remains to prove the validity of the theorem for vector fields which have more than
one resonant monomials of the form xiyj . Thus we begin with R4.
3.1. Vector fields with distinct eigenvalues
First we consider 4-dimensional hyperbolic, yet non-Poincaré type vector fields which
have more than one quadratic resonant monomials. Then up to enumeration of eigenvalues
there are only three germs of vector fields which have two resonant monomials of the form
xiyj . The eigenvalues in these cases have the forms
(−µ,ν, ν +µ,ν + 2µ), µν > 0,
(−µ,ν − 2µ,ν −µ,ν), 0 <µ< ν < 2µ,
(−µ,−ν, ν −µ,ν), 0 <µ< ν.
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x˙ =−µx, y˙1 = νy1 + xy2, y˙2 = (ν +µ)y2 + xy3, y˙3 = (ν + 2µ)y3,
x˙1 =−µx1 + x2y1, x˙2 = (ν − 2µ)x2, y˙1 = (ν −µ)y1 + x2y2, y˙2 = νy2,
x˙1 =−µx1 + x2y1, x˙2 =−νx2, y˙1 = (ν −µ)y1 + x1y2, y˙2 = νy2.
If all the eigenvalues are distinct, then in R4 there are no germs of vector fields which
have more than two quadratic resonant monomials containing both stable and unstable
variables.
Now we turn to the 5-dimensional case. Up to enumeration of the signs of the eigen-
values, we need only to consider the following cases: (i) there is one negative eigenvalue;
(ii) there are two negative eigenvalues.
(i) Let λ = (−µ,ν1, ν2, ν3, ν4), where µ > 0, 0 < ν1 < · · ·< ν4. Then in this case all
the possible quadratic resonant monomials which contain both stable and unstable variable
must have the form axyi2∂/∂yi1 , where a = 0 is a parameter and i1 < i2. Due to this special
form of the resonant monomials, one sees that it is always possible to rescale a into 1, no
matter if there is only one such resonant monomial or there are, at most, three resonant
monomials. Thus the resonant relations between the eigenvalues totally determine the C1
normal form of the vector field.
(ii) Let λ= (−µ1,−µ2, ν1, ν2, ν3), where µ1 <µ2 < 0 < ν1 < ν2 < ν3.
We first consider these vector fields which have two quadratic resonant monomials with
one stable and one unstable variable. We point out that if there are only two quadratic
resonant monomials then things are easily done. This is because we can always put the
coefficient of one monomial into 1 by scaling the stable variable and the coefficient of the
other monomial into 1 by the unstable variable.
Now we consider vector fields with three quadratic resonant monomials containing both
stable and unstable variables. Notice that−µ1 admits at most one possible resonant relation
−µ1 =−µ2 + νi for some i , while neither −µ2 nor ν3 have any such quadratic resonant
relation, therefore we have the following possibilities.
(1) If −µ1 does not have any resonant relation −µ1 =−µ2 + νi , then the distribution
of the three resonant monomials is unique: ν1 =−µ1 + ν2 =−µ2 + ν3, ν2 =−µ1 + ν3.
Equivalently, the eigenvalues have the form (−µ,−2µ,ν− 2µ,ν−µ,ν). The C1 normal
form for this germ of vector field is(−µx1,−2µx2, (ν − 2µ)y1 + ax1y2 + bx2y3, (ν −µ)y2 + cx1y3, νy3).
It is straightforward to see that if abc = 0, then under the linear change of coordinates
(x1, x2, y1, y2, y3)→
(
x1,
ac
b
x2, acy1, cy2, y3
)
,
all the parameters a, b, c are scaled to 1.
(2) If −µ1 admits one resonant relation −µ1 =−µ2 + νi , then the other two have to be
attached to the unstable variables. Now one can put the coefficient of the term ax2yi∂/∂x1
into 1 by scaling x1. We leave the reader to check that the scalings of the remaining four
variables are always enough to fulfill our normalization of the rest two terms.
It remains to consider the case that the vector field has four quadratic resonant mono-
mials which contain both stable and unstable variables. Since −µ2 and ν3 do not admit
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distribution of these four resonant terms is unique: one term attached to x˙1 which has the
form x2yi for some i , two terms attached to y˙1 and one term attached to y˙2. The normal
forms can be either
(−µ1x1 + ax2y1,−µ2x2, ν1y1 + bx1y2 + cx2y3, ν2y2 + dx1y3, ν3y3)
or
(−µ1x1 + ax2y2,−µ2x2, ν1y1 + bx1y2 + cx2y3, ν2y2 + dx1y3, ν3y3).
In the latter case, however, one can derive from the resonant relations that, up to a con-
stant µ, the eigenvalues must have the form (−1,−2,0,1,2)µ, which is not a hyperbolic
germ of the vector field. In the former case, the eigenvalues, up to a constant µ = 0, are
uniquely fixed and have the form (−1,−2,1,2,3)µ.
Thus one can prove that for generic parameters, i.e., abcd = 0, the following linear
change of coordinates reduces all the parameters to 1 in the former vector field:
(x1, x2, y1, y2, y3)→
(
cx1, bcdx2,
1
abd
y1,
1
ab2cd
y2,
1
ab2c2d2
y3
)
.
Clearly there are no more than four quadratic resonant terms containing both stable and
unstable variables in R5.
3.2. Vector fields with multiple eigenvalues
To prove the theorem, we only need to consider the 4-dimensional case. For vector fields
on R3, please refer to [10].
When a vector field admits multiple eigenvalues, it is helpful for us to keep in mind
the following general understanding: if there is a nilpotent part in the linear approximation
of the vector field, then the Belitskii theorem is applicable which usually provides further
simplification of the resonant normal form. On the other hand, if the linear approximation is
diagonalizable, then the multiplicities of eigenvalues often give more resonant monomials.
In this case, however, we also have more freedoms in choosing linear scalings since without
nilpotent part, all the scalings can be done separately.
The case that no resonant relations occur is trivial. Thus we only consider vector fields
on R4 which have at least one quadratic resonant relations. This assumption in fact expels
the Poincaré type vector fields and vector fields having eigenvalues (−µ,ν, ν, ν), where
µν > 0.
Thus it leaves us the following possibilities: (1) (−µ,ν, ν, ν + µ); and (2) (−µ,ν,
µ+ ν,µ+ ν), where µν > 0.
(1) If there is a Jordan block, then the C1 normal form of the vector field is
x˙ =−µx, y˙1 = νy1 + y2 + axy3, y˙2 = νy2 + bxy3, y˙3 = (µ+ ν)y3.
The term axy3∂/∂y1 can be eliminated by applying the Belitskii theorem, and thus the
parameter b can be scaled to 1 by a linear change of one variable. Therefore the moduli
free normal form is
x˙ =−µx, y˙1 = νy1 + y2, y˙2 = νy2 + xy3, y˙3 = (µ+ ν)y3.
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normal form, then one has more freedom to perform linear scalings, and it follows that the
moduli free normal form is
x˙ =−µx, y˙1 = νy1 + xy3, y˙2 = νy2 + xy3, y˙3 = (µ+ ν)y3.
(2) Taking exactly the same steps as in case (1), in the nilpotent case, we obtain the
moduli free normal form
x˙ =−µx, y˙1 = νy1 + x1y2, y˙2 = (µ+ ν)y2 + y3, y˙3 = (µ+ ν)y3.
In semi-simple case, the corresponding normal form is
x˙ =−µx, y˙1 = νy1 + x1y2 + x1y3, y˙2 = (µ+ ν)y2, y˙3 = (µ+ ν)y3.
3.3. Remarks on vector fields on R5 with multiple eigenvalues, exceptional cases
In this subsection of the paper, we give a list, without proof, of all exceptional germs of
vector fields whose matrices of the linear approximations cannot give their C1 classifica-
tion.
Proposition. Let X, x˙ = Ax + · · · , be a hyperbolic vector fields on R5 with a generic
nonlinear part. Then except the following cases, the matrix A completely determines C1
classification of X.
(1) There are two pairs of multiple eigenvalues and they have the forms
λ= (−α,−α + β,−α+ β,β,β)
or
λ= (−α,−α,−α + β,β,β),
where ReαReβ > 0. Moreover, the matrix A either has two Jordan blocks or none
Jordan block.
(2) There is one pair of multiple eigenvalues and they have the forms
λ=±(−α,−α + β,β,β,α+ β)
or
λ=±(−α,−α − β,−α + β,β,β)
or
λ=±(−α,−α − β,β,β,α+ β),
where ReαReβ > 0. Moreover, the matrix A has no Jordan block.
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The statement of the theorem does not hold any longer for vector fields defined in higher
than 5-dimensional spaces. In other words, two germs of hyperbolic vector fields on, say,
R6 with exactly similar matrices may not C1 conjugate. Consider the following example.
Take a germ of a vector field Xµ with eigenvalues (−1,−2,1,2,3,4) on R6 whose
j2Xµ is given by
(−x1 + x2y1,−2x2, y1 + x1y2 + x2y3,2y2 + x1y3 + x2y4,3y3 + ax1y4,4y4).
Then one can show that different µ gives different C1 classes of vector fields Xµ. Thus
µ is a parameter which distinguishes closed generic vector fields of the set of germs of
smooth vector fields.
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