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Abstract
The implementation of the algebraic Bethe ansatz for the XXZ Heisenberg spin chain in
the case, when both reflection matrices have the upper-triangular form is analyzed. The
general form of the Bethe vectors is studied. In the particular form, Bethe vectors admit
the recurrent procedure, with an appropriate modification, used previously in the case of
the XXX Heisenberg chain. As expected, these Bethe vectors yield the strikingly simple
expression for the off-shell action of the transfer matrix of the chain as well as the spectrum
of the transfer matrix and the corresponding Bethe equations. As in the XXX case, the
so-called quasi-classical limit gives the off-shell action of the generating function of the
corresponding trigonometric Gaudin Hamiltonians with boundary terms.
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I INTRODUCTION
I Introduction
The quantum inverse scattering method (QISM) is an approach to construct and solve quan-
tum integrable systems [1–3]. In the framework of the QISM the algebraic Bethe ansatz is a
powerful algebraic approach, which yields the spectrum and corresponding eigenstates for
the systems for which highest weight type representations are relevant, like for example quan-
tum spin systems, Gaudin models, etc. In particular, the Heisenberg spin chain [4], with peri-
odic boundary conditions, has been studied by the algebraic Bethe ansatz [1, 3], including the
question of completeness and simplicity of the spectrum [5].
A way to introduce non-periodic boundary conditions compatible with the integrability of
one-dimensional solvable quantum systems was developed in [6]. The boundary conditions
are expressed in the form of the left and right reflection matrices. The compatibility conditions
between the bulk and the boundary of the system take the form of the so-called reflection
equation, at the left site, and the dual reflection equation, at the right site of the system. The
matrix form of the exchange relations between the entries of the Sklyanin monodromy matrix
is analogous to the reflection equation. Together with the dual reflection equation they yield
the commutativity of the open transfer matrix [6–8].
There is a renewed interest in applying the algebraic Bethe ansatz to the open XXX and
XXZ chains with non-periodic boundary conditions compatible with the integrability of the
systems [9–17]. Other approaches include the Bethe ansatz based on the functional relation be-
tween the eigenvalues of the transfer matrix and the quantum determinant and the associated
T-Q relation [18–20], functional relations for the eigenvalues of the transfer matrix based on fu-
sion hierarchy [21] and the Vertex-IRF correspondence [22, 23]. For a review of the coordinate
Bethe ansatz for non-diagonal boundaries see [24]. For the latest results, as well as an excellent
review, on the application of the separation of variables method on the 6-vertex model and
the associate XXZ quantum chains see [25]. However, we will focus on applying the algebraic
Bethe ansatz to the XXZ Heisenberg spin chain in the case when system admits the so-called
pseudo-vacuum, or the reference state. In his seminal work on boundary conditions in quan-
tum integrable models Sklyanin has studied the XXZ spin chain with diagonal boundaries [6].
As opposed to the case of the open XXX Heisenberg chain were both reflection matrices can
be simultaneously brought to a triangular form by a single similarity transformation which
leaves the R-matrix invariant and it is independent of the spectral parameter [10–12], here the
triangularity of the K-matrices has to be imposed by hand. The algebraic Bethe ansatz was ap-
plied to the XXZ spin-12 chain with upper triangular reflection matrices [13, 14]. The spectrum
and the corresponding Bethe equations were obtained [13] and the Bethe vectors were defined
using a family of creations operators [14].
This work is centered on the study of the Bethe vectors which are fundamental in the
implementation of the algebraic Bethe ansatz for the XXZ Heisenberg spin chain when the
corresponding reflection matrices have the upper-triangular form. Seeking the Bethe vectors
Ψ˜M(µ1, µ2, . . . , µM)which would in the scaling limit coincide with the ones of the XXXHeisen-
berg chain [12], we have also found certain identities yielding the general form of the Bethe
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vectors for a fixed M. The general form of Bethe vectors is given as a sum of a particular
vector and the linear combination of lower order Bethe vectors. Due to certain identities this
linear combination of lower order Bethe vectors corresponds the same eigenvalue as the par-
ticular vector. Although we have obtained explicitly the Bethe vectors Ψ˜M(µ1, µ2, . . . , µM) for
M = 1, 2, 3, 4, unfortunately they do not admit a compact closed form for an arbitrary M.
However, a detailed analysis yields a particular form of the Bethe vectors ΨM(µ1, µ2, . . . , µM)
which admits the recurrence formulas for the coefficient functions analogous to the once used
in the study of the XXX Heisenberg chain [12]. These Bethe vectors are defined explicitly, for
an arbitrary natural number M, as some polynomial functions of the creation operators. Also,
the off-shell action of the transfer matrix on these Bethe vectors is strikingly simple since it
almost coincides with the corresponding action in the case when the two boundary matrices
are diagonal. As expected, the off-shell action yields the spectrum of the transfer matrix and
the corresponding Bethe equations. To explore further these results we use the so-called quasi-
classical limit and obtain the off-shell action of the generating function of the trigonometric
Gaudin Hamiltonians with boundary terms, on the corresponding Bethe vectors.
Originally in his approach, Gaudin defined these models as a quasi-classical limit of the
integrable quantum chains [26, 27]. The Gaudin models were extended to any simple Lie al-
gebra, with arbitrary irreducible representation at each site of the chain [27]. Sklyanin stud-
ied the rational sℓ(2) model in the framework of the quantum inverse scattering method us-
ing the sℓ(2) invariant classical r-matrix [28]. A generalization of these results to all cases
when skew-symmetric r-matrix satisfies the classical Yang-Baxter equation [29] was relatively
straightforward [30,31]. Therefore, considerable attention has been devoted to Gaudin models
corresponding to the classical r-matrices of simple Lie algebras [32–34] and Lie superalge-
bras [35–39].
Hikami showed how the quasi-classical expansion of the XXZ transfer matrix, calculated at
the special values of the spectral parameter, yields the Gaudin Hamiltonians in the case when
both reflection matrices are diagonal [40]. Then the algebraic Bethe ansatz was applied to open
Gaudin model in the context of the Vertex-IRF correspondence [41–43]. Also, results were
obtained for the open Gaudin models based on Lie superalgebras [44]. An approach to study
the open Gaudin models based on the classical reflection equation [45] and the non-unitary
r-matrices [46–48] was developed, see [49–53] and the references therein. For a review of the
open Gaudin model see [54].
In [55] we have derived the generating function of the trigonometric Gaudin Hamiltonians
with boundary terms following Sklyanin’s approach for the periodic boundary conditions [28,
56]. Analogously to the rational case [12, 52], our derivation is based on the quasi-classical
expansion of the linear combination of the transfer matrix of the XXZHeisenberg chain and the
central element, the so-called Sklyanin determinant. Here we use this result with the objective
to derive the off-shell action of the generating function. As we will show below, the quasi-
classical expansion of the Bethe vectors we have defined for the XXZ Heisenberg spin chain
yields the Bethe vectors of the corresponding Gaudin model. The importance of these Bethe
vectors stems from the striking simplicity of the off-shell action of the generating function of
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the trigonometric Gaudin Hamiltonians with boundary terms.
This paper is organized as follows. In Section II we review the suitable R-matrix as well
as the Lax operator and the corresponding monodromy as the fundamental tools of the quan-
tum inverse scattering method in the study of the inhomogeneous XXZHeisenberg spin chain.
The general solutions of the relevant reflection equation and the corresponding dual reflection
equation are surveyed in Section III. In Section IV we briefly expose the Sklyanin approach
to the inhomogeneous XXZ Heisenberg spin chain with non-periodic boundary conditions, in
particular the derivation of the relevant commutation relations. The implementation of the al-
gebraic Bethe ansatz andmost notably the study of the Bethe vectors, as one of themain results
of the paper, are presented in Section V. The corresponding Gaudin model is studied through
the quasi-classical limit in Section VI. Our conclusions are presented in the Section VII. In Ap-
pendix A are given some basic definitions for the convenience of the reader. The commutation
relations relevant for the implementation of the algebraic Bethe ansatz for the XXZ Heisenberg
chain are given in the appendix B. Finally, detailed presentation of the illustrative example of
the Bethe vector Ψ˜3(µ1, µ2, µ3), including its general form and some important identities, are
given in Appendix C.
II Inhomogeneous XXZ Heisenberg spin chain
The starting point in our study of the XXZ Heisenberg spin chain is the R-matrix [1, 2, 57, 58]
R(λ, η) =

sinh(λ + η) 0 0 0
0 sinh(λ) sinh(η) 0
0 sinh(η) sinh(λ) 0
0 0 0 sinh(λ + η)
 . (II.1)
This R-matrix satisfies the Yang-Baxter equation [1, 2, 57–59] in the space C2 ⊗ C2 ⊗C2
R12(λ− µ)R13(λ)R23(µ) = R23(µ)R13(λ)R12(λ− µ), (II.2)
and it also has other relevant properties such as
U(1) symmetry
[
σ31 + σ
3
2 , R12(λ)
]
= 0;
unitarity R12(λ)R21(−λ) = sinh(η − λ) sinh(η + λ)1;
parity invariance R21(λ) = R12(λ);
temporal invariance Rt12(λ) = R12(λ);
crossing symmetry R(λ) = J1R
t2(−λ− η)J1,
where t2 denotes the transpose in the second space and the two-by-two matrix J is propor-
tional to the Pauli matrix σ2, i.e. J = ıσ2.
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Here we study the inhomogeneous XXZ spin chain with N sites, characterized by the local
space Vm = C2s+1 and inhomogeneous parameter αm. The Hilbert space of the system is
H =
N
⊗
m=1
Vm = (C
2s+1)⊗N. (II.3)
We introduce the Lax operator [60–66] as the following two-by-two matrix in the auxiliary
space V0 = C2,
L0m(λ) =
1
sinh(λ)
(
sinh
(
λ1m + ηS3m
)
sinh(η)S−m
sinh(η)S+m sinh
(
λ1m − ηS3m
) ) , (II.4)
the operators Sαm, with α = +,−, 3 and m = 1, 2, . . . ,N, are defined in the Appendix A. It obeys
L0m(λ)L0m(η − λ) =
sinh (smη + λ) sinh ((sm + 1)η − λ)
sinh(λ) sinh(η − λ)
10 , (II.5)
where sm is the value of spin in the space Vm.
When the quantum space is also a spin 12 representation, the Lax operator becomes the
R-matrix,
L0m(λ) =
1
sinh(λ)
R0m (λ− η/2) .
Taking into account the commutation relations (A.2), it is straightforward to check that the
Lax operator satisfies the RLL-relations
R00′(λ− µ)L0m(λ− αm)L0′m(µ− αm) = L0′m(µ− αm)L0m(λ− αm)R00′(λ− µ). (II.6)
The so-called monodromy matrix
T(λ) = L0N(λ− αN) · · ·L01(λ− α1) (II.7)
is used to describe the system. For simplicity we have omitted the dependence on the quasi-
classical parameter η and the inhomogeneous parameters {αj, j = 1, . . . ,N}. Notice that T(λ)
is a two-by-twomatrix acting in the auxiliary spaceV0 = C2, whose entries are operators acting
in H
T(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
. (II.8)
From RLL-relations (II.6) it follows that the monodromy matrix satisfies the RTT-relations
R00′(λ− µ)T0(λ)T0′(µ) = T0′(µ)T0(λ)R00′(λ− µ). (II.9)
To construct integrable spin chains with non-periodic boundary condition, we will follow
Sklyanin’s approach [6]. Accordingly, before defining the essential operators and correspond-
ing algebraic structure, in the next section we will introduce the relevant boundary K-matrices.
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III Reflection equation
A way to introduce non-periodic boundary conditions which are compatible with the integra-
bility of the bulk model, was developed in [6]. Boundary conditions on the left and right sites
of the chain are encoded in the left and right reflection matrices K− and K+. The compatibility
condition between the bulk and the boundary of the system takes the form of the so-called
reflection equation. It is written in the following form for the left reflection matrix acting on
the space C2 at the first site K−(λ) ∈ End(C2)
R12(λ− µ)K
−
1 (λ)R21(λ + µ)K
−
2 (µ) = K
−
2 (µ)R12(λ + µ)K
−
1 (λ)R21(λ− µ). (III.1)
Due to the properties of the R-matrix (II.1) the dual reflection equation can be presented in
the following form
R12(µ−λ)K
+
1 (λ)R21(−λ−µ− 2η)K
+
2 (µ) = K
+
2 (µ)R12(−λ−µ− 2η)K
+
1 (λ)R21(µ−λ). (III.2)
One can then verify that the mapping
K+(λ) = K−(−λ− η) (III.3)
is a bijection between solutions of the reflection equation and the dual reflection equation. Af-
ter substitution of (III.3) into the dual reflection equation (III.2) one gets the reflection equation
(III.1) with shifted arguments.
The general, spectral parameter dependent, solutions of the reflection equation (III.1) and
the dual reflection equation (III.2) can be written as follows [67–69]
K−(λ) =
(
κ− sinh(ξ− + λ) ψ− sinh(2λ)
φ− sinh(2λ) κ− sinh(ξ− − λ)
)
, (III.4)
K+(λ) =
(
κ+ sinh(ξ+ − λ− η) −ψ+ sinh (2(λ + η))
−φ+ sinh (2(λ + η)) κ+ sinh(ξ+ + λ + η)
)
. (III.5)
Due to the fact that the reflection matrices K∓(λ) are defined up to multiplicative constants
the values of parameters κ∓ are not essential, as long as they are different from zero. Therefore
they could be set to be one without any loss of generality. In particular, this will be evident
throughout the Sections V and VI. However, for completeness, we will keep them in our pre-
sentation.
Although the R-matrix (II.1) has the U(1) symmetry the reflection matrices K∓(λ) (III.4)
and (III.5) cannot be brought to the upper triangular form by the symmetry transformations
like in the case of the XXX Heisenberg spin chain [10, 12]. Therefore, as we will see in the
Section V, triangularity of the reflections matrices has to be imposed as extra conditions on the
parameters of the reflection matrices.
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IV Inhomogeneous XXZ Heisenberg spin chain with boundary terms
In order to develop the formalism necessary to describe an integrable spin chain with non-
periodic boundary condition, we use the Sklyanin approach [6]. The main tool in this frame-
work is the corresponding monodromy matrix
T0(λ) = T0(λ)K
−
0 (λ)T˜0(λ), (IV.1)
it consists of the matrix T(λ) (II.7), a reflection matrix K−(λ) (III.4) and the matrix
T˜0(λ) =
(
A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
)
= L01(λ + α1 + η) · · ·L0N(λ + αN + η). (IV.2)
It is important to notice that the identity (II.5) can be rewritten in the form
L0m(λ− αm)L0m(η − λ + αm) =
(sinh (λ− αm + smη) sinh (−λ + αm + (sm + 1)η)
sinh(λ− αm) sinh(−λ + αm + η)
)
10 .
(IV.3)
It follows from the equation above and the RLL-relations (II.6) that the RTT-relations (II.9) can
be recast as follows
T˜0′(µ)R00′(λ + µ)T0(λ) = T0(λ)R00′(λ + µ)T˜0′(µ), (IV.4)
T˜0(λ)T˜0′(µ)R00′(µ− λ) = R00′(µ− λ)T˜0′(µ)T˜0(λ). (IV.5)
Using the RTT-relations (II.9), (IV.4), (IV.5) and the reflection equation (III.1) it is straightfor-
ward to show that the exchange relations of the monodromy matrix T (λ) in V0 ⊗V0′ are
R00′(λ− µ)T0(λ)R0′0(λ + µ)T0′(µ) = T0′(µ)R00′(λ + µ)T0(λ)R0′0(λ− µ), (IV.6)
using the notation of [6]. From the above equation we can read off the commutation relations
of the entries of the monodromy matrix
T (λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
. (IV.7)
Following Sklyanin [6], as in the case of the XXX Heisenberg spin chain [10, 12], we introduce
the operator
D̂(λ) = D(λ)−
sinh(η)
sinh(2λ + η)
A(λ). (IV.8)
For convenience, the commutation relations relevant for the implementation of the algebraic
Bethe ansatz for the XXZ Heisenberg chain are given in the appendix B.
The exchange relations (IV.6) admit a central element, the so-called Sklyanin determinant,
∆ [T (λ)] = tr00′P
−
00′T0(λ− η/2)R00′(2λ)T0′(λ + η/2). (IV.9)
-7-
V ALGEBRAIC BETHE ANSATZ
Analogously to the XXX Heisenberg spin chain [12], the element ∆ [T (λ)] can be expressed in
form
∆ [T (λ)] = sinh(2λ)D̂(λ− η/2)A(λ + η/2)− sinh(2λ + η)B(λ− η/2)C(λ + η/2). (IV.10)
The open chain transfer matrix is given by the trace of the monodromy T (λ) over the
auxiliary space V0 with an extra reflection matrix K
+(λ) [6],
t(λ) = tr0
(
K+0 (λ)T0(λ)
)
. (IV.11)
The reflection matrix K+(λ) (III.5) is the corresponding solution of the dual reflection equation
(III.2). The commutativity of the transfer matrix for different values of the spectral parameter
[t(λ), t(µ)] = 0, (IV.12)
is guaranteed by the dual reflection equation (III.2) and the exchange relations (IV.6) of the
monodromy matrix T (λ) [6].
V Algebraic Bethe Ansatz
In this section, we study the implementation of the algebraic Bethe ansatz for the XXZ Heisen-
berg spin chain when both reflection matrices K∓(λ) are upper triangular. As opposed to the
case of the XXX Heisenberg spin chain where the general reflection matrices could be put into
the upper triangular form without any loss of generality [10, 12], here the triangularity of the
reflection matrices has to be imposed as extra conditions on the parameters of the reflection
matrices K∓(λ) (III.4) and (III.5). Our aim is to obtain the Bethe vectors whose scaling limit
corresponds to the ones of the XXX Heisenberg chain [12].
As our starting point in the implementation of the algebraic Bethe ansatz, we observe that
in every Vm = C2s+1 there exists a vector ωm ∈ Vm such that
S3mωm = smωm and S
+
mωm = 0. (V.1)
We define a vector Ω+ to be
Ω+ = ω1⊗ · · · ⊗ ωN ∈ H. (V.2)
From the definitions (II.4), (II.7) and (V.1) it is straightforward to obtain the action of the entries
of the monodromy matrix T(λ) (II.7) on the vector Ω+
A(λ)Ω+ = a(λ)Ω+, with a(λ) =
N
∏
m=1
sinh(λ− αm + ηsm)
sinh(λ− αm)
, (V.3)
D(λ)Ω+ = d(λ)Ω+, with d(λ) =
N
∏
m=1
sinh(λ− αm − ηsm)
sinh(λ− αm)
, (V.4)
C(λ)Ω+ = 0. (V.5)
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Analogously, from the definitions (II.4), (IV.2) and (V.1) it is straightforward to obtain the action
of the entries of the monodromy matrix T˜(λ) (IV.2) on the vector Ω+
A˜(λ)Ω+ = a˜(λ)Ω+, with a˜(λ) =
N
∏
m=1
sinh(λ + αm + η(1+ sm))
sinh(λ + αm + η)
, (V.6)
D˜(λ)Ω+ = d˜(λ)Ω+, with d˜(λ) =
N
∏
m=1
sinh(λ + αm + η(1− sm))
sinh(λ + αm + η)
, (V.7)
C˜(λ)Ω+ = 0. (V.8)
Since the left reflection matrix cannot be brought to the upper triangular form by the U(1)
symmetry transformations we have to impose an extra condition on the parameters of K−(λ).
By setting
φ− = 0
in (III.4) the reflection matrix K−(λ) becomes upper triangular and according to definition of
the Sklyanin monodromy matrix (IV.1) we have
T (λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)(
κ− sinh(ξ− + λ) ψ− sinh(2λ)
0 κ− sinh(ξ− − λ)
)(
A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
)
. (V.9)
From the above equation, using the relations which follow from (IV.4) we obtain
A(λ) = κ− sinh(ξ− + λ) A(λ)A˜(λ)
+
(
ψ− sinh(2λ) A(λ) + κ− sinh(ξ− − λ) B(λ)
)
C˜(λ) (V.10)
D(λ) = κ− sinh(ξ− + λ)
(
B˜(λ)C(λ)−
sinh(η)
sinh(2λ + η)
(
D(λ)D˜(λ)− A˜(λ)A(λ)
))
+
(
ψ− sinh(2λ) C(λ) + κ− sinh(ξ− − λ) D(λ)
)
D˜(λ) (V.11)
B(λ) = κ− sinh(ξ− + λ)
(
sinh(2λ)
sinh(2λ + η)
B˜(λ)A(λ)−
sinh(η)
sinh(2λ + η)
B(λ)D˜(λ)
)
+
(
ψ− sinh(2λ) A(λ) + κ− sinh(ξ− − λ) B(λ)
)
D˜(λ) (V.12)
C(λ) = κ− sinh(ξ− + λ) C(λ)A˜(λ) +
(
ψ− sinh(2λ) C(λ) + κ− sinh(ξ− − λ) D(λ)
)
C˜(λ).
(V.13)
The action of the entries of the Sklyanin monodromymatrix on the vector Ω+ follows from the
above relations (V.10)-(V.13) and the formulae (V.3)-(V.5) and (V.6)-(V.8)
C(λ)Ω+ = 0, (V.14)
A(λ)Ω+ = α(λ)Ω+, with α(λ) = κ
− sinh(ξ− + λ) a(λ)a˜(λ), (V.15)
D(λ)Ω+ = δ(λ)Ω+, with (V.16)
δ(λ) = κ−
(
sinh(ξ− − λ)− sinh(ξ− + λ)
sinh(η)
sinh(2λ + η)
)
d(λ)d˜(λ)
+ κ− sinh(ξ− + λ)
sinh(η)
sinh(2λ + η)
a(λ)a˜(λ).
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In what follows we will also use the fact that Ω+ is an eigenvector of the operator D̂(λ) (IV.8)
D̂(λ)Ω+ = δ̂(λ)Ω+, with δ̂(λ) = δ(λ)−
sinh(η)
sinh(2λ + η)
α(λ), (V.17)
or explicitly
δ̂(λ) = κ−
(
sinh(ξ− − λ)− sinh(ξ− + λ)
sinh(η)
sinh(2λ + η)
)
d(λ)d˜(λ). (V.18)
The transfer matrix of the inhomogeneous XXZ chain
t0(λ) = tr0
(
K+(λ)T (λ)
)
, (V.19)
with the triangular K-matrix
K+(λ) =
(
κ+ sinh(ξ+ − λ− η) −ψ+ sinh (2(λ + η))
0 κ+ sinh(ξ+ + λ + η)
)
, (V.20)
i.e. the matrix K+(λ) = K−(−λ− η) were we have set
φ+ = 0,
can be expressed using Sklyanin’s D̂(λ) operator (IV.8)
t(λ) = κ1(λ) A(λ) + κ2(λ) D̂(λ) + κ12(λ) C(λ), (V.21)
with
κ1(λ) = κ
+ sinh(ξ+ − λ)
sinh(2(λ + η))
sinh(2λ + η)
, κ2(λ) = κ
+ sinh(ξ+ + λ + η),
κ12(λ) = −ψ
+ sinh(2(λ + η)). (V.22)
Evidently, due to (V.14)-(V.18), the vector Ω+ (V.2) is an eigenvector of the transfer matrix
t(λ)Ω+ =
(
κ1(λ)α(λ) + κ2(λ)δ̂(λ)
)
Ω+ = Λ0(λ)Ω+. (V.23)
For simplicity we have suppressed the dependence of the eigenvalue Λ0(λ) on the boundary
parameters κ+, ξ+ and ψ+ as well as the quasi-classical parameter η.
Let us consider
Ψ˜1(µ) = B(µ)Ω+ −
ψ+
κ+
(
sinh(2µ)
sinh(2µ + η)
cosh(ξ+ − µ) α(µ)− cosh(ξ+ + µ + η) δ̂(µ)
)
Ω+.
(V.24)
A straightforward calculation, using the relations (B.2), (B.3) and (B.4), shows that the off-shell
action of the transfer matrix (V.21) on Ψ˜1(µ) is given by
t(λ)Ψ˜1(µ) = Λ1(λ, µ)Ψ˜1(µ) + κ
+ sinh(ξ+ − µ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ) sinh(λ + µ + η)
F1(µ)Ψ˜1(λ),
(V.25)
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where the eigenvalue Λ1(λ, µ) is given by
Λ1(λ, µ) = κ1(λ)
sinh(λ + µ) sinh(λ− µ− η)
sinh(λ− µ) sinh(λ + µ + η)
α(λ) + κ2(λ)
sinh(λ− µ + η) sinh(λ + µ + 2η)
sinh(λ− µ) sinh(λ + µ + η)
δ̂(λ).
(V.26)
Evidently Λ1(λ, µ) depends also on boundary parameters κ
+, ξ+ and the quasi-classical pa-
rameter η, but these parameters are omitted in order to simplify the formulae. The unwanted
term on the right hand side (V.25) is annihilated by the Bethe equation
F1(µ) =
sinh(2µ)
sinh(2µ + η)
α(µ)−
sinh(ξ+ + µ + η)
sinh(ξ+ − µ)
δ̂(µ) = 0, (V.27)
or equivalently,
α(µ)
δ̂(µ)
=
sinh(2(µ + η)) κ2(µ)
sinh(2µ) κ1(µ)
=
sinh(2µ + η) sinh(ξ+ + µ + η)
sinh(2µ) sinh(ξ+ − µ)
. (V.28)
Thus we have shown that Ψ˜1(µ) (V.32) is a Bethe vector of the transfer matrix (V.21). Moreover,
the vector Ψ˜1(µ) in the scaling limit yields the corresponding Bethe vector of the XXX Heisen-
berg spin chain [12] and it was this connection that led us to this particular form of the Bethe
vector. However, it is important to note that this is not the only possible form of the Bethe
vector. Namely, we notice the following important identity
Λ0(λ)−Λ1(λ, µ) = κ
+ sinh(ξ+ − λ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ) sinh(λ + µ + η)
F1(λ). (V.29)
It follows that Ψ˜1(µ) (V.24) can be generalized by adding a term proportional to F1(µ)
Ψ˜1(µ,C1) = Ψ˜1(µ) + C1
ψ+
κ+
sinh(ξ+ − µ)F1(µ)Ω+, (V.30)
where C1 is independent of µ. A direct consequence of the above identity is the off-shell action
of the transfer matrix on Ψ˜1(µ,C1),
t(λ)Ψ˜1(µ,C1) = Λ1(λ, µ)Ψ˜1(µ,C1)+ κ
+ sinh(ξ+−µ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ) sinh(λ + µ + η)
F1(µ)Ψ˜1(λ,C1).
(V.31)
Therefore Ψ˜1(µ,C1) (V.30) can be considered as the general form of the Bethe vector of the
transfer matrix (V.21) corresponding to the eigenvalue Λ1(λ, µ) (V.26).
By setting C1 = 1 in (V.30) we obtain another particular solution for the Bethe vector, that
will turn out to be more suitable for the recurrence procedure
Ψ1(µ) = Ψ˜1(µ,C1 = 1) = B(µ)Ω+ + b1(µ)Ω+, (V.32)
where b1(µ) is given by
b1(µ) =
(
−
ψ+
κ+
)(
sinh(2µ)
sinh(2µ + η)
e−(ξ
+−µ) α(µ)− e−(ξ
++µ+η) δ̂(µ)
)
. (V.33)
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We seek the Bethe vector Ψ˜2(µ1, µ2) in the form
Ψ˜2(µ1, µ2) = B(µ1)B(µ2)Ω+ + b˜
(1)
2 (µ2; µ1)B(µ1)Ω+ + b˜
(1)
2 (µ1; µ2)B(µ2)Ω+ + b˜
(2)
2 (µ1, µ2)Ω+.
(V.34)
One possible choice of the coefficient functions b˜
(1)
2 (µ1; µ2) and b˜
(2)
2 (µ1, µ2) is given by
b˜
(1)
2 (µ1; µ2) =
(
−
ψ+
κ+
)(
sinh(2µ1)
sinh(2µ1 + η)
sinh(µ1 + µ2) sinh(µ1 − µ2 − η)
sinh(µ1 − µ2) sinh(µ1 + µ2 + η)
cosh(ξ+ − µ1) α(µ1)
−
sinh(µ1 − µ2 + η) sinh(µ1 + µ2 + 2η)
sinh(µ1 − µ2) sinh(µ1 + µ2 + η)
cosh(ξ+ + µ1 + η) δ̂(µ1)
)
, (V.35)
and
b˜
(2)
2 (µ1, µ2) =
(
ψ+
κ+
)2 (
sinh(µ1 + µ2)
sinh(µ1 + µ2 + η)
sinh(2µ1)
sinh(2µ1 + η)
sinh(2µ2)
sinh(2µ2 + η)
cosh(2ξ+ − µ1 − µ2 + η)×
× α(µ1)α(µ2)−
sinh(2µ1)
sinh(2µ1 + η)
sinh(µ1 − µ2 − η)
sinh(µ1 − µ2)
cosh(2ξ+ − µ1 + µ2 + 2η) α(µ1)δ̂(µ2)
−
sinh(µ2 − µ1 − η)
sinh(µ2 − µ1)
sinh(2µ2)
sinh(2µ2 + η)
cosh(2ξ+ + µ1 − µ2 + 2η) δ̂(µ1)α(µ2)
+
sinh(µ1 + µ2 + 2η)
sinh(µ1 + µ2 + η)
cosh(2ξ+ + µ1 + µ2 + 3η) δ̂(µ1)δ̂(µ2)
)
. (V.36)
Due to the fact that the operators B(µ1) and B(µ2) commute (B.1) and that b˜
(2)
2 (µ1, µ2) =
b˜
(2)
2 (µ2, µ1) it follows that Ψ˜2(µ1, µ2) is symmetric with respect to the interchange of the vari-
ables µ1 and µ2.
Starting from the definitions (V.21) and (V.34), using the relations (B.8), (B.9) and (B.10),
from the appendix B, to push the operators A(λ), D̂(λ) and C(λ) to the right and after rear-
ranging some terms, we obtain the off-shell action of transfer matrix t(λ) on Ψ˜2(µ1, µ2)
t(λ)Ψ˜2(µ1, µ2) = Λ2(λ, {µi})Ψ˜2(µ1, µ2) +
2
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) F2(µi; µ3−i)Ψ˜2(λ, µ3−i), (V.37)
where the eigenvalue is given by
Λ2(λ, {µi}) = κ1(λ) α(λ)
2
∏
i=1
sinh(λ + µi) sinh(λ− µi − η)
sinh(λ− µi) sinh(λ + µi + η)
+ κ2(λ) δ̂(λ)
2
∏
i=1
sinh(λ− µi + η) sinh(λ + µi + 2η)
sinh(λ− µi) sinh(λ + µi + η)
(V.38)
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and the two unwanted terms in (V.37) are canceled by the Bethe equations which follow from
F2(µi; µ3−i) =
sinh(2µi)
sinh(2µi + η)
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
α(µi)−
sinh(ξ+ + µi + η)
sinh(ξ+ − µi)
×
×
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
δ̂(µi) = 0, (V.39)
with i = {1, 2}. Therefore the Bethe equations are
α(µi)
δ̂(µi)
=
sinh(2(µi + η)) κ2(µi)
sinh(2µi) κ1(µi)
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
, (V.40)
where i = {1, 2}. This shows that Ψ˜2(µ1, µ2) (V.34) is a Bethe vector of the transfer matrix
(V.21) and, again, it is the one which in the scaling limit corresponds to the Bethe vector of the
XXX chain [12].
Furthermore, due to the following identities
Λ1(λ, µ2)−Λ2(λ, µ1, µ2) = κ
+ sinh(ξ+ − λ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ1) sinh(λ + µ1 + η)
F2(λ; µ2), (V.41)
Λ1(λ, µ1)−Λ2(λ, µ1, µ2) = κ
+ sinh(ξ+ − λ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ2) sinh(λ + µ2 + η)
F2(λ; µ1), (V.42)
F2(µ2; µ1) F1(µ1)− F2(µ1; µ2) F2(µ2;λ)
sinh(λ− µ1) sinh(λ + µ1 + η)
+
F2(µ1; µ2) F1(µ2)− F2(µ2; µ1) F2(µ1;λ)
sinh(λ− µ2) sinh(λ + µ2 + η)
= 0, (V.43)
the Bethe vector Ψ˜2(µ1, µ2) (V.34) can be generalized
Ψ˜2(µ1, µ2,C1,C2) = Ψ˜2(µ1, µ2) + C2
ψ+
κ+
(
sinh(ξ+ − µ1)F2(µ1; µ2)Ψ˜1(µ2,C1)
+ sinh(ξ+ − µ2)F2(µ2; µ1)Ψ˜1(µ1,C1)
)
,
(V.44)
where C2 is independent of µ1 and µ2 and Ψ˜1(µi,C1) is the Bethe vector given in (V.30), so that
the off-shell action of transfer matrix t(λ) on Ψ˜2(µ1, µ2,C1,C2) reads
t(λ)Ψ˜2(µ1, µ2,C1,C2) = Λ2(λ, {µi})Ψ˜2(µ1, µ2,C1,C2) +
2
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) F2(µi; µ3−i)Ψ˜2(λ, µ3−i,C1,C2). (V.45)
Once more in (V.44) we find that the general form of Bethe vectors can be expressed as a sum
of a particular vector and a linear combination of lower order Bethe vectors. Due to identities
(V.41)-(V.43) this linear combination of lower order Bethe vectors corresponds the same eigen-
value as the particular vector (V.45). This is indeed the case with Bethe vectors of any order,
for details see appendix C. To our knowledge, the existence of this freedom in the choice of
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the Bethe vector has hitherto remained unnoticed in the literature. In certain cases, it seems
that omission to note this freedom can be traced to imposing, by some authors [13], too strong
requirements on the vanishing of the off-shell terms. Namely, all the terms (including vac-
uum ones) should be required to vanish only once the Bethe equations are imposed, and not
necessarily to be identically zero.
However, in order to have the recurrence procedure for defining the higher order Bethe
vectors it is instructive to set C1 = − tanh(η),C2 = 1 in (V.44) and to consider a particular
Bethe vector
Ψ2(µ1, µ2) = Ψ˜2(µ1, µ2,C1 = − tanh(η),C2 = 1)
= B(µ1)B(µ2)Ω+ + b
(1)
2 (µ2; µ1)B(µ1)Ω+ + b
(1)
2 (µ1; µ2)B(µ2)Ω+ + b
(2)
2 (µ1, µ2)Ω+,
(V.46)
where the functions b
(1)
2 (µ1; µ2) and b
(2)
2 (µ1, µ2) are given by
b
(1)
2 (µ1; µ2) =
(
−
ψ+
κ+
)(
sinh(µ1 + µ2) sinh(µ1 − µ2 − η)
sinh(µ1 − µ2) sinh(µ1 + µ2 + η)
sinh(2µ1)
sinh(2µ1 + η)
e−(ξ
+−µ1) α(µ1)
−
sinh(µ1 − µ2 + η) sinh(µ1 + µ2 + 2η)
sinh(µ1 − µ2) sinh(µ1 + µ2 + η)
e−(ξ
++µ1+η) δ̂(µ1)
)
, (V.47)
and
b
(2)
2 (µ1, µ2) =
(
ψ+
κ+
)2 (
sinh(µ1 + µ2)
sinh(µ1 + µ2 + η)
sinh(2µ1)
sinh(2µ1 + η)
sinh(2µ2)
sinh(2µ2 + η)
e−(2ξ
+−µ1−µ2+η)α(µ1)α(µ2)
−
sinh(2µ1)
sinh(2µ1 + η)
sinh(µ1 − µ2 − η)
sinh(µ1 − µ2)
e−(2ξ
+−µ1+µ2+2η) α(µ1)δ̂(µ2)
−
sinh(µ2 − µ1 − η)
sinh(µ2 − µ1)
sinh(2µ2)
sinh(2µ2 + η)
e−(2ξ
++µ1−µ2+2η) δ̂(µ1)α(µ2)
+
sinh(µ1 + µ2 + 2η)
sinh(µ1 + µ2 + η)
e−(2ξ
++µ1+µ2+3η) δ̂(µ1)δ̂(µ2)
)
. (V.48)
A key observation here is that the above function b
(2)
2 (µ1, µ2) can be expressed in terms of the
coefficient functions b
(1)
2 (µ1; µ2) (V.47) and b1(µi) (V.33) as follows
b
(2)
2 (µ1, µ2) =
1
1+ e2η
(
b
(1)
2 (µ1; µ2) b1(µ2) + b
(1)
2 (µ2; µ1) b1(µ1)
)
. (V.49)
This relation is essential in the recurrence procedure for obtaining general form of the Bethe
vectors. It coincides, up to the multiplicative factor, with the recurrence relation defining the
function b
(2)
2 (µ1, µ2) in the case of the corresponding Bethe vector of the XXX Heisenberg spin
chain, the equation (V.25) in [12].
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Although, as we have seen, the Bethe vectors Ψ1(µ) (V.32) and Ψ2(µ1, µ2) (V.46) corre-
spond to the particular choice of parameters Ci in (V.30) and (V.44), respectively, it turns out
that these vectors admit the recurrence procedure analogous to the one applied in the case of
the XXX Heisenberg spin chain [12]. Before addressing the general case of the Bethe vector
ΨM(µ1, µ2, . . . , µM), for an arbitrary positive integer M, we will present below the M = 3 case
as an insightful example. The Bethe vector Ψ3(µ1, µ2, µ3) we propose is a symmetric function
of its arguments and it is given as the following sum of eight terms
Ψ3(µ1, µ2, µ3) = B(µ1)B(µ2)B(µ3)Ω+ + b
(1)
3 (µ3; µ2, µ1)B(µ1)B(µ2)Ω+ + b
(1)
3 (µ1; µ2, µ3)×
×B(µ2)B(µ3)Ω+ + b
(1)
3 (µ2; µ1, µ3)B(µ1)B(µ3)Ω+ + b
(2)
3 (µ1, µ2; µ3)B(µ3)Ω+
+b
(2)
3 (µ1, µ3; µ2)B(µ2)Ω+ + b
(2)
3 (µ2, µ3; µ1)B(µ1)Ω+ + b
(3)
3 (µ1, µ2, µ3)Ω+,
(V.50)
where the coefficient functions b
(1)
3 (µ1; µ2, µ3) , b
(2)
3 (µ1, µ2; µ3) and b
(3)
3 (µ1, µ2, µ3) are given by
b
(1)
3 (µ1; µ2, µ3) =
(
−
ψ+
κ+
)( 3
∏
i=2
sinh(µ1 + µi) sinh(µ1 − µi − η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
sinh(2µ1)
sinh(2µ1 + η)
e−(ξ
+−µ1) α(µ1)
−
3
∏
i=2
sinh(µ1 − µi + η) sinh(µ1 + µi + 2η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
e−(ξ
++µ1+η) δ̂(µ1)
)
, (V.51)
b
(2)
3 (µ1, µ2; µ3) =
1
1+ e2η
(
b
(1)
3 (µ1; µ2, µ3) b
(1)
2 (µ2; µ3) + b
(1)
3 (µ2; µ1, µ3) b
(1)
2 (µ1; µ3)
)
, (V.52)
b
(3)
3 (µ1, µ2, µ3) =
1
1+ 2e2η + 2e4η + e6η
(
b
(1)
3 (µ1; µ2, µ3) b
(1)
2 (µ2; µ3) b1(µ3)
+ b
(1)
3 (µ1; µ2, µ3) b
(1)
2 (µ3; µ2) b1(µ2) + b
(1)
3 (µ2; µ1, µ3) b
(1)
2 (µ1; µ3) b1(µ3)
+ b
(1)
3 (µ2; µ1, µ3) b
(1)
2 (µ3; µ1) b1(µ1) + b
(1)
3 (µ3; µ1, µ2) b
(1)
2 (µ1; µ2) b1(µ2)
+b
(1)
3 (µ3; µ1, µ2) b
(1)
2 (µ2; µ1) b1(µ1)
)
. (V.53)
It is important to notice that the coefficient functions b
(2)
3 (µ1, µ2; µ3) and b
(3)
3 (µ1, µ2, µ3) are
defined above in terms of the function b
(1)
3 (µ1; µ2, µ3) and the functions b
(1)
2 (µ1; µ2) and b1(µ)
already given in (V.47) and (V.33), respectively. The action of t(λ) (V.21) on Ψ3(µ1, µ2, µ3),
obtained using evident generalization of the formulas (B.8), (B.9) and (B.10) and subsequent
rearranging of terms, reads
t(λ)Ψ3(µ1, µ2, µ3) = Λ3(λ, {µi})Ψ3(µ1, µ2, µ3) +
3
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) F3(µi; {µj}j 6=i) Ψ3(λ, {µj}j 6=i),
(V.54)
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where the eigenvalue is given by
Λ3(λ, {µi}) = κ1(λ) α(λ)
3
∏
i=1
sinh(λ + µi) sinh(λ− µi − η)
sinh(λ− µi) sinh(λ + µi + η)
+ κ2(λ) δ̂(λ)
3
∏
i=1
sinh(λ− µi + η) sinh(λ + µi + 2η)
sinh(λ− µi) sinh(λ + µi + η)
(V.55)
and the three unwanted terms in (V.54) are canceled by the Bethe equations which follow from
F3(µi; {µj}j 6=i) =
sinh(2µi)
sinh(2µi + η)
α(µi)
3
∏
j=1
j 6=i
sinh(µi + µj) sinh(µi − µj − η)
sinh(µi − µj) sinh(µi + µj + η)
−
sinh(ξ+ + µi + η)
sinh(ξ+ − µi)
δ̂(µi)
3
∏
j=1
j 6=i
sinh(µi − µj + η) sinh(µi + µj + 2η)
sinh(µi − µj) sinh(µi + µj + η)
= 0,
(V.56)
with i = {1, 2, 3}. Therefore the Bethe equations are
α(µi)
δ̂(µi)
=
sinh(2(µi + η)) κ2(µi)
sinh(2µi) κ1(µi)
3
∏
j=1
j 6=i
sinh(µi − µj + η) sinh(µi + µj + 2η)
sinh(µi + µj) sinh(µi − µj − η)
, (V.57)
where i = {1, 2, 3}. Thus, as expected, we have obtained the strikingly simple expression
for the off-shell action of the transfer matrix of the XXZ Heisenberg chain with the upper
triangular reflection matrices on the Bethe vector Ψ3(µ1, µ2, µ3), which is by definition (V.50)
symmetric function of its arguments {µi}
3
I=1. As before, Ψ3(µ1, µ2, µ3) is a special case of the
more general Bethe vector Ψ˜3(µ1, µ2, µ3,C1,C2,C3)we have found along the lines similar to the
M = 1 and M = 2 cases, for details see the appendix C, where we also give the generalized
form of the Bethe vector for arbitrary M. The most significant advantage of this particular
form of the Bethe vector is that it is defined by the recurrence procedure which is analogous
to the one proposed in the case of the XXX Heisenberg chain [12]. Notice the right-hand-side
of the equations (V.52) and (V.53) differ only by the multiplicative factors from the analogous
equations (V.32) and (V.34) in [12].
We readily proceed to define ΨM(µ1, µ2, . . . , µM) as a sum of 2
M terms, for an arbitrary
positive integer M, and as a symmetric function of its arguments by the recurrence procedure
ΨM(µ1, µ2, . . . , µM) = B(µ1)B(µ2) · · · B(µM)Ω+ + b
(1)
M (µM; µ1, µ2, . . . , µM−1)B(µ1)B(µ2) · · · B(µM−1)Ω+
+ · · ·+ b
(2)
M (µM−1, µM; µ1, µ2, . . . , µM−2)B(µ1)B(µ2) · · · B(µM−2)Ω+
...
+ b
(M−1)
M (µ1, µ2, . . . , µM−1; µM)B(µM)Ω+ + b
(M)
M (µ1, µ2, . . . , µM)Ω+,
(V.58)
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where the first coefficient function is explicitly given by
b
(1)
M (µ1; µ2, µ3, . . . , µM) =
(
−
ψ+
κ+
)( M
∏
i=2
sinh(µ1 + µi) sinh(µ1 − µi − η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
sinh(2µ1)
sinh(2µ1 + η)
×
× e−(ξ
+−µ1) α(µ1)−
M
∏
i=2
sinh(µ1 − µi + η) sinh(µ1 + µi + 2η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
e−(ξ
++µ1+η) δ̂(µ1)
)
,
(V.59)
and all the other coefficient functions are given by the following recurrence formulae
b
(2)
M (µ1, µ2; µ3, . . . , µM) =
q−1
[2]q!
(
b
(1)
M (µ1; µ2, µ3, . . . , µM)b
(1)
M−1(µ2; µ3, . . . , µM)
+b
(1)
M (µ2; µ1, µ3, . . . , µM)b
(1)
M−1(µ1; µ3, . . . , µM)
)
, (V.60)
...
b
(M−1)
M (µ1, µ2, . . . , µM−1; µM) =
q−
(M−1)(M−2)
2
[M− 1]q!
∑
ρ∈SM−1
b
(1)
M (µρ(1); µρ(2), . . . , µM) b
(1)
M−1(µρ(2); µρ(3), . . . , µM)×
× b
(1)
M−2(µρ(3); µρ(4), . . . , µM) · · · b
(1)
2 (µρ(M−1); µM) (V.61)
b
(M)
M (µ1, µ2, . . . , µM) =
q−
M(M−1)
2
[M]q!
∑
σ∈SM
b
(1)
M (µσ(1); µσ(2), . . . , µσ(M)) b
(1)
M−1(µσ(2); µσ(3), . . . , µσ(M))×
× b
(1)
M−2(µσ(3); µσ(4), . . . , µσ(M)) · · · b
(1)
2 (µσ(M−1); µσ(M)) b1(µσ(M)),
(V.62)
where, for a positive integer N, [N]q =
qN−q−N
q−q−1
and [N]q ! = [N]q · [N − 1]q · · · [2]q · [1]q, with
q = eη and SM−1 and SM are the symmetric groups of degree M − 1 and M, respectively. As
is the case M = 3, the formulae (V.60)-(V.62) are deformation of the corresponding relations
(V.32) - (V.35) in the case of the XXX Heisenberg chain [12].
A straightforward calculation based on evident generalization of the formulas (B.8), (B.9)
and (B.10) and subsequent rearranging of terms, yields the off-shell action of the transfer ma-
trix on the Bethe vector ΨM(µ1, µ2, . . . , µM)
t(λ)ΨM(µ1, µ2, . . . , µM) = ΛM(λ, {µi})ΨM(µ1, µ2, . . . , µM) +
M
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) FM(µi; {µj}j 6=i) ΨM(λ, {µj}j 6=i),
(V.63)
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where the corresponding eigenvalue is given by
ΛM(λ, {µi}) = κ1(λ) α(λ)
M
∏
i=1
sinh(λ + µi) sinh(λ− µi − η)
sinh(λ− µi) sinh(λ + µi + η)
+ κ2(λ) δ̂(λ)
M
∏
i=1
sinh(λ− µi + η) sinh(λ + µi + 2η)
sinh(λ− µi) sinh(λ + µi + η)
(V.64)
and theM unwanted terms on the right hand side of (V.63) are canceled by the Bethe equations
which follow from
FM(µi; {µj}j 6=i) =
sinh(2µi)
sinh(2µi + η)
α(µi)
M
∏
j=1
j 6=i
sinh(µi + µj) sinh(µi − µj − η)
sinh(µi − µj) sinh(µi + µj + η)
−
sinh(ξ+ + µi + η)
sinh(ξ+ − µi)
δ̂(µi)
M
∏
j=1
j 6=i
sinh(µi − µj + η) sinh(µi + µj + 2η)
sinh(µi − µj) sinh(µi + µj + η)
= 0,
(V.65)
with i = {1, 2, . . . ,M}. Therefore the Bethe equations are
α(µi)
δ̂(µi)
=
sinh(2(µi + η)) κ2(µi)
sinh(2µi) κ1(µi)
M
∏
j=1
j 6=i
sinh(µi − µj + η) sinh(µi + µj + 2η)
sinh(µi + µj) sinh(µi − µj − η)
, (V.66)
where i = {1, 2, . . . ,M}. The Bethe vector ΨM(µ1, µ2, . . . , µM) we have defined in (V.58) yields
the strikingly simple expression (V.63) for the off-shell action of the transfer matrix t(λ) (V.21).
Thus we have fully implemented the algebraic Bethe ansatz for the XXZHeisenberg spin chain
with the triangular reflection matrices. In the following section, we will explored further these
results through the so-called quasi-classical limit in order to investigate the corresponding
Gaudin model [52].
VI Corresponding Gaudin model
As it is well known [12, 52, 54, 55], the study of the open Gaudin model requires that the pa-
rameters of the reflection matrices on the left and on the right end of the chain are the same.
Thus, we impose
lim
η→0
(
K+(λ)K−(λ)
)
= κ2 sinh(ξ − λ) sinh(ξ + λ)1. (VI.1)
Notice that in general this not the case in the study of the open spin chain. However, this
condition is essential for the Gaudin model. Therefore we will write
K−(λ) ≡ K(λ) =
(
κ sinh(ξ + λ) ψ sinh(2λ)
0 κ sinh(ξ − λ)
)
(VI.2)
-18-
VI CORRESPONDING GAUDIN MODEL
so that
K+(λ) = K(−λ− η) =
(
κ sinh(ξ − λ− η) −ψ sinh (2(λ + η))
0 κ sinh(ξ + λ + η)
)
. (VI.3)
In [55] we have derived the generating function of the trigonometric Gaudin Hamiltonians
with boundary terms following the approach of Sklyanin in the periodic case [28, 56]. Anal-
ogously to the rational case [12, 52], our derivation is based on the quasi-classical expansion
of the linear combination of the transfer matrix of the XXZ chain and the central element, the
so-called Sklyanin determinant. Finally, the expansion reads [55]
t(λ)−
∆ [T (λ)]
sinh(2λ)
= κ2 sinh(ξ + λ) sinh(ξ − λ)1+ η
κ2
2
(
cosh(2ξ) coth(2λ)−
cosh(4λ)
sinh(2λ)
)
1
+
η2
2
κ2
(
sinh(ξ + λ) sinh(ξ − λ) (τ(λ) + 1)−
1
2
cosh(2λ)1
)
+O(η3),
(VI.4)
where τ(λ) is the generating function of the trigonometric Gaudin Hamiltonians with bound-
ary terms
τ(λ) = tr0 L
2
0(λ), (VI.5)
where
L0(λ) = L0(λ)− K0(λ)L0(−λ)K
−1
0 (λ), (VI.6)
with the Gaudin Lax matrix defined by
L0(λ) =
N
∑
m=1
(
σ30 ⊗ coth(λ− αm)S
3
m +
σ+0 ⊗ S
−
m + σ
−
0 ⊗ S
+
m
2 sinh(λ− αm)
)
, (VI.7)
and K0(λ) the upper triangular reflection matrix given in (VI.2). The trigonometric Gaudin
Hamiltonians with the boundary terms are obtained from the residues of the generating func-
tion τ(λ) (VI.5) at poles λ = ±αm :
Res
λ=αm
τ(λ) = 4Hm and Res
λ=−αm
τ(λ) = (−4)Hm (VI.8)
where
Hm =
N
∑
n 6=m
(
coth(αm − αn) S
3
mS
3
n +
S+mS
−
n + S
−
mS
+
n
2 sinh(αm − αn)
)
+
N
∑
n=1
coth(αm + αn)
S3mS
3
n + S
3
nS
3
m
2
+
ψ
κ
sinh(2αm)
sinh(ξ + αm)
N
∑
n=1
S3mS
+
n + S
+
n S
3
m
2 sinh(αm + αn)
+
sinh(ξ − αm)
2 sinh(ξ + αm)
N
∑
n=1
S−mS
+
n + S
+
n S
−
m
2 sinh(αm + αn)
−
ψ
κ
sinh(2αm)
sinh(ξ − αm)
N
∑
n=1
coth(αm + αn)
S+mS
3
n + S
3
nS
+
m
2
+
sinh(ξ + αm)
2 sinh(ξ − αm)
N
∑
n=1
S+mS
−
n + S
−
n S
+
m
2 sinh(αm + αn)
−
ψ2
κ2
sinh2(2αm)
2 sinh(ξ − αm) sinh(ξ + αm)
N
∑
n=1
S+mS
+
n + S
+
n S
+
m
2 sinh(αm + αn)
. (VI.9)
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Since the central element ∆ [T (λ)] can be expressed in form (IV.10) it is evident that the
vector Ω+ (V.2) is its eigenvector
∆ [T (λ)] Ω+ = sinh(2λ) α(λ + η/2) δ̂(λ− η/2)Ω+. (VI.10)
Moreover, it follows from (V.23) and (VI.10) that Ω+ (V.2) is an eigenvector of the difference(
t(λ)−
∆ [T (λ)]
sinh(2λ)
)
Ω+ =
(
Λ0(λ)− α(λ + η/2) δ̂(λ− η/2)
)
Ω+. (VI.11)
We can expand the eigenvalue on the right hand side of the equation above in powers of η,
taking into account that φ = 0,(
κ1(λ)α(λ) + κ2(λ)δ̂(λ)− α(λ + η/2) δ̂(λ− η/2)
)
= κ2 sinh(ξ + λ) sinh(ξ − λ)
+ η
κ2
2
(
cosh(2ξ) coth(2λ)−
cosh(4λ)
sinh(2λ)
)
+
η2
2
κ2
(
sinh(ξ + λ) sinh(ξ − λ) (χ0(λ) + 1)−
1
2
cosh(2λ)
)
+O(η3). (VI.12)
Substituting the expansion above into the right hand side of (VI.11) and using (VI.4) to expand
the left hand side, it follows that the vector Ω+ (V.2) is an eigenvector of the generating function
of the Gaudin Hamiltonians
τ(λ)Ω+ = χ0(λ)Ω+, (VI.13)
with
χ0(λ) = 2
N
∑
m,n=1
(
smsn +
sinh(ξ + αm) sinh(ξ − αm)
sinh(ξ + λ) sinh(ξ − λ)
smδmn
)
×
× (coth(λ− αm) coth(λ− αn) + 2 coth(λ− αm) coth(λ + αn) + coth(λ + αm) coth(λ + αn)) .
(VI.14)
Moreover we can obtain the spectrum of the generating function of the Gaudin Hamiltonians
through the expansion(
ΛM(λ, {µj}
M
j=1)− α(λ + η/2) δ̂(λ− η/2)
)
= κ2 sinh(ξ + λ) sinh(ξ − λ)
+ η
κ2
2
(
cosh(2ξ) coth(2λ)−
cosh(4λ)
sinh(2λ)
)
+
η2
2
κ2
(
sinh(ξ + λ) sinh(ξ − λ)
(
χM(λ, {µj}
M
j=1) + 1
)
−
1
2
cosh(2λ)
)
+O(η3), (VI.15)
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where
χM(λ, {µj}
M
j=1) =
−2 sinh(2λ)
sinh(ξ − λ) sinh(ξ + λ)
M
∑
j=1
sinh(2λ)
sinh(λ− µj) sinh(λ + µj)
+ 4
M−1
∑
j=1
M
∑
k=j+1
sinh(2λ)
sinh(λ− µj) sinh(λ + µj)
sinh(2λ)
sinh(λ− µk) sinh(λ + µk)
− 4
N
∑
m=1
sm sinh(2λ)
sinh(λ− αm) sinh(λ + αm)
M
∑
j=1
sinh(2λ)
sinh(λ− µj) sinh(λ + µj)
+ 2
N
∑
m,n=1
(
smsn +
sinh(ξ + αm) sinh(ξ − αm)
sinh(ξ + λ) sinh(ξ − λ)
smδmn
)
×
× (coth(λ− αm) coth(λ− αn) + 2 coth(λ− αm) coth(λ + αn) + coth(λ + αm) coth(λ + αn)) .
(VI.16)
As our next important step toward obtaining the formulas of the algebraic Bethe ansatz
for the corresponding Gaudin model we observe that the first term in the expansion of the
function FM(µ1; µ2, . . . , µM) (V.65) in powers of η is
FM(µ1; µ2, . . . , µM) = η fM(µ1; µ2, . . . , µM) +O(η
2), (VI.17)
where
fM(µ1; µ2, . . . , µM) = κ sinh(2µ1)
(
1
sinh(ξ − µ1)
− 2 sinh(ξ + µ1)
M
∑
j=2
1
sinh(µ1 − µj) sinh(µ1 + µj)
+2 sinh(ξ + µ1)
N
∑
m=1
sm
sinh(µ1 − αm) sinh(µ1 + αm)
)
.
(VI.18)
Along the lines developed in [12,52,55], we have used the formulas (V.32) and (V.33) as well
as (V.12), (V.16) and (V.18) in order to expand the Bethe vector Ψ1(µ) of the XXZ Heisenberg
spin chain in powers of η and obtained the Bethe vector ϕ1(µ) of the corresponding trigono-
metric Gaudin model
Ψ1(µ) = η ϕ1(µ) +O(η
2), (VI.19)
where
ϕ1(µ) = κ sinh(2µ)
(
N
∑
m=1
sinh(ξ − αm) S−m
sinh(µ− αm) sinh(µ + αm)
+
ψ
κ
(
1+
N
∑
m=1
sm
e−2ξ + sinh(2αm)− cosh(2µ)
sinh(µ− αm) sinh(µ + αm)
))
Ω+.
(VI.20)
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The off-shell action of the difference of the transfer matrix of the XXX chain and the central
element, the so-called Sklyanin determinant, on the Bethe vector Ψ1(µ) (V.32) is obtained from
(IV.10) and (V.31) as follows(
t(λ)−
∆ [T (λ)]
sinh(2λ)
)
Ψ1(µ) =
(
Λ1(λ, µ)− α(λ + η/2) δ̂(λ− η/2)
)
Ψ1(µ)
+ κ sinh(ξ − µ)
sinh(η) sinh(2(λ + η))
sinh(λ− µ) sinh(λ + µ + η)
F1(µ)Ψ1(λ).
(VI.21)
Finally, the off-shell action of the generating function the Gaudin Hamiltonians on the vector
ϕ1(µ) can be obtained from the equation above by using the expansion (VI.4) and (VI.19) on
the left hand side as well as the expansion (VI.15), (VI.17) and (VI.19) on the right hand side
τ(λ)ϕ1(µ) = χ1(λ, µ)ϕ1(µ) +
2
κ
sinh(ξ − µ)
sinh(ξ − λ) sinh(ξ + λ)
sinh(2λ)
sinh(λ− µ) sinh(λ + µ)
f1(µ)ϕ1(λ).
(VI.22)
Therefore ϕ1(µ) (VI.20) is the Bethe vector of the corresponding Gaudin model, i.e. the eigen-
vector of the generating function theGaudinHamiltonians, with the eigenvalue χ1(λ, µ) (VI.16),
once the unwanted term is canceled by imposing the corresponding Bethe equation
f1(µ) = κ sinh(2µ)
(
1
sinh(ξ − µ)
+ 2 sinh(ξ + µ)
N
∑
m=1
sm
sinh(µ− αm) sinh(µ + αm)
)
= 0.
(VI.23)
To obtain the Bethe vector ϕ2(µ1, µ2) of the Gaudin model and the action of the generating
function τ(λ) of the Gaudin Hamiltonians on ϕ2(µ1, µ2) we basically follow the steps we have
done when studying the action of τ(λ) on ϕ1(µ). The first term in the expansion of the Bethe
vector Ψ2(µ1, µ2) (V.46) in powers of η yields the corresponding Bethe vector of the Gaudin
model
Ψ2(µ1, µ2) = η
2ϕ2(µ1, µ2) +O(η
3), (VI.24)
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where
ϕ2(µ1, µ2) = κ
2 sinh(2µ1) sinh(2µ2)
(
N
∑
m,n=1
sinh(ξ − αm) S−m
sinh(µ1 − αm) sinh(µ1 + αm)
sinh(ξ − αn) S−n
sinh(µ2 − αn) sinh(µ2 + αn)
+
ψ
κ
N
∑
m=1
sinh(ξ − αm) S−m
sinh(µ2 − αm) sinh(µ2 + αm)
(
1+
N
∑
n=1
e−2ξ + sinh(2αn)− cosh(2µ1)
sinh(µ1 − αn) sinh(µ1 + αn)
(sn − δmn)
)
+
ψ
κ
N
∑
m=1
sinh(ξ − αm) S−m
sinh(µ1 − αm) sinh(µ1 + αm)
(
3+
N
∑
n=1
e−2ξ + sinh(2αn)− cosh(2µ2)
sinh(µ2 − αn) sinh(µ2 + αn)
sn
)
+ e−2ξ
ψ2
κ2
N
∑
m=1
−eξ−αm cosh(2µ1) + cosh(ξ + αm)
sinh(µ1 − αm) sinh(µ1 + αm)
sinh(ξ − αm)
sinh(µ2 − αm) sinh(µ2 + αm)
(2sm)
+
ψ2
κ2
(
1+
N
∑
n=1
e−2ξ + sinh(2αm)− cosh(2µ1)
sinh(µ1 − αm) sinh(µ1 + αm)
sm
)(
3+
N
∑
n=1
e−2ξ + sinh(2αn)− cosh(2µ2)
sinh(µ2 − αn) sinh(µ2 + αn)
sn
))
Ω+.
(VI.25)
Expressing Gaudin Bethe vectors by using creation operators is in accordance with the results
in the rational case [12]. There the creation operator was introduced (cf. formula (6.32) in [12]),
but here it is necessary to define the family of operators
cK(µ) = κ sinh(2µ)
(
N
∑
m=1
sinh(ξ − αm) S−m
sinh(µ− αm) sinh(µ + αm)
+
ψ
κ
((−1+ 2K)
+
N
∑
m=1
e−2ξ + sinh(2αm)− cosh(2µ)
sinh(µ− αm) sinh(µ + αm)
S3m
)
+ e−2ξ
ψ2
κ2
N
∑
m=1
cosh(ξ + αm)− eξ−αm cosh(2µ)
sinh(µ− αm) sinh(µ + αm)
S+m
)
,
(VI.26)
for any natural number K. Thus the Bethe vectors (VI.20) and (VI.25) can be expressed as
ϕ1(µ) = c1(µ)Ω+ and ϕ2(µ1, µ2) = c1(µ1)c2(µ2)Ω+. (VI.27)
Although in general the operators (VI.26) do not commute, it is straightforward to check that
the Bethe vector ϕ2(µ1, µ2) is a symmetric function
ϕ2(µ1, µ2) = c1(µ1)c2(µ2)Ω+ = c1(µ2)c2(µ1)Ω+ = ϕ2(µ2, µ1). (VI.28)
It is of interest to study the action of the difference of the transfer matrix t(λ) and the so-
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called Sklyanin determinant ∆ [T (λ)] on the Bethe vector Ψ2(µ1, µ2) using (IV.10) and (V.45)(
t(λ)−
∆ [T (λ)]
sinh(2λ)
)
Ψ2(µ1, µ2) =
(
Λ2(λ, {µi}
2
i=1)− α(λ + η/2) δ̂(λ− η/2)
)
Ψ2(µ1, µ2)
+
sinh(η) sinh(2(λ + η))
sinh(λ− µ1) sinh(λ + µ1 + η)
κ sinh(ξ − µ1) F2(µ1; µ2)Ψ2(λ, µ2)
+
sinh(η) sinh(2(λ + η))
sinh(λ− µ2) sinh(λ + µ2 + η)
κ sinh(ξ − µ2) F2(µ2; µ1)Ψ2(λ, µ1).
(VI.29)
The off-shell action of the generating function of the Gaudin Hamiltonians on the Bethe vector
ϕ2(µ1, µ2) is obtained from the equation above using the expansions (VI.4) and (VI.24) on the
left hand side and (VI.15), (VI.24) and (VI.17) on the right hand side. Then, by comparing the
terms of the fourth power in η on both sides of (VI.29) we obtain
τ(λ)ϕ2(µ1, µ2) = χ2(λ, µ1, µ2)ϕ2(µ1, µ2) +
2
κ
sinh(2λ)
sinh(ξ − λ) sinh(ξ + λ)
×
×
(
sinh(ξ − µ1)
sinh(λ− µ1) sinh(λ + µ1)
f2(µ1; µ2)ϕ2(λ, µ2)
+
sinh(ξ − µ2)
sinh(λ− µ2) sinh(λ + µ2)
f2(µ2; µ1)ϕ2(λ, µ1)
)
.
(VI.30)
The two unwanted terms on the right hand side of the equation above are annihilated by the
following Bethe equations
f2(µ1; µ2) = κ sinh(2µ1)
(
1
sinh(ξ − µ1)
−
2 sinh(ξ + µ1)
sinh(µ1 − µ2) sinh(µ1 + µ2)
+2 sinh(ξ + µ1)
N
∑
m=1
sm
sinh(µ1 − αm) sinh(µ1 + αm)
)
= 0, (VI.31)
f2(µ2; µ1) = κ sinh(2µ2)
(
1
sinh(ξ − µ2)
−
2 sinh(ξ + µ2)
sinh(µ2 − µ1) sinh(µ2 + µ1)
+2 sinh(ξ + µ2)
N
∑
m=1
sm
sinh(µ2 − αm) sinh(µ2 + αm)
)
= 0. (VI.32)
In general, we have that the first term in the expansion of the Bethe vector
ΨM(µ1, µ2, . . . , µM) (V.58) in powers of η is
ΨM(µ1, µ2, . . . , µM) = η
MϕM(µ1, µ2, . . . , µM) +O(η
M+1), (VI.33)
where M is a natural number and
ϕM(µ1, µ2, . . . , µM) = c1(µ1)c2(µ2) · · · cM(µM)Ω+, (VI.34)
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and the operator cK(µK), K = 1, . . . ,M, are given in (VI.26).
Although the operators cK(µK) do not commute, the Bethe vector of the Gaudin model
ϕM(µ1, µ2, . . . , µM) is a symmetric function of its arguments, since a straightforward calcula-
tion shows that the operators cK(µ) satisfy the following identity,
cK(µ)cK+1(µ
′)− cK(µ
′)cK+1(µ) = 0, (VI.35)
for K = 1, . . . ,M − 1. The action of the generating function τ(λ) (VI.5) on the Bethe vector
ϕM(µ1, µ2, . . . , µM) can be derived as in the two previous cases whenM = 1 (VI.22) and M = 2
(VI.30). In the present case we use the expansions (VI.15), (VI.17) and (VI.33) to obtain
τ(λ)ϕM(µ1, µ2, . . . , µM) = χM(λ, {µi}
M
i=1)ϕM(µ1, µ2, . . . , µM) +
2
κ
sinh(2λ)
sinh(ξ − λ) sinh(ξ + λ)
×
×
M
∑
i=1
sinh(ξ − µi)
sinh(λ− µi) sinh(λ + µi)
fM(µi; {µj}j 6=i)ϕM(λ, {µj}j 6=i),
(VI.36)
where χM(λ, {µi}
M
i=1) is given in (VI.16) and the unwanted terms on the right hand side of the
equation above are canceled by the following Bethe equations
fM(µi; {µj}
M
j 6=i) = κ sinh(2µi)
(
1
sinh(ξ − µi)
− 2 sinh(ξ + µi)
M
∑
j=2
1
sinh(µi − µj) sinh(µi + µj)
+2 sinh(ξ + µi)
N
∑
m=1
sm
sinh(µi − αm) sinh(µi + αm)
)
= 0,
(VI.37)
for i = 1, 2, . . .M. As expected, due to our definition of the Bethe vector ϕM(µ1, µ2, . . . , µM)
(VI.34), the quasi-classical limit has yielded the above simple formulae for the off-shell action
of the generating function τ(λ).
An alternative approach to the implementation of the algebraic Bethe ansatz for the trigono-
metric sℓ(2) Gaudin model, with the triangular K-matrix (VI.2), is based on the corresponding
non-unitary classical r-matrix. This study will be reported in [55].
VII Conclusions
We have implemented fully the off-shell algebraic Bethe ansatz for the XXZ Heisenberg spin
chain in the case when both boundary matrices have the upper-triangular form. As opposed
to the case of the XXX Heisenberg spin chain where the general reflection matrices could be
put into the upper triangular formwithout any loss of generality [10,12], here the triangularity
of the reflection matrices has to be imposed as extra conditions on the respective parameters.
A suitable realization for the Sklyanin monodromy matrix is obtained as a direct consequence
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of the identity satisfied by the Lax operator. This realization led to the action of the entries of
the Sklyanin monodromy matrix on the vector Ω+ and consequently to the observation that
Ω+ is an eigenvector of the transfer matrix of the chain.
The essential step of the algebraic Bethe ansatz is the definition of the corresponding Bethe
vectors. Initially we have obtained the Bethe vectors Ψ˜M(µ1, µ2, . . . , µM), for M = 1, 2, 3, 4, by
requiring that their scaling limit corresponds to the Bethe vectors of the XXXHeisenberg chain.
We gave a step by step presentation of the M = 1, 2, 3 Bethe vectors, including the formulae
for the action of t(λ), the corresponding eigenvalues and Bethe equations. In this way we
have exposed the property of these vectors to make the off shell action of the transform matrix
as simple as possible. We did not present here all the necessary formulae of the Bethe vector
Ψ˜4(µ1, µ2, µ3, µ4), as they are cumbersome. More importantly, they do not admit any compact
closed form for an arbitrary natural number M. However, we have noticed the identities (C.11)
and (C.12) which enabled the general form of the Bethe vectors for a fixedM. The general form
of Bethe vectors can be expressed as a sumof a particular one and a linear combination of lower
order Bethe vectors that correspond to the same eigenvalue (C.13). This is indeed the case with
Bethe vectors of any order, for details see Appendix C. A careful analysis reveals that there
exists a particular form of the Bethe vector ΨM(µ1, µ2, . . . , µM) which, for an arbitrary natural
numberM, can be defined by the suitable recurrence procedure analogous to the one proposed
in the case of the XXX Heisenberg chain [12]. Actually, the recurrence relations defining the
relevant coefficient functions differ only in the multiplicative factors from the respective ones
in the case of the XXX Heisenberg chain. As expected, the action of t(λ) on the Bethe vector
ΨM(µ1, µ2, . . . , µM) is again very simple. Actually, the action of the transfer matrix is as simple
as it could possible be since it almost coincides with the corresponding action in the case when
the two boundary matrices are diagonal [6, 40].
As in the case of the XXX Heisenberg chain [52], the quasi-classical expansion of the linear
combination of the transfer matrix of the XXZ Heisenberg spin chain and the central element,
the so-called Sklyanin determinant yields the generating function of the trigonometric Gaudin
Hamiltonians with boundary terms [55]. Based on this result, and the appropriate definition of
the corresponding Bethe vectors ϕM(µ1, µ2, . . . , µM), we showed how the quasi-classical limit
yields the off-shell action of the generating function of the Gaudin Hamiltonians as well as the
spectrum and the Bethe equations. As opposed to the rational case where the Gaudin Bethe
vectors were defined by the action of the creation operator [12], here it was necessary to define
the family of operators. As in the case of the spin chain, the off-shell action of the generating
function τ(λ) on the Bethe vectors ϕM(µ1, µ2, . . . , µM) is strikingly simple. It is as simple as
it can be since it practically coincide with the corresponding formula in the case when the
boundary matrix is diagonal [40].
It would be of interest to establish a relation between Bethe vectors of the Gaudin model
and solutions to the corresponding generalized Knizhnik-Zamolodchikov equations, along the
lines it was done in the case when the boundarymatrix is diagonal [40], as well as to study pos-
sible relations between Bethe vectors of XXZ chain obtained in the Section V and the solutions
to the boundary quantum Knizhnik-Zamolodchikov equations [70–72].
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A Basic definitions
We consider a spin chain with N sites with spin s representations, i.e. a local C2s+1 space at
each site and the operators
Sαm = 1⊗ · · · ⊗ S
α︸︷︷︸
m
⊗ · · · ⊗ 1, (A.1)
with α = +,−, 3 and m = 1, 2, . . . ,N. The operators Sα with α = +,−, 3, act in some (spin s)
representation space C2s+1 with the commutation relations [60, 63, 66]
[S3, S±] = ±S±, [S+, S−] =
sinh(2ηS3)
sinh(η)
= [2S3]q, (A.2)
with q = eη , and Casimir operator
c2 =
q+ q−1
2
[S3]2q +
1
2
(S+S− + S−S+) =
q+ q−1
2
[S3]2q +
1
2
[2S3]q + S
−S+. (A.3)
In the space C2s+1 these operators admit the following matrix representation
S3 =
2s+1
∑
i=1
aiei i, S
+ =
2s+1
∑
i=1
biei i+1, S
− =
2s+1
∑
i=1
biei+1 i and c2 = [s+ 1]q [s]q 1, (A.4)
where
(eij)kl = δi kδj l, ai = s+ 1− i, bi =
√
[i]q [2s+ 1− i]q and [x]q =
qx − q−x
q− q−1
. (A.5)
In the particular case of spin 12 representation, one recovers the Pauli matrices
Sα =
1
2
σα =
1
2
(
δα3 2δα+
2δα− −δα3
)
.
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B Commutation relations
The equation (IV.6) yields the exchange relations between the operatorsA(λ), B(λ), C(λ) and
D̂(λ). The relevant relations are
B(λ)B(µ) = B(µ)B(λ), C(λ)C(µ) = C(µ)C(λ), (B.1)
A(λ)B(µ) =
sinh(λ + µ) sinh(λ− µ− η)
sinh(λ− µ) sinh(λ + µ + η)
B(µ)A(λ) +
sinh(η) sinh(2µ)
sinh(λ− µ) sinh(2µ + η)
B(λ)A(µ)
−
sinh(η)
sinh(λ + µ + η)
B(λ)D̂(µ), (B.2)
D̂(λ)B(µ) =
sinh(λ− µ + η) sinh(λ + µ + 2η)
sinh(λ− µ) sinh(λ + µ + η)
B(µ)D̂(λ)−
sinh(η) sinh(2(λ + η))
sinh(λ− µ) sinh(2λ + η)
B(λ)D̂(µ)
+
sinh(η) sinh(2µ) sinh(2(λ + η))
sinh(2λ + η) sinh(2µ + η) sinh(λ + µ + η)
B(λ)A(µ), (B.3)
[C(λ),B(µ)] =
sinh(η) sinh(2λ) sinh(λ− µ + η)
sinh(λ− µ) sinh(2λ + η) sinh(λ + µ + η)
A(µ)A(λ)
−
sinh2(η) sinh(2λ)
sinh(λ− µ) sinh(2λ + η) sinh(2µ + η)
A(λ)A(µ)
+
sinh(η) sinh(λ + µ)
sinh(λ− µ) sinh(λ + µ + η)
A(µ)D̂(λ)−
sinh(η) sinh(2λ)
sinh(λ− µ) sinh(2λ + η)
A(λ)D̂(µ)
−
sinh2(η)
sinh(2µ + η) sinh(λ + µ + η)
D̂(λ)A(µ)−
sinh(η)
sinh(λ + µ + η)
D̂(λ)D̂(µ). (B.4)
For completeness we include the following commutation relations
[A(λ),A(µ)] =
sinh(η)
sinh(λ + µ + η)
(B(µ)C(λ)−B(λ)C(µ)) (B.5)
[
A(λ), D̂(µ)
]
=
sinh(η) sinh(2(µ + η))
sinh(λ− µ) sinh(2µ + η)
(B(λ)C(µ)− B(µ)C(λ)) (B.6)
[
D̂(λ), D̂(µ)
]
=
sinh(η) sinh(2(λ + η)) sinh(2(µ + η))
sinh(2λ + η) sinh(2µ + η) sinh(λ + µ + η)
(B(λ)C(µ)− B(µ)C(λ)) (B.7)
The implementation of the algebraic Bethe ansatz presented in Section V is based on the above
relations. For convenience, we also include the following three relations which follow from
the ones above and are essential in the derivation of the off-shell action (V.37) of the transfer
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matrix of the inhomogeneous XXZ chain (V.21) on the Bethe vector Ψ˜2(µ1, µ2) (V.34)
A(λ)B(µ1)B(µ2)Ω+ =
2
∏
i=1
sinh(λ + µi) sinh(λ− µi − η)
sinh(λ− µi) sinh(λ + µi + η)
α(λ)B(µ1)B(µ2)Ω+
+
2
∑
i=1
sinh(η) sinh(2µi)
sinh(2µi + η) sinh(λ− µi)
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
×
× α(µi)B(λ)B(µ3−i)Ω+
−
2
∑
i=1
sinh(η)
sinh(λ + µi + η)
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
×
× δ̂(µi)B(λ)B(µ3−i)Ω+,
(B.8)
analogously,
D̂(λ)B(µ1)B(µ2)Ω+ =
2
∏
i=1
sinh(λ− µi + η) sinh(λ + µi + 2η)
sinh(λ− µi) sinh(λ + µi + η)
δ̂(λ)B(µ1)B(µ2)Ω+
−
2
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(2λ + η) sinh(λ− µi)
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi − µ3−i) sinh(µ1 + µ3−i + η)
×
× δ̂(µi)B(λ)B(µ3−i)Ω+
+
2
∑
i=1
sinh(η) sinh(2µi) sinh(2(λ + η))
sinh(2λ + η) sinh(2µi + η) sinh(λ + µi + η)
×
×
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
α(µi)B(λ)B(µ3−i)Ω+,
(B.9)
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and finally,
C(λ)B(µ1)B(µ2)Ω+ =
2
∑
i=1
(
sinh(η) sinh(2µi) sinh(2λ)
sinh(2λ + η) sinh(2µi + η) sinh(λ + µi + η)
×
×
sinh(λ + µ3−i) sinh(λ− µ3−i − η)
sinh(λ− µ3−i) sinh(λ + µ3−i + η)
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
α(λ)α(µi)
−
sinh(η) sinh(2λ)
sinh(λ− µi) sinh(2λ + η)
sinh(λ + µ3−i) sinh(λ− µ3−i − η)
sinh(λ− µ3−i) sinh(λ + µ3−i + η)
×
×
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
α(λ)δ̂(µi)
+
sinh(η) sinh(2µi)
sinh(λ− µi) sinh(2µi + η)
sinh(λ− µ3−i + η) sinh(λ + µ3−i + 2η)
sinh(λ− µ3−i) sinh(λ + µ3−i + η)
×
×
sinh(µi + µ3−i) sinh(µi − µ3−i − η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
α(µi)δ̂(λ)
−
sinh(η)
sinh(λ + µi + η)
sinh(λ− µ3−i + η) sinh(λ + µ3−i + 2η)
sinh(λ− µ3−i) sinh(λ + µ3−i + η)
×
×
sinh(µi − µ3−i + η) sinh(µi + µ3−i + 2η)
sinh(µi − µ3−i) sinh(µi + µ3−i + η)
δ̂(λ)δ̂(µi)
)
B(µ3−i)Ω+
+
(
sinh2(η) sinh(2µ1) sinh(2µ2) sinh(µ1 + µ2)
sinh(λ− µ1) sinh(λ− µ2) sinh(2µ1 + η) sinh(2µ2 + η)
×
×
sinh(λ + µ1) sinh(λ− µ2 + η) + sinh(λ− µ1) sinh(λ + µ2 + η)
sinh(λ + µ1 + η) sinh(λ + µ2 + η) sinh(µ1 + µ2 + η)
α(µ1)α(µ2)
−
sinh2(η) sinh(2µ1) sinh(µ1 − µ2 − η)
sinh(λ− µ1) sinh(λ− µ2) sinh(2µ1 + η) sinh(µ1 − µ2)
×
×
sinh(λ− µ1) sinh(λ− µ2) + sinh(λ + µ1) sinh(λ + µ2 + 2η)
sinh(λ + µ1 + η) sinh(λ + µ2 + η)
α(µ1)δ̂(µ2)
−
sinh2(η) sinh(2µ2) sinh(µ2 − µ1 − η)
sinh(λ− µ1) sinh(λ− µ2) sinh(2µ2 + η) sinh(µ2 − µ1)
×
×
sinh(λ− µ1) sinh(λ− µ2) + sinh(λ + µ1) sinh(λ + µ2 + 2η)
sinh(λ + µ1 + η) sinh(λ + µ2 + η)
α(µ2)δ̂(µ1)
−
sinh2(η) sinh(µ1 + µ2 + 2η)
sinh(λ− µ1) sinh(λ− µ2) sinh(µ1 + µ2 + η)
×
×
sinh(λ + µ1 + 2η) sinh(−λ + µ2 + η) + sinh(−λ + µ1) sinh(λ + µ2 + η)
sinh(λ + µ1 + η) sinh(λ + µ2 + η)
δ̂(µ1)δ̂(µ2)
)
B(λ)Ω+.
(B.10)
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C Bethe vectors
With the aim of pursuing the general case in this appendixwe present the Bethe vector Ψ˜3(µ1, µ2, µ3),
which in the scaling limit corresponds to the corresponding Bethe vector of the XXX chain [12],
Ψ˜3(µ1, µ2, µ3) = B(µ1)B(µ2)B(µ3)Ω+ + b˜
(1)
3 (µ3; µ2, µ1)B(µ1)B(µ2)Ω+ + b˜
(1)
3 (µ1; µ2, µ3)×
×B(µ2)B(µ3)Ω+ + b˜
(1)
3 (µ2; µ1, µ3)B(µ1)B(µ3)Ω+ + b˜
(2)
3 (µ1, µ2; µ3)B(µ3)Ω+
+b˜
(2)
3 (µ1, µ3; µ2)B(µ2)Ω+ + b˜
(2)
3 (µ2, µ3; µ1)B(µ1)Ω+ + b˜
(3)
3 (µ1, µ2, µ3)Ω+,
(C.1)
where the coefficient functions b˜
(1)
3 (µ1; µ2, µ3) , b˜
(2)
3 (µ1, µ2; µ3) and b˜
(3)
3 (µ1, µ2, µ3) are explicitly
given by
b˜
(1)
3 (µ1; µ2, µ3) =
(
−
ψ+
κ+
)( 3
∏
i=2
sinh(µ1 + µi) sinh(µ1 − µi − η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
sinh(2µ1)
sinh(2µ1 + η)
cosh(ξ+ − µ1) α(µ1)
−
3
∏
i=2
sinh(µ1 − µi + η) sinh(µ1 + µi + 2η)
sinh(µ1 − µi) sinh(µ1 + µi + η)
cosh(ξ+ + µ1 + η) δ̂(µ1)
)
, (C.2)
b˜
(2)
3 (µ1, µ2; µ3) =
(
ψ+
κ+
)2( 2
∏
i=1
sinh(2µi)
sinh(2µi + η)
sinh(µi + µ3) sinh(µi − µ3 − η)
sinh(µi − µ3) sinh(µi + µ3 + η)
sinh(µ1 + µ2)
sinh(µ1 + µ2 + η)
×
× cosh(2ξ+ − µ1 − µ2 + η) α(µ1)α(µ2)−
sinh(2µ1)
sinh(2µ1 + η)
sinh(µ1 + µ3) sinh(µ1 − µ3 − η)
sinh(µ1 − µ3) sinh(µ1 + µ3 + η)
×
×
sinh(µ2 − µ3 + η) sinh(µ2 + µ3 + 2η)
sinh(µ2 − µ3) sinh(µ2 + µ3 + η)
sinh(µ1 − µ2 − η)
sinh(µ1 − µ2)
cosh(2ξ+ − µ1 + µ2 + 2η) α(µ1)δ̂(µ2)
−
sinh(2µ2)
sinh(2µ2 + η)
sinh(µ2 + µ3) sinh(µ2 − µ3 − η)
sinh(µ2 − µ3) sinh(µ2 + µ3 + η)
sinh(µ1 − µ3 + η) sinh(µ1 + µ3 + 2η)
sinh(µ1 − µ3) sinh(µ1 + µ3 + η)
×
×
sinh(µ2 − µ1 − η)
sinh(µ2 − µ1)
cosh(2ξ+ + µ1 − µ2 + 2η) δ̂(µ1)α(µ2) +
sinh(µ1 + µ2 + 2η)
sinh(µ1 + µ2 + η)
×
×
2
∏
i=1
sinh(µi − µ3 + η) sinh(µi + µ3 + 2η)
sinh(µi − µ3) sinh(µi + µ3 + η)
cosh(2ξ+ + µ1 + µ2 + 3η) δ̂(µ1)δ̂(µ2)
)
, (C.3)
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and
b˜
(3)
3 (µ1, µ2, µ3) =
(
−
ψ+
κ+
)3( 3
∏
i=1
sinh(2µi)
sinh(2µi + η)
3
∏
j>i
sinh(µi + µj)
sinh(µi + µj + η)
cosh(3ξ+ − µ1 − µ2 − µ3 + 3η) ×
× α(µ1)α(µ2)α(µ3)−
sinh(µ1 + µ2)
sinh(µ1 + µ2 + η)
2
∏
i=1
sinh(2µi)
sinh(2µi + η)
sinh(µi − µ3 − η)
sinh(µi − µ3)
×
× cosh(3ξ+ − µ1 − µ2 + µ3 + 4η) α(µ1)α(µ2)δ̂(µ3)−
sinh(µ1 + µ3)
sinh(µ1 + µ3 + η)
3
∏
i=1
i 6=2
sinh(2µi)
sinh(2µi + η)
×
×
sinh(µi − µ2 − η)
sinh(µi − µ2)
cosh(3ξ+ − µ1 + µ2 − µ3 + 4η) α(µ1)α(µ3)δ̂(µ2)−
sinh(µ2 + µ3)
sinh(µ2 + µ3 + η)
×
3
∏
i=2
sinh(2µi)
sinh(2µi + η)
sinh(µi − µ1 − η)
sinh(µi − µ1)
cosh(3ξ+ + µ1 − µ2 − µ3 + 4η) α(µ2)α(µ3)δ̂(µ1)
+
sinh(2µ1)
sinh(2µ1 + η)
3
∏
i=2
sinh(µ1 − µi − η)
sinh(µ1 − µi)
sinh(µ2 + µ3 + 2η)
sinh(µ2 + µ3 + η)
cosh(3ξ+ − µ1 + µ2 + µ3 + 5η)×
× α(µ1)δ̂(µ2)δ̂(µ3) +
sinh(2µ2)
sinh(2µ2 + η)
3
∏
i=1
i 6=2
sinh(µ2 − µi − η)
sinh(µ2 − µi)
sinh(µ1 + µ3 + 2η)
sinh(µ1 + µ3 + η)
×
× cosh(3ξ+ + µ1 − µ2 + µ3 + 5η) α(µ2)δ̂(µ1)δ̂(µ3) +
sinh(2µ3)
sinh(2µ3 + η)
2
∏
i=1
sinh(µ3 − µi − η)
sinh(µ3 − µi)
×
×
sinh(µ1 + µ2 + 2η)
sinh(µ1 + µ2 + η)
cosh(3ξ+ + µ1 + µ2 − µ3 + 5η) α(µ3)δ̂(µ1)δ̂(µ2)
−
3
∏
i=1
3
∏
j>i
sinh(µi + µj + 2η)
sinh(µi + µj + η)
cosh(3ξ+ + µ1 + µ2 + µ3 + 6η) δ̂(µ1)δ̂(µ2)δ̂(µ3)
)
. (C.4)
The action of t(λ) (V.21) on Ψ˜3(µ1, µ2, µ3), obtained by a straightforward calculations using
evident generalization of the formulas (B.8), (B.9) and (B.10) and subsequent rearranging of
terms, is give by
t(λ)Ψ˜3(µ1, µ2, µ3) = Λ3(λ, {µi})Ψ˜3(µ1, µ2, µ3) +
3
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) F3(µi; {µj}j 6=i) Ψ˜3(λ, {µj}j 6=i),
(C.5)
where the eigenvalue Λ3(λ, {µi}) is given in (V.55) and the function F3(µi; {µj}j 6=i) in (V.56).
With the aim of adding some extra terms, multiplied by some arbitrary coefficients and in
this sense generalizing Ψ˜3(µ1, µ2, µ3) in such a way that the action of t(λ) (C.5) is preserved,
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we observe the following six identities. The first three identities, which are straightforward
generalization of the identities (V.41) and (V.42) relevant in the M = 2 case, are given by
Λ2(λ, {µj}
3
j 6=i)−Λ3(λ, {µj}
3
j=1) = κ
+ sinh(ξ+−λ)
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
F3(λ; {µj}
3
j 6=i),
(C.6)
here i = 1, 2, 3 and the other three identities, which are generalization of the identity (V.43) in
the M = 2 case, are
F3(µj; {µk}
3
k 6=j) F2(µi; {µk}
3
k 6=i,j)− F3(µi; {µk}
3
k 6=i) F3(µj;λ, {µk}
3
k 6=i,j)
sinh(λ− µi) sinh(λ + µi + η)
+
+
F3(µi; {µk}
3
k 6=i) F2(µj; {µk}
3
k 6=i,j)− F3(µj; {µk}
3
k 6=j) F3(µi;λ, {µk}
3
k 6=i,j)
sinh(λ− µj) sinh(λ + µj + η)
= 0, (C.7)
here i < j, i = 1, 2, and j = 2, 3. Therefore the general form of the Bethe vector
Ψ˜3(µ1, µ2, µ3,C1,C2,C3) is given by
Ψ˜3(µ1, µ2, µ3,C1,C2,C3) = Ψ˜3(µ1, µ2, µ3)+C3
ψ+
κ+
3
∑
i=1
sinh(ξ+−µi)F3(µi; {µj}j 6=i)Ψ˜2({µj}j 6=i,C1,C2),
(C.8)
where C3 does not depend on {µi}
3
i=1 and Ψ˜2(λ, µi,C1,C2) is given in (V.44). Due to (C.5)
and the above identities (C.6) – (C.7) it is straightforward to check that the off-shell action of
transfer matrix t(λ) on Ψ˜3(µ1, µ2, µ3,C1,C2,C3) is
t(λ)Ψ˜3(µ1, µ2, µ3,C1,C2,C3) = Λ3(λ, {µi})Ψ3(µ1, µ2, µ3,C1,C2,C3) +
3
∑
i=1
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
×
× κ+ sinh(ξ+ − µi) F3(µi; {µj}j 6=i) Ψ3(λ, {µj}j 6=i,C1,C2,C3).
(C.9)
By setting C1 =
1− 2e2η − 2e4η − e6η
1− e6η
,C2 = − tanh(η) and C3 = 1 in (C.8) we obtain the
corresponding Bethe vector Ψ3(µ1, µ2, µ3) (V.50), i.e.
Ψ3(µ1, µ2, µ3) = Ψ˜3(µ1, µ2, µ3,C1 =
1− 2e2η − 2e4η − e6η
1− e6η
,C2 = − tanh(η),C3 = 1). (C.10)
Although it would be natural to continue this approach and present here the Bethe vector
Ψ˜4(µ1, µ2, µ3, µ4), which in the scaling limit corresponds to the Bethe vector of the XXX chain
[12], it turns out that the expressions for the coefficients functions b˜
(i)
4 (µ1, . . . , µi; µi+1, . . . , µ4)
are cumbersome, not admitting any compact form. For this reason we have decided not
present them here.
Indeed, the main obstacle in this approach is the lack of the closed form for the coefficients
functions b˜
(i)
M (µ1, . . . , µi; µi+1, . . . , µM) of the Bethe vector Ψ˜M(µ1, . . . , µM), whose scaling limit
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corresponds to the Bethe vector of the XXX chain, for an arbitrary natural number M. All the
necessary identities are know, the M identities of the first type
ΛM−1(λ, {µj}
M
j 6=i)−ΛM(λ, {µj}
M
j=1) = κ
+ sinh(ξ+−λ)
sinh(η) sinh(2(λ + η))
sinh(λ− µi) sinh(λ + µi + η)
FM(λ; {µj}
M
j 6=i),
(C.11)
here i = 1, . . . ,M and the M(M−1)2 identities of the second type
FM(µj; {µk}
M
k 6=j) FM−1(µi; {µk}
M
k 6=i,j)− FM(µi; {µk}
M
k 6=i) FM(µj;λ, {µk}
M
k 6=i,j)
sinh(λ− µi) sinh(λ + µi + η)
+
+
FM(µi; {µk}
M
k 6=i) FM−1(µj; {µk}
M
k 6=i,j)− FM(µj; {µk}
M
k 6=j) FM(µi;λ, {µk}
M
k 6=i,j)
sinh(λ− µj) sinh(λ + µj + η)
= 0, (C.12)
here i < j, i = 1, 2, . . . ,M − 1, and j = 2, 3, . . . ,M. The most general form of the Bethe
vector, for an arbitrary positive integer M, is given as a sum of a particular vector and a linear
combination of lower order Bethe vectors that correspond to the same eigenvalue
Ψ˜M({µi}
M
i=1, {Cj}
M
j=1) = Ψ˜M(µ1, . . . , µM) + CM
ψ+
κ+
M
∑
i=1
sinh(ξ+ − µi)FM(µi; {µj}
M
j 6=i)×
× Ψ˜M−1({µj}
M
j 6=i, {Ck}
M−1
k=1 ).
(C.13)
Unfortunately, this approach cannot be used in general case due to the lack of the closed
form for the coefficients functions of the Bethe vector Ψ˜M(µ1, . . . , µM). On the other hand, as
it is evident form the formulae (V.60) – (V.62), the recurrence procedure we propose is clearly
advantages providing basically the same formulae, up to the multiplicative factors, like in the
case of the XXXHeisenberg spin chain [12], for the coefficients functions b
(i)
M (µ1, . . . , µi; µi+1, . . . , µM)
of the Bethe vector ΨM(µ1, . . . , µM), besides b
(1)
M (µ1; µ2, . . . , µM) which is given explicitly in
(V.59).
-34-
REFERENCES REFERENCES
References
[1] L. A. Takhtajan and L. D. Faddeev, The quantum method for the inverse problem
and the XYZ Heisenberg model, (in Russian) Uspekhi Mat. Nauk 34 No. 5 (1979) 13–63;
translation in Russian Math. Surveys 34 No.5 (1979) 11–68.
[2] P. P. Kulish and E. K. Sklyanin, Quantum spectral transform method. Recent develop-
ments, Lecture Notes in Physics 151 (1982), 61–119.
[3] L. D. Faddeev, How the algebraic Bethe Ansatz works for integrable models, In Quan-
tum symmetries / Symetries quantiques, Proceedings of the Les Houches summer school,
Session LXIV. Eds. A. Connes, K. Gawedzki and J. Zinn-Justin. North-Holland, 1998, 149–
219; hep-th/9605187.
[4] W. Heisenberg, Zur Theorie der Ferromagnetismus, Zeitschrift für Physik 49, 619–636
(1928).
[5] E. Mukhin, V. Tarasov and A. Varchenko, Bethe algebra of homogeneous XXX Heisen-
berg model has simple spectrum, Comm. Math. Phys. 288 No. 1 (2009) 1–42.
[6] E. K. Sklyanin, Boundary conditions for integrable quantum systems, J. Phys. A: Math.
Gen. 21 (1988) 2375–2389.
[7] L. Freidel and J.-M. Maillet, Quadratic algebras and integrable systems, Phys. Lett. B 262
(1991) 278–284.
[8] L. Freidel and J.-M. Maillet,On classical and quantum integrable field theories associated
to Kac-Moody current algebras, Phys. Lett. B 263 (1991) 403–410.
[9] C. S. Melo, G. A. P. Ribeiro and M. J. Martins, Bethe ansatz for the XXX − S chain
with non-diagonal open boundaries, Nuclear Phys. B 711, no. 3 (2005) 565–603.
[10] S. Belliard, N. Crampé and E. Ragoucy, Algebraic Bethe ansatz for open XXX model
with triangular boundary matrices, Lett. Math. Phys. 103 No. 5 (2013) 493–506.
[11] S. Belliard and N. Crampé Heisenberg XXX model with general boundaries: eigenvec-
tors from algebraic Bethe ansatz, SIGMA Symmetry Integrability Geom. Methods Appl.
9 (2013), Paper 072, 12 pp.
[12] N. Cirilo António, N. Manojlovic´ and I. Salom,Algebraic Bethe ansatz for the XXX chain
with triangular boundaries and Gaudin model, Nuclear Physics B 889 (2014) 87-108.
[13] R. A. Pimenta and A. Lima-Santos, Algebraic Bethe ansatz for the six vertex model with
upper triangular K-matrices, J. Phys. A 46 No. 45 (2013) 455002, 13 pp.
[14] S. Belliard, Modified algebraic Bethe ansatz for XXZ chain on the segment - I: Triangular cases,
Nuclear Physics B 892 (2015) 1–20.
-35-
REFERENCES REFERENCES
[15] S. Belliard and R. A. PimentaModified algebraic Bethe ansatz for XXZ chain on the segment
- II - general cases, Nuclear Physics B 894 (2015) 527–552.
[16] J. Avan, S. Belliard, N. Grosjean and R. A. Pimenta, Modified algebraic Bethe ansatz for
XXZ chain on the segment - III - Proof, Nuclear Physics B 899 (2015) 229–246.
[17] A. M. Gainutdinov and R. I. Nepomechie, Algebraic Bethe ansatz for the quantum
group invariant open XXZ chain at roots of unity, Nuclear Physics B 909 (2016) 796–839.
[18] L. Frappat, R. I. Nepomechie, and E. Ragoucy, A complete Bethe ansatz solution for
the open spin-s XXZ chain with general integrable boundary terms, Journal of Statistical
Mechanics: Theory and Experiment, 0709 (2007) P09009.
[19] J. Cao, W.- L. Yang, K. Shi and Y. Wang, Off-diagonal Bethe ansatz solution of the XXX
spin chain with arbitrary boundary conditions, Nuclear Physics B 875 (2013) 152–165.
[20] X. Zhang, Y.-Y. Li, J. Cao, W.-L. Yang, K. Shi and Y. Wang, Bethe states of the XXZ
spin-12 chain with arbitrary boundary fields Nuclear Physics B 893 (2015) 70–88.
[21] R. I. Nepomechie, Bethe ansatz solution of the open XXZ chain with nondiagonal bound-
ary terms, Journal of Physics A: Mathematical and Theoretical 37 (2004), no. 2, 433–440.
[22] M. Jimbo, R. Kedem, T. Kojima, H. Konno and T. Miwa, XXZ chain with a boundary,
Nuclear Physics B 441 (1995) 437–470.
[23] J. Cao, H. Lin, K. Shi and Y. Wang, Exact solutions and elementary excitations in the
XXZ spin chain with unparallel boundary fields, Nucl. Phys. B 663 (2003) 487–519.
[24] E. Ragoucy, Coordinate Bethe ansätze for non-diagonal boundaries, Rev. Math. Phys. 25
(2013), no. 10, 1343007.
[25] J.-M. Maillet, G. Niccoli and B. Pezelier, Transfer matrix spectrum for cyclic representa-
tions of the 6-vertex reflection algebra I, SciPost Phys. 2, 009 (2017).
[26] M. Gaudin, Diagonalisation d’une classe d’hamiltoniens de spin, J. Physique 37 (1976)
1087–1098.
[27] M. Gaudin, La fonction d’onde de Bethe, chapter 13 Masson, Paris, 1983.
[28] E. K. Sklyanin, Separation of variables in the Gaudin model, Zap. Nauchn. Sem.
Leningrad. Otdel. Mat. Inst. Steklov. (LOMI) 164 (1987) 151–169; translation in Journal
of Soviet Mathematics Volume 47, Issue 2 (1989) 2473–2488.
[29] A. A. Belavin and V. G. Drinfeld. Solutions of the classical Yang-Baxter equation for
simple Lie algebras (in Russian), Funktsional. Anal. i Prilozhen. 16 (1982), no. 3, 1–29;
translation in Funct. Anal. Appl. 16 (1982) no. 3, 159-180.
-36-
REFERENCES REFERENCES
[30] E. K. Sklyanin and T. Takebe, Algebraic Bethe ansatz for the XYZ Gaudin model, Phys.
Lett. A 219 (1996) 217-225.
[31] M. A. Semenov-Tian-Shansky,Quantum and classical integrable systems, in Integrability
of Nonlinear Systems, Lecture Notes in Physics Volume 495 (1997) 314-377.
[32] B. Jurcˇo, Classical Yang-Baxter equations and quantum integrable systems, J. Math. Phys.
Volume 30 (1989) 1289–1293.
[33] B. Jurcˇo, Classical Yang-Baxter equations and quantum integrable systems (Gaudin mod-
els), in Quantum groups (Clausthal, 1989), Lecture Notes in Phys. Volume 370 (1990) 219–
227.
[34] F. Wagner and A. J. Macfarlane, Solvable Gaudin models for higher rank symplectic
algebras. Quantum groups and integrable systems (Prague, 2000) Czechoslovak J. Phys.
50 (2000) 1371–1377.
[35] T. Brzezinski and A. J. Macfarlane, On integrable models related to the osp(1,2) Gaudin
algebra, J. Math. Phys. 35 (1994), no. 7, 3261–3272.
[36] P. P. Kulish and N. Manojlovic´, Creation operators and Bethe vectors of the osp(1|2) Gaudin
model, J. Math. Phys. 42 no. 10 (2001) 4757–4778.
[37] P. P. Kulish and N. Manojlovic´, Trigonometric osp(1|2) Gaudin model, J. Math.Phys. 44
no. 2 (2003) 676–700.
[38] A. Lima-Santos and W. Utiel, Off-shell Bethe ansatz equation for osp(2|1) Gaudin mag-
nets, Nucl. Phys. B 600 (2001) 512–530.
[39] V. Kurak and A. Lima-Santos, sl(2|1)(2) Gaudin magnet and its associated Knizhnik-
Zamolodchikov equation, Nuclear Physics B 701 (2004) 497–515.
[40] K. Hikami, Gaudin magnet with boundary and generalized Knizhnik-Zamolodchikov
equation, J. Phys. A Math. Gen. 28 (1995) 4997–5007.
[41] K. Hao, W. L. Yang, H. Fan, S. Y. Liu, K. Wu, Z. Y. Yang and Y. Z. Zhang, Determi-
nant representations for scalar products of the XXZGaudin model with general boundary
terms, Nuclear Physics B 862 (2012) 835–849.
[42] W. L. Yang, R. Sasaki and Y. Z. Zhang, Zn elliptic Gaudin model with open boundaries,
JHEP 09 (2004) 046.
[43] W. L. Yang, R. Sasaki and Y. Z. Zhang, An−1 Gaudin model with open boundaries,
Nuclear Physics B 729 (2005) 594–610.
[44] A. Lima-Santos, The sl(2|1)(2) Gaudin magnet with diagonal boundary terms, J. Stat.
Mech. (2009) P07025.
-37-
REFERENCES REFERENCES
[45] E. K. Sklyanin, Boundary conditions for integrable equations, (Russian) Funktsional.
Anal. i Prilozhen. 21 (1987) 86–87; translation in Functional Analysis and Its Applications
21 (1987) 164–166.
[46] J.-M. Maillet, Kac-Moody algebra and extended Yang-Baxter relations in the O(N) non-
linear σ-model, Physics Letters B 162 (1985) 137–142.
[47] J.-M. Maillet, New integrable canonical structures in two-dimensional models, Nuclear
Physics B 269 (1986) 54–76.
[48] J. Avan and M. Talon, Rational and trigonometric constant non-antisymmetric R-
matrices, Physics Letters B 241 (1990) 77–82.
[49] K. Hikami, Separation of variables in the BC-type Gaudin magnet, J. Phys. A Math. Gen.
28 (1995) 4053–4061.
[50] T. Skrypnyk, Non-skew-symmetric classical r-matrix, algebraic Bethe ansatz, and
Bardeen-Cooper-Schrieffer-type integrable systems, J. Math. Phys. 50 (2009) 033540, 28
pages.
[51] T. Skrypnyk, "Z2-graded” Gaudin models and analytical Bethe ansatz, Nuclear Physics B
870 (2013), no. 3, 495–529.
[52] N. Cirilo António, N. Manojlovic´, E. Ragoucy and I. Salom, Algebraic Bethe ansatz for the
sℓ(2) Gaudin model with boundary, Nuclear Physics B 893 (2015) 305-331.
[53] T. Skrypnyk, "Generalized" algebraic Bethe ansatz, Gaudin-type models and Zp-graded
classical r-matrices, Nuclear Physics B 913 (2016) 327–356.
[54] N. Cirilo António, N. Manojlovic´ and Z. Nagy, Trigonometric sℓ(2) Gaudin model with
boundary terms, Reviews in Mathematical Physics Vol. 25 No. 10 (2013) 1343004.
[55] N. Manojlovic´ and I. Salom, Algebraic Bethe ansatz for the trigonometric Gaudin model with
triangular boundary, in preparation.
[56] N. Manojlovic´, Z. Nagy and I. Salom, Derivation of the trigonometric Gaudin Hamiltonians,
Proceedings of the 8thMathematical Physics meeting: Summer School and Conference on
ModernMathematical Physics, 24 - 31 August 2014, Belgrade, Serbia, SFIN XXVIII Series
A: Conferences No. A1, ISBN: 978-86-82441-43-4, (2015) 127–135.
[57] R. J. Baxter, Partition function of the Eight-Vertex lattice model, Annals of Physics 70
(1972) 193–228.
[58] R. J. Baxter, Exactly solved models in statistical mechanics, Academic Press, London
(1982).
-38-
REFERENCES REFERENCES
[59] C. N. Yang, Some exact results for the many-body problem in one dimension with repul-
sive delta-function interaction, Physical Review Letters 19 (1967) 1312-1315.
[60] P. P. Kulish and N. Yu. Reshetikhin,Quantum linear problem for the sine-Gordon equa-
tion and higher representations, Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov.
(LOMI) Vol. 101 (1981) 101–110, translation in Journal of Soviet Mathematics Volume 23,
Issue 4 (1983) Pages 2435-2441.
[61] M. Jimbo,A q-difference analogue ofU(g) and the Yang-Baxter equation, Letters inMath-
ematical Physics 10 (1985) 63–69.
[62] M. Jimbo, A q-analogue of U (g(N + 1)), Hecke Algebra, and the Yang-Baxter Equation,
Letters in Mathematical Physics 11 (1986) 247–252.
[63] L. D. Faddeev, N. Yu. Reshetikhin and L. A. Takhtajan,Quantum groups, Braid group,
knot theory and statistical mechanics, 97–110, Adv. Ser. Math. Phys., 9, World Sci. Publ.,
Teaneck, NJ, 1989.
[64] P. P. Kulish and E. K. Sklyanin, The generalUq(sl(2)) invariant XXZ integrable quantum
spin chain, J. Phys. A. Math. Gen. 24 (1991) L435–L439.
[65] A. V. Zabrodin, Quantum transfer matrices for discrete and continuous quasi-exactly
solvable problems, Theoretical and Mathematical Physics, VoI. 104, No. 1, (1995) 762–776.
[66] A. Doikou, A note on the boundary spin s XXZ chain, Physics Letters A 366 (2007) 556-
562.
[67] H. J. de Vega and A. González Ruiz, Boundary K-matrices for the XYZ, XXZ, XXX
spin chains, J. Phys. A: Math. Gen. 27 (1994), 6129–6137.
[68] S. Ghoshal and A. B. Zamolodchikov, Boundary S-matrix and boundary state in two-
dimensional integrable quantum field theory, International Journal of Modern Physics A
09, 3841 (1994) 3841–3885.
[69] S. Ghoshal and A. B. Zamolodchikov, Errata: Boundary S-matrix and boundary state
in two-dimensional integrable quantum field theory, International Journal of Modern
Physics A 09, 4353 (1994) 4353.
[70] M. Jimbo, R. Kedem, H. Konno, T. Miwa and R. Weston, Difference equations in spin
chains with a boundary, Nuclear Physics B 448 (1995) 429–456.
[71] N. Reshetikhin, J. Stokman and B. Vlaar, Boundary quantum Knizhnik-Zamolodchikov
equations and fusion Annales Henri Poincaré 17 (2016) 137–177.
[72] N. Reshetikhin, J. Stokman and B. Vlaar, Integral solutions to boundary quantum
Knizhnik-Zamolodchikov equations, arXiv:1602.08457.
-39-
