Local microstructural weak links for spall damage were investigated using three-dimensional (3-D) characterization in multicrystalline copper samples (grain size % 450 lm) shocked with laser-driven plates at low pressures (2 to 4 GPa). The thickness of samples and flyer plates, approximately 1000 and 500 lm respectively, led to short pressure pulses that allowed isolating microstructure effects on local damage characteristics. Electron Backscattering Diffraction and optical microscopy were used to relate the presence, size, and shape of porosity to local microstructure. The experiments were complemented with 3-D finite element simulations of individual grain boundaries (GBs) that resulted in large damage volumes using crystal plasticity coupled with a void nucleation and growth model. Results from analysis of these damage sites show that the presence of a GB-affected zone, where strain concentration occurs next to a GB, correlates strongly with damage localization at these sites, most likely due to the inability of maintaining strain compatibility across these interfaces, with additional effects due to the inclination of the GB with respect to the shock. Results indicate that strain compatibility plays an important role on intergranular spall damage in metallic materials.
I. INTRODUCTION
CHARACTERIZING the response of materials subjected to shock loading is important to a wide variety of scientific and technical applications. Spall fracture is an important failure mode in metallic materials undergoing shock loading, and it is of interest to study how local microstructure contributes to where spall damage first nucleates in a specimen, and how it may contribute to its growth and coalescence. In flyer plate impact tests, a spall plane develops from the nucleation, growth, and coalescence of voids in a one-dimensional damage zone. This occurs when the tensile pulse created from the interaction of release waves, which originate from free surfaces of the flyer and the sample, exceeds a threshold value known as the spall strength. [1, 2] Extensive research has been conducted to find the effects that material anisotropy, grain size, grain boundaries (GBs), precipitates, and inclusions have on the spallation process. [1, [3] [4] [5] [6] [7] In pure polycrystalline metals such as copper, where spall damage is produced by void nucleation and growth (ductile fracture), initial damage evolution tends to be dominated by GBs. [1, 3, [5] [6] [7] Local microstructural variables such as geometry, crystal orientation, GB strength, GB misorientation, and physical orientation of the GB plane with respect to shock direction are among the characteristics of intergranular damage sites currently being researched. [5] [6] [7] [8] [9] [10] [11] [12] Wayne et al. [5] analyzed intergranular spall damage in polycrystalline copper to obtain the probability of finding damage at a GB given its misorientation angle. They reported that GBs with the highest probability to contain damage have misorientations between 25 and 50 deg. They indicated there was a need to determine whether the intrinsic strengths of the GBs or stress/ strain concentrations at the GBs dominate void nucleation. Escobedo et al. [7] showed there is a clear tendency for voids not to nucleate at R1 and R3 GBs, in agreement with literature reports. [5] A limitation of existing studies is the lack of threedimensional (3-D) information linking spall voids to microstructure, which makes it impossible to study the effect of the mismatch in crystallography of the GB planes at damage sites. The Taylor factor (TF) mismatch of damaged GBs along the shock direction has been used to study plasticity effects on void nucleation. [7] However, it was concluded that this TF mismatch by itself is not enough to characterize a damage site. [7] The orientation of the GB normal must be important right before voids begin to open, since continuity of displacements and tractions at an interface is strongly dependent on the orientation of the interface normal, particularly for anisotropic materials. [13] This normal cannot be characterized with two-dimensional data. The work presented in this study aims to gather 3-D information of microstructural ''weak links'' for spall damage, through a combination of experiments on samples with large grains and 3-D characterization of damage localization sites, i.e., those with large volumes of damage-induced porosity.
The temporal and spatial complexity of the spall damage process requires experimental observations to be analyzed with simulations. Models for this purpose must account for strain rate effects, elastic and plastic anisotropy, and damage initiation and evolution phenomena. In that regard, several constitutive models have been developed to simulate the response of metals at high strain rates. [14] [15] [16] [17] In addition, several models based on micromechanics [18, 19] or on continuum damage mechanics (CDM) [20, 21] have been used to simulate damage. Models have also been developed to simulate spall damage during shock loading. [22, 23] Dynamic behavior in anisotropic materials has been modeled as well, [24] [25] [26] [27] and several void nucleation and growth models have been used to predict damage initiation and evolution in anisotropic materials. [28, 29] Clayton and coworkers developed crystalline elasto-plasticity models to study the high strain rate behavior of multiphase, highdensity polycrystalline metals. [30, 31] They used cohesive zone techniques to represent grain and phase boundaries to simulate interfacial fracture, and showed that interfacial properties have a higher influence on spall behavior prediction than grain shapes and initial orientations.
In addition to effects of interfacial properties, some authors have theorized that macroscopic effects of stresses and strains produced by material anisotropy required to insure strain compatibility at GBs, as seen for quasi-static [32] and fatigue [33] damage in metals, might play a role in spall damage localization at high angle GBs. [5, 6] This is consistent with the fact that the high symmetry of P 1 and P 3 GBs is likely to lead compatible strains across these interfaces, which has been invoked to explain lack of spall damage at these GBs. [8, 34] However, a quantitative study of these effects has not been carried out, which is a key objective of this study. Hence, 3-D finite element (FE) simulations are used to model selected damage sites characterized experimentally to elucidate some of these effects.
II. EXPERIMENTAL PROCEDURE
All 10 mm diameter targets were prepared from a rolled plate of high-purity Hitachi copper (99.995 pct, halfhard) and polished within ±10 pct of the desired thickness of 1 mm and finished with 0.05 lm colloidal silica while maintaining faces parallel to a tolerance of approximately 0.05 deg. Targets were heat treated in vacuum at 1173 K (900°C) for 4 hours to grow the grains to an average size of 450 lm, leading to a quasi-columnar microstructure with only a few grains through the thickness. These samples are labeled ''multicrystals'' given that they have several grains on their cross-sections, but not enough to qualify as true polycrystals using the definition offered by Kocks. [35] This also makes each sample unique, as the microstructure in each specimen will be different from others. Dynamic testing was conducted at the Trident facility at Los Alamos National Laboratory (LANL) using laser-launched flyer plates. Trident is a Nd:glass laser that operates at a wavelength of 1054 nm and produces a homogenous drive for uniform flyer plate acceleration. Additional information on the drive beam setup can be found in Reference 36. The target sample rested flush against a 9.53-mm-thick Plexiglass (PMMA) window on the diagnostic side through which the velocity history could be recorded using point and line velocity interferometry systems for any reflectors (VISARs). Standard approximations [2, 6] were used to account for effects of the window on the maximum normal stress parallel to the shock (r max ), spall strength (r spall ), and strain rate (_ e). The flyer was mounted on a sapphire substrate and rested against a confinement layer (Cu disk 0.1-to 0.5-mm thick). An ablative layer on the sapphire substrate launched the flyers via a laser-induced high temperature mixture of vapors and plasmas. [36] The whole setup, a schematic of which is shown in Figure 1 , was placed in a vacuum chamber (10 À4 to 10 À5 Torr). It is important to keep in mind that the flyer and target geometries described above will lead to overall uniaxial strain conditions in the center of the sample. [2, 37] Under these conditions, the overall stress state is equivalent to a uniaxial stress along the shock direction superimposed to a hydrostatic pressure, which produces very high ratios of pressure to von Mises stress (triaxiality), around 10 to 20 in this case. Testing conditions were such that tensile pressures were at and slightly above the spall strength of the material to ensure void nucleation while slowing void growth. These conditions also lead to the presence of overall plasticity in the sample for the triaxialities mentioned above. In addition, the onset of yielding in copper single crystals undergoing shock loading along different crystal orientations has been observed to change due to anisotropy, [38] and this is expected to play a role in producing heterogeneity in local plastic strains for individual grains. Two samples tested under somewhat similar conditions were chosen based on the presence of spall signatures on their particle velocity histories. These samples were examined using optical microscopy (OM), scanning electron microscopy (SEM), and electron backscattering diffraction (EBSD) to study damage in relation to microstructure.
Samples were serial-sectioned using mechanical polishing with a slice thickness of 25 lm. The EBSD maps of each section were performed with an EDAX/TSL OIMä system in a Tescan scanning electron microscope with the following conditions: 5 lm step size, 20 kV, and 0.75 lm spot size. Physical (Vickers indents) and crystallographic (Si single crystal) fiducials facilitated alignment of serial images and crystallographic data.
Damage sites were reconstructed by aligning and segmenting stacks of SEM and OM images, whereas microstructure was reconstructed from stacks of EBSD scans, using Avizoä software. Damage and microstructure reconstructions were aligned and superimposed, allowing 3-D visualization of damage sites and their surrounding microstructure. Selected sites had large volumes, indicating a tendency for damage localization, but dimensions smaller than the average grain size, so that their location within the microstructure could be discerned.
Analysis of large volume damage sites was done based on their 3-D geometric characteristics and EBSD measurements to link the presence of voids to their microstructural and crystallographic features. These features included grain orientations with respect to the loading direction and the crystallographic GB normals, the Taylor Factors of adjacent grains, and the GB misorientation. The results from the experimental characterization were analyzed via numerical simulations using crystal plasticity with a damage model based on void nucleation and growth. The details of the constitutive model used are presented next.
III. CONSTITUTIVE MODELING

A. Crystal Plasticity (CP) Framework
The CP formulation used here is quite similar to that proposed in Reference 26, with modifications to include volumetric damage strains, kinematic hardening, and a different equation of state (EOS). Hence, details will be provided mostly on the differences with the formulation in Reference 26.
Kinematics
The formulation uses the multiplicative decomposition of the deformation gradient F into an inelastic component F p , corresponding to plastic flow, and an elastic component F e , associated with elastic stretching and rigid body rotations. [39, 40] This is modified following Reference 41 to introduce a configuration that undergoes volume changes, [28] which accounts for volumetric strains due to void nucleation and growth. This leads to four configurations: the reference configuration, which is labeled B 0 , the configuration undergoing plastic deformation, labeled B, the configuration undergoing volume change due to damage, labeledB; and the final or current configuration, B, which results from applying elastic deformations toB. [28, 41] Hence, the total deformation gradient can be written as
where F v is the volumetric deformation gradient. [28, 41] The corresponding velocity gradient L is given by
In Eq. [2] , all quantities are expressed in the current configuration. The plastic velocity gradient corresponding to crystallographic slip is given by [42] 
where _ c ðaÞ is the plastic slip rate on the ath slip system, and s a 0 and m a 0 are the unit slip direction and vector normal to the slip plane in the reference configuration B 0 , respectively, i.e., h110i and {111} for Cu, which has the face-centered cubic (FCC) structure.
The vectors s a and m a in the current configuration are updated as [42] 
2. Shear strain rate and hardening laws A general rate-dependent theory was proposed by Rice [40] , and a power-law formulation of this ratedependent model has been widely used. [42] Hence, the plastic shear strain rate of each slip system is given by the empirical relation
where _ c 0 is the reference shearing rate, s a is the resolved shear stress on slip system a, v a is the back stress related to the Bauschinger effect, and g a is the critical shear stress. A formulation based on thermally activated dislocation glide similar to that used in Reference 26 would be more general and it is being implemented. However, given the low shock stresses used here (<4 GPa), Eq. [7] was considered appropriate and was found to reproduce experiments fairly well. The strain hardening is given by the evolution of g (a) through the rate relation:
where h ab is a component of the matrix of slip hardening moduli and the sum is over all active systems. The self (h aa ) and latent (h ab ) hardening moduli [42] are defined as
and h ab ¼ qhðcÞ; ½7 where h 0 is the initial hardening modulus, s 0 is the yield shear stress, s s is the stage I shear stress, c is the cumulative shear strain on all slip systems, and q is a latent hardening parameter. Kinematic hardening is included to account for the Bauschinger effect, i.e., the reduction of yield stress upon strain reversal. The Armstrong-Frederick evolution equation for the back stress (v) can be defined for each slip system in a CP framework as [43] 
where k 1 and k 2 are material constants.
Stress-strain relationship
The Helmholtz free energy is assumed to take the form [26, 28] qw
wherew is the Helmholtz free energy,q is the density, E e is the elastic Green strain tensor in the intermediate configurationB; and C e is the fourth-rank elastic stiffness tensor. The internal state variables k a and f a are associated to isotropic and kinematic hardening, respectively. The second Piola-Kirchoff stressT, which is work conjugate toẼ e , is defined as
The Cauchy stress in the current configuration B is related toT by
The resolved shear stress in the ath slip system is then calculated as
The hydrostatic component of the stress is determined by an equation of state (EOS) in shock problems, [2, 26] whereas the deviatoric component is obtained here via CP. A multiplicative decomposition of the elastic deformation gradient F e into volumetric and deviatoric parts, i.e., F e ¼ F e vol F e dev ; is implemented as described in Reference 44 and only F e dev is used for computations within CP. This results in a formulation essentially identical to that in Reference 26, where the hydrostatic/ deviatoric stress split is handled consistently. The EOS is described next.
Mie-Gru¨neisen EOS
A common form for the EOS is [2] U
where C 0 is the isentropic bulk sound speed, U s is the shock velocity, u p is the particle velocity, and s is the slope of the U s -u p line. The Mie-Gru¨neisen EOS is commonly used in numerical codes, and relates pressure (P), and energy (E) to the energy and pressure at a reference state, e.g., the Hugoniot, at the same specific volume (1/q). It can be written as [2] P
where P H is the Hugoniot pressure, E H is the specific internal energy along the Hugoniot path on the P À 1/q plane, and C is the Gru¨neisen ratio. Using standard thermodynamic approximations for C, E H , and P H , [2] along with Eq. [13] , the pressure P can be expressed as
where g ¼ 1 À detðF e Þ is the volumetric compressive strain. The Cauchy stress is obtained by adding the hydrostatic and deviatoric stresses in the current configuration and it is then corrected to account for the rigid body rotation present in F, as required by ABAQUSä/Explicit. [26, 45] Temperature is estimated by assuming that a large fraction of plastic work is dissipated as heat (%90 pct) and using this along with the viscous pressure as defined in References 26 and 45. This viscous pressure is also used to dampen numerical oscillations at the shock front. However, temperature rises due to the shock can be estimated to be only 15 K for the maximum shock stress used in the tests (%3.7 GPa). [2] Given that temperature decreases during release, [2] it is not likely to play a key role during damage, and mechanical, rather than thermal, mechanisms should dominate this process. Hence, the damage model used here is purely mechanical, as described next.
B. Void Nucleation and Growth Model
The Gurson-Tvergaard-Needleman (GTN) model was chosen because it accounts for nucleation and growth of voids, both of which occur during spall of ductile materials. [37] It can also be verified against several reliable implementations, e.g., the one in ABA-QUSä. However, given that the GTN model uses a yield surface, it needs to be modified before it can be incorporated into the rate-dependent framework used here. This is achieved by using the yield criterion for rate independent CP, i.e., Schmid's Law, as a plastic potential, after modifying it via continuous damage mechanics (CDM). [21] This is done with a damage parameter consistent with the GTN model, which is expressed as [21] D
where f* is the void volume fraction, q 1 and q 2 are material parameters, and T X is the stress triaxiality defined as |r hydrostatic |/r y , where r y is the flow stress along the shock direction deduced from Schmid's law. The variable D is introduced into CP to calculate the contribution of the void volume fraction to the plastic strain. The plastic potential for CP can then be written as
where s a is the effective resolved shear stress in slip system a, as defined in CDM, [21] s a is the corresponding resolved shear stress, and g a is the flow shear stress. Then, the plastic strain rate from slip on system a can be computed by assuming normality as
The first term on the right-hand side is the plastic strain due to crystallographic slip, whereas the second term is the damage contribution, i.e., a volumetric ''plastic'' strain produced by voids. An expression forL v defined in Eq. [2] can be obtained from Eq. [18] neglecting the spin components, given that the damage strain increment is assumed to be purely volumetric, as
The total plastic strain rate is obtained by summing the rates over all the slip systems, and the volumetric strain rate from Eq. [19] is used to obtain rates for the fractions of nucleated voids ( _ f nuc ) and void growth ( _ f gr ), given by [46] 
½20
where f N , s N , and e N are statistical strain measurements pertaining to void nucleation and _ e p eq is the equivalent plastic strain rate in the matrix material, obtained from CP using the effective stresses as defined using CDM. The rate of total void volume fraction _ f is obtained by adding the rates of fractions of void nucleation and growth. Note that the standard GTN model ignores microinertia effects during damage evolution at high strain rates. [47] These effects significantly refrain void growth and cannot be ignored in the modeling of dynamic damage. [47] Micro-inertia is taken into account by modifying the GTN constant q 2 to be a function of pore volume fraction f as proposed in Reference 48. These authors argued that their model was appropriate for spall damage, which is the case here. An additional modification was introduced to make the model suitable for very high initial triaxialities (%10 here). In this case, q 2 (f) is given by
where T ref = 3, q 2 0 , h 1 , and h 2 are constants, and h 0 is chosen such that q 2 (f) is continuous. It was found that the values for h 1 and h 2 given in Reference 48 led to satisfactory results, and the lower initial value of q 2 to avoid high T x issues is only needed for one time step right after nucleation starts, since the formation of voids leads to an extremely fast decrease in triaxiality.
Numerical integration when D " 0 is carried out by calculating plastic strain rates via CP using the effective Cauchy stress for the matrix from the previous time step defined asr t ¼ r t =ð1 À D t Þ [21] and then obtaining . Then, the effective Cauchy stress at the end of the time step is given by Eq. [11] , which is mapped back to the stress applied to the damaged element (matrix+voids) using r tþDt 1 r tþDt ð1 À D tþDt Þ. [21] Both CP and modified GTN models were implemented as a user subroutine for ABAQUSä/ Explicit (VUMAT). The effect of mesh size on damage is being studied and is not yet incorporated in the model. However, convergence studies indicate a negligible effect for the various mesh sizes used in this study.
The model is calibrated and validated using single crystal tests. The velocity measurements at the PMMA window/target interface are compared to simulated velocities. The test conditions for samples used for calibration and validation are given in Table I .
Note that experiments and analysis by Jones and Mote [38] as well as symmetry considerations indicate that copper single crystals shocked along h111i and h100i directions are the ones that develop a state of stress equivalent to a hydrostatic pressure superimposed to a uniaxial stress along the shock direction (see Section II). However, resolved shear stresses (RSSs) at the onset of yielding calculated in Reference 38 were fairly consistent for all orientations, indicating Schmid behavior under shock conditions. This informed the choice of crystal orientations used: they were taken in pairs, where one orientation would lead to pure uniaxial stresses plus a pressure, whereas the other would not, to make sure the models are working correctly.
The constants for the model are, therefore, calibrated with the results from samples along Figure 2(b) ). Note that the simulations performed to validate the model are done using the calibrated constants, but comparisons with the corresponding experiments are done without any further adjustments to these constants.
The simulation results are in good agreement with the experimental observations for the different single crystal orientations. In particular, the CP model along with the EOS predicts the elastic-plastic loading and unloading part of the velocity profile. The damage model, in turn, captures the pullback, i.e., the non-zero minimum value of the particle velocity during shock release, and the initial reloading slope. This slope is important as it contains information on the rate of damage evolution. [37] The damage model predicts these details quite well in all cases when used with the power-law flow rule, as shown in the inset of Figure 3(b) . Note that only the parameters for the CP and the damage models were derived from the calibration process. Constants for the EOS and anisotropic elastic behavior were obtained from the literature. [2, 26] The resulting material constants are given in the appendix.
IV. EXPERIMENTAL RESULTS
Polycrystalline targets are more useful when studying the statistics of damage sites, [5] but their smaller average grain size makes it more difficult to determine where large volume damage sites nucleate. Hence, copper multicrystals were chosen for this experiment to single out intergranular damage sites with large volumes, which are taken as representative of microstructural weak links. The test conditions of the samples analyzed are shown in Table II .
These samples were chosen due to their similar shock conditions and incipient spall signatures from VISAR records. Note that even though shock conditions were about the same for the two samples, their spall strengths differ by~20 pct. This is likely due to their large quasicolumnar grains, which will lead to different microstructures. The 3-D reconstructions revealed a somewhat uniform spall zone with several large volume damage sites. The large damage sites within the expected 1-D region at the center of the sample had linear dimensions such that at least ten slices from the serial sectioning contained them. Examples are shown in Figure 3 .
It is important to verify that large damage sites were intergranular. Analysis of the 2-D EBSD scans and a 3-D superposition of microstructure and damage is used for this purpose. An example of 3-D superposition of damage and microstructure is shown in Figure 4 .
The microstructure in Figure 4(b) is sliced open, with the top half folded back so one can see the damage at the GBs. The voids chosen for analysis are all along GBs, while smaller, more spherical shaped voids are found along GBs and within grains. The 3-D information gives insight on how the damage evolves with respect to the microstructure, enables one to measure the physical GB normal, as well as the surface areas and volumes of the damage sites.
The grains in the multicrystals were much larger than the damage size, so it was clear that GBs led to damage localization during void nucleation and growth. Then, each GB with a large damage site was characterized by obtaining crystal orientations of the grains along the shock direction and the GB normal, and also the GB axis of rotation and misorientation angle. Nine sites were selected in sample 19804 and 3 in sample 19803, but detailed results will be presented here only for four cases, sites 1, 8, 9, and 10 in Figure 3 . These sites have characteristics that cover a significant span of the parameters under consideration in this study, including damage volume, crystallographic orientations along shock and GB normal directions, misorientation angle, and TF. In addition, a GB (labeled ''0'') close to the spall plane with a 49 deg misorientation angle, which is within the range considered ''weak'' in References 5 and 8, but that did not show damage, was also analyzed. This is done to find out whether or not mesoscale calculations could shed light on its apparent strength. Inverse pole figures (IPFs) characterizing the chosen sites are shown in Figure 5 .
Note from Figure 5 that changes in orientation across the GB differ; however, the cases were chosen such that some basic comparisons could be established. Note that the orientation of the shock directions is different for sites 8 and 9, but their GB normals are similar, whereas the shock directions for sites 0 and 9 and are somewhat similar, but their GB normals are different. The crystallography of sites 1 and 10, in turn, differs from all the others. In addition, note that GB misorientations are such that site 0 is somewhat in between 8 and 9. The fact that these sites had damage, but site 0 did not, suggests that changes in GB normal might have a stronger effect that changes on orientation along the shock direction. This agrees with the conclusion in Reference 7 that mismatches in TF along the shock direction alone are not enough to correlate with the presence of damage at a GB. Hence, TFs along the GB normal were used along with those for the shock directions as variables for the analysis. They were obtained from Reference 49 and are shown in Table III , along with the volume of each site and the angle between the GB normal and the shock direction, which is also an important variable. [12] V. FINITE ELEMENT SIMULATION: RESULTS
AND DISCUSSION
Finite element models were created for individual GBs, i.e., bicrystals models, assuming grains in the samples are so large that neighbor interactions can be neglected. This also takes advantage of the fact that damage occurred mostly on straight GBs, which are common in samples with large grains. The bicrystal models have the GB plane oriented to match the physical normal obtained from characterization and assume the GB is ''perfect,'' i.e., there is continuity of tractions and displacements across the interface. No attempts were made to model intrinsic GB strength, so that effects of strain compatibility could be isolated. Each grain is given the orientation found from EBSD, and the flyer is modeled as a single crystal with [100] parallel to the shock. Flyers and targets were modeled with the same diameter, as fields near the GB are not affected by edge effects during the simulation time. The target is meshed using 3-D tetrahedral elements, and the Two sets of simulations are used in the analysis. The first set uses CP without damage to study the effects of material anisotropy on strain concentration around GBs. The second set uses both CP and damage to study nucleation and growth of voids at GBs. The results are shown in Figure 7 (a) to (e), and each variable is plotted in the same scale for all cases to facilitate comparisons.
The simulations done without damage indicate that sites 8 (Figure 7(c) ), 9 ( Figure 7(d) ), and 10 ( Figure 7(b) ) show a clear tendency to concentrate strain next to the GB. This strain concentration corresponds almost 1 to 1 to the damage that appears next the GB for these 3 sites when both CP and damage are active in the simulations. Note that damage extends along most of the GB length for site 8, but concentrates in the middle for sites 9 and 10, further suggesting that site 8 is a more effective ''damage localizer,'' in qualitative agreement with the volumes measured for these sites. The simulations for site 1 (Figure 7(a) ) indicate that there is some strain localization next the GB in this site, but nowhere near as pronounced as in sites 8, 9, and 10. Similarly, damage tends to concentrate next to the GB, but also with a much weaker tendency as compared to the other damage sites. These results are consistent with the much lower volume for site 1. The findings suggest that strain concentrations next to the studied GBs might lead to early nucleation of damage at those locations. The qualitative agreement between the simulation predictions and the damage observed experimentally would suggest this effect drives spall damage localization for those sites.
Sites 8 and 9 are further analyzed to study the effects of TFs on damage. The TFs along the shock and GB normal directions for the grains of sites 8 and 9 are shown in Figure 8 .
Results indicate both strain and damage tend to concentrate on the side of the GB with a high TF along the GB normal, and the preferential direction of damage propagation is toward the grain with the higher TF. This could be attributed to a lower availability of slip for these grains, leading to a stiffer response and lower damage threshold, as discussed in Reference 7. Spall studies on Cu single crystals have indicated low spall strength for h111i crystals (high TF) compared to h100i crystals (low TF). [3, 6] Spall damage is also evident in site 9 on the grain with higher TF along the shock direction, but away from the GB, with a clear gap between the bulk of the grain and the GB. Strain compatibility can lead to this effect, where one side of the GB shows more plasticity than the other, as is the case here, due to differences in stress state across the GB. [50] Note that, unlike sites 8, 9, and 10, site 0 (Figure 7 (e)) shows no significant strain concentration and very little damage localization along the GB. The site does not have a significant mismatch in TFs along the GB normal (see Table III ), and even though one side has a rather large TF along the GB normal, the amount of damage predicted around the GB is much lower than for sites 1, 8, 9, and 10, suggesting that in addition to a high value of TF, a mismatch in properties across the GB also seems to be required. This site also has the lowest angle between the GB normal and the shock direction, which has been shown to promote void nucleation. [12] However, the lack of significant damage in both the simulation and the experiment suggests that the effect of GB physical orientation with respect to shock can take a secondary role to strain concentrations. Site 9 provides another example, since the GB is inclined 73 deg with respect to the shock and still presented damage. However, the loading direction effect might very well be responsible for the lower damage volume in this site as compared to site 8. Additional work is needed to elucidate connections between strain compatibility and load direction effects.
Note that strain compatibility at interfaces depends on continuity of ''interior strains'' (see Reference 50 and references therein) across the GB, i.e., normal and shear strains that occur on the GB plane for each grain must be continuous. These strains, in turn, can be complex functions of grain crystallography, GB physical orientation, material anisotropy, and given that plasticity is present, load history. There seems to be a positive correlation between damage and the mismatch in TF values along both the GB normal and shock direction, but they are not the only variable that makes a difference, as suggested by a comparison between sites 8 and 9. These sites have similar GB crystal planes, but different shock loading axes and GB physical orientations, and this leads to differences on their tendencies to localize damage, in both experiments and simulations.
Another issue that is brought out by comparisons between experiments and modeling is that simulations suggest that damage is being driven by strain localization on one side of the boundary caused by the presence of the GB itself. In those cases, the damage is actually occurring inside the grain, but in the region affected by the presence of the GB, which has been called the grain boundary affected zone (GBAZ). [50] So, the distinction between inter-and transgranular damage becomes problematic. Note that this observation is in many ways quite equivalent to those made in Reference 9 and to a certain extend in Reference 10. These are reports of molecular dynamics results of spall damage in special boundaries in copper that can nucleate voids in a region adjacent to the GB. This void nucleation occurs as a result of plasticity generated in that region due to the presence of the boundary itself. In those cases, and the ones studied here, damage should still be attributed to the GBs and needs to be differentiated from true intragranular damage nucleation.
VI. CONCLUSIONS
Flyer-target impact experiments were performed in multicrystalline copper with short pressure pulses to encourage spall void nucleation and initial growth. The largest damage sites occurred along GBs and a subset of these ''weak links'' were studied to determine their microstructural characteristics.
A simulation framework based on crystal plasticity and a modified GTN model was developed and implemented into a user subroutine for ABAQUSä/Explicit.
The combined model was calibrated and validated using experimental results from single crystal impact tests along different crystallographic directions. The framework was able to reproduce experimental data fairly well and match the initial spall damage evolution in monocrystalline copper samples.
Bicrystal simulations show that, for the particular sites studied, the mismatch in material behavior across the GB, measured qualitatively through the TFs along both the crystallographic shock and GB normal directions, seems to drive significant intergranular strain concentration. This, in turn, leads to damage localization that grows into the bulk of the grain with the high TF along the GB normal. These results, along with their qualitative agreement with the damage observed experimentally, suggest that strain compatibility can drive intergranular spall damage localization in polycrystalline metals. Results also suggest that strain compatibility can overtake effects of load direction on damage initiation by either suppressing or enhancing GB damage localization. However, results also indicate that load direction might still lead to differences in GB damage when orientation mismatches are similar.
Simulations performed assuming perfect interfaces also indicate that damage at GBs that is consistent with experimental observations can appear because of strain concentrations next to the boundaries themselves, rather than as a result of opening of the GBs themselves, but this damage should also be classified as intergranular, since it is the result of the extended interaction of the GB with its surroundings through the presence of a GBAZ.
In summary, nucleation and initial growth of spall damage at microstructural weak links in FCC metals are complex phenomena that are affected by plastic anisotropy, as well as GB crystallography and geometry. The results obtained here, when combined with others from the open literature, indicate that it is important to account for all these factors using 3-D measurements and simulations to elucidate the role of microstructural defects on spall damage evolution. The significant number of parameters that must be taken into account to understand the behavior makes this a challenging problem that requires further study. 
ACKNOWLEDGMENTS
