Primary output v ariables from industrial processes can be estimated from known input v ariables and secondary process measurements. As a basis for this, the dynamic predictor has to b e i d entied from data collected during a calibration experiment. In this paper, the t h eoretical basis for this is investigated,and a systematic experimental method is proposed.
Introduction
In many i n d ustrial process plants, vital output v ariables are not available on-line. In such cases, an indirect measure may be used to infer the process variables of interest, see e.g. [1] . Typically, product qualities y 1 are inferred from process measurements y 2 . In some cases, several collinear secondary measurements a n d m ultivariable calibration methods are used to e s t imate p r i m ary variables [2] . The s u ccess of these inferential methods depends on a good knowledge of the s t a t ic relation between the m easured and e s t imated variables. That relation can be established either through rst principle modeling o r b y u s e o f d a t a from a calibration/identication experiment, or possibly by a combination of both t h ese methods.
In this paper we s t udy the use of inferential methods covering also dynamical relations, focusing o n t h e empirical approach a n d use of system identication methods. The purpose, then, is to infer primary process variables y 1 from known inputs u (manipulated or measured) and secondary process measurements y 2 . T h a t is, given inputoutput m easurements from controlled experiments w h ere also y 1 is available, we w ant t o e s t a blish the dynamical model that i s n ecessary for estimation of vital output v ariables that are not available on-line d uring normal operation. In such an inferential method, also y 2 is used as an input signal, and could thus be included in u. F or theoretical analysis and clarity of presentation, though, we will separate b e t w een the input v ector u and t h e m easurement vector y 2 .
The specic problem dealt with i n t h e paper, is the u s e of both i n d ependent v ariables u and d ependant v ariables y 2 as inputs in a system identication procedure. From a system identication point of view, that i s a v ery natural idea, and certainly not new [3] . The basic idea is that for output e s t imation purposes, knowledge of the system model as such is not necessary. W h a t i s n eeded are the dynamical relations between the known input signals u, t h e a v ailable m easurements y 2 and t h e o u t put v ariables y 1 , a n d t h ese relations can often be identied with b e t t er accuracy than the relations between u and y 1 alone. The reason for this is that process disturbances and noise entering early in the process, will be indirectly measured by a v ailable process measurements l a t er in the process.
The aim of the present w ork i s t o i n v estigate t h e eects of utilizing t h e a v ailable y 2 measurements as input signals in order to e s t imate t h e p r i m ary variables y 1 , a n d t his is carried out b y use of a Kalman ltering a p proach. In order to n d t h e a p propriate Kalman gains, it is then necessary to specify an output error model. This also means that the feedback p a t h from y 1 to y 2 is broken, resulting i n an open loop i d entication problem. A systematic experimental method for optimal utilization of the y 2 measurements is also proposed. The t h eoretical analysis and t h e proposed experimental method are limited to s t a ble systems. Thus, for unstable processes, stabilizing controllers have t o be included in the system model.
The proposed method can be seen as a calibration procedure, that relates the a v ailable process inputs u and measurements y 2 to t h e o u t put v ariables y 1 . Since the system generally is dynamic in nature, it seems appropriate to u s e t h e t erm "dynamic system calibration". It should be emphasized though, that t his calibration is based on well established system identication theory, see e.g. [4] .
The paper is organized in the following w ay: In section 2 t h e t h eoretical basis is established, a bias analysisis performed and d eterministic and perfect measurement cases are discussed. In section 3 an experimental calibration method is proposed, while section 4 gives some s i m ulation results. Concluding remarks are given in section 5. (1c) where v, w 1 and w 2 are white a n d i n d ependent process and measurement noise vectors. The reason why w 1 and w 2 must be independent is given below.
The m o d el (1) can be expressed in the ordinary innovation form [4] , given by t h e following equations, where K = K 1 K 2 is the Kalman gain:
The classical optimal predictor with all measurements available will then be
When only the y 2 measurements are available, the o ptimal predictor for y 1 is
(4b) Note t h a t w e h ere assume K 1 = 0 b y d enition, which with y 2 used as input signal results i n a n o u t put error (OE) model. When this predictor is to be based on system identication, we h a v e t w o c h oices. One is rst to i d entify (2) with K 1 = 0 , a n d t h en construct the predictor (4). For complex systems with a n u m ber of secondary measurements y 2 , t h a t is a dicult t ask [3] . The o t h er and more appealing c h oice, especially with only one or a few primary measurements y 1 , i s t o s e t K 1 = 0 a n d reorganize (2) in the following w ay before identication:
This partitionedoutput error innovation form then gives the e s t imation relation that h as to b e i d entied through the calibration experiment. Note, however, that w e n o w m ust require that e 1 is independent o f t h e input y 2 , a n d t h i s i s w h y w e earlier specied that w 1 and w 2 must be independent.
For theoretical considerations, we can determine K 
Example 1 Consider the following pure delay system:
The theoretical predictor can be determined by rst nding K OE 2 from (6) and (7). Due to the pure delay structure, the predictor (4) can then be r e organized into the inputoutput form y 1;k = 1=r v 1=r v + 1 =r 2 u k 2 + 1=r 2 1=r v + 1 =r 2 y 2;k 1 (9) where r v and r 2 are the variances of v and w 2 . This shows that the information in u and y 2 is utilized in an optimal way, considering the noise levels.
Example 2 Consider the 2. order system x 1;k+1 = a 11 x 1;k + a 12 x 2;k + b 1 u k x 2;k+1 = a 21 x 1;k + a 22 x 2;k + b 2 u k + v k y 1;k = x 1;k + w 1;k y 2;k = x 2;k + w 2;k : (10) Two simple cases can be e asily calculated: 
Other values of r v =r 2 will give intermediate results.
Bias analysis
The system (2) could be identied by use of a prediction error identication method. We w ould then employ t h e predictor (3), and assuming t h a t t h e m o d el structure is rich enough to c o v er the true system the result w ould be asymptotically (when the n u m ber of samples N ! 1 ) u n biased parameter estimates, including t h e parameters in K 1 and K 2 as theoretically given by t h e Kalman lter formalism [6] . Theoretically, w e w ould then nd t h e o ptimal predictor (4) with K 1 ! 0 w h en r 1 = Ew 2 1 ! 1 (or r i ! 1 , i = 1 ; 2 ; mwith a m dimensional y 1 signal), and t h e parameter estimates would still be asymptotically unbiased. The practical way of doing t h i s i s t o specify K 1 = 0 , a n d u t ilize (4) instead of (3) during t h e i d entication.
When we are identifying (5), we will employ exactly the same predictor (4) as when identifying (2) (5) by use of a prediction error method will therefore result in asymptotically unbiased parameter estimates, including K OE 2 as given by (6) and (7) . A more formal proof of this is given in [15] .
2.3 Feedback a n d i d entiability a n alysis Using transfer functions G(q 1 ) a n d H ( q 1 ), were q 1 is the u nit delay operator, the m o d el (2) which m eans that w e will generally have feedback from y 1 to y 2 , with some possible identiability problems as a consequence [6] . In the present case, however, we i d entify (5) with K 1 = 0 , a n d w e will then also have H 21 = 0 . The feedback i s t h erefore broken, and t h e system is then basically identiable as long a s u is persistently exciting of appropriate order. We m ust, however, also require that the Kalman gain K OE 2 theoretically can be determined by (6) and (7), and t h a t t h e u n d erlying Kalman lter is stable. This is always the case when we h a v e some process noise, i.e. when R v > 0, and a t t h e same t ime ( A; G p R v ) i s stabilizable and ( A; C 2 ) i s d etectable [7] .
The d eterministic case
It is well known [7] , that t h e Kalman gain K in (2) cannot be determined in a pure deterministic case, that i s w h en both t h e process noise v and t h e m easurement noise w 1 and w 2 are zero. In the present case, this means that t h e Kalman gain K OE 2 in (5) cannot be identied. In such a case, there is no need to u t ilize the information in the y 2 measurements, and t h e n a t ural solution is then to identify a model with u as input a n d y 1 as output signals. Without noise, this can be solved as an ordinary linear regression problem using a least sum of squares method, that is, by i d entifying an ARX model [8] .
Overlooking t h a t w e h a v e a noise free case at h and, we would 
The asymptotic perfect measurement case
In the i d eal situation, we h a v e noise free y 2 measurements. In order to a n alyze such an asymptotic perfect measurement case, we u s e t h e m o d el (1) , partitioned in the following w ay: 
Here x 2 represents t h e s t a t e v ariables that give t h e a v ailable y 2 measurements, while the s t a t e v ariables x 1 via C 11 give t h e p r i m ary variables y 1 that are to b e e s t imated based on the i d entied input-output relations. The partitioned innovation form (5) (17b) We t h en focus on the specic case where A 13 = 0 a n d G 1 = 0, which m eans that t h e process noise v aects t h e state v ariables x 1 only through the m easured state v ariables x 2 . This is a realistic assumption in many continuous systems, which will hold approximately also after discretization, provided a high sampling r a t e.
The asymptotic properties of the Kalman gain are then governed by t h e following t h eorem: 
Furthermore, the K 11 matrix, corresponding to the measurements y 1 , is for a discrete system determined b y the solution of the algebraic Riccati equation For proof of Theorem 1 and some remarks, see [15] . The theorem is also valid for the special case of an OE model. We will then have K 1 = 0 , K 22 = K 
where V is some orthogonal matrix [9] . The result (25) ignores, however, that also other elements i n K t h an those determined by G will asymptotically approach constant though relatively small values. A combination with T h eorem 1 will thus give a more complete solution in the asymptotic perfect measurement case, although restricted to t h e case where A 13 = 0 a n d G 1 = 0 . T w o examples of this are given in [15] . A consequence of Theorem 1 is, that given the system (16) with A 13 = 0 , G 1 = 0 a n d n ear perfect noise free y 2 measurements, a reduced model not utilizing all u and y 2 signals may have t o b e u s e d . O t h erwise, numerical problems may occur when the parameter estimates are sought. This is due to d ecoupling, as illustrated in Example 2. Numerical problems may in fact occur as soon as we h a v e t w o or more near perfect y 2 measurements. A more important consequence in practice may be that a parsimonious reduced model, even if it is not absolutely necessary from a n u m erical point of view, may result i n l e s s v ariance in the predictions. In such a case only part of the m o d el will be identied, and as long a s t h ere is some noise in one or several of the y 2 signals used as inputs, the parameter estimates will then be biased [10] . 3 Experimental dynamic system calibration method
The t h eoretical analysis in section 2 has shown that n umerical identication problems may occur as a result o f perfect noise free y 2 measurements. This is not a very likely problem in a practical situation, especially not in an industrial process environment. If it turns out t o b e a problem, the solution is to leave some o f t h ese perfect measurements o u t, and use a more parsimonious model. except that each i d entication was repeated in M = 1 0 Monte Carlo runs with i n d ependent d a t a s e t s. In order to avoid local minima, each i d entication and v alidation with a given data set was repeated ve t imes with randomized initial parameter values. The calibration experiment i n step 1 was performed with t h e controlled inputs u 1 and u 2 as independent l t ered PRBS signal with a u t ocovariance r uu (p) = 0 : 5 j p j (see [6] , example 5.11 with = 0 : 5).
Steps 2 to 4 a n d s t ep 6 using t h e m arked (x) signals as inputs can be summarized as follows: The conclusion from th i s i s t h a t w e s h ould use u 2 , y 22 , y 23 and y 24 as inputs a n d system order n = 3 or possibly n = 2. As a comparison, the best result with t h e y 22 and y 23 noise levels reduced to r 22 = r 23 = 0 : 0001 was found to b e RMSE = 0 : 0041 0:0003, with n = 1 a n d only y 22 and y 23 as input signals.
With a s h ort sampling t ime, the system in this example will be of the t ype considered in Theorem 1, and n u m erical problems should therefore be expected with n ear perfect measurements. However, in order to encounter such problems in step 5 with N = 1000; all measurement noise levels had to b e d ecreased to r = 1 0 15 at t h e same t ime a s t h e sampling t ime w as reduced to T = 0 : 001.
Identication with only u 1 and u 2 as inputs a n d y 22 , y 23 and y 24 as outputs w as also performed, with t h e f u nction canstart.m in the System Identication Toolbox used for initialization. The results after construction of the predictor (4) were in this case quite discouraging, with frequent failures to n d a m o d el, and v ery inferior validation results w h e n a m o d el was found.
Conclusion
The t h eoretical basis for optimal estimation of nonmeasured primary system outputs y 1 from known inputs u and secondary measurements y 2 isestablishedby use of a partitioned innovation form, with a n u n d erlying Kalman lter structure. Identication by u s e o f a r i c h enough model structure will give a n u n biased predictor. Simulations show t h a t u s e o f y 2 m easurements as a basis for estimation of y 1 may give a greatly reduced prediction error. A systematic experimental method is proposed and illustrated by s i m ulation results. The n a t ural next steps in the investigations, will be tests on real industrial data.
