A direct elliptic boundary-value problem solver used for meteorological applications has been optimized. The problem to be solved is symmetric under a parity operation, and this is preserved by the discretization. Therefore if the mesh possesses this symmetry then the discretized problem will share this symmetry as well. The direct method can make use of this symmetry on a variable-mesh, where one cannot use a fast Fourier transform (FFT), to reduce the cost associated with the slow transform, a matrix product, by half. We show also that this can be combined with Strassen-Winograd's algorithm for even better results.
INTRODUCTION
Most models in operational numerical weather prediction (NWP) use either an implicit or semi-implicit time discretization on tensor products spatial grids. This gives rise to the need to solve a separable 3D elliptic boundary value (EBV) problem at each model time step. This is the case for the Global Environmental Multiscale (GEM) model in operation at the Canadian Meteorological Center (CMC) (Côté et al., 1998) . This separable EBV problem is currently solved with a direct method which can be very efficiently implemented on Environment Canada NEC SX system of vector multiprocessors. A parallel distributed-memory implementation with explicit message passing which preserves the vector performance was described in Qaddouri et al. (1999) .
This direct solver, see section 3 below, can be implemented either with a fast or a slow Fourier transform. In the case of the slow transform, a full matrix multiplication, the cost per grid point rises linearly with the number of grid points along the transform direction. It is then important to find ways to optimize this slow transform, as it dominates the cost of the solver and makes an important contribution to the cost of a model time step. This is the object of the present paper in which we investigate the use of symmetry to reduce the cost of this slow transform, and combine it with Strassen's algorithm for matrix mutiplication.
Strassen's multiplication has been studied before. It is a recursive algorithm (see section 4) and interesting performances have been obtained by stopping the Strassen recursions early and performing the bottom level multiplication using the conventional algorithm. This was obtained first by Bailey (1988) with a Fortran implementation on a CRAY2, and finally by Douglas et al. (1994) with a C implementation on various machines. The paper is organized as follows: section 2 presents the problem to be solved, section 3 the direct method, section 4 use of symmetry and Strassen's algorithm, section 5 results, and finally section 6 conclusions.
ELLIPTIC PROBLEM
The problem to solve is a 3D separable negative-definite EBV problem, which after vertical separation reduces to a set of horizontal Helmholtz problems, each of the form 2 2 2 2 r x y
with λ > 0.
Since the vertical separation is kept in the direct solver, only the horizontal aspects of the problem need to be discussed. The numerical results will be obtained for the full set of size K=5,
where K is the number of levels in the vertical. Cartesian geometry is used with periodicity along both directions. This allows to ignore non-essential metric terms linked with spherical geometry.
Other types of boundary conditions can be used as well. The domain is a rectangle, discretized in x and y, and a solution φ on this grid is sought
and bi-periodicity implies ( , ) 
x y
The origin of the coordinate system is arbitrary, so
There is a great freedom in the position of the grid points. The grid points do not need to be regularly spaced. The current strategy for varying the grid is to increase the grid lengths by constant factors along each coordinate direction away from the uniform-resolution region. The grid lengths can also be prescribed not to exceed a maximum value. The motivation for the use of this variable-grid strategy is presented in Côté et al. (1998) .
After discretization of the continuous problem, one obtains using a compact scheme such as the scheme in Côté (1997) 
What follows does not depend too much on the details of the scheme, as long as separability is maintained and a symmetric matrix represents the second order differential operator 2 2 / x ∂ ∂ . The identity along y is represented here with a diagonal operator. Applying the same discretization for the other term of (2.1) yields the discretized elliptical boundary value problem in tensor product notation where φ and r are treated as vectors and the natural (dictionary) ordering of the variables is employed
In the above the operators along the x-direction are 
where the quantities i x ∆ and i x ∆ are defined as 12) and corresponding relations in the y-direction.
DIRECT SOLUTION
The direct solution of (2.6) is obtained by exploiting separability. Expanding φ in xdirection eigenvectors that diagonalize A, i.e.
and the orthogonality property
which is used to project (2.6) on each mode in turn
Writing (3.4) in matrix form, one obtains
which in our discretization is simply a set of symmetric negative-definite quasi-tridiagonal problems, which are solved via Gaussian elimination without pivoting.
The algorithm can then be summarized as:
1. analysis of the right-hand side:
2. solution of the set of quasi-tridiagonal problems:
3. synthesis of the solution:
For the y-part of the direct slow solver, the quasi-tridiagonal problems' solution takes only a small fraction of the total execution time, which is dominated by the x-direction transforms. It is well known that for a uniform x-grid the modes
ψ are proportional to the usual Fourier modes. In that case the analysis and synthesis steps can be implemented with a real
Fourier transform, and if furthermore M factorizes properly, the fast Fourier transform (FFT) algorithm can be used, otherwise these steps are implemented with a full matrix multiplication.
We shall refer to this case as the "slow" transform case. The operation count per level for this case is
where we account for the two matrix multiplications and one triangular solution of the algoritm.
In the case of the slow transform, a full matrix multiplication, the cost per grid point rises linearly with the number of grid points along the transform direction rather than logarithmically.
It is then important to find ways to optimize this slow transform, as it dominates the cost of the solver and makes an important contribution to the cost of a model time step. There exists on the SXs a highly optimized matrix multiplication subroutine that on large problems nearly reaches the peak performance of the processors. The x-part of the direct solver, in either the slow case or fast case with Temperton (1983) FFTs, is highly optimized. The situation can therefore only be improved by reducing the number of operations, and this is not affected by the parallelization strategy (Qaddouri, 1999) .
SYMMETRY AND STRASSEN'S ALGORITHM

a) Symmetry
Quite generally if a symmetry of the mesh exits and is shared by the problem to be solved then the symmetry can be used to reduce the operation count of the direct solver. The underlying problem and its discretization are therefore invariant under the symmetry operation. Let the symmetry operation be represented by the linear operator Q, and applying it twice the original configuration is recovered, one then has ⋅ = Q Q I (4.1)
or Q is the inverse of itself.
One can then left-multiply the eigenmode equation ( This means that one can construct eigenmodes having a definite parity where
, 1
Because (3.2) is a generalized eigenvalue problem, one gets in (4.3) a generalization of the usual commutation rule.
The symmetry to exploit is the reflection symmetry of the meshes with respect to their mid-point, more particularly along the x-direction
where one has that if a point belongs to the mesh, then its reflection about the mid-point also belongs to the mesh. Because the solution algorithm only makes use of the x-eigenmodes, only this symmetry needs to be considered. Eq. (4.5) permits the construction of the linear operator Q, and it can be verified that Eq. (4.3) holds true.
One needs to show that this symmetry leads to a reduction in sub-problem size and a gain in efficiency of the slow direct solver. Assuming that the eigenmodes have been chosen to have a definite parity then it is possible to represent each mode using about half as much degrees of freedom using the symmetry to reconstruct the missing part. The symmetric modes have the same sign with respect to the symmetry point whereas anti-symmetric modes have opposite sign while in both cases the amplitudes are the same.
In matrix-form the analysis and synthesis steps are performed with the help of the matrix
E. It is a square matrix of dimension M and is constructed from the eigenmodes ( [ ] I
ψ ), each vector forming one column of E. These modes have definite parity and they are grouped together according to parity ( where R σ is a very sparse rectangular matrix that reconstructs the full modes from their essential components depending on their parity. It has 2 non-zero elements per row at most. This is the crucial point to obtain a gain, the matrices R σ are almost free to compute, and the original matrix has been split in two The algorithm recurs on the Strassen-Winograd idea. In particular the algorithm is applied to each block multiplication associated with the M i . The original matrices being n-by-n, the Strassen-Winograd multiplication is repeatedly applied down to the n = n min level. When the block size gets sufficiently small (n ≤ n min ) the algorithm uses conventional matrix-matrix multiplication. A complete description of the implementation of this algorithm and particularly how to choose n min can be found in Douglas et al. (1994) .
The cost associated with this algorithm is function of n and n min . The original dimension n being some power of 2 (2 d ), each subdivision divides the previous dimension by 2. Suppose that 18 to 20 percent acceleration obtains. This is a faster matrix-matrix multiplication and for wellconditioned matrices, it can be combined with the use of symmetry to yield the maximum gain.
RESULTS
The results of numerical experiments carried out on a single processor of Environment Canada's NEC SX-6 system are presented. Table 1 The slope when parity is used is exactly half of that obtained with the original product (Mxma), confirming that the uses of mirror symmetry reduces by half the operation count.
The Strassen product by itself reduces also the execution time. This reduction is greater for problem P3 because the number of recursive call to the Strassen subroutine is 2, with n min = 128, rather than 1 for the problems P1 and P2.
The best performance for the direct slow solver is obtained by a combination of the uses of symmetry and the Strassen product. The matrix size is reduced by half by using symmetry which limits the call to the Strassen subroutine to stay 1 for all problems this time. The consequence is that the line for the simultaneous use of symmetry and Strassen is parallel to the line when symmetry alone is used.
CONCLUSION
In this paper our implementation of a direct solver for an elliptical boundary value problem that relies on an optimized matrix product was described. This optimization makes use of both the symmetry of the mesh and the Strassen-Winograd algorithm for matrix multiplication. The code where these two optimizations were implemented has been run on the NEX SX-6 computer. Numerical experiments show that for matrix sizes that one encounters in operational Numerical Weather Prediction the performance is accelerated in agreement with our performance models where one assumes that the cost is proportional to the number of operations.
The exact problem to be solved is symmetric under a parity operation along the xdirection, and this property is preserved by the discretization. Therefore if the mesh possesses this symmetry then the discretized problem will be symmetric as well. Straight lines are joining the data points.
