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MULTIPLICITY OF THE SATURATED SPECIAL FIBER RING OF
HEIGHT THREE GORENSTEIN IDEALS
YAIRON CID-RUIZ AND VIVEK MUKUNDAN
Abstract. Let R be a polynomial ring over a field and I ⊂ R be a Gorenstein ideal of
height three that is minimally generated by homogeneous polynomials of the same degree.
We compute the multiplicity of the saturated special fiber ring of I . The obtained formula
depends only on the number of variables of R, the minimal number of generators of I ,
and the degree of the syzygies of I . Applying results from [5], we get a formula for the j-
multiplicity of I and an effective method to study a rational map determined by a minimal
set of generators of I .
1. Introduction
The saturated special fiber ring is an algebra that was in introduced in [5] and that was
initially motivated by the interest of studying rational maps with the use of syzygies and
blow-up algebras. This algebra encodes valuable information regarding the degree and bira-
tionality of rational maps and is also related to the j-multiplicity of ideals (see [5]). Recently,
for the case of perfect ideals of height two, its multiplicity was computed in [8]. In this paper,
we extend the family of ideals for which the multiplicity of the saturated special fiber ring is
known. Specifically, we treat the case of Gorenstein ideals of height three that are minimally
generated by homogeneous polynomials of the same degree.
Let k be a field, R be the polynomial ring R = k[x1, . . . , xd] and m ⊂ R be the maximal
irrelevant ideal m = (x1, . . . , xd). Let I ⊂ R be a homogeneous Gorenstein ideal of height
three, n = µ(I) be the minimal number of generators of I, and suppose that I is minimally
generated by homogeneous polynomials of the same degree δ. From the Buchsbaum-Eisenbud
structure theorem [4], we can assume that I has an alternating minimal presentation matrix
ϕ whose non-zero entries are all of the same degree D ≥ 1 and that I is minimally generated
by the (n − 1) × (n − 1) pfaffians of ϕ. Accordingly, we can assume that I is minimally
generated by n homogeneous polynomials of degree δ = 12(n − 1)D.
Following [5], the saturated special fiber ring of I is given by the graded k-algebra
F˜(I) =
∞⊕
q=0
[(
Iq : m∞
)]
qδ
.
We also assume that the ideal I satisfies the condition Gd, that is, µ(Ip) ≤ dim(Rp) for all
p ∈ V (I) ⊂ Spec(R) such that ht(p) < d. It should be noted that the condition Gd is always
satisfied by generic perfect ideals of height two and by generic Gorenstein ideals of height
three. We follow a strategy very similar to the one of [8], which accounts to approximate
the Rees algebra with the symmetric algebra. The assumption of the condition Gd allows
us to the make possible that approximation. Important tools used in this paper are: the
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family of complexes Dq•(ϕ) introduced in [26], and the computation [25, Theorem 4.4] of the
multiplicity of the special fiber ring under the further assumption that I is linearly presented
(i.e., when D = 1).
The following theorem contains the main result of this paper, where we compute the
multiplicity of F˜(I).
Theorem A. Let k be a field, R be the polynomial ring R = k[x1, . . . , xd] and I ⊂ R be a
homogeneous ideal in R. Let n = µ(I) be the minimal number of generators of I. Suppose
that the following conditions are satisfied:
(i) I is a height 3 Gorenstein ideal.
(ii) n ≥ d.
(iii) Every non-zero entry of an alternating minimal presentation matrix of I has degree
D ≥ 1.
(iv) I satisfies the condition Gd.
Then, the multiplicity of the saturated special fiber ring F˜(I) of I is given by
e
(
F˜(I)
)
= Dd−1
⌊n−d
2
⌋∑
i=0
(
n− 2− 2i
d− 2
)
.
Next, there are some consequences of Theorem A.
The j-multiplicity of I is given by
j(I) = (d− 1)! lim
q→∞
dimk
(
H0m
(
Iq/Iq+1
) )
qd−1
.
It was introduced in [1] and serves as a generalization of the Hilbert-Samuel multiplicity for
non m-primary ideals. It is an interesting invariant that has encountered several applications
(see [13,19,20,28,30]). The next corollary gives a formula for the j-multiplicity of any ideal
satisfying the conditions of Theorem A.
Corollary B. Assume all the hypotheses and notations of Theorem A. Then, the j-multiplicity
of I is given by
j(I) =
1
2
(n− 1)Dd
⌊n−d
2
⌋∑
i=0
(
n− 2− 2i
d− 2
)
.
In the second main application of Theorem A, we study rational maps that are determined
by a homogeneous minimal set of generators of I. This result adds a new class of rational
maps for which the syzygies of the base ideal determine the product of the degrees of the
rational map and the corresponding image. The study of rational maps by using the syzygies
of the base ideal is an active research topic (see e.g. [2, 5, 8–10,12,15–17,21,23,29,31,32]).
Corollary C. Assume all the hypotheses and notations of Theorem A. Choose a homo-
geneous minimal set of generators {f1, . . . , fn} ⊂ R of I and consider the rational map
F : Pd−1
k
99K P
n−1
k
given by
(x1 : · · · : xd) 7→
(
f1(x1, . . . , xd) : · · · : fn(x1, . . . , xd)
)
.
Let Y ⊂ Pn−1
k
be the closure of the image of F . Then, the following statements hold:
(i) deg(F) · deg
P
n−1
k
(Y ) = Dd−1
∑⌊n−d
2
⌋
i=0
(
n−2−2i
d−2
)
.
(ii) F is birational onto its image if and only if deg
P
n−1
k
(Y ) = Dd−1
∑⌊n−d
2
⌋
i=0
(
n−2−2i
d−2
)
.
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The basic outline of this paper is as follows. In Section 2, we prove Theorem A. In
Section 3, we prove Corollary B and Corollary C.
2. The multiplicity of the saturated special fiber ring
This section will be divided into two different subsections. In the first one, we recall a
family of complexes ([26]) that will be fundamental in our approach. In the second one, we
compute the multiplicity of the saturated special fiber ring.
Throughout this paper the following setup will be used.
Setup 2.1. Let k be a field, R be the polynomial ring R = k[x1, . . . , xd] and I ⊂ R be a
homogeneous ideal in R. Let m ⊂ R be the maximal irrelevant ideal m = (x1, . . . , xd). Let
n = µ(I) be the minimal number of generators of I. Assume the following:
(i) I is a height 3 Gorenstein ideal.
(ii) n ≥ d.
(iii) ϕ is a n× n alternating minimal presentation matrix of I.
(iv) Every non-zero entry of the matrix ϕ has degree D ≥ 1.
(v) I satisfies the condition Gd, i.e., µ(Ip) ≤ dim(Rp) for all p ∈ V (I) ⊂ Spec(R) such that
ht(p) < d.
Remark 2.2. Note that the ideal I is minimally generated by n homogeneous polynomials
all of the same degree δ := 12(n− 1)D (see [4]).
Remark 2.3. In terms of Fitting ideals, I satisfies the conditionGd if and only if ht(Fitti(I)) >
i for all 1 ≤ i < d. So, from the presentation ϕ of I, the condition Gd is equivalent to
ht(In−i(ϕ)) > i for all 1 ≤ i < d.
Proof. It follows from [11, Proposition 20.6]. 
The following algebra is the main object of study of this paper, and we shall compute its
multiplicity (under the assumptions of Setup 2.1).
Definition 2.4 ([5]). The saturated special fiber ring of I is given by the graded k-algebra
F˜(I) :=
∞⊕
q=0
[(
Iq : m∞
)]
qδ
.
We follow an approach very similar to the one used in [8], and one of our main tools will
be to use the complexes Dq•(ϕ) (as introduced below in §2.1) in order to obtain approximate
resolutions (see, e.g., [22], [6]) of the symmetric powers Symq (I(δ)) of I(δ). Another impor-
tant point in our proof is that, to avoid complicated Hilbert series computations, after some
simple reductions we shall use the computation of [25, Theorem 4.4] (which depends upon
the results of [24]).
Let A be the bigraded polynomial ring A = R[y1, . . . , yn] where bideg(xi) = (1, 0) and
bideg(yi) = (0, 1). Let S be the standard graded polynomial ring S = k[y1, . . . , yn] ⊂ A.
The Rees algebra R(I) =
⊕∞
q=0 I
qtq ⊂ R[t] can be presented as a quotient of A by using the
R-homomorphism
Ψ : A −→ R(I) ⊂ R[t]
yi 7→ fit.
We set bideg(t) = (−δ, 1), which implies that Ψ is bihomogeneous of degree zero, and so
R(I) has a structure of bigraded A-algebra. Note that we immediately obtain the following
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isomorphism of graded R-modules
R(I) ∼=
∞⊕
q=0
Iq(qδ).
We are mostly interested in the R-grading, thus, if M is a bigraded A-module and c ∈ Z a
fixed integer, then we write
[M]c =
⊕
q∈Z
[M](c,q).
Notice that [M]c has a natural structure as a graded S-module. We recall the following known
remark that will allow us to consider certain Hilbert functions.
Remark 2.5. For any finitely generated bigraded A-module M and any i ≥ 0, c ∈ Z, we
have that [
Him (M)
]
c
has a natural structure as a finitely generated graded S-module (see, e.g., [7, Theorem 2.1],
[5, Proposition 2.7]).
The special fiber ring of I is defined as F(I) := R(I)/mR(I). Since we have
R(I) = [R(I)]0
⊕ ( ∞⊕
c=1
[R(I)]c
)
then we get an isomorphism F(I) ∼= [R(I)]0 of graded k-algebras.
Following [5], to study the algebra F˜(I) it is enough to consider the degree zero part in
the R-grading of the bigraded A-module H1m (R(I)).
Remark 2.6. Let X be the scheme X = ProjR-gr (R(I)), where R(I) is only considered as
a graded R-algebra. From [11, Theorem A4.1], we obtain the following short exact sequence
0→ [R(I)]0 → H
0(X,OX )→
[
H1m (R(I))
]
0
→ 0.
By identifying F(I) ∼= [R(I)]0 and F˜(I)
∼= H0(X,OX ) (see [5]), we obtain the short exact
sequence
(1) 0→ F(I)→ F˜(I)→
[
H1m (R(I))
]
0
→ 0.
Remark 2.7. From [5, Proposition 2.7(i), Lemma 2.8(ii)] we have that F˜(I) and
[
H1m (R(I))
]
0
have natural structures as finitely generated F(I)-modules.
As customary, we approximate the Rees algebra with the symmetric algebra by using the
following natural short exact sequence
(2) 0→ K → Sym(I(δ)) →R(I)→ 0,
where K is the R-torsion submodule of Sym(I(δ)).
Lemma 2.8. The following statements hold:
(i) K = H0m (Sym(I(δ))).
(ii) Him (R(I))
∼= Him (Sym(I(δ))) for all i ≥ 1.
Proof. (i) It follows from [25, §3.7, Eq. (3.7.3)].
(ii) Follows identically to [8, Lemma 2.6(iii)]. 
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The restriction to the degree zero part in theR-grading of the equality K = H0m (Sym(I(δ)))
(Lemma 2.8(i)) and the short exact sequence (2) yield the following
(3) 0→
[
H0m (Sym(I(δ)))
]
0
→ S → F(I)→ 0,
under the identifications [Sym(I(δ))]0
∼= S and [R(I)]0
∼= F(I).
2.1. The complexes of Kustin and Ulrich. In this short subsection we recall a family
of complexes that was introduced in [26].
As in the proof of [25, Theorem 6.1(b)], consider the complex
Dq•(ϕ) : 0→ D
q
n−1 → D
q
n−2 → · · · → D
q
1 → D
q
0 → 0
where
Dqr =

Kq−r,r = R(−rD)
β
q
r if r 6 min{q, n − 1}
Qq = R(−(r − 1)D −
1
2(n− r + 1)D) if r = q + 1 6 n− 1, q odd
0 if r = q + 1, q even
0 if min{q + 2, n} 6 r.
(4)
The above complex is interesting as the zeroth homology is Symq (I(δ)). Here the symmetric
power Symq (I(δ)) represents the q-th graded piece of Sym(I(δ)) with respect to the S-
grading. Also, under the assumptions of Setup 2.1, this complex is acyclic on the punctured
spectrum of R ([25, Lemma 6.3]), that is, Dq•(ϕ)p is acyclic for any p ∈ Spec(R) \ {m}.
To compute the Betti numbers βqr , we use [26]. Since ϕ is an alternating map, in the
definition of [26, Definition 2.1] we have that ξ = ϕ and ψ = 0, and so g = rank(G) = n and
f = rank(F ) = 0 (as F = 0). From [26, Proposition 2.41], we note that
Kq−r,r ∼=
f⊕
v=0
Lg−r+vq−r+1(G) ⊗R ∧
vF(5)
where Ln−rq−r+1(G) is the Buchsbaum-Eisenbud free module as defined in [26, Page 26]. Hence
(5) reduces to
Kq−r,r ∼= L
n−r
q−r+1(G).
Again, using [26, Page 26] (ranks of Lqp), we have
(6) βqr =
(
n+ q − r
n+ q − 2r
)(
n+ q − 2r − 1
n− r − 1
)
.
2.2. The computation of the multiplicity. During this subsection we compute the mul-
tiplicity of the saturated special fiber ring of the ideal I.
The following proposition deals with certain local cohomology modules and it will be an
important technical tool.
Proposition 2.9. Let q ≥ 1. Then, we have the following isomorphisms of graded R-modules
Hi
(
Hdm
(
Dq•(ϕ)
))
∼=
{
Hd−im
(
Symq(I(δ))
)
if i ≤ d
Hi−d (D
q
•(ϕ)) if i ≥ d+ 1,
where Hdm(D
q
•(ϕ)) represents the complex obtained after applying the functor H
d
m(•) to D
q
•(ϕ).
Proof. The main point in the proof is that, from [25, Lemma 6.3], the complex Dq•(ϕ) is
acyclic on the punctured spectrum of R. Then, the result follows identically to [8, Proposition
2.7]. 
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The next lemma contains some dimension computations, and a proof can be found in
[8, Lemma 2.8].
Lemma 2.10. The following statements hold:
(i) dim(F(I)) = d.
(ii) The corresponding rational F : Pd−1
k
99K P
n−1
k
in Corollary C is generically finite.
(iii) dim
([
Him (Sym(I(δ)))
]
0
)
≤ d− 1 for all i ≥ 2.
Proof. See [8, Lemma 2.8]. 
The following proposition gives a formula which shows that, under the assumptions of
Setup 2.1, the multiplicity of F˜(I) only depends on d, n and D. This step is fundamental in
our approach since it will allow us to use the previous computation of [25, Theorem 4.4].
Proposition 2.11. Assume Setup 2.1. The Hilbert function of F˜(I) is asymptotically a
polynomial of degree d− 1 that satisfies the equation
dimk
([
F˜(I)
]
q
)
=
(
q + n− 1
n− 1
)
+ (−1)d−1
n−1∑
r=0
(−1)r
(
rD − 1
d− 1
)
βqr +O
(
qd−2
)
,
where βqr are the Betti numbers of (6). Therefore, the multiplicity e
(
F˜(I)
)
of F˜(I) only
depends on the values of d, n and D.
Proof. Since F(I) →֒ F˜(I) is an integral extension (see Remark 2.7), Lemma 2.10(i) implies
that
dim
(
F˜(I)
)
= dim(F(I)) = d.
So, it follows that dimk
([
F˜(I)
]
q
)
is asymptotically a polynomial of degree d− 1 (see, e.g.,
[3, Theorem 4.1.3]).
Now, the main idea is to study the homologies of the complexes Hdm (D
q
•(ϕ)). For notational
purposes we set
L
q
• := H
d
m (D
q
•(ϕ))
for all q ≥ 1.
Actually, we consider the complexes [Lq•]0 of vector spaces over k. The additivity of Hilbert
functions gives the following equalities
n−1∑
r=0
(−1)r dimk
([
Hr (L
q
•)
]
0
)
=
n−1∑
r=0
(−1)r dimk
([
L
q
r
]
0
)
for q ≥ 1. From Proposition 2.9 and the description (4) of the complex Dq•(ϕ), we obtain
that [
Hr (L
q
•)
]
0
=
[
Hr−d (D
q
•(ϕ))
]
0
= 0 for all r ≥ d+ 1.
Now, for all r ≤ d we define the function fr : N → N given by
fr(q) := dimk
([
Hr (L
q
•)
]
0
)
.
By using Proposition 2.9 and Remark 2.5, we have that fr corresponds with the Hilbert
function of the finitely generated graded S-module
[
Hd−rm (Sym(I(δ)))
]
0
, that is
fr(q) = dimk
([
Hd−rm (Sym(I(δ)))
]
(0,q)
)
.
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Hence, for all r ≤ d, fr(q) is a polynomial for q ≫ 0 and fr(q) ∈ O
(
qn−1
)
. Since
dim
([
Hd−rm (Sym(I(δ)))
]
0
)
≤ d− 1 for all r ≤ d− 2
(see Lemma 2.10(iii)), it follows that fr(q) ∈ O
(
qd−2
)
for all r ≤ d − 2. Therefore, by
summing up the above computations we obtain that
(−1)dfd(q) + (−1)
d−1fd−1(q) =
n−1∑
r=0
(−1)r dimk
([
L
q
r
]
0
)
+O
(
qd−2
)
.
Note that for q ≫ 0 we have that Dqr = R(−rD)β
q
r (see (4)). Thus, the isomorphism
Hdm(R)
∼=
1
x1 · · · xd
k[x−11 , . . . , x
−1
d ]
yields that dimk
([
L
q
r
]
0
)
=
(
rD−1
d−1
)
βqr . So, for q ≫ 0, we get that
(7) (−1)dfd(q) + (−1)
d−1fd−1(q) =
n−1∑
r=0
(−1)r
(
rD − 1
d− 1
)
βqr +O
(
qd−2
)
.
The short exact sequence in (1) and Lemma 2.8(ii) give
dimk
([
F˜(I)
]
q
)
= dimk
([
H1m (Sym(I(δ)))
]
(0,q)
)
+ dimk
(
[F(I)]q
)
,
and then from the short exact sequence in (3) we have that
dimk
([
F˜(I)
]
q
)
= dimk
([
H1m (Sym(I(δ)))
]
(0,q)
)
+ dimk
(
[S]q
)
− dimk
([
H0m (Sym(I(δ)))
]
(0,q)
)
= fd−1(q) +
(
q + n− 1
n− 1
)
− fd(q).
(8)
Finally, by combining (7) and (8), for q ≫ 0 we obtain the equation
dimk
([
F˜(I)
]
q
)
=
(
q + n− 1
n− 1
)
+ (−1)d−1
n−1∑
r=0
(−1)r
(
rD − 1
d− 1
)
βqr +O
(
qd−2
)
.
So, the result follows. 
The lemma below provides lower bounds for the grade of certain determinantal ideals. It
will be used to obtain ideals that satisfy the conditions of Setup 2.1 and that are convenient
to apply the computation of [25, Theorem 4.4]. It is likely part of the folklore, but we include
a proof for the sake of completeness; for a similar setup, see [9, Proposition 4.2].
Lemma 2.12. Let m ≥ 3 be an odd integer. Let z = (zi,j,k) be a new set of variables with
1 ≤ i ≤ m, i+ 1 ≤ j ≤ m and 1 ≤ k ≤ d. Let T be the polynomial ring T = R[z]. Let M be
the alternating m×m matrix with entries in T given by
M =

0 p1,2 · · · p1,m−1 p1,m
−p1,2 0 · · · p2,m−1 p2,m
...
...
...
...
−p1,m−1 −p2,m−1 · · · 0 pm−1,m
−p1,m −p2,m · · · −pm−1,m 0

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where each polynomial pi,j ∈ T is given by
pi,j = x
D
1 zi,j,1 + x
D
2 zi,j,2 + · · ·+ x
D
d zi,j,d.
Then
grade
(
It(M)
)
≥
{
min{m+ 2− t, d} if t is even
min{m+ 1− t, d} if t is odd
for 1 ≤ t ≤ m− 1.
Proof. For any ideal J ⊂ T , denote by Rad (J) its radical ideal. Since Rad (It−1(M)) =
Rad (It(M)) when t is even (see, e.g., [4, Corollary 2.6]), it suffices to show that grade(It(M)) ≥
min{m+ 2− t, d} when t is even.
We proceed by induction on t and assuming that t is even with 2 ≤ t ≤ m− 1. The case
t = 2 follows from [9, Lemma 4.1] since Rad(I2(M)) = Rad(I1(M)) and I1(M) is generated
by the pi,j’s themselves.
Now suppose that 2 < t ≤ m− 1. Let Q ∈ Spec(T ) be a prime ideal containing It(M). If
Q contains all the polynomials pi,j, then again [9, Lemma 4.1] yields
depth(TQ) ≥ min
{m(m− 1)
2
, d
}
≥ min{m+ 2− t, d}.
Otherwise, say, pm−1,m 6∈ Q.
Let M ′ denote the (m − 2) × (m − 2) submatrix of M of the first m − 2 rows and first
m− 2 columns. Clearly,
It−2
(
M ′
)
Tpm−1,m ⊂ It (M)Tpm−1,m
in the localization Tpm−1,m . The inductive hypothesis gives
depth(TQ) ≥ grade
(
It (M)Tpm−1,m
)
≥ grade
(
It−2
(
M ′
)
Tpm−1,m
)
≥ grade
(
It−2
(
M ′
))
≥ min{(m− 2) + 2− (t− 2), d}.
Therefore, depth(TQ) ≥ min{m+ 2− t, d}, and so the result follows. 
Now, we are ready for the main result of this paper.
Proof of Theorem A. From Proposition 2.11, e
(
F˜(I)
)
depends only on d, n and D, and so
we may substitute I by a suitable ideal with the same numerics.
Without any loss of generality, assume that k is an infinite field. Let M ∈ R[z]n×n be
the matrix of Lemma 2.12 with m = n. Then, by using [27, Lemma 3.4] and [18, Lemma
2.1], there exists a dense open subset U ⊂ kd
n(n−1)
2 such that, for any α = (αi,j,k) ∈ U ,
the specialization Πα(M) ∈ R
n×n obtained by setting zi,j,k 7→ αi,j,k satisfies the following
inequalities
(9) grade
(
It
(
Πα(M)
) )
≥ grade (It (M)) ≥
{
min{n+ 2− t, d} if t is even
min{n+ 1− t, d} if t is odd
for 1 ≤ t ≤ n− 1.
Fix any α = (αi,j,k) ∈ k
d
n(n−1)
2 for which the inequalities of (9) hold, and set ϕ = Πα(M) ∈
Rn×n and I = Pfn−1(ϕ) ⊂ R. Hence, [4, Theorem 2.1, Corollary 2.6], Remark 2.3 and (9)
imply that I satisfies all the conditions of Setup 2.1.
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Note that all the entries of ϕ are k-linear combinations of the monomials xD1 , . . . , x
D
d . Let
R′ be the polynomial ring R′ = k[w1, . . . , wd] and Φ : R
′ → R be the k-algebra homomor-
phism given by Φ(wi) = x
D
i . Set ϕ
′ = Φ−1 (ϕ) ∈ R′n×n and I ′ = Pfn−1 (ϕ
′) ∈ R′. Thus,
I ′ is a linearly presented Gorenstein ideal of height 3 that satisfies the condition Gd. Let
f ′1, . . . , f
′
n ∈ R
′ and f1, . . . , fn ∈ R be the (n−1)× (n−1) pfaffians of ϕ
′ and ϕ, respectively;
note that fi = Φ(f
′
i).
Let F : Pd−1
k
∼= Proj(R) 99K Pn−1
k
, F ′ : Pd−1
k
∼= Proj (R′) 99K Pn−1
k
and G : Pd−1
k
∼=
Proj (R)→ Pd−1
k
∼= Proj (R′) be rational maps with representatives (f1 : · · · : fn), (f
′
1 : · · · : f
′
n)
and
(
xD1 : · · · : x
D
d
)
, respectively. Then, we obtain the following commutative diagram
P
d−1
k
∼= Proj (R) Pn−1
k
P
d−1
k
∼= Proj (R′)
G
F
F ′
and so it follows that deg (F) = deg (F ′) · deg(G). Let Y ⊂ Pn−1
k
be the closure of the image
of F . Note that Y coincides with the closure of the image of F ′. From [25, Proposition 4.1,
Theorem 4.4] we get that deg(F ′) = 1 and deg
P
n−1
k
(Y ) =
∑⌊n−d
2
⌋
i=0
(
n−2−2i
d−2
)
. On the other
hand, it is well-known that deg(G) = Dd−1 (see, e.g., [23, Observation 3.2], [5, Theorem
3.3]).
Finally, [5, Theorem 2.4] yields the equality
e
(
F˜(I)
)
= deg(F) · deg
P
n−1
k
(Y ) = Dd−1
⌊n−d
2
⌋∑
i=0
(
n− 2− 2i
d− 2
)
.
So, the result follows. 
3. Some applications
Throughout this section, we continue using Setup 2.1.
Here we provide some applications that follow straightforwardly from the computation of
Theorem A and [5]. More specifically, under the assumptions of Setup 2.1, we give an exact
formula for the j-multiplicity of I and we study a rational map
F : Pd−1
k
99K P
n−1
k
(10)
(x1 : · · · : xd) 7→
(
f1(x1, . . . , xd) : · · · : fn(x1, . . . , xd)
)
that corresponds to a homogeneous minimal set of generators {f1, . . . , fn} ⊂ R of I. Let
Y ⊂ Pn−1
k
be the closure of the image of F , and K(Pd−1
k
) and K(Y ) be the fields of rational
functions of Pd−1
k
and Y , respectively. The degree of F is equal to the degree of the field
extension
deg(F) =
[
K(Pd−1
k
) : K(Y )
]
.
First, we have a formula for the j-multiplicity of I.
Proof of Corollary B. From [5, Lemma 2.10] we know that j(I) = δ · e
(
F˜(I)
)
. Then,
Remark 2.2 and Theorem A yield
j(I) =
1
2
(n− 1)D ·Dd−1
⌊n−d
2
⌋∑
i=0
(
n− 2− 2i
d− 2
)
=
1
2
(n− 1)Dd
⌊n−d
2
⌋∑
i=0
(
n− 2− 2i
d− 2
)
,
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and so the result follows. 
Now, by using the formula of Theorem A, we obtain some important consequences for the
rational map F in (10).
Proof of Corollary C. From [5, Theorem 2.4] we have that
e
(
F˜(I)
)
= deg(F) · deg
P
n−1
k
(Y ).
So, the result is clear from Theorem A. 
Acknowledgments
We thank the reviewer for his/her suggestions for the improvement of this work. The use
of Macaulay2 [14] was very important in the preparation of this paper.
References
[1] R. Achilles and M. Manaresi, Multiplicity for ideals of maximal analytic spread and intersection theory,
J. Math. Kyoto Univ. 33 (1993), no. 4, 1029–1046.
[2] N. Botbol, L. Buse´, M. Chardin, S. H. Hassanzadeh, A. Simis, and Q. H. Tran, Effective criteria for
bigraded birational maps, J. Symbolic Comput. 81 (2017), 69–87.
[3] W. Bruns and J. Herzog, Cohen-Macaulay rings, 2nd ed., Cambridge Studies in Advanced Mathematics,
Cambridge University Press, 1998.
[4] D. A. Buchsbaum and D. Eisenbud, Algebra structures for finite free resolutions, and some structure
theorems for ideals of codimension 3, Amer. J. Math. 99 (1977), no. 3, 447–485.
[5] L. Buse´, Y. Cid-Ruiz, and C. D’Andrea, Degree and birationality of multi-graded rational maps, ArXiv
e-prints (May 2018). arXiv:1805.05180.
[6] M. Chardin, Regularity of ideals and their powers, Pre´publication, Institut de Mathe´matiques de Jussieu
364 (2004).
[7] , Powers of ideals and the cohomology of stalks and fibers of morphisms, Algebra Number Theory
7 (2013), no. 1, 1–18.
[8] Y. Cid-Ruiz, Multiplicity of the saturated special fiber ring of height two perfect ideals, to appear in Proc.
Amer. Math. Soc. (2018). 1807.03189.
[9] Y. Cid-Ruiz and A. Simis, Degree of rational maps via specialization, arXiv preprint arXiv:1901.06599
(2019).
[10] A. V. Doria, S. H. Hassanzadeh, and A. Simis, A characteristic-free criterion of birationality, Adv. Math.
230 (2012), no. 1, 390–413.
[11] D. Eisenbud, Commutative algebra with a view towards algebraic geometry, Graduate Texts in Mathe-
matics, 150, Springer-Verlag, 1995.
[12] D. Eisenbud and B. Ulrich, Row ideals and fibers of morphisms, Michigan Math. J. 57 (2008), 261–268.
Special volume in honor of Melvin Hochster.
[13] H. Flenner, L. O’Carroll, and W. Vogel, Joins and intersections, Springer Monographs in Mathematics,
Springer-Verlag, Berlin, 1999.
[14] D. R. Grayson and M. E. Stillman, Macaulay2, a software system for research in algebraic geometry.
Available at http://www.math.uiuc.edu/Macaulay2/.
[15] S. H. Hassanzadeh and A. Simis, Plane Cremona maps: saturation and regularity of the base ideal, J.
Algebra 371 (2012), 620–652.
[16] , Bounds on degrees of birational maps with arithmetically Cohen-Macaulay graphs, J. Algebra
478 (2017), 220–236.
[17] K. Hulek, S. Katz, and F.-O. Schreyer, Cremona transformations and syzygies., Math. Z. 209 (1992),
no. 3, 419–443.
[18] C. Huneke and B. Ulrich, Algebraic linkage, Duke Math. J. 56 (1988), no. 3, 415–429.
[19] J. Jeffries and J. Montan˜o, The j-multiplicity of monomial ideals, Math. Res. Lett. 20 (2013), no. 4,
729–744.
[20] J. Jeffries, J. Montan˜o, and M. Varbaro, Multiplicities of classical varieties, Proc. Lond. Math. Soc. (3)
110 (2015), no. 4, 1033–1055.
[21] Y. Kim and V. Mukundan, The equations defining the graph of a certain rational map, arXiv e-prints
arXiv:1804.02015 (2018).
SATURATED SPECIAL FIBER RING OF HEIGHT THREE GORENSTEIN IDEALS 11
[22] A. Kustin, C. Polini, and B. Ulrich, Degree bounds for local cohomology, ArXiv e-prints (May 2015).
arXiv:1505.05209.
[23] , Blowups and fibers of morphisms, Nagoya Math. J. 224 (2016), no. 1, 168–201.
[24] , The Hilbert series of the ring associated to an almost alternating matrix, Comm. Algebra 44
(2016), no. 7, 3053–3068.
[25] , The equations defining blowup algebras of height three Gorenstein ideals, Algebra Number Theory
11 (2017), no. 7, 1489–1525.
[26] A. R. Kustin and B. Ulrich, A family of complexes associated to an almost alternating map, with appli-
cations to residual intersections, Mem. Amer. Math. Soc. 95 (1992), no. 461, iv+94.
[27] S. Morey and B. Ulrich, Rees algebras of ideals with low codimension, Proc. Amer. Math. Soc. 124 (1996),
no. 12, 3653–3661.
[28] K. Nishida and B. Ulrich, Computing j-multiplicities, J. Pure Appl. Algebra 214 (2010), no. 12, 2101–
2110.
[29] I. Pan and A. Simis, Cremona maps of de Jonquie`res type, Canad. J. Math. 67 (2015), no. 4, 923–941.
[30] C. Polini and Y. Xie, j-multiplicity and depth of associated graded modules, J. Algebra 379 (2013), 31–49.
[31] F. Russo and A. Simis, On birational maps and Jacobian matrices, Compositio Math. 126 (2001), no. 3,
335–358.
[32] A. Simis, Cremona transformations and some related algebras, J. Algebra 280 (2004), no. 1, 162–179.
(Cid-Ruiz) Max Planck Institute for Mathematics in the Sciences, Inselstraße 22, 04103
Leipzig, Germany.
E-mail address: cidruiz@mis.mpg.de
URL: https://ycid.github.io
(Mukundan) Department of Mathematics, University of Virginia, Charlottesville, VA 22904-
4135, USA.
E-mail address: vm6y@virginia.edu
