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Abstract
Recent attempts for unsupervised landmark learning leverage synthesized image
pairs that are similar in appearance but different in poses. These methods learn
landmarks by encouraging the consistency between the original images and the
images reconstructed from swapped appearances and poses. While synthesized
image pairs are created by applying pre-defined transformations, they can not fully
reflect the real variances in both appearances and poses. In this paper, we aim to
open the possibility of learning landmarks on unpaired data (i.e. unaligned image
pairs) sampled from a natural image collection, so that they can be different in both
appearances and poses. To this end, we propose a cross-image cycle consistency
framework (C3) which applies the swapping-reconstruction strategy twice to obtain
the final supervision. Moreover, a cross-image flow module is further introduced
to impose the equivariance between estimated landmarks across images. Through
comprehensive experiments, our proposed framework is shown to outperform
strong baselines by a large margin. Besides quantitative results, we also provide
visualization and interpretation on our learned models, which not only verifies the
effectiveness of the learned landmarks, but also leads to important insights that are
beneficial for future research.1
1 Introduction
Landmark, a robust and consistent representation for object structures, has been widely adopted in
object-centric visual understanding, such as recognizing actions [35, 7], analyzing human behaviors
[25, 2], and understanding video dynamics [23, 9]. Early attempts of landmark detection treat
landmarks as human-defined keypoints and resort to a large amount of manual annotations to
supervise the model learning. However, manual annotations are usually costly to obtain. Meanwhile,
human defined keypoints are likely to be inconsistent with the ideal semantics of landmarks.
To avoid aforementioned issues, unsupervised landmark learning [33, 34, 8, 14, 37, 5] has gained
substantial attention. Compared to supervised landmark learning that relies on human-defined
keypoints, unsupervised landmark learning regards landmarks as pose-specific semantic points that
facilitate the reconstruction of the original image. Such an assumption has successfully led to
geometric and semantic consistent landmarks learned in a data-driven manner. Specifically, existing
methods often adopt a swapping-reconstruction strategy. Starting from a pair of two images that are
the same in appearance but different in poses, they disentangle two images’ appearances and poses,
respectively in the form of feature vectors and landmarks, and reconstruct one image using its pose
and the appearance of its counterpart. Since it is hard to collect pairs of images in reality that are the
same in appearance but different in poses, synthesizing such pairs is further performed by taking a
1Code and models are available at this link.
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Figure 1: Limitations of existing methods. The extracted pose-specific representation may contain
some appearance-specific variation factor (e.g. skin color). Our approach shows more disentangled
synthesized results
reference image and applying pre-defined transformations (e.g. affine and TPS transformations) on it
to obtain its counterpart with a different pose.
Though effective, these methods are still limited in several aspects: Firstly, synthesizing image pairs
via pre-defined transformations can hardly cover all cases encountered in real scenarios. Therefore,
the learned landmarks may not generalize well. Moreover, even when using data collected from real
scenarios, learning only on image pairs that are the same in appearance but different in poses can
result in an incomplete disentanglement of appearance and pose. Certain appearance-specific varying
factors (e.g. illumination) are involved in pose-specific landmark representations, since during training
models have never seen image pairs with varying appearances. Consequently, when transforming a
target image using its appearance and pose extracted from a reference image, the transformed image
may contain some appearance-specific semantics of the reference image, as shown in Figure 1.
To enable learning landmarks from unpaired images that not only varying in poses but also varying
in appearances, we propose a cross-image cycle consistency (C3) framework in this paper. The key
insight is to apply swapping-reconstruction strategy twice to obtain two reconstructed images that are
supposed to exactly resemble the original two images respectively. In this way, the learned models are
better aware of appearance-specific variance as well as pose-specific variance. The learned landmarks
can thus better meet its original definition as pose-specific semantic points. To avoid trivial solution
of such a cycle consistent approach, we further regularize the learning process by considering the
equivariance property of landmarks. Specifically, we estimate a transformation map between two
images via a cross-image flow module and constrain the detected landmarks to be equivariant with
respect to given transformation map. Through a comprehensive empirical study, landmarks learned by
our framework are shown to outperform previous methods by a large margin. Notably, our framework
can also lead to an improvement of semantic alignment [17, 27, 26, 28], a closely related task to
landmark learning, by simply adapting the cross-image flow module.
2 Related Work
Unsupervised Landmark Detection. Previous attempts [39, 38, 31] for object landmark detection
often adopt a supervised setting, where a set of images with human provided keypoints is used
to minimize the distances between model predicted points and human provided ones. Recently,
researchers resort to unsupervised landmark detection [32, 33] due to its superior performance
compared to supervised landmark detection. Instead of utilizing human annotations, most of these
methods for unsupervised landmark detection learn models with synthesized image pairs that are
same in appearance but different in poses, which are created by transforming one natural image
using pre-defined transformations such as affine and TPS transformations. Specifically, [37, 14] build
conditional-encoder upon the traditional auto-encoder network to discover unsupervised landmark
representations with meaningful visual semantics. Restricted Boltzmann Machines [13] and InfoGAN
[3] are further introduced to impose a certain structure in the latent space. The core idea of [33] is
also shared by [8, 22], which factorize image semantics into background semantics and object-related
semantics, and learn to detect landmarks by disentangling different semantics and reconstructing
original images. Compared to previous methods that rely on synthesized image pairs, in this work,
we enable the possibility of unsupervised landmark learning with unaligned image pairs sampled
from natural images, which can be different in both appearances and poses. We achieve this by
introducing a cross-image cycle consistent framework and an additional cross-image flow module,
which implicitly disentangle the appearances and poses of images of objects and regularize the
equivariance of them across unaligned image pairs.
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Figure 2: Framework of C3. To enable the learning from unpaired data, our method conducts the
swapping-reconstruction strategy twice and encourages the reconstruted images to resemble the
original. A cross-image flow module further regularizes the equivariance of detected landmarks
Landmark and Appearance Disentanglement. Our work is also related to landmark and appear-
ance disentanglement, which is a popular topic in tasks of representation learning. Specifically,
constraining generative models on the appearance information to disentangle different semantics has
been introduced in [5]. Moreover, [6] introduce a holistic model for disentanglement learning. While
our proposed framework can learn to disentangle pose and appearance in an unsupervised way, we
use landmarks as the pose representation and can disentangle appearance and pose from images of
high-dimensional data such as faces.
3 Methodology
While supervised landmark learning encourages models to resemble human defined keypoints, it
remains a question that whether human defined keypoints are consistent with the ideal semantics of
landmarks. Alternatively, recent approaches belonging to unsupervised landmark learning regard pose-
specific semantic points that dominate the reconstruction of an image, and learn them from synthesized
image pairs where one image is transformed from the other one by pre-defined transformations
(e.g. affine and TPS transformations) so that they are same in appearance but different in poses.
However, since synthesized pairs contain only images with the same appearance they can not well
reflect the variance of appearance. Consequently the aforementioned unsupervised landmark learning
methods may mistakenly include appearance-specific semantics in the learned landmarks as shown in
Figure 1, leading to unsatisfactory landmarks.
To enable unsupervised landmark learning directly on unpaired natural images with varying appear-
ances and poses, in this paper we propose a cross-image cycle consistent framework (C3), together
with a cross-image flow module to further regularize the learning process. Compared to previous
methods, landmarks learned by the proposed framework are shown to be more consistent across dif-
ferent images, and better align with their roles as pose-specific semantic points. In the following, we
will respectively introduce details of the cross-image cycle consistent framework and the cross-image
flow module in Sec.3.1 and Sec.3.2.
3.1 Landmark Learning via Cross-Image Cycle Consistency Framework
Following previous approaches, we regard landmarks as a kind of pose-specific semantic representa-
tion, and refer to pose of an image as the set of K landmarks L = {l1, ..., lk} detected from it. We
aim at learning landmarks using not only synthesized image pairs that are same in appearance and
different in poses, but also natural image pairs with both varying appearances and poses. The key is
to reconstruct images with the appearance and pose originated from different images and establish
various consistencies among these reconstructed images.
An overview of our framework is included in Figure 2. Specifically, given a set of images D =
{I1, ..., Im}, our main framework consists of a backbone network N , a pose extractor Ep, an
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appearance extractor Ea, and an image decoder D. For any image I , we can extract its raw feature
map f via the backbone networkN . On top of f , we can then obtain the appearance and pose of image
I with two extractors Ea and Ep, which can be further used by the image decoder to reconstruct the
original image:
a = Ea(f), p = Ep(f),
I = D(a,p),
where a and p are both feature maps, and the number of channels of p equals to K. It’s worth
mentioning, in order to bridge the output of Ep and the landmarks L we expect to acquire, in practice
we follow [20] to transform p by a two-step process. At the first step, we normalize each channel of
raw feature map p using a softmax operation and treat it as the probability map of a landmark. We
thus get the estimated coordinate (xt, yt) of t-th landmark by taking expectations over t-th channel of
p. At the second step, we replace t-th channel of p by a gaussian noise map whose mean is located at
(xt, yt). After this process, the transformed p can then be regarded as a differentiable representation
of landmarks and a feature map for succeeding operations.
For a pair of images (Ii, Ij), we can not only reconstruct the original images as mentioned above, but
also follow a swapping-reconstruction strategy and reconstruct two swapped images each of which
contain the appearance of one image and the pose of the other:
ai = Ea(N(Ii)), pi = Ep(N(Ii)),
aj = Ea(N(Ij)), pj = Ep(N(Ij)),
Ii,j = D(ai,pj),
Ij,i = D(aj ,pi).
To learn N , Ep, Ea and D with any natural image pair (Ii, Ij) sampled from D, we propose the
cross-image cycle consistency framework which conducts the swapping-reconstruction strategy twice
as
a′i = Ea(N(Ii,j)), p
′
j = Ep(N(Ii,j)),
a′j = Ea(N(Ij,i)), p
′
i = Ep(N(Ij,i)),
I ′i = D(a
′
i,p
′
i),
I ′j = D(a
′
j ,p
′
j).
Consequently, we can encourage I ′i and I
′
j to resemble the real images Ii and Ij by applying a
perceptual loss [16]:
Lcycle = P(Ii, I ′i) + P(Ij , I ′j), (1)
where P is implemented with a VGG network as in [30]. Besides, we can also add additional
constraints on the invariance of extracted poses:
Linv = ‖p′i − pi‖2 + ‖p′j − pj‖2. (2)
3.2 Regularization via Cross-Image Flow Module
While the proposed C3 can help learn landmarks using natural image pairs with varying appearances
and poses, to further constrain the correspondences of learned landmarks across different images,
we propose a learnable cross-image flow module to estimate the transformation map between two
images, and thereafter apply a correspondence constraint on top of the estimated map.
Specifically, a transformation map T i→j establishes the location correspondences when warping
image i to image j or their feature maps at the same level. To estimate T i→j and T j→i for any pair
of images (Ii, Ij) sampled from D, we at first reuse the backbone network N to extract two feature
maps f ′i and f
′
j . A 4D tensor C containing the element-wise cosine similarity between f
′
i and f
′
j is
then computed. i.e. The value of C’s entry (xi, yi, xj , yj) is the cosine similarity between the feature
vector at (xi, yi) of f ′i and the feature vector at (xj , yj) of f
′
j . We can then apply a convolutional
layer with a 4D kernel to further process C. In practice, since a convolutional layer with a 4D kernel
are computationally expensive, we replace it with two separate 2D convolutions:
Cˆ =W1 ⊗ (W2 ⊗C), (3)
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where ⊗ denotes the convolution operator, and W is a convolution kernel. Estimation of T i→j and
T j→i based on Cˆ follows:
Si→j(xj , yj) = softmax(Cˆ(∗, ∗, xj , yj)),
T i→j(xj , yj) = argmax
(xi,yi)
Si→j(xj , yj),
Sj→i(xi, yi) = softmax(Cˆ(xi, yi, ∗, ∗)),
T j→i(xi, yi) = argmax
(xj ,yj)
Sj→i(xi, xi),
where Si→j and Sj→i are respectively score maps of location correspondences for two images.
Indeed, transformation maps T i→j and T j→i can reflect the semantic correlations between landmarks
of two images. We thus apply an equivariance loss:
Lequiv = ‖pi − T j→i ◦ pj‖2 + ‖pj − T i→j ◦ pi‖2, (4)
where ◦ denotes the warping operation.
Final Loss Function. The final loss function consists of all losses mentioned above:
Ltotal = λcycleLcycle + λequivLequiv + λinvLinv, (5)
where {λcycle, λequiv, λinv} are balancing coefficients. It worth noting that this loss function involves
no prior on desired landmarks, and puts no restrictions on the used image pairs.
4 Experiments
To evaluate the proposed method thoroughly, we first conduct a quantitative comparison with other
state-of-the-art approaches on facial landmark detection in Sec.4.2. We also include an ablation study
and an interpretation to analyze components of our framework and the disentangled representations
emerging from our framework.
In addition, in Sec.4.4 we verify the effectiveness of our proposed cross-image flow module on
semantic alignment, a task closely related to landmark detection that emphasizes the consistency of
learned landmarks across different images.
4.1 Implementation Details
Architectures. ResNet-50 [12] pretrained on ImageNet [4] is served as our backbone network N .
We use the outputs of the last two residual blocks respectively as the features f ′ and f used in Sec.3.1
and Sec.3.2. The appearance extractor Ea consists of two stacked 3× 3 convolutional layers with
ReLU [24], and its output is a feature map contains 256 channels. A similar structure is chosen for Ep
with an additional 1× 1 convolutional layer to produce a differentiable landmark representation that
contains K channels as described in Sec.3.1. The decoder D takes the concatenation of appearance
and pose feature maps as the input to decode an image. More details about the architectures of our
framework are available in the supplementary materials.
Datasets. For landmark detection, CelebA [21] is used for training, which contains around 20k face
images from 10k identities. We use MAFL [38] and AFLW [19] for testing, All images are resized
to 128× 128. To ensure a fair comparison, identities appeared in CelebA are removed from MAFL
and AFLW. As for semantic alignment, we evaluate the cross-image flow module on PF-Pascal [11],
which includes 1,351 semantically related image pairs belonging to 20 object categories for the
PASCAL VOC dataset [10].
4.2 Facial Landmark Detection
Setup. Adam [18] is adopted as our optimizer. We train our model on 4 GPUs with a total batch size
of 200. The initial learning rate is 0.0005 and will be decayed with a factor of 10 at 100 and 150
epochs (200 epochs in total). To prevent a trivial solution, we pretrain several parts independently
using synthesized pairs as the initialization. More details are presented in the supplementary materials.
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Table 1: Comparison with other methods. We report MSE metric normalized by IOD (inter-ocular
distance) on MAFL [38] and AFLW [19]. K denotes the number of landmarks detected
Method K MAFL AFLW
Fact [32] 10/30 NA/7.15 NA/NA
Struc.[37] 10/30 3.46/3.16 7.01/6.58
Cond. [14] 10/30 3.19/2.58 6.86/6.31
Joint. [15] 10/30 3.33/2.98 7.17/6.51
Shape. [22] 10/30 3.24/NA NA/NA
Ours 10/30 3.11/ 2.54 6.75/6.26
(a) Comparison with the state-of-the-art Unsupervised /
Self-Supervised landmark detection methods
Method MAFL AFLW
RCPR [1] - 11.60
CFAN [36] 15.84 10.94
Cas CNN [31] 9.73 8.97
TCDCN [39] 7.95 7.65
MTCNN [38] 5.39 6.90
Ours 2.54 6.26
(b) Comparison with Supervised landmark
detection methods
Quantitative Evaluation. Following the standard quantitative protocol for evaluating unsupervised
landmark detection, when testing we train a linear regression model to slightly adjust the position of
detected landmarks and fit the manually-annotated ground-truths in a supervised manner. In other
words, we train our framework on CelebA in an unsupervised manner and evaluate the detected
landmarks on MAFL [38] and AFLW [19] via supervised regressions. MSE normalized by the
inter-ocular distance expressed in the form of a percentage is reported as the metric, following [39].
Table 1 shows the results of ours and previous approaches in terms of both 10 and 30 landmark points.
We can see that compared to supervised learning, methods that detect landmarks in an unsupervised
manner obtain significantly better results, which indicates that human provided keypoints are limited
in terms of their cross-image consistency. On the other hand, among all the methods based on
unsupervised landmark learning, our method outperforms all the baselines by a clear margin across
datasets and different numbers of landmark points. Such results have verified our hypothesis that
learning via synthesized image pairs following pre-defined transformations may lead to an incomplete
disentanglement of appearance and pose, and further degrade the performance. In contrast, our
method enables the possibility to learn directly on natural image pairs with varying appearances and
poses, and the disentanglement is thus better conducted, which can further be verified in Figure 1.
Table 2: Ablation study on
C3 and flow module
Cycle Flow MSE
3.31
X 3.18
X 3.30
X X 3.11
Ablation Study. In order to validate two key components of our
method (i.e. C3 and cross-image flow module), we conduct an ab-
lation study on MAFL [38]. The results are included in Table 2.
Specifically, when removing the C3, our models can only learn from
synthesized image pairs as in previous methods. Consequently, se-
mantic flow module can hardly help the landmark learning due to the
limited variance of synthesized image pairs. However, when learning
directly from natural image pairs i.e. adopting C3, the cross-image
flow module can make the landmarks more consistent across different
images. Finally, the proposed C3 can leverage both appearance and landmark variances of natural
images to improve landmark detection, even without the flow module.
4.3 Visualization and Interpretation
Cross-Image Consistency of Detected Landmarks. An important aspect of unsupervised landmark
detection is that the detected landmarks should be consistent across different images. For example,
despite of the difference in facial orientations and person identities, the point near the nose should at
the same location when transformed from one image to another. While the standard metric focuses
on the similarity between detected landmarks and manually-annotated ones, here we evaluate the
consistency of detected landmarks across different images, where we use the transformation map
estimated by our cross-image flow module to do the warping.
Figure 3 shows the comparison between the detected landmarks obtained by our method and the
baseline [14]. Specifically, we transform the detected landmarks from one image to another and plot
together the original detected landmarks as well as the transformed ones. Ideally, the original and
the transformed landmarks should overlap each other seamlessly. From Figure 3 it is clearly that
landmarks detected by our method are more consistent across different images, where the images
are varying in various appearance factors such as gender. Such results not only demonstrate the
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Figure 3: Cross-Image Landmark Consistency. Learning from different instances (Ours) allows
to obtain more consistent landmarks than those from the same (Baseline), especially when the
orientation and gender are significantly different.
Original Appearance Landmark Both Original Appearance Landmark Both
(a) Disentanglement of Appearance and Landmark. The synthesized results suggest that our encoders could
disentangle the appearance/landmark-specific representations well
Original Landmark Original Landmark Original Landmark Original Landmark
(b) Template Face. When decoding with only the pose feature maps, the decoded images are consistent with the
original images in terms of pose-related information, while share the same appearance-related information
Figure 4: Visualization and interpretation of our method
effectiveness of our method but also the necessity of learning from natural image pairs that contain
both varying appearances and poses. More results are available in the supplementary materials.
Disentanglement of Appearance and Pose. Another benefit of our framework is the disentangle-
ment of appearance and pose for a given image. While it is directly related to the quality of detected
landmarks, the disentanglement is encouraged by our framework but not directly constrained. We
thus investigate the completeness of disentanglement here. Specifically, while the decoder takes both
an appearance feature map and a pose feature map as the input, we can replace one of the feature
maps with a zero-valued map and study the decoded image (referred as isolated image decoding).
The results of isolated image decoding are included in Figure 4. When decoding with only the
appearance feature maps, it can be seen the decoded images contain only appearance information
such as texture and color, without any pose-related structural information. More importantly, when
decoding with only the pose feature maps, the decoded images are consistent with the original images
in terms of pose-related information, while sharing the same appearance-related information, which
can be regarded as a templated face. These results demonstrate that the appearance and pose of the
input image have been effectively disentangled by our method. Moreover, they indicate that the
decoder will at first transform the templated face into a specific pose according to the input pose, then
7
Car Bedroom
Figure 5: Generalization. The green dots denote the learned landmarks of our method
refine the transformed face according to the input appearance information. Such a process is efficient
and natural in the perspective of humans, which is surprisingly learned in a totally data-driven way.
4.4 Semantic Alignment
Table 3: Semantic Alignment
Method PCK @ 0.1
PF-LOM [11] 62.5
CNNGeo [26] 71.9
A2Net [29] 74.1
RTNs [17] 76.2
WeakAlign [27] 75.8
NC-Net [28] 78.9
Ours 78.5
Ours w. landmark 80.1
Our cross-image flow module enhances the landmark consis-
tency via the correspondences across different images, which is
also the target of semantic alignment task. We thus also verify
the effectiveness of the cross-image flow module on the task
of semantic alignment. Specifically, semantic alignment aims
to learn the dense correspondences of given image pairs which
come from the same category but slightly differ in appearance.
Setup. The standard evaluation protocol for semantic align-
ment is adopted and the dataset PF-PASCAL [11] is divided
into approximately 700 pairs for training, 300 pairs for valida-
tion and 300 pairs for testing. The performance is measured
using the percentage of correct keypoints (PCK), which is
number of correctly matched ground-truths. In order to conduct an apple-to-apple comparison, we
follow the training receipt of [28]. More details are presented in the supplementary materials.
Quantitative Evaluation. As shown in Table 3, our method shows a competitive performance
with the state-of-the-art methods. When further equipped with the proposed cross-image cycle
consistent framework, our method obtains a 1.2% improvement over NC-NET [28] on PF-PASCAL
[11]. Moreover, in terms of efficiency, our method only requires 81 GFLOPs while NC-NET [28]
needs 471 GFLOPs. The results in Table 3 clearly demonstrate the effectiveness of the proposed
cross-image flow module, which leads to higher performance and lower computational complexity.
4.5 Generalization to Car and Bedroom
To show the generalization of our method, we apply the landmark discovery on car and bedroom.
Training details and dataset statistics are available in our supplementary files. Figure 5 presents
the detected landmarks. In terms of a certain object-centric image collection e.g. cars, our method
could indentify a set of landmark points which still maintain the geometric and semantic consistency
across instances. When meeting scenes which contain not only multiple objects but also include
the relationship among them, the learned landmarks pour more attention on the geometric structural
information i.e. the layout lines and orientations are encoded.
5 Conclusion
In this paper, we propose a cross-image cycle consistency framework to enable the unsupervised
landmark learning on unaligned image pairs sampled from a collection of natural images. Compared
to synthesized image pairs used by previous methods, the unaligned pairs can vary in both appearance
and pose. Such unaligned pairs can encourage the proposed framework to better disentangle the
appearance and landmark, leading to a clear improvement of landmarks. Moreover, a cross-image flow
module further enhances the cross-image consistency of detected landmarks. On landmark detection
and a closely-related task semantic alignment, extensive experiments validate that our approach
outperforms existing methods by a large margin. Furthermore, the visualization and interpretation of
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our approach demonstrate that the models learned by our framework align well with the motivation
of unsupervised landmark detection.
Broader Impacts
Landmarks adaptively distribute a set of points to semantical and geometrical positions on an
object, providing informative cues for object analysis. Our framework learns to detect landmarks
in an unsupervised manner from unpaired data, which are massive online. Specifically, millions
of unlabelled images are shared on the internet daily. Our proposed approach requires no human
annotations and can work well with in-the-wild image collections. In addition, the correspondence
of the landmark across different instances can be exploited as the glue that links disparate visual
percepts for the fundamental vision task from optical flow and tracking to action recognition and 3D
reconstruction. Another impressive thing is that the template face emerged in our work, which shows
the potential for designs of generative models and network defense due to the preservation of object
structure without appearance information such as texture and color. Because our work focuses on the
structure representation, it does not present any foreseeable ethical aspects and societal consequences.
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Appendix
Architectures. The decoder E comprises of sequential blocks with two convolutional layers each.
The input to each successive block, except the first one, is upsampled two times through bilinear
interpolation, while the number of feature channels is halved. The first block starts with 256 channels,
and a minimum of 32 channels are maintained till a tensor with the same spatial dimensions as
the input image is obtained. A final convolutional layer regresses the three RGB channels without
non-linear activation.
Training Protocol for Facial Landmark Detection. We provide more details for training on facial
landmark. We first pretrain the Ea, Ep and D utilizing paired data following [14] and semantic
flow module following [28]. We stop gradients for the first swapping reconstruction image ax, ay to
prevent the optimization collapse into a trivial solution. The models are trained on 4 GPUs with 50
images per GPU for 200 epochs. All the weights are initialized with random Gaussian distribution
(std = 0.01), optimized by Adam. The initial learning rate is 5× 10−4 and then divided by a factor
of 10 at 100 and 150 epoch respectively. The weight decay is set to 10−4.
More Results. In Fig 6, we show more results on Cross-Image Landmark Consistency. Obviously,
learning from different instances (Ours) allows to obtain more consistent landmarks than those from
the same (Baseline) [14].
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Figure 6: More results on Cross-Image Landmark Consistency
Training Protocol for Semantic Alignment. For semantic alignment, the model is firstly trained
for 5 epochs using Adam, with a learning rate of 5× 10−4 and keeping the feature extraction layer
weights fixed. And then the model is subsequently finetuned for 5 more epochs, training both the
feature extraction and the semantic flow module , with a learning rate of 1× 10−5.
Dataset statistics for Car and Bedroom For car and bedroom landmark detection, we collected data
both from LSUN dataset and train the landmark detection with the same setting for face landmark
detection.
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