Hall algebras and quantum symmetric pairs III: Quiver varieties by Lu, Ming & Wang, Weiqiang
ar
X
iv
:1
91
0.
01
26
3v
2 
 [m
ath
.R
T]
  5
 O
ct 
20
19
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS III:
QUIVER VARIETIES
MING LU AND WEIQIANG WANG
Abstract. The ıquiver algebras were introduced recently by the authors to provide a Hall
algebra realization of universal ıquantum groups, which is a generalization of Bridgeland’s
Hall algebra construction for (Drinfeld doubles of) quantum groups; here an ıquantum group
and a corresponding Drinfeld-Jimbo quantum group form a quantum symmetric pair. In
this paper, the Dynkin ıquiver algebras are shown to arise as new examples of singular
Nakajima-Keller-Scherotzke categories. Then we provide a geometric construction of the
universal ıquantum groups and their “dual canonical bases” with positivity, via the quan-
tum Grothendieck rings of Nakajima-Keller-Scherotzke quiver varieties, generalizing Qin’s
geometric realization of quantum groups of type ADE.
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1. Introduction
1.1. Background (H). Bridgeland [Br13] provided a Hall algebra construction of the Drin-
feld double U˜ of a quantum group U; see Ringel [Rin90], Lusztig [Lus90] and Green [Gr95]
on Hall algebra constructions of half a quantum group U+. As further generalizations of
Bridgeland’s construction, Gorsky [Gor13, Gor18] introduced semi-derived Hall algebras via
Z/2-graded complexes of an exact category while the first author and Peng [LP16, Lu19]
formulated the modified Ringel-Hall algebras for 1-Gorenstein algebras.
An ıquiver (Q, ̺) by definition consists of an acyclic quiver Q = (Q0, Q1) together with an
involution ̺ on Q (here ̺ = id is allowed). Associated to an ıquiver (Q, ̺), the authors
[LW19a] recently formulated a family of finite-dimensional 1-Gorenstein algebras, called
ıquiver algebras and denoted by Λı. The modified Ringel-Hall algebras for Λı (or simply
the ıHall algebras) were then shown to provide a categorical realization of the quasi-split
universal ıquantum groups U˜ı; the Drinfeld double is reproduced associated to the ıquiver
of diagonal type. The ıHall algebra approach also provides a conceptual construction of a
braid group action on U˜ı [LW19b] (compare [KP11]).
The universal ıquantum group U˜ı = 〈Bi, k˜i | i ∈ I〉 is by definition a subalgebra of U˜, and
(U˜, U˜ı) forms a quantum symmetric pair; cf. [LW19a]. A novelty of U˜ı is that it admits a
Cartan subalgebra generated by k˜i (i ∈ I = Q0), which contains various central elements. A
central reduction of U˜ı reproduces the ıquantum group Uı = Uı
ς
with parameters ς which
arises from the construction of quantum symmetric pairs (U,Uı) of G. Letzter [Let99]. Note
U˜ı is naturally NI-graded while Uı (with its inhomogeneous ıSerre relations) is not.
We view Letzter’s ıquantum groups and our universal ıquantum groups as a vast gener-
alization of the Drinfeld-Jimbo quantum groups. The ı-program as outlined by Bao and
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the second author [BW18a] aims at generalizing various fundamental constructions from
quantum groups to ıquantum groups.
1.2. Background (G). Via quantum Grothendieck rings of cyclic quiver varieties, Qin
[Qin16] provided a geometric construction of the Drinfeld doubles of quantum groups of
type ADE. A bonus of the geometric approach is the construction of a positive basis on
U˜ , which contains as a subset the (mildly rescaled) dual canonical bases for halves of
the quantum groups (compare with the positivity of Lusztig canonical basis of U+ of type
ADE via perverse sheaves [Lus90]). Qin’s work was built on the construction of Hernandez-
Leclerc [HL15] (who realized half a quantum group using graded Nakajima quiver varieties)
as well as the concept of quantum Grothendieck rings introduced by Nakajima [Na04] and
Varagnolo-Vasserot [VV03].
Motivated by Nakajima [Na01], Hernander-Leclerc [HL15, §9] and Leclerc-Plamondon
[LeP13], Keller and Scherotzke [KS16] formulated the notion of regular/singular Nakajima
categories RgrC and S
gr
C as a variant of mesh category of the repetition category ZQ with a
configuration C, for an acyclic quiver Q; a copy of the subset C of vertices of ZQ plays the
role of framing in Nakajima’s construction of quiver varieties. The representation varieties
of RgrC and S
gr
C (with suitable choices of C) were then used to realize graded Nakajima quiver
varieties and their stratifications. Scherotzke [Sch18] further generalized the main results
of [KS16] to an orbit quotient setting by introducing R = RC,F := R
gr
C/F and S = SC,F
associated to an admissible pair (F,C), where F is an automorphism and C is a configuration
stable under F . Note that R,S were called the generalized Nakajima categories loc. cit.,
and they are called Nakajima-Keller-Scherotzke (NKS) categories in this paper.
It is difficult to describe explicitly these NKS categories and the corresponding NKS
(quiver) varieties in such a great generality; the NKS varieties are by definition (cf. Defini-
tion 2.4) the representation varietiesM(v,w) andM0(w) ofR and S. The known examples
of NKS varieties are those when taking F to be the AR translation τ and the square Σ2 of
the shift functor, and they reproduce classical and cyclic Nakajima quiver varieties, respec-
tively (cf. [Sch18, SS16]; see also Proposition 3.1). Qin’s construction [Qin16] of the Drinfeld
double U˜ uses such cyclic quiver varieties; in this case, the singular NKS category S (when
viewed as an algebra) can be identified with Λ = kQ ⊗ R2 in (3.1), i.e., the ıquiver algebra
used to formulate Bridgeland’s Hall algebra; cf. [LW19a].
1.3. Goal. The goal of this paper is to provide a geometric construction of the quasi-
split universal ıquantum groups U˜ı of ADE type, using the quantum Grothendieck rings
of Nakajima-Keller-Scherotzke quiver varieties (associated to some distinguished choices of
admissible pairs arising from Dynkin ıquivers). In addition, the geometric construction pro-
vides a favorable basis for U˜ı with positive integral structure constants (compare [Lus90]),
which should be thought as “dual ıcanonical basis”.
The construction in this paper should be viewed as a geometric counterpart of the ıHall
algebra construction in [LW19a], just as the construction of Qin [Qin16] (also see [SS16]) is
a geometric counterpart of Bridgeland’s Hall algebra construction [Br13].
1.4. Main results. Recall the ıquiver algebra Λı associated to an ıquiver (Q, ̺), whose
ıHall algebra produces the universal ıquantum group U˜ı [LW19a] . Let ̺̂ be the triangulated
equivalence of the derived category DQ of kQ-modules induced by the automorphism ̺ of
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Q. With motivation from representation theory, we single out below a distinguished class of
NKS categories and NKS varieties.
Theorem A (Theorem 3.4). Let (Q, ̺) be a Dynkin ıquiver. Let Rı and Sı be the regular
and singular NKS categories associated to the admissible pair (F ı, C), where F ı = Σ̺̂ and C
is given by the vertices labelled by ΣjSi for all i ∈ Q0 and j ∈ Z. Then the category Gproj(Λı)
of Gorenstein projective Λı-modules is equivalent to proj(Rı), proj(Λı) is Morita equivalent
to Sı, and there are equivalences of Frobenius categories Gproj(Λı) ≃ Gproj(Sı) ≃ proj(Rı).
In other words, Sı viewed as an algebra is isomorphic to the ıquiver algebra Λı.
Following the formalism in [Sch18], we define in Definition 2.4 and (2.2)–(2.4) the ıNKS
varieties M(v,w,Rı) and M0(v,w,R
ı), together with a morphism π : M(v,w,Rı) →
M0(v,w,R
ı), for given dimension vectors v ∈ NR
ı
0−S
ı
0 and w ∈ NS
ı
0. Thanks to the inclu-
sion relations among M0(v,w,R
ı) when v are comparable, we can form M0(w,R
ı) =
∪vM0(v,w,R
ı), which can be identified with the representation variety rep(w,Sı); cf.
Lemma 3.12. There is a stratification M0(w,R
ı) =
⊔
v:σ∗w−Cqv≥0
Mreg0 (v,w,R
ı); see (2.7).
We apply the general machinery [Na04, VV03] of quantum Grothendieck rings to the ıNKS
varieties. A coalgebra Kgr(mod(Sı)) in (2.12) is endowed with a twisted comultiplication
(which involves a square root v1/2 of v), and its dual gives rise to the quantum Grothendieck
ring (R˜ıZ, ·) over Z[v
1/2, v−1/2]; cf. (3.18)–(3.20). By construction, R˜ıZ affords a distinguished
basis {L(v,w)} dual to a basis in Kgr(mod(Sı)) of perverse sheaves associated to the strata
Mreg0 (v,w,R
ı) ⊆M0(w,R
ı) with respect to the trivial local systems, cf. (2.16).
We have a good knowledge of the size of R˜ıZ thanks to the following theorem. The
parametrization of this basis for R˜ıZ is fairly explicit; cf. (6.27) and Proposition 6.8. See
(3.14) for notations vi,wi.
Theorem B (Theorem 6.11, Proposition 6.14). The subring R˜ı0Z of R˜
ı
Z generated by L(v
i,wi),
for i ∈ I, is a polynomial ring, and it has a basis
{L(v0,w0) | (v0,w0) ∈ (V 0,W 0), σ∗w0 − Cqv
0 = 0}.
Moreover, as a left (or right) R˜ı0Z -module, R˜
ı
Z is free with basis
{L(v+,w+) | (v+,w+) ∈ (V +,W+) l-dominant}.
Now we can state the main theorem of this paper, where R˜ı = Q(v1/2)⊗ R˜ıZ and the field
Q(v1/2) is used to include v1/2 which appears in the twisting of (co)multiplication.
Theorem C (Theorem 6.25). Let (Q, ̺) be a Dynkin ıquiver. Then there exists an isomor-
phism of Q(v1/2)-algebras κ˜ : U˜ı
≃
−→ R˜ı which sends
Bi 7→
v
1− v2
L(0, 1σSi), if i ∈ I̺, Bi 7→
v
v2 − 1
L(0, 1σSi), if i ∈ I\I̺,
k˜i 7→ L(v
i,wi), if ̺i 6= i, k˜i 7→ −
1
v
L(vi,wi), if ̺i = i.
It is instructive to compare the above theorem with the realization of U+ via a quantum
Grothendieck ring R˜+ by Hernandez-Leclerc [HL15] and the realization of U˜ via a quantum
Grothendieck ring R˜ by Qin [Qin16]; see Theorem 6.1. Theorem B allows us to define a
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filtered algebra structure on R˜ı in Proposition 6.16, whose associated graded R˜ı,gr naturally
contains R˜+ as a subalgebra; see Proposition 6.19.
To show that κ˜ defined in Theorem C is a homomorphism, we need to verify the ıSerre
relations for the generators Bi, k˜i for U˜
ı hold for their images in R˜ı under κ˜. This requires
several local rank 1 and 2 computations, which in turn are built on the determination of
various l-dominant pairs (v,w) which provide explicit information on the stratification of
M0(w,R
ı). These computations are more involved than [HL15, Qin16] as we have more cases
to handle, and will be carried out in Sections 4–5. We then show in Section 6 the elements
in R˜ı as specified in Theorem C indeed generate the algebra R˜ı. Finally a filtered algebra
argument reduces the injectivity of the homomorphism κ˜ to the theorem of Hernandez-
Leclerc which realizes geometrically half a quantum group.
The following positivity property follows from constructions, see (2.18).
Proposition D (Positivity). The structure constants in the Z[v1/2, v−1/2]-algebra R˜ıZ with
respect to the basis {L(v,w)} are in N[v1/2, v−1/2].
This positive basis for R˜ı is transferred to a basis for U˜ı via the isomorphism in TheoremC,
which should be viewed as a dual ıcanonical basis for U˜ı.
1.5. Perspectives. As the Drinfeld doubles U˜ arise naturally in the categorical and geo-
metric constructions, we view U˜ as a basic concept in its own, not merely as a stepping stone
to the construction of quantum groups U. In the same vein, the universal ıquantum group
U˜ı can be regarded as a fundamental object on its own; in addition, it helps to demystify
the appearance of parameters ς in Letzter’s ıquantum group Uı = Uı
ς
.
It will be beneficial to relate the geometric realization of U˜ı in this paper and the cate-
gorical realization of U˜ı in [LW19a]. The construction of [LW19a] provides an intrinsic basis
for U˜ı, which we call a dual PBW basis. In a sequel to this paper, we shall show the integral
lattice for U˜ı spanned by the dual PBW basis coincides with the integral lattice spanned by
the dual ıcanonical basis constructed in this paper; moreover, we shall show that the dual
PBW basis has a positive integral expansion in terms of the dual ıcanonical basis; similar
statements hold for U˜. In addition, we shall develop an algebraic approach of another “dual
canonical basis” for U˜ and U˜ı, respectively. It is a challenging and important open question
to find an algebraic characterization and algorithm for the positive dual canonical bases for
U˜ and U˜ı.
There has been a completely different geometric construction of the modified quantum
groups U˙ (of type A) and their canonical bases with positivity [BLM90, Lus93], which is
compatible with the Khovanov-Lauda-Rouquier (KLR) categorification [KL10, R08]. There
has also been a geometric construction of the modified ıquantum groups U˙ı (of type AIII) and
their ıcanonical bases with positivity [BKLW18, LiW18, BW18b], which is again compatible
with a KLR type categorification [BSWW18]. It is natural to ask if there is any connection
between these constructions for modified quantum groups and canonical bases (respectively,
for ıquantum groups and ıcanonical bases) and the geometric constructions of the Drinfeld
doubles and dual canonical bases in [Qin16, SS16] (respectively, in this paper).
A monoidal categorification of half a quantum group U+ of type ADE using finite-
dimensional module categories of quantum loop algebras was given in [HL15], which gave
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rise to the geometric realization of U+ via quantum Grothendick rings of graded Nakajima
quiver varieties. Further connections between the HL categorification and KLR categorica-
tion have been firmly established in [KKK15, Fu17]. This provides “half an answer” to the
above question on the whole quantum groups.
It will be important to extend the constructions of this paper and [LW19a] to realize
ıquantum groups associated to Satake diagrams with black nodes (cf. [Let99, BW18a]).
In another direction, this paper hopefully brings quantum symmetric pairs a step closer to
quantum cluster algebras, as there have been various connections to cluster algebras in the
works [HL15, KS16, Qin16] and references therein.
1.6. The organization. The paper is organized as follows. In Section 2, the basic construc-
tions of NKS categories/varieties and their quantum Grothendieck rings are reviewed. We
then introduce and study in depth in Section 3 the ıNKS categories/varieties associated to
Dynkin ıquiver varieties. Connections between ıNKS varieties and the NKS varieties used to
realize quantum groups are formulated. We establish Theorem A, which relates the singular
ıNKS category to the Dynkin ıquiver algebra Λı. The quantum Grothendieck ring R˜ı is then
formulated.
In Section 4, we determine explicitly the l-dominant pairs which are used in the sub-
sequent Section 5 for the rank 2 computations of ıSerre relations in the algebra R˜ı. In
Section 6, we construct a new basis (see Theorem B) and an algebra filtration for the quan-
tum Grothendieck ring R˜ı, and finally establish the algebra isomorphism in Theorem C
which provides a geometric realization of the ıquantum groups.
1.7. Notations. We list the notations which are often used throughout the paper.
⊲ N,Z,Q, C – sets of nonnegative integers, integers, rational and complex numbers.
⊲ k – an algebraically closed field of characteristic zero,
⊲ mod(k) – category of finite-dimensional k-linear spaces,
⊲ D – the standard duality functor Homk(−, k).
Let C be a k-linear category, with the set of objects denoted by C0. We denote
⊲ mod(C) – category of pointwise finite-dimensional right C-modules, i.e., k-linear functors
Cop → mod(k),
⊲ rep(w, C) – the variety of C-modules M such that M(u) = kw(u) for each u ∈ C0,
⊲ C(u, v) – Hom-space HomC(u, v) for any u, v ∈ C0,
⊲ proj(C) – full subcategory of projective modules in mod(C).
Let Q = (Q0, Q1) be a quiver, and i ∈ Q0. Denote
⊲ rep(Q) – category of finite-dimensional representation of Q over field k,
⊲ mod(kQ) – category of finite-dimensional right kQ-modules; we identify mod(kQ) ≃
rep(Qop),
⊲ proj(kQ) – subcategory of projective kQ-modules,
⊲ inj(kQ) – subcategory of injective kQ-modules,
⊲ Si, Pi, Ii – the simple, projective, injective kQ-modules, respectively,
⊲ DQ – bounded derived category of finite-dimensional kQ-modules.
For a triangulated category T , denote by
⊲ Σ – the shift functor,
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⊲ τ – the Auslander-Reiten (AR) translation (if it exists).
⊲ Rı,Sı,P ı – the singular/regular/preprojective ıNKS categories,
⊲ M(v,w,Rı) – ıNKS quiver varieties.
⊲ U˜ – Drinfeld double of a quantum group U,
⊲ U˜ı – universal ıquantum group, whose central reductions produce ıquantum groups Uı
ς
.
⊲ vi,wi – dimension vectors in (3.14),
⊲ vij,wij, wijk – dimension vectors in (4.4) and (4.6).
Acknowledgments. This project was initiated during a visit of M.L. to University of Vir-
ginia. We thank University of Virginia, Sichuan University, and East China Normal Univer-
sity for hospitality and support which has greatly facilitated this work. W.W. is partially
supported by NSF grant DMS-1702254.
2. NKS categories and NKS quiver varieties
In this section, we review the general constructions of NKS categories and NKS quiver
varieties, following [KS16, Sch18]. We also recall the quantum Grothendieck rings for quiver
varieties, following [Na04, VV03] (also cf. [Qin16, SS16]).
2.1. Graded NKS categories. Let Q = (Q0 = I, Q1) be a Dynkin quiver. Define the
repetition quiver ZQ of Q as follows:
⊲ the set of vertices is {(i, p) ∈ Q0 × Z};
⊲ an arrow (α, p) : (i, p)→ (j, p) and an arrow (α¯, p) : (j, p− 1)→ (i, p) are given, for any
arrow α : i→ j in Q and any vertex (i, p).
Define the automorphism τ of ZQ to be the shift by one unit to the left, i.e., τ(i, p) =
(i, p− 1) for all (i, p) ∈ Q0 × Z.
By a slight abuse of notation, associated to β : y → x in ZQ, we denote by β¯ the arrow
that runs from τx → y. Let k(ZQ) be the mesh category of ZQ, that is, the objects are
given by the vertices of ZQ and the morphisms are k-linear combinations of paths modulo
the ideal spanned by the mesh relations Rx :=
∑
α:y→x αα¯, where the sum runs through all
arrows of ZQ ending at x.
By a theorem of Happel [Ha88], there is an equivalence
H : k(ZQ)
≃
−→ IndDQ,
where IndDQ denotes the category of indecomposable objects in DQ. Using this equivalence,
we label once and for all the vertices of ZQ by the isoclasses of indecomposable objects of
DQ. Note that the action of τ on ZQ corresponds to the action of the AR-translation on
DQ, and this explains the notation τ .
Let F : DQ → DQ be a triangulated equivalent functor. Let C be a subset of vertices of
ZQ, which satisfies the following basic assumptions [Sch18] [SS16, Assumption 2.3].
Assumption 2.1. (C1) C is an F -invariant subset;
(C2) The orbit category DQ/F is triangulated and the canonical projection DQ → DQ/F
is a triangulated functor;
(C3) For every x ∈ DQ there are objects c, c
′ ∈ C such that DQ(x, c) 6= 0 and DQ(c
′, x) 6= 0.
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In this case, C is called an (admissible) configuration, and (F,C) an admissible pair. For
example, the set of all vertices of ZQ is admissible.
Let ZQC be the quiver constructed from ZQ by adding to every vertex c ∈ C a new object
denoted by σc together with arrows τc→ σc and σc→ c; we refer to σc, for c ∈ C, as frozen
vertices.
The graded NKS category RgrC is defined to be the k-linear category with
⊲ objects: the vertices of ZQC ;
⊲ morphisms: k-linear combinations of paths in ZQC modulo the ideal spanned by the
mesh relations
∑
α:y→x αα¯, where the sum runs through all arrows of ZQC ending at
x ∈ ZQ.
These categories were formulated in [KS16, Sch18]; here and below NKS stands for Nakajima-
Keller-Scherotzke. The work [KS16] was in turn motivated by [HL15, LeP13]; also cf.
[Qin16].
2.2. NKS categories. The functor F can be uniquely lifted to RgrC by setting F (σc) =
σ(Fc) for any c ∈ C. Let
R = RC,F := R
gr
C/F,
and let S = SC,F be the full subcategory of R formed by all σc (c ∈ C), following [Sch18].
Then R and S are called the regular NKS category and the singular NKS category of the
admissible configuration (F,C) in this paper. The categories studied in [LeP13, HL15, Qin16]
are examples of (graded) NKS categories when C is the set of all vertices of ZQ.
Define ZQC/F to be the quiver with vertices the F -orbits on the set of vertices of ZQC and
the number of arrows x→ y between two fixed representatives x and y of F -orbits is given
by the total number of arrows x → F iy for all i ∈ Z. The quotient category P := R/(S),
which is equivalent to k(ZQ/F ) is called the preprojective NKS category.
Example 2.2 (Type A1). Let Q be the quiver of type A1. Let C = {Σ
jS | j ∈ Z} and
F = Σ2. Then ZQC/F is given by an oriented cycle in the following:
S
α1

σ(S)
β1oo
σ(ΣS)
β2 // ΣS
α2
OO
The regular NKS category R is isomorphic to k(ZQC/F )/(β2α1, β1α2). The singular NKS
category S is isomorphic to k( σ(S)
ε // σ(ΣS)
ε′
oo )
/
(ε′ε, εε′).
Example 2.3 (Type A2). Let Q be the quiver ( 2 1oo ). Let C = {Σ
j
Si | i = 1, 2, j ∈ Z}
and F = Σ2. Then ZQC/F is given by (2.1).
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS III 9
(2.1)
σ(S1) σ(S2)
S1
P2
σ(ΣS1)
S2
ΣS1
σ(ΣS2)
σ(ΣP2)
σ(S1) σ(S2)
S1
ΣS2
The singular NKS category S admits a description in terms of the bound quiver below:
σ(ΣS1)
σ(S1)
σ(ΣS2)
σ(S2)
✲
✲
α′
α
✻
❄
✻
❄
ε′1 ε1 ε
′
2 ε2
ε1ε
′
1, ε
′
1ε1, ε
′
2ε2, ε2ε
′
2, α
′ε1 − ε2α, αε
′
1 − ε
′
2α
′.
It is instrumental to observe how the black/purple paths in (2.1) give rise to this quiver.
2.3. NKS quiver varieties. In this subsection, we review the generalized quiver varieties
introduced by Keller-Scherotzke [KS16] and Scherotzke [Sch18]; we shall call them Nakajima-
Keller-Scherozke quiver varieties, or NKS (quiver) varieties for short, in this paper.
Let S be a singular NKS category, and R its corresponding regular NKS category. An
R-module M is stable (resp. costable) if the support of soc(M) (respectively, top(M)) is
contained in S0. A module is bistable if it is both stable and costable. Equivalently, M does
not contain any nonzero submodule supported only on non-frozen vertices (respectively, M
does not admit any nonzero quotient supported only on non-frozen vertices).
Let v ∈ NR0−S0 and w ∈ NS0 be dimension vectors. Denote by rep(v,w,R) the variety of
R-modules of dimension vector (v,w). Let 1x denote the characteristic function of x ∈ R0,
which is also viewed as the unit vector supported at x. Let Gv :=
∏
x∈R0−S0
GL(v(x), k).
Definition 2.4. The NKS quiver variety, or simply NKS variety, M(v,w) is the quotient
St(v,w)/Gv, where St(v,w) is the subset of rep(v,w,R) consisting of all stable R-modules
of dimension vector (v,w). Define the affine variety
(2.2) M0(v,w) =M0(v,w,R) := rep(v,w,R)//Gv
to be the GIT quotient, whose coordinate algebra is k[rep(v,w,R)]Gv.
According to [Sch18, Theorem 3.2], M(v,w) is a smooth quasi-projective variety.
We define a partial order ≤ on the set NR0 as follows:
(2.3) v′ ≤ v ⇔ v′(x) ≤ v(x), ∀x ∈ R0. Moreover, v
′ < v ⇔ v′ ≤ v and v′ 6= v.
Regarding a dimension vector on R0−S0 as a dimension vector on R0 (by extension of zero),
we obtain by restriction a partial order ≤ on the set NR0−S0.
For v′,v ∈ NR0−S0 with v′ ≤ v and w ∈ NS0 , there is an inclusion
rep(v′,w,R) −→ rep(v,w,R)
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by taking a direct sum with the semisimple module of dimension vector v − v′. This yields
an inclusion
rep(v′,w,R)//Gv′ −→ rep(v,w,R)//Gv.
Define the affine variety
M0(w) =M0(w,R) := colim
v
M0(v,w)
to be the colimit of M0(v,w) along the inclusions. Then the projection map
(2.4) π :M(v,w) −→M0(v,w),
which sends the Gv-orbit of a stable R-module M to the unique closed Gv-orbit in the
closure of GvM , is proper; see [Sch18, Theorem 3.5].
Denote by Mreg(v,w) ⊂ M(v,w) the open subset consisting of the union of closed Gv-
orbits of stable modules, and then
Mreg0 (v,w) := π(M
reg(v,w))
is an open subset of M0(v,w). Then π induces a stratification
M0(w) =
⊔
v
Mreg0 (v,w)
into finitely many smooth locally closed strata Mreg0 (v,w).
Let res : mod(R) → mod(S) be the restriction functor. Then res induces a morphism of
varieties
res :M0(w) −→ rep(w,S), res ◦π :M(v,w) −→ rep(w,S).
2.4. The stratification functor. As the restriction functor res : mod(R) → mod(S) is a
localization functor, it admits a left and a right adjoint functor, which are denoted by KL
and KR respectively. The intermediate extension KLR : mod(S) → mod(R) is the image
of the canonical map KL → KR. Note that in this case KL is right exact and KR is left
exact, KLR preserves monomorphisms and epimorphisms (however, it may not be exact in
general).
Let e be the idempotent in R associated to the objects of S. Then eRe = S and KL =
Re⊗S − and KR = HomS(eR,−).
For any S-module M , the modules CK(M) and KK(M) are defined to be
• KK(M) = ker(KL(M)→ KLR(M));
• CK(M) = Coker(KLR(M)→ KR(M)).
Both CK and KK are supported only in R0 − S0. As R/(S)
∼
−→ P, we can view CK(M)
and KK(M) as P-modules.
Lemma 2.5 ([Sch18]).
(i) The functor CK : mod(S) → mod(P), M 7→ CK(M), maps objects in the same
stratum to isomorphic representable objects. (CK is called the stratification functor.)
(ii ) An R-module M is bistable if and only if KLR(resM) ∼= M . Furthermore, we have
N ∈Mreg0 (v,w) if and only if dimKLR(N) = (v,w).
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Example 2.6 (Type A1). Keep the notation as in Example 2.2. An R-module is of the form
V (S)
β1 // W (σ(S))
α2

W (σ(ΣS))
α1
OO
V (ΣS)
β2
oo
Example 2.7 (Type A2). Keep the notation as in Example 2.3. An R-module is of the form
(2.5)
V (S1)
V (P2)
V (S2)
W (σ(ΣS1))
W (σ(S2))
V (ΣS1)
W (σ(ΣS2))
V (ΣP2)
W (σ(S1))
V (ΣS2)
V (S1)
 
  ✠
❅
❅❅■
 
  ✠
❅
❅❅■
 
  ✠
 
  ✠
 
  ✠
 
  ✠
 
  ✠
❅
❅❅■
❅
❅❅■
❅
❅❅■
❅
❅❅■
❅
❅❅■
✛ ✛ ✛
✛✛
Given v ∈ NR0−S0 , we define (cf. [Sch18])
Cqv : R0 − S0 −→ Z,
(Cqv)(x) = v(x) + v(τx)−
∑
y→x
v(y), for x ∈ R0 − S0,(2.6)
where the sum runs over all arrows y → x of R with y ∈ R0 − S0. Given w ∈ NS0, define a
dimension vector
σ∗w : R0 − S0 −→ N, x 7→
{
w(σx), if x ∈ C,
0, otherwise.
Given v ∈ NR0−S0, define the dimension vector
τ ∗v : R0 − S0 −→ N, x 7→ v(τx).
By [Sch18, Proposition 4.6], if the fibre of π : M(v,w) → M0(w) is non-empty, then
σ∗w − Cqv ≥ 0. So we obtain the following more precise form of a stratification of M0(w)
(2.7) M0(w) =
⊔
v:σ∗w−Cqv≥0
Mreg0 (v,w).
Definition 2.8. A pair (v,w) of dimension vectors v ∈ NR0−S0 and w ∈ NS0 is called
l-dominant if σ∗w − Cqv ≥ 0, and (v,w) is called strongly l-dominant if it is l-dominant
and Mreg0 (v,w) 6= ∅.
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2.5. Quantum Grothendieck rings. We review the quantum Grothendieck ring of NKS
varieties and its convolution product, following [VV03]; also see [Na04, Qin16].
For any two dimension vectors α, β of S, let Vα+β be a vector space of graded dimension
α + β. Fix a vector subspace W0 ⊂ Vα+β of graded dimension α, and let
Fα,β := {y ∈ rep(α + β,S) | y(W0) ⊂W0} ⊂ rep(α + β,S).
Then y ∈ Fα,β induces a natural linear map y
′ : V/W0 → V/W0, i.e., y
′ ∈ rep(β,S). Hence
we obtain the following convolution diagram
rep(α,S)× rep(β,S)
p
←− Fα,β
q
−→ rep(α+ β,S),
where p(y) := (y|W0, y
′) and q is the natural embedding.
Let Dc(rep(α,S)) be the derived category of constructible sheaves on rep(α,S). We have
the following restriction functor (called comultiplication),
∆˜α+βα,β : Dc
(
rep(α+ β,S)
)
−→ Dc
(
rep(α,S)
)
×Dc
(
rep(β,S)
)
, F 7→ p!q
∗(F ).(2.8)
For any (v,w) such that M(v,w) 6= ∅, let kM(v,w) be the constant sheaf on M(v,w).
Denote by πS(v,w) ∈ Dc(rep(w,S)) (or π(v,w) when there is no confusion) the pushforward
along π :M(v,w)→M0(w) ∼= rep(w,S) of kM(v,w) with a grading shift:
π(v,w) := π!(kM(v,w))[dimM(v,w)].(2.9)
For a strongly l-dominant pair (v,w), let LS(v,w) (or L(v,w)) be the intersection coho-
mology complex associated to the stratum Mreg0 (v,w) ⊆M0(w) with respect to the trivial
local system. Thanks to the transverse slice theorem [Na01, Na04] (also see [Qin16]), we
have
(2.10) π(v,w) =
∑
v′:σ∗w−Cqv′≥0,v′≤v
av,v′;w(v)L(v
′,w),
where we denote by F⊕m[d] by mvdF using an indertminate v, for any sheaf F , m ∈ N, and
d ∈ Z. Note that av,v′;w(v) ∈ N[v, v−1], av,v′;w(v−1) = av,v′;w(v), and av,v;w(v) = 1. Any
f(v) ∈ N[v, v−1] such that f(v−1) = f(v) is called bar-invariant.
For each w ∈ NS0, the Grothendieck group Kw(mod(S)) is defined as the free abelian
group generated by the perverse sheaves L(v,w) appearing in (2.10), for various v. It has
two distinguished Z[v, v−1]-bases:
{π(v,w) | σ∗w − Cqv ≥ 0,M
reg
0 (v,w) 6= ∅};
{L(v,w) | σ∗w − Cqv ≥ 0,M
reg
0 (v,w) 6= ∅}.
(2.11)
Consider the free Z[v, v−1]-module
(2.12) Kgr(mod(S)) :=
⊕
w
Kw(mod(S)).
Then {∆˜w
w1,w2
} induces a comultiplication ∆˜ on Kgr(mod(S)).
Introduce a bilinear form d(·, ·) on NR0−S0 by letting
(2.13) d
(
(v1,w1), (v2,w2)
)
= (σ∗w1 − Cqv1) · τ
∗v2 + v1 · σ
∗w2,
where · denotes the standard inner product, i.e., v′ · v′′ =
∑
x∈R0−S0
v′(x)v′′(x).
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS III 13
Proposition 2.9 ([VV03], see also [Qin16, SS16]). The comultiplication ∆˜ is coassociative
and given by
∆˜w
w1,w2
(
π(v,w)
)
=
⊕
v1+v2=v
w1+w2=w
vd((v2,w2),(v1,w1))−d((v1 ,w1),(v2,w2))π(v1,w1)⊠ π(v2,w2).(2.14)
Remark 2.10. The graded quiver varieties and cyclic quiver varieties in [Qin16] are NKS
varieties with the configuration C = {vertices of ZQ}. The definition of Cq (2.6) (which
makes sense for a more flexible configuration C) essentially coincides with Qin’s up to a shift
by σ, and our bilinear form (2.13) coincides with [Qin16, Eq. (12)]. The formula (2.13) was
used implicitly though not written down explicitly in [SS16].
Denote
Rw(mod(S)) = HomZ[v,v−1](Kw(mod(S)),Z[v, v
−1]),
Kgr∗(mod(S)) =
⊕
w∈NS0
Rw(mod(S)).
(2.15)
Then as the graded dual of the coalgebra Kgr(mod(S)), Kgr∗(mod(S)) becomes a Z[v, v−1]-
algebra, whose multiplication is denoted by ∗. Note that Kgr∗(mod(S)) is a NS0-graded
algebra (called the quantum Grothendieck ring). It has two distinguished bases
{χ(v,w) | σ∗w − Cqv ≥ 0,M
reg
0 (v,w) 6= ∅},
{L(v,w) | σ∗w − Cqv ≥ 0,M
reg
0 (v,w) 6= ∅},
(2.16)
dual to the 2 bases in (2.11), respectively. We shall drop the subscript S in χS and LS in
(2.16) when there is no confusion. Note that L(v,w), L(v,w) make sense only for strongly
l-dominant pairs (v,w).
By the transversal slice Theorem [Na01], the direct summands appearing in π(v,w) are
the shifts of sheaves L(v′,w) with v′ ≤ v; cf. (2.3). So we have
(2.17) L(v1,w1) ∗ L(v2,w2) =
∑
v≥v1+v2
cv
v1,v2
(v)L(v,w1 +w2),
with a leading term cv1+v2
v1,v2
(v)L(v1 + v2,w1 +w2); moreover, we have
cv
v1,v2(v) ∈ N[v, v
−1],(2.18)
cv1+v2
v1,v2
(v) = vd((v2,w2),(v1,w1))−d((v1 ,w1),(v2,w2)).(2.19)
The positivity (2.18) follows from the fact that the image of a perverse sheaf L(v,w) under
the comultiplication ∆˜ (see (2.8)) is a semisimple perverse sheaf.
3. NKS categories for ıquivers
In this section, we formulate and study the ıNKS categories and varieties associated to
Dynkin ıquivers and relate them to the ıquiver algebras introduced in [LW19a].
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3.1. The ıquivers and doubles. We briefly review the notions of ıquivers and ıquiver
algebras introduced by the authors in [LW19a]. (The notation τ for quiver involution is
changed to ̺ here, as τ could be confused with the notation τ for the AR translation which
is used often in this paper.)
Let k be a field. Let Q = (Q0 = I, Q1) be an acyclic quiver (i.e., a quiver without oriented
cycle). An involution of Q is defined to be an automorphism ̺ of the quiver Q such that
̺2 = Id. In particular, we allow the trivial involution Id : Q → Q. An involution ̺ of Q
induces an involution of the path algebra kQ, again denoted by ̺. A quiver together with a
specified involution ̺, (Q, ̺), will be called an ıquiver.
Let R1 denote the truncated polynomial algebra k[ε]/(ε
2). Let R2 denote the radical
square zero of the path algebra of 1
ε // 1′
ε′
oo , i.e., ε′ε = 0 = εε′. Define a k-algebra
(3.1) Λ = kQ⊗k R2.
Associated to the quiver Q, the double framed quiver Q♯ is the quiver such that
• the vertex set of Q♯ consists of 2 copies of the vertex set Q0, {i, i
′ | i ∈ Q0};
• the arrow set of Q♯ is
{α : i→ j, α′ : i′ → j′ | (α : i→ j) ∈ Q1} ∪ {εi : i→ i
′, ε′i : i
′ → i | i ∈ Q0}.
Note Q♯ contains 2 isomorphic copies of subquiver Q ∼= Q′, and it admits a natural involution
called swap, which switches Q and Q′. The involution ̺ of a quiver Q induces an involution
̺♯ of Q♯ which is basically the composition of swap and ̺ (on the two copies of subquivers
Q and Q′ of Q♯). The algebra Λ can be realized in terms of the quiver Q♯ and a certain
admissible ideal I♯ so that Λ ∼= kQ♯
/
I♯; see [LW19a, §2.2].
By [LW19a, Lemma 2.4], ̺♯ on Q♯ preserves I♯ and hence induces an involution ̺♯ on
the algebra Λ. By [LW19a, Definition 2.5], the ıquiver algebra of (Q, ̺) is the fixed point
subalgebra of Λ under ̺♯,
(3.2) Λı = {x ∈ Λ | ̺♯(x) = x}.
By [LW19a, Proposition 2.6], the algebra Λı can be described in terms of a quiver Q and its
admissible ideal I as
Λı ∼= kQ
/
I,(3.3)
where
⊲ Q is constructed from Q by adding a loop εi at the vertex i ∈ Q0 if ̺i = i, and adding
an arrow εi : i→ ̺i for each i ∈ Q0 if ̺i 6= i;
⊲ I is generated by
(1) (Nilpotent relations) εiε̺i for any i ∈ I;
(2) (Commutation relations) εiα− ̺(α)εj for any arrow α : j → i in Q1.
Moreover, it follows by [LW19a, Proposition 3.5] that Λı is a 1-Gorenstein algebra.
By [LW19a, Corollary 2.12], kQ is naturally a subalgebra and also a quotient algebra of
Λı. Viewing kQ as a subalgebra of Λı, we have a restriction functor
res : mod(Λı) −→ mod(kQ).
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Viewing kQ as a quotient algebra of Λı, we obtain a pullback functor
(3.4) ι : mod(kQ) −→ mod(Λı).
Hence a simple module Si of kQ associated to i ∈ Q0 is naturally a simple Λ
ı-module.
For each i ∈ Q0, define a k-algebra (which can be viewed as a subalgebra of Λ
ı)
Hi :=
 k[εi]/(ε
2
i ) if ̺i = i, i
εi
☛
k( i
εi // ̺i
ε̺i
oo )/(εiε̺i, ε̺iεi) if ̺i 6= i.
(3.5)
Note that Hi = H̺i for any i ∈ Q0. Choose one representative for each ̺-orbit on I, and let
I̺ = {the chosen representatives of ̺-orbits in I}.(3.6)
Define the following subalgebra of Λı:
(3.7) H =
⊕
i∈I̺
Hi.
Note that H is a radical square zero selfinjective algebra. Denote by
resH : mod(Λ
ı) −→ mod(H)(3.8)
the natural restriction functor. On the other hand, as H is a quotient algebra of Λı (cf.
[LW19a, proof of Proposition 2.15]), every H-module can be viewed as a Λı-module.
Recall the algebra Hi for i ∈ I̺ from (3.5). For i ∈ Q0 = I, define the indecomposable
(right) module over Hi (if i ∈ I̺) or over H̺i (if i 6∈ I̺)
Ei =

k[εi]/(ε
2
i ), if ̺i = i;
k
0
// k
1oo on the quiver i
εi // ̺i
ε̺i
oo , if ̺i 6= i.
(3.9)
Then Ei, for i ∈ Q0, can be viewed as a Λı-module and is called a generalized simple Λı-
module.
3.2. NKS categories for quantum groups. First we review briefly and set up notations
for Gorenstein algebras and Gorenstein projective modules. Let A be a finite-dimensional
k-algebra. A complex
P • : · · · −→ P−1 −→ P 0
d0
−→ P 1 −→ · · ·
of finitely generated projective A-modules is said to be totally acyclic provided it is acyclic
and the Hom complex HomA(P
•, A) is also acyclic. An A-module M is said to be (finitely
generated) Gorenstein projective provided that there is a totally acyclic complex P • of pro-
jective A-modules such thatM ∼= Ker d0 [EJ00]. We denote by Gproj(A) the full subcategory
of mod(A) consisting of Gorenstein projective modules.
Let A be a finite-dimensional algebra. The singularity category of A is defined (cf. [Ha91])
to be the Verdier localization Dsg(A) := D
b(A)/Kb(proj(A)). Buchweitz-Happel’s Theorem
states that Gproj(A) is a Frobenius category with projective modules as projective-injective
objects. Moreover, Dsg(A) ≃ Gproj(A) if A is a Gorenstein algebra.
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Proposition 3.1 (cf. [SS16]). Let Q be a Dynkin quiver. Let R and S be the regular
and singular NKS categories associated to the admissible pair (Σ2, C), where C is given by
the vertices labelled by ΣjSi for all i ∈ Q0 and j ∈ Z. Then Gproj(Λ) is equivalent to
proj(R), proj(Λ) is Morita equivalent to S, and we have Gproj(Λ) ≃ Gproj(S) ≃ proj(R)
as Frobenius categories.
Proof. Let P = R/(S). Then proj(P) ≃ DQ/Σ
2 by definition. From [Sch17, Theorems 3.3,
3.5], proj(R) is a Frobenius model for proj(P), i.e., proj(R) is a Frobenius category with the
objects in proj(S) (viewed as a subcategory of proj(R)) as its projective-injective objects,
and proj(R) ≃ proj(P).
Let CZ/2(proj(kQ)) be the category of Z/2-graded complexes over proj(kQ), see [Br13,
Section 3.1]. Then Gproj(Λ) ≃ CZ/2(proj(kQ)) (see, e.g., [LW19a, (3.2)]). From [SS16,
Theorem 3.1], we have CZ/2(proj(kQ)) ≃ proj(R), and hence Gproj(Λ) ≃ proj(R).
By comparing the projective-injective objects in Gproj(Λ) ≃ proj(R), we have proj(Λ) ≃
proj(S). The last assertion follows. 
In fact, by viewing S as an algebra, we can identify S with the algebra Λ defined in (3.1),
by noting Ind proj(Λ) ≃ S. In the remainder of this paper, we shall reserve the notations
R and S for the regular and singular NKS categories defined in Proposition 3.1. Also let
P = R/(S) be the corresponding preprojective NKS category.
Remark 3.2. The regular NKS category considered in [Qin16] is somewhat different from the
one in Proposition 3.1, where the admissible configuration (F,C) is given by F = Σ2 and
C = {all the vertices of IndDQ}. A geometric realization of the quantum group U˜ using
such NKS categories/varieties was given in [Qin16] (see Theorem 6.1 below); also see [SS16].
3.3. ıNKS categories. For an ıquiver (Q, ̺), let ̺̂ be the triangulated equivalence of DQ
induced by the automorphism ̺ of Q. Recall Λı from (3.2).
Lemma 3.3. [LW19a, Theorem 3.18] We have Gproj(Λı) ≃ Dsg(Λ
ı) ≃ DQ/Σ̺̂.
Theorem 3.4. Let (Q, ̺) be a Dynkin ıquiver. Let Rı and Sı be the regular and singular
NKS categories associated to the admissible pair (F ı, C), where F ı = Σ̺̂ and C is given
by the vertices labelled by ΣjSi for all i ∈ Q0 and j ∈ Z. Then Gproj(Λı) is equivalent
to proj(Rı), proj(Λı) is Morita equivalent to Sı, and there are equivalences of Frobenius
categories Gproj(Λı) ≃ Gproj(Sı) ≃ proj(Rı).
Proof. As Λı is the ̺♯-invariant subalgebra of Λ, denote by̟∗ : mod(Λ)→ mod(Λ
ı) the push-
down functor, see [LW19a, Remark 2.11]. Note that Λ and Λı are 1-Gorenstein algebras by
[LW19a, Proposition 3.5]. Then ̟∗ induces a Galois covering ̟∗ : Gproj(Λ) −→ Gproj(Λ
ı),
and it preserves projective modules and almost split sequences.
Note that proj(R) ≃ Gproj(Λ) ≃ CZ/2(proj(kQ)) and Gproj(Λ) ≃ DQ/Σ
2. It follows from
[SS16, Theorem 3.1] and its proof that proj(R) ≃ Gproj(Λ) is a standard Frobenius model
for DQ/Σ
2.
Since ̟∗ preserves almost split sequences and projective modules, similar to the proof
of [SS16, Theorem 3.1], one can prove that Gproj(Λı) is a standard Frobenius model for
DQ/Σ̺̂. It follows from [Sch17, Theorem 3.7] that there exists an admissible configuration
(C ′,Σ̺̂) such that its corresponding regular NKS category R′ satisfies proj(R′) ≃ Gproj(Λı).
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So there exists a Galois covering functor ̟′∗ such that the following diagram commutes:
Gproj(Λ)
∼ //
̟∗

proj(R)
̟′∗

Gproj(Λı)
∼ // proj(R′)
The categories in the above commutative diagram are standard Frobenius models, and every
projective-injective indecomposable object appears in exactly one mesh of their AR-quivers.
Then C ′ = C. So Gproj(Λı) ≃ Rı.
The proof of the last assertion is the same as for Proposition 3.1, and hence omitted
here. 
By viewing Sı as an algebra, we can identify Sı with the algebra Λı defined in (3.2).
From now on we always use Rı and Sı to denote the regular and singular NKS categories,
respectively, defined in Theorem 3.4. Also let P ı = Rı/(Sı) be preprojective NKS category.
Often we shall refer to these as ıNKS categories (to distinguish from the NKS categories
R,S,P given in §3.2).
Remark 3.5. (i) The equivalence of proj(Λ) and S sends eiΛ to σSi for each i ∈ Q0.
Unless otherwise specified, we do not distinguish mod(Λ) from mod(S) below.
(ii) Similar remarks apply to the equivalence between proj(Λı) and Sı, and we shall
identify mod(Λı) and mod(Sı).
As a corollary, we have the following.
Corollary 3.6. The algebras S and Sı are 1-Gorenstein.
Proof. Both Λ and Λı are 1-Gorenstein algebras by [LW19a, Proposition 3.5]. Then the
desired result follows from Theorem 3.4. 
Example 3.7 (Split type A1). Let Q be the quiver with a single vertex and no arrow. Let S
denote the simple module of Q, C = {ΣjS | j ∈ Z} and F ı = Σ. Then ZQC/F ı is given by
S
α // σ(S)
β
oo with βα = 0. The regular NKS category R is isomorphic to k(ZQC/F ı)/(βα).
The singular NKS category S is isomorphic to k[X ]/(X2).
Example 3.8 (Split type A2). Let Q be the quiver (1 −→ 2). Let C = {Σ
j
Si | i = 1, 2, j ∈ Z}
and F ı = Σ. Then Rı is given by (3.10):
(3.10)
σ(S1) σ(S2)
S1
P2
σ(S1)
S2
S1
σ(S2)
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Moreover, Sı is described in terms of the bound quiver (3.11):
(3.11)
σ(S1)
✲α
σ(S2)
ε1 ε2
✠ ✠
ε21 = 0 = ε
2
2, ε2α = αε1.
The black/purple paths in (3.10) give rise to the above bound quiver.
Example 3.9 (Quasi-split type A3). Let Q be the quiver ( 1
h2 // 2 3
h1oo ) with the invo-
lution ̺ such that ̺(1) = 3, and ̺(2) = 2. Then Rı is given by (3.12):
(3.12)
σ(S1)
S1
P2
I1
σ(S3)
S2
σ(S3)
S3
I3
σ(S1)
I1
I2
σ(S2) σ(S2) S2
Moreover, Sı is described in terms of the bound quiver (3.13):
(3.13)
1 3
α β
❆
❆
❆❆❯
✁
✁
✁✁☛
2
✲✛
ε1
ε3
ε2
■
ε1ε3 = 0 = ε3ε1, ε
2
2 = 0, ε2β = αε3, ε2α = βε1.
3.4. Coverings of ıNKS categories. From the proof of Theorem 3.4, there exists a Galois
covering ̟ : R → Rı, which restricts to the Galois covering ̟ : S → Sı; this is a refor-
mulation of the Galois covering ̟ : Λ → Λı in [LW19a, Remark 2.11]. Hence we have the
following commutative diagram
S 
 //
̟

R
̟

Sı 
 // Rı.
By the covering theory [Ga81], we have a pullback functor ̟∗ : mod(Rı) → mod(R)
(respectively, ̟∗ : mod(Sı) → mod(S)) given by ̟∗M := M ◦ ̟ for any M ∈ mod(Rı);
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and a pushdown functor ̟∗ : mod(R) → mod(R
ı) (respectively, ̟∗ : mod(S) → mod(S
ı)).
In fact, ̟∗, ̟
∗ are exact, and (̟∗, ̟
∗) and (̟∗, ̟∗) are adjoint pairs, see, e.g., [NV04,
Theorem 2.5.1].
Let G = 〈g | g2 = 1〉 be the cyclic group of order 2. We define a G-action on mod(R) as
follows: for any M ∈ mod(R), regarded as a k-linear functor Rop → mod(k), set g ·M(x) :=
M(F ıx) for any x ∈ R0. By restriction we obtain a G-action on mod(S).
Denote by modG(S) the subcategory of mod(S) formed by the G-invariant modules, see
[Ga81, Page 94] or [As11, Definition 6.1]. Then the pullback functor̟∗ : mod(Sı)→ mod(S)
induces an equivalence mod(Sı) ≃ modG(S), see [As11, Theorem 6.2] or [CM06, Theorem
4.3]. Similarly, we can define modG(R) and then the pullback functor ̟∗ : mod(Rı) →
mod(R) induces an equivalence mod(Rı) ≃ modG(R). In particular, for any M ∈ mod(S)
or M ∈ mod(R), we have ̟∗̟∗(M) = M ⊕ g ·M , see, e.g., [As11, Page 122].
The isomorphism F ı : S → S corresponds to the involution ̺♯ on Λ. Then the G-action of
mod(S) corresponds to the following G-action on mod(Λ). More explicitly, for any Λ-module
M = (Mi,Mi′ ;M(α),M(α
′),M(εi),M(εi′))(i,α)∈Q0×Q1, let
g ·M = (Ni, Ni′;N(α), N(α
′), N(εi), N(εi′))(i,α)∈Q0×Q1,
where Ni = M̺i′ , Ni′ = M̺i, N(α) = M(̺α
′), N(α′) = M(̺α), N(εi) = M(ε̺i′) and
N(εi′) = M(ε̺i) for any (i, α) ∈ Q0 ×Q1.
For any dimension vector u ∈ NR
ı
0 , denote by ̟∗(u) ∈ NR0 the dimension vector such
that
̟∗(u)(x) = u(̟(x)), for all x ∈ R0.
We have dim (̟∗M) = ̟∗(dimM). Similarly, we can define ̟∗(w) ∈ NS0 for any w ∈ NS
ı
0 ,
F ı∗(α) ∈ NR0 for any α ∈ NR0 , and F ı∗(β) ∈ NS0 for any β ∈ NS0 .
For any x ∈ R0 (respectively, S0, R
ı
0 and S
ı
0), we denote by Sx its corresponding simple
module. For any M ∈ mod(R), then M is stable (respectively, costable, bistable) if and
only if so is g ·M .
Lemma 3.10. Let M ∈ mod(Rı), N ∈ mod(R). Then,
(i) M is stable (respectively, costable, bistable) if and only if so is ̟∗M ;
(ii) N is stable (respectively, costable, bistable) if and only if so is ̟∗N .
Proof. (i) We have HomR(Sx, ̟
∗M) ∼= HomRı(̟∗Sx,M) = HomRı(S̟x,M) for any x ∈
R0 − S0. Then M is stable if and only if ̟
∗M is stable. Dually, one can prove that M is
costable if and only if ̟∗M is costable by using the adjoint pair (̟∗, ̟∗).
(ii) The argument is similar by noting that ̟∗Sz = Sx ⊕ SF ı(x) for any z ∈ R
ı
0 − S
ı
0 and
x ∈ R0 − S0 such that ̟(x) = z. 
Lemma 3.11. Let v ∈ NR
ı
0−S
ı
0 and w ∈ NS
ı
0. Then the pullback functor ̟∗ induces the
following embeddings of varieties:
(i) ̟∗ :M(v,w,Rı) →֒ M(̟∗v, ̟∗w,R),
(ii) ̟∗ :M0(v,w,R
ı) →֒ M0(̟
∗v, ̟∗w,R),
(iii) ̟∗ :M0(w,R
ı) →֒ M0(̟
∗w,R).
Proof. By Lemma 3.10 we have an embedding ˜̟ ∗ : St(v,w,Rı) →֒ St(̟∗v, ̟∗w,R) in-
duced by the pullback ̟∗. For any z ∈ Rı0 − S
ı
0, choose one xz ∈ R0 − S0 such that
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̟(xz) = z. Because (̟
∗v)(xz) = (̟
∗v)(F ı(xz)) = v(z), we have two canonical isomor-
phisms ι1 : Gv →
∏
z∈Rı0−S
ı
0
(GL(k̟
∗
v(xz))) and ι2 : Gv →
∏
z∈Rı0−S
ı
0
(GL(k̟
∗
v(F ı(xz)))) by
identifying GL(k̟
∗
v(xz)) and GL(k̟
∗
v(F ı(xz))) with GL(kv(z)). In this way, we have identi-
fied G̟∗v ≡ Gv ×Gv. By the diagonal embedding, we can view Gv as a subgroup of G̟∗v.
Therefore, ˜̟ ∗ : St(v,w,Rı) →֒ St(̟∗v, ̟∗w,R) induces a morphism of varieties
̟∗ :M(v,w,Rı) = St(v,w,Rı)/Gv →M(̟
∗v, ̟∗w,R) = St(̟∗v, ̟∗w,R)/G̟∗v.
(i) For any M,N ∈ St(v,w,Rı) such that ̟∗M and ̟∗N coincide in M(̟∗v, ̟∗w,R),
by definition, there exists (gx)x∈R0−S0 ∈ G̟∗v such that the following diagram commutes:
(̟∗M)x = k
v(x)
M(α)
//
gx

(̟∗M)y = k
v(y)
gy

(̟∗N)x = k
v(x)
N(α)
// (̟∗N)y = k
v(y)
for any arrow α : y → x in R; here we regard gz = Id for any frozen vertex z ∈ S0.
In particular, ((gx)x∈R0−S0, (gy = Id)y∈S0) induces an isomorphism ̟
∗M
∼=
−→ ̟∗N . Let
g¯ = (g¯z)z∈Rı0−Sı0 , where g¯z =
1
2
(gxz + gF ı(xz)) for any z ∈ R
ı
0 − S
ı
0.
By definition, for any arrow β in Rı, we have (̟∗M)(α) = M(β) = (̟∗M)(F ı(α)) for
any arrow α in R such that ̟(α) = β. Therefore, φ := ((g¯z)z∈Rı0−Sı0, (gσ(c) = Id)c∈C) is
an Rı-module morphism from M to N . As M,N are stable, their socles are supported
on frozen vertices. Since the restriction of φ to any frozen vertices σ(c) is the identity,
φ|soc(M) : soc(M) → soc(N) is injective. If follows that φ is injective, and then φ is an
isomorphism since dimM = dimN . Moreover, (g¯z)z∈Rı0−Sı0 ∈ Gv, and hence M and N
coincide in M(v,w,Rı). Therefore, ̟∗ :M(v,w,Rı)→M(̟∗v, ̟∗w,R) is injective.
(ii) According to [LeBP90, Lus90], the ring of invariants (either C[rep(̟∗v, ̟∗w,R)]Gv×Gv
or C[rep(v,w,Rı)]Gv) is generated by coordinate maps to paths from a frozen vertex to a
frozen vertex and trace maps to cyclic paths in non-frozen vertices.
Claim. Any cyclic path ℓ in R or Rı in non-frozen vertices is nilpotent, i.e., there is some
n ≥ 1 such that ℓn = 0.
We prove the Claim only for Rı. In fact, by noting that P ı = Rı/(Sı) ≃ DQ/F
ı, the proof
of [LW19a, Lemma 9.1] shows that EndDQ/F ı(M)
∼= k for any indecomposable kQ-module
M . So ℓ is zero in P ı, which means that ℓ factors through some frozen vertex σ(c). On
the other hand, Ind proj(Λı) ∼= Sı and Λı is finite-dimensional, so any cyclic path passing
through σ(c) is nilpotent. The Claim is proved.
By the Claim, the trace maps to cyclic paths in non-frozen vertices are zero. Then
both C[rep(̟∗v, ̟∗w,R)]Gv×Gv and C[rep(v,w,Rı)]Gv are generated by coordinate maps
to paths from a frozen vertex to a frozen vertex. Hence ̟ : R → Rı induces an epimorphism
C[rep(̟∗v, ̟∗w,R)]Gv×Gv ։ C[rep(v,w,Rı)]Gv , whence the embedding M0(v,w,Rı) →֒
M0(̟
∗v, ̟∗w,R).
(iii) Follows from (ii) and the definition. 
The second part of the following lemma was already known in [Sch18].
Lemma 3.12. We have M0(w,R
ı) ∼= rep(w,Sı) and M0(̟
∗w,R) ∼= rep(̟∗w,S).
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Proof. By [Sch18, Theorem 3.11], the lemma follows once we check the following assumption
holds for all indecomposable projective kQ-module Pi and all n ∈ Z− {0}:
HomDQ(Pi, F
nPi) = 0, HomDQ(Pi, (F
ı)nPi) = 0
This indeed follows from [LW19a, Lemma 9.1]. 
The map ̟∗ :M0(w,R
ı) →֒ M0(̟
∗w,R) in Lemma 3.11(iii) corresponds to the pullback
̟∗ : rep(w,Sı)→ rep(̟∗w,S). Let repG(̟∗v, ̟∗w,R) be the subvariety of rep(̟∗v, ̟∗w,R)
consisting of G-invariant modules, and repG(̟∗w,S) is defined similarly. Then we have
repG(̟∗v, ̟∗w,R) ∼= rep(v,w,Rı) and repG(̟∗w,S) ∼= rep(w,Sı).
Using the diagonal embedding Gv → Gv × Gv ∼= G̟∗v, we view Gv as a subgroup of
G̟∗v in the following. Let St(̟
∗v, ̟∗w,R) be the subset of rep(̟∗v, ̟∗w,R) consisting
of all stable R-modules with dimension vector (̟∗v, ̟∗w). Let St G(̟∗v, ̟∗w,R) be the
subvariety of St(̟∗v, ̟∗w,R) formed by the G-invariant R-modules.
Let MG0(̟
∗v, ̟∗w,R) := repG(̟∗v, ̟∗w,R)//Gv be the GIT quotient. For all v
′ ≤ v
(cf. (2.3)), there is an inclusion
repG(̟∗v′, ̟∗w,R) −→ repG(̟∗v, ̟∗w,R)
by taking a direct sum with the semisimple module of dimension vector ̟∗v −̟∗v′. This
yields an inclusion
repG(̟∗v′, ̟∗w,R)//Gv′ −→ rep
G(̟∗v, ̟∗w,R)//Gv.
The affine quiver variety MG0(̟
∗w,R) is defined to be the colimit of MG0(̟
∗v, ̟∗w,R)
along the inclusions.
Proposition 3.13. For any dimension vectors v ∈ NR
ı
0−S
ı
0 and w ∈ NS
ı
0, we have the
following isomorphisms:
(i) M(v,w,Rı) ∼=MG(̟∗v, ̟∗w,R);
(ii) M0(v,w,R
ı) ∼=MG0(̟
∗v, ̟∗w,R);
(iii) M0(w,R
ı) ∼=MG0(̟
∗w,R) ∼= repG(̟∗w,S) ∼= rep(w,Sı).
Proof. (i) follows from Lemma 3.11(i) by noting that the pullback functor ̟∗ : mod(Rı)→
mod(R) induces an equivalence mod(Rı) ≃ modG(R).
(ii) From the description of the ring of invariants in the proof of Lemma 3.11(ii), we have
C[rep(v,w,Rı)]Gv ∼= C[repG(̟∗v, ̟∗w,R)]Gv as a subring of C[rep(̟∗v, ̟∗w,R)]Gv×Gv .
By restricting the epimorphism ̟ : C[rep(̟∗v, ̟∗w,R)]Gv×Gv → C[rep(v,w,Rı)]Gv in
the proof of Lemma 3.11(ii) to C[repG(̟∗v, ̟∗w,R)]Gv×Gv , we obtain an isomorphism ̟ :
C[repG(̟∗v, ̟∗w,R)]Gv → C[rep(v,w,Rı)]Gv . So M0(v,w,Rı) ∼=MG0(̟
∗v, ̟∗w,R).
(iii) The first isomorphism follows from (ii), and the rest follows by Lemma 3.12. 
3.5. Quantum Grothendieck rings for ıquivers. Let (Q, ̺) be a Dynkin ıquiver. Let
Sı, Rı and P ı be the ıNKS categories defined in Theorem 3.4 and its subsequent paragraph.
Consider the natural projection p : Rgr → Rı. For any z ∈ Rı0 − S
ı
0, there exists a
unique vertex, denoted again by z by abuse of notation, in Rgr0 − S
gr
0 corresponding to a
stalk complex concentrated at degree zero (in mod(kQ)) whose image under p is the z which
we starts with; see [LW19a, Theorem 3.18, Corollary 3.21]. In other words, there exists a
bijection between the set of vertices in P ı and the set of indecomposable kQ-modules.
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For any i ∈ Q0, we denote
wi = 1σSi + 1σS̺i,
vi =
∑
z∈R0−S0
dimP ı(Si, z)1z.
(3.14)
Note that wi = w̺i. Recall 1x denotes the characteristic function of x ∈ R
ı
0, which is also
viewed as the unit vector supported at x. Denote
W+ =
⊕
x∈{Si,i∈Q0}
N1σx, V
+ =
⊕
x∈Indmod(kQ), x is not injective
N1x,(3.15)
W 0 =
⊕
i∈Q0
Nwi, V 0 =
⊕
i∈Q0
Nvi.
Recall the restriction functor res : mod(Sı) → mod(kQ). It is natural to identify the
Grothendieck groups K0(mod(S
ı)) and K0(mod(kQ)). Recall the Euler form 〈·, ·〉 of kQ. We
define the bilinear forms 〈·, ·〉a and (·, ·) as follows: for any dimension vectors w,w
′ ∈ NS
ı
0 ,
let
〈w,w′〉a = 〈w,w
′〉 − 〈w′,w〉,(3.16)
(w,w′) = 〈w,w′〉+ 〈w′,w〉.(3.17)
For any pairs (v,w) and (v′,w′) with dimension vectors w,w′ ∈ NS
ı
0 , we define
〈(v,w), (v′,w′)〉a := 〈w,w
′〉a, ((v,w), (v
′,w′)) := (w,w′).
Let us fix a square root v1/2 of v once for all. As we need a twisting involving v1/2 shortly,
we shall consider the ring Z[v1/2, v−1/2] and the field Q(v1/2).
The coalgebra Kgr(mod(Sı)) (cf. (2.12)) and its graded dual (cf. (2.15)) up to a base
change here in the current setting read as follows:
Kgr(mod(Sı)) =
⊕
w∈W+
Kw(mod(S
ı)),(3.18)
R˜ıZ =
⊕
w∈W+
R˜ıZ,w, where R˜
ı
Z,w = HomZ[v,v−1]
(
Kw(mod(S
ı)),Z[v1/2, v−1/2]
)
.(3.19)
As by definition there is a canonical bijection W+ ↔ NI, we have two NI-graded algebra
structures on the Z[v1/2, v−1/2]-module R˜ıZ as follows. The second one (R˜
ı
Z, ·), called the
quantum Grothendieck ring associated to ıquiver (Q, ̺), is what we are really interested in.
⊲ (R˜ıZ, ∗) is the Z[v
1/2, v−1/2]-algebra corresponding to the coalgebra Kgr(mod(Sı)) with
the comultiplication {∆˜w
w1,w2}, cf. (2.14).
⊲ (R˜ıZ, ·) is the Z[v
1/2, v−1/2]-algebra corresponding to the coalgebra Kgr(mod(Sı)) with
the twisted comultiplication
(3.20) {∆w
w1,w2 := v
− 1
2
〈w1,w2〉a∆˜w
w1,w2};
in practice, the product sign · is often omitted.
We shall need the Q(v1/2)-algebra obtained by a base change below:
R˜ı = Q(v1/2)⊗Z[v1/2,v−1/2] R˜
ı
Z.(3.21)
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4. The l-dominant pairs
In this section, we shall determine various strongly l-dominant pairs for Rı (cf. Defini-
tion 2.8); see Propositions 4.2, 4.6, 4.9 and 4.10. The results in this section will play a
fundamental role in Section 5.
We shall work with the ıNKS categories Sı, Rı and P ı defined in Theorem 3.4 and its
subsequent paragraph, associated to a Dynkin ıquiver (Q, ̺). Recall that the vertices in P ı
are labeled by the indecomposable kQ-modules. From now on, we shall denote M0(w) =
M0(w,R
ı), and M0(v,w) =M0(v,w,R
ı).
4.1. Strongly l-dominant pairs (v,wi). Recall there is a map from the set of isomorphism
classes of representations in rep(w,Sı) to the set of strongly l-dominant pairs (v,w), which
sends M ∈ rep(w,Sı) to the dimension vector of KLR(M), which is surjective by Lemma 2.5.
As τ is the AR functor of the triangulated category P ı = DQ/Σ̺̂, we have the following
natural isomorphism for any X, Y ∈ P ı
ηX,Y : Hom(X, Y )
∼
−→ DHom(Y,ΣτX) = DHom(Y, τ ̺̂X).
Recall vi,wi from (3.14) and Cq from (2.6).
Lemma 4.1. For any i ∈ Q0, the following holds:
(i) vi(Si) = 1, v
i(τS̺i) = 1;
(ii) vi(τSi) = 0 if ̺i 6= i;
(iii) If there exists j ∈ Q0 such that Ext
1
kQ(Sj, Si) = k, then v
i(Sj) = 0, v
i(τSj) = 1,
vj(τSi) = 0, and
vj(Si) =
{
1 if ̺j = j or ̺i = i,
0 otherwise.
(iv) σ∗wi − Cqv
i vanishes. In particular, (vi,wi) is an l-dominant pair.
Proof. (i) It is clear that vi(Si) = 1. Since kQ is hereditary, we have
vi(τS̺i) = dimHomPı(Si, τS̺i)
= dimHomDQ
(
Si,⊕m∈Z(Σ̺̂)mτS̺i)
= dimHomDQ(Si, τS̺i) + dimHomDQ(Si,ΣτSi).
Note also that HomDQ(Si, τS̺i)
∼= Ext1kQ(S̺i, Si) = 0, and HomDQ(Si,ΣτSi) = D(HomDQ(Si, Si))
∼=
k. Then our desired formula follows.
(ii) As ̺i 6= i, we have
vi(τSi) = dimHomPı(Si, τSi)
= dimHomDQ(Si, τSi) + dimHomDQ(Si,ΣτS̺i)
= dimHomDQ(Si,ΣτS̺i) = dimHomkQ(S̺i, Si) = 0.
(iii) Note that vi(Sj) = dimHomPı(Si, Sj) = dimHomDQ(Si,ΣS̺j) = dimExt
1
kQ(Si, S̺j). If
Ext1kQ(Si, S̺j) 6= 0, then there exists an arrow β : ̺j → i in Q. As Ext
1
kQ(Sj, Si) = k, there
exists an arrow α : i→ j. Thus there exists an oriented cycle i
α
−→ j
̺β
−→ ̺i
̺α
−→ ̺j
β
−→ i in Q,
which is a contradiction. So vi(Sj) = 0.
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Also, vi(τSj) = dimHomPı(Si, τSj) = dimExt
1
kQ(Sj, Si) = 1. Next, we have
vj(τSi) = dimHomPı(Sj, τSi) = dimExt
1
kQ(Si, Sj) + dimHomkQ(S̺i, Sj) = 0,
thanks to Ext1kQ(Sj, Si) 6= 0 and ̺i 6= j.
Finally, we have
vj(Si) = dimHomPı(Sj , Si) = dimExt
1
kQ(Sj, S̺i) =
{
1 if ̺j = j or ̺i = i,
0 otherwise.
Indeed, if Ext1kQ(Sj, S̺i) 6= 0 in case ̺(j) 6= j and ̺i 6= i, then we would obtain a cycle (not
oriented) involving ̺i, j, i, ̺j, which is a contradiction.
(iv) The argument here is based on [Qin16, Lemma 4.1.2]. For any indecomposable kQ-
module M , we have an AR triangle in DQ (and hence in the triangulated orbit category
P ı ≃ DQ/Σ̺̂) of the form
τM −→ E −→M −→ ΣτM.
Applying the functor HomPı(Si,−) to this triangle, we obtain a long exact sequence
HomPı(Si,Σ
−1E) −→ HomPı(Si,Σ
−1M)
µ′
−→ HomPı(Si, τM)
−→ HomPı(Si, E) −→ HomPı(Si,M)
µ′′
−→ HomPı(Si,ΣτM).
If M 6= Si or S̺i, we have µ
′ = 0 = µ′′ by the universal property of AR triangles, and
consequently, (Cqv
i)(M) = dimHomPı(Si, τM)−dimHomPı(Si, E)+dimHomPı(Si,M) = 0.
The cases when M = Si or S̺i are similar, and we only give the detail for M = Si. We
proceed by separating into two subcases (i)–(ii) below. (i) If ̺i = i, we have ker µ′ = 0 =
ker µ′′, and then (Cqv
i)(Si) = 2 dimHomPı(Si, Si) = 2; also note σ
∗wi(Si) = 2 in this case.
(ii) If ̺i 6= i, we have µ′ = 0, and ker µ′′ = 0, and then (Cqv
i)(Si) = dimHomPı(Si, Si) = 1;
also note σ∗wi(Si) = 1. 
For any i ∈ Q0, there exists an arrow εi : i → ̺i in the quiver Q of Λ
ı; cf. (3.3). Recall
that Ei denotes the generalized simple Λı-module with composition factors Si, S̺i. Then Ei
can be viewed as a Sı-module. Recall KLR(·), KL(·) and KR(·) from §2.4.
Proposition 4.2. We have KLR(Ei) = KL(Ei) = KR(Ei), and dimKLR(Ei) = (vi,wi),
for i ∈ Q0. Moreover, the strongly l-dominant pairs (v,w
i) are exactly the pairs with v ∈
{0,vi,v̺(i)}.
Proof. Denote by P¯i the indecomposable S
ı-module corresponding to σSi. It follows by the
proof of Lemma 3.11 that R and Rı viewed as algebras are finite-dimensional. Hence each
projective Rı-module HomRı(−, σc) is bistable for any c ∈ C by [SS16, Lemma 4.2(1)];
moreover, by the proof loc. cit. we have KLR(P¯i) = KL(P¯i) = KR(P¯i) = HomRı(−, σSi) for
any i ∈ I. Following [LW19a, Lemma 3.7, (3.4)], we let
0 −→
⊕
(α:j→i)∈Q1
P¯j −→ P¯i −→ Ei −→ 0(4.1)
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be the minimal projective resolution of Ei. By applying the functors KL and KR to (4.1),
we obtain the following exact sequences⊕
(α:j→i)∈Q1
KL(P¯j) −→ KL(P¯i) −→ KL(Ei) −→ 0,
0→
⊕
(α:j→i)∈Q1
KR(P¯j) −→ KR(P¯i) −→ KR(Ei).
Since KLR(P¯i) = KL(P¯i) = KR(P¯i) for any i ∈ I, using the canonical map KL → KR, these
two sequences are short exact and coincide with each other. Therefore, we have established
KL(Ei) = KR(Ei) = KLR(Ei).
Recall the following exact sequence:
0 −→ Si
f
−→ Ei
g
−→ S̺(i) −→ 0.
By definition of Rı, there is only one arrow τSi
β
−→ σSi ending at σSi; moreover, we have
βp 6= 0 for any nonzero path p ending at τSi in R
ı. Denote by
(τSi)
∧ := HomPı(−, τSi)
the indecomposable projective P ı-module corresponding to τSi. We can view (τSi)
∧ as
Rı-module by the projection Rı → P ı. Then dim (τSi)
∧ = (v̺(i), 0) by definition since
HomPı(−, τSi) ∼= DHomPı(S̺(i),−). The arrow β induces the following exact sequence in
mod(Rı):
0 −→ (τSi)
∧ β−→ KL(Si)
α
−→ SσSi −→ 0.
Hence, we obtain dimKL(Si) = (v
̺(i), 1σSi). Similarly, dimKL(S̺(i)) = (v
i, 1σS̺(i)).
By applying the functor KL, we have the following exact sequence
KL(Si)
KL(f)
−−−→ KL(Ei)
KL(g)
−−−→ KL(S̺(i)) −→ 0.
Since KL(Ei) is bistable, we have KL(f) ◦β = 0 by noting that (τSi)∧ is a P ı-module. Then
KL(f) factors through α, i.e., KL(f) = h ◦ α for some h : SσSi → KL(Ei). Since SσSi is
simple, h is injective. So we obtain a short exact sequence
0 −→ SσSi
h
−→ KL(Ei)
KL(g)
−−−→ KL(S̺(i)) −→ 0.
It follows that dimKL(Ei) = dim SσSi + dimKL(S̺(i)) = (0, 1σSi) + (v
i, 1σS̺(i)) = (v
i,wi).
Then dimKLR(Ei) = dimKL(Ei) = (vi,wi).
For the last assertion, we shall assume ̺i 6= i (and the other case is simpler). Since KLR
preserves simple modules, the dimension vector of KLR(Si ⊕ S̺(i)) is (0,w
i). There are only
three indecomposable Λı-modules (up to isomorphisms) with composition factors Si, S̺(i):
Si ⊕ S̺(i), Ei, and E̺(i). It follows from Lemma 4.1 that there are only three strongly l-
dominant pairs (v,wi) with v ∈ {0,vi,v̺(i)}. In particular, dimKLR(E̺(i)) = (v̺(i),wi). 
Let P<∞(Sı) be the subcategory consisting of Sı-modules with finite projective dimension.
Note that P<∞(Sı) is equivalent to P<∞(Λı), and we shall identify them below. Then the
Grothendieck group K0(P
<∞(Sı)) is freely generated by Êi (i ∈ Q0), see [LW19a, Corol-
lary 3.9].
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Corollary 4.3. For any Sı-module M with finite projective dimension, we have KL(M) =
KLR(M) = KR(M). In particular, if the class of M in K0(P
<∞(Sı)) is
∑
i∈I aiÊi, then
dimKLR(M) = (
∑
i∈I aiv
i,
∑
i∈I aiw
i).
Proof. The second assertion follows from the first one and Proposition 4.2.
For any Sı-module M with finite projective dimension, by [LW19a, Corollary 3.9], it has
a filtration 0 = Mt ⊂ Mt−1 ⊂ · · · ⊂ M1 ⊆ M0 = M such that Mj/Mj+1 ∼= Eij for some
ij ∈ Q0 with 0 ≤ j ≤ t− 1. We shall prove the first assertion by induction on the length of
the filtration of M . The base case when M = Ei follows from Proposition 4.2. For a general
M , there exists a short exact sequence
0 −→ Ej
f
−→M
g
−→ N −→ 0,
where N ∈ P<∞(Sı) has a shorter filtration length. By inductive assumption on N , we have
the following commutative diagram where the first and third rows are exact:
KL(Ej)
KL(f) //
∼=

KL(M)
KL(g) //
h1

KL(N) //
∼=

0
KLR(Ej)
KLR(f)//
∼=

KLR(M)
KLR(g)//

h2

KLR(N)
∼=

0 // KR(Ej)
KR(f) // KR(M)
KR(g) // KR(N)
Then KLR(f) is injective and KLR(g) is surjective. It follows that KL(f) is injective and
KR(g) is surjective. So the sequences in the first and third rows become short exact. Then
the Five Lemma shows that h2h1 is an isomorphism and KL(M) = KLR(M) = KR(M). 
4.2. Strongly l-dominant pairs (v,wij). If Ext1kQ(Sj , Si) = k for i, j ∈ Q0, i.e., there
exists an arrow α : i → j, we let Xij be the indecomposable kQ-module with Si, Sj as its
composition factors. Then Xij is a Λ
ı-module, which can be viewed as an Sı-module. There
exists a non-split short exact sequence in mod(kQ) (and also in mod(Λı) or rep(Sı))
(4.2) 0 −→ Si
α
−→ Xij
β
−→ Sj −→ 0,
which yields a triangle
(4.3) Σ−1Sj
ξ
−→ Si
α
−→ Xij
β
−→ Sj
in DQ (and also in P
ı), where ξ 6= 0.
For any morphism γ : L→ N in P ı, denote by
γ∗M = HomPı(γ,M) : HomPı(N,M) −→ HomPı(L,M),
γM∗ = HomPı(M, γ) : HomPı(M,L) −→ HomPı(M,N).
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We denote
wij = 1σSi + 1σSj ,
vij =
∑
z∈Rı0−S
ı
0
dim(HomPı(Si, z)/ ker ξ
∗
z)1z(4.4)
= vi −
∑
z∈Rı0−S
ı
0
dim(Imα∗z)1z.
Lemma 4.4. If Ext1kQ(Sj , Si) = k for some i, j ∈ Q0, then
(i) vij(Si) = 1, v
ij(τSi) = 0, v
ij(τSj) = 1, v
ij(Sj) = 0;
(ii) vij ≤ vi and vij ≤ v̺(j).
Proof. (i) It is clear that vij(Si) = 1. To prove the second identity, we note
HomPı(Si, τSi) = HomDQ(Si, τSi)⊕ HomDQ(Si,ΣτS̺i) = HomDQ(Si,ΣτS̺i).
For any f ∈ HomDQ(Si,ΣτS̺i), we have fξ = 0, cf. (4.3). So
vij(τSi) = dimHomPı(Si, τSi)− dimker ξ
∗
τSi
= 0.
Let us prove the third identity. Note first by definition that
vi(τSj) = dimHomPı(Si, τSj) = dimExt
1
kQ(Sj , Si) = 1.
On the other hand, recalling (4.2), we have
HomPı(Xij, τSj) = HomDQ(Xij, τSj)⊕ HomDQ(Xij,ΣτS̺j)
∼= DExt1kQ(Sj , Xij)⊕ HomkQ(S̺j , Xij).
We claim that HomkQ(S̺j , Xij) = 0. In fact, it is clear if ̺j 6= j; if ̺j = j, as kQ is
representation-directed, it follows by HomkQ(Xij, Sj) 6= 0 that HomkQ(Sj , Xij) = 0. Also
note that Ext1kQ(Sj, Xij) = 0. Therefore, HomPı(Xij, τSj) = 0, which shows that Imα
∗
τSj
= 0.
So vij(τSj) = v
i(τSj) = 1.
Let us prove the fourth identity. Note that
vij(Sj) ≤ dimHomPı(Si, Sj)
= dimHomDQ(Si, Sj) + dimHomDQ(Si,ΣS̺(j)) = dimExt
1
kQ(Si, S̺(j)).
If Ext1kQ(Si, S̺(j)) 6= 0, there exists an arrow ̺j → i in Q. However, Ext
1
kQ(Sj, Si) = k, so
there exists an arrow i → j in Q. Then there is an oriented cycle i → j → ̺i → ̺j → i in
Q, which is a contradiction. So Ext1kQ(Si, S̺(j)) = 0, and then v
ij(Sj) = 0.
(ii) The first inequality follows by (4.4). Let us prove the second inequality. For any
indecomposable kQ-module M , applying HomPı(−,M) to (4.3) yields an exact sequence
HomPı(Xij,M)
α∗M−−→ HomPı(Si,M)
ξ∗M−→ HomPı(Σ
−1
Sj,M) = HomPı(S̺(j),M).
Then vij(M) = dim
(
HomPı(Si,M)/ ker ξ
∗
M
)
≤ dimHomPı(S̺(j),M) = v
̺(j)(M). 
Lemma 4.5. If Ext1kQ(Sj , Si) = k for i, j ∈ Q0, then (v
ij,wij) is an l-dominant pair.
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Proof. For any indecomposable kQ-module M , we have an AR triangle in DQ
τM
ρM−→ NM
µM−→M
νM−→ ΣτM,(4.5)
for some kQ-moduleNM , which can also be viewed as an AR triangle in the triangulated orbit
category P ı ≃ DQ/Σ̺̂. Together with (4.3), we have the following commutative diagram
where every sequence in each row and each column is exact except the third column:
HomPı (Sj , τM)
β∗τM //
(ρM )
Sj
∗

HomPı (Xij , τM)
α∗τM //
(ρM )
Xij
∗

''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
HomPı (Si, τM)
(ρM )
Si
∗

ξ∗τM // HomPı (Σ−1Sj , τM)
(ρM )
Σ
−1
Sj
∗

Imα∗τM
µ′

77♣♣♣♣♣♣♣♣♣♣♣
HomPı (Sj , NM )
β∗NM //
(µM )
Sj
∗

HomPı(Xij , NM )
α∗NM //
(µM )
Xij
∗

''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
HomPı(Si, NM )
(µM )
Si
∗

ξ∗NM // HomPı(Σ−1Sj , NM )
(µM )
Σ
−1
Sj
∗

Imα∗NM
µ′′

77♣♣♣♣♣♣♣♣♣♣♣♣
HomPı(Sj ,M)
β∗M // HomPı(Xij ,M)
α∗M //
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
HomPı(Si,M)
ξ∗M // HomPı(Σ−1Sj ,M)
Imα∗M
77♣♣♣♣♣♣♣♣♣♣♣
The proof is divided into five cases (a)–(e) below.
(a)M /∈ {Si, S̺i, Sj , S̺(j), Xij, ̺̂(Xij)}. Similar to the proof of Lemma 4.1(iv), the sequences
in the first, second, fourth and fifth columns are short exact, and thus the sequence in the
third column is short exact. By (2.6) and Lemma 4.1(iv), we have
(σ∗wij − Cqv
ij)(M) = (1Si + 1Sj − Cq(v
i) + Cq
( ∑
z∈Rı0−S
ı
0
dim(Imα∗z)1z)
)
(M)
= (1Si + 1Sj − σ
∗wi)(M) = 0.
(b) M = Xij. Then the sequences in the fourth and fifth column are short exact, so
the Snake Lemma shows that the sequence in the third column is exact with µ′ injec-
tive. It follows by the assumption that ̺(j) 6= i and then HomkQ(S̺(j), Xij) = 0. So
HomPı(Σ
−1
Sj, Xij) ∼= Ext
1
kQ(Sj, Xij) ⊕ HomkQ(S̺(j), Xij) = 0, which shows that ξ
∗
M = 0
and thus α∗M is surjective. Together with HomPı(Si, Xij) = k, we obtain dim Imα
∗
M = 1.
On the other hand, clearly HomPı(Xij , Xij) = k. By the property of AR triangles, it fol-
lows that (µM)
Xij
∗ = 0. So µ′′ = 0. This implies that µ′ is an isomorphism, and then
dim Imα∗τM = dim Imα
∗
NM
. So (σ∗wij − Cqv
ij)(Xij) = 1.
(c) M = ̺̂(Xij), and ̺i 6= i or ̺(j) 6= j. Then ̺̂(Xij) 6= Xij. In this case, the sequence
in the third column is exact with µ′ injective. Note that HomPı(Xij, ̺̂(Xij)) = 0, and so
Imα∗M = 0 and µ
′′ = 0. This implies that dim Imα∗τM = dim Imα
∗
NM
. Therefore, we have
(σ∗wij − Cqv
ij)(̺̂(Xij)) = 0.
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(d)M = Si or S̺i. The sequence in the first and second columns are short exact, the Snake
Lemma shows that the sequence in the third column is exact with µ′′ epic. We divide the
proof into the following two cases.
Subcase (d1) ̺i 6= i. We first consider M = Si; in this case, we have HomPı(Xij, τSi) ∼=
DExt1kQ(Si, Xij) ⊕ DHomkQ(S̺i, Xij) = 0, dim Imα
∗
τM = 0, and µ
′ = 0. Thus µ′′ is an
isomorphism and dim Imα∗NM = dim Imα
∗
M . Then
(σ∗wij − Cqv
ij)(Si) =
(
1Si + 1Sj − Cq(v
i) + Cq
( ∑
z∈Rı0−S
ı
0
dim(Imα∗z)1z
))
(Si) = 0.
Now consider M = S̺i. Note that HomPı(Si, τS̺i) ∼= DExt
1
kQ(S̺i, Si)⊕DHom(kQ)(Si, Si),
which is of dimension 1, thanks to Ext1kQ(S̺i, Si) = 0. Also, note that HomPı(Σ
−1
Sj, τS̺i) ∼=
DHomkQ(S̺i, Sj) ⊕ D Ext
1
kQ(Si, Sj) = 0, thanks to ̺i 6= j and Ext
1
kQ(Sj, Si) = k. Then
η∗τM = 0, which implies that α
∗
τM is epic, and hence dim Imα
∗
τM = 1. On the other hand,
HomPı(Si, τS̺i) ∼= HomDQ(Si,ΣτSi). Let us apply HomDQ(Si,−) to the AR triangle
Si
νSi−→ ΣτSi
Σ(ρSi)−−−→ ΣNSi
Σ(µSi )−−−→ ΣSi.
Clearly, any morphism in HomDQ(Si,ΣτSi) factors through νSi, so HomDQ(Si,Σ(ρSi)) = 0.
Then (ρM)
Si
∗ = 0, which shows that µ
′ = 0, and it follows that dim Imα∗NS̺i
= dim Imα∗
S̺i
.
Thus we have
(σ∗wij − Cqv
ij)(S̺i) =
(
1Si + 1Sj − Cq(v
i) + Cq
( ∑
z∈Rı0−S
ı
0
dim(Imα∗z)1z
))
(S̺i)
=− σ∗wi(S̺i) + 1 = 0.
Subcase (d2) ̺i = i. Then HomPı(Xij , Si) = HomDQ(Xij, Si) ⊕ HomDQ(Xij ,ΣSi). As kQ
is representation-directed, we see that HomPı(Xij , Si) = 0, and thus Imα
∗
Si
= 0. Note
that HomPı(Xij, τSi) ∼= DExt
1
kQ(Si, Xij) ⊕ DHomkQ(Si, Xij), which is of dimension one.
Similarly, HomPı(Sj, τSi) = 0. So β
∗
τSi
= 0, which implies that α∗τSi is injective and then
dim Imα∗τSi = 1. As DQ is a directed category, we see that each indecomposable summand
of NSi is a predecessor of Xij, we obtain that
HomPı(Xij, NSi)
∼= HomDQ(Xij, NSi)⊕ HomDQ(Xij,Σ̺̂(NSi))
= HomDQ(Xij ,Σ̺̂(NSi)).
Applying HomDQ(−,Σ̺̂(NSi)) to (4.3) yields a long exact sequence
HomDQ(Sj ,Σ̺̂(NSi))→ HomDQ(Xij ,Σ̺̂(NSi)) HomDQ(α,Σ̺̂(NSi))−−−−−−−−−−−→ HomDQ(Si,Σ̺̂(NSi)).
Furthermore, we have HomDQ(Si,Σ̺̂(NSi)) ∼= HomDQ(Si,Σ(NSi)) ∼= DHomDQ(NSi, τSi). The
AR triangle τSi → NSi → Si → ΣτSi implies that each indecomposable summand of NSi
is a successor of τSi, so HomDQ(NSi, τSi) = 0. Therefore, we have HomDQ(Si,Σ̺̂(NSi)) =
0, and then HomDQ(α,Σ̺̂(NSi)) = 0. Thus we obtain α∗NSi = 0 and dim Imα∗NSi = 0.
Hence, dim Imα∗τSi − dim Imα
∗
NSi
+ dim Imα∗
Si
= 1. By Lemma 4.1(ii), we have Cq(v
i)(Si) =
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σ∗(wij)(Si) = 2. Then we obtain
(σ∗wij − Cqv
ij)(Si)
= 1− Cq(v
i)(Si) + dim Imα
∗
τSi
− dim Imα∗E + Imα
∗
Si
= 1− 2 + 1 = 0.
(e) M = Sj. We have
HomPı(Si, Sj) = HomDQ(Si, Sj)⊕ HomDQ(Si,ΣS̺(j))
∼= Ext1kQ(Si, S̺(j)).
By a similar argument as for Lemma 4.4(i), one proves that Ext1kQ(Si, S̺(j)) = 0, and
then Imα∗
Sj
= 0. Similarly, HomPı(Xij , τSj) = HomDQ(Xij, τSj) ⊕ HomDQ(Xij,ΣτS̺(j))
∼=
DExt1kQ(Sj , Xij)⊕DHomkQ(S̺(j), Xij) = 0. So Imα
∗
τSj
= 0.
We have
HomPı(Si, τSj) = HomDQ(Si, τSj)⊕HomDQ(Si,ΣτS̺(j))
∼= DExt1kQ(Sj , Si)⊕DHomkQ(S̺(j), Si),
which is of dimension 1. Together with HomPı(Si, Sj) = 0, it follows from the exact sequence
in the fourth column that dimHomPı(Si, NSj ) ≤ 1. Then dim Imα
∗
NSj
≤ 1. Therefore,
(σ∗wij − Cqv
ij)(Sj)
= 1− Cq(v
i)(Sj) + dim Imα
∗
τSj
− dim Imα∗NSj + Imα
∗
Sj
= 1− dim Imα∗NSj ≥ 0.
Summarizing the above discussion in (a)–(e), we have proved that (vij,wij) is an l-
dominant pair. The lemma is proved. 
Proposition 4.6. Retain the notation in (4.2)–(4.4). Then dimKLR(Xij) = (v
ij,wij), and
the strongly l-dominant pairs (v,wij) are exactly the pairs with v ∈ {0,vij}. In particular,
we have σ∗wij − Cqv
ij = 1Xij .
Proof. We view wij as a dimension vector for Sgr. From the proof of Lemma 4.5, we obtain
that (vij ,wij) is also an l-dominant pair for Rgr. However, by [LeP13, Theorem 3.14], there
exists a bijection between the set of of isomorphism classes of representations in rep(wij,Sgr)
and the set of l-dominant pairs (v,wij). There are only two classes of representations
in rep(wij,Sgr): Si ⊕ Sj and Xij . So the dimension vector of KLR(Xij) is (v
ij ,wij) in
rep(Rgr). Denote by ̟gr : Rgr → Rı the natural projection. Applying the pushforward
functor ̟gr∗ : rep(R
gr)→ rep(Rı) and [Sch18, Lemma 3.16], we obtain that ̟gr∗ (KLR(Xij)) =
KLR(̟
gr
∗ Xij) = KLR(Xij). So dimKLR(Xij) = (v
ij,wij). The remaining proof concerning
the strongly l-dominant pairs (v,wij) is similar to that of Proposition 4.2, and hence omitted.
For the last assertion, as (vij,wij) is also an l-dominant pair for Rgr, by [LeP13, The-
orem 3.14], we have σ∗wij − Cqv
ij = 1Xij as dimension vectors in R
gr. One notes that(
σ∗wij − Cqv
ij
)
(X) is the same when regarded in Rgr or Rı for any indecomposable kQ-
module X ; also see the proof of the “if part” of Lemma 6.6. The desired formula follows. 
4.3. Strongly l-dominant pairs (v,wijk). For i, j, k ∈ Q0, we denote
wijk := 1σSi + 1σSj + 1σSk .(4.6)
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For any i, j ∈ Q0 such that Ext
1
kQ(Sj, Si) = k, there exists an arrow α : i → j in Q (and
then in Q, cf. (3.3)). There are also arrows εi : i→ ̺i and ε̺(j) : ̺(j)→ j in Q. Set{
Xi̺(i)j = the indecomposable string Λ
ı-module with string ̺(i)
εi←− i
α
−→ j,
Yj̺(j)i = the indecomposable string Λ
ı-module with string i
α
−→ j
ε̺(j)
←−− ̺(j).
(4.7)
Note that the strings are in Q, and we consider the right modules (i.e., the representations
of the opposite quivers).
Lemma 4.7. Retain the notation (4.7). For i, j ∈ Q0 such that Ext
1
kQ(Sj , Si) = k, we have
dimKLR(Xi̺(i)j) = (v
i,wi̺(i)j),
dimKLR(Yj̺(j)i) = (v
̺(j),wj̺(j)i).
Proof. There is a short exact sequence (of right modules) 0 → Ei
f
−→ Xi̺(i)j
g
−→ Sj → 0. As
KL(Ei) = KLR(Ei) = KR(Ei), we have the following commutative diagram:
KK(Ej) = 0 //

KK(Xi̺(i)j)
KK(g)
//
h0

KK(Sj)
u1

KL(Ei)
KL(f) //
∼=

KL(Xi̺(i)j)
KL(g) //
h1

KL(Sj) //
u2

0
KLR(Ei)
KLR(f)//
∼=

KLR(Xi̺(i)j)
KLR(g) //
h2

KLR(Sj)

0 // KR(Ei)
KR(f) // KR(Xi̺(i)j)
KR(g) // KR(Sj)
We claim that the sequence in the third row is short exact. In fact, KLR(f) is injective,
KLR(g) is surjective, and KLR(g) ◦ KLR(f) = 0. Then KL(f) is injective, and KK(g) is
an isomorphism by the Snake Lemma. For any morphism x : KLR(Xi̺(i)j) → Z such that
x ◦KLR(f) = 0, x ◦ h1 factors through KL(g), i.e., there exists x
′ : KL(Sj) → Z such that
x◦h1 = x
′ ◦KL(g). Furthermore, x
′ ◦u1 ◦KK(g) = x
′ ◦h1 ◦h0 = 0, so x
′ ◦u1 = 0 by KK(g)
is isomorphic. Thus there exists x′′ : KLR(Sj) → Z such that x
′′ ◦ u2 = v
′, and moreover,
x ◦ h1 = x
′′ ◦ u2 ◦KL(g) = x
′′ ◦KLR(g) ◦ h1. As h1 is surjective, we have x = KLR(g) ◦ h1.
In this way we have obtained a short exact sequence
0→ KLR(Ei)
KLR(f)
−−−−→ KLR(Xi̺(i)j)
KLR(g)
−−−−→ KLR(Sj)→ 0.
It follows that dimKLR(Xi̺(i)j) = dimKLR(Ei)+dimKLR(Sj) = (vi,wi̺(i)j) sinceKLR(Sj) =
Sj .
The proof for the second equation, which is dual to the first one, is entirely similar and
omitted. 
Recall that the set of dimension vectors on Rı admits a partial order ≤ as in (2.3). Note
that vi ≯ v̺i for any i ∈ I.
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Lemma 4.8. For any i, j ∈ Q0 and any l-dominant pair (v,w
i̺(i)j), we have v ≯ vi and
v ≯ v̺i.
Proof. Let nij be the number of arrows between i and j. The proof is divided into three
cases (a)-(c) below.
(a) nij = 0 = n̺(i)j . Then there are only three Λ
ı-modules (also Sı-modules) of dimension
vector wi̺(i)j : Si ⊕ S̺i ⊕ Sj , Sj ⊕ Ei, Sj ⊕ E̺i. Hence our desired result holds.
(b) nij 6= 0. We shall prove the case when there is an arrow α : i→ j, i.e., Ext
1
kQ(Sj, Si) 6=
0; the other similar case will be skipped. If ̺(j) 6= j, then there are only four Λı-modules
(also Sı-modules) of dimension vector wi̺(i)j : Si⊕ S̺i⊕ Sj , Sj ⊕Ei, Sj ⊕E̺i and Xi̺(i)j . The
desired result follows from Lemma 4.7 and Lemma 2.5(ii).
If ̺(j) = j, then there is also an arrow ̺(α) : ̺i → j. Comparing to the above, there
is an additional Λı-module (also Sı-module) Z of dimension vector wi̺(i)j which is also a
string module with its string ̺i
̺(α)
−−→ j
α
←− i. Suppose for a contradiction that dimKLR(Z) >
vi. Since vi(τS̺i) = 1, we get that the simple R
ı-module S(τS̺i) is a composition factor
of KLR(Z). As top(KLR(Z)) = Sσ(Sj) and there is only one arrow τSj → σ(Sj) in R
ı,
we have HomPı(τS̺i, τSj) 6= 0 by noting that we consider the representations of opposite
quivers. However, HomPı(τS̺i, τSj) ∼= HomkQ(S̺i, Sj) ⊕ Ext
1
kQ(Si, Sj) = 0 since ̺i 6= j and
Ext1kQ(Sj , Si) 6= 0, which is a contradiction. Similarly we prove that dimKLR(Z) ≯ v
̺i.
(c) n̺(i)j 6= 0. It is similar to Case (b) and hence omitted. 
Proposition 4.9. Assume that i, j ∈ Q0 is not connected by an arrow. Then,
(i) the strongly l-dominant pairs (v,wi̺(i)j) are exactly the pairs with v ∈ {0,vi,v̺(i)};
(ii) the strongly l-dominant pairs (v,wij̺(j)) are exactly the pairs with v ∈ {0,vj,v̺(j)}.
Proof. The two cases are similar, and we shall only prove (i). The only Λı-modules with
dimension vector wi̺(i)j are Si ⊕ S̺(i) ⊕ Sj , Ei ⊕ Sj and E̺(i) ⊕ Sj . The remaining argument
is the same as for Proposition 4.2, and will be omitted. 
Proposition 4.10. Assume that Ext1kQ(Sj, Si) 6= 0, for i, j ∈ Q0.
(i) If ̺(j) 6= j, then the strongly l-dominant pairs (v,wijj) are exactly the pairs with
v ∈ {0,vij};
(ii) If ̺(j) = j, then the strongly l-dominant pairs (v,wijj) are exactly the pairs with
v ∈ {0,vij,vj}.
Proof. We will only give the detailed proof for Part (ii) as the proofs for (i) is similar and
simpler. It follows by Proposition 4.6 and Lemma 4.7 that (v,wijj) with v ∈ {0,vij,vj}
are strongly l-dominant pairs. On the other hand, since ̺(j) = j, the Λı-modules (also Sı-
modules) with dimension vector wijj are Si⊕Sj⊕Sj, Sj⊕Xij , Ej⊕Si and the string moduleM
with i→ j
εj
←− j as its string in Q. Note that dimKLR(Ej ⊕ Si) = (vj,wijj) = dimKLR(M).
So there are at most three strongly l-dominant pairs (v,wijj). This proves (ii). 
5. Computation in quantum Grothendieck rings for ıquivers
In this section, we study in depth the quantum Grothendieck rings for Dynkin ıquivers
equipped with a twisted multiplication, and determine their relations in cases of ıquivers of
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rank 2. They will be used in Section 6 to verify the ıSerre relations in the algebra (R˜ıZ, ·)
defined in (3.19).
5.1. A bilinear form. Let (Q, ̺) be a Dynkin ıquiver. We calculate the bilinear pairings
d(·, ·) defined in (2.13) for the cases which will be needed later. Recall vij,wij from (4.4).
Proposition 5.1. If Ext1kQ(Sj, Si) = k, for i, j ∈ Q0, then
d
(
(vij, 1σSi), (0, 1σSj )
)
= 0, d
(
(0, 1σSj), (v
ij, 1σSi)
)
= 1;(5.1)
d
(
(vij, 1σSi), (0,w
ij)
)
= 1, d
(
(0,wij), (vij, 1σSi)
)
= 1;(5.2)
d
(
(0, 1σSi), (v
ij,wij)
)
= 0, d
(
(vij,wij), (0, 1σSi)
)
= 1;(5.3)
d
(
(0, 1σSi), (v
i,wij)
)
=
{
1 if ̺i = i,
0 otherwise,
(5.4)
d
(
(vi,wij), (0, 1σSi)
)
= 1, d
(
(vi, 1σSi), (0,w
ij)
)
= 1;(5.5)
d
(
(0,wij), (vi, 1σSi)
)
=
{
2 if ̺i = i,
1 otherwise;
(5.6)
d
(
(0, 1σSj ), (v
ij,wij)
)
= 1, d
(
(vij,wij), (0, 1σSj )
)
= 0;(5.7)
d
(
(vj, 1σSj), (0,w
ij)
)
=
{
2 if ̺i = i or ̺j = j,
1 otherwise;
(5.8)
d
(
(0,wij), (vj, 1σSj )
)
=
{
1 if ̺j = j,
0 otherwise.
(5.9)
If in addition ̺(j) = j, then
d
(
(vj − vij , 1σSj ), (v
ij,wij)
)
= d
(
(vij ,wij), (vj − vij, 1σSj )
)
= 1.(5.10)
Proof. The identities (5.1)–(5.3) follow by a direct computation using Lemma 4.4(i):
d
(
(vij, 1σSi), (0, 1σSj )
)
= vij · 1Sj = v
ij(Sj) = 0,
d
(
(0, 1σSj ), (v
ij, 1σSi)
)
= 1Sj · τ
∗(vij) = vij(τSj) = 1,
d
(
(vij, 1σSi), (0,w
ij)
)
= vij · σ∗(wij) = vij(Si) + v
ij(Sj) = 1,
d
(
(0,wij), (vij, 1σSi)
)
= σ∗(wij) · τ ∗(vij) = vij(τSi) + v
ij(τSj) = 1,
d
(
(0, 1σSi), (v
ij,wij)
)
= σ∗(1σSi) · τ
∗(vij) = vij(τSi) = 0,
d
(
(vij,wij), (0, 1σSi)
)
= vij(Si) = 1.
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The identities (5.4)–(5.6) follow by Lemma 4.1 and Lemma 4.4 as follows:
d
(
(0, 1σSi), (v
i,wij)
)
= σ∗(1σSi) · τ
∗(vi) = vi(τSi) =
{
1 if ̺i = i,
0 otherwise,
d
(
(vi,wij), (0, 1σSi)
)
= vi · σ∗(1σSi) = v
i(Si) = 1,
d
(
(vi, 1σSi), (0,w
ij)
)
= vi · σ∗(wij) = vi(Si) + v
i(Sj) = 1,
d
(
(0,wij), (vi, 1σSi)
)
= σ∗(wij) · τ ∗(vi) = vi(τSi) + v
i(τSj) =
{
2 if ̺i = i,
1 otherwise.
The identities (5.7)–(5.9) follow by Lemma 4.1 and Lemma 4.4 as follows:
d
(
(0, 1σSj ), (v
ij,wij)
)
= σ∗(1σSj ) · τ
∗(vij) = vij(τSj) = 1,
d
(
(vij,wij), (0, 1σSj )
)
= vij(Sj) = 0,
d
(
(vj, 1σSj ), (0,w
ij)
)
= vj · σ∗(wij) = vj(Si) + v
j(Sj) =
{
2 if ̺i = i or ̺j = j,
1 otherwise;
d
(
(0,wij), (vj, 1σSj )
)
= σ∗(wij) · τ ∗(vj) = vj(τSi) + v
j(τSj) =
{
1 if ̺j = j,
0 otherwise;
It remains to prove (5.10). Since ̺(j) = j, we obtain 21Sj = σ
∗(wj) = Cq(v
j) by
Lemma 4.1(iv). Using Lemmas 4.4–4.5, we have
d
(
(vj − vij, 1σSj ), (v
ij,wij)
)
=
(
1Sj − Cq(v
j − vij)
)
· τ ∗(vij) + σ∗(wij) · (vj − vij)
=
(
1Sj − σ
∗(wj) + Cq(v
ij)
)
· τ ∗(vij) + vj(Si) + v
j(Sj)− v
ij(Si)− v
ij(Sj)
= −
(
1Sj − Cq(v
ij)
)
· τ ∗(vij) + 1 + 1− 1− 0
= −
(
σ∗(wij)− Cq(v
ij)
)
· τ ∗(vij) + 1Si · τ
∗(vij) + 1
= −1Xij · τ
∗(vij) + 1Si · τ
∗(vij) + 1
= −vij(τXij) + 1 = 1,
where the last equality follows from
HomPı(Si, τXij) ∼= DExt
1
kQ(Xij, Si)⊕DHomkQ(Xij, S̺i) = 0.
Similarly, by Lemmas 4.4–4.5 we have
d
(
(vij,wij), (vj − vij, 1σSj)
)
= (σ∗wij − Cqv
ij) · τ ∗(vj − vij) + vij · 1Sj
= 1Xij · τ
∗(vj − vij) + vij(Sj)
= vj(τXij)− v
ij(τXij)
= vj(τXij) = 1,
where the last equality follows from
HomPı(Sj, τXij) = HomDQ(Sj, τXij)⊕ HomDQ(Sj ,Στ ̺̂(Xij))
∼= DExt1kQ(Xij , Sj)⊕DHomkQ(Xij , Sj)
∼= DHomkQ(Xij, Sj).
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The proposition is proved. 
5.2. Computation for rank 2 ıquivers, I. We remind that only the twisted multiplication
in R˜ı associated to a Dynkin ıquiver (Q, ̺) is used in the whole Section 5. As we shall see
in Section 6, L(vi,wi), for i ∈ I, correspond to generators for the Cartan subalgebra of U˜ı
and L(0, 1σSi), for i ∈ I, correspond to Chevalley generators of U˜
ı.
Let nij be the number of edges connecting vertex i and j of Q. Let C = (cij)i,j∈I be the
symmetric Cartan matrix of the underlying graph of Q, defined by cij = 2δij − nij . Recall
the symmetric Euler form defined in (3.17). Then cij = (Si, Sj) for any i, j ∈ Q0.
Lemma 5.2. The following identity holds in the ring R˜ı, for any i, j ∈ Q0:
L(0, 1σSi)L(v
j ,wj) = v−ci,̺(j)+cijL(vj,wj)L(0, 1σSi)
= v
1
2
(−ci,̺(j)+cij)L(vj, 1σSi +w
j).
Proof. It follows by (2.17) that the term L(v, 1σSi +w
j) has nonzero coefficients in each side
of the desired identity in the lemma only if v ≥ vj. It follows from Lemma 4.8 that the only
possibility is v = vj . Then it follows from (2.19) that
L(0, 1σSi)L(v
j,wj)
= v−1/2〈Si,Sj⊕S̺(j)〉+1/2〈Sj⊕S̺(j),Si〉vd((v
j ,wj),(0,1σSi ))−d((0,1σSi ),(v
j ,wj))L(vj , 1σSi +w
j)
= v−1/2〈Si,Sj⊕S̺(j)〉+1/2〈Sj⊕S̺(j),Si〉vdimHomPı(Sj ,Si)−dimHomPı(Sj ,τSi)L(vj , 1σSi + v
j)
= v−1/2〈Si,Sj⊕S̺(j)〉+1/2〈Sj⊕S̺(j),Si〉
· vdimHomkQ(Sj ,Si)+dimExt
1
kQ(S̺(j),Si)−dimHomkQ(Si,S̺(j))−dimExt
1
kQ(Si,Sj)L(vj, 1σSi +w
j)
= v−1/2(Si,S̺(j))+1/2(Si,Sj)L(vj, 1σSi +w
j).
Similarly we have
L(vj ,wj)L(0, 1σSi) = v
1/2(Si,S̺(j))−1/2(Si,Sj)L(vj, 1σSi +w
j).
Here, we use the fact HomkQ(Sj, Si) = HomkQ(Si, Sj) = δij. Thus,
L(0, 1σSi)L(v
j ,wj) = v−(Si,S̺(j))+(Si,Sj)L(vj,wj)L(0, 1σSi)
= v−ci,̺(j)+cijL(vj ,wj)L(0, 1σSi)
and then our desired result follows. 
Lemma 5.3. The following identity holds in R˜ı, for any i, j ∈ Q0:
L(vi,wi)L(vj,wj) = L(vi + vj,wi +wj).
Proof. By applying (2.17), we see that the term L(v,wi + wj) in L(vi,wi)L(vj ,wj) has
nonzero coefficients only if v ≥ vi+vj. By Corollary 4.3, there exists no strongly l-dominant
pair (v,wi +wj) such that v > vi + vj. Then we obtain
L(vi,wi)L(vj ,wj) =v−1/2〈Si⊕S̺i,Sj⊕S̺j〉avv
j ·σ∗wi−vi·σ∗wjL(vi + vj,wi +wj)
(5.11)
=v−1/2〈Si⊕S̺i,Sj⊕S̺j〉+1/2〈Sj⊕S̺j ,Si⊕S̺i〉vv
j ·σ∗wi−vi·σ∗wjL(vi + vj ,wi +wj).
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By (3.14), we have
vj · σ∗wi − vi · σ∗wj(5.12)
=vj(1Si + 1S̺i)− v
i(1Sj + 1S̺j )
=dimHomPı(Sj , Si) + dimHomPı(Sj, S̺i)− dimHomPı(Si, Sj)− dimHomPı(Si, S̺j)
=dimHomkQ(Sj , Si) + dimExt
1
kQ(Sj , S̺i) + dimHomkQ(Sj, S̺i) + dimExt
1
kQ(Sj , Si)
− dimHomkQ(Si, Sj)− dimExt
1
kQ(Si, S̺j)− dimHomkQ(Si, S̺j)− dimExt
1
kQ(Si, Sj)
=〈Si, Sj〉 − 〈Sj, S̺i〉+ 〈S̺i, Sj〉 − 〈Sj, Si〉,
where we used the fact HomkQ(Si, Sj) = HomkQ(Sj, Si) = δijk and 〈Si, Sj〉 = 〈S̺i, S̺j〉 for all
i, j ∈ I.
On the other hand, we have
−1/2〈Si ⊕ S̺i, Sj ⊕ S̺j〉+ 1/2〈Sj ⊕ S̺j , Si ⊕ S̺i〉(5.13)
= −〈Si, Sj〉 − 〈Si, S̺j〉+ 〈Sj, Si〉+ 〈S̺j , Si〉.
Combining (5.11)–(5.13), we have established the desired formula. 
In fact, similar to the proof of Lemma 5.3, using Corollary 4.3 one can prove that
L(vi1 ,wi1) · · ·L(vit ,wit) = L
( t∑
j=1
vij ,
t∑
j=1
wij
)
,(5.14)
for any i1, . . . , it ∈ I.
Lemma 5.4. The following identity holds in R˜ı, for any i ∈ Q0:
L(0, 1σSi)L(0, 1σS̺i)− L(0, 1σS̺i)L(0, 1σSi) = (v − v
−1)
(
L(vi,wi)− L(v̺i,w̺i)
)
.
Proof. The identity trivially holds if ̺i = i.
Assume now ̺i 6= i. Recall from (3.14) that w̺i = wi = 1σSi + 1σS̺i. Then the only
l-dominant pairs (v,wi) are given by v = 0, v = vi and v = v̺i by Proposition 4.2.
Furthermore, we have
∆w
i
1σSi ,1σS̺i
(
L(0,wi)
)
= ∆w
i
1σSi ,1σS̺i
(
π(0,wi)
)
= π(0, 1σSi)⊠ π(0, 1σS̺i) = L(0, 1σSi)⊠ L(0, 1σS̺i).
Similar to [Qin16, Example 4.4.3], we have L(vi,wi) = π(vi,wi). Then
∆w
i
1σSi ,1σS̺i
(
L(vi,wi)
)
= ∆w
i
1σSi ,1σS̺i
(
π(vi,wi)
)
= vπ(vi, 1σSi)⊠ π(0, 1σS̺i) = vL(0, 1σSi)⊠ L(0, 1σS̺i);
∆w
i
1σSi ,1σS̺i
(
L(v̺i,wi)
)
= ∆w
i
1σSi ,1σS̺i
(
π(v̺i,wi)
)
= v−1π(0, 1σSi)⊠ π(v
̺i, 1σS̺i) = v
−1L(0, 1σSi)⊠ L(0, 1σS̺i).
So we have
L(0, 1σSi)L(0, 1σS̺i) = L(0,w
i) + vL(vi,wi) + v−1L(v̺i,wi),(5.15)
L(0, 1σS̺i)L(0, 1σSi) = L(0,w
i) + v−1L(vi,wi) + vL(v̺i,wi),(5.16)
and then our desired formula follows. 
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5.3. Computation for rank 2 ıquivers, II.
Lemma 5.5. Assume i, j ∈ Q0 are not connected by an arrow and i 6= ̺(j). Then the
following identity holds in R˜ı:
L(0, 1σSi)L(0, 1σSj ) = L(0, 1σSj )L(0, 1σSi).
Proof. Since the only Λı-modules with dimension vector 1σSi + 1σSj is Si ⊕ Sj, the only l-
dominant pair (v, 1σSi + 1σSj ) is (0, 1σSi + 1σSj). The remaining proof is the same as for
Lemma 5.4, and will be omitted here. 
Proposition 5.6. Let i, j ∈ Q0 be such that ̺i = i and ̺(j) = j. If Ext
1
kQ(Sj , Si) = k, then
the following identities hold in R˜ı:
L(0, 1σSi)
2L(0, 1σSj)− (v + v
−1)L(0, 1σSi)L(0, 1σSj )L(0, 1σSi) + L(0, 1σSj )L(0, 1σSi)
2(5.17)
= −(v − v−1)2L(vi,wi)L(0, 1σSj );
L(0, 1σSj )
2L(0, 1σSi)− (v + v
−1)L(0, 1σSj )L(0, 1σSi)L(0, 1σSj ) + L(0, 1σSi)L(0, 1σSj )
2(5.18)
= −(v − v−1)2L(vj,wj)L(0, 1σSi).
Proof. Recall wij = 1σSi + 1σSj from (4.4), and w
iij = 21σSi + 1σSj from (4.6). Note
v−(1/2)〈(0,1σSi),(0,1σSj )〉a = v−1/2. In this proof, we denote w = wiij, and ♥ = v−1/2.
(1) Proof of (5.17). Note first that π(0, 1σSi) = L(0, 1σSi), π(0, 1σSj ) = L(0, 1σSj) and
π(0,wij) = L(0,wij). By Proposition 4.6, the only l-dominant pairs (v,wij) are given by
v = 0 and v = vij. We compute by using (2.14) that
∆w
ij
1σSi ,1σSj
(
L(0,wij)
)
= ∆w
ij
1σSi ,1σSj
(
π(0,wij)
)
= ♥π(0, 1σSi)⊠ π(0, 1σSj ) = ♥L(0, 1σSi)⊠ L(0, 1σSj ).
There exists an arrow from σSi to Si in R
ı, which is the only one arrow starting from σSi
by definition. Lemma 4.4(i) implies that vij − 1Sj  0, so M(v, 1σSj) = ∅ for any v ≤ v
ij.
It follows from (2.14) and (5.1) that
∆w
ij
1σSi ,1σSj
(
π(vij,wij)
)
= ♥vπ(vij, 1σSi)⊠ π(0, 1σSj ).
Note that M(vij, 1σSi) = M0(1σSi) = M0(0, 1σSi) is a point. Then we have π(v
ij, 1σSi) =
π(0, 1σSj ) = L(0, 1σSi). So ∆
w
ij
1σSi ,1σSj
(
π(vij,wij)
)
= ♥vL(vij, 1σSi)⊠ L(0, 1σSj).
On the other hand, by (2.10), we assume that
π(vij,wij) = L(vij,wij) + avij ,0,wij(v)L(0,w
ij).
So we have
∆w
ij
1σSi ,1σSj
(
π(vij,wij)
)
= ∆w
ij
1σSi ,1σSj
(
L(vij,wij)
)
+ avij ,0,wij(v)♥L(0, 1σSi)⊠ L(0, 1σSj)
= ♥vL(0, 1σSi)⊠ L(0, 1σSj ).
We must have avij ,0,wij(v) = 0 by noting that avij ,0,wij (v) is bar-invariant. Then
∆w
ij
1σSi ,1σSj
(
L(vij,wij)
)
= ♥vL(vij, 1σSi)⊠ L(0, 1σSj ).
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Therefore, we obtain
(5.19) L(0, 1σSi)L(0, 1σSj) = ♥L(0,w
ij) +♥vL(vij ,wij).
A variant of Proposition 4.10(ii) (with i, j switched) shows that the only strongly l-
dominant pairs (v,w) are the pairs with v ∈ {0,vij,vi}. Note π(0,w) = L(0,w). Then
∆w
1σSi ,w
ij
(
L(0,w)
)
= ∆w
1σSi ,w
ij
(
π(0,w)
)
= ♥π(0, 1σSi)⊠ π(0,w
ij) = ♥L(0, 1σSi)⊠ L(0,w
ij).
Similarly, for any nonzero dimension vector v, if M(v, 1σSi) 6= ∅, then v − 1Si ≥ 0; if
M(v,wij) 6= ∅, then v− 1Si ≥ 0. However, v
ij(Si) = 1 by Lemma 4.4(i). Using (5.2)–(5.3),
by (2.14) we have
∆w
1σSi ,w
ij
(
π(vij,w)
)
= ♥π(vij, 1σSi)⊠ π(0,w
ij) +♥vπ(0, 1σSi)⊠ π(v
ij,wij)
= ♥L(0, 1σSi)⊠ L(0,w
ij) +♥vL(0, 1σSi)⊠ L(v
ij,wij).
As π(vij,w) = L(vij,w)+avij ,0,w(v)L(0,w), as before we must have avij ,0,w(t) = 0. Then
∆w
1σSi ,w
ij
(
L(vij,w)
)
= ♥L(0, 1σSi)⊠ L(0,w
ij) +♥vL(0, 1σSi)⊠ L(v
ij,wij).
Note that M(vi,wij) =M(vij,wij) by the natural inclusion. So we obtain π(vi,wij) =
π(vij,wij). By (2.14) and (5.4)–(5.6), similarly,
∆w
1σSi ,w
ij
(
π(vi,w)
)
= ♥π(0, 1σSi)⊠ π(v
i,wij) +♥vπ(vi, 1σSi)⊠ π(0,w
ij)
= ♥π(0, 1σSi)⊠ π(v
ij ,wij) +♥vπ(0, 1σSi)⊠ π(0,w
ij)
= ♥L(0, 1σSi)⊠ L(v
ij,wij) +♥vL(0, 1σSi)⊠ L(0,w
ij).
Assume that π(vi,w) = L(vi,w)+avi,vij ,w(v)L(v
ij,w)+avi,0,w(v)L(0,w). Again we must
have avi,vij ,w(v) = 0 = avi,0,w(v). Then
∆w
1σSi ,w
ij
(
L(vi,w)
)
= ♥L(0, 1σSi)⊠ L(v
ij,wij) +♥vL(0, 1σSi)⊠ L(0,w
ij).
Therefore, we have obtained
L(0, 1σSi)L(0,w
ij) = ♥L(vij ,w) +♥L(0,w) +♥vL(vi,w),(5.20)
L(0, 1σSi)L(v
ij,wij) = ♥L(vi,w) +♥vL(vij ,w).(5.21)
In an entirely similar fashion, we obtain
L(0, 1σSj )L(0, 1σSi) = ♥
−1L(0,wij) +♥−1v−1L(vij,wij),(5.22)
L(0,wij)L(0, 1σSi) = ♥
−1L(0,w) +♥−1L(vij,w) +♥−1v−1L(vi,w),(5.23)
L(vij ,wij)L(0, 1σSi) = ♥
−1v−1L(vij,w) +♥−1L(vi,w).(5.24)
Now the desired formula (5.17) follows by a direct computation from Lemma 5.2 and the
identities (5.19)–(5.24).
(2) Proof of (5.18). It is entirely similar to the above arguments for (5.17). We shall only
record the intermediate steps and formulas.
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Denote w′ = wijj = 1σSi + 21σSj . By Proposition 4.10(ii), the only l-dominant pairs
(v,w′) are given by v ∈ {0,vij,vj}. By Proposition 5.1, we have
∆w
′
1σSj ,w
ij
(
L(0,w′)
)
= ∆w
′
1σSj ,w
ij
(
π(0,w′)
)
= ♥−1π(0, 1σSj )⊠ π(0,w
ij) = ♥−1L(0, 1σSj)⊠ L(0,w
ij);
∆w
′
1σSj
,wij
(
L(vij,w′)
)
= ∆w
′
1σSj
,wij
(
π(vij,w′)
)
= ♥−1v−1π(0, 1σSj )⊠ π(v
ij,wij) = ♥−1v−1L(0, 1σSj )⊠ L(v
ij,wij);
∆w
′
1σSj ,w
ij
(
L(vj,w′)
)
= ∆w
′
1σSj ,w
ij
(
π(vj,w′)
)
= ♥−1π(vj − vij , 1σSj )⊠ π(v
ij,wij) +♥−1v−1π(vj, 1σSj )⊠ π(0,w
ij)
= ♥−1L(0, 1σSj)⊠ L(v
ij,wij) +♥−1v−1π(0, 1σSj )⊠ L(0,w
ij).
Therefore, we have
L(0, 1σSj )L(0,w
ij) = ♥−1v−1L(vj ,w′) +♥−1L(0,w′),(5.25)
L(0,wij)L(0, 1σSj) = ♥vL(v
j,w′) +♥L(0,w′),(5.26)
L(0, 1σSj )L(v
ij ,wij) = ♥−1v−1L(vij ,w′) +♥−1L(vj ,w′),(5.27)
L(vij,wij)L(0, 1σSj) = ♥vL(v
ij,w′) +♥L(vj ,w′).(5.28)
Now the desired formula (5.18) follows by a direct computation from Lemma 5.2, the iden-
tities (5.19), (5.22), and (5.25)–(5.28). 
5.4. Computation for rank 2 ıquivers, III. Let (Q, ̺) be a Dynkin ıquiver.
Proposition 5.7. If 1
α
−→ 2
β
←− 3 or 1
α
←− 2
β
−→ 3 is a subquiver of Q such that ̺(1) = 3, and
̺(2) = 2, then the following identities hold in R˜ı, for i = 1, 3:
L(0, 1σSi)
2L(0, 1σS2)− (v + v
−1)L(0, 1σSi)L(0, 1σS2)L(0, 1σSi) + L(0, 1σS2)L(0, 1σSi)
2(5.29)
= 0,
L(0, 1σS2)
2L(0, 1σSi)− (v + v
−1)L(0, 1σS2)L(0, 1σSi)L(0, 1σS2) + L(0, 1σSi)L(0, 1σS2)
2(5.30)
= −(v − v−1)2L(v2,w2)L(0, 1σSi).
Proof. We only prove the statements for the case 1
α
←− 2
β
−→ 3, as the other case is similar.
(1) Proof of (5.29). Without loss of generality, we assume i = 1.
Recall thatw12 = 1σS1+1σS2 , andw
112 = 21σS1+1σS2. Note v
−(1/2)〈(0,1σS1 ),(0,1σS2)〉a = v−1/2.
In this proof we shall denote by w = w112 and ♥ = v−1/2.
We have π(0, 1σS1) = L(0, 1σS1), π(0, 1σS2) = L(0, 1σS2) and π(0,w
12) = L(0,w12). From
Proposition 4.6, the only l-dominant pairs (v,w12) are given by v = 0 and v = v12.
∆w
12
1σS1 ,1σS2
(
L(0,w12)
)
= ∆w
12
1σS1 ,1σS2
(
π(0,w12)
)
(5.31)
= ♥π(0, 1σS1)⊠ π(0, 1σS2) = ♥L(0, 1σS1)⊠ L(0, 1σS2).
Note M(v, 1σS2) 6= ∅ with v ≤ v
12 if and only if v = 0. From (2.14) and (5.1), we have
∆w
12
1σS1 ,1σS2
(
π(v12,w12)
)
=♥tπ(v12, 1σS1)⊠ π(0, 1σS2) = ♥vL(0, 1σS1)⊠ L(0, 1σS2),
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by noting that M(v12, 1σS1) = M0(1σS1) = M(0, 1σS1) is just a point. Assume that
π(v12,w12) = L(v12,w12)+av12,0,w12(v)L(0,w
12) by (2.10). Then we see that av12,0,w12(v) =
0 since it is bar-invariant. So we have
∆w
12
1σS1 ,1σS2
(
L(v12,w12)
)
= ♥vL(0, 1σS1)⊠ L(0, 1σS2).(5.32)
Combining (5.31)–(5.32), we have
L(0, 1σS1)L(0, 1σS2) = ♥L(0,w
12) +♥vL(v12,w12).(5.33)
Similarly,
L(0, 1σS2)L(0, 1σS1) = ♥
−1L(0,w12) +♥−1v−1L(v12,w12).(5.34)
The only l-dominant pairs (v,w) are given by v = 0 and v = v12 by Proposition 4.10(i).
Then
∆w
1σS1 ,w
12
(
L(0,w)
)
= ∆w
1σS1 ,w
12
(
π(0,w)
)
= ♥π(0, 1σS1)⊠ π(0,w
12) = ♥L(0, 1σS1)⊠ L(0,w
12).
Similarly, by (2.14) and (5.2)–(5.3), we have
∆w
1σS1 ,w
12
(
π(v12,w)
)
= ♥π(v12, 1σS1)⊠ π(0,w
12) +♥vπ(0, 1σS1)⊠ π(v
12,w12)
= ♥L(0, 1σS1)⊠ L(0,w
12) +♥vL(0, 1σS1)⊠ L(v
12,w12).
As π(v12,w) = L(v12,w) + av12,0,w(v)L(0,w), we get that a1Si ,0,w(v) = 0 by studying the
fiber of M(v12,w) over the origin of M0(w). Then
∆w
1σS1 ,w
12
(
L(v12,w)
)
= ♥L(0, 1σS1)⊠ L(0,w
12) +♥vL(0, 1σS1)⊠ L(v
12,w12).
By definition, it follows that
L(0, 1σS1)L(0,w
12) = ♥L(0,w) +♥L(v12,w),(5.35)
L(0,w12)L(0, 1σS1) = ♥
−1L(0,w) +♥−1L(v12,w),(5.36)
L(0, 1σS1)L(v
12,w12) = ♥vL(v12,w),(5.37)
L(v12,w12)L(0, 1σS1) = ♥
−1v−1L(v12,w).(5.38)
Then the desired formula (5.29) follows from (5.33)–(5.38) by a direct calculation.
(2) Proof of (5.30). Again we can assume i = 1. Let us denote w′ = w122 = 1σS1 + 21σS2 .
By Proposition 4.10(ii), the only l-dominant pairs (v,w′) are given by v ∈ {0,v12,v2}. We
compute
∆w
′
1σS2 ,w
12
(
L(0,w′)
)
= ∆w
′
1σS2 ,w
12
(
π(0,w′)
)
= ♥−1π(0, 1σS2)⊠ π(0,w
12) = ♥−1L(0, 1σS2)⊠ L(0,w
12).
From (2.14) and (5.7), we see that
∆w
′
1σS2 ,w
12
(
π(v12,w′)
)
= ♥−1v−1π(0, 1σS2)⊠ π(v
12,w12)
= ♥−1v−1L(0, 1σS2)⊠ L(v
12,w12).
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As π(v12,w′) = L(v12,w′) + av12,0,w′(v)L(0,w
′), we have av12,0,w′(v) = 0 by noting that it
is bar-invariant. Then
∆w
′
1σS2 ,w
12
(
L(v12,w′)
)
= ♥−1v−1L(0, 1σS2)⊠ L(v
12,w12).
It follows from (2.14) and (5.8)–(5.10) that
∆w
′
1σS2 ,w
12
(
π(v2,w′)
)
= ♥−1v−1π(v2, 1σS2)⊠ π(0,w
12) +♥−1π(v2 − g12, 1σS2)⊠ π(v
12,w12)
= ♥−1v−1π(0, 1σS2)⊠ π(0,w
12) +♥−1π(0, 1σS2)⊠ π(v
12,w12)
= ♥−1v−1L(0, 1σS2)⊠ L(0,w
12) +♥−1L(0, 1σS2)⊠ L(v
12,w12).
Assume that π(v2,w′) = L(v2,w′)+av2,v12,w′(v)L(v
12,w′)+av2,0,w′(v)L(0,w
′). Similarly,
we can get that av2,v12,w′(v) = 0 = av2,0,w′(v). Then
∆w
′
1σS2 ,w
12
(
L(v2,w′)
)
= ♥−1v−1L(0, 1σS2)⊠ L(0,w
12) +♥−1L(0, 1σS2)⊠ L(v
12,w12).
Therefore, we obtain
L(0, 1σS2)L(0, 1σS1) = ♥
−1L(0,w12) +♥−1v−1L(v12,w12)),(5.39)
L(0, 1σS1)L(0, 1σS2) = ♥L(0,w
12) +♥vL(v12,w12)),(5.40)
L(0, 1σS2)L(0,w
12) = ♥−1L(0,w′) +♥−1v−1L(v2,w),(5.41)
L(0,w12)L(0, 1σS2) = ♥L(0,w
′) +♥vL(v2,w),(5.42)
L(0, 1σS2)L(v
12,w12) = ♥−1v−1L(v12,w′) +♥−1L(v2,w′),(5.43)
L(v12,w12)L(0, 1σS2) = ♥vL(v
12,w′) +♥L(v2,w′).(5.44)
The desired formula (5.30) follows from (5.39)–(5.44) by a direct calculation. The proposition
is proved. 
Lemma 5.8 (cf. [HL15, Qin16]). For any i, j ∈ Q0 such that i, j is connected by an arrow
and ̺i 6= i, ̺(j) 6= j, the following identity holds in R˜ı:
L(0, 1σSi)
2L(0, 1σSj)− (v + v
−1)L(0, 1σSi)L(0, 1σSj )L(0, 1σSi) + L(0, 1σSj )L(0, 1σSi)
2 = 0.
Proof. The proof is the same as for (5.29) and will be omitted here. 
6. Geometric realization of ıquantum groups
In this section, we give a quick review of quantum groups U˜, U, and ıquantum groups
U˜ı, Uı, associated to the Dynkin diagrams of type ADE. We then develop a new basis and
an algebra filtration for the quantum Grothendieck ring R˜ı. Finally we establish the algebra
isomorphism between U˜ı and R˜ı.
As the algebra R˜ı is defined over the field Q(v1/2), we shall consider the quantum groups
and variants over the same field Q(v1/2) instead of Q(v).
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6.1. Quantum groups. Let Q be a Dynkin quiver with vertex set Q0 = I. Let nij be the
number of edges connecting vertex i and j. Let C = (cij)i,j∈I be the Cartan matrix of the
underlying graph of Q with cij = 2δij − nij. Let g be the corresponding simple Lie algebra.
Let v be an indeterminate. Write [A,B] = AB −BA. Denote, for r,m ∈ N,
[r] =
vr − v−r
v − v−1
, [r]! =
r∏
i=1
[i],
[
m
r
]
=
[m][m − 1] . . . [m− r + 1]
[r]!
.
Then the Drinfeld double U˜ := U˜v(g) is defined to be the Q(v1/2)-algebra generated by
Ei, Fi, K˜i, K˜
′
i, i ∈ I, subject to the following relations: for i, j ∈ I,
[Ei, Fj] = δij
K˜i − K˜
′
i
v − v−1
, [K˜i, K˜j] = [K˜i, K˜
′
j] = [K˜
′
i, K˜
′
j] = 0,(6.1)
K˜iEj = v
cijEjK˜i, K˜iFj = v
−cijFjK˜i,(6.2)
K˜ ′iEj = v
−cijEjK˜
′
i, K˜
′
iFj = v
cijFjK˜
′
i,(6.3)
and for i 6= j ∈ I,
1−cij∑
r=0
(−1)r
[
1− cij
r
]
EriEjE
1−cij−r
i = 0,(6.4)
1−cij∑
r=0
(−1)r
[
1− cij
r
]
F ri FjF
1−cij−r
i = 0.(6.5)
Note that K˜iK˜
′
i are central in U˜ for all i. The comultiplication ∆ : U˜→ U˜⊗ U˜ is given by
∆(Ei) = Ei ⊗ 1 + K˜i ⊗Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗ K˜
′
i,
∆(K˜i) = K˜i ⊗ K˜i, ∆(K˜
′
i) = K˜
′
i ⊗ K˜
′
i.
(6.6)
Analogously as for U˜, the quantum groupU is defined to be the Q(v1/2)-algebra generated
by Ei, Fi, Ki, K
−1
i , i ∈ I, subject to the relations modified from (6.1)–(6.5) with K˜i and K˜
′
i
replaced by Ki and K
−1
i , respectively. The comultiplication ∆ is obtained by modifying
(6.6) with K˜i and K˜
′
i replaced by Ki and K
−1
i , respectively.
Let U˜+ be the subalgebra of U˜ generated by Ei (i ∈ I), U˜0 be the subalgebra of U˜
generated by K˜i, K˜
′
i (i ∈ I), and U˜
− be the subalgebra of U˜ generated by Fi (i ∈ I),
respectively. The subalgebras U+, U0 and U− of U are defined similarly. Then both U˜ and
U have triangular decompositions:
U˜ = U˜+ ⊗ U˜0 ⊗ U˜−, U = U+ ⊗U0 ⊗U−.
Clearly, U+ ∼= U˜+, U− ∼= U˜−, and U0 ∼= U˜0/(K˜iK˜
′
i − 1 | i ∈ I).
6.2. Theorems of Hernandez-Leclerc and Qin. LetR,S and P be the regular, singular,
and preprojective NKS categories defined in Proposition 3.1 and its subsequent paragraph.
In this case, IndP = Indmod(kQ)
⊔
IndΣmod(kQ).
For any dimension vector u : R0 → N, the dimension vector Σ∗u is such that
(Σ∗u)(z) = u(Σz), ∀z ∈ R0.
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Recalling V +,W+ from (3.15), we define
W− =
⊕
x∈{Si,i∈Q0}
N1σΣx, V
− =
⊕
x∈Indmod(kQ), x is not injective
N1Σx.(6.7)
(Informally, we have W− = Σ∗W+, V − = Σ∗V +.) Recall vi,wi in (3.14) used in ıNKS
categories Rı,Sı. For use in the NKS categories R,S defined in §3.2, we shall denote, for
i ∈ Q0,
w¯i = 1σSi + 1σΣSi , v¯
i =
∑
z∈R0−S0
dimHomP(Si, z)1z, v¯
Σi = Σ∗v¯i.(6.8)
The quantum Grothendieck ring Kgr(mod(S)) in (2.12) in the current setting reads as
follows:
Kgr(mod(S)) =
⊕
w∈W+⊕W−
Kw(mod(S)).
Recalling the Euler form 〈·, ·〉 onK0(mod(kQ)), define a bilinear form 〈·, ·〉a¯ onK0(mod(kQ))⊕
K0(Σmod(kQ)) as follows: for x = (x1, x2), y = (y1, y2) ∈ K0(mod(kQ))⊕K0(Σmod(kQ)),
we let
〈x, y〉a¯ = 〈x1, y1〉 − 〈y1, x1〉+ 〈x2, y2〉 − 〈y2, x2〉.(6.9)
Define the twisted comultiplication ∆w
w1,w2 := t
− 1
2
〈w1,w2〉a¯∆˜w
w1,w2 . Then {∆
w
w1,w2} gives
rise to a comultiplication ∆ on Kgr(mod(S)), which induces an algebra structure on the
Z[v1/2, v−1/2]-graded dual R˜Z := Kgr(mod(S)); cf. (2.15) and compare (3.19). That is,
R˜Z =
⊕
w∈W+
R˜Z,w, where R˜Z,w = HomZ[v,v−1]
(
Kw(mod(S)),Z[v
1/2, v−1/2]
)
,(6.10)
The algebra R˜Z has the following 3 distinguished subalgebras:
⊲ R˜+Z =
⊕
w∈W+ R˜Z,w;
⊲ R˜−Z =
⊕
w∈W− R˜Z,w;
⊲ the subalgebra R˜0Z generated by {L(v¯
i, w¯i), L(v¯Σi, w¯i) | i ∈ I}.
We further denote
R˜ = Q(v1/2)⊗ R˜Z, and R˜
⋆ = Q(v1/2)⊗ R˜⋆Z, for ⋆ ∈ {+,−, 0}.
The theorem below summarizes the main result in [Qin16], which is a generalization of a
fundamental result from [HL15].
Theorem 6.1.
(1) [HL15] There exists a Q(v1/2)-algebra isomorphism κ+ : U+ −→ R˜+ which sends
Ei 7→
v
1−v2
L(0, 1σSi) for each i ∈ Q0.
(2) [Qin16] There exists a Q(v1/2)-algebra isomorphism κ˜ : U˜ −→ R˜ which extends κ+
above and sends
Ei 7→
v
1− v2
L(0, 1σSi), Fi 7→
v
v2 − 1
L(0, 1σΣSi),(6.11)
K˜i 7→ L(v¯
Σi, w¯i), K˜ ′i 7→ L(v¯
i, w¯i).(6.12)
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Let R denote the quotient algebra of R˜ by the ideal generated by L(v¯i + v¯Σi, 2w¯i) − 1,
for all i ∈ I. Then κ˜ in Theorem 6.1(2) induces a Q(v1/2)-algebra isomorphism U ∼= R.
6.3. The ıquantum groups. For the Cartan matrix C = (cij), let Aut(C) be the group
of all permutations ̺ of the set I such that cij = c̺i,̺j. An element ̺ ∈ Aut(C) is called
an involution if ̺2 = Id. We define the universal ıquantum group U˜ı to be the Q(v1/2)-
subalgebra of U˜ generated by
(6.13) Bi = Fi + E̺iK˜
′
i, k˜i = K˜iK˜
′
̺i, ∀i ∈ I.
Let U˜ı0 be the Q(v1/2)-subalgebra of U˜ı generated by k˜i, for i ∈ I. By [LW19a, Lemma 6.1],
the elements k˜i (for i = ̺i) and k˜ik˜̺i (for i 6= ̺i) are central in U˜
ı.
Let ς = (ςi) ∈ (Q(v)×)I be such that ςi = ς̺i for each i ∈ I which satisfies ci,̺i = 0. Let
Uı := Uı
ς
be the Q(v1/2)-subalgebra of U generated by
Bi = Fi + ςiE̺iK
−1
i , kj = KjK
−1
̺j , ∀i ∈ I, j ∈ I̺.
It is known [Let99, Ko14] that Uı is a right coideal subalgebra of U in the sense that
∆ : Uı → Uı ⊗U; and (U,Uı) is called a quantum symmetric pair.
The algebras Uı
ς
, for ς ∈ (Q(v)×)I, are obtained from U˜ı by central reductions.
Proposition 6.2. [LW19a, Proposition 6.2] (1) The algebra Uı is isomorphic to the quotient
of U˜ı by the ideal generated by
k˜i − ςi (for i = ̺i), k˜ik˜̺i − ςiς̺i (for i 6= ̺i).(6.14)
The isomorphism is given by sending Bi 7→ Bi, kj 7→ ς
−1
j k˜j, k
−1
j 7→ ς
−1
̺j k˜̺j, ∀i ∈ I, j ∈ I̺.
(2) The algebra U˜ı is a right coideal subalgebra of U˜; that is, (U˜, U˜ı) forms a quantum
symmetric pair.
We shall refer to U˜ı and Uı as (quasi-split) ıquantum groups; they are called split if ̺ = Id.
Remark 6.3. Following [Qin16], we do not require Ki, K
′
i to be invertible in the definition of
the Drinfeld double U˜ in this paper, in contrast to the conventions adopted in [Br13, LW19a].
Similarly, the above definition of U˜ı does not require k˜i to be invertible, in contrast to
[LW19a]. The definition of modified Ringel-Hall algebras can be suitably revised so the
resulting ıHall algebras are isomorphic to the current versions of U˜ and U˜ı; this will be
explained in detail elsewhere.
Let us choose the subset I̺ of representatives of ̺-orbits on I as follows:
I̺ :=

I, if ̺ = Id,
{1, . . . , r}, if ∆ is of type A2r,
{0, 1, . . . , r}, if ∆ is of type A2r+1,
{1, . . . , n− 1}, if ∆ is of type Dn,
{1, 2, 3, 4}, if ∆ is of type E6,
 if ̺ 6= Id .(6.15)
The following quivers are the bound quivers used to describe Λı or equivalently Sı asso-
ciated to non-split ıquivers; cf. [LW19a]. The Dynkin diagrams for the non-split Dynkin
ıquivers can be recovered from diagrams below by removing the purple arrows.
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(6.16)
◦
◦
◦
◦
◦
◦
◦
r
−r
2
−2
1
−1
0
✲
✲
· · ·
· · ·
✲
✲
✲
✲
✟✟
✟✟✯
❍❍❍❍❥✻
❄
✻
❄
✻
❄
εr ε−r ε2 ε−2 ε1 ε−1
ε0
✠
(6.17) ◦
1
◦
2
◦
◦
n− 1
◦
n
✛ ✛ ✛· · ·
✟✟✟✟✙
❍❍
❍❍❨
✻
❄
✠✠ ✠
ε1 ε2 εn−2
εn εn−1
(6.18)
6
◦
5
◦
◦
1
◦
2
✛
✛
❍❍
❍❍❨
✟✟✟✟✙
✲◦
3
◦
4
✻
❄
✻
❄
✠ ✠ε2ε5ε1ε6
ε3 ε4
Proposition 6.4. [LW19a, Proposition 6.4] Let (Q, ̺) be a Dynkin ıquiver. The Q(v1/2)-
algebra U˜ı has a presentation with generators Bi, k˜i (i ∈ I), where k˜i are invertible, subject
to the relations (6.19)–(6.23): for l ∈ I, and i 6= j ∈ I,
k˜ik˜l = k˜lk˜i, k˜lBi = v
c̺(l)i−cliBik˜l,(6.19)
B̺iBi − BiB̺i =
k˜i − k˜̺i
v − v−1
, if ̺i 6= i,(6.20)
BiBj − BjBi = 0, if cij = 0 and ̺i 6= j,(6.21)
1−cij∑
s=0
(−1)s
[
1− cij
s
]
BsiBjB
1−cij−s
i = 0, if j 6= ̺i 6= i,(6.22)
B2iBj − [2]BiBjBi +BjB
2
i = vk˜iBj , if cij = −1 and ̺i = i.(6.23)
6.4. Decomposition of R˜ı. Recall Ii denotes the injective kQ-module for each i ∈ Q.
Lemma 6.5 (Connecting triangle). [Ha88, Page 51] For any indecomposable projective kQ-
module Pi ∈ Ind proj(kQ) ⊆ DQ, the AR triangle ending to Pi is of the form
Σ−1Ii −→ Σ
−1I ⊕ P −→ Pi −→ Ii,
for some injective module I and some projective module P .
46 MING LU AND WEIQIANG WANG
Similarly, for any indecomposable injective kQ-module Ii, the AR triangle starting from
Ii is of the form
Ii −→ I ⊕ ΣP −→ ΣPi −→ ΣIi,
where I is some injective module and P is some projective module.
Moreover, for any M ∈ Indmod(kQ) ⊆ DQ, M is not projective if and only if τM ∈
mod(kQ). In this case, the AR triangle ending to M is constructed from the almost split
sequence ending to M in mod(kQ), see [Ha88, Page 50].
Recall R and S denote the regular and singular NKS categories defined in Proposition 3.1,
andRı and Sı denote the regular and singular ıNKS categories. Recall V +,W+, V 0,W 0 from
(3.15). A pair in (V +,W+) can be naturally viewed as a dimension vector for bothR andRı.
When we need to separate the notations for R and Rı, we adopt the following convention:
For any dimension vector (v,w) ∈ (V +,W+) for Rı,(6.24)
(v¯, w¯) denotes the corresponding dimension vector for R.
Lemma 6.6. A dimension vector (v,w) ∈ (V +,W+) is an l-dominant pair for Rı if and
only if it is an l-dominant pair for R.
Proof. Below the map defined in (2.6) for R is denoted by Cq, and for R
ı is denoted by Cq.
First, we prove the “only if” part. For x ∈ Indmod(kQ)
⊔
Σ Indmod(kQ) ⊆ IndDQ, let
τx −→ Nx −→ x −→ Στx
be the AR triangle in P. we proceed by separating into four cases (i)-(iv) below.
(i) x, τx ∈ mod(kQ). Then we have (σ∗w¯ − Cqv¯)(x) = (σ
∗w − Cqv)(x) ≥ 0.
(ii) x ∈ mod(kQ), τx /∈ mod(kQ). Then x is projective. It follows by Lemma 6.5 that
(σ∗w¯ − Cqv¯)(x) = σ
∗w¯(x) + v¯(Nx)− v¯(x)
= σ∗w(x) + v(PNx)− v(x) = (σ
∗w− Cqv)(x) ≥ 0.
Here PNx is the maximal direct summand of Nx belonging to mod(kQ).
(iii) τx ∈ mod(kQ), x /∈ mod(kQ). Then τx is injective. So (σ∗w¯−Cqv¯)(x) = (σ
∗w)(x) =
0 thanks to x ∈ Σ Indmod(kQ).
(iv) x, τx /∈ mod(kQ). Then (σ∗w¯ − Cqv¯)(x) = 0 by definition.
Therefore (v¯, w¯) is an l-dominant pair for R.
Now we prove the “if” part. For any x ∈ Indmod(kQ), let
τx −→ Nx −→ x −→ Στx
be the AR triangle in P ı. If x is not projective, then (σ∗w−Cqv)(x) = (σ
∗w¯−Cqv¯)(x) ≥ 0.
If x is projective, then τx is injective in P ı, and τx ∈ Σ−1 Ind inj(kQ) when considered in
P. It follows that
(σ∗w− Cqv)(x) = σ
∗w¯(x)− v(x) + v(Nx)
= σ∗w¯(x)− v(x) + v(PNx) = σ
∗w¯(x)− Cqv¯(x) ≥ 0.
Here PNx is the maximal direct summand of Nx belonging to mod(kQ).
Therefore (v,w) is an l-dominant pair for Rı. 
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Recall ̟∗ : mod(Rı) → mod(R) and ̟∗ : mod(R) → mod(R
ı) in §3.4. For any M ∈
mod(Rı) with dimension vector (v,w) ∈ (V +,W+), we have an R-module MR of the same
dimension vector such that ̟∗(MR) =M . Then ̟
∗(M) = MR ⊕ Σ̺̂(MR).
Similarly, any X ∈ mod(kQ) can be viewed as a S-module (respectively, Sı-module),
which will be denoted by XS (respectively, XSı).
Recall the intermediate extension defined in §2.4. To distinguish the notations, we shall de-
note by KLR : mod(S)→ mod(R), and by K
ı
LR : mod(S
ı)→ mod(Rı); similarly KL, res, KR
are defined for S,R, and K ıL, res
ı, K ıR are defined for S
ı,Rı.
Lemma 6.7. We have KLR ◦ ̟
∗ = ̟∗ ◦K ıLR. Moreover, for any X ∈ mod(kQ), we have
dimKLR(XS) = dimK
ı
LR(XSı).
Proof. Clearly, we have ̟∗ ◦ res = res
ı ◦̟∗. By comparing their left and right adjoint pairs,
it follows that KL ◦ ̟
∗ = ̟∗ ◦ K ıL and KR ◦ ̟
∗ = ̟∗ ◦ K ıR. By the definition of the
intermediate extension, we have KLR ◦̟
∗ = ̟∗ ◦K ıLR.
For any X ∈ mod(kQ), we have
KLR ◦̟
∗(XSı) ∼= KLR(XS ⊕ Σ̺̂(XS)) = KLR(XS)⊕ Σ̺̂KLR(XS).
Similarly, ̟∗ ◦K ıLR(XSı) = K
ı
LR(XSı)⊕ Σ̺̂K ıLR(XSı). Note that
dimKLR(XS) ∈ (V
+,W+), dimΣ̺̂KLR(XS) ∈ (V −,W−);
dimK ıLR(XSı) ∈ (V
+,W+), dimΣ̺̂K ıLR(XSı) ∈ (V −,W−).
It follows from
KLR(XS)⊕ Σ̺̂KLR(XS) = K ıLR(XSı)⊕ Σ̺̂K ıLR(XSı)
that KLR(XS) = K
ı
LR(XSı), and then dimK
ı
LR(XSı) = dimKLR(XS). 
Proposition 6.8. A dimension vector (v,w) ∈ (V +,W+) is a strongly l-dominant pair for
Rı if and only if it is a strongly l-dominant pair for R. Moreover, any l-dominant pair for
Rı in (V +,W+) is strongly l-dominant.
Proof. The first assertion follows from Lemma 2.5(ii), Lemma 6.6 and Lemma 6.7.
Assume now (v,w) ∈ (V +,W+) is an l-dominant pair for Rı. Then it is an l-dominant
pair forR. Similarly, we can prove that it is an l-dominant pair forRgr. It follows by [LeP13,
Theorem 3.14] that it is a strongly l-dominant pair for Rgr, and the same claim holds for R
and Rı. 
Denote NP
ı
=
⊕
x∈Rı0−S
ı
0
N1x. Recalling V 0, V +,W+ from (3.15), we denote
W+Z =
⊕
x∈{Si,i∈Q0}
Z1σx, V
+
Z =
⊕
x∈Indmod(kQ), x is not injective
Z1x.
Similar to [Qin16, Lemma 4.3.1], we observe that NP
ı
is a subset of V +Z ⊕ V
0. Indeed, for
any i, j ∈ Q0, we have v
i(Ij) = δij ; see (3.14) for v
i. For any v ∈ NP
ı
, define
v0 =
∑
i∈I
v(Ii)v
i, v+ = v − v0.(6.25)
Then v = v+ + v0 ∈ V +Z ⊕ V
0 is the desired decomposition.
Lemma 6.9. Let w ∈ W+Z , v ∈ V
+
Z . If σ
∗w − Cqv ≥ 0, then v ∈ V
+, w ∈ W+.
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Proof. As in the proof of Lemma 6.6, the map defined in (2.6) for R is denoted by Cq. From
the proof of the “only if” part of Lemma 6.6, we have σ∗w− Cqv ≥ 0. It follows by [Qin16,
Proposition 4.3.2] that v ∈ V +, w ∈ W+. 
Lemma 6.10 (l-dominant pair decomposition). If (v,w) is an l-dominant pair for Rı,
then we have a unique decomposition of (v,w) into l-dominant pairs (v+,w+) ∈ (V +,W+),
(v0,w0) ∈ (V 0,W 0) such that
(v+,w+) + (v0,w0) = (v,w), σ∗w0 − Cqv
0 = 0.
Proof. The proof is the same as for [Qin16, Proposition 4.3.2], now with help of Lemma 6.9.
We omit the detail. 
Introduce the following Z[v1/2, v−1/2]-submodules of R˜Z:
R˜ı+Z =
⊕
(v+,w+)∈(V+,W+)
σ∗w+−Cqv+≥0
Z[v1/2, v−1/2]L(v+,w+),(6.26)
R˜ı0Z =
⊕
(v0,w0)∈(V 0,W0)
σ∗w0−Cqv0=0
Z[v1/2, v−1/2]L(v0,w0).(6.27)
We further set R˜ı+ = Q(v1/2)⊗ R˜ı+Z and R˜
ı0 = Q(v1/2)⊗ R˜ı0Z .
Theorem 6.11. The quantum Grothendieck ring (R˜ıZ, ·) has a basis given by{
L(v+,w+)L(v0,w0) | (v+,w+) ∈ (V +,W+) are l-dominant,
(v0,w0) ∈ (V 0,W 0) such that σ∗w0 − Cqv
0 = 0
}
.
Proof. Since the multiplication · is a twisted version of ∗ (up to some powers of v1/2), the
statement is equivalent to its counterpart in (R˜ıZ, ∗), and we shall prove this version. Let
µ : R˜ı+Z ⊗ R˜
ı0
Z → R˜
ı
Z be given by the multiplication ∗. It suffices to prove that µ is an
isomorphism.
Recall from (3.19) that R˜ıZ is a NI-graded (i.e., W
+-graded) algebra, whose graded sub-
spaces R˜ıZ,w are of finite rank. For a given w ∈ W
+, consider the following two finite subsets
in R˜ıZ,w, of the same cardinality thanks to Lemma 6.10:
{L(v+,w+) ∗ L(v0,w0) | w+ +w0 = w, (v+,w+) ∈ (V +,W+) are l-dominant,(6.28)
(v0,w0) ∈ (V 0,W 0) such that σ∗w0 − Cqv
0 = 0
}
;
{L(v,w) | (v,w) are strongly l-dominant}.(6.29)
Note (6.29) is a basis for R˜ıZ,w, and we have used “l-dominant” instead of “strongly l-
diminant” in (6.28) thanks to Proposition 6.8.
For any pairs (v+,w+), (v0,w0) which satisfy the conditions in (6.28), we have L(v+,w+) ∈
R˜ı+Z , and L(v
0,w0) ∈ R˜ı0Z , and by (2.17),
L(v+,w+) ∗ L(v0,w0) ∈ vZL(v+ + v0,w) +
∑
′v>v++v0
Z[v, v−1]L(′v,w).(6.30)
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We observe from (6.30) that the transition matrix T from (6.29) to (6.28) is a triangular
matrix with entries in N[v, v−1] and diagonals in vZ, and hence T is invertible with T−1
having entries in Z[v, v−1]. This implies µ is an isomorphism. 
Remark 6.12. Similarly, (R˜ıZ, ·) has a basis given by{
L(v0,w0)L(v+,w+) | (v+,w+) ∈ (V +,W+) are l-dominant,
(v0,w0) ∈ (V 0,W 0) such that σ∗w0 − Cqv
0 = 0
}
.
6.5. Filtered algebra R˜ı.
Lemma 6.13. Let v ∈ V 0, w ∈ W 0 be such that σ∗w − Cqv = 0. Then we have (v,w) ∈⊕
i∈IN(v
i,wi).
Proof. Recall I̺ from (6.15). By definition, assume that v =
∑
i∈I aiv
i, w =
∑
i∈I̺
biw
i with
ai, bi ∈ N. As σ∗w − Cqv = 0, using Lemma 4.1(iv) we have{
bi = σ
∗w(Si) = Cqv(Si) =
∑
j∈I ajCqv
j(Si) =
∑
j∈I ajσ
∗wj(Si) = ai + a̺i, if ̺i 6= i;
2bi = σ
∗w(Si) = Cqv(Si) =
∑
j∈I ajCqv
j(Si) =
∑
j∈I ajσ
∗wj(Si) = 2ai, if ̺i = i.
It follows from wi = w̺i that (aiv
i + a̺iv
̺i, biw
i) = ai(v
i,wi) + a̺i(v
̺i,wi) for any i ∈ I̺
with ̺i 6= i, and (aiv
i, biw
i) = ai(v
i,wi) for any i ∈ I̺ with ̺i = i. Therefore, (v,w) =∑
i∈I ai(v
i,wi). 
This following is a somewhat enhanced reformulation of Theorem 6.11.
Proposition 6.14. R˜ı0Z is a polynomial subring of R˜
ı
Z in generators {L(v
i,wi) | i ∈ I}. As a
left/right R˜ı0Z -module, R˜
ı
Z is free with basis {L(v
+,w+) | (v+,w+) ∈ (V +,W+) l-dominant}.
Proof. The first assertion follows from (5.14) and Lemma 6.13. The second assertion follows
from Theorem 6.11. 
For any γ ∈ NS
ı
0 = NI, we denote
⊲ R˜ı,≤γZ = Z[v
1/2, v−1/2]-submodule of R˜ıZ spanned by the basis elements L(v
+,w+)L(v0,w0)
in Theorem 6.11 with w+ ≤ γ.
⊲ R˜ı,<γZ = Z[v
1/2, v−1/2]-submodule of R˜ıZ spanned by the basis elements L(v
+,w+)L(v0,w0)
in Theorem 6.11 with w+ < γ.
Lemma 6.15. (1) Retain the notation for the l-dominant pair decomposition of (v,w) as
in Lemma 6.10. Then
L(v,w) ∈ vZL(v+,w+) ∗ L(v0,w0) +
∑
′
w
+≤w+,
′v++′v0>v
Z[v, v−1]L(′v+, ′w+) ∗ L(′v0, ′w0).
In particular, we have L(v,w) ∈ R˜ı,≤w
+
.
(2) Let (v,w), (′v,w) be strongly l-dominant pairs such that ′v > v. If L(v,w) ∈ R˜ı,≤γ
for some γ, then L(′v,w) ∈ R˜ı,≤γ.
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Proof. (1) For any l-dominant pair (v′,w), recall its unique l-dominant pair decomposition
of (v′,w) as in Lemma 6.10: (v′,w) = (′v+, ′w+) + (′v0, ′w0).
Claim. If v′ > v, then ′w+ ≤ w+.
Indeed, assume v′ > v. It follows by (6.25) that ′v0 ≥ v0. Then ′w0 ≥ w0 by Lemma 6.13,
which implies that ′w+ ≤ w+. The Claim is proved.
Hence we can refine the partial ordering in (6.30) as
L(v+,w+) ∗ L(v0,w0) ∈ vZL(v,w) +
∑
′
w
+≤w+,
′v>v
N[v, v−1]L(′v,w).
The invertible transition matrix T from a basis (6.29) to another basis (6.28) of R˜ı,wZ (see
the proof of Theorem 6.11) is a matrix with diagonals in vZ which is trianglular with respect
to this refined partial ordering. Inverting the matrix T proves (1).
Retaining the notation above, we only need to prove (2) by taking γ = w+. Thanks to
′w+ ≤ w+ above, we obtain by (1) that L(′v,w) ∈ R˜ı,≤
′
w
+
⊆ R˜ı,≤w
+
. This proves (2). 
Proposition 6.16. We have R˜ı,≤αZ ∗ R˜
ı,≤β
Z ⊆ R˜
ı,≤α+β
Z , and R˜
ı,≤α
Z · R˜
ı,≤β
Z ⊆ R˜
ı,≤α+β
Z , for any
α, β ∈ NS
ı
0. Hence (R˜ıZ, ∗) and (R˜
ı
Z, ·) are filtered rings.
Proof. As the two versions are equivalent, it suffices for us to prove for (R˜ıZ, ∗).
For two basis elements L(v+1 ,w
+
1 ) ∗ L(v
0
1,w
0
1) ∈ R˜
ı,≤w+1 , L(v+2 ,w
+
2 ) ∗ L(v
0
2,w
0
2) ∈ R˜
ı,≤w+2
from Theorem 6.11 (with corresponding conditions attached), it follows by (2.17) that
L(v+1 ,w
+
1 ) ∗ L(v
0
1,w
0
1) ∗ L(v
+
2 ,w
+
2 ) ∗ L(v
0
2,w
0
2)
∈
∑
v≥v+1 +v
+
2 +v
0
1+v
0
2
Z[v, v−1]L
(
v, (w+1 +w
+
2 ) + (w
0
1 +w
0
2)
)
(6.31)
We have L
(
(v+1 +v
+
2 )+(v
0
1+v
0
2), (w
+
1 +w
+
2 )+(w
0
1+w
0
2)
)
∈ R˜ı,≤w
+
1 +w
+
2 , by Lemma 6.15(1)
(whose assumption is readily verified). Then by Lemma 6.15(2), each term on the RHS of
(6.31) lies in R˜ı,≤w
+
1 +w
+
2 , and so does the LHS of (6.31). The proposition is proved. 
Denote
R˜ı,gr =
⊕
γ∈NI
R˜ı,grγ , where R˜
ı,gr
γ = R˜
ı,≤γ/R˜ı,<γ.
Then (R˜ı,grZ , ∗gr) (respectively, (R˜
ı,gr
Z , ·gr)) is the graded ring associated to the filtered ring
(R˜ıZ, ∗) (respectively, (R˜
ı
Z, ·)) by Proposition 6.16. By Proposition 6.14, it is natural to view
R˜ı0 as a subalgebra of R˜ı,gr.
For any (v+,w+) ∈ (V +,W+), we denote L¯(v+,w+) = L(v+,w+) + R˜ı,<w
+
∈ R˜ı,gr. The
following statement is similar to [LW19a, Lemma 5.4] and can be derived from Theorem 6.11.
Corollary 6.17. The associated graded ring (R˜ı,gr, ∗gr) has a basis given by
{L¯(v+,w+) ∗gr L(v
0,w0) | (v+,w+) ∈ (V +,W+) are l-dominant,
(v0,w0) ∈ (V 0,W 0) such that σ∗w0 − Cqv
0 = 0
}
.
There is a similar basis as in Corollary 6.17 for the associated graded ring (R˜ı,gr, ·gr).
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6.6. Generators for R˜ı. Any (v,w) ∈ (V +,W+) can be viewed naturally as a dimension
vector for Rgr by the canonical embedding mod(kQ) ⊆ Rgr. Recall the notation (6.24) on
(v¯, w¯).
Lemma 6.18. For any (v,w) ∈ (V +,W+), the following isomorphisms of varieties hold:
M(v,w,Rı) ∼=M(v,w,Rgr) ∼=M(v¯, w¯,R);(6.32)
M0(v,w,R
ı) ∼=M0(v,w,R
gr) ∼=M0(v¯, w¯,R).(6.33)
Proof. For (6.32) and (6.33), we shall only prove the first isomorphisms; the second isomor-
phism in (6.32) or (6.33) can be proved similarly or follows from [Qin16, Proposition 4.2.1].
Let R
ı
:= Rı/(x|x ∈ Indmod(kQ) is injective). Let R
gr,+
be the subcategory of Rgr
generated by x ∈ Indmod(kQ) with x not injective. Then R
gr,+
is also a quotient category
of Rgr, i.e., R
gr,+
= Rgr/(x | x /∈
(
Indmod(kQ) − inj(kQ)
)
). The definition of (V +,W+)
implies that (v,w) can be viewed as dimension vectors for R
ı
and R
gr,+
. In this way, we
have rep(v,w,Rı) ∼= rep(v,w,R
ı
) and rep(v,w,Rgr) ∼= rep(v,w,R
gr,+
) as varieties.
Claim. R
ı ∼= R
gr,+
.
Assume for now the Claim holds. Then we have rep(v,w,R
ı
) ∼= rep(v,w,R
gr,+
), and
thus rep(v,w,Rı) ∼= rep(v,w,Rgr). The first isomorphisms in (6.32) and (6.33) follow by
definition.
It remains to prove the Claim. There exists a natural functor Ω : R
gr,+
→ Rı, which is
faithful. Combining with the natural projection Rı →R
ı
, we obtain a functor
Ω : R
gr,+
−→ R
ı
,
which is dense. The Claim follows by showing that Ω is an isomorphism. To that end, it
remains to prove that Ω is fully faithful.
Faithfulness of Ω. For any morphism f in R
gr,+
, if Ω(f) = 0, then Ω(f) factors through
some injective module I. Therefore f factors through some object in Ω−1(I). Note that
Ω−1(I) ⊆ add{(Σ̺̂)i(Ij) = ΣiI̺i(j) | i ∈ Z, j ∈ I}. By definition of Rgr,+, we have f = 0. So
Ω is faithful.
Fullness of Ω. Denote by F the autoequivalence of Rgr induced by Σ̺̂. Then Rı = Rgr/F .
Note that HomRı(x, y) =
⊕
i∈ZHomRgr(x, F
iy) for any x, y ∈ Indmod(kQ)⊔{σ(Si) | i ∈ I}.
For any nonzero morphism g : x → y in R
ı
, without loss of generality, we assume that
g ∈ HomRgr(x, F
iy) for some i 6= 0, and furthermore, we may assume g is a composition
of irreducible morphisms x = x0
g0
−→ x1
g1
−→ · · ·
gn
−→ xn = F
iy in Rgr. If i = 0, then
g ∈ HomRgr(x, y), and we see that g is the image of Ω. Otherwise, since R
gr is a directed
category (see, e.g., [Ha88] or [LW19a, §9.1] for definition), we have i > 0. We shall complete
the proof by showing that it is not allowed to have i > 0.
Note that F iy ∈ Σimod(kQ)⊔{σ(ΣiSj) | j ∈ I}. So there exists the minimal integer j such
that xj ∈ mod(kQ) or xj = σ(Sk) for some k ∈ I, but xj+1 ∈ Σtmod(kQ) or xj+1 = σ(ΣtSl)
for some t > 0, l ∈ I. We proceed by separating in the following three cases (i)–(iii).
(i) xj = σ(Sk). Since there is only one irreducible morphism starting from σ(Sk), i.e.,
σ(Sk)→ Sk, this contradicts with the assumption on xj+1.
(ii) xj+1 = σ(Σ
t
Sl). Since there is only one irreducible morphism ending at σ(Σ
t
Sl):
ΣtτSl → σ(Σ
t
Sl), we have xj = Σ
tτSl ∈ mod(kQ). So t = 1, and Sl is projective. Then
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xj = ΣτSl is injective. It follows that g : x → y factors through some injective module,
which contradicts with 0 6= g ∈ R
ı
.
(iii) xj ∈ mod(kQ) and xj+1 ∈ Σ
tmod(kQ) for some t > 0. Since gj : xj → xj+1 is irre-
ducible, we see xj is injective. Then g : x→ y factors through some injective module, which
is again a contradiction.
This proves that Ω : R
gr,+
→R
ı
is an isomorphism. The lemma is proved. 
Recalling the basis of R˜ı,grZ in Corollary 6.17, we introduce a Z[v
1/2, v−1/2]-linear map
ϕ :R˜+Z −→ R˜
ı,gr
Z ,(6.34)
LS(v¯, w¯) 7→ L¯(v,w), for all l-dominant pairs (v¯, w¯) ∈ (V
+,W+).
Proposition 6.19. The linear map ϕ : R˜+Z → R˜
ı,gr
Z is an injective algebra homomorphism.
(Here R˜+Z and R˜
ı,gr
Z are either both endowed with the standard multiplications or both with
the twisted multiplications.)
Proof. We will consider the (untwisted) rings (R˜+Z , ∗) and (R˜
ı,gr
Z , ∗gr) until near the end. The
injectivity of ϕ follows by definition and Proposition 6.8.
For any dimension vector (v,w) ∈ (V +,W+), by Lemma 6.6, we have (v,w) is (strongly)
l-dominant if and only if (v¯, w¯) is. Moreover, note that τ ∗(1x) = 1τ−1x. Then we read off
from the proof of Lemma 6.6 that(
σ∗w¯ − Cqv¯
)
(τ−1x) =
(
σ∗w− Cqv
)
(τ−1x)(6.35)
for any x ∈ mod(kQ), x /∈ inj(kQ). Hence, for any (v1,w1), (v2,w2) ∈ (V
+,W+), we have
by (2.13) and (6.35)
d
(
(v1,w1), (v2,w2)
)
= d
(
(v¯1, w¯1), (v¯2, w¯2)
)
.(6.36)
We shall denote (2.10) in our setting as
π(v,w,Rı) =
∑
v′:σ∗w−Cqv′≥0,v′≤v
aı
v,v′;w(v)L(v
′,w,Rı),
π(v¯, w¯,R) =
∑
v′:σ∗w¯−C¯qv′≥0,v′≤v¯
av¯,v′;w¯(v)L(v
′, w¯,R).
Since v′ ≤ v (or equivalently, v′ ≤ v¯), we have v′ ∈ V +, and then by Lemma 6.18 we obtain
aı
v,v′;w(v) = av¯,v′;w¯(v).(6.37)
It follows by (2.14) and (6.36)–(6.37) that the structure constants for ∆˜w
w1,w2
(
L(v,w,Rı)
)
and ∆˜w¯
w¯1,w¯2
(
L(v¯, w¯,R)
)
in the corresponding L-bases coincide, where w1 +w2 = w.
Fix w1,w2 with w1 +w2 = w. Dualizing ∆˜
w
w1,w2
(
L(v,w,Rı)
)
and ∆˜w¯
w¯1,w¯2
(
L(v¯, w¯,R)
)
,
we conclude that cv
v1,v2(v) = c¯
v
v¯1,v¯2(v) for any v ∈ V
+, where we have denoted (2.17) in our
setting as
L(v1,w1,R
ı) ∗ L(v2,w2,R
ı) =
∑
v≥v1+v2
cv
v1,v2(v)L(v,w,R
ı),
L(v¯1, w¯1,R) ∗ L(v¯2, w¯2,R) =
∑
v≥v¯1+v¯2
c¯v
v¯1,v¯2(v)L(v, w¯,R).
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS III 53
In addition, we note that L(v,w,Rı) ∈ R˜ı,<wZ by Lemma 6.15(1), for any v /∈ V
+. Therefore,
we have shown that ϕ is a homomorphism.
Comparing the relevant bilinear forms in (3.16) and (6.9) used in twisting comultiplica-
tions, we see ϕ is also a homomorphism with respect to the twisted multiplications. 
Proposition 6.20. The Q(v1/2)-algebra R˜ı is generated by {L(0, 1σSi), L(v
i,wi) | i ∈ Q0}.
Proof. By Theorem 6.1(1) the algebra R˜ is generated by LS(0, 1σSi), for i ∈ Q0. Therefore,
by Corollary 6.17 and Proposition 6.19, the associated graded algebra R˜ı,gr is generated by
the elements as listed in the statement. The proposition now follows from this by a standard
filtered algebra argument. 
Corollary 6.21. The following elements in (R˜ıZ, ·) are central:{
L(vi,wi)L(v̺i,wi), for i ∈ Q0 with ̺i 6= i;
L(vi,wi), for i ∈ Q0 with ̺i = i.
Proof. Follows from Lemmas 5.2–5.3 and Proposition 6.20. 
Definition 6.22. Let ς = (ςi) ∈ (Q(v)×)I be such that ςi = ς̺i for each i ∈ I. The reduced
quantum Grothendieck ring associated to (Q, ̺), denoted by Rı, is defined to be the quotient
Q(v1/2)-algebra of R˜ı by the ideal generated by the central elements
L(vi,wi) + vςi (∀i ∈ I with ̺i = i), L(v
i,wi)L(v̺i,wi)− ς2i (∀i ∈ I with ̺i 6= i).(6.38)
6.7. Realization of ıquantum groups. Let W =WI be the set of words in the alphabet
I = Q0, i.e., W consists of sequences i1 · · · im of elements in I. For any w = i1 · · · im ∈ W,
define
Fw = Fi1 · · ·Fim ∈ U˜
−, Bw = Bi1 · · ·Bim ∈ U˜
ı.
Let J be a fixed subset of W such that {Fw | w ∈ J } is a (monomial) basis of U˜
−; such a
monomial basis exists, according to Lusztig [Lus90].
Lemma 6.23 (cf. [Let99, Ko14, LW19a]). Retain the notation above. Then {Bw | w ∈ J }
is a basis of U˜ı as the left (or right) U˜ı0-module.
Lemma 6.24. There exists a Q(v1/2)-algebra isomorphism
κ˜ : U˜ı0 −→ R˜ı0, k˜i 7→
{
−v−1L(vi,wi), if ̺i = i,
L(vi,wi), if ̺i 6= i.
Proof. Since both U˜ı0 and R˜ı0 are polynomial algebras (see Proposition 6.14) in the same
number of generators, and κ˜ : U˜ı0 → R˜ı0 matches the generators, it must be an algebra
isomorphism. 
Recall that I̺ is the subset of I defined in (6.15). Now we can state the main theorem of
this paper.
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Theorem 6.25. Let (Q, ̺) be a Dynkin ıquiver. Then there exists an isomorphism of
Q(v1/2)-algebras κ˜ : U˜ı
≃
−→ R˜ı, which sends
Bi 7→
v
1− v2
L(0, 1σSi), if i ∈ I̺, Bi 7→
v
v2 − 1
L(0, 1σSi), if i ∈ I\I̺, ,(6.39)
k˜i 7→ L(v
i,wi), if ̺i 6= i, k˜i 7→ −
1
v
L(vi,wi), if ̺i = i.(6.40)
Moreover, it induces an algebra isomorphism Uı
≃
−→ Rı, which sends Bi as in (6.39) and
ki 7→
1
ςi
L(vi,wi), if i ∈ I̺.
Proof. We first show that κ˜ is a homomorphism, that is, κ˜ preserves the defining relations
(6.19)–(6.23) for U˜ı. Indeed, the relation (6.19) follows from Lemmas 5.2–5.3; the relation
(6.20) follows from Lemma 5.4; the relation (6.21) follows from Lemma 5.5; the relation
(6.22) follows from Lemma 5.8 and Proposition 5.7; see (5.29); the relation (6.23) follows
from Proposition 5.6 and Proposition 5.7; see (5.30). Therefore κ˜ is a homomorphism.
By Proposition 6.20 on generators for R˜ı, κ˜ is surjective. It remains to verify that κ˜
is injective. Recall the regular NKS category R defined in Proposition 3.1. For any u =
i1 · · · im ∈ W, define
Lu := L(0, σSi1) · · ·L(0, σSim) ∈ R˜
ı, LSu := LS(0, σSi1) · · ·LS(0, σSim) ∈ R˜
+
and wu :=
∑m
j=1 1σSij .
Let J be a subset of W such that {Fu | u ∈ J } is a basis of U
−; such a basis exists by a
result of Lusztig [Lus90]. Then {LSu | u ∈ J } is a basis of R˜
+ by Theorem 6.1(1). It follows
by the morphism ϕ defined in (6.34) and Proposition 6.19 that {ϕ(LSu) | u ∈ J } is linearly
independent in R˜ı,gr. It follows by a standard filtered algebra argument that {Lu | u ∈ J } is
linearly independent in R˜ı. Then κ˜ : U˜ı → R˜ı is injective. Therefore, κ˜ is an isomorphism.
Since the isomorphism κ˜ : U˜ı → R˜ı sends the ideal of U˜ı generated by elements in (6.14)
onto the ideal of R˜ı generated by elements in (6.38), it induces an algebra isomorphism
Uı
≃
−→ Rı as stated. 
By construction, the algebra R˜ı admits a distinguished basis {LSı(v,w)}, the basis dual
to the semisimple perverse sheaf basis of Kgr(mod(Sı)), cf. (2.16). It enjoys a positivity
property as stated in Proposition D in Introduction (compare [Lus90, Qin16]). For quasi-
split U˜ı of type AIII, this dual ıcanonical basis in U˜ı contains (rescaled) dual canonical basis
of half a quantum group of type A [Lus90, Lus93] as a subset.
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