Abstract-The accurate matching of 3D anatomical surfaces with sensory data such as 2D X-ray projections is a basic problem in Computer and Robot Assisted Surgery. In model-based vision, this problem can be formulated as the estimation of the spatial pose (position and orientation) of a 3D smooth object from 2D video images. We present a new method for determining the rigid body transformation that describes this match. Our method perform a least squares minimization of the energy necessary to bring the set of the camera-contour projection lines tangent to the surface. To correctly deal with projection lines that penetrate the surface, we consider the minimum signed distance to the surface along each line (i.e., distances inside the object are negative), To quickly and accurately compute distances to the surface, we introduce a precomputed distance map represented. using an octree spline whose resolution increases near the surface. This octree structure allows us to quickly find the minimum distance along each line using best-first search. Experimental results for 3D surface to 2D projection matching are presented for both simulated and real data. The combination of our problem formulation in 3D, our computation of line to surface distances with the octree-spline distance map, and our simple minimization technique based on the Levenberg-Marquardt algorithm results in a method that solves the 3D/2D matching problem for arbitrary smooth shapes accurately and quickly.
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I. INTRODUCTION
One of the classical problem in model-based vision is the estimation of the pose (i.e., the location and orientation) of a 3D object with respect to a scene described by sensory data (2D images or 3D range data). Formally, given an object in a coordinate system Ref3D and sensory data such as 2D image contours in a coordinate system Refsensor, estimate the sixcomponent vector p that defines the rigid body transformation T(p) between Refsensor and Ref3D. When using 2D contours, although this problem can theoretically be solved for a single Manuscript received March 11, 1994; revised Aug. 14, 1994. projection, in practice two or more projections are necessary to achieve a sufficiently accurate estimate.
While the method we will describe has many applications, our primary interest is in solving multi-modality medical image matching problems [l] . For instance, an important research topic in Computer and Robot Assisted Surgery is how to match 3D images such as Magnetic Resonance Imaging (MRI) or Computed Tomography (CT) scans with X-ray projections [2] . In our primary application, prior to a surgical operation, a simulated intervention procedure is performed on 3D images (MRI or CT) of the patient. Then, at the beginning of the operation, X-ray images of the patient lying on the operating table are taken from two viewpoints. The geometry of the X-ray projections is related to a robot's reference frame using standard calibration techniques [3] . To accurately perform robot assisted surgery based on the pre-operative simulation, the exact position of the patient must be determined by matching the reference system Ref3D associated with the preoperative images with the reference system Refsensor associated with the X-ray images taken in the operating room [4]. Fig. 1 illustrates this 3D/2D matching problem. To perform this registration, we first segment some reference anatomical structures (e.g., vertebra for spine surgery or skull for neurosurgery) both in 3D in Ref3D and in 2D in Refsensor. The 2D and 3D segmentation problems are not adSt+hane*LavaWe is with IMAG-TIMC, Facult6de MCdecine de Grenoble dressed in this paper since they constitute their own full re-38 706 La Tronche Cedex, France; e-mail: stephane.lavallee@imag.fr. szeliski @crl.dec.com. search topics [5], [6), [7] . After the segmentation step, we contours of the same anatomical structure extracted from its X- For such applications, the main requirements are: 1) to perform the matching process for arbitrary free-form smooth surfaces; 2) to achieve the best accuracy possible for the six rigid body transformation parameters; 3) to compute an estimate of the uncertainties in the six parameters; and 4) to perform the matching process in a reasonable time (during the surgical operation). In this paper, we focus on the 3D/2D matching problem, but a simpler version of our method can also be used to solve a 3D/3D matching problem, while satisfying the same requirements [9] .
We begin the paper with a review of related work in the general fields of 3D/2D matching (Section 11). We then present in Section I11 the new formulation of the problem that will allow us to satisfy our accuracy and speed requirements. Our method requires fast and accurate computation of line to surface distances, which we solve using 3D discrete distance maps. In Section IV, we describe a new representation of 3D distance maps based on octree splines. The fast computation of line to surface distances is described in Section V. Section VI presents our method for estimating the six parameters p of the transformation T(p) using nonlinear least squares minimization. Section VI1 presents some experimental results, with both synthetic data and real data. Finally, the algorithm, extensions of the method, and future improvements are discussed in Section VIII.
PREVIOUS WORK
Estimating the pose of a 3D rigid object from sensor data has been widely studied in both medical image processing and computer vision.
In medical imaging, the problem of image registration has been usually solved using external fiducial markers placed on the body of the patient [lo] or by interactively selecting pairs of matching points [ 1 11. An automated algorithm for matching 3D surfaces with other 3D surfaces (such as the head skin surface) has been developed by Pelizzari [12] . Methods based on the registration of singular 3D curves have also been proposed in [13] . The automated matching of 3D medical images with 2D X-ray projections has not previously been studied.
In computer vision, the recovery of pose information from both 2D images and 3D range data has been widely studied. The more general problem of elastic matching has also received wide attention [14] , [15] , [16] , but will not be ad: dressed in this paper. For the method presented in this paper, we will assume that a complete representation of the 3D surface of the object is known, but will not assume anything about the existence of edges, particular points, or curves on the object.
Techniques for recovering pose from 2D images (the 3D/2D matching problem) can be classified into three general categories, based on the matching primitives used. The first class of techniques is based on matching features identified on the surface of the object [ 171. The correspondence between features can be computed using either direct or coarse-to-fine procedures. These approaches resemble stereo matching algorithms and are particularly well-suited to a graph-theoretic formulation [ 181. Reducing the space of the possible poses [ 191 and using contextual knowledge [20] can be both used to speed up the matching.
A second, more global, approach estimates the pose by aligning the extremal contours of the object with the available projections. For objects modeled as a set of polygonal surface patches, Lowe [21] describes an iterative approach for aligning the projected extremal contours with edges found in the image. His approach is similar to ours in that it uses non-linear least squares. It differs in measuring errors in the image plane and assuming a polyhedral model (which may not be suitable for complex anatomical surfaces).
For smooth objects, Besl and McKay [22] have recently proposed a very general technique (the Iterative Closest Point algorithm) for matching points to surfaces. Their method is similar to the adaptation of our 3D/2D matching algorithm presented in this paper to the 3D/3D matching problem [8] , [9] . However, the authors do not address the complexity issue of rapidly finding the nearest point on a surface.
At present, there exists no efficient and general algorithm (other than our own) for the 3D/2D matching of smooth objects. The main reason for this is that inferring the contour generators (i.e., the curves that belong to the surface and that form the image contours) can be quite difficult [23] . A traditional approach is to restrict the shape of the object, e.g., to objects of revolution [24] or generalized cones [25] . Ponce and Kriegman [23] have used rational parametric surface patches, implicit algebraic equations, and elimination theory to obtain analytic expressions for the projected contours. However, their method is restricted to objects modeled by a few patches (see [26] for some recent extensions).
By comparison, our approach can deal with objects of arbitrary shape and complexity, since it does not need to explicitly compute the projected contours. In fact, our approach is similar to classical chamfer matching [27] which maximizes the correlation between 2D features in the image and the projections of 3D object features. However, our distance measure is computed in 3D, which, as we will see, removes the need to identify 3D object features.
PROBLEM FORMULATION
In this section, we first introduce the representation and notation chosen for the rigid body transformations. We then briefly discuss the importance of sensor calibration and present our formulation of the matching problem as the minimization of an energy.
A. Transformation and Parameters
Using the notation defined in Section I, the problem is to estimate the transformation T between Refsensor and Ref3D (Fig.  2) . T is called the final pose of the object, and can be defined by a translation vector t =( 7 ' ' , Ty , Tz)T and a 3 x 3 rotation matrix R. Several representations can be used for R (e.g., Euler angles, quaternions, or rotation vectors [28] nate system associated with the plane Pk, the coordinates of PI and PZ are given in Refsensor by:
where the functions Fxk and Fyk are bicubic spline functions,
1,m BI and B, are B-spline functions, and a!,, are coefficients obtained through approximation of accurate calibration data (centroids of radio-opaque spheres for X-rays or centroids of illuminated discs for video images). To simplify our notation, we represent each projection line Li = C(PJ = (qi,vi) by a point qi = PI' and a vector vi = S'P; which represent the set of points qi + &vi. In principle, we obtain a function C for each one of the N projections, but in practice, we can gather all of these N functions into one general function valid for any pixel of any projection. Note that we use the above accurate sensor model for both video cameras and X-ray projection systems.
+. To ensure good accuracy in the recovered parameters, accurate sensor calibration is very important [29]. Therefore, we cannot use approximations such as orthography or weak perspective (also called scaled orthography). Moreover, we must model any image distortions that deviate from the perspective model, specially for X-ray images. In order to take such local distortions into account with good accuracy, we have extended the two-planes method [30] to the N-Planes Bicubic Spline (NPBS) method [3]. By not limiting ourselves to the simplified perspective mathematical model, we can obtain an extremely accurate and simple method, using a large amount of calibration measurements and spline approximations of the calibration functions.
For each projection, two calibration planes PI and P2 yield a function C(PJ = Li that associates every pixel Pi = (ui, vi) with a 3D line whose representation is given in Refsensor by two
points PIi E PI and
defines a known transformation between Refsensor and a coordi-
C. Least Squares Formulation
Given N silhouette contours of an object S, we first select a set of M pixels {Pi, i = 1.. .MI that belong to the N contours.
This means that we do not need to perfectly segment the projection contours of S. Instead, only some pixels Pi that lie on the edges of the silhouette with a high certainty need to be known. Each pixel Pi corresponds to a 3D matching line Li given in Refsensor through the function C defined above ( In the true pose T*, every matching line is tangent to the surface S of the object. We assume that for complex objects, in a large neighborhood of an initial estimate of T (O), T* is the only 3D pose of S leading to such a geometric configuration (this will later be confirmed in our experiments). Based on this important assumption, we design an algorithm which moves the surface S towards the matching lines (or equivalently, moves the rigid set of matching lines towards the surface) until S is in contact with all of these lines. Intuitively, the rigid set of matching lines evolves in a potential field that is zero on the surface and increases with distance from the surface S.
To formulate the matching problem as a least squares problem, we need a function which estimates the distance from any matching line to S . We first define the 3D unsigned distance between a point r and the surface S, dE(r) , as the minimum Euclidean distance between r and all the points si of S,
where d is the Euclidean distance.
If we define the distance between a line li(p) and the surface S as the minimum of ddr) over all the points that belong to li(p), then the distance associated with a line piercing the surface would be zero even though the line would not be tangent to S. To avoid this problem, we define the signed distance, d"(r), between a point r and a closed surface S as ddr) if r is exterior to S, and as the negative of this distance if r is interior to S. We thus define the signed distance between a line li(p)
represented in Ref3D and the surface S, ii(li(p)), as the minimum of d" (r) over all the points that belong to li(p).
Therefore, while the minimum unsigned distance along a line piercing the surface may be zero, the signed distance will be negative. Thus, whether the line li(p) passes through the surface or not, since we look for the minimum value of the signed distance along li(p), the absolute value of &(li(p)) indicates whether the line li(p) is close and tangent to S (Fig. 2) .
When the final pose is reached, every line li(p) is tangent to S, and every signed distance d,li(p)) is therefore zero. The energy minimized in our least squares model is where CJ? is the variance of the noise of the measurement di(l,(p)) (see Section VI). Given an initial estimate p = po of the 3D/2D transformation parameters, we will use the Levenberg-Marquardt algorithm (Section VI) to perform the minimization. The next three sections detail the steps involved in this method.
Iv. FAST DISTANCE COMPUTATION USING OCTREE SPLINES
The method described in the pLevious section relies on the fast computation of the distances d and di. The representation chosen for the input surface is a set of n points si, i = l . . . n. This choice is motivated by the fact that any surface representation can be converted into this point representation. Therefore, the computation of the distance d is a O(n) process. To speed up this process, we precompute a 3D distance map, which is a function that gives the signed minimum distance to S from any point q inside a bounding volume V that encloses S. In practice, a scale factor k is selected such that this bounding volume V is k times greater that the smallest cube that contains S.
We first studied and implemented uniform 3D distance maps [31]. In looking for an improved trade-off between memory space, accuracy, speed of computation, and speed of construction, we developed a new kind of distance map which we call the octree spline. The intuitive idea behind this geometrical representation is to have more detailed information (i.e., more accuracy) near the surface than far away from it. We start with the classical octree representation associated with the surface S [32] and then extend it to represent a continuous 3D function that approximates the signed Euclidean distance to the surface. This representation combines advantages of adaptive spline functions and hierarchical data structures. Starting from a set of n points si regularly spread on the surface S, the octree spline construction algorithm performs the following steps: 1) Surface point octree construction: First, the octree associated with the set of points si is built according to classic octree subdivision [32]. Starting from the initial cube V, each node that contains points (grey node) is recursively split into eight subcubes until it contains no points (white node) or it has the maximal selected resolution (black node). For our applications, the octree typically has six to nine levels, corresponding to a resolution of 64 to 512 cubes on a side.
2) Subdivision (refinement):
The octree previously computed may have large empty nodes near the surface, because no rules about subdivision near the surface have been introduced. To overcome this problem, we perform a further subdivision of the octree to ensure that two nodes which are neighbors along a face, edge, or comer differ in size by at most a factor of ks (in practice, we choose ks = 2). 
4)Signed distance computation: In order to compute d"
$om dE, we use %two-step method. In the first pass, each d (9) is set to -d (9) using the result of step 3. Then, a positive sign is spread from an initial exterior point. This recursive spreading of the positive sign from points to their neighbors is terminated at points close to the surface.
5) Crack elimination (continuity enforcement):
Because the signed distance is computed at any point q by an interpolation based on the eight comer values of the terminal node that contains q (see below), discontinuities or cracks can appear if we simply interpolate the true comer distance values. Several solutions can be used to suppress the cracks [32]. We chose the following process for its simplicity: if a corner c of a node N I of size s1 lies on a face or an edge of another node NZ of size sz > sl, then the distance value of the corner c is simply replaced by the distance computed at c by interpolation inside N2. This method is applied to the octree with a top-down breadthfirst traversal. Note that this process introduces only a small loss of accuracy since the octree had been previously restricted at step 2.
After the previous steps have been performed, d"(q) can be computed for any point q by first finding the terminal node N that contains the point q (using classical binary search) and then using a trilinear interpolation of the eight comer values is computed for each new segment before it is pushed onto the priority queue. As segments are popped from the queue in order of smallest lower bound, they are either split into smaller segments (if the associated node is non-terminal), or tested to see if the minimum attainable distance
with bl(t) = Sl t + (1 -SJ(1 -t). We can compute the gradient
Vd" (9) of the signed distance function by simply differentiat-
ing (9) with respect to U, v, and w. Because d" is only C?, Vd"(q) is discontinuous on cube faces. However, these gradient discontinuities are relatively small and do not seem to affect the convergence of our iterative minimization algorithm. One additional preprocessing step is required in order to speed up the line minimization algorithm presented in the next section: 
A suitable choice for a bound function, with a good trade-off between simplicity and accuracy, is the linear approximation
Because trilinear interpolation (9) is used to compute d"! (9) , the inequality ( 10) can be solved recursively 
v. LINE TO SURFACE DISTANCE MINIMIZATION
This section describes how the signed distance from a line to the surface (Zi (p)) defined in (7) can be rapidly computed using the octree spline. One possible approach to computing the minimum expressed in (7), which works for any representation of the distance map, would be to use classical onedimensional functional minimization. Because the function Al.) = d"(r + hu) may have several local minima for nonconvex shapes, global search techniques or exhaustive search may have to be used. This may be unreliable or prohibitively slow. Our approach is to take advantage of the octree spline to develop an optimized search technique that requires approximately O(log(N)) steps (where N is the resolution of the octree). We use best-first search with lower bounds computed for each node (interior and terminal) of the octree spline. Best-first search requires a priority queue, which we implement using a heap. In our algorithm, a candidate line Zi(p) is recursively split by the octree cube boundaries into smaller line segments
until the line segment with minimum distance is found. During this process, the current minimum distance dhs, is maintained, and an estimated lower bound on the distance BdZ) = min(Bda),Bdb>) (12) is lower than dhsr (in which case a or b becomes the new minimum point). Note that while (13) is not the exact minimum distance over the line, the approximation is quite good, especially near the correct pose, where the line segments Z are tangent to the surface S and the corresponding nodes N have the minimal size. The best-first search is terminated when the smallest lower bound on the priority queue is greater than dhSp
VI. LEAST SQUARES MINIMIZATION
This section describes the nonlinear least squares minimization of the energy or error function E(p) defined in (8). Least squares techniques work well when we have many uncorrelated noisy measurements with a normal (Gaussian) distribution.' To begin with, we will make this assumption, even though noise actually comes from calibration errors, 2D and 3D segmentation errors, the approximation of the Euclidean distance by octree spline distance maps, and nonrigid displacement of the surface between Ref3,, and Refsensorz
To perform the nonlinear least squares minimization, we use the Levenberg-Marquardt algorithm because of its good convergence properties [36] . Merging (9, (7), and (8), we get (9)) and computing the three derivatives of T(p) with respect to the three Euler angles (the three derivatives of T(p) with respect to transla-' Under these assumptions, the least squares criterion is equivalent to maximum likelihood estimation.
In our application, 2D and 3D segmentation errors usually predominate since accurate sensor calibration is always feasible (Section II1.B) and the resolution of the wtree can be selected high enough to meet this requirement.
A rough estimate of I S ; in (8) Although it is not strictly necessary, we have found it beneficial in terms of accuracy, computation time, and stability of convergence to analytically compute the gradient of the error functions rather than performing approximations with finite differences. The end of the iterative minimization process is reached when E(p) is below a fixed threshold, when the norm of the gradient of E(p) is below a fixed threshold, or when a maximum number of iterations is reached. At this point, we compute a robust estimate of the parameter p by throwing out the measurements where e:(p) S c$ and performing some more iterations [37] . This process removes the influence of the outliers which are likely to occur in the automatic 2D and 3D segmentation processes (for instance, a partially superimposed object on X-ray projections can lead to false contours). The threshold for outlier rejection must be fixed according to application-specific knowledge or by experimentation. In our case, we chose to set this threshold to 3 0 where CT is a mean a priori standard deviation of the noise.
When using a gradient descent technique such as Levenberg-Marquardt, there is a possibility that the minimization might fail because of local minima in the six-dimensional parameter space. However, for the experiments we have conducted (Section VII.B), false local minima were few and always far away from the solution. Since in our application we have a good initial estimate of the parameters, these other minima are unlikely to be reached. Moreover, an initial least squares estimate of the translation parameters based on image moments allows us to avoid most of the false local minima far from the solution.
At the end of the iterative minimization procedure, we estimate the uncertainty in the parameters. The covariance matrix Cov(p) is computed by inverting the final Hessian matrix, and eigenvalue analysis of Cov(p) is performed [38] . The result is an ellipsoid of uncertainties in the six-dimensional parameter space, which could be used in further processing to quantify the uncertainty in other geometrical measures. For example, when we specify a 3D line in the data, we could also display its associated uncertainty envelope. The distribution of errors after minimization is also computed in order to check that it is Gaussian.
VII. EXPERIMENTAL RESULTS
The octree spline construction and the matching algorithm have been implemented in C , using X Windows on a DECstation 5000/200. Computation times expressed below are given for this machine. For the experiments, we always use two 2D projections, oriented at right angles to each other (in real applications, the relative positions of the two sensors are carefully calibrated). The problem also has a unique solution if only one projection is used. However, in practice, a stable solution could be obtained with one projection only if highly accurate 2D and 3D segmented data were available. Typically, subpixel and subvoxel segmentation would be necessary for our applications.
A. Graphical Tools
As part of our implementation, we have developed a suite of real-time interactive 3D graphical tools which help us to visualize both the octree spline construction process and the iterative matching process (Figs. 3 and 4) . For instance, 2D slices of the octree spline can be computed in real-time, and the quadtree decomposition of the slice or a pseudocolored rendering of the signed distance function d" can be displayed (Fig. 3(b) ). The distance values d" (or d"[) can be interactively displayed for any point on a slice or along any interactively selected line (Fig. 3(c) ).
B. 3DED Matching with Simulated Sensor Data
This section describes our experiments with 3D/2D matching. We have performed tests on both real anatomical surfaces (surface SI, Fig. 4 ) and on simulated surfaces (surface Sz, Fig.   6 ). The projection curves of these surfaces were obtained are displayed to monitor the convergence of the algorithm towards the optimal solution. 6) Perform robust estimation by removing the outliers and performing some more iterations. 7)Perform error analysis: compute the covariance matrix and the corresponding eigenvalues and eigenvectors; compute and display the error distribution.
Figs. 4 to 7 show the results of some of the experiments that we have conducted. Figs. 4 and 5 show the state of the iterative minimization algorithm for surface S I after 0, 2, and 6 iterations. Fig. 4 shows the relative positions of the projections lines and the surface seen from a general viewpoint. We can see how the projection lines become tangent to the surface as the algorithm recovers the correct pose. Fig. 5 shows the same state seen from the viewpoints of the two cameras. Here, we see how the surface represented by the cloud of dots completely fills the contour as the algorithm converges (this is equivalent to the tangency condition). Fig. 6 shows similar results for surface SZ. From this second example, we can see that the algorithm can deal with objects of very complicated shape.
A plot of the algorithm convergence (energy, translation error, and rotation error) is shown in Fig. 7 . We see that the algorithm has essentially converged to its final value in just five steps. A plot of the region of convergence (number of steps to convergence vs. starting error) is shown in Fig. 8. Fig.8a was generated by varying each of the three Euler angles independently, and recording the number of steps required to converge. Fig. 8b was generated by varying the angles jointly (regular sampling of the 3D rotational parameter space), and collapsing the results onto a 1D plot based on the magnitude of the angular error. In these figures, only initial rotations were tested, since the translation is always initialized based on image moments (Section VI). As we can see from these figures, the algorithm always converges when started within 20" of the correct solution, and often converges from as far away as 60". We can therefore conclude that for our applications, local minima are not a problem. Table I shows some results for the computation times of d"[ and how they vary according to the choice of search strategy and octree resolution. As we can see from these results, the algorithm very quickly finds the optimal match between the surface and its projections. The best-first search algorithm with linear bounds on the distance function (1 1) performs better than either using a constant bound in each octree cell, or exhaustive (depth-first) search. (1) best-first search with constant lower bounds, (2) best-first search with linear lower bounds, (3) depth-first (exhaustive) search. The choice of algorithm does not affect the accuracy of the results (last column), which only depends on the resolution.
C. 30120 Matching with Real Sensor Data
The accuracy and robustness of our 3D/2D matching algorithm has also been verified on real data with two types of experiments. In the first type of experiment, we prove that the matching is correct using a complete robotics system. The test object used is an isolated vertebra which was pierced with two tubular 3-mm holes. A 3D CT scan of this vertebra was obtained and the positions of the hole axes A1 and A2 were computed. The 3D surface of the object was then segmented in the CT image. The result is a set of 200,000 points which is used to build a sixlevel octree spline.
For each experimental trial, the vertebra is placed in the fields of view of two calibrated cameras. Fig. 9a shows a typical image of the vertebra. A simple edge extraction algorithm gives a set of between 10 and 200 contour points on each image. The 3D/2D matching algorithm is then applied. Fig. 10 shows a typical convergence from one viewpoint. Note that the vertebra is partially occluded by the edge of the video camera so that only a few points are used in the minimization. At the end of the convergence, we obtain the final pose T.
We use a six-axis robot carrying a laser beam and calibrated with the pair of cameras to align the laser beam with either hole axis A1 or A2 (Fig. 9(b) ). We then visually determine if the laser beam has passed through the 3-mm hole. The observed result is that in all our experiments, the matching was visually perfect, which corresponds to a submillimeter accuracy. If we move the vertebra, 1 to 4 seconds are needed to perform a new matching and to move the robot (no human intervention is required). A second type of experiment uses radio-opaque landmarks placed into a skull phantom (plastic model) for accuracy tests. The skull is segmented in the CT images, which gives us a 3D surface from which a seven-level octree-spline is built. The location of the centroid of four small catheters placed into the skull are also detected in the CT images. Then, two real calibrated X-rays of the skull are taken. The edges of the skull are manually segmented in the pair of X-rays. The centroids of the catheters are also detected in the X-rays. Therefore, we can reconstruct the 3D position of the 4 catheters in the sensor coordinate system by looking for the intersection of the pairs of corresponding projection lines. Now, applying our 3D/2D matching algorithm between the 3D surface and the two contours, we can measure the residual distances between the catheters given in Ref3D and in Ref,,,, . Fig. 1 1 shows a typical convergence from one viewpoint. After convergence, the mean residual error on the four distances between catheters is 1.7 mm with a maximum of 2.3 mm. This accuracy is comparable to the errors induced by the interactive digitization of the catheters in the X-rays. This example shows that the method works accurately for shapes that are roughly spherical, without need for any high changes of curvature on the surface.
VIII. DISCUSSION
This section discusses our matching algorithms and the geometrical representation we introduced for 3D distance maps. where the data are X-ray images, this ability to perform matching with poor quality data is important, since edge ex-
A. The Advantages of Matching by Distance Minimization
This paper has presented a new algorithm for 3D surface to 2D contour matching based on nonlinear least squares. Our procedure performs a minimization of the 3D distance between the data (projection lines) and the surface. This approach is both simple and is particularly useful when no simple geometric description can be determined for the shape of the mode1,which is the case for anatomical structures. Our method is very general since it does not depend on any particular analytical representation of the surface (it just requires a collection of 3D data points). The simplicity of this problem formulation is enhanced by the fast computation of distances using the octree-spline representation.
The energy that we minimize corresponds to a sum of squared distances from each individual data point to the model and not vice versa. Thus, our algorithm can work with poor quality data provided that the accuracy of the model is high.
Furthermore, the oi terms in equation (14) enable us to take into account uncertainties in the segmented data. Our experiments have demonstrated that only a small number of data points are necessary to obtain an accurate match. Finally, robust estimation allows us to deal with outliers. In applications traction of a complete anatomical structure is often difficult.
A drawback of our global approach, compared with methods that rely on exhaustive combinatorial feature matching, is that local minima of the energy may exist. However, as mentioned previously, our method is intended to be used when a rough initial estimate of the object pose is known, which is the case in most medical applications. Moreover, our graphics software enables us to easily determine an initial pose for the object by interactively aligning the model with the data in 3D perspective views of the scene or in 2D projections of the scene. In applications where such approaches are not feasible, more work would be needed to develop a strategy for finding the global minimum [391.
In this paper, we have used our matching algorithms to estimate the pose of a known object. Our method could also be used for recognition problems, where the purpose is to match some data with a finite set of 3D objects { Oi) . After the robust estimation of the six attitude parameters p* that link an object Oi with the sensed data, we can compute a matching score by looking at the residual error function E(p*). The recognized object can be chosen as the one that minimizes this score [23] . For this approach to work, either a rough estimate of the ob-ject's attitude would have to be known, or this would have to be estimated either by resorting to a global search of the parameter space, or through geometric hashing techniques [40] .
B. The Advantages of Matching in 3 0 Space
This paper has developed a new algorithm for 3D surface to 2D contour matching, based on a minimization of the 3D distance between the projection lines and the surface. In earlier work, we had implemented a method that iteratively projected the surface S transformed by T(p) onto the image plane and minimized the 2D distance between the contours C, of these simulated projections and the contours CR segmented on the real input images. What, then, are the advantages of our new method with respect to this alternative approach (which is closer to traditional chamfer matching [27])?
First, computing the complete silhouette contours of the surface is more time consuming than looking for the minima of the octree spline along a small number of precomputed projection lines. This is especially true when projection models have to take local distortions into account.
Second, the distance measure between two arbitrary 2D contours that may only have partial overlap can be difficult to define and to minimize. Since fast computation is a requirement, a 2D distance map must be computed for each real contour projection [27] . However, 2D segmentation errors will be propagated through the distance map, which may lead to unpredictable results. Moreover, solving the minimization problem using the Levenberg-Marquardt algorithm requires the distances to be computed at points of the real edge, which implies the need to recompute distance maps at each iteration. In the technique of 2D distance minimization, gradient components cannot be computed analytically (while in our new method, we can use (15)). Approximation of the gradient by finite differences is thus required, which means computing six more projection contours at each iteration and weakening the convergence due to inaccurate gradients.
A potential weakness of our method is that we use only the external contour information in the projected images. It would be interesting to see how to add information about internal contours, variations of grey levels, differential properties to our matching process.
C. Other Applications of Octree Splines
The octree spline representation introduced in this paper has proven to be very effective at solving our matching problem. We are currently studying how to extend the octree spline and how to use it as a general modeling tool for a variety of applications.
First, we are studying how to construct octree splines from inputs more sophisticated than unordered point lists. Examples of such input surface representations include parametric splines, arbitrary triangulations, and level crossings in volumetric (voxel) data. Second, we are examining how to speed up the computation of the distance map d" at the corners of the octree," using generalizations of chamfer distances to octrees as well as approximate techniques based on fast N-body solvers [41] .
Finally, we are studying methods for extending the continuity of the octree spline from C? to C' and higher order continuities. The difficulty here is to merge overlapping spline basis functions with the octree representation. This new representation can be viewed as the combination of 3D adaptive meshes [42] , hierarchical B-splines 1431, and hierarchical data representations (pyramids) [44] . Compared with these other representations, octree splines have the potential to be less space consuming and to permit the rapid evaluation of certain geometric operations. Possible novel applications for the octreespline include: obstacle avoidance in robotics using potential field methods; fast computation of intersections curves between two complex 3D surfaces; and surface interpolation of arbitrary point sets, using the zero-crossings of a c* octree spline to implicitly represent the surface.
IX. CONCLUSIONS
In this paper, we have presented a new method for estimating the pose of a 3D smooth surface by matching it with a set of 2D projections. We have demonstrated the performance of this approach, coupled with accurate sensor calibration techniques, on a number of examples (simulations and real data). In the paper, we have assumed that 2D contours have been previously segmented. In practice, many methods exist for automated or semi-automated edge extraction from video images, but segmentation of X-ray contours still requires interactivity, since X-ray images represent complex scenes for which automated segmentation is difficult.
To our knowledge, the only other method that has been explicitly designed to solve the 3D/2D pose estimation problem for smooth surfaces is the work of Ponce and Kriegman [23] . However, their approach is different (it uses algebraic geometry) and it is not applicable to arbitrary-shaped surfaces such as the ones we consider. The main original contributions of our work are: 1) setting the 3D/2D matching problem in 3D instead of in 2D. We have defined a distance between 3D projection lines and a 3D surface that is zero when lines are tangent to the surface, such that the energy given by the sum of squares of line to surface distances is minimal when the surface is in the optimal pose. 2) the octree representation of the 3D distance map. This is the critical element of our method that makes the iterative matching feasible in practice, since line to surface distances can be computed very quickly. 3) using a simple and fast non-linear least-squares minimization technique-the Levenberg-Marquardt algorithm.
In implementing this algorithm, we derived analytical expressions of the gradients of the energy, which makes the convergence fast and robust.
' ?hi s off-line preprocessing operation currently takes about 1.3 minutes on a DEC 5000/600 AXP for a 7-level octree with 40,000 points.
Using our novel technique, the four requirements presented in the introduction have all been met. First, the matching process works for any free-form smooth surface, since no a priori assumptions (symmetry hypotheses, algebraic forms, or special curves) are used. Second, we achieve a very high accuracy for the estimation of the six parameters in p, because the octree spline representation we use approximates the true 3D Euclidean distance with an error smaller than the segmentation errors in the input data. Third, we provide an estimate of the uncertainties of the six parameters, using least squares estimation with the Levenberg-Marquardt algorithm to compute these uncertainties. Fourth, we perform the matching process rapidly, using the octree spline to compute a signed distance from a line to the surface very quickly.
In current work, we are applying these'techniques to robotassisted surgery [2], [4] , advanced 3D imaging and biomechanics [45] and 3D object localization applications [9]. We are also extending our approach to perform elastic matching between 3D surfaces [16] .
