Diagnosis of fungal infections can rely on microscopic examination, however, in many cases it does not allow unambiguous identification of the species due to their visual similarity. Therefore, it is usually necessary to use additional biochemical tests. That involves additional costs and extends the identification process up to 10 days. Such a delay in implementation of targeted treatment is grave in consequences as the mortality rate for immunosuppressed patients is high. In this paper, we apply machine learning approach based on deep learning and bag-of-words to classify microscopic images of various fungi species. Our approach makes the last stage of biochemical identification redundant, shortening the identification process by 2-3 days and reducing the cost of diagnostic examination.
Introduction
Yeast and yeast-like fungi are a component of natural human microbiota [1] , however, as opportunistic pathogens they can cause surface and systemic infections [2] . The main causes of the fungal infections are impaired function of the immune system and imbalanced microbiota composition in the human body.
Other factors of fungal infections include steroid treatment, invasive medical procedures, and long-term antibiotic treatment with a broad spectrum of antimicrobial agents [3, 4, 5] .
The standard procedure in mycological diagnostics begins with the collection of various test materials' types, like: swabs, scraps of skin lesions, urine, blood or cerebrospinal fluid. Next, the clinical materials (marked as B in Fig. 1) are directly cultured on special media, while the blood and cerebrospinal fluid samples (marked as A in Fig. 1 ) require prior cultivation in automated closed systems for additional 2-3 days. Cultured material is incubated under specific temperature conditions (usually for 2-4 days in case of yeast-like fungi). The initial identification of fungi is based on the assessment of the cells' shapes observed under the microscope, as well as, the growth rate, type, shape, colour and smell of the colonies. Such analysis allows the assignment to fungi type, however the species identification is usually impossible due to the significant similarity between them. Because of that, further analysis with biochemical tests is necessary. As a result, the entire diagnostic process from the moment of culture to species identification can last 4-10 days (see Fig. 1 ). In this paper, we apply machine learning approach based on deep learning and bag of words to classify microscopic images of various fungus species, which shortens the identification process by 2-3 days. According to our knowledge, there are no other methods for identifying fungi species based only on microscopic images.
In this paper, we apply machine learning approach based on deep learning and bag of words to classify microscopic images of various fungus species. As a result, the last stage of biochemical identification is unnecessary, what shortens the identification process by 2-3 days and reduces the cost of diagnostic (a) Standard mycological diagnostics requires analysis with biochemical tests. As a result, the entire diagnostic process can last 4-10 days.
(b) In our approach, biochemical tests are replaced with machine learning approach which identifies microscopic images based only on microscopic images. This shortens the diagnostics by 2-3 days. examination. It allows to accelerate the decision about the introduction of an appropriate antifungal drug, which prevents the progression of the disease and shortens the time of patient recovery.
According to our knowledge, there are no other methods for identifying fungi species based only on microscopic images, except the ones that identify only morphological type of fungi. The only exception is fluorescence in situ hybridization (FISH), which allows species identification [6] using molecular probes and fluorescent microscope. This makes the FISH method expensive and accessible onfly for laboratories with fluorescent filters. Other ways of 3 identification are based on biochemical methods (changes in colour due to the distribution of specific substances) or molecular methods, such as PCR [7] or sequencing [8] . While biochemical methods are easy to prepare and do not require specialized equipment, in the case of molecular methods it is necessary to isolate fungal DNA and then amplify the isolates using a thermocycler, what requires additional expensive devices and reagents. On the other hand, our method is based on basic microbiological staining (Gram staining) and simple microscope equipped with a camera, what makes it very cheap. Moreover, the analysis of the whole images takes only few seconds.
Materials and methods
Materials. One of the most common fungal infections is candidiasis [5] , mainly caused by Candida albicans (50-70% cases) [9] . Others species responsible for the infections are: Candida glabrata [2, 3] , Candida tropicalis [4] , Candida krusei [10] , and Candida parapsilosis [3, 4] . In high-risk patients, serious infections can also be caused by Cryptococcus neoformans [11] and Saccharomyces phy- Altogether, our DIFaS database (Digital Image of Fungus Species) contains 180 images (9 strains × 2 preparations × 10 images) of resolution 3600×5760×3 with 16-bits intensity range of every pixel. In Fig. 2 , we present three random thumbnails for each of the analyzed strains.
Methods. As we present in Section 3.2, simple adaptation of the well-known network architecture are not optimal due to the relatively small number of images in medical databases. Therefore, we apply deep bag-of-words multi-step algorithm presented in Fig. 3 , which produces a robust image representation with deep network and pool it into the space of fixed dimension to classify it with support vector machine (SVM). Such approach, previously applied among others to texture recognition [13] and bacteria colony classification [14] , obtains higher accuracy than standard strategies in case of smaller databases. Below, we describe this algorithm in more detail.
In order to generate robust image representation, AlexNet [15] pretrained on ImageNet [16] database is used. Other option would be to use conventional handcrafted descriptors (like ORB [17] In order pool the obtained set of points into a fixed size vector, bag-of-6 words [19, 20] or its more expressive modification called Fisher vector [21] is adapted. The idea behind both of them is to quantize variable length of input data into a fixed-size representation by a so called codebook. The codebook is usually generated from the subset of training data in an unsupervised manner by using clustering algorithm (e.g. k-means or expectation maximization [22] ).
The basic assumption behind bag-of-words approaches is that the clusters (i.e. codewords) capture the intrinsic structure of the data and thereby represent an efficient vocabulary for data quantization. Given a codebook, the set of 256dimensional points obtained with AlexNet for particular image is encoded by assigning points to the nearest codeword. In traditional bag-of-words this encoding leads to a codeword histogram, i.e. a histogram for which each codeword counts how many points are closest to this codeword. In case of Fisher vector, the clusters are replaced with Gaussian mixture model, and the representation encodes the log-likelihood gradients with respect to parameters of this model.
In this paper, we will use notation deep bag-of-words and deep Fisher vector to refer to above pooling methods.
As a result of pooling, one fixed-size vector is obtained for each of the analyzed images. Such vectors can then be classified with various machine learning methods to distinguish between fungus classes. We decided to use SVM classifier with either linear or RBF kernel.
Experimental setup and results
In this section, we first describe image preprocessing, including contrast stretching and background removal (see Section 3.1). Then, we described the results obtained for patch-based classification using deep bag-of-words and standard deep learning strategies (see Section 3.2). In order to explain how deep bag-of-words works, we introduce in-depth microbiological analysis of codebook in Section 3.3. We continue this investigation in Section 3.4 for deep Fisher vector approach. Finally, we present results obtained for image-based classification, computed by aggregating patch-based scores (see Section 3.5).
For the experiments, we split our DIFaS database (9 strains × 2 preparations × 10 images) into two subsets, so that both of them contain images of all stains, but from different preparations. As a result, we are independent from the preparation artifacts. First, we train models with first subset and test on the second one. Second, we train models with the second subset and test on the first one.
We performed all the experiments on a workstation with one GPU and 256 GB RAM. On average, feature extraction, pooling and classification in deep bag-of-words and deep Fisher vector takes several minutes, while prediction takes few seconds. It was possible thanks to adapting VLFeat library [23] . For comparison, network fine-tuning takes more than 18 hours per architecture.
Image preprocessing
DIFaS database contains 180 images of high resolution. The possible intensity range is large (from 0 to 65535), however, the actual pixel values are usually between 0 and 1000 (see Fig. 4a ). Therefore, in the first step of preprocessing, we compute the lower and upper intensity limits (separately for each image) and
use it for contrast stretching (see Fig. 4b ). We also divide the intensities by 256 in order to obtain standard 8-bits RGB image (see Fig. 4c ), which can be saved as png file (such preprocessed images are available in our DIFaS database).
Many images from database contain extensive background areas (see Fig. 4c ) and the size of this area is correlated with fungus species. Therefore, classifier trained for the whole image could end up in learning background size instead of relevant fungus features. Therefore, as a second step in image preprocessing, we extract and classify only image patches with reasonable foreground to background ratio (FBR). We tested three possible options with FBR larger than 1:2, 1:1 and 2:1, respectively. As our database did not contain image segmentation, we compute the rough approximation of foreground by thresholding grayscaled and blurred version of the scanned image. As a result, we obtain segmentation with possible locations of foreground and background patches (see Fig. 4d -f),
where background patches are those with FBR smaller than 1:100. Additionally, we tested two image scales: the original scale and scale factor equals 0.5.
Patch-based classification
In this experiment, we apply baseline models, as well as, deep bag-of-words and deep Fisher vector models to classify every patch of the image separately. As baseline models, we use AlexNet [15] , DenseNet169 [24] , InceptionV3 [25] , and
ResNet [26] with 18 and 50 residual blocks. Every baseline model is pretrained on ImageNet database [16] and fine-tuned for 100 epochs with new output layer.
Before running all the experiments, we experimentally chose the optimal FBR, patch radius, and image scale by a grid search.
Overall comparison of tested methods is presented in Table 1 . We observe large variance between baseline models. Due to the high number of parameters and small training dataset, they tend to overfit. Overall, deep Fisher vector works better than all the other methods, including deep bag-of-words, however its accuracy drops dramatically in case of Candida glabrata (CG). It is due to larger variance in arrangement, appearance and quantity of CG comparing to other species (especially between two preparations). Moreover, CG images are hard to classify due to partial discoloration (pink colour instead of purple) and vast overlapping of cells. As a result, CG is often classified as Candida lustianiae belonging to the same genus (see confusion matrices in Fig. 5 ). Other misclassification, e.g. between Candida tropicalis and Saccharomyces cerevisiae, is usually caused by differences in staining. Overall, the classification error should decrease if the biological material of microscopic preparation is characterized In order to further understand the reason of incorrect classification, we prepare qualitative confusion matrix for deep Fisher vector to show examples of correctly and incorrectly classified patches (see Fig. 6 ). We observe that misclassification is mainly due to the high morphological similarity between species belonging to genus Candida, Cryptococcus, and Saccharomyces, especially if the preparation with the biological material is discolored. Moreover, one can notice that deep Fisher vector is sometimes sensitive to translation (see the same patch from Candida parapsilosis (CP) predicted correctly or as Cryptococcus neoformans (CN) when translated in Fig. 6) . Such incorrectness appears due to the artifacts in the background (e.g. purple trail in Candida lustianiae predicted as CN or Maalasezia furfur in Fig. 6 ). The other incorrect classifications are caused by the small number or incomplete (fragmented) cells (see Candida glabrata predicted as CN in Fig. 6 ).
Analysis of deep bag-of-words clusters
In this section, we first analyze deep bag-of-words pooling step by visualizing clusters using their closest patches. Then, based on those patches, we 
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introduce description of the species using predefined properties. Finally, we present average value of deep bag-of-words for each strains. In order to make our analysis clearer, in this section we are limited to 10 clusters, although the optimal number is 50.
The patches closest to 10 centroids obtained with k-means algorithm are presented in Fig. 7 . They share common visual features and can be considered as clusters' representations. We decided to describe them in order to better understand what is important for the model. We consider the following properties: brightness (dark or bright), size (small, medium or large), shape (circular, oval, longitudinal or variform), arrangement (regular or irregular), appearance (singular, grouped or fragmentary), color (pink, purple, blue or black), and quantity (small, medium or large). This way, we expand the standard set of parameters commonly used to describe the species (see Table 2 ), which usually contain only shape and color of fungal cells.
To investigate which visual properties are important for the classifier, we calculate mean deep bag-of-words for all species (see Fig. 8 ), and then examine how the visual information about their crucial clusters correspond to known facts about the species. One can observe that:
• Candida tropicalis mainly belongs to cluster 2 and 8 with black cells of size medium or large, and oval or longitudinal shape,
• other species of the genus Candida (C. parapsilosis, C. albicans, C.lusitaniae) also belong to the cluster 2. In the case of C. lusitaniae, it is additionally cluster 0, while in the case of C. albicans also cluster 6 and 8,
• Maalasezia furfur has been assigned to clusters 0, 2, 5 and 8, which can be described as mostly black and longitudinal shape with various size
• Saccharomyces boulardii and Saccharomyces cerevisiae are mainly described by cluster 1, 2, 4 and 8, which are characterized by black colour, medium or large size and longitudinal shape,
• Candida tropicalis and Saccharomyces cerevisiae have very similar mean Fig. 7 .
bag-of-words, what confirm description of morphology found in [27] , which is almost identical for those two species (size: 3.0-8.0 × 5.0-10µm; shape:
oval, elongated; occurring: singly or in small groups).
Further analysis of deep Fisher vector and classifier
In this section, we first analyze the power of deep Fisher vector representation using t-SNE algorithm [28] by projecting it on a 2D surface. Then, we analyze classifier certainty, which should be returned together with predicted specie.
High-dimensional projection of deep Fisher vector is presented in Fig. 9 In order to analyze classifier certainty, we investigate the distance of image representation from the hyperplane in both directions (positive and negative cases). In Fig. 10 by a round shape, larger in relation to Candida albicans, which are arranged individually or in small groups.
Scan-based classification
The above analysis were conducted for patch-based classification, which is justified due to the extensive background areas, which is correlated with fungus species. Therefore, we could limit Nevertheless, we decided to analyze classification score for the whole scan. For this purpose, we predict classification for all foreground patches of the scan, and aggregate them in order to the most frequently predicted specie. The results, presented in Table 3 again shows that deep Fisher vector performs better than the other methods, however, slightly worse comparing to patch-based classification. It is mainly caused by the presence of background areas. In the future, scans with background only will be taken into consideration as the separate class.
Conclusion and future works
In this paper, we apply deep learning and bag-of-words to classify micro- spare biological material, which is crucial for cells separation and accurate classification.
Large part of this paper is dedicated to explain how deep bag-of-words works.
For this reason, we introduce in-depth microbiological analysis, which results in expanding the standard set of parameters commonly used to describe the visual features of the species.
The future work we will concentrate on extending the DIFaS database with more preparation using spare biological material to obtain better generalization of the model. Moreover, we plan to prepare scans containing more than one specie. Accurate classification of the mixes could shorten culture phase with additional few days.
