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INTRINSIC COMPLEXITY AND SCALING LAWS:
FROM RANDOM FIELDS TO RANDOM VECTORS
JENNIFER BRYSON, HONGKAI ZHAO, AND YIMIN ZHONG
Abstract. Random fields are commonly used for modeling of spatially (or timely) de-
pendent stochastic processes. In this study, we provide a characterization of the intrinsic
complexity of a random field in terms of its second order statistics, e.g., the covariance
function, based on the Karhumen-Loe´ve expansion. We then show scaling laws for the
intrinsic complexity of a random field in terms of the correlation length as it goes to 0. In
the discrete setting, it becomes approximate embeddings of a set of random vectors. We
provide a precise scaling law when the random vectors have independent and identically
distributed entires using random matrix theory as well as when the random vectors has
a specific covariance structure.
1. Introduction
In this study, we denote a(x, ω) a random field, where ω belongs to a probability space
(Ω,Σ, P ) and x belongs to a compact domain D ⊆ Rd. In other words, we can view the
P -measureable map: a(·, ω) : Ω → L∞(D), a set of random functions on D parametrized
by ω ∈ Ω, or view a(x, ·) a set of random variables in L2(Ω, dP ) parametrized by the spatial
position x ∈ D.
A useful separable finite approximation for a(x, ω) in practice is an expansion by sepa-
rating deterministic and stochastic variables of the form
(1) aN (x, ω) =
N∑
n=1
φn(x)Yn(ω),
where φn(x) (Yn(w)) are some functions (random variables), e.g., basis in L
2(D)) (L2(Ω, dP )).
A basic but important question for this separable approximation is: what is the minimum
number of terms needed in the expansion (by choosing the appropriate φn, Yn) in order
to approximate the true random field a(x, ω) to a given tolerance. From another point of
view, if we regard a(x, ω) as a set of random variables (functions) parametrized by x ∈ D
(ω ∈ Ω) , the question becomes: what is the least dimension of a linear space that can
approximate this set of random variables (functions) to a given tolerance. Accordingly,
Yn(ω) (φn(x)), forms the basis of the linear space. This is the dual to the definition of
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Kolmogorov n-width 1 [13] which characterizes the intrinsic complexity or information con-
tent for this family of random variables (functions). In this work, we will address these
questions for a random field a(x, ω) based on the Karhumen-Loe´ve (KL) approximation.
In particular, if there is a length scale, i.e., the correlation length, that characterizes the
range of interaction among the family of spatially distributed random variables, we show
both upper bound and lower bound of a scaling law for the number of terms needed in
the KL approximation in terms of the correlation length. In the discrete setting, it can
be formulated as approximate embeddings of a set of random vectors. We provide more
precise scaling laws for a few special cases.
Here is the outline of the paper. We first introduce the mathematical formulation of the
KL expansion in Section 2. Main results and scaling laws for random fields are presented
in Section 3 evidenced by numerical experiments. Discrete formulation as random vectors
embedding and results are presented in Section 4.
2. Mathematical Formulation
We denote the norm L2(D×Ω) by ‖ ·‖2 and assume ‖a‖2 <∞. The mean field, denoted
by Ea(x), and covariance, denoted by Ca(x, y) ∈ D ×D of a(x, ω) are defined as
(2) Ea(x) =
∫
Ω
a(x, ω)dP (ω), Ca(x, y) =
∫
Ω
[a(x, ω)− Ea(x)][a(y, ω)− Ea(y)]dP (ω).
Ca(x, y) can be associated with a compact, self-adjoint and non-negative operator Ca :
L2(D)→ L2(D) via
(3) (Cau)(x) =
∫
D
Ca(x, y)u(y)dy, ∀u ∈ L2(D)
Let (λn, en(x)), n = 1, 2, . . . be the sequence of eigen-pairs associated with Ca, with λ1 ≥
λ2 ≥ . . . ≥ λn → 0 as n→∞ and en(x) forming an orthonormal basis of L2(D). Then the
KL expansion of the random field a(x,w) is
(4) a(x,w) = Ea(x) +
∞∑
n=1
√
λnen(x)Yn(ω),
where Yn(ω) are centered at 0, normalized and pairwise uncorrelated random variables
satisfying
(5) Yn(ω) =
1√
λn
∫
D
(a(x, ω)− Ea(x))en(x)dx, E[Yn] = 0, E[YmYn] = δmn.
1Kolmogorov n-width of a set S in a normed space W is its distance to the best n dimensional linear
subspace Ln:
dn(S,W ) := inf
Ln
sup
f∈S
inf
g∈Ln
‖f − g‖W ,
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For simplicity and without loss of generality, we assume the random field a(x, ω) is centered,
i.e., Ea(x) = 0, from now on. We have
(6)
∞∑
n=1
λn = ‖a‖22 =
∫
D
Ca(x, x)dx.
Moreover, the N-term truncated KL expansion is the best N-term separable approximation
of a(x, ω) in L2(D × Ω). Denote H = L2(D), S = L2(Ω, dP ), we have
(7) ‖a−
N∑
n=1
√
λnen(x)Yn(ω)‖22 = inf
V⊂H,dimV=N
‖a− PV⊗Sa‖22 =
∞∑
n=N+1
λn,
where PV⊗Sa denotes the L2 projection of a in V ⊗ S.
Remark 2.1. For a centered discrete and finite process, an, n = 1, 2, . . . , N , (λn, en) are
the eigen-pairs of the covariance matrix Σmn = E[aman].
Since the truncated KL expansion (7) is the best separable approximation of a random
field in the metric L2(D × Ω), we introduce the following two characterizations of λn.
Definition 2.1. Given  > 0, N

= max1≤n<∞ n, s.t.
√
λn ≥ .
Since N

is the largest n such that
√
λn ≥ , it means that adding one more term to
the N

-term KL expansion will not reduce the approximation error more than . Using∑N
n=1
√
λnen(x)Yn(ω) to approximate a(x, ω) is analogous to an -rank approximation to
a matrix.
Definition 2.2. Given 1 ≥  > 0, N  = minn, s.t. ∑∞m=n+1 λm ≤ 2∑∞m=1 λm.
From (6) and (7) we have
(8)
‖a−∑Nn=1√λnen(x)Yn(ω)‖2
‖a‖2 ≤ .
Hence N  is the minimal number of terms in the truncated KL expansion to approximate
the random field a(x, ω) with a relative root mean square error of  or to reach (1 − 2)
of the total variance. Since N -term truncated KL expansion is the best N -term separable
approximation for a random field a(x, ω) in L2(D × Ω), N  is the minimum number of
terms needed in a separable approximation to achieve a relative error . In other words, if
V ⊂ L2(D) is linear space and ‖a−PV⊗Sa‖2‖a‖2 ≤  then dimV ≥ N . Actually span{en, n =
1, 2, . . . N } ⊂ L2(D) is the best linear space of dimension N  to approximates a(x, ω).
Due to the normalization, N  is invariant under a constant scaling of a(x, ω).
3. Intrinsic Complexity of a Random Field and Scaling Laws.
3.1. A General Lower Bound and its Scaling Law. In this Section, we show a general
lower bound for N  in terms of the second order statistics, i.e., the covariance function,
for a random field. Then use the correlation length to derive a scaling law in terms of the
correlation length.
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Define
(9) CTa Ca(x, y) =
∫
D
Ca(x, z)Ca(z, y)dz,
which can be associated with the following compact, self-adjoint and non-negative operator
(10) (CTa Cau)(x) =
∫∫
D×D
Ca(x, z)Ca(y, z)u(y)dydz, ∀u ∈ L2(D)
whose eigen-pairs are (λ2n, en(x)), n = 1, 2, . . .. Also we have
(11)
∞∑
n=1
λ2n =
∫
D
CTa Ca(x, x)dx =
∫∫
D×D
C2a(x, y)dxdy.
Theorem 3.1.
(12) N  ≥ (1− 2)2
(∫
D Ca(x, x)dx
)2∫∫
D×D C
2
a(x, y)dxdy
= (1− 2)2 ‖a‖
4
2∫∫
D×D C
2
a(x, y)dxdy
(13) N
 ≤ −4
∫∫
D×D
C2a(x, y)dxdy.
Proof. SinceN

= maxn, s.t.
√
λn ≥  andN  = minn, s.t.
∑∞
m=n+1 λm ≤ 2
∑∞
m=1 λm =
2
∫
D Ca(x, x)dx, we have
N∑
m=1
λm ≥ (1− 2)
∞∑
m=1
λm = (1− 2)
∫
D
Ca(x, x)dx.
and
(14)
(1−2)2
(∫
D
Ca(x, x)dx
)2
≤ (
N∑
n=1
λn)
2 ≤ N (
N∑
n=1
λ2n) ≤ N (
∞∑
n=1
λ2n) = N

∫∫
D×D
C2a(x, y)dxdy,
and
(15)
∫∫
D×D
C2a(x, y)dxdy =
∞∑
n=1
λ2n ≥
N
∑
n=1
λ2n ≥ N 4.
Hence we get
(16) N  ≥ (1− 2)2
(∫
D Ca(x, x)dx
)2∫∫
D×D C
2
a(x, y)dxdy
and
(17) N
 ≤ −4
∫∫
D×D
C2a(x, y)dxdy.

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Remark 3.1. For a centered discrete and finite process, an, n = 1, 2, . . . , N , with covari-
ance matrix Σmn = E[aman], C
T
a Ca(x, y) becomes Σ
TΣ and
∫∫
D×D C
2
a(x, y)dxdy becomes
trace(ΣTΣ).
If the random field a(x, ω) is stationary and the covariance function is of the form
Ca(x, y) = f(
x−y
σ ), e.g., a Gaussian process with the Gaussian covariance kernel Ca(x, y) =
exp(− |x−y|2
σ2
), where σ introduces a length scale, i.e., the correlation length, we show a
scaling law for the lower bound for N  in Theorem 3.1 in term of σ. In other words,
with the correlation length σ, the intrinsic degrees of freedom for the random field with
spatial variable defined in a d-dimensional bounded domain is at least of order O(σ−d).
We will provide upper bounds and their scaling laws based on regularity/smoothness of
the covariance function. In particular, if the covariance function is analytic, the scaling law
for both the lower bound and the upper bound is sharp. Later we will present numerical
experiments to verify the sharpness of our estimates for a few popular models for random
fields.
Theorem 3.2. For a stationary random field a(x, ω), x ∈ D ⊂ Rd, D compact, with
covariance function Ca(x, y) = f(
x−y
σ ), and
∫
Rd f
2(x)dx = I < ∞, then ∃c(D, f, ) > 0
such that
(18) N  ≥ c(D, f, )σ−d, as σ → 0.
Proof. Let S = D +D and |D|, |S| denote the volume of D and S respectively.
(19)∫∫
D×D
C2a(x, y)dxdy =
∫∫
D×D
f2(
x− y
σ
)dxdy
ξ=x−y
==
η=x+y
1
2d
∫∫
Dη,ξ
f2(
ξ
σ
)dξdη ≤ I|S|
2d
σd.
From (12), one has
(20) N  ≥ (1− 2)2 2
df2(0)|D|2
I|S| σ
−d.

Remark 3.2. The sharpness of the lower bound estimate for N  depends on the sharpness
of the Cauchy-Schwartz inequality used in (14). If the top O(σ−d) singular values are
about the same order, then this lower bound is sharp. Heuristically, by a scaling argument,
the degrees of freedom of a random field a(x, ω) parametrized by x in a bounded domain
D ⊂ Rd should grow as O(σ−d) as σ → 0 since the random field decorrelates at the length
scale σ. In the work [8], a similar lower bound for the approximate separability of the
Green’s function of the high frequency wave fields was proved and its scaling law in terms
of the wavelength was derived. The physical explanation is that two Green’s functions with
sources separated by more than a wavelength become decorrelated. The estimate was shown
to be sharp in many situations.
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3.2. Upper Bound and Scaling Law Using Smoothness. For a given random field
(or a two variable function in general), an upper bound for the number of terms needed
in a separable approximation with tolerance  as  → 0 is also very useful. If it grows
slowly, e.g., polylog of −1, it implies the existence of low rank approximation once the
random field (or function) is discretized. The upper bound are usually shown by choosing
an appropriate basis. For example, polynomial basis and Taylor expansion is often used
for highly separable approximation based on analyticity. This property are constantly
explored to develop fast computation algorithms for matrix vector multiplication, e.g., fast
multipole method [10, 9, 18], butterfly method [7, 17], and direct or structured inverse of a
matrix, e.g., HSS, H-matrix, [3, 5, 11, 16, 19, 25]. In a recent work [2], fast direct methods
for Gaussian processes were developed using the fact that for the most commonly used
covariance functions, the corresponding discrete covariance matrix can be hierarchically
factored into a product of block low-rank updates of the identity matrix. In [24] log-
rank approximation of a matrices whose entries are piece-wise analytic functions of certain
latent variables were shown. Here we will provide upper bounds and scaling laws for the
KL expansion of a random field based on various smoothness (or regularity) assumptions
of the covariance function, Ca(x, y). The result is based on a decay rate estimates of the
eigenvalues of the self-adjoint, non-negative operator (3). To make the explanation more
self-contained, we will first quote a few results from [20].
Lemma 3.1 (Lemma 2.16 [20]). Let H be a Hilbert space and C : H → H be a symmetric,
non-negative and compact operator whose eigen-pair sequence is (λm, φm)m≥1. if Cm is an
operator of rank at most m, then
(21) λm+1 ≤ ‖C − Cm‖B(H)
where ‖ · ‖B(H) denotes the induced norm of H.
Based on the regularity of the covariance function, one can design projection to appro-
priate finite element spaces composed of piecewise polynomial basis to approximate C by
a finite rank operator.
Proposition 3.1 (Proposition 2.17 [20]). Let Sph denote the space of discontinuous, piece-
wise polynomial functions of degree less than p > 0 on a quasi-uniform triangulation Th of
D with mesh size h > 0 and denote by n = dimSph = O(h
−d) its dimension. Denote by
Ph : L2(D)→ Sph(D) the L2(D) projection. As h/p→ 0, for any f ∈ Hp(D) it holds
(22) ‖f − Phf‖L2(D) ≤ C(p)n−
p
d
and, if f is analytic, there are constants c, C > 0 such that, as p→∞ on a fixed triangu-
lation Th of D,
(23) ‖f − Phf‖L2(D) ≤ C exp(−cn
1
d ).
The above approximation properties in terms of smoothness condition combined with
Lemma 3.1 leads to estimates of the decay of the eigenvalues of the symmetric, non-negative
and compact operator Ca by constructing a finite rank operator approximation using an
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appropriate Sph space to approximate the covariance function Ca(x, y). The following result
is a combination of Proposition 2.18 and 2.21 in [20].
Proposition 3.2. Let Ca be the symmetric, non-negative and compact operator on L2(D)
defined in (3) with eigen-pair (λn, en(x))n≥1, then we have the following estimates involving
positive constants (depending on Ca(x, y), D) C0, C1, c1 > 0 such that for any n,
(1) if Ca(x, y) is H
p, 0 ≤ λn ≤ C0n−
p
d .
(2) if Ca(x, y) is analytic, 0 ≤ λn ≤ C1 exp(−c1n 1d ).
Below we show corresponding scaling laws for the upper bounds for N , which is the
minimal number of terms in the truncated KL expansion to approximate the random field
a(x, ω) with a relative r.m.s error of  (see Definition 2.2), in terms of the correlation length
in the covariance function.
Theorem 3.3. For a stationary random field a(x, ω), x ∈ D ⊂ Rd, D bounded and
compact, with covariance function Ca(x, y) = f(
x−y
σ ), we have the following upper bounds
for N , as σ → 0,
(1) if f ∈ Hp(Rd), p > d: there exists a constant C(D, f, d, ) > 0, such that
N  ≤ C(D, f, d, )σ−(1+ d2(p−d) )d.
(2) if f is analytic in Rd: there exists a constant C(D, f, d, ) > 0, such that
N  ≤ C(D, f, d, )σ−d| log σ|d.
Proof. 1) Since Ca(x, y) is H
p, from the approximation theory in Sobolev space [6], we
have
(24) 0 ≤ λn ≤ C(d)n−
p
d ‖∇pCa‖L2(D×D)
where ∇p denotes all p-th order derivatives and C(d) > 0 is a constant independent of Ca.
If p > d,
(25)
∞∑
n=N+1
λn ≤ C(d)‖∇pCa‖L2(D×D)
∞∑
n=N+1
n−
p
d ≤ C(d)‖∇pCa‖L2(D×D) (N  + 1)1−
p
d .
for some constant C(d) > 0. We then find the upper bound for N  by estimating the
smallest N  that
(26) C(d)‖∇pCa‖L2(D×D) (N  + 1)1−
p
d ≤ 2‖a‖22 = 2f(0)|D|,
where |D| is the volume of D. Therefore there exists constant C(d) > 0, which we keep
the same notation, such that
(27) N  ≤ C(d) 2dd−p (‖a‖22)
d
d−p ‖∇pCa‖
d
p−d
L2(D×D).
Since Ca(x, y) = f(
x−y
σ ) and f(x) ∈ Hp(Rd), we have
(28) ‖∇pCa‖
d
p−d
L2(D×D) ≤ ‖f‖Hp(Rd)|S|σ
−(1+ d
2(p−d) )d,
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where S = D +D and |S| is the volume of S. Combining the above two equations we get
the scaling law for the upper bound.
2) Denote the difference set T = D − D, without loss of generality, we may assume T
contains an open ball B ⊂ Rd centered at zero.
First we show that c1 = O(σ) and C1 = O(σ
−d) in Proposition 3.2. Since the covariance
function Ca(x, y) = f(
x−y
σ ) is stationary then by Bochner’s theorem,
(29) f(t) =
∫
Rd
eiξ·tdµ(ξ), t ∈ Rd,
for some positive finite measure µ. Define following non-empty convex set Θ by the Laplace
transform of the measure µ,
(30) Θ = {θ ∈ Rd :
∫
Rd
eθ·ξdµ(ξ) <∞},
since f(t) is analytic on Rd, then the analyticity of f(t) can be continuously extended to
the strip Rd + iΘ ⊆ Cd by Theorem 2.7.1 of [14] with
(31) f(z) =
∫
Rd
eiξ·zdµ(ξ), z ∈ Rd + iΘ.
For simplicity, we assume there exists Bρ(0) a closed ball of radius ρ > 0 centered at zero
contained in Θ and denote K = CR+ iBρ(0) where CR = [−R,R]d is a hypercube covering
T = D − D and select R′ > R. Then by Theorem 4.2 of [23] and the Theorem 11 of
Chapter 5 in [4] with the contour integral, we have following error estimate
(32) ‖f − Phf‖L∞(K) ≤M sup
K
|f |
(
R′
ρ
(1 +
ρ
R′
)−n
1/d
)d
for some constant M > 0, where Ph is the projection to Sph defined in Proposition 3.1.
After scaling with the correlation length σ, let f˜(z) = f( zσ ) for z ∈ Kσ = CR + iBσρ(0),
and then with (32) we can estimate λn for Ca(x, y) by
(33)
0 ≤ λn ≤ M˜ sup
Kσ
|f˜ |
(
R′
ρ
)d 1
σd
exp
(
−dn1/d log(1 + σρ
R′
)
)
= M˜ sup
K
|f |
(
R′
ρ
)d 1
σd
exp
(
−dn1/d log(1 + σρ
R′
)
)
for some constant M˜ > 0. Here supKσ |f˜ | = supK |f | is due to |f | attains the supremum at
the set 0+ iBρ(0) and |f˜ | attains the supremum on the set 0+ iBσρ(0). Since log(1+ σρR′ ) =
O(σ) as σ → 0, we have 0 ≤ λn ≤ C1 exp(−c1n 1d ) for c1 = O(σ), C1 = O(σ−d). From this
estimate, we provide a scaling for the upper bound of N .
(34)
∞∑
n=N+1
λn ≤ C1
∞∑
n=N+1
exp(−c1n1/d) ≤ C1
∫ ∞
N
exp(−c1x1/d)dx.
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By change of variable y = x1/d and integration by parts, we have
(35) C1
∫ ∞
N
exp(−c1x1/d)dx ≤ C(d)C1
c1
exp(−c1(N )1/d)
(
(N )(d−1)/d + c−(d−1)1
)
.
Since we already know that N  ≥ O(σ−d) from Theorem 3.2 and c1 = O(σ), therefore
(N )(d−1)/d ≥ O(c−(d−1)1 ). We can absorb the c1 term into N  term and change the constant
C(d), which we keep the same notation. Hence
∞∑
n=N+1
λn ≤ C(d)C1
c1
exp(−c1(N )1/d)(N )(d−1)/d.
We find the upper bound for N  by estimate the smallest N  > 0 such that,
C(d)
C1
c1
exp(−c1(N )1/d)(N )(d−1)/d ≤ 2‖a‖22.
We compute an upper bound by N  ≤ yd, where y > 0 solves the following equation
exp(−c1y)yd−1 = c1
2‖a‖22
C1C(d)
which is the same as
(36) y − d− 1
c1
log y =
1
c1
log
(
C(d)C1
c12‖a‖22
)
Denote the right-hand-side as b, then b > 2dc1 if provided σ is small enough such that
c1
C1
< C(d)
exp(2d)2‖a‖22
. It is obvious y ≥ b from (36). Let y = b(1 + t), for some t ≥ 0, we have
the following
b(1 + t)− d− 1
c1
log b− d− 1
c1
log(1 + t) = b.
and (
b− d− 1
c1
)
t ≤ d− 1
c1
log b
since ln(1 + t) ≤ t for all t ≥ 0. From b > 2dc1 ⇒ b− d−1c1 > b2 . we obtain
t ≤ 2(d− 1)
c1
log b
b
,
which means
y ≤ b
(
1 +
2(d− 1)
c1
log b
b
)
= b+
2(d− 1)
c1
log b and N  ≤
(
b+
2(d− 1)
c1
log b
)d
.
Plug in b = 1c1 log
(
C(d)C1
c12‖a‖2
)
and use the fact that b > 2dc1 , we have
log
(
C(d)C1
c12‖a‖2
)
≥ 2d > 1.
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From the fact that log x ≤ x− 1 < x for x ≥ 1,
log b = log
(
1
c1
log
(
C(d)C1
c12‖a‖2
))
< log
(
1
c1
(
C(d)C1
c12‖a‖2
))
.
We can show an upper bound for N  using c1 = O(σ) and C1 = O(σ
−d),
(37) N  ≤
(
1
c1
log
(
C(d)C1
c12‖a‖2
)
+
2(d− 1)
c1
log
(
C(d)C1
c21
2‖a‖2
))d
= O
(∣∣∣ log σ
σ
∣∣∣d) .

Remark 3.3. If f ∈ Hp, the finite element space Sph and its approximation property (22)
in Proposition 3.1 is optimal up to some constant. Hence, we expect the upper bound for
λn and our scaling law for the upper bound of N
 is also sharp. In other words, the non-
smoothness of the random field or its derivatives may introduce extra complexity factor.
When f is analytic, the correlation length is the only length scale in the random field.
So we get sharp scaling laws for both the lower bound and upper bound for the intrinsic
complexity.
From the proof of Theorem 3.3, i.e., equations (27), (37), we can deduce the upper bound
for N  in terms of .
Theorem 3.4. For a stationary random field a(x, ω), x ∈ D ⊂ Rd, D bounded and
compact, with covariance function Ca(x, y) = f(x− y), we have the following upper bounds
for N , as → 0,
(1) if f is Hp and p > d: ∃C(D, f, d) > 0 s.t. N  ≤ C(D, f, d) 2dd−p ,
(2) if f is analytic: ∃C(D, f, d) > 0 s.t. N  ≤ C(D, f, d)| log |d.
3.3. Experiements. Here we provide numerical experiments to verify our estimate for the
intrinsic complexity of a random field a(x, ω), x ∈ D ⊂ Rd with a given covariance function
C(x, y) through the KL expansion. In particular, we demonstrate the sharp scaling laws
N  = O(σ−d) as σ → 0 for two covariance functions that are often used to model random
fields in practice:
(38) C˜σ(x, y) = exp
(
−|x− y|
2
σ2
)
, Cˆσ(x, y) = exp
(
−|x− y|
σ
)
,
In our experiments, we take D to be the unit interval, the unit square and the unit sphere
(where |x−y| is the geodesic distance) and compute the eigenvalues of C˜σ and Cˆσ that are
discretized uniformly in D with a grid size h. We show eigenvalue behavior with different
resolution r, the number of points per σ (σ = rh), different tolerance , and the scaling
law as σ → 0.
Example 1: unit interval. Figure 1 shows the test results for kernel C˜σ(x, y) =
exp(− |x−y|2
σ2
). Figure 1 (a) shows how N , the minimal number of terms in truncated
KL expansion to approximate the random field a(x, ω) with a relative r.m.s error of 
(Definition 2.2), as a function of the discretized resolution r, where h = σ/r, with a
fixed σ = 0.02. Figure 1 (b) shows how N

, the number of eigenvalues that are larger
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than  (Definition 2.1), as a function of the discretized resolution r. As can be seen,
due to the normalization of the definition N  (relative error normalized by ‖a‖2) and the
smoothness of the kernel C˜σ, 2 or 3 points per σ is fine enough to resolve the covariance
kernel in numerical computation. Although the dimension of the discretized covariance
matrix becomes larger as the resolution r becomes higher, N  remains the same. In other
words, the random field can be approximated with a relative r.m.s error of  by projection
to V ⊗ L2(Ω, dP ), where V ⊂ L2(D) is a linear subspace of dimension N  spanned by
the leading eigen-functions en, n = 1, 2, . . . , N
. While the unnormalized N

, the number
of eigenvalues that are larger than  (or -rank approximation), grows slowly with the
discretization resolution r, since the dimension of the corresponding discretized matrix
becomes larger as the resolution becomes higher. Hence it takes a higher rank matrix to
approximate it uniformly well. The growth is likely to be logarithmic since C˜ is analytic
and can be approximated by polynomials with an error that decays exponentially. Figure 1
(c)&(d) shows N  and N

as a function of σ−1 for different . We see a clear linear growth
for both. The numerical result is based on eigenvalue decomposition of the matrix that
corresponds to a discretization of C˜σ(x, y), x, y ∈ [0, 1] with h = 0.25σ.
Figure 2 shows the corresponding results for kernel Cˆσ(x, y) = exp(− |x−y|σ ). Figure 2
(a) shows N  as a function of the discretized resolution r with a fixed σ = 0.02. Due to the
singularity of Cˆσ(x, y) at x = y, N
 increases as the singularity is more resolved. However,
it appears to be plateaued eventually. While Figure 2(b) shows that the unnormalized N

,
the number of eigenvalues that are larger than , grows with the discretization resolution
r and with a rate faster than that of the smooth kernel C˜. Figure 2 (c)&(d) shows N  and
N

as a function of σ−1 for different . Again, we see a clear linear growth. However, both
N  and N

grow with a faster rate than that of the analytic covariance function C˜σ(x, y).
Example 2: unit square. In this example, we show similar experiments for 2D random
fields defined on the unit square with the two covariance functions defined in (38). Figure
3 and Figure 4 shows the test results for the covariance function C˜σ. Figure 3 (a) shows
how N  as a function of the discretized resolution r, where h = σ/r, with a fixed σ = 0.1.
Similar to the 1D example above, a few points per σ is fine enough to resolve the 2D
covariance function with respect to the relative r.m.s error due to the normalization of N 
and the smoothness of the covariance function C˜σ. On the other hand, the unnormalized
N

grows slowly with the discretization resolution r. Figure 3 (c)&(d) shows N  and N

as a function of σ−1 for different . We see a clear quadratic growth. The numerical
results are based on the eigenvalue decomposition of the discretized covariance matrix for
C˜σ(x, y), x.y ∈ [0, 1]× [0, 1] with h = 0.2σ.
Figure 4 shows the corresponding results for covariance matrix Cˆσ. Figure 4 (a) shows
N  as a function of the discretized resolution r with a fixed σ = 0.1. Due to the non-
smoothness of Cˆσ(x, y) at x = y, N
 increases as the singularity is more resolved. However,
it appears to be plateaued eventually. While Figure 4(b) shows that the unnormalized N

,
the number of eigenvalues that are larger than , grows with the discretization resolution r
and with a rate faster than that of the smooth covariance function. Figure 4 (c)&(d) shows
N  and N

as a function of σ−1 for different . Again, we see a clear quadratic growth.
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(a) N  vs. r with fixed σ = 0.02 (b) N

vs. r with fixed σ = 0.02
(c) N  vs. σ with fixed h = 0.25σ (d) N

vs σ with fixed h = 0.25σ
Figure 1. Eigenvalue behavior for kernel function C˜σ = exp(− |x−y|
2
σ2
) on
the unit interval.
Example: unit sphere. In this example, we show results for random field defined on a
unit sphere with the two covariance functions defined in (38), where |x− y| is the geodesic
distance between x and y on the unit sphere. The results are very similar to those on the
unit square.
4. Approximate Embedding of Random Vectors
Given a set of random vectors, vi ∈ Rd, i = 1, 2, . . . , n, a natural question is what
is the dimension of the best linear space that can approximate this set of vectors to a
certain error tolerance. For example, the set of random vectors can be the ensemble of
random variables of a random field sampled at different locations. For exact embedding,
lower bound and asymptotic lower bound are provided in terms of the covariance matrix
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(a) N  vs. r with fixed σ = 0.02 (b) N

vs. r with fixed σ = 0.02
(c) N  vs. σ with fixed h = 0.25σ (d) N

vs σ with fixed h = 0.25σ
Figure 2. Eigenvalue behavior for covariance function Cˆσ = exp(− |x−y|σ )
on the unit interval.
A = {aij}, ai,j = vTi vj , i, j = 1, 2, . . . , n [1]. Asymptotic upper bounds can be provided by
Johnson-Lindenstrauss Lemma [12]. Here we introduce the definition of relative root mean
square (r.m.s) -embedding of a set of vectors.
Definition 4.1. A set of vectors {vi}ni=1 are -embedded in a linear subspace, S, in relative
r.m.s sense, if ∑n
i=1 ||vi − PSvi||22∑n
i=1 ||vi||22
≤ 2
where PSvi denotes the projection of vi in S.
A natural question is what is the least dimension of all such linear subspaces defined as
below.
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(a) N  vs. r with fixed σ = 0.1 (b) N

vs. r with fixed σ = 0.1
(c) N  vs. σ with fixed h = 0.2σ (d) N

vs. σ with fixed h = 0.2σ
Figure 3. Eigenvalue behavior for covariance function C˜σ = exp(− |x−y|
2
σ2
)
on the unit square.
Definition 4.2. For a set of vectors, define N  to be the least dimension of all subspaces
S such that the vectors are relatively r.m.s. -embedded in S.
N  is related to the principle component analysis (PCA) of a set of vectors or singular
value decomposition (SVD) of the matrix V = [v1,v2, ...vn] ∈ Rd×n, which is characterized
by the eigen-decomposition of the covariance matrix A = V TV ∈ Rn×n. Let λ1 ≥ λ2 ≥
... ≥ λn ≥ 0 be the eigenvalues of A. Then
(39)
n∑
i=1
||vi||22 = tr(A) =
n∑
i=1
λi.
Moreover, the best linear subspace of dimension l in Rd, denoted by S¯l, that approximates
the set of vectors {vi}ni=1 in the least squares sense is the space spanned by the first l left
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(a) N  vs. r with fixed σ = 0.1 (b) N

vs. r with fixed σ = 0.1
(c) N  vs. σ with fixed h = 0.2σ (d) N

vs. σ with fixed h = 0.2σ
Figure 4. Eigenvalue behavior for covariance function Cˆσ = exp(− |x−y|σ )
on the unit square.
singular vectors of V and satisfies
(40)
n∑
i=1
||vi − PS¯lvi||22 =
n∑
i=l+1
λi
Combining the above two equations, and the definitions of relatively r.m.s -embedding 4.1
and N  4.2, we have
(41) N  = min
N
such that
∑n
i=N+1 λi∑n
i=1 λi
≤ 2.
Now we give a general lower bound for N .
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(a) N  vs. r with fixed σ = 0.15 (b) N

vs. r with fixed σ = 0.15
(c) N  vs. σ with fixed h = 0.25σ (d) N

vs σ with fixed h = 0.25σ
Figure 5. Eigenvalue behavior for covariance function C˜σ = exp(− |x−y|
2
σ2
)
on the unit sphere.
Theorem 4.1. For a set of vectors v1,v2, ...vn ∈ Rd. Let N ε be the least dimension of a
linear subspace such that the set of vectors {vi}ni=1 can be relatively r.m.s ε-embedded in
that subspace. Then
N  ≥ (
∑n
i=1 ||vi||22)2(1− 2)2∑n
i,j=1(vi · vj)2
=
tr(A)2(1− 2)2
||A||2F
,
where V = [v1,v2, ...vn] ∈ Rd×n and A = V TV .
Proof. On one hand,
(42) ||A||2F = tr(ATA) =
n∑
i=1
λ2i ≥
N∑
i=1
λ2i ≥
1
N 
( N∑
i=1
λi
)2
.
INTRINSIC COMPLEXITY AND SCALING LAWS: FROM RANDOM FIELDS TO RANDOM VECTORS17
(a) N  vs. r with fixed σ = 0.15 (b) N

vs. r with fixed σ = 0.15
(c) N  vs. σ with fixed h = 0.25σ (d) N

vs σ with fixed h = 0.25σ
Figure 6. Eigenvalue behavior for covariance function Cˆσ = exp(− |x−y|σ )
on the unit sphere.
On the other hand, by the definition of N , we have
∑N
i=1 λi ≥ tr(A)(1− 2). Combining
the two we get the result. 
4.1. Random vectors with i.i.d. entries. In the case that the set of random vectors
have i.i.d entries, one can derive a precise asymptotic formula for N  using Marcˇenko-Pastur
law for random matrices. For completeness, we present Marcˇenko-Pastur law first.
Theorem 4.2 (Marcˇenko-Pastur [15]). Let V be an d × n random matrix whose entries
are i.i.d random variables with mean zero and variance σ2 < ∞. Let Aˆ = 1dV TV and let
λˆ1 ≥ ... ≥ λˆn be the eigenvalues of Aˆ. Finally, consider the random measure µn(I) =
1
n#{λˆj ∈ I}, I ⊂ R. Assume that n, d→∞ so that the ratio n/d→ α ∈ (0,+∞). Then
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µn → µ in weak* topology in distribution, where
µ(I) =
{
(1− 1α)10∈I + ν(I), if α > 1
ν(I), if 0 ≤ α ≤ 1
and
dν(x) =
1
2piσ2
√
(λˆ+ − x)(x− λˆ−)
αx
1[λ−,λ+] dx
with
λˆ± = σ2(1±
√
α)2.
The following results for approximate embedding of a set of random vectors {vi}ni=1 ∈
Rd based on the Marcˇenko-Pastur law assume i.i.d. entries of vi and are asymptotic as
n, d → ∞ and limn→∞ dn exists, i.e. for large n (and d). However, as will be shown by
many numerical tests later, the formula is very accurate even for a single realization and
quite small n (and d).
Theorem 4.3. For a set of random vectors {vi}ni=1 ∈ Rd whose entries are i.i.d with mean
zero and variance = σ2 <∞. Let V = [v1,v2, ...vn] ∈ Rd×n and µ be the limit distribution
of the eigenvalues of Aˆ = 1dV
TV . Then the least dimension of a linear subspace, N ε, such
that the vectors {vi}ni=1 can be relatively r.m.s. ε-embedded in, has the following asymptotic
formula:
(43)
N 
n
→
∫ λˆ+
y
dµ(x), as n→∞, where y is such that
∫ y
λˆ−
xdµ(x) = σ22.
Proof. Let λˆ1 ≥ λˆ2 ≥ ... ≥ λˆn ≥ 0 be the eigenvalues of Aˆ. Then
n∑
i=1
λˆi = tr(Aˆ) =
n∑
i=1
1
d
(vi · vi)→ nσ2, as n, d→∞.
By definition, N ε is the smallest integer such
∑n
i=N+1 λˆi ≤ nσ22.
Let µ be the limit measure for Aˆ as in the Marcˇenko-Pastur law. We have that
1
n
∑n
i=N+1 λˆi →
∫ y
λˆ−
xdµ(x) and N

n →
∫ λˆ+
y dµ(x).

Remark 4.1. Let R be the the largest integer such that
√
λR ≥  (the standard  rank
approximation of V ). Under the same conditions in Theorem 4.3 and use Marcˇenko-Pastur
law we have
n−R + 1
n
→
∫ 2
d
λˆ−
dµ(x) or
R
n
→ 1−
∫ 2
d
λˆ−
dµ(x) as n→∞.
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Remark 4.2. The asymptotic formula in Theorem 4.3 says that, for any fixed tolerance
 > 0 in relative r.m.s sense, the dimension, N , of the best linear subspace that can
approximately embed a set of n random vectors in Rd (d = O(n)) with i.i.d entries is
proportional to n for n 1. Let’s denote the ratio, ρ() = Nn as a function of , one can
compute the rate of change of ρ() with respect to . From (43) we have
(44)
dρ()
d
= −
√
(λˆ+ − y)(y − λˆ−)
2piσ2αy
dy
d
= −2σ
2
y
,  ∈ (0, 1),
where relation
∫ y
λˆ−
xdµ(x) = σ22 is used for the last equality. Let  → 0+, which implies
y → λˆ−, then
dρ()
d
=
{
O(), if lim→∞ nd = α 6= 1
O(−
1
3 ) if limn→∞ nd = α = 1
as → 0+
For α = 1, we use the fact that
dy
d
=
4piσ4√
y(λˆ+ − y)
.
Figure 7 (d) shows numerical plots of ρ() for different α = nd , and we see the singular
behavior of the slope of ρ() for α = 1.
We can also ask the dual question: if one projects a set of vectors onto the best k-
dimensional linear subspace, at least how much ”error” in the relative r.m.s sense does one
have to make?
Corollary 4.4. Given vectors {vi}ni=1 ∈ Rd and a fixed k, k < d. The relative r.m.s. error
for the best k dimensional linear subspace is asymptotically given by
√
1
σ2
∫ y
λˆ−
xdµ(x), where
y satisfies
∫ y
λˆ−
dµ(x) = n−kn .
Proof. Let y = λˆk+1 be the value of the (k + 1)
th largest eigenvalue of Aˆ = 1dV
TV ,
where V = [v1,v2, ...vn] ∈ Rd×n. By the Marcˇenko-Pastur law, n−kn →
∫ y
λˆ−
dµ(x) and
1
n
∑n
i=k+1 λˆi →
∫ y
λˆ−
xdµ(x). Since 1n
∑n
i=1 λˆi → σ2, we have∑n
i=k+1 λi∑n
i=1 λi
=
∑n
i=k+1 λˆi∑n
i=1 λˆi
=
1
σ2
∫ y
λˆ−
xdµ(x)

Remark 4.3. In practice, even if one does not have the knowledge of the probability distri-
bution for a set of vectors, as long as the entries are approximately i.i.d, one can compute
the empirical mean and variance from the data and use them to estimate N  from the above
formulas.
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4.2. Random vectors with a covariance structure. In this section, we study the
scaling law of N  for a set of random vectors vi ∈ Rd, i = 1, 2, . . . , n, [v1,v2, . . . ,vn] =
V = XLT , where X is a random matrix whose entries are i.i.d with mean 0 and variance 1,
and L is the Cholesky decomposition of a covariance matrix C = LLT . If the eigenvalues
of the of the covariance matrix C have a limit distribution as n → ∞, one can find the
empirical distribution of the eigenvalues of V TV using the generalized Marcˇenko-Pastur law
[22, 21] through an integral equation that relates the Stieltjes transforms of the two limit
distributions, which will provide the explicit asymptotic scaling law for N

n as in Theorem
4.3 Below we will show a complete calculation for the eigenvalues of covariance matrix
of the following form: Ci,j = cov(vi,vj) = exp(− |i−j|σ ) and give the explicit asymptotic
scaling law for N

n for the covariance matrix.
Suppose (λk, ek), k = 1, 2, . . . n are the ordered eigenvalues and eigenvectors for the
matrix Ci,j = exp(− |i−j|σ ). Let τ = 1σ and ek = [ek1, ek2, . . . , ekn]T , then
(45)
n∑
j=1
exp(−τ |i− j|)ekj = λkeki ⇒ ekj+1 − 2(cosh τ −
sinh τ
λk
)ekj + e
k
j−1 = 0, 1 < j < n.
Such recursive relation implies that ekj can be represented by (with scaling)
(46) ekj = cos(jθk + ψk)
for some θk and ψk, where θk ∈ (0, pi) satisfies
(47) cos θk = cosh τ − 1
λk
sinh τ
On the other hand, for the top and bottom element we get the following two boundary
conditions:
(48)
(exp τ − 2
λk
sinh τ) cos(ψk + θk) = cos(ψk + 2θk),
(exp τ − 2
λk
sinh τ) cos(ψk + nθk) = cos(ψk + (n− 1)θk).
Use equation (47) in (48), we obtain the relation between ψk and θk,
(49) tan(ψk) =
cos θk − exp τ
sin θk
.
Also (48) and (49) imply that ψk ∈ (−pi2 , 0) and
(50) 2ψk + (n+ 1)θk = (k − 1)pi, 1 ≤ k ≤ n
More specifically, we have the following equations for θk,
(51) (n+ 1)θk + 2 arctan
(
cos θk − exp τ
sin θk
)
= (k − 1)pi, θk ∈
(
(k − 1)pi
(n+ 1)
,
kpi
(n+ 1)
)
.
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Actually, one can derive a better range for θk. Let us denote ηk = (n + 1)θk − (k − 1)pi.
Equation (50) can be transformed to
(52) tan
(ηk
2
)
= tan
(
θk
2
)
+
exp(τ)− 1
sin θk
> tan
(
θk
2
)
ηk > θk.
Hence we have the following distribution for θk
(53) θk ∈ ((k − 1)pi
n
,
kpi
n+ 1
).
Once θk is solved from (51), one can compute the corresponding eigenvalues:
(54) λk =
sinh τ
cosh τ − cos(θk) .
From the formula (54) for λk and the distribution (51) for θk, we can derive the exact
asymptotic formula for N /n. Since
sinh τ
cosh τ − cos(k−1n pi)
≤ λk ≤ sinh τ
cosh τ − cos( kn+1pi)
,
we have, as n→∞,
(55)
1
n
n∑
k=1
λk → 1
pi
∫ pi
0
sinh τ
cosh τ − cosxdx
and
(56)
1
n
n∑
k=N
λk → 1
pi
∫ pi
piN
n
sinh τ
cosh τ − cosxdx.
Since N  satisfies
(57)
n∑
k=N+1
λk = 
2
(
n∑
k=1
λk
)
,
it is to find out t = N

n such that
(58)
∫ pi
tpi
sinh τ
cosh τ − cosxdx = 
2
∫ pi
0
sinh τ
cosh τ − cosxdx.
Then we solve t and get
(59)
N 
n
→ t = 2
pi
arctan
(
tanh
(τ
2
)
tan
(pi
2
(1− 2)
))
as n→∞.
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4.3. Experiments. We present a few numerical experiments to verify our asymptotic
formula for N  derived in the previous sections for different scenarios. In all our tests,
numerical results are computed from random vectors generated by one realization. No
ensemble average is performed.
Example: random vectors with i.i.d entries. Figure 7(a), (b) plots the asymptotic
formula of N  in terms of the total number of random vectors n (solid line) vs. the
numerically computed N  for random vectors with i.i.d. Gaussian entries and i.i.d Bernoulli
respectively, all with mean 0 and variance 1. In our tests, we set n = d4 and show results for
different . We see remarkable agreements between our asymptotic estimate in Theorem 4.3
and the numerical result even for a quite small number of random vectors in one realization.
Figure 7(c) plots the asymptotic formula of R ( rank) in Remark 4.1 (solid line) vs. the
numerically computed results for different  for random vectors with i.i.d. Gaussian entries
with mean 0 and variance 1. Figure 7(d) plots the ratio ρ() = N

n as a function of  for
random vectors with i.i.d. Gaussian entries with mean 0 and variance 1. We can see the
singularity of dρ()d
∣∣∣
=0
when nd = 1.
Example: random vectors with given covariance. In this test, we first generate
random vectors with covariance matrix Ci,j = exp(− |i−j|σ ) by V = XLT where X is a
Gaussian matrix and C = LLT . Figure 8 (a) plots N  computed from our asymptotic
formula (59) vs. numerically computed one from C. Figure 8 (b) plots N  vs. 1σ for
C. As we can see from the plot, there is a linear scaling regime for N  vs. 1σ when σ
is large compared to 1. In this regime, the behavior is analogous to the one of a 1D
random field with a similar covariance function and correlation length σ for which the
intrinsic complexity or degrees of freedom is O( 1σ ). However, when σ gets close to 1
and smaller, the entries of random matrix V becomes almost i.i.d. Hence N

n should
converges to the asymptotic estimate in Theorem 4.3 as σ → 0. This is shown in Figure 9.
Figure 8 (c), (d) shows similar numerical tests for random vectors with covariance matrix
Ci,j = exp(− |i−j|
2
σ2
), although we do not have a analytical solution to compare. However,
the numerical evidence suggests that ρ() = limn→∞ N

n does exist. From the relation
stated in Theorem 4.3, one may deduce the limit distribution of the eigenvalues.
Remark 4.4. We design the following iterative method to solve (51) for θk first. Let
θ0k =
(k−1)pi
n , then solving the following equation a few times will achieve sufficient accuracy,
(60) (n+ 1)θnk + 2 arctan
(
cos θn−1k − exp τ
sin θn−1k
)
= (k − 1)pi, 1 ≤ k ≤ n
Then eigenvalue λk is computed through
λk =
sinh τ
cosh τ − cos(θk) .
Actually our iterative method is much faster than using eig(A) from MATLAB.
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