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1. INTRODUCTIOE 
In this paper we determine sufficient conditions for the integrability of 
solutions of the forced second order nonlinear differential equation 
similar in form to those known for the linear equation 
(U(f) N’)’ + q(t)x = 0. 
A special case of (I), namely, the Emden-Fowler equation 
y + 1, will serve as our motivating prototype. In the classic paper on the subject, 
H. Weyl [27] cIassified equation (II) as being of the limit circle type if all its 
solutions are square integrable, i.e., 
for every solution x(t) of (II); o th erwise, the equation is said to be of the limit 
point type. For an excellent discussion of the limit point-limit circIe problem 
and related matters, we refer the reader to the treatise of Dunford and 
Schwartz [‘7]. Recent papers on this problem include those by Everitt [S], 
Hinton [14], Knowles [16-171, Krall [IS], K wong [19], Patula et al. [4, 11,21, 221, 
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319 
0022-0396/80/030319-20$02.00/O 
Copyright 0 1980 by AcademicPress, Inc, 
All rights of reproduction in any form reserved. 
320 JOHN R. GR-4EF 
and Wong et al. [29-323. Additional references can be found in the recently 
published monograph by Kauffman, Read and Zettl [15]. 
For the nonlinear equations (I) and (III) considerably less is known. In fact, 
the only references appear to be the papers of Atkinson [I], Burlak [3], Detki [6], 
Hallam 1121, Spikes [23], Suyemoto and Waltman [24], and Wong [28]. While 
these other authors discuss limit point criteria for unforced equations, only 
Spikes [23) gives limit circle type criteria for forced equations. The exact form 
that integrability results for equation (I) should take is not obvious. While in 
the case of equation (III) with y = 2n - 1, a a positive integer, showing that 
solutions belong to Lm seems to be the appropriate result, for equation (I) both 
and 
s 
ic x(u)f(x(u)) du < co (7 
j-a Z+(u)) du < co where F(U) = !.‘j(z~) du (**I 
0 
agree with this choice and the square integrability of solutions of equation (II) 
as well. The integrability results presented here will insure that all solutions of (I) 
satisfy both (*) and (**). We will agree to say that the nonlinear equation (I) is 
of limit circle type if all solutions of (I) satisfy (*). 
In the study of equation (II) other authors have found it convenient to 
introduce an appropriate transformation of the independent variable t, and we 
too make such a transformation on equation (I). The shape of the transformation 
is motivated by equation (III) and appears to be new. Moreover, it does not 
reduce, when y = 1, to the transformations used by other authors for equa- 
tion (II). 
Section 2 contains our limit circle criteria for equation (I) and Section 3 
contains results relating these ideas to the boundedness, oscillation, and con- 
vergence to zero of solutions of (I). The last section contains two limit point 
theorems. The first of these is related to a result obtained by Hartman and 
Wintner [13] for linear equations. The second limit point theorem, when com- 
bined with other results in this paper, yields necessary and sufficient conditions 
for all solutions of equation (I) withf(s) = x”“-l, or! apositive integer, to belong 
to L”” 
Many of the theorems obtained in this paper are analogous to known results for 
linear equations. We hope that the discussion of the similarities and differences 
given here will encourage other researchers to further explore and develop these 
properties for nonlinear equations. 
2. NONLINEAR LIMIT CIRCLE CRITERIA 
Consider the equation 
(a(t>q + &)f(“) = r(t) (1) 
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where a, y, r : [t, , CD) + R, f : R + R are continuous, a’, 4’ E AClioc[tO, CG), 
a”, q” EL&[~,, ? co), a(t) > 0, s(t) > 0, and x~(x) 2 0 for all s. When necessary 
we tacitly assume that solutions of (1) a re continuable; for a discussion of 
continuability (as well as bouridedness and convergence to zero) of solutions 
of (1) under conditions compatible with those in this paper, we refer the reader 
to the papers of Graef and Spikes [9, SO]. F or any continuous function h we 
let h(u), = max (/z(u), O> and h(u)- = max {- h(u), O> so that h(u) = A(U), - 
Am . Also, we define 
P(v) = Jy f(u) au. 
We assume that there exist positive constants k and n and nonnegative 
and 
constants, A, B, and K such that 
I+ >,2(n+ 1) 
0 < &f(x)/& - nF(x)/(n f 1) < IF(x) 
x’2/2 < /w(x) + K. 
To simplify the notation in what follows, we let LX = l/2(71 
(272 + 1)/2(n + 1). We make the transformation 
s = :, [q”(u)/a+)] dzr 
I 
and 3?(s) = r(f) 
so that equation (1) becomes 
Y + olp(tlj f w> f(r) = R(t) 
t 
where * . If = d/ds, p(t) = (a(t)~~(t))‘/a~(t)q”+~(t), P(t) = (a(t)q(t))@-“, and R(t) == 
&“(t)r(r)/$“(t). Note also that /3 - (Y = 2/3 - 1 = YZ/C~ + I). Equation (5) can 
then be written as the system 
f =;L (l/k - zj p(t)z -- P(t)f(y) + {j(t) - (l/k - c~)p~(t)}ji/k A,- R(t) ((;> 
THEOREM 1. In addition to conditions (2)-(4) assuwze that 
505/35/3-4 
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and 
s 
m [l@(u) q(u))-] dzl < CO. 
to 
Then any solutions x(t) of (1) satiesjes 
s cc F(r(u)) du < CD t(i 
and 
I- ic x(u)f(x(u)) du < co. - to 
Proof. Define 
then 
I/‘(y, z, s) - 22/2 + P(t)F(y); 
Applying conditions (2) and (3) we have 
17 < [B - 2(1/h - 4lW) 4(tN’/4t) 4(tms@PPm~~ 
-1- W)z + hw - UP - 4 p’(t)> Ydk. 
Now j yz 1 ,(r2/2 + S/2 ,( S/2 + B’(y) + K by (4), so 
rr < [B - 2(1/k - ol)][(a(t) a(t)):‘!@) 4(t)lrqqq”(t)l~ 
+ j R(t)/ (V + l/2) A- I p(t) - (l/k - ~)p’(t>l (l/k)[li + g + ~Jw(t)l. 
Since 9(t) = P’wYws”(th we have I(t) = J j(t) - (I/k - alp”(t) 1 = 
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1 p’(t) - (1,‘k - oi)$(t)qd(t)/as(t) / as(t)/q”(t). Letting r(s) denote the inverse 
function of s(t) we see by (8) that 
converges. Similarly 
converges by (9). Next observe that condition (7) implies that P(t) is bounded 
from below. Hence if we integrate v from s,, to s, use the bounds indicated 
above, apply Gronvvall’s inequahty, and then transform the integrals from s 
back to t, we see that conditions (‘Q-(9) are precisely those needed to insure 
that V(s) is bounded. Thus, 
f or some constant KX > 0, and the conclusions of the theorem follow from 
conditions (IO) and (3). 
Remark. The strong monotonicity condition (a(r)n(t))’ 2 0 required by 
Spikes [23J is not needed here. Also, Theorem 1 improves a special case of a 
comparison result of Wang [31; Theorem l] who needed r ~L”[ts , CD). 
In order to discuss the content of Theorem 1 we first specialize the result 
to the well known Emden-Fowler equation 
xN + p(t)s’ = 0 (11) 
where y is an odd positive integer and q is as before. Actually, the coroliarp 
stated below results from applying the transformation (T,) and the technique 
of proof used above directly to equation (1 I) (the PZ in (T,) is chosen so that 
y = 2n - 1). Conditions (2) and (“) J are satisfied if we take k = 2(n + 1) and 
B -= 0; clearly, (4) holds (for example, let A = n and K = 1). Since K = 2(1z + 1) 
we see from the proof of Theorem I that condition (7) is not needed. However: 
unless we ask that 4 be bounded from below, we must require the additional 
integrai condition (13) beiow. Hence we have: 
COROLLARY 2. Asszme tkat 
s Or, (q”(u)/@(u) - 6r[q’(z~)]z~q6(u)j du < ‘m t0 
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and 
s m {I q”(u)/qs(u) - 6[q’(u)]“/g”(u)(/qn’(“f1)(u)) du < co to (13) 
where 6 = (2~2 + 3)/2(n + 1) and 4 = (4~2 + 5)/2(n + 1). ;f 
s = P/4 n,‘(n+yU)] du < m (14) to 
then emy solution x(t) of (11) satiesjies St”, .P(u) du < 03. 
To see that condition (10) is sharp, consider the special case of (11) when 
q(t) = to, namely, 
?$N + pp-1 =o. (15) 
Now (10) implies that m/(n f 1) > 1, or 
c > 1 + l/n. (16) 
By asymptotic integrations it is known that all solutions of (15) belong to 
L2n[to, co) only if (16) holds (see Atkinson [l; p. 3111 or Bellman [2; p. 1631). 
Since (12) and (13) are obviously satisfied in this case, we have that (16) is both 
necessary and sufficient for all solutions of (15) to belong to L’“[t,-, , 00). 
If n = 1 so that equation (11) is linear, 
xc -j- q(t)” = 0, (17) 
then condition (12) becomes 
s ffi [ q”(u)~q”‘“(u) - (5,‘4)[q’(z~)]2/pg’4(u)( d  < co (18) 4 
and (13) becomes 
i m 1 q”(u)/q”J(u) - (5/4)[4’(u)]“!q”f4(u)/ du < co. (19) - fo 
While for large q(t) condition (IS) is not as good as the criteria of Dunford 
and Schwartz [7; p. 14141, 
r m j q”(u)/q”“(u) - (5/4)[q’(u)]“/q”l”(2)~ du < co (20) - t* 
(see also, for example, Burton et al. [4]), condition (19) is better. (We say “for 
NONLINEAR LIMIT CIRCLE CRITERIA 325 
large &)” because it is known [13,20] that equation (17) is of limit point type 
if s(t) is bounded from above.) Since, however, inequality (4) is not needed 
when the equation is linear, we could reconstruct V from our expression for v 
by using the inequality 
I(t) 1 y” j < [~((t)!~l/~(t)][~1”~(t)~y”~z + ,421 = [q#p(t)] c: 
Thus, instead of (18) and (19) we would have needed precisely the single 
condition (20) of Dunford and Schwartz. This method of reconstructing V 
from r does not yield as good a result for nonlinear equations as does the 
technique used in the proof of Theorem 1. For example, for equation (1) 
condition (8) would have to be replaced by 
- (l/k - iq(u(u) q(u))‘]“/a”+‘(u) p(U)! (u(u) q(u))(fl-~)!P du < oc), 
and for equation (11) condition (12) would have to be replaced by 
where h = (12 + 3)/2(n + 1) and $ = (372 + 5)/2(n + 11, which again are not 
as good as (8) and (12) w h en a(t)q(t) and q(t) respectively are large. Finally we 
note that in the case of the linear equation (17), condition (14) reduces to 
which, under the covering assumption (20), is known to be necessary and 
suficient for equation (17) to be of limit circle type. In this regard, it would be 
interesting to know whether or not condition (10) is necessary for the nonlinear 
equation (1) to be limit circle, 
Renuvk. Limit circle criteria under conditions similar to (20) can be found 
in the papers of Burton and PatuIa [4], Everitt [S], Hinton [14], Knowles [I& 171 
and Wang [29], and the monographs of Coppel [5] and Titchmarsh [25]. For 
the linear equation 
(a(t)x’)’ + q(t)x = 0 
Theorem 1, and in particular condition (Sj, is more easily compared to the 
results in [8], [14], or [29] than those in Dunford and Schwartz [7] since, in 
this case, we conveniently chose l/k = a. 
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3. RELKTIONSNIP TO OTHER PROPERTIES 
In this section we discuss some relationships between the nonlinear limit 
circle property and the boundedness, oscillation, and convergence to zero of 
solutions of (I). For linear equations such relationships have been discussed 
by other authors. For example, in a recent paper Burton and Patula [4J assumed 
that equation (17) was limit circle and then asked what additional conditions 
are needed to insure that all solutions are bounded. (Wang [30; p. 2841 con- 
jectured that if equation (17) is limit circle, then all solutions must be bounded. 
This has been shown to be false [19].) This same problem was discussed by 
Krall [I 81 for the more general equation (1) with f(x) = x. Theorems relating 
oscillation and the limit circle property can be found in the papers of Grimmer 
and Patula [II], Patula and Waltman [21], and Patula and Wong [22]. Results 
showing when limit circle equations have all solutions converging to zero are 
given by Burton and Patula [4]. W Te will begin with some consequences of the 
integrability criteria given in Theorem 1. 
THEOREM 3. Under the hypotheses of Theorem 1 all solutions of equation (1) 
are bounded. If in. addition F(x) > 0 ii x # 0 and a(t)q(t) + 03 as t + co, then 
all solutions of (1) cor2zlerge PO zero as t --j m. 
Prooj: From the proof of Theorem 1 we have 
Condition (7) implies that a(t)g(t) is bounded below away from zero, so F(x(t)) 
is bounded. The boundedness of x(t) now follows from condition (4). If 
a(t)q(t) -+ co as t -+ co, then the above inequality shows that F(x(t)) - 0 as 
t -+ m. Since F(x) > 0 for x + 0, we have that x(t) + 0 as t -+ 03. 
Remark. From the first part of Theorem 3 we have that all solutions of (1) 
belong to Lm[to , oo). The remark following the proof of Theorem 1 now applies 
to Theorem 2 in [31] (see also Theorem B in [30]). 
The following theorem is similar to a result of Burton and Patula (41. 
THEOREM 4. Suppose that there exist constants M > 0, N 3 0, m > 0 and 
b > 0 suck that 
x2 < Mxf(x) + N, (21) 
j ails(t) q’(t)/q312(t)l < m, (22) 
I wd~)l d 6, (23) 
s 
co 
/1-(~M4l du -c ~0, (24) tD 
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and 
i’ a (u(uj[4’(24)]2/43(u)) d~4 < a. to 
If x(t) is a li7nit circle solution oj (1). i.e., 
327 
(25) 
the72 
lffi (a(u)[x’(u)]2/q(u)~ dz4 < m. 
0 
(27) 
Prmf. Multiplying equaticm (1) by x(t)/q(t), noticing that (a(t)x’)‘x = 
(u(t)x’x)’ - a(t)[x’]“, and integrating by parts we have 
a(t) x’(t) ww - 4t1> 4t1> 4G)!Yk> 
+ s,t [u(u) x'(u) x(zc) q'(u)/qyu)] du + J-1 x(u) f(x(u)) du 
1 
- j-1 (n(zr)[x'(u)~"/~(u)> au = j-1 [x(u) r(u)!'y(u)] du (28) 
for any t, >, t, . Ry the Schwartz inequality 
/ j-1 [u(u) x’(u) X(U) q’(zt),$“(u)] du j 
< [Lt (u(u)[x’(u)]“/q(uj) du] l” 
1 
x [j-l (a(u) N”(u)[~‘(u)]~/‘~~(u)] da]l”. 
Now from (21) and (22) we have n(t)x’(t)[~‘it)3”/4”(t) 6 &I&k(t) j(x(t)) + 
Nu(t)[q’(t)]2/q3(t), so integrating and applying (25) and (26) we. obtain 
Since 
j x(t) j 7$)/y(t) < x’(t)r(tjj2q(r) + r(t)j2q(t) 
< Mh~(t)f(x(t))/2 + 7ft)pv f 1)/2q(t): 
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we see that the integral on the right hand side of (28) converges by virtue of (24) 
and (26). If x(t) is not eventually monotonic, let (tJ ---f co be an increasing 
sequence of zeros of x’(t). Then from (28) we have 
KIHII”(tj) + K, > I!&) 
where 
It follows that H(Q) < Ka < cc for all j and so (27) holds. 
If x(t) is eventually monotonic, then x(t)&(t) < 0 for t > t1 for sufficiently 
large tl > t,, since otherwise condition (26) would be violated. Using this fact 
in (28) we can repeat the type of argument used above to again obtain that 
(27) holds. 
Theorem 4 was proved in a slightly more general form by Burton and 
Patula [4; Lemma 21 for equation (17). Clearly, in the linear case condition (21) 
is not needed, and, as we see from the above proof, this renders condition (25) 
unnecessary as well. Condition (22) has been used by many authors when 
discussing limit point and limit circle criteria for linear equations. 
Under rather mild restrictions, Patula and Waltman [21; Theorem l] proved 
that the linear equation 
(a(t)x’)’ + q(t)x = 0 
is oscillatory if it is limit circle. This is not true in general for forced equations. 
For example, Theorem 1 guarantees that all solutions of 
(tx’)’ + tcx = 9/t” + 1/t, t > 1 
belong toL”[l, CD), but x(t) = l/t3 is a nonoscillatory solution of this equation. 
(It follows from Theorem 2 in [I l] that his is the only nonoscillatory solution.) 
However, we are able to prove the following result for forced equations. 
THEOREM 5. Assume that f (x) is 6ounded away from zero zy x is bounded away 
f ram zero, 
and equation (1) is limit circle in the sense that every solution of (1) satisfies (26). 
Then each solution of (1) either oscillates or converges monotonically to zero 
ast-+m 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for t 3 tl 3 t,, . 
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CiearIy lim inf,,, x(t) = 0 for otherwise condition (26) would be violated. If 
x(t) is eventually monotonic, we are done, so we assume that x(t) is not eventually 
monotonic. 
If x(t) does not converge to zero as t -+ cc, then there exists k; > 0 such 
that for any t, > 3, there exists t, > t, with x(t,) > Kr I Choose t, > t, so that 
and choose ta > t, such that “v’(tJ = 0 and x(ta) > Kr . Integrating equation (1) 
we have 
(30) 
Another integration yields 
If t, > t, is any zero of x’(t), then (30) shows that the first integral above 
vanishes, and so we have 
That is, x(t) is bounded below by K,/2 at every zero of x’(5) for t > t, which 
contradicts lim inft.+, x(t) = 0. The proof in case x(t) < 0 for t 2 t1 is similar. 
If x(t) is a solution of (1) with arbitrarily large zeros but is ultimately non- 
negative or nonpositive (Z-type solutions as defined in [!a] or [lo]), the argument 
used in the proof of Theorem 5 shows that such solution also converge to zero. 
The proof of Theorem 5 is similar to the proof of Theorem 8 in Ip]. Con- 
siderably fewer explicit hypotheses are needed here due to the strength of the 
limit circle assumption on equation (1). Condition (29) is not necessary for 
nonoscillatory solutions to converge to zero. For example, the forcing term 
in the equation preceding Theorem 5 does not sati+ (29). Other criteria for 
the convergence to zero of oscillatory and nonoscillatory solutions can be found 
in [9] and [lo]. 
If r(t) G 0, then it is possible to obtain the stronger result that ail solutions 
must in fact oscillate. In this regard we have the following theorem. 
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THEOREM 6. If in addition to the hypotheses of Theorem 5 zue assume that 
r(t) :e 0 and 
f 
m [l/a(u)] du = co, 
to 
then all solutions qf (I) oscillate. 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for 
t > tl > t,, . The proof in case x(t) < 0 for t > tl is similar and will be omitted. 
Assume that there exists tz > tl such that x’(t,) < 0. Then from equation (1) 
we have (a(t)x‘(t))’ < 0, and integrating twice we obtain 
x(t) < x(t2) + jtI [a(&) w’(tJ/a(u)] du ---f - co 
as t --+ 00. This contradicts the fact that x(t) > 0 for t > tl . Thus x’(t) >, 0 
for t > ti which leads immediately to a contradiction of (26). 
Remark. Theorem 6 extends Theorem 2(b) of Wong and Zettl [32]. 
It is possible to obtain a result of this type for forced equations without 
requiring r(t) to be small as in the case of condition (29). Instead we ask that 
r(t) oscillates in a certain fashion. 
THEOREM 7. Suppose that the hypotheses of Theorem 5 hold except possibly 
for conditiori (29). If for every c > 0 and all large E > t0 zLe have 
lim+inf lj” [l/a(u)] [j” i.(v) do- C] dj = -CQ 
E E 
(31) 
and 
lim,;up (,” [l/a(u)] [j” 1.(v) dv + c] dzll = -two, 
E E 
tken all solutions of (1) me oscillatory. 
Proof. Let x(t) be a nonoscillatory solution of (1) with x(t) > 0 for 
t > if1 3 to . Choose t, > tr so that (31) holds. If x’(t) > 0 for t > t, , then 
we would obtain an immediate contradiction to (26). Hence there exists t, 3 t, 
such that x’(tJ < 0. Letting a(t&‘(t,) = - c < 0 and integrating equation (1) 
twice we have 
x(t) < x(t,) + jt; [l/a(~)] [J;: T(V) dv - c] du. 
Condition (31) implies that $t4) < 0 for some t, > t, , and this contradicts 
x(t) > 0 for t > tl . A similar proof holds if x(t) < 0 for t > tl . 
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4. LIMIT POINT CRITERIA 
Limit point criteria for second order linear equations can be found in the 
works of many authors. Among the best known results of this type are those of 
Kartman and Wintner 113) and Levinson [20]. Titchmarsh [25, 2fjl discusses 
an important relationship between the existence of a limit point solution and 
the solution of certain boundary value problems. The importance of obtaining 
that equation (1) is of limit point type is pointed out in [13]. As a consequence 
of one of the limit point theorems given in this section, we are able to obtain 
necessary and sufhcient conditions for a special case of equation (I) to be limit 
circle. 
To simplify the notation used in the following theorem, we define the functions 
h, H : [t, : a)-+ R by 
THEOREM 5. Suppose that conditions (21)-(25) hold, thew exists Ml > 0 
such that 
and either 
(ij 1: [l/a(u) q(u)] exp (-1: h(v) dr) du = CO, 
(.33) 
Then equation (1) is of limit point type, i.e., there is a solution ~;f (1) zuich does 
not satisfy (26). 
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Boof. We will write equation (1) as the system 
If(i) holds, define 7/(x, y, t) = $(t)y’(t)/2 + a(t)p(t)F(x). Then 
y = a(t) MY + (a(t) 4(WJw >, 4t) WY - W) @w/4~) QWl~- 
Now 
V’ 2 -lMt> dw!4) 4(t) + I WI f’ - I w/2. 
From condition (33) we have 
(35) 
(l/2) SW j r(u)/ exp s” h(v) du du < ICI < co, 
to to 
so let (x(t), y(t)) b e a solution of (34) such that (x(t,,), y(t,)) = (CC*, yO) and 
V(X, , yO , t,) = V(t,) > K1 + 1. Then from (35) we have 
Integrating we obtain 
V(t) exp St h(z) du > V(t,) - Kl > 1. 
to 
Hence, 
as t + CO. In view of Theorem 4 this shows that x(t) cannot be a limit circle 
solution of (1). 
If (ii) holds, define V,(.X, y, t) = a(t)y2/2q(t) + F(r). Then Vi > r(t)y/q(t) - 
[(a(t>s(t>>+lu(t>q(t>l~~ - Since I 7(4~/s(t) I fi 0) i I(&>Y(V~~(~/, + l/2), we haxre 
v; + H(t) v, g3 - 1 r(t) j /2(a(t)fJ(t))“l”.~ 
The remainder of the proof is similar to the proof when (i) holds and is omitted. 
Remark. A result similar to Theorem 8 was proved by Wang and Zettl 
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[32; Theorem l] for equation (1) with f(x) = x and r(t) E 0. Their conditions 
imply (i) and (ii) of Theorem 8, but, on the other hand, they do not require 
condition (22). 
The following corollary is an immediate consequence of the proof of the 
above theorem. 
COROLLARY 9. If Theorem 8 we have r(t) = 0, then 1x0 nor&vial solution 
of (1) mtisfies (26). 
Remmk. When f(x) = x, Corollary 9 generalizes a result of Hartman and 
Wintner [13; p. 3031 yh w o re q uired that a(t) = 1 and that q(t) be monotonic. 
Note also that condition (32) is not an unreasonable assumption. It is satisfied, 
for example, if f’(x) > 0 and A/I, 3 1. 
In the proof of our next limit point theorem it will be convenient to have 
the following lemma at our disposal. 
LEMMh 10. In addition to conditicm (21) assume that thme exists ml > 0 
such that 
and 
f ” {[(u(u) q(u))‘]“/a(u) q3(uj) du -=c CO. 
JfO 
If x(t) is a limit circle solution of (I) (i.e., (26) holds), them 
(37j 
s Oc ([(U(U) &))‘I2 x~(u)/u(u) q3(uj) du CC CB. to 
Proof. We have 
< m,Wl 
1 m x(u)f(x(u)) du + f” {[(a(u) p(u))‘]“.‘a(u) q3(u))) dzl < x! . to d t, 
by (26) and (37). 
THEOREM I I. Sup$ose that there exist constants k, > 0, n > 0, and B, > 0 
suck that 
k, <2@z$- 1) (38) 
and 
0 < (p - cd)F(x) - xf(s)/k, < B,F(xj. (39) 
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1% addition assume that condition (4), (7)-(9), (22)-(251, (32), (36), an.d (37) 
hold with the k in condition (8) replaced by k, . If 
s ffi [l/(a(u) q(u))B-“1 da = co, h (40) 
then equation (1) is of limit point type. 
Proof. Apply the transformation (T,) to equation (1) to obtain equation (51, 
and then write (5) in the form of system (6) with k now replaced by k, . As in 
the proof of Theorem 1 we define 
and differentiate to obtain 
Xow define the functions G, g : [t, , CO) -+ R by 
and 
We can then write 
and so 
r;i $- G(t) V 3 -g(t) 
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since conditions (7)-(9) guarantee that 
for some constant Kr > 0. Conditions (8) and (9) imply that 
for some Ka > 0, so let x(t) be any solution of (I) such that V(;v(s,j, .z(s& x0) > 
KP + 1. Integrating (41) we have 
and thus 
for s >, s,, . Dividing both members of this last inequality by (n(r)p(t))a-” and 
rewriting the left hand side in terms of t we have 
a(t)[x’(t)]“/2q(t) + (a(t)q(t))‘x(t).x’(t)pg’(t) 
+ ~(~(~~~~~~~'l'~'~~~/~Waoq3(t) 
+ F(x(t)) 3 l/K&(tjq(t)>B-". (421 
If x(t) was a limit circle solution of (I), then since conditions (4) and (32) 
imply (21) we have 
.c io {u(u)[x’(u)]~~Q(u)) du < a to 
by Theorem 4. Also, 
1 m {[(u(u) q(u))‘]2 x’(u)h(u) q”(u)) du< 33 - to 
by Lemma 10, 
j Lrn ((u(u) q(u))’ x(u) x’(u),‘q”(u)) du / 
0 
< l- [s,: {[(u(u) q(~))‘]~ s’(u)‘u(u) q3(u)) dzijl” 
. [s,: (u(u)[x’(t~)]“~q(u)} dull’* < cc 
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by Lemma 10 and Theorem 4, and 
s mF(x(u)) du < co to 
by condition (32) and the supposition that x(t) was a limit circle solution. Thus 
by integrating (42) we have a contradiction. 
By combining Theorem II with Theorems 1 and 4 we can obtain necessary 
and sufficient conditions for the equation 
(a(t)x’)’ -j- q(t)x”“-1 = r(t), (43) 
11 a positive integer, to be of limit circle type, i.e., all solutions belong to 
P[t,, , co). Note first that conditions (2), (3), (38), and (39) are satisfied with 
k = kr = 2(~ + 1) and B = Bl = 0. In addition, conditions (4) and (32) are 
automatically satisfied. 
THEOREM 12. &UPM that conditions (7), (9), (22)-(25), (36), and (37) hold, 
and 
co I((@) q(u))‘/u~(u) y”“(u)} 1 du < 03. 
Then equation (43) is of limit circle type if and only if 
1 m [l/(+) q(~))-+l)] du < cc). - 4 
When we specialize this theorem to the equation 
x” + q(t)@-1 = 0. 
we obtain the following result. 
COROLLARY 13. If 
(44 
(45) 
(46) 
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awd condition (12) holds, then equation (4.5) is of limit circle type if and only ;r* 
f ” [l~‘q~‘(~i-~)(,)] du < cc. (47) 
Remark. Much of the discussion in Section 2 applies to Theorem 11, 
Theorem 12, and Corollary 13 as well. For example, condition (44) can be 
repiaced by condition (13). 
If q(t) = P in equation (45), then 
implies that on,/(n + 1) < 1, or, 
(compare this with (16)). This is in complete agreement with Atkinson’s [I] 
results, and leads us to believe that conditions (401, (44), and (47) in the above 
theorems are sharp. 
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