Rankings, representing preferences over a set of candidates, are widely used in many information systems, e.g., group decision making and information retrieval. It is of great importance to evaluate the consensus of the obtained rankings from multiple agents. An overall measure of the consensus degree provides an insight into the ranking data. Moreover, it could provide a quantitative indicator for consensus comparison between groups and further improvement of a ranking system. Existing studies are insufficient in assessing the overall consensus of a ranking set. They did not provide an evaluation of the consensus degree of preference patterns in most rankings. In this paper, a novel consensus quantifying approach, without the need for any correlation or distance functions as in existing studies of consensus, is proposed based on a concept of q-support patterns of rankings. The q-support patterns represent the commonality embedded in a set of rankings. A method for detecting outliers in a set of rankings is naturally derived from the proposed consensus quantifying approach. Experimental studies are conducted to demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
E XTENSIVE studies have been carried out in social science to measure group cohesion, in order to gain insight into the factors affecting group cohesion and further promote higher group consistency (see, e.g., [1] , [2] , [3] , [4] ). In artificial intelligence, rankings have been widely used to represent the preferences of agents (humans or systems) over a set of candidates in many information systems, such as group decision making [5] , [6] , [7] and information retrieval [8] , [9] , [10] . It is important to evaluate the degree to which the rankings obtained by different agents agree, as it would help to understand the obtained rankings. However, to the best of our knowledge, there are only a few existing studies on the evaluation of the overall consensus degree for a set of rankings. Quantifying the consensus of the obtained rankings is to provide an accurate measure about the overall agreement. It is also a quantitative indicator for comparing consensus between groups (e.g., two sets of rankings) [11] or for further improving the ranking systems. For example, in group decision making, if the consensus score is extremely low, it is necessary for the experts to adjust their rankings in order to reach an agreement [5] .
Rank correlation or distance functions, such as the Kendall's τ [12] and the Spearman's ρ [13] , have been proposed to measure the correlation or disagreement of two rankings, it is however difficult to use them to quantify the level of consensus for a set of rankings (more than two rankings) in a full picture. The Kendall's τ measures the correlation of two rankings by considering their concordant and discordant pairs, and the Spearman's ρ evaluates the rank correlation by taking into account the positions of the items in two rankings. The Kemeny distance [14] is extended to measure the pairs of disagreed preferences in two rankings. A related concept is cohesiveness, which is used interchangeably for consensus. Cohesiveness measures the similarity of preferences in a group. The most common existing approaches to measuring the similarity of preferences in a set of rankings need to calculate the similarity for each pair of rankings based on correlation functions and then aggregate the obtained results [15] . Diversity and cohesiveness are considered as two opposite concepts of rankings in social choice theory [16] . Research was carried out to measure the diversity of a ranking set based on distance functions (see [17] ) . However, these studies are far from sufficient in evaluating the overall consensus of a ranking set. In reality, it is often the case that certain preference patterns are embedded in most of the rankings obtained for a task. The existing work cannot tell the degree to which preferences over candidates are shared by the majority of the rankings. In addition, they did not provide a solution to identifying the majority of rankings in order to filter irrelevant results in the ranking set, which could play an important role in modern information systems. For instance, when providing auto-suggestion queries in search engine, the suggested terms or queries must be as close to user's search intents as possible, thus it is important to remove the outlier queries resulting in low consensus rankings from the suggestion list in order to provide the users accurate search results.
This paper studies the consensus degree of a ranking set from a different perspective to provide a full picture on the degree to which a set of rankings mutually agree. This work proposes a novel framework to analyse the consensus of rankings by considering the common patterns embedded in a ranking set. A new concept of q-support patterns is introduced to represent how common patterns are embedded in rankings, by which the preferences of a group over candidates can be expressed at a subtle and fine-grained level. A pattern is regarded as a q-support pattern if it is included by at least q rankings in the ranking set. Thus, a q-support pattern represents the partial coverage of the pattern by rankings, where the integer q can be specified as needed when a ranking system is evaluated. The consensus of rankings is quantified based on the number of q-support patterns. Compared with the existing work based on correlation or distance functions, this new approach gives a finer characterization and quantification of the commonalities embedded in the rankings.
The contribution of this paper includes: (1) a new representation of the commonality within a set of rankings -q-support pattern is proposed; (2) a new framework (non-distance or non-correlation) for quantifying consensus with q-support patterns is introduced; (3) an efficient algorithm is developed to calculate consensus scores and characterize the set of q-support patterns; (4) consensus scores are defined for each ranking to reflect its relationship with the other rankings, which can be used to detect outliers in a ranking set; (5) extensive experiments have been conducted to show the effectiveness and usefulness of the proposed approach.
The rest of the paper is organized as follows. In Section II, related work on the pairwise comparison of rankings and the measure of consensus and diversity of rankings is reviewed. In Section III, the q-support pattern of rankings is formulated and consensus scores are defined based on it. An algorithm is then introduced to quantify ranking consensus. In Section V, an outlier detection method is developed. In Section IV, weighted consensus scores are defined. Section VI gives experimental studies to evaluate the proposed approach. Section VII concludes this paper.
II. RELATED WORK Rank correlation and distance functions. Historically developed by Maurice Kendall in 1938 [12] , Kendall's τ measures the correlation between two rankings by considering the numbers of pairwise items ranked in the same orders and in opposite orders. Suppose that we consider rankings over candidates {σ 1 , σ 2 , · · · , σ n }. A ranking is an ordered list in which items in higher positions are more preferred than items in lower positions. Let π(·, ·) be the position function. The function π(σ i , r l ) returns the position of item σ i in ranking r l . The Kendall's τ for two rankings r l and r z is
This coefficient is in the range −1 ≤ τ (r l , r z ) ≤ 1, where value 1 correspons to the case that the two rankings are in the same order and value −1 indicates that one ranking is in the reverse order of the other. Spearman's ρ proposed by Charles Spearman in 1904 [13] is defined based on the position of each item in two rankings as follows
These rank correlation functions do not take into account the varying relevance of ranked items in different positions. They are not suitable for evaluating the rankings where items at the top of a ranking are much more important than those at the bottom [18] . Further studies on weighted rank correlation were carried out extensively based on these two functions [19] , [20] , [21] , [22] , [23] , [24] , [25] . More reasonable variants of rank correlation functions were also proposed in the literature [26] , [27] , [28] , [29] .
Distance metrics have been used to analyze ranking data. One of the most widely used distance functions to measure rankings is the Kemeny distance [14] . It is defined as the sum of pairs where the ranking preferences disagree. One can refer to [30] , [31] , [32] for more information about the commonly used distance metrics.
Measuring consensus and diversity of rankings. In existing studies, consensus and diversity of rankings are typically measured by making pairwise comparisons of the rankings and aggregating the comparison results. Thus, two key issues with these approaches are the utilization of proper comparison metrics and aggregation methods. A consensus measure was first proposed in [11] with simple axioms including unanimity, anonymity and neutrality. Work [17] improved the study of [11] by considering weighted Kemeny distance. Extended work with more reasonable distance metrics was carried out [33] , [34] , [35] , [36] . In [16] , a generalization of work [15] was developed with a geometric mean aggregator and the leximax comparison.
III. QUANTIFYING CONSENSUS WITH q-SUPPORT PATTERNS
This section first defines the q-support patterns and consensus scores of a ranking set. Then, an algorithm is presented to calculate the consensus scores by utilizing matrices to represent the q-support patterns.
A. q-support patterns Let C = {σ 1 , σ 2 , · · · , σ n } be a set of n candidates to be ranked. A ranking r l = (r l1 , r l2 , · · · , r lm ) is an ordered list in which item r li ∈ C is more preferred than item r lj ∈ C for i < j. Given two items σ x and σ y ∈ C, if there exists i ≤ j such that r li = σ x and r lj = σ y , we write σ x σ y r l ; otherwise σ x σ y r l . Specially, if σ x = σ y , σ x σ x r l simply means that item σ x is included in ranking r l , also written as σ x r l .
It is usually the case that most of the rankings obtained for a task share certain commonality. Suppose that there is a set of rankings R = {r 1 = (a, b, c, d, e, f ), r 2 = (b, a, c, d, e, f ), r 3 = (a, b, c, e, d, f ), r 4 = (c, b, d, e, f, g)}. It can be seen that item a and the pairwise item bc are common patterns for most of the rankings, but not for all the rankings in R (e.g., bc r 1 , bc r 2 , bc r 3 , but bc r 4 ). These patterns, partially included in a set of rankings, show the extend to which the rankings agree. Therefore, it is necessary to consider these patterns to understand the consensus level in a set of rankings. As such, we define the following q-support patterns for a ranking set.
Definition 1 (q-support patterns). Consider a set of N rankings R = {r 1 , r 2 , . . . , r N } over candidate set C = {σ 1 , σ 2 , · · · , σ n }. For σ x and σ y ∈ C, we have the following subset R (σ x , σ y ) ⊆ R R (σ x , σ y ) = {r z |σ x σ y r z , r z ∈ R} .
(1)
The notation σ x σ y q R means that σ x σ y occurs in at least q rankings in R. We use S 1 (q) and S 2 (q) to respectively denote the set of the single q-support items and the set of the pairwise q-support patterns, i.e.,
The set S 1 (q) is important in the evaluation of incomplete rankings, where not all the candidates under consideration are ranked in the rankings. It gives the items with more preferences among the candidates, which are ranked in at least q rankings. The set S 2 (q) collects the most preference orders of the items in S 1 (q).
B. Consensus scores
The q-support patterns describe how common patterns are embedded in rankings. This section first defines individual consensus scores for a ranking r l ∈ R based on the q-support patterns. Then, the overall consensus scores are introduced for the ranking set R. The relative consensus degree that a ranking r l shares with the others can be revealed by the individual and the overall consensus scores. In Section V, it shows that this information can be used in the detecttion of an outlier from a ranking set.
The following individual consensus scores are defined for a ranking r l .
Definition 2 (Individual consensus scores).
For an arbitrary ranking r l = (r l1 , r l2 , · · · , r lm ) ∈ R, the sets of the single q-support items and the pairwise q-support patterns are defined as
The individual consensus scores of r l are
where N respectively represent the number of the ranked items and the pairwise patterns of r l .
Definition 3 (Overall consensus scores).
For a ranking set R with the individual consensus scores defined as Eqs. (6) and (7), the overall consensus scores of R areκ
The individual consensus scores measure the proportions of the preference patterns of r l embedded in at least q rankings, where κ r l 1 (q) measures the consensus in terms of single q-support items and κ r l 2 (q) measures the consensus in terms of pairwise q-support patterns. The overall consensus scores give the average proportions and they are used to evaluate the consensus degree of a whole ranking set. They have the following property. Property 1. The overall consensus scores satisfy
The scoreκ 1 (q) = 0 if and only if arbitrary q rankings in R share no common item, andκ 1 (q) = 1 if and only if every ranked items of all the rankings is shared by at least q rankings. Similarly,κ 2 (q) = 0 if and only if arbitrary q rankings in R share no common pairwise pattern, andκ 2 (q) = 1 if and only if every pairwise preference pattern of all the rankings is embedded in at least q rankings.
C. An efficient algorithm to quantify consensus
In this section, a matrix representation is introduced to represent the q-support patterns, shown in Theorem 1, which implies an algorithm for calculating the consensus scores.
For a ranking r l = (r l1 , r l2 , · · · , r lm ) ∈ R and ∀r z = (r z1 , r z2 , · · · , r zu ) ∈ R, with the position function
and the Heaviside function
we define
and matrix
Then, we have
where
T is an m-row vector of all ones.
Proof. By Eq. (12), it can be known that π (r li , r z ) gives the position of item r li in r z . From the definition of f (r li , r lj ), it can be seen that f (r li , r lj ) counts the number of rankings ∀r z ∈ R satisfying r li r lj r z . Thus, the entry
represents r li r lj q R. Moreover, note that e T A r l e gives the sum of the all entries in matrix A r l . Therefore, the result of (16) and (17) can be further obtained based on Definition 2.
The matrix A r l provides a proper representation of the q-support patterns in r l . This representation can further facilitate the analysis of the commonality that individual rankings share with the others. Based on Theorem 1, we develop Algorithm 1 to calculate the consensus scores and characterize the q-support patterns more efficiently. Suppose q = 2N 3 , which means that we consider r li r lj as a common pattern if it is contained by at least two third of the rankings. For r l , l > 3 -support pattern, it must be included by one of the rankings r x ∈ {r 1 , r 2 , . . . , r N 3 +1 }. Thus, we do not need to calculate A r l [j, i] by always checking all the rankings. Line 7 in Algorithm 1 checks if r li r lj of r l is included by a ranking r x for which matrix A rx has already been constructed. If the number of the rankings whose corresponding matrix is not constructed is greater than q, we look for Algorithm 1: Quantifying consensus with matrix representation Data: A set of rankings R, the value of q Result: κ f (r li , r lj ) = 0 
in the considered rankings {r 1 , r 2 , . . . , r l−1 }; otherwise we only check if there is an r x in the first N −q+1 rankings. As shown in Lines 8 and 9, if r li r lj has been considered in a constructed matrix for r x , it is not necessary to recalculate the corresponding entry of the current matrix A r l and the entry is equal to that of A rx corresponding to the pattern. Otherwise, as in Line 10, only when the number of the rankings {r l , r l+1 , . . . , r N } is no less than q, r li r lj has the possibility to be a q-support pattern. In this way, the computation cost can be significantly reduced. From Lines 11 to 16, f (r li , r lj ) accumulates the number of rankings containing r li r lj . To further improve the computation efficiency, the sum of f (r li , r lj ) and the number of the remaining rankings is checked during the accumulation process. If it is less than q, then r li r lj has no chance to be a q-support pattern and there is no need to check if the remaining rankings contain r li r lj .
The following example shows how the matrix representation can be used to evaluate the ranking consensus. 
4 (3) = {af, ba, bc, bd, be, bf, cd, ce, cf, de, df }.
IV. QUANTIFYING CONSENSUS WITH CONSIDERATION OF POSITIONS AND POSITION GAPS
The rank positions of an item and the position gaps of pairwise items may be significantly different in a ranking set. Consider the items a and f in Example 1. The rank positions of item a are π(a, r 1 ) = 1, π(a, r 2 ) = 6, π(a, r 3 ) = 3, π(a, r 4 ) = 2 and the position gaps of the two items are π(f, r 1 )−π(a, r 1 ) = 5, π(f, r 3 )−π(a, r 3 ) = 3, π(f, r 4 )−π(a, r 4 ) = 3. These differences influence the ranking consensus. However, the consensus scores defined in the previous section only involve the existence of q-support patterns. To reflect the importance of these position and gap information, the following definition presents an extension to Eqs. (6) and (7), for quantifying the consensus of a ranking set more effectively.
Definition 4 (Weighted individual consensus scores). The weighted consensus scores of ranking r l ∈ R are
where the constants 0 < γ ≤ 1 and 0 < λ ≤ 1 are the weights, h(r li , r l ) is the deviation of the position of r li in r l from its average position in the ranking set, and d(r li , r lj , r l ) is the deviation of the position gaps between r li and r lj in r l from the average.
The deviations h(r li , r l ) and d(r li , r lj , r l ) are calculated as follows. For ranking r l ∈ R, we have the sets S r l 1 (q) and S r l 2 (q) of the q-support patterns defined as Eqs. (4) and (5), the function f (r li , r lj ) in the form of Eq. (14) , and the subset R (r li , r lj ) of R containing pattern r li r lj as Eq. (1). The average position of item r li in the ranking set is defined as
The deviation h(r li , r l ) is h(r li , r l ) = |π(r li , r l ) −π(r li )|.
The position gap between r li and r lj in ranking r z is ω(r li , r lj , r z ) = π(r lj , r z ) − π(r li , r z ).
The average position gap of r li and r lj in the ranking set is defined as
The deviation d(r li , r lj , r l ) is d(r li , r lj , r l ) = |ω(r li , r lj , r l ) −ω(r li , r lj )|.
From the definition, it can be known that smaller values of γ and λ reflect greater impact of the deviations of item positions and position gaps in rankings on the consensus scores. It is worth noting that the consensus scores defined in the previous section are a special case of the weighted consensus scores with γ = 1, λ = 1. Here, we do not need to make any change to the overall consensus scores defined in Definition 3.
To calculate the weighted consensus scores with the matrix representation, Eq. (15) in Theorem 1 is changed to
Small change will be needed in Algorithm 1. We follow the steps of Algorithm 1 and change the way to calculate A r l [j, i] in Line 8 to the following form
Line 19 is replaced by
and meanwhile the average positionπ(r li ) or the average position gapω(r li , r lj ) is recorded in here for further use in Line 8.
Remark 1 (Rankings with ties).
Rankings with ties are used in the case that the preferences over some items are identical. Let r z = (T z1 , T z2 , · · · , T zn ) be a ranking with ties, where T zi , i ∈ [1, n] is a set of items with identical preference. For i < j, every item in T zi is more preferred than all the items in T zj . The proposed approach can be extended to rankings with ties by making small change to the position function. Specifically, we can replace Eq. (12) with
to make the approach applicable to evaluate the consensus of rankings with ties.
V. DETECTING OUTLIERS
The individual consensus scores κ r l 1 (q) and κ r l 2 (q) directly reflect the (weighted) numbers of q-support patterns that r l shares with the other rankings in R. For instance, ranking r 3 in Example 1 shares less 3-support patterns with the others, thus it has much lower consensus scores. This can be used to detect outlier rankings, which have low consensus with most rankings. The following outlier detection method is naturally developed from the consensus quantifying approach.
Consider a ranking set R with overall consensus scoresκ 1 (q) andκ 2 (q) for a given q. Define the relative deviations of the individual consensus scores of ranking r l ∈ R from the overall consensus scores as
Note that v r l 1 (q) < 0 and v r l 2 (q) < 0 imply that the ranking r l has lower consensus scores than the overall averages. For given constants 1 > 0 and 2 > 0, if v r l 1 (q) < − 1 or v r2 1 (q) < − 2 , we regards r l as an outlier of the ranking set. The values of 1 , 2 depend on the specific need for a system. This outlier detection method can be used to figure out irrelevant rankings in the ranking set and consequently identify the majority of rankings with higher consensus. It is of great importance in many scenarios, e. g., design of auto-suggestion queries in search engine. It is worth noting that one potential application of the obtained detection method is to improve rank aggregation. Rank aggregation is the task of aggregating the preferences of different agents to generate a final ranking. The outliers of rankings/agents play a negative role in drawing a consensus ranking. Even though many existing studies have been carried out on rank aggregation [37] , [38] , [39] , there is still room to improve aggregated rankings so that the aggregated result is as close to the ground truth as possible. This will be studied in a separate paper.
VI. EXPERIMENTAL STUDIES
This section shows how the proposed approaches can be used to evaluate consensus for a set of rankings. The source code is available at https://github.com/zhiweiuu/secs. 
A. Analysis of the Mechanical Turk Dots datasets
The Mechanical Turk Dots datasets [40] include four publicly available datasets obtained for four dots tasks. These datasets each contain rankings obtained by 794 to 800 voters over four candidates. Each candidate corresponds to a certain number of random dots. The voters are asked to rank the candidates from those with the least dots to the most. Each task contains candidates with 200, 200+i, 200+2i, and 200 +3i dots, where i = 3, 5, 7, 9 respectively for the four tasks. Figure 1 shows the proportions of rankings in each dataset with different Spearman's ρ to the ground truth ranking. The values of different Spearman's ρ are distinguished by colors. It can be seen that the proportions of rankings with high Spearman coefficients 0.8 and 1.0 increase from Dataset 1 to Dataset 4, while that with coefficient 0.4 decreases significantly. The ranking consensus degrees seem increasing from Dataset 1 to Dataset 4. We apply the proposed approach to accurately compare these datasets.
The overall consensus scores without weighting are first considered. Since the datasets have complete rankings, i.e., all the candidates under consideration are ranked in the rankings, the consensus scores of the single items satisfyκ 1 (q) = 4 for all q and all the datasets. Figure 2 gives the overall consensus scoresκ 2 (q) with respect to q N , where q N ≥ 0.5 indicating that the commonality embedded in half or more than half of the rankings is evaluated. The trend of the overall consensus scores for the four datasets is clear. Dataset 4 has the largest overall consensus score, which indicates that Dataset 4 has the most q-support common patterns. Specifically, it can be seen from the figure that, when q N is 0.5, the consensus scoreκ 2 (q) is 0.59, 0.62, 0.68, and 0.71 respectively for Dataset 1, 2, 3 and 4. This means that on average, 59.00%, 62.00%, 68.00%, and 71.00% of the pairwise patterns of a ranking are N 2 -support patterns in Dataset 1, 2, 3 and 4, respectively. As the value of q increases, the consensus scores decrease. When q N reaches 0.67, the consensus score is zero for Dataset 1, which means that arbitrary q ≥ 0.67N rankings in the dataset have no common pattern. On the other hand, the consensus scores are 0.12, 0.37, 0.38 for Dataset 2, 3, 4. In other words, on average, 12.00%, 37.00%, 38.00% of the patterns of a ranking are supported by at least 0.67N rankings in the corresponding dataset.
The overall consensus scores with weightings are then evaluated. Figure 3 shows the consensus scores with respect to the weights γ and λ for a fixed q = ) with respect to λ Table I for the cases without weighting and with weighting parameters γ = 0.5, λ = 0.5. By comparing the two cases, it can be found that the ratios with weightings on the deviations of the position and position gaps are higher than those without weightings. This reveals that the differences of the positions of the single q-support items and the position gaps of the q-support patterns decrease from Dataset 1 to Dataset 4. The relative deviations of κ
is also studied to verify the effectiveness of the proposed outlier detection method. By choosing λ = 0.5, the result in Table II (1, 2, 3, 4) , i.e., the ground truth ranking. This enhances the advantage of the proposed consensus quantifying approach over the pairwise comparison approaches, where no common patterns of the rankings are specified.
B. Evaluation of the information retrieval results of the 2015 CLEFeHealth Lab Task 2
This experiment focuses on top-k rankings using the dataset of the CLEF 2015 eHealth Evaluation Lab Task 2 [41] , instead of the complete rankings in the previous section. The CLEF 2015 eHealth Evaluation Lab Task 2 aimed to foster the design of web search engines in providing access to medical information especially for self-diagnosis information, since commercial search engines were far from being effective in the field. The problem considered in the task was to retrieve web pages for queries related to different medical conditions. The queries were pre-generated by showing images and videos of medical conditions to potential users. There were 67 queries selected to be used in the task for 23 medical conditions, among which 22 conditions had three queries and one condition had one query. The queries were first created in English and then translated into several other languages. The document collection made available to the participates for information retrieval contains approximately one million web pages on a broad range of health topics. The participates were asked to submit up to ten runs for the English queries. The first run of each team was with the highest priority for selection of documents to contribute to the final assessment. Twelve participating teams submitted their English information retrieval results. This section evaluates the information retrieval results of the first English runs. Given that the first two pages of a users search result probably draw the most attention in practice, the top-20 retrieved documents for each query are considered in the evaluation. The conventional Speamans ρ and Kendalls τ measure the correlation of two complete rankings, as they compare the positions of same items in the two rankings. For this dataset with incomplete rankings, the Spermans ρ and Kendalls τ for top-k rankings proposed in [18] are employed to measure the correlations for the 67 queries. Because a typo exists in the 62 nd query, there is no record of some teams for this query in the dataset. This query is not considered in the following analysis. Since there is no ground truth ranking available, we pairwisely compare the ranking for a query obtained by each team with the rankings of the other teams and take the average. The obtained comparison results of the team for a query are further aggregated by taking their average. Figure 4 gives the results of Kendalls τ . Note that a key parameter p is introduced in the calculation of Kendalls τ for top-k rankings in [18] . This parameter corresponds to the penalty for the case that two items σ i and σ j appears in one ranking r l and none of them are considered in the other compared ranking r z . In this case, the term sgn(π(σ i , r l ) − π(σ j , r l ))sgn(π(σ i , r z ) − π(σ j , r z )) is set to be p. We normalized the Kendalls τ to the domain of [−1, 1]. The parameter p = 1 gives an optimistic approach. It implies that σ i and σ j in r z are regarded as in the same order as in r l when there is no enough information about them. When p = 0, it gives a neutral approach. It can be found in Figure  4 (a) and Figure 4 (b) that the Kendalls coefficients are highly depends on the value of p. The result of Spearmans ρ is shown in Figure 5 . If an item σ i in one top-k ranking r l does not appear in the other compared top-k ranking r z , then the position π(σ i , r z ) is set to . In Figure 5 , is chosen to be k + 1. The Spearmans ρ also depends on the value of .
Unlike the Speamans ρ and Kendalls τ for top-k rankings, where assumptions about unknown factors are made without sufficient information and may consequently lead to bias in the measurement results, the proposed approach has no such problem and the consensus of a ranking set is measured more intuitively based on q-support patterns. It provides a clear understanding about the commonality emmbedded in the rankings obtained with different information retrieval approaches, and it can help to find hard topics in the information retrieval task. Figure 6 shows the 6-support (i.e., Figures 4 and 5 . However, our results based on q-support patterns, especially the pairwise patterns, reveal more obvious and detailed information. It can be seen from Figure 6 (a) that the consensus scorē κ 1 (6) > 0.5 for queries 10, 13, 15, 20, 24, 25, 31, 38, 57, 58, 59, 67 . This means that, on average, more than 50% of the ranked items in a ranking for these queries are emmbedded in at least half of the ranking set. When the orders of these ranked items are further considered, Figure 6 (b) shows that, on average, more than 15% of the pairwise patterns of a ranking are supported by at least half of the rankings for queries 20, 24, 25, 38, 57, 58, 59 , 67. Figure 7 shows the 6-support consensus scores with the weighting parameters on the deviations of positions and position gaps being γ = 0.9, λ = 0.9. It can be noticed that queries 58, 25, 24, 55 have higher consensus scoreκ 2 (6), which indicates that the rankings of these queries share more weighted pairwise q-support patterns. Moreover, the consensus scoreκ 1 (6) for these queries are also high. In contrast, the consensus scores of queries 64, 48, 11, 33 are much lower. The detailed information of these queries is given in Table III and  Table IV . By comparing the two tables, it can be found that the queries with clear descriptions or for typical symptoms tend to have higher consensus scores, while vague descriptions or uncommon symptoms lead to retrieval results with lower consensus scores. The consensus of the information retrieval results for each topic is also evaluated with the proposed approch. The queries for each topic are supposed to link to an identical medical conditions. The consensus based on 2-support patterns is studied for the 22 topics each with three queries. Topic 13 is not considered, since it associates with query 62 having incomplete record in the dataset. We take the average of the consensus scores of the ranking sets of the 12 teams. The results are given in Figure  8 . Specially, the rankings of topics 15 and 11 have the highest average consensus scores, and the average consensus scores for topic 21 and topic 18 are the lowest. By comparing the topics and the details of the related queries in Table V and Table VI , it can be found that the diseases of topics 15 and 11 are more common diseases to be easily self-diagnosed and the generated queries share more commonalities. On the contrary, the topics with low consensus scores have more diverse queries, thus they can be regard as hard topics, which can be used in further tasks for the development of more advanced search engines. 
VII. CONCLUSION
This paper presents a novel approach to quantifying the consensus degree of a ranking set. A new concept of q-support has been introduced to represent the common patterns embedded in the rankings. A matrix representation has been developed to describe the commonality within a ranking set that is shared by an individual ranking, on the basis of which an algorithm has been developed to quantify the consensus efficiently. Moreover, a scheme for detecting outliers in a ranking set is derived from the consensus quantifying approach. Consensus evaluation with weighting on item positions and position gaps has also been considered. Compared with the existing methods based on correlation or distance functions, our approach can characterize and quantify the group preferences more explicitly and it also lays the foundation for the effective detection of outliers and the development of rank aggregation algorithm, which have been illustrated in the experimental studies.
