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Введение 
Высокая точность дифференциального режима обработки измерений Глобальных 
Навигационных Спутниковых Систем (ГНСС) востребована во многих областях, в том числе: 
при позиционировании автомобильного транспорта, в картографировании, геодезии; для 
компенсация вертикальных ускорений из показаний гравиметра; для навигационного 
обеспечения данных путеизмерительных ж/д вагонов. В этих и некоторых других задачах 
протяженные пропуски и редкое поступление данных ГНСС в условиях ограниченной 
видимости спутников и приема отраженных сигналов представляют собой достаточно 
распространенное явление. Так, например, в реальном времени приходится сталкиваться с 
пропусками в поступлении дифференциальных поправок (ДП) к кодовым измерениям ГНСС 
из-за сбоев на базовой станции, вырабатывающей ДП, и в радиоканале связи, по которому они 
транслируются [1,2]. В силу этого возникает потребность в прогнозе ДП, точность которого 
существенно зависит от адекватности модели, описывающей прогнозируемый процесс.  Стоит 
подчеркнуть, что описание погрешностей данных ГНСС и ДП с помощью стохастической 
модели проблематично из-за нестабильного состояния ионосферы и тропосферы. Кроме того, 
стандартный способ прогноза ДП по коэффициентам их линейного тренда, предусмотренного 
в формате RTCM, неэффективен из-за низкой точности этих коэффициентов, которые 
определяются лишь по последним значениям ДП [3]. 
Цель работы – получение эффективных по точности и вычислительным затратам 
решений задач прогноза спутниковых данных в условиях отсутствия для них моделей в виде 
стохастических уравнений. 
Постановка задачи 
Пусть для дискретных моментов времени 0kt t k t   , ,0k m  , 0m   с интервалом 
дискретности t  имеются значения ДП к измерениям одного и того же спутника, которые 
имеют вид 
( ) ,k k kd g t              (1) 
где k  – дискретный белый шум с гауссовским распределением вероятности, kg t( )  – 
низкочастотная составляющая ДП. 
Составляющая kg t( )  на интервале времени [ ; ]m nt t  с положительным целым n 
представляется в форме  
( ) ( )g t с t ,            (2) 
где  
 2 20 2 1 0 2( ) ( ) / ( )( ) /  = ( )m mt b b t t T b b b t t T B t b         .                                 (3) 
Здесь 0 1 2, ,b b b  - постоянные коэффициенты, ( )T m n t   , 0 1 2( , , )
Tb b b b , ( )B t  – 




Для ( )t  справедливы неравенства  
( ) ,  ( ) 1,t t                          (4)  
где  – заданный параметр. Требуется спрогнозировать ( )g t , используя в качестве измерений 
ДП (1).  
Существует три основных подхода к решению: детерминированный [4], 
стохастический [5,6] и квазидетерминированный [7]. Новизна работы заключается в решении 
задачи прогноза ДП на базе квазидетерминированного подхода. Более подробно результаты 
исследования изложены в [8,9]. 
Алгоритмы прогноза 
В работе рассматриваются следующие 4 алгоритма прогноза ДП: 
Алгоритм квадратичного прогноза с учетом ограничений (КПО), который предполагает 
решение сформулированной выше задачи с учетом выражений (2), (3) и неравенств (4), 
ограничивающих величину ( )g t  и ее производную.  
Алгоритм квадратичного прогноза (КП), подразумевающий параболическую 
аппроксимацию ( )g t  на интервале [ ; ]m nt t  без учета ограничений. 
Алгоритм линейного прогноза с ограничениями (ЛПО) выполняет прогноз ( )g t  на 
момент nt  по формуле 
0 0 0( ) ( ) ( )( )n ng t g t g t t t   , n=1,2,…   (5) 
считая, что для ( )g t  на интервале 0[ ; ]mt t  справедливы (2) – (4). 
Алгоритм линейного прогноза (ЛП) действует по той же формуле (6), когда ( )g t  на 
интервале 0[ ; ]mt t  представляется в виде неограниченной параболы. 
Кроме того, как простейший вариант прогноза рассматривается фиксация последней 
ДП (ФП), т.е. 0ng t d( ) , n=1,2,… 
Рассмотрим особенности предложенных автором алгоритмов КПО и ЛПО. Во-первых, 
медленноменяющаяся составляющая поправок  представляется  в виде:  
                 20 0 1 2( )= ( ) ( )g t g t a a a A a,                   (6) 
где 0t t    - обратное время, ( )A   - матрица-строка. 
При этом ДП поступают в обработку в обратном порядке - 0 1d ,d ,... и т.д. Они 
обрабатываются рекуррентно с помощью фильтра Калмана (ФК), который оценивает вектор 
0 1 2(   )
Ta a , a , a  коэффициентов полинома (6). Предполагается, что на коротком интервале 
прогноза с помощью полинома второго порядка можно передать локальные особенности 
поведения ДП, а для экстраполяции поправок на длительном интервале использовать более 
длительную накопленную предысторию ДП. Также принято, что для прогноза ( )g t  на n шагов 
используется rn    ДП, т.е. 1m rn     , где r>0 – заданный параметр, .    - операция 
округления до ближайшего целого в большую сторону. 
На каждом шаге согласно известным соотношения ФК формируется оценка a  и 
матрица ковариаций ошибки оценки aP . Далее a  и aP  пересчитываются в b  и bP  для 
представления (3) и для каждого шага формируется вектор 0 1 2(   )
Tb b , b , b . На 
заключительном этапе требуется уточнить оценку вектора b за счет информации о соблюдении 
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неравенств (4) для функции ( )t  и ее производной и предусмотренной в (2) связи этой 
функции с ( )g t . Уточнение сводится к задаче условной минимизации  
1ˆ arg min( - ) ( - )T b
b




,    (7) 
где Β  − область, включающая те и только те значения вектора b , при которых выполняются 
ограничения (4). Также в [7] показано, что задача (7) эквивалента максимизации функции 
правдоподобия 0( ,..., | )mf d d b  по той же области Β . Очевидно, что применение (7) 
предпочтительнее, так как непосредственная максимизация 0( ,..., | )mf d d b  при большом числе 
ДП оказывается чрезмерно трудоемкой, а в реальном времени может оказаться и вовсе 
нереализуемой. В итоге, оценки прогноза ( )ng t с помощью КПО и ЛПО формируются  по 
уточненной оценке b̂  в соответствие с выражениями (2), (3), а в случае ЛПО еще и с учетом 
(5). 
Результаты обработки экспериментальных данных 
Путем обработки натурных данных в среде Matlab проведено сопоставление алгоритмов КП, 
ЛП, КПО, ЛПО, а также ФП. Для эксперимента использованы ДП к кодовым измерениям в 
формате RTCM – сообщения RTCM21, полученные с помощью приемника NovAtel DL-V3 
[10] с дискретностью t=1с. В экспериментах использованы две выборки реализаций ДП, 
полученные на суточных интервалах в разное время года, что исключало одинаковое 
состояние ионосферы и уменьшало сходство поведения ДП в двух выборках. Каждая выборка 
включает 55 непрерывных реализаций ДП. Первая выборка использована в качестве 
обучающей для алгоритмов КПО и ЛПО, а вторая - тестовой. На основе решений, полученных 
по обучающей выборке при r=1, определены c из (2) и   из второго неравенства (4), которые 
обеспечивают минимум СКО. При этом   зависит от длительности прогноза, а c можно 
считать константой. Далее, алгоритмы КПО, ЛПО, настроенные на установленные по 
обучающим решениям c и  , проходили апробацию по тестовой выборке реализаций ДП. На 
рис. 1 приведены СКО прогноза ДП от 0 до 1000 с для всех рассматриваемых алгоритмов, 
полученные по множеству реализаций ДП из обучающей и тестовой выборок.  
 
 
Рисунок 1− СКО прогноза ДП с использованием обучающей (слева) и тестовой (справа) 
выборки. КП (синий), ЛП (фиолетовый), ФП (красный), КПО (зеленый) и ЛПО (оранжевый) 
Из приведенных графиков следует, что для каждого алгоритма результаты, полученные 
по обучающей и тестовой выборкам, не имеют принципиальных отличий. Наиболее точными 




700с становится все более заметным преимущество ЛПО, достигающее на 1000 с прогноза 10-
15% по отношению к СКО для КПО и ФП. 
Далее алгоритмы прогноза тестировались при увеличенной по отношению ко времени 
прогноза длительности интервала учитываемых ДП. Здесь рассматривались варианты с 2r   
и 3r   опять же для прогноза до 1000 с. Результаты приводятся в табл. 1 только для тестовых 
выборок ДП с ограничениями, доопределенными по обучающей выборке для расширенного 
интервала T относительно полученных при r=1. 
Таблица 1 – СКО прогноза низкочастотной составляющей ДП (м) при r=1,2,3  
Алгоритм прогноза r=1 r=2 r=3 
Длительность прогноза, с 
 500 1000 500 1000 500 1000 
КП 2,75 2,9 1,48 2,15 0,9 2,3 
ЛП 1,48 1,8 1,1 1,9 0,8 1,95 
ФП 0,95 2 0,95 2,14 0,95 2,14 
КПО 0,93 2,2 0,96 2,14 0,97 2,15 
ЛПО 0,88 1,7 0,87 1,71 0,88 1,7 
 
Из таблицы следует, что только трехкратное увеличение длительности 
обрабатываемых ДП позволяет алгоритму КП приблизиться к результатам ЛПО и КПО на 500 
с прогноза, которые они демонтировали при 1r  . Для алгоритма ЛП достаточно двукратного 
увеличения длительности учитываемых ДП, чтобы конкурировать с ЛПО и КПО на 500 с 
прогноза. Говоря о прогнозе на 1000 с, стоит отметить, что при r=2 и r=3 алгоритмы КП и ЛП 
показывают результаты, близкие к результатам ЛПО и КПО при r=1.  
 
 
Рисунок 2 Разность между СКП ФП и СКП КПО (слева) и СКП ФП и СКП ЛПО (справа) 
ЛПО в условиях, когда m+1=n (r=1) при n<mmax+1, и m=mmax при nmmax+1 
Вместе с тем алгоритмы были апробированы в условиях, когда m может увеличиваться 
лишь до некоторого mmax, т.е. слева от момента начала прогноза t0 доступно лишь 
ограниченное количество ДП. Результаты приведены на рисунке 2, из которого следует, что 
при mmax =500 (длительность измерений в 2 раза меньше горизонта прогноза) ЛПО лучше ФП, 
а хуже лишь при mmax =100, 200. Это подтверждает устойчивость разработанного алгоритма к 
сокращению числа доступных измерений. Стоит отметить, что алгоритмы КП и ЛП в этом 
случае оказались неэффективны, так как уже начиная mmax =500  с их СКО превышало 10 м. 
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Предложены и апробированы на натурных данных экономичные в вычислительном плане 
алгоритмы квадратичного и линейного прогноза ДП к кодовым измерениям. Ключевыми 
особенностями предложенных алгоритмов являются: описание ДП с помощью полиномов, 
оценивание полиномиальных коэффициентов по принятым до перерыва ДП с помощью ФК в 
обратном времени, уточнение коэффициентов с учетом ограничений на величину ДП и их 
производных. Предложенные алгоритмы сравнивались с 3 существующими алгоритмами 
прогноза: квадратичным и линейный прогнозами без ограничений и с фиксированным 
прогнозом. Наилучшим с точки зрения СКП прогноза медленноменяющейся составляющей 
поправок является ЛПО, в котором до перерыва в поступлении поправок применяется 
квадратичное представление медленноменяющейся составляющей с учетом ограничений на 
ее величину и производную, а на участке прогноза – ее линейное представление. С помощью 
разработанных экономичных алгоритмов прогноза медленноменяющейся составляющей 
поправок получено 10-15% преимущество перед фиксированным прогнозом и 2-3 кратный 
выигрыш перед линейным и квадратичным прогнозом без ограничений. 
Выражаю благодарность своему научному руководителю д-р техн. наук Кошаеву Д.А. 
за помощь при проведении исследования и рекомендации по оформлению материала. 
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