Abstract: Mode-division multiplexing (MDM) over few-mode fibers has been proposed to break through the Shannon limit of the single-mode fiber. Mode coupling and differential mode group delay are two major drawbacks, which limit the performance of the system. In this paper, a variable step-size unconstrained adaptive frequency-domain least mean square (FD-LMS) algorithm is proposed for demultiplexing in a 6 × 6 MDM transmission. In an 80 km link, at the 7% FEC threshold, the least required optical signal noise ratio (OSNR) for the proposed algorithm is about 13.5 dB, which is the same as the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm. Besides, the proposed algorithm can improve the convergence speed by 45.1% and 56.9% in comparison with the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm. For the distance of 2000 km, the computational complexity of the proposed algorithm is 52.8% lower than that of the constrained FD-LMS algorithm. The effect of mode-dependent loss (MDL) on the proposed algorithm is also explored. The result shows that the MDL tolerance of the proposed algorithm is similar to the constrained FD-LMS algorithm, and the OSNR penalty of the proposed algorithm is 0.5 dB higher than that of the constrained FD-LMS algorithm at a transmission distance of 800 km.
Introduction
In order to break through the Shannon limit of the single-mode fiber, mode-division multiplexing (MDM) using few-mode fibers (FMFs) has recently been proposed [1] - [4] . In an ideal MDM system, the total capacity of the system scales linearly with the number of modes. However, several factors will deteriorate the performance of the MDM system, such as mode coupling and differential mode group delay (DMGD) [5] - [7] .
At the coherent receiver, multi-input multi-output (MIMO) equalization is an effective way to compensate these impairments [8] , [9] . So far, several algorithms have been employed in the MIMO equalization [10] - [17] . Among them, the adaptive least mean square (LMS) algorithm attracts much attention as a result of robustness and simplicity. The LMS algorithm can be achieved in timedomain (TD) and frequency-domain (FD). In comparison to TD-LMS algorithm, FD-LMS algorithm reduces much complexity by fast Fourier transform (FFT). Based on the existence of the TD constraint in the adaptive process, FD-LMS algorithm can be classified into the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm. The unconstrained FD-LMS algorithm omits the additional FFT blocks (the TD constraint in the constrained algorithm), thus decreasing complexity [18] - [20] . The paper [21] has proven that the unconstrained FD-LMS algorithm is a good choice for coherent optical transmission in polarization-mode dispersion compensation. Recently, it has been demonstrated that the unconstrained FD-LMS algorithm has its effectiveness in MDM system [22] .
In addition, the convergence speed of equalization algorithms is another key point to be considered [11] . Since it determines the length of training sequences used for the equalization algorithms, thus determining the spectral efficiency of the overall system. In LMS algorithm, the step-size determines the convergence speed. Higher step-size corresponds to higher convergence speed, but it will induce higher mean square error (MSE) [24] . Furthermore, the paper [23] points that the unconstrained FD-LMS algorithm needs lower step-size to attain the same MSE compared to the constrained FD-LMS algorithm, which in return further influences the convergence speed. The method of variable step-size has been proved to be an effective way to meet the requirements of fast convergence speed and small misadjustment [24] . However, to the best of our knowledge, no one has made the variable step-size analysis for the unconstrained FD-LMS algorithm in an MDM system until now.
In this paper, a variable step-size unconstraint adaptive FD-LMS algorithm is proposed to compensate DMGD in MDM transmission system, which utilizes the bin-wise block-varying step-size method in [25] to optimize the step-size. In a 6 × 6 MDM simulation system, we compare the proposed algorithm with the unconstrained FD-LMS algorithm and the conventional constrained FD-LMS algorithm in equalization performance, convergence speed and complexity. The proposed algorithm shows similar equalization performance with the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm. In an 80 km transmission system at 13.5 dB optical signal noise ratio (OSNR), it improves the convergence speed by 45.1% and 56.9% than the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm, respectively. For a transmission distance of 2000 km, it can reduce the complexity by 52.8% compared with the constrained FD-LMS algorithm. In the end, the influence of mode-dependent loss (MDL) on our proposed algorithm is analyzed. The result shows that the MDL tolerance of the proposed algorithm is similar with the constrained FD-LMS algorithm. Fig. 1 shows the structure of the unconstrained adaptive FD-LMS algorithm for the output of mode i (1 ࣘ i ࣘ M). The received signal u j (n) (1 ≤ j ≤ M) is twofold-oversampled sequence. The serial data u j (n) is firstly converted into paralleled data u j e (n) and u j o (n) to enable half-symbol-spacing filter [26] . We suppose that the length of each block is N and we choose an overlap-and-save factor of 0.5 as a result of implementing easily. The FD input vector U j e,o (k) contains the current block and the previous block, which can be written as
Principle

Description of the Unconstrained FD-LMS Algorithm
Where diag{ · } is a diagonal matrix, and F is the 2N × 2N discrete Fourier transform (DFT) matrix. Then, we define the initial FD filter vector W 
For the accuracy of the gradient estimation, TD error signal is multiplexed by a phase fluctuation exp(jφ(k)) to avoid the impact of laser phase noise [10] , which is the carrier phase estimation (CPE) module in Fig. 1 . The error vector in TD is given as
Where d i (k) is the desired signal. As the overlap-and-save method is used, we take the latter block as the TD output y i (k). Then, the corresponding FD error vector E i (k) is given as
Where
Where I N is an N × N identity matrix. The TD constraint process of the constrained FD-LMS algorithm is given as
The tap-updating equation for the constrained FD-LMS algorithm is given as
is the step -size matrix and [·]
H denotes Hermitian conjugate. Elements of the step-size matrix balance the convergence speed and MSE of the algorithm. The unconstrained FD-LMS algorithm saves the pair of FFT and IFFT in (6) and (7). The FD tap-updating equation for the unconstrained FD-LMS algorithm is given as
Derivation of Step-Size for the Unconstrained FD-LMS Algorithm
In the unconstrained FD-LMS algorithm, all elements of D e,o i ,j (k) are fixed. It limits the convergence speed of the algorithm. Then, we use the bin-wise block-varying step-size control method in [25] to obtain step-size of each frequency bin of each block. The method has been proven to be highly sensitive to noise disturbance [11] .
We define posterior error to calculate step-size of each frequency bin in each block [25] . The TD posterior error vector p i (k) with row length of N is given as
As FQF −1 = 1/2I 2N [27] , and combining (5), (9) and (10) . The FD posterior error vector P i (k) is given as
The FD posterior error of the mth (m = 1,. . . , 2N) frequency bin is
Taking the mean square of both sides of (12), we could have
Where E[·] denotes the statistical expectation. In MDM system with additive Gaussian white noise (AWGN) channel, we consider that the posterior error converges to the background noise after equalization. Therefore, we have
Where S v,i ,m is the power spectral density (PSD) of the background noise. We consider that all the equalizers converge at the same rate. Then, we could derive the step-size of each equalizer as
Where α is the adaption rate. We can find that the step-size is controlled by S v,i ,m (k) from (18) . Here, we use the method of magnitude squared coherent (MSC) function in [28] 
Where S Since the input signal u e,o j (n) and error signal e i (k) are known, the recursively smoothing method is used to estimate these related PSDs, which are given as
Where λ (0 < λ < 1) is the forgetting factor.
Complexity Analysis
In an M × M MDM system, total complexity of the equalization algorithm can be measured by the number of complex multiplications per symbol per mode. For the conventional FD-LMS algorithm, to obtain one symbol each mode, we need 4M multiplications between input block and equalizers as shown in (3). As for the updating equation in (9), it needs 4M multiplications between error block and conjugate transpose of input block. To achieve noise-directing, we need additional complex multiplications. The recursion equations of (21)-(23) require 2, 2 and 4M complex multiplications per symbol per mode respectively. We consider that division and square root have the same hardware complexity [29] , so the algorithm needs another 8M complex multiplications for (20) . As a result of omitting the TD constraint of (6) and (7), the unconstrained FD-LMS algorithm only requires 4 FFTs per mode per symbol [18] . We suppose that the radix-2 FFT is used, then 4 FFTs take up 4log 2 2N complex multiplications per symbol per mode.
Therefore, for each output per symbol, the complexity of the constrained FD-LMS algorithm is given as
The complexity of the unconstrained FD-LMS algorithm is shown as
And the complexity of the proposed algorithm is given as
3. Simulation
System Model
To verify the effectiveness of the proposed variable step-size unconstrained FD-LMS algorithm, three representative MIMO-MDM systems are investigated in this work, which are respectively over 2-LP-mode MIMO FMF [17] , 2-LP-mode weakly-coupled FMF [30] , 4-LP-mode MIMO FMF [31] . The simulation setup is shown in Fig. 2 . At the transmitter, lasers with line-width of 100 kHz operate at 1550 nm and 2 23 − 1 sequence is modulated onto each mode in the format of quadrature phase shift keying (QPSK) with bit rates of 56 Gb/s. The modulated signals are then combined by modemultiplexer (MUX) and coupled into FMF. Detailed parameters of three kinds of FMFs are shown in Table 1 . The model of the few mode fibers (FMF) are similar to the one in [32] . The FMFs are composed of many spans. To simulate random mode coupling, each span is divided into sections. All modes are considered to propagate independently in each section. Therefore, the delay is added to mode LP 11 (LP 02 and LP 21 ) at the end of each section, and the mode coupling happens at the end of each section. In this paper, the length of each section is 10 km [17] . For the 2-LP-mode MIMO FMF and the 4-LP-mode MIMO FMF, we set the coupling factor to −30 dB/km. For the 2-LPmode weakly-coupled FMF, the coupling factors are −38 dB/km and −30 dB/km for LP 01 /LP 11 and LP 11a /LP 11b respectively. The few mode erbium-doped fiber amplifier (FM-EDFA) is added at the end of every 80 km to compensate the span loss. Variable noise is added after FMF to set different values of OSNR (0.1nm optical noise reference bandwidth). At the receiver, mode-demultiplexer (DEMUX) is used to separate these modes, which are then fed into the coherent receivers.
In the offline digital signal process (DSP), the received signals are firstly resampled to 2 samples per symbol, and then chromatic dispersion (CD) compensation module is used to compensate the CD of the FMF. The conventional constrained FD-LMS algorithm in [10] , the unconstrained FD-LMS algorithm in [22] and the variable step-size unconstrained FD-LMS algorithm are applied in the equalization module independently. To pursue better performance, two stages of CPE are used in our simulation. One is inside the phase of initial channel estimation and the other lies in the phase of decision-directed estimation to further alleviate laser phase noise [10] . Finally, bit error ratio (BER) is calculated.
Simulation Results
In our simulation, the first 10% symbols were used as the training sequence. The tap length of the filter is 2N, which is the same as the length of impulse response of the FMF [10] . Firstly, the equalization performance is simulated in three systems with three different kinds of fibers. Then the convergence speed and the influence of MDL is explored over the 2-LP-mode MIMO FMF.
The system with 2-LP-mode MIMO FMF needs a 6 × 6 MIMO DSP and the 4-LP-mode MIMO FMF needs a 12 × 12 MIMO DSP [33] . However, the system over 2-LP-mode weakly-coupled FMF needs a 2 × 2 MIMO DSP for the LP 01 mode group and a 4 × 4 MIMO DSP for the LP 11 mode group [34] . Figs. 3 and 4 show the BER performance as a function of OSNR for the proposed algorithm on six modes over 2-LP-mode weakly-coupled FMF and 4-LP-mode MIMO FMF respectively. It can be seen that the proposed algorithm perform well in these systems. Fig. 3 shows that a small variability of the BER for LP 01 mode group and the LP 11 mode group, it is less than 0.5 dB at the 7% FEC threshold. In Fig. 4 , the least needed OSNR of all 12 tributes at the 7% FEC threshold is about 14.3 dB, and the other tributes need a OSNR penalty within 0.3 dB.
In order to neglect the influence of the forgetting factor on the proposed algorithm, the optimal value is first acquired as shown in Fig. 5 . The transmission distance is 80 km and the OSNR is 15 dB. The accumulated DMGD is 2.16 ns, so we set the FFT size to be 128 to it. The optimal value of the forgetting factor is based on the x-polarization of LP 01 mode, and other modes have similar results. When the adaption rate is 0.01, we can take any value from 0 to 1 as the forgetting factor. However, as adaption rate increases, the span of λ decreases. The reason is that higher adaption rate can induce higher error, thus narrowing range of the forgetting factor. As is shown in the figure, the value of 0.8 shows the best BER performance over the other values of forgetting factor in all conditions. Therefore, λ is set to 0.8 in our simulation.
To fully evaluate the equalization performance of the variable step-size unconstrained FD-LMS algorithm, we set different OSNR values and different link distances for our simulation. The transmission distances in Figs. 6 and 7 are both 80 km. Fig. 6 shows the BER performance as a function of OSNR for the proposed algorithm on six modes over 6-mode MIMO FMF. As OSNR increases, BER of six modes decrease at almost the same rate. At the 7% FEC threshold, OSNR for all six modes are about 13.5 dB. The BER comparison of three equalization algorithms for x-polarization of mode LP 01 at different OSNR levels is plotted in Fig. 7 . It can be seen that all three algorithms perform well in demultiplexing and show similar BER performance. Fig. 8 compares the BER performance of three algorithms as the link distances sweep from 0 to 2000 km. We neglect the effect of the MDL here. The OSNR is set to 22 dB and the values are the average of all six channels. For fair comparison, we employ the same sub-filter length and the same initial matrix for each algorithm at the same link distance. As the distance increases, the total DMGD accumulates and the required size of FFT enlarges [10] . At a distance of 2000 km, the total DMGD increases to 54 ns and the FFT size is set to 2048. From the figure, we can see that the BER performances of three algorithms are almost the same for transmission distance shorter than 600 km. When the distance is higher than 1000 km, the proposed algorithm is slightly worse than the constrained FD-LMS algorithm, but it is still superior to the unconstrained FD-LMS algorithm. At a distance of 2000 km, the BER of the proposed algorithm close to the 7% FEC threshold. In FD block-adaptive equalization, convergence speed of an algorithm can be measured by the least required number of FFT blocks to converge. Fig. 9 shows the convergence speed comparison of three algorithms at different OSNR levels. The distance is 80 km and the FFT size is 128. According to Fig. 9 , when the OSNR is 13.5 dB, the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm require 51 and 65 FFT blocks to reach the same normalized MSE (NMSE) of −10.8 dB respectively, while the variable step-size unconstrained FD-LMS algorithm only needs 28 FFT blocks. Thus, the proposed variable step-size unconstrained algorithm improves the convergence speed by 45.1% and 56.9% compared with constrained FD-LMS algorithm and unconstrained FD-LMS algorithm respectively. It also can be seen that as OSNR increases, convergence speed enhancement decreases slightly. It is obvious that the variable step-size method improves the convergence speed of the unconstrained FD-LMS greatly. Fig. 10 shows the comparison on needed number of symbols to converge to −12 dB NMSE at different distances for three algorithms. It can be seen that a longer distance needs more symbols for convergence, and the convergence speed improvement of the proposed algorithm is further enhanced in systems with longer distance.
Based on the complexity analysis in 2.3, the complexity comparison of three algorithms in terms of distance is shown in Fig. 11 . It can be seen that as the distance increases, the complexity of the proposed variable step-size method increases slowly as the unconstrained FD-LMS algorithm does, which is much different from the constrained FD-LMS algorithm. Table 2 shows the detailed data comparison of the constrained FD-LMS algorithm and the proposed algorithm in Fig. 8 . At a transmission distance of 2000 km, the FFT size is 2048 and the proposed algorithm reduces the complexity by 52.8% compared to the constrained FD-LMS algorithm. Fig. 12 shows the number of complex multiplications for all three algorithms is in relation to number of modes. The size of FFT is 128. As a result of adding variable step-size method, the complexity of the proposed equalization algorithm is higher than the unconstrained FD-LMS algorithm. However, the result shows that the complexity of the variable step-size unconstrained FD-LMS algorithm is still significantly lower than the constrained FD-LMS algorithm. Finally, we explored the effect of MDL on our proposed algorithm. The MDL is modeled by introducing an amplifier gain difference between LP01 group modes and LP11 group modes [31] , which is set to 0.5 dB in our simulation. After every 80 km, MDL is added. The mode coupling keeps unchanged. Fig. 13 shows the performance comparison of the constrained FD-LMS algorithm, unconstrained FD-LMS the proposed algorithm in terms of OSNR penalty with algorithm and respect to no-MDL configuration for a BER the proposed algorithm in terms of OSNR penalty with algorithm and respect to no-MDL configuration for a BER target of 10 −3 . The transmission distance is from 0 to 800 km. It can be seen that longer distance induces more OSNR penalty for three algorithms. The OSNR penalty of the proposed algorithm is 0.5 dB higher than the constrained FD-LMS algorithm.
Conclusion
In this paper, a variable step-size unconstrained FD-LMS algorithm is proposed for demultiplexing the signals on different modes in MDM transmission. The proposed variable step-size unconstrained adaptive FD-LMS algorithm shows similar BER performance with the unconstrained FD-LMS algorithm and the constrained FD-LMS algorithm. However, it improves the convergence speed by 45.1% and 56.9% with respect to the constrained FD-LMS algorithm and the unconstrained FD-LMS algorithm. For a six-mode transmission of 2000 km, compared with the constrained FD-LMS algorithm, the complexity of the proposed algorithm reduces 52.8%. In addition, the proposed algorithm shows similar MDL tolerance with the constrained FD-LMS algorithm.
