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Abstract
A d-dimensional box is a Cartesian product of d closed intervals on the real line. The boxicity of a graph
is the minimum dimension d such that it is representable as the intersection graph of d-dimensional boxes.
We give a short constructive proof that every graph with maximum degree D has boxicity at most 2D2. We
also conjecture that the best upper bound is linear in D.
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The intersection graph of a family of sets has a vertex for each set in the family, with two
vertices adjacent if and only if the corresponding sets intersect. Representation of graphs as
intersection graphs using various types of geometrically defined sets is a well-studied topic in
graph theory. A fundamental class arises when the sets are intervals on the real line: a graph is
an interval graph if and only if it is the intersection graph of a family of intervals on the real line.
This class has been generalized in many ways, such as by using multi-dimensional “intervals.”
A box in d dimensions is the Cartesian product of d closed intervals on the real line. The boxicity
box(G) of a graph G is the minimum d such that G is representable as the intersection graph of
a family of d-dimensional boxes. Interval graphs are precisely the graphs with boxicity 1, and
box(G) equals the minimum number of interval graphs whose intersection is G.
The concept of boxicity was introduced by Roberts [5]. It has been applied to study niche
overlap (competition) in ecology and fleet maintenance in operations research (see [3]). Compu-
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[8] or box(G) 2 [4].
Bounds on boxicity are known in many classes of graphs. Roberts [5] proved that complete
k-partite graphs have boxicity k. Scheinerman [6] proved that box(G) 2 when G is outerplanar,
and Thomassen [7] proved that box(G) 3 when G is planar. Cozzens and Roberts [3] studied
the boxicity of split graphs. The present authors [1] showed that box(G)  tw(G) + 2, where
tw(G) is the treewidth of G.
In this note, we prove that box(G)  2Δ(G)2, where Δ(G) denotes the maximum vertex
degree in G. Most bounds on box(G) show that box(G) is small when the complement of G is
small or sparse (for example, box(G) is bounded by the minimum size of a maximal matching
in the complement; see [3]). Our upper bound is perhaps the first general bound showing that
box(G) is small when G itself is small.
We use V (G) and E(G) for the vertex and edge sets of a graph G. We write χ(G) for the
chromatic number of G. We use Brooks’ theorem, which states that χ(G)Δ(G) for any con-
nected graph G unless it is an odd cycle or a complete graph. We also use the square G2 of a
graph G, defined to be the graph obtained from G by adding edges joining nonadjacent vertices
that have a common neighbor in G.
We write G = G1 ∩ · · · ∩ Gk when G1, . . . ,Gk are graphs with vertex set V (G) and E(G) =
E(G1) ∩ · · · ∩ E(Gk). If also G1, . . . ,Gk are interval graphs, then we say that G1, . . . ,Gk is
an interval graph representation of G. As noted originally by Roberts [5], it is immediate that
box(G) equals the minimum size of an interval graph representation of G. More generally,
box(G1 ∩ · · · ∩ Gk)∑ki=1 box(Gi); we will use this fact.
We do not conjecture that our upper bound is optimal; indeed, we conjecture that box(G) ∈
O(Δ(G)). A construction by Roberts [5] yields graphs with boxicity Ω(Δ(G)) on arbitrarily
many vertices. We note that box(G) n/2 when G has n vertices (Roberts [5]), and hence our
theorem is of interest only when Δ(G) <
√
n/2.
Theorem 1. If G is a graph with Δ(G) = D, then box(G) 2D2.
Proof. Let n = |V (G)|. Let k = χ(G2), and let c be a proper k-coloring of G2 using colors
1, . . . , k. For 1  i  k, let Vi = {u ∈ V (G): c(u) = i} (recall that V (G2) = V (G)). For 1 
i  k, let Hi be the complete graph with vertex set V (G) − Vi , and let Gi be the graph with
V (Gi) = V (G) and E(Gi) = E(G) ∪ E(Hi).
Consider vertices u and v. If they are adjacent in G, then they are adjacent in each Gi , since
G ⊆ Gi . If they are not adjacent in G, then they are nonadjacent in both Gc(u) and Gc(v). Hence
G = G1 ∩ · · · ∩ Gk . Clearly, G2 cannot be an odd cycle except when n = 3, in which case it
is a complete graph. If G2 is a complete graph, we have D2  Δ(G2) = n − 1 and therefore,
box(G)  2D2 (because we know that box(G)  n/2). Thus, by Brooks’ theorem, we can as-
sume that k = χ(G2)Δ(G2)D2. Now, it suffices to show that box(Gi) 2 for each i.
If x, y ∈ Vi and xw,yw ∈ E(G), then xy ∈ E(G2), which prevents c(x) = c(y). Hence in G
each vertex outside Vi has at most one neighbor in Vi . By construction, the only edges of Gi
incident to Vi are edges of G. Hence in Gi each vertex outside Vi has at most one neighbor in Vi .
To obtain box(Gi) 2, we define interval graphs I and I ′ on V (G) whose intersection is Gi .
Let Vi = {v1, . . . , vh}. In both I and I ′, assign the single-point interval {j} to vj . Consider
w ∈ V (G)−Vi . If w has no neighbor in Vi , then assign w the single-point intervals {0} in I and
{n} in I ′. If w has neighbor vj ∈ Vi (there can only be one such neighbor, as noted before), then
assign w the intervals [0, j ] in I and [j,n] in I ′. By construction, Gi ⊆ I ∩ I ′.
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pairs in Gi include a vertex of Vi ; consider vj ∈ Vi . Let (vj ,w) be the nonadjacent pair. Note
that Vi is independent in both I and I ′. Thus, we can assume that w ∈ V (G)−Vi . Then either the
interval for w in I ends before the point j , or the interval for w in I ′ begins after the point j . 
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