Abstract. Dress and Siebeneicher gave a significant generalization of the construction of Witt vectors, by producing for any profinite group G, a ring-valued functor W G . This paper gives a concrete interpretation of the rings W Z 2 p (k) where k is a field of characteristic p > 0 in terms of rings of Lipschitz continuous functions on the p-adic upper half plane P 1 (Qp). As a consequence we show that the Krull dimensions of the rings W Z d p (k) are infinite for d ≥ 2 and we show the Teichmüller representatives form an analogue of the van der Put basis for continuous functions on Zp.
Introduction
Rings of p-typical Witt vectors are ubiquitous in number theory and commutative algebra. A generalization due to Dress and Siebeneicher [DS88] which introduces a ring valued functor W G for each profinite group G interpolates between many of the known generalizations, recovering the classical p-typical case with G = Z p as an additive group and Cartier's 'big' Witt vectors in the case G = Z. We denote by W(k) the p-typical Witt vectors W Zp (k) over a field k. These generalizations have been an important area of recent growing study [Ell06, Mil, Mil13, Oh09, Oh07, Oh12] . Despite this, very little is known about the image of W G when G is infinite besides the cases G = Z p or G = Z. In particular, besides these cases there are no known interpretations of the images of W G in terms of other more familiar rings. The present article fills this gap in the case G = Z 2 p . The first author has explored the image of W G in the pro-p cases G = Z d p when d ≥ 2 [Mil] and in the pro-dihedral case G = lim ← − D 2 n [Mil13] over fields of characteristic p. There it is shown that the rings in the image are far from expected as compared to the more classic p-typical case as in these cases the image need not be a domain nor even noetherian ( [Mil, Thm. 4 .5] for the case G = Z ← − D 2 n .) One of the most important remaining areas of study is the nature of the prime spectrum. Using this as motivation, we give a concrete interpretation of a quotient of the ring W Z 2 p (k), when k has characteristic p, as subring of the ring of continuous p-typical valued functions on P 1 (Q p ) which is sufficient to give a large source of prime ideals. This study starts by exploring a natural generalization of the usual topology on the p-typical Witt vectors to the rings W Z d p (k) where d ≥ 2 and k is a field of characteristic p, we call it the initial vanishing topology. This topology is based on a filtration of ideals introduced in [Mil, Def. 2 .12] and is defined for any image of W G where G is any profinite group. The initial vanishing topology agrees with the natural profinite topology in the case that G is topologically finitely generated. For the p-typical Witt vectors (i.e., the case when G = Z p ) these two topologies are the same as the topology defined by the maximal ideal. In the case where G is pro-p and k is a field of characteristic p (or just local), the rings W G (k) are also local ( [Mil, Thm. 2 .16]) and so inherit a topology coming from its maximal ideal which also can be thought of as generalizing the usual topology on the p-typical Witt vectors. We show these two topologies differ in the case G = Z There is a particular technical requirement (called the ratio property, see 3.18) which is always satisfied when G is abelian, and allows for a norm generating the initial vanishing topology. This is particularly interesting in the case that G = Z 2 p , where we determined that p is not a zero divisor in W Z 2 p (k) where k is a field of characteristic p > 0, and so this norm extends uniquely to give a Q p -algebra norm on W Z 2 p (k)[ [Mil, Thm. 5 .17]. This shows immediately that a certain natural family of prime ideals defined in Section 2.1 are provably not exhaustive of prime ideals in W Z 2 p (k). The following identification of W Z 2 p (k) as a ring of functions allows us to construct many more.
Theorem. (Theorem 5.10) There is a homomorphism from
where C(P 1 (Q p ), W(k)) is the ring of continuous functions from P 1 (Q p ) to the p-typical Witt vectors W(k).
This identification can be utilized to study prime ideals of W Z 2 p (k) via techniques used to study prime ideals of C(P 1 (Q p ), W(k)). An application of this approach is the following.
Theorem. (Theorem 6.5) The Krull dimension of
In determining the image of the homomorphism in the main theorem the metric structure of these spaces comes into play. In particular the image is precisely Lip p −1 (P 1 (Q p ), W(k)). Since both spaces (W Z d p (k) and Lip p −1 (P 1 (Q p ), W(k))) involved in this homomorphism are metric spaces we consider the analytic properties. It is noteworthy that the natural Lipschitz space metric on Lip p −1 (P 1 (Q p ), W(k)) is not the correct metric for our applications, instead we consider Lip p −1 (P 1 (Q p ), W(k)) as a subring of the metric space of continuous functions with the supremum norm. Doing so, we can show that after factoring out the kernel, the induced map is also isometric, Theorem 5.11. We give an analytic characterization of the image of the natural generalization of the Teichmüller elements for W(k) to W Z 2 p (k) which form a topological basis in W Z 2 p (k) in its initial vanishing topology.
Theorem. (Theorem 6.7) The image of the Teichmüller basis for
Throughout we assume the reader is familiar with the p-typical Witt vectors. To ease exposition, we include a more elaborate review of Witt-Burnside rings as Section 2. This section is mostly expository and as self-contained as possible, including a restatement of a few key results in [Mil] . We also review some basic information on function rings on ultrametric spaces in Section 5.
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Witt-Burnside rings
Witt-Burnside rings are constructed utilizing generalized Witt polynomials associated to a profinite group G. They were introduced by Dress and Seibeneicher [DS88] . We refer the reader to this or [Mil] for a more elaborate introduction but give a brief review now. The index set of these generalized polynomials is the set of isomorphism classes of discrete finite transitive G-sets called the frame of G and denoted F (G). There is a natural partial ordering on F (G). For T and U in F (G) we say U ≤ T if there is a G-map from T to U . Denote the set of all G-maps from T to U as Map G (T, U ) and the number of G-maps # Map G (T, U ) by ϕ T (U ). Thus ϕ T (U ) = 0 if and only if T ≤ U . We summarize some facts about F (G).
(1) If T and U in F (G) with U ≤ T , then #U divides #T and #T /#U represents the size of any of the fibers of any element of Map G (T, U ). (2) If the stabilizer subgroups of the points in T are all equal (we will say in this case that T has normal stabilizers or that T is a normal G-set), then ϕ T (U ) = #U for U ≤ T . (3) For each T in F (G), there are only finitely many U in F (G) with U ≤ T . The elements of F (G) have a concrete description. Every finite transitive G-set T is isomorphic to some coset space G/H with left G-action, where H is an open subgroup of G that can be chosen as the stabilizer subgroup of any point in T . The partial order ≤ on coset spaces (considered as G-sets up to isomorphism) can be described concretely by G/K ≤ G/H if and only if H is conjugate to a subgroup of K (or equivalently, H is a subgroup of a conjugate of K).
For T ∈ F (G), define the T -th Witt polynomial to be
where 0 denotes the trivial G-set G/G. Trivially ϕ T (0) = 1 for all T in F (G). This is a finite sum since there are only finitely many U ≤ T . For instance, if G = Z p then the finite transitive G-sets up to isomorphism are Z p /p n Z p for n ≥ 0 and the Witt polynomial associated to Z p /p n Z p is the classical n-th p-typical Witt polynomial. Figure 1 displays the frame of Z 2 2 . When G = Z 2 p , the primary case of study in this article, all G-sets have p + 1 covers (that is, there are exactly p + 1 G-sets in the frame lying immediately above each G-set). Other than the trivial G-set, each G-set below the horizontal line in Figure 1 has p covers also below the horizontal line. This line is not part of the frame and depicts a devision among types of Z Remark 2.1. The picture in Figure 1 is reminiscent of the tree of Z 2 -lattices in Q 2 2 up to Z 2 -scaling, on which PGL 2 (Q 2 ) acts [Ser80, p. 71]; i.e., the Bruhat-Tits building for SL 2 (Q p ). However, it is different since the Z 2 -sets Z 2 2 /2 r Z 2 2 for different r appear as separate vertices in Figure 1 , while the subgroups 2 r Z 2 2 all correspond to the same vertex in the tree for PGL 2 (Q 2 ). We exploit the relationship between F (Z 2 p ) and the tree described in [Ser80] to prove the theorems in the introduction.
To simplify notation, write a tuple of variables X T indexed by all T in F (G) as X, e.g.,
. This underline notation of course depends on G but is surpressed. For any commutative ring A, a polynomial f (X) ∈ Z[X] defines a function from T ∈F (G) A to A. For a tuple a = (a T ) T ∈F (G) with each a T ∈ A we write f (a) for the value f ({a T } T ∈F (G) ) ∈ A. A similar meaning is applied to f (a, b) for a polynomial f (X, Y ) ∈ Z[X, Y ]. Generally, we write sequences indexed by F (G) as bold letters (e.g., a, b, x, y, v) and their T -th coordinate is in italics (e.g., a T , b T , x T , y T , v T ).
Because X T appears on the right side of (1) just in the linear term ϕ T (T )X T , and all variables which appear in other terms are X U for U < T , we get the following uniqueness criterion for all the Witt polynomial values together which is equivalent to Lemma 2.1 in [Ell06, p. 331].
Theorem 2.2. If A is a commutative ring which has no ϕ T (T )-torsion, then the function
T ∈F (G) A → T ∈F (G) A given by a → (W T (a)) T ∈F (G) is injective. This function is bijective provided each ϕ T (T ) is a unit in A.
Applying Theorem 2.2 to the ring Q[X, Y ] and the vectors (W
for all T . The polynomials S T and M T each only depend on the variables X U and Y U for U ≤ T .
A significant theorem of Dress and Siebeneicher [DS88, p. 107], which generalizes Witt's theorem (G = Z p ), says that the polynomials S T and M T have coefficients in Z. We call the S T 's and M T 's the Witt addition and multiplication polynomials, respectively. (Obviously they depend on G, but that dependence will not be part of the notation).
Example 2.3. Taking T = 0, one has
Solving for S T and M T in (2) and (3) yields
Compare these with the first two p-typical Witt addition and multiplication polynomials. Generally, the addition and multiplication polynomials, even in the p-typical case, are prohibitively complicated to write out explicitly for #T large. Since S T and M T have integral coefficients, they can be evaluated on any ring, including rings where the hypotheses of Theorem 2.2 break down, like a ring of characteristic p when G is a pro-p group.
Definition 2.4. Let G be a profinite group. For any commutative ring A, define the Witt-Burnside ring W G (A) to be T ∈F (G) A as a set, with elements written as a = (a T ) T ∈F (G) . Ring operations on W G (A) are defined using the Witt addition and multiplication polynomials:
The additive (resp. multiplicative) identity is (0, 0, 0, . . . ) (resp. (1, 0, 0, . . . )).
One typically proves an algebraic identity in W G (A) by reformulating it as an identity in a ring of Witt vectors over a polynomial ring over Z. In this article, when needed, we only demonstrate the reformulation but may not go through the deduction of the identity we want over A from the identity proved over a polynomial ring; instead we simply invoke functoriality.
Even when G is not abelian W G (A) is a commutative ring. For any homomorphism of commutative rings
by applying f to the coordinates:
This is a ring homomorphism and makes W G a covariant functor from commutative rings to commutative rings.
Packaging all the Witt polynomials together, we get a ring homomorphism W :
A which is W T in the T -th coordinate:
This homomorphism is called the ghost map and its coordinates W T (a) are called the ghost components of a. If A fits the hypothesis of Theorem 2.2 then the ghost map is injective (i.e., the ghost components of a determine a). Also from Theorem 2.2 the ghost map is bijective if every integer ϕ T (T ) is invertible in A so W G (A) ∼ = T ∈F (G) A by the ghost map. That means W G (A) is a new kind of ring only if some ϕ T (T ) is not invertible in A, and especially if A has ϕ T (T )-torsion for some T (e.g., G is a nontrivial pro-p group and A has characteristic p).
The coordinates on which a Witt vector is nonzero is called its support. While the ring operations in W G (A) are generally not componentwise, addition in W G (A) is componentwise on two Witt vectors with disjoint support. 
We also utilize the following theorem about the structure of the sum and product polynomials. (a) For all T , the polynomial S T is homogeneous of degree #T and M T is homogeneous of degree 2#T . [Mil, Def. 5 .1]) which both make sense for any d ≥ 2. We denote by Lev(T ) the level of the Z d p -set T . While the statements of the theorems in this paper do not require these definitions, these notions will be freely utilized in the proofs and the reader is referred to the corresponding definitions and sections of [Mil] for more elaboration.
Prime ideals.
A key algebraic result about the rings W Z 2 p (k) when k is a field of characteristic p > 0 is that it is reduced [Mil, Thm. 5.17 ]. As such, the intersection of all prime ideals is {0}, so we have an embedding 
whose kernel is a prime ideal. We want to make this ring homomorphism explicit in terms of the frame of Z d p , so we can visualize all these prime ideals.
Since we know this quotient is isomorphic to
After readjusting our basis, we can assume f (e d ) = 1 so f is projection onto the e d -coordinate. Set
which form a chain of cyclic Z 
by f is projection onto the coordinates indexed by (4), so the kernel p f of this ring homomorphism is a prime of coheight one in
which is not {0} since cyclic Z 
Topology of Witt-Burnside rings
In this section we describe three topologies on the Witt-Burnside ring W G (A). Unless otherwise stated, for this section, fix A to be a commutative ring and G is a profinite group.
For any closed normal subgroup N of G the quotient G/N is a profinite group and there is a natural group homomorphism from G onto G/N . Identifying F (G/N ) with its image in F (G), there is a natural projection map
This is trivially surjective and is a ring homomorphism. 
For open normal subgroups N and N ′ , the groups G/N and G/N ′ are finite. The rings W G/N (A) for open normal N with the ring homomorphisms Proj
′ form a projective system and it is isomorphic to the projective system of rings W G (A)/K N and natural ring homomorphisms To say a and b are near each other in the profinite topology means a ≡ b mod K N for some "small" open normal subgroup N in G; the larger [G : N ] is, the closer a and b are. How can we tell in terms of coordinates of a and b that a ≡ b mod K N ? While K N is described by Definition 3.4 for all closed N , when N is open the set G/N belongs to F (G) and F (G/N ) is a "full" subset of F (G), so we can describe K N a little differently than in Definition 3.4:
Proof. Assume a T = b T for T ≤ G/N . Using Theorem 2.5 with the partition
we can write a = a 1 + a 2 where a 1 is supported on T ≤ G/N and a 2 is supported on the complement, so a 2 ∈ K N . Similarly write
where the last equality follows from Theorem 2.6(b). Proof. It suffices to show any Cauchy net converges. Let {a i } i∈I be a Cauchy net in W G (A) for the profinite topology. For each open normal subgroup N ✁ G there is an i N ∈ I such that for all i, j ≥ i N , a i ≡ a j mod K N (G, A), which by Lemma 3.6 means (a i ) T = (a j ) T for all T ≤ G/N . For each T , pick N so that T ≤ G/N and let a T be the common value of (a i ) T for all i ≥ i N . This is independent of the choice of N . Let a be the Witt vector with T -th coordinate a T for all T . We will show this is the limit of the a i 's. For an open normal subgroup N of G and
Thus lim a i = a in the profinite topology. These are important as they form a topological basis (c.f., Theorem 3.10) and in Section 6.2 we identify them as an analogue of a van der Put basis in certain function rings.
Remark 3.9. If G is a pro-p group and k is a perfect field (or just a perfect ring) of characteristic p then we can write any a U ∈ k in the form b
by [Mil, Thm. 2.8] . This last series is the usual p-adic expansion of a Witt vector when
Theorem 2.5, which extends from a two-element partition of F (G) to any finite partition, also extends with the profinite topology on W G (A) to suitable infinite partitions of F (G).
Theorem 3.10. Let F (G) = i∈I R i be a partition where the index set I is a directed set such that for all j ∈ I, the set {i ∈ I : i ≤ j} is finite. For any a ∈ W G (A), let r i (a) be the Witt vector in W G (A) which is the part of a supported on R i :
where the limit is taken in the profinite topology on W G (A). In particular,
Proof. Consider the net {s j } j∈I in W G (A) defined by s j = i≤j r i (a). Notice for each j the sum i≤j r i (a) has finitely many terms by hypothesis. We aim to show {s j } j∈I converges to a in the profinite topology, that is to say for each open normal subgroup N of G there is j N ∈ I such that for all j ≥ j N , s j ≡ a mod K N . By Lemma 3.6 this means the T -th components of s j and a agree for all j ≥ j N and T ≤ G/N . For each T ≤ G/N , there is a unique index i T ∈ I such that T ∈ R iT . Therefore r iT (a) T = a T . Let S N = {i T : T ≤ G/N }. This is a finite set of indices in I. If i ∈ S N then T ∈ R i for all T ≤ G/N , so r i (a) T = 0 when T ≤ G/N . Letting R = I \ S N , a = i∈SN r i (a) + r R (a) by an extension of Theorem 2.5 to finite partitions of F (G).
Since I is directed and S N is finite, there is an index j N ∈ I such that j N ≥ i for all i ∈ S N . For all j ≥ j N , S N ⊂ {i ∈ I : i ≤ j}, so
Reducing mod K N , the first summand is congruent to a mod K N by (6) whereas the second summand is congruent to 0 mod K N . The last conclusion is clear using the partition of F (G) into singleton subsets.
3.2. Initial Vanishing Topology. In the profinite topology on W G (A), an element a is small if a T = 0 for all T on which a small open normal subgroup of G (one of large index in G) acts trivially. There is another notion of being small: a is small when a T = 0 for all T of size below a given bound. This topology is defined by another family of ideals.
Definition 3.11. (c.f., [Mil, Def. 2 .12]) For n ∈ Z + , set
The sets I n (G, A) are in fact ideals [Mil, Lem 2.13 ]. These are the Witt vectors a with support in {T : #T ≥ n}. Obviously the ideals I n (G, A) are decreasing:
Since n≥1 I n (G, A) = {0}, we can put a Hausdorff topology on W G (A) so that the collection of ideals {I n (G, A)} n≥1 form a fundamental system of neighborhoods of 0: a nonempty subset O ⊂ W G (A) is open in this topology if for each a ∈ O the coset a + I n (G, A) is in O for some n. This is called the initial vanishing topology. 
We record a lemma which is analogue of Lemma 3.6 whose proof is similar and omitted before proceeding to prove that W G (A) is also complete in the initial vanishing topology. Proof. Since the topology is defined by a countable set of ideals, it suffices to show any Cauchy sequence (rather than Cauchy net) converges. Let {a i } i∈N be a Cauchy sequence in W G (A) for the initial vanishing topology. We will construct a candidate limit and then show it works.
For each n ≥ 1 there is an integer N n ∈ Z + such that for all r, s ≥ N n , a r ≡ a s mod I n (G, A), which by Lemma 3.13 means (a r ) T = (a s ) T for all T ∈ F (G) such that #T < n. We may choose the numbers N n so that
For each T , pick n > #T and let a T be the common value of (a r ) T for all r ≥ N n . This is independent of the choice of n. Let a be the Witt vector with T -th coordinate a T for all T . We will show this is the limit of the a r 's.
For each n ≥ 1 and T ∈ F (G) with #T < n, a T = (a r ) T for r ≥ N n , so by Lemma 3.13 a ≡ a r mod I n (G,
Proof. The frame F (G) is a directed set, so there is a T ∈ F (G) with T ≥ T i for i = 1, . . . , m. Since the G-sets with normal stabilizers are cofinal in F (G), we can take T = G/N with N normal. 
Now assume G is topologically finitely generated. Since I n is an additive group, to show I n is open in the profinite topology on W G (A) it suffices to find an open normal subgroup N ✁ G such that K N ⊂ I n . The key fact we use about a topologically finitely generated profinite group is that it has finitely many open subgroups of each index [RZ00, p. 45], and thus {T : #T < n} is finite for all n. Therefore Lemma 3.15 tells us there is an open normal subgroup N ✁ G such that #T < n ⇒ T ≤ G/N , so K N ⊂ I n .
When G is topologically finitely generated, {T : #T = n} is finite for every n, so Theorem 3.10 implies
for all a in W G (A), where we use the partition F (G) = n≥1 R n for R n = {T : #T = n}. It is natural to ask if the filtration (7) is graded, i.e., I m I n ⊂ I mn for all n, m ≥ 1. A partial result was shown when G is any pro-p group [Mil, Lem 2.14]. For pro-p groups satisfying a mild technical condition (which is always true when the group is abelian) we check that the containment I p m I p n ⊂ I p m+n holds in cases that are likely to be of most interest and in other cases it need not hold. Definition 3.18. A pro-p group G is said to have the ratio property when the following holds: for all finite transitive G-sets T , T 1 , and T 2 such that T ≥ T 1 , T ≥ T 2 , and #T < #T 1 #T 2 , the ratio ϕ T (T 1 )ϕ T (T 2 )/ϕ T (T ) is an integral multiple of p.
If T is a normal G-set, ϕ T (U ) = #U for any U ≤ T , so the ratio ϕ T (T 1 )ϕ T (T 2 )/ϕ T (T ) is #T 1 #T 2 /#T , which is a power of p greater than 1. Therefore the ratio property is true when G is a pro-p abelian group.
Remark 3.19. Even though this property was only defined for pro-p groups, one can define a more general ratio property for profinite groups by asking for all finite transitive G-sets T , T 1 , and T 2 such that T ≥ T 1 and T ≥ T 2 that #T is a proper factor of #T 1 #T 2 . It can be checked explicitly that it need not hold in general, for example it fails for symmetric groups S n with n ≥ 4. The authors do not know any pro-p groups for which the ratio property fails.
The ratio property was found because of its role in the proof of Theorem 3.21 below. Passing from G to G/N where N acts trivially on T , the ratio property for T, T 1 and T 2 can be viewed in F (G/N ) so it suffices to check Definition 3.18 for all finite quotients of G. Therefore, the ratio property is really a hypothesis about finite p-groups. Proof. This will follow from functoriality by proving the following mod p congruence for particular Witt vectors over the ring R = Z[X, Y ]. Define x, y ∈ W G (R) by
#T < p m and T < V , X T , otherwise, and y T = 0, #T < p n and T < V ,
Set z = xy. We will show that
We argue by induction on #T . If #T = 1 then T = 0 and z 0 = x 0 y 0 = 0. Let p r ≤ p m+n with r ≥ 1 and assume by induction that for all U < V such that #U < p r , z U ≡ 0 mod pR. Pick T ≤ V with #T = p r . Since the T -th Witt polynomial is a multiplicative function
Solving this equation for
Since z U ∈ pR for U < T , the second term in (9) is 0 mod pR by [Mil, Lem. 2.11]. In the first term in (9), if T 2 = 0 and T 1 = V then T 1 = T = V and ϕ T (T 1 )ϕ T (T 2 )/ϕ T (T ) ≡ ϕ T (T 2 ) ≡ 0 mod pR by [Mil, Lem 2.10]. If T 2 = 0 then y T2 = 0. A similar argument holds if T 2 = V so we can assume T 1 < V and T 2 < V . If either #T 1 < p m or #T 2 < p n then x T1 = 0 or y T2 = 0 respectively. The remaining terms in the first sum in (9) have T 1 < V with #T 1 ≥ p m and T 2 < V with #T 2 ≥ p n . In this case #T 1 #T 2 ≥ p m+n > p r = #T , so by the ratio property the coefficient in the first sum in (9) is an integral multiple of p. Thus z T ≡ 0 mod pR.
Theorem 3.21. Let G be a pro-p group. If it satisfies the ratio property, then for all rings A of characteristic p and nonnegative integers m and n
In particular, this containment is true when G is abelian.
Proof. If either m or n is 0, the result follows since I 1 (G, A) = W G (A). So we can assume m > 0 and n > 0. Let a ∈ I p m (G, A) and b ∈ I p n (G, A) and set c = ab. Let V ∈ F (G) such that #V < p m+n . Since a U = 0 for all #U < p m and b U = 0 for all #U < p n , by Lemma 3.20 c V = 0, so c ∈ I p m+n .
Remark 3.22. Of course the hypothesis that A has characteristic p is necessary. In W Zp (Z), let x = (0, 1, 0, 0, . . .) = ω Zp/pZp (1). Clearly x ∈ I p (Z p , Z) however one can quickly check that x 2 = (0, p, . . .), which is not in I p 2 (Z p , Z).
There is a surjective homomorphism Proj
When G is pro-p and k has characteristic p this maximal ideal is unique [Mil, Thm. 2.16 ]. We also have m = I ℓ where ℓ is the least integer greater than 1 such that G has an open subgroup of index ℓ (such an ℓ exists unless G is the trivial group). Therefore, when G is a pro-p group and k a field of characteristic p, m = I p (G, k). In this setting we have three topologies: the m-adic topology, the initial vanishing (or {I p n }-adic) topology, and the profinite topology. We have already compared the last two topologies in Theorem 3.16. As a consequence of Theorem 3.21 or by [Mil, Lem. 2 .14],
so n≥1 m n = {0}, which shows the m-adic topology on W G (k) is Hausdorff. Since m n ⊂ I k is a perfect field of characteristic p, i. e., the classical Witt vectors, the initial vanishing topology is the same as the m-adic topology since m = (p) = I p and m n = I p n . Utilizing tools from [Mil] we show that the m-adic topology is different from the other two for G = Z 
Metrics for Witt-Burnside rings with
Theorem 3.21 suggests that tracking the largest n for which a nonzero Witt vector a lies in I p n should behave like an algebra norm. We exploit this in particular for the case G = Z 2 p which we remark trivially satisfies Definition 3.18 as it is abelian. Throughout assume that k is a field of characteristic p.
That is, n ≥ 0 is maximal for the property that a ∈ I p n (G, k), or equivalently a has a nonzero coordinate at some G-set of size p n and this n is minimal. Set ||0|| IV = 0.
Note ||a|| IV ≤ 1 for all a, with equality exactly on the units in
In the classical case d = 1 and k perfect, || · || IV is the usual p-adic absolute value on Witt vectors and this identification is critical in Section 5. We now restate Theorem 3.21 in terms of norms. Remark 4.3. The submultiplicativity of || · || IV is the only place where we made serious use of Z d p being abelian, since that is how we know it satisfies the ratio property which is needed in Theorem 3.21. To the extent we can prove the ratio property for nonabelian pro-p groups, we will get a norm on W G (k) for more general pro-p groups G.
We now describe a precise 'multiplication by p' formula in the case that G is a pro-p group. When applied to G = Z d p for d = 2 gives us more information about the norm. We start with a lemma whose proof is routine and left to the reader. 
Reducing modulo pR this gives
Note this theorem is not specifying y T for all T , but only for #T ≤ p n+1 .
Proof. For any T ∈ F (G), the equation y = px becomes, under the T th Witt polynomial,
Using induction one can show that y T ≡ 0 mod pR for all T such that #T < p n since x T = 0 for all such T . Let #T = p n . Since x U = y U = 0 for all #U < p n , (11) becomes ϕ T (T )y T = pϕ T (T )X T , which gives y T = pX T . Let #T = p n+1 . In this case (11) becomes
We have already shown that y U = pX U when #U = p n and making this replacement in (12) we have
Remark 4.6. When G is abelian, ϕ T (U ) = #U and ϕ T (T ) = #T so pϕ T (U )/ϕ T (T ) = 1 since #T = p n+1 and #U = p n .
Proof. Since k has characteristic p, in W G (k) the 0-coordinate of p is 0, so p ∈ I p (G, k). Therefore we have
We will find a nonzero coordinate of pa which is indexed by a G-set of order p n+1 . Since a ∈ I p n (G, k), for some T 0 ∈ F (G) with #T 0 = p n , a T0 = 0. Choose such T 0 of minimal level. For any T < T 0 , #T < p n , so a T = 0. Therefore a is a homomorphic image of x from Theorem 4.5 using functoriality with a suitable homomorphism Z[X] → k and for any T with size p n+1 ,
Which T should we look at to find nonzero a T ? By [Mil, Lem. 5 .8], there are covers T of T 0 with the same level as T 0 . Recall, Lev(T ) denotes the level of T . For any T covering T 0 with Lev(T ) = Lev(T 0 ) and any U < T with #U = p n and Lev(U ) < Lev(T 0 ), a U = 0. So [Mil, Lem. 5 .9] says T 0 is the only G-set below T with the same level and of size p n , hence (pa) T = a p T0 = 0. We have a number of useful corollaries.
by a common power of p, doing a computation there, and then rescaling back, the axioms of a Q p -algebra norm on
It is simple to see the formula for || · || IV is the only possible Q p -algebra norm on
however this is not possible as p n v has a support of more than one G-set by Corollary 4.9 and ω T (1) has support {T }.
Although every individual element of W G (k)[1/p] can be scaled by a power of p to become an element of W G (k), this does not mean we can scale all the terms in a Cauchy sequence in W G (k)[1/p] by a single power of p to land in W G (k).
Example 4.14. For n ≥ 0, let
(1) would have to be also. However, we would then have a partial sum p −1 ω T 2(N +1) (1) + . . . + p −r ω T 2(N +r) (1) ∈ W G (k) for some r > 1 and multiplying by p r−1 gives that
Remark 4.15. Since the initial vanishing topology on the p-typical Witt vectors is exactly its p-adic topology, the associated norm || • || IV on the ring W Zp (k) is precisely the usual norm, which we denote by || • || W(k) , on the Witt vectors.
Interpretation as functions rings
One of the most vexing issues in studying Witt-Burnside rings, in particular the G = Z 
and k is a field of characteristic p.
Ultrametric Lipschtiz continuous functions.
To identify R as a function space, we deal with two layers of topological spaces. The first layer consists of the spaces T and its boundary and the second layer consists of functions spaces, such as the space of continuous functions over the boundary of T . We retain the notion of size in T as the size of the corresponding G-set. The elements of R may be thought of as k-valued functions on the vertices of T and we call them admissible vectors.
We often consider paths in T and in this article we only consider paths which are loop-erased, i.e., paths that never visit the same vertex twice. This hypothesis is assumed but will not be stated at each instance.
Definition 5.1. The tree T has a natural metric on its vertices by setting d T (T, U ) = p −n where n is the number of edges in common between the two unique paths from T 0 to T and T 0 to U . Definition 5.2. The boundary of T , denoted ∂T , is the collection of infinite paths beginning at T 0 ∈ T with the metric d ∂T , the extension of d T to infinite length paths. This metric space is a realization of P 1 (Q p ) with the usual p-adic metric it inherits from Z p [Ser80] . Note that this metric gives P 1 (Q p ) diameter 1. We equip the set of paths with an extension of d T to paths of infinite length and denote this extension as d P 1 (Qp) .
The p-typical Witt vectors (i.e., Witt vectors for G = Z p ) form a metric space under the usual p-adic metric, which has an associated norm that we denote by ||•|| W(k) . As such we may consider continuous functions P 1 (Q p ) → W(k). The Lipschitz condition will also be relevant in later discussions.
the Lipschitz continuous functions with Lipschitz constant less than α. That is f ∈ Lip α (P 1 (Q p ), W(k)) provided that for all x, y ∈ P 1 (Q p )
The function space we are most interested in is Lip p −1 (P 1 (Q p ), W(k)); however we need to discuss two metrics on it.
Definition 5.4. Suppose that Y has a norm. For f ∈ Lip(X, Y ) let
The space Lip(X, Y ) is metrized by f Lip = f sup + |f | L , where · sup is the supremum norm of f as a function taking values in Y and |f | L is the least Lipschitz constant for f .
One can alternatively endow Lip(X, Y ) with the norm · sup and we will be very specific with regards to which norm is being used in each instance. Naturally C(X, Y ) is endowed with the supremum norm.
We note for those who have not considered the collection of Lipschitz functions into bounded ultrametric spaces algebraically that unlike their Archimediean counterparts, ultrametic Lipschitz functions do in fact form a ring. Proof. We check that Lip α (X, Y ) is closed under pointwise sums and products and leave the rest of the details to the interested reader. Since Y is a topological ring the metric is compatible with the ring operations and we can write
Again let f, g ∈ Lip α (X, Y ) and x, y ∈ X we estimate the norm of the product's oscillation two ways and then recombine. First
Combining these calculations we get
Since f and g are Y valued max r=x,y {|f (r)| Y , |g(r)| Y } ≤ 1 so we have that f g is also in Lip α (X, Y ).
We state the completeness of Lipschitz functions into an ultrametric space. Example 5.13 however will show that while the Lipschitz property will be useful in the main theorem the natural Banach space structure of Lipschitz functions will not be. 
The set p σ is a prime ideal.
Proof. Suppose f, g ∈ p σ and let A ∈ U be such that A ⊂ D and let c > 0 be such that ord f (z) ≥ c ord σ(z) for all z ∈ A. Also set B ⊂ D with B ∈ U and d > 0 such that ord g(z) ≥ d ord σ(z) for all z ∈ B. Note that A ∩ B ∈ U and A ∩ B ⊂ D. Since ord(f + g) ≥ max{ord(f ), ord(g)} we have that ord(f (z) + g(z)) ≥ max{c, d} ord σ(z) for all z ∈ A ∩ B.
Now suppose that h ∈ Lip p −1 (P 1 (Q p ), W(k)) and f ∈ p σ . Let A ∈ U be such that A ⊂ D and let c > 0 be such that ord f (z) ≥ c ord σ(z) for all z ∈ A. Since at any point, ord(hf ) = ord(h) + ord(f ) ≥ ord(f ) we have that ord(h(z)f (z)) ≥ c ord(σ(z)) for all z ∈ A. So p σ is an ideal.
Finally, suppose f g ∈ p σ and A ∈ U be such that A ⊂ D and let c > 0 be such that ord f (z)g(z) ≤ c ord σ(z) for all z ∈ A. Consider the set B = {z ∈ A : ord f (z) ≥ ord g(z)}. When B ∈ U, we have for any z ∈ B, ord(f (z)g(z)) = ord(f (z)) + ord(g(z)) ≥ 2 ord(g(z)). Thus, for any z ∈ A ∩ B we have 2 ord(g(z)) ≥ c ord(σ(z)) and so g ∈ p σ . A similar argument shows that f ∈ p σ when P 1 (Q p ) \ B ∈ U. Thus p σ is a prime ideal.
The rest of the argument rests on specifying a countable family of functions σ i so that the associated primes form an infinite chain. To show the inclusions involved are strict, we need to guarantee the existence of particular Lipschitz functions.
Lemma 6.3. There is a countable discrete set E = {e 1 , e 2 , . . .
Proof. The following construction is illustrated in Figure 4 . Let e 1 ∈ P 1 (Q p ). Successively choose e n , n ≥ 2 in the following manner: let e 2 ∈ P 1 (Q p ) be such that d P 1 (Qp) (e 1 , e 2 ) = p −1 . As paths in T , e 1 and e 2 will share exactly one common edge. Choose e 3 ∈ P 1 (Q p ) so that d P 1 (Qp) (e 2 , e 3 ) = p −2 , that is the paths e 2 and e 3 share two edges while e 1 and e 3 share a single edge. In general choose e n ∈ P 1 (Q p ) such that d P 1 (Qp) (e n−1 , e n ) = p −n+1 which will force e n−1 and e n to share n − 1 edges as paths in T . Denote E = {e n } n≥1 , which is a countable discrete set in P 1 (Q p ) with ||e n − e m || P 1 (Qp) = p − min(n,m) for all e n , e m ∈ E. We now define the function f i . This is easier done using Theorem 5.10 as we can now think of Witt vectors in R. To each e n associate the corresponding path T 0 , T 1,n , T 2,n , . . . in T and the distance bound on E means exactly that T m,m = T m,n for all m ≤ n and fixed m ∈ N and these are the only equalities among the paths. Let f i = (f i,T ) T ∈T ∈ R be defined by setting f i,T = 1 when T = T n+i,n and 0 otherwise. Because T n+i,n only appears in the path e n and in no other paths then we can conclude that for any infinite path from T 0 there is exactly one non-zero label on the path.
See Figure 4 where the locations of the '1' indicates the only nonzero values for f i in the case when i = 1. When i > 1 these nonzero values are pushed farther along the respective paths. Since this is in R, its image under the map defined in Theorem 5.10 is a function in Lip p −1 (P 1 (Q p ), W(k)) and by construction f i (e n ) = ω p n+i (1).
Remark 6.4. The set E depends only on the metric of P 1 (Q p ) and is independent of i. The application of Lemma 6.3 will occur in Theorem 6.5 justifying the existence for any i ≥ 2, there is a function f i such that f i (e n ) = ω p n i (1), because n i may be written as n + z for some positive integer z.
Now we are set to demonstrate the dimension calculation.
Proof. It suffices to show that
It also suffices to show that R has infinite dimension. Since R ∼ = Lip p −1 (P 1 (Q p ), W(k)) by Theorem 5.10 we chose to work in the latter ring.
Construct E = {e 1 , e 2 , . . .} as in Lemma 6.3 and pick U any non-principal ultrafilter on P 1 (Q p ) containing E (such an ultrafilter exists as we can start with any non-principal filter containing E and construct an ultrafilter containing it). For i ∈ N set σ i (e n ) = ω p n i (1). By Lemma 6.2, to each σ i we obtain a prime ideal p σi . Assume i < j. We claim p σj ⊂ p σi . For any f ∈ p σj there is A ⊂ E and c > 0 such that for any e n ∈ A we have ord(f (e n )) ≥ c ord(σ j (e n )). By definitions, we have ord(f (e n )) ≥ c ord(σ j (e n )) = cn j ≥ cn i .
Thus we have f ∈ p σi and a chain of primes p σ1 ⊃ p σ2 ⊃ · · · . Use Lemma 6.3 with i ≥ 2 to pick f i ∈ Lip p −1 (P 1 (Q p ), W(k)) such that ord f i (e n ) = n i , see Remark 6.4. Therefore f i ∈ p σi with the choice A = E and c = 1 as in Lemma 6.2.
We show that f i ∈ p σj for i < j by contradiction. Provided f i ∈ p σj , there is A ∈ U with A ⊂ E and c > 0 such that for any e n ∈ A, n i = ord(f (e n )) ≥ c ord(σ j (e n )) = cn j . This means n i−j ≥ c and since i < j, there are only finitely many values n for which this holds. Thus the set A is finite as it contains only finitely many e n . This contradicts the choice of U as a non-principal ultrafilter. Thus p σj p σi for any i ≥ 2 and j > i and so dim Lip p −1 (P 1 (Q p ), W(k)) is infinite.
6.2. Topological basis for Lip p −1 (P 1 (Q p ), W(k)). One of the main tools of studying non-archimedean function spaces, for example such as C(X, Z p ) where X is a topological space, is through topological bases which allow for a rich integration theory. Most familiar is the Mahler basis for C(Z p , C p ) or more generally C(Z p , K) where K is a non-archimedean valued field. It consists of the functions x → for n = 0, 1, . . . which form an orthonormal basis for C(Z p , K). One might ask: Does Lip p −1 (P 1 (Q p ), W(k)) have a natural orthonormal basis? Since Lip p −1 (P 1 (Q p ), W(k)) ∼ = R is isometric and R has a particularly nice basis of Teichmüller elements, we know that Lip p −1 (P 1 (Q p ), W(k)) does as well. This basis is unlike the Mahler basis because the basis elements are localized functions which makes them much more like the van der Put basis of C(Z p , K) [Sch06] .
For convenience of the reader we pause to review the van der Put bases in the more classic setting C(Z p , K) where K is a non-archimedean valued field. Let x ∈ Z p and m ∈ Z. We say that x starts with m when |x − m| p < 1 m and this relationship is denoted m ✁ x. A van der Put function is defined as e n (x) = 1 when n ✁ x and is 0 otherwise. By [Sch06, Thm. 62 .2] the collection {e n (x)} ∞ n=0 is a basis of C(Z p , K) where K. Even better [Sch06, Thm. 63 .2] gives a characterization of which elements of C(Z p , K) are in Lip α (Z p , K) for α > 0 in terms of this basis. Note that the van der Put functions e n (x) have as their support the open ball B(n, p −j ) where |n| p = p −j ; i.e., e n (x) is the indicator of a ball in Z p . Using this characterization of the van der Put basis as indicator functions we can extend the basis from functions on Z p to functions on P 1 (Q p ) by the following.
Definition 6.6. A subset V of C(P 1 (Q p ), W(k)) is a van der Put basis provided it consists of all indicator functions of balls of positive radius in P 1 (Q p ).
These indicators are continuous functions on P 1 (Q p ) but their Lipschitz constants are unbounded. In order to fit them into Lip p −1 they can be scaled to reduce their supremum norm until their Lipschitz constant is p −1 . This does require a different scalar multiple for each basis element, however the scalar depends only on the size of the support of the basis element. Proof. Consider the part of the boundary of T that consists of only p of the p + 1 subtrees coming from the root, T 0 . This portion of the boundary is isometric to Z p . We may consider the results of [Sch06] concerning C(Z p , K) where K is the fraction field of W(k) as applying locally in our setting. Exercise 63.B of [Sch06] says that f ∈ C(Z p , K) is actually in Lip α (Z p , K) provided
a n e n (x)
is the van der Put expansion of f and the coefficients, a n satisfy (13) sup{|a n | K n 1/α } < ∞.
As a consequence of Theorem 6.7 the push forward of a Teichmüler expansion of an element of R to a van der Put expansion of an element of C(P 1 (Q p ), W(k)) can be restricted to a function over a copy of Z p . The coefficients of this expansion will be of the form qp −⌊log p (n)⌋ for q ∈ F p . These coefficients have K-norm bounded above by n and there exists a subsequence, n = p m , along which the norm is n. So for α ≥ 1 the supremum in (13) is finite.
