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SUMMARY 
We present a weighted residual finite element method for the solut ion o f  an eigenvalue problem. 
As a test function, we take a linear combinat ion of  two functions which belong to different spaces. 
We call this method the alpha interpolation method (AIM) for the eigenvalue problem. We compare 
the AIM with the Standard-Galerkin finite element method (SGFEM).  
1. INTRODUCTION 
The method of weighted residuals (MWR 7 unified by 
Crandall [1] has often been used for the solution of 
various types of ordinary or partial differential equations. 
In the MWR, the most important ask is to choose a test 
function (or the weighting function) suitable for the 
solution of the problem. For example, a discrete func- 
tion, which leads to the collocation method and an in- 
finitely smooth function are possible test functions. 
Strang and Fix [2] suggested that in between these 
extreme xamples of test functions a lot of possibilities 
exist. When the Hilbert space H s is used as test space for 
the given problem of order 2m, H 2m-s is usually chosen 
as trial space. Now 2m-s becomes m, ff ~m,  and this 
leads to the Standard-Galerkin fi ite element methods 
(SGFEM 7 or the Petrov-Galerkin FEM (PGFEM 7 [3], [4]. 
Note that the PGFEM has been used for the solution of 
non-self-adjoint problems. For the usual methods, the 
sum of the order of the test space and that of the trial 
space is at least 2m. In spite of this restrictrion for the 
usual methods, we try to consider an extended space as 
test space. For example, we use the extended test space 
H s-1 where the sum of the orders is 2m-1. That is, H m 
and H m-1 are taken as trial and test space respectively. 
In this paper, the case m= 1 is examined for one-dimen- 
sional and two-dimensional ei~nvalue problems. We take 
H 1 to be the trial space and H u to be the test space. So, 
we use a linear function as trial function and a weighted 
average of the linear function and a step function (linear 
interpolation) as test function. We call this method the 
alpha interpolation method (AIM) for the eigenvalue 
problem. It is well known that ff H 1 is taken as trial 
space as well as test space in the SGFEM, the error 
(xn-~.s)" • C.XslC+lh2k" for the k-th order piecewise poly- 
nomials (d. theorem 6.1 of [2]) and 
Ihs-V s II0~<c(hk+l+h2k ) X~k+17/2 (cf. theorem 6.2 of[217. 
In our AIM, the error (Xsh-~s) vanishes by taking the 
optimum interpolation parameter. The superconvergence 
for the eigenfunction takes place at all the nodes [2]. 
The optimum interpolation parameter is calculated in 
section 2; the superconvergence is confirmed by the 
numerical experiments in section 3. 
2. THEORY 
Let us consider the one-dimensional eigenvalue problem 
d2 u + Xu = 0 x ~I2-=(0,1), (2.1) 
dx 2 
with homogeneous boundary conditions 
u(07 = u(1)= 0 ally-{0,1}. (2.27 
Then, we define the functional equation corresponding 
to (2.1) as 
d 2 
I(w,u)=-f~2w(--u +Xu)dx 
dx 2 
= fI2 ~-xdW dxd-qu dx - Xf~ 2 wu dx - w dudx aI2 = o, (2.3) 
where w is the test function. Here, we make the follow- 
hag demand for w : 
w~ = 0. (2.4) 
dx' a~2 
Substitution of (2.4) into (2.3 7 , results in the weak 
form 
I(w,u) = f~2 dxdW dxdU dx - X fI2 wu dx = 0. (2.5) 
In order to obtain the AIM solution of the above 
functional (2.57, we fkst introduce the finite elements 
of the domain I2. For simplicity, let us assume that 
12=12ual2 is divided into n intervals 
~i =[Xi-l' xi] (i=1,2 ..... n 7 of size h=xi-xi_l = 1 .  
n 
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The AIM solution v is written as 
n-1 
v = 2; viTi(x), (2.6) 
i=1 
where v i is the nodal value at the node xi, v0=Vn=0 
because of(2.2), 
Ti(xj) = 8ij (2.7) 
n 
for Ti(x)=T(x-xi) and ~ = U ~i" Moreover, the test 
i=l 
function w is 
w(x-x i) = wi(x) = aTi(x)+(1-a)Di(x), (2.8) 
where Di(x)=D(x-xi) , w(x0)=W(Xn)=0 because of (2.4), 
D(x0)=D(Xn)=0 is imposed and a is the interpolation 
parameter. The right hand side of (2.8) is similar to the 
test function used in the PGFEM [3], [4]. 
The PGFEM has been applied to non-self-adjoint 
problems, e.g. the diffusion-convection ~roblem [5] , 
where the test space is conventionally H (~). 
Next, we determine the admissible spaces for v and w. 
From (2~5)-(2~8) the constraint on Ti(x ) is 
--__~ Ti(x)[2 dx<oo, since the functional f~l I(w,v) 
should be bounded. Thus the admissible space for Ti(x ) 
is HI(~). In the usual methods uch as the SGFEM e.g., 
the admissible space for Di(x ) is not separated from the 
trial space. On the other hand, for the extension of the 
test space, we determine the admissible space for Di(x ) 
so that I(w,v) is bounded, and that (2.5)-(2.8) has a 
unique solution. Thus Di(x ) must satisfy the following 
conditions : 
f~2Di(x)Tj(x) dx <oo, (2.9) 
f A dx Di(x/  <--. (2.10/ 
In the SGFEM, HI(~) is cho-~en for Ti(x ) and Di(x), be- 
cause of the Schwarz's inequality 
d Di(x ) d Ti(x)dx] 2 • 
< :~2[d Di(x)] 2 dx Sa[ d Tj(x)] 2 dx [6]. 
Since Ti(x ) E Hl(~2), Di(x ) must be bounded and also 
~Di (x  ) must be measurable function that does a not  
behave like the delta function at the node x i. Note that 
d~Ti(x ) is discontinuous the node With at  
g i • 
the con-  
strains described above we are able to choose H0(f2) as 
the admissible space for Di(x ). 
We focus our attention on the most simple case. 
Choose T(x) as follows. 
T(x) = 1 x xE[0,h], (2.11-a) 
h 
T(x) = 1 + x h xE [-h,0], (2.11-b) 
T(x) = 0 elsewhere (2.11-c) 
Here, T(x) is the even function known as the hat func- 
tion. 
Next, choose D(x) as the even function satisfying (2.9) 
and (2.10). We set 
n-1 n-1 
i ~= lff~Di(x)Tj (x) dx=j~ 1J'f~Di(x)Tj (x)dx=hSij" (2.12-a) 
f d--~-D (x) dT  (x)dx=y dT(x) dT  (x)dx (2.12-b) 
I2dx i dx j I2dx i dx j " 
Substituting (2.11) into (2.12), we have 
:hD(x)T(x)dx _ h 
2 
f0hD(x)T(x-h)dx = 0, 
fhd-~D(x) d~T(x)dx - 1 - ~, 
fh0d_~D(x) d~T(x_h)d x _ 1 
h 
So D(X) must satisfy the following relations : 
f0hD(x)dx_ h 2' (2.14-a) 
fh d~Di(x)dx = -1 (2.14-b) 
and (2.13-b). The simplest even function which is dis- 
continuous at the points x =+h and linear elsewhere is 
2 
D(x) = 1+ ~-~-4f0 8 (t-h)dt x,tE[0,h], (2.15-a) 
D(x) = 1-~-~ +4~h8 ( t+h)dt_  x,tE[-h,0], (2.15-b) 
D(x) = 0 elsewhere (2.15-c) 
where 8(x) is the Dirac delta function and hence 
wi(x)EH0(f~ ) because of (2.8). Substituting (2.11) and 
(2.15) into (2.5)-(2.8), we obtain the AIM equations 
h2Xa,s [avi l+2(3--a)vi+avi+l ] -Vi-l+2Vi-Vi+l= 6 
(2.16) 
where ~a,s is the AIM solution for the given interpola- 
tion parameter aE[0,1] and v0=Vn=0 because of (2.2). 
The average rror [[u-vt[ 0 of the eigenfunction v should 
be c'h 2 as it was for the SGFEM, but v i coincides with 
u(xi) (cf. theorem 6.2 of [2] and theorem 5of [7]). 
Substituting the eigenfunction vi=sin ~ i  in (2.16), we 
have n 
2-2cos s~ _ h2Xa,s [6-a(2-cos ~)1, (2.17) 
n 6 n 
where s=1,2,3,...,n-1. From the above equation, we get 
(2.13-a) 
(2.13-b) 
(2.13-c) 
(2.13-d) 
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the AIM solution 
6(1-cos~) (2.187 
~'a,s--- h2[3..~(l_cos n~_) ] ' 
where the s-th eigenvalue is known to be exactly 
X s = (srr) 2. The optimum interpolation parameter as ,  
/uch that Xas,S = Xs' is given by 
3 -3(~)2  sin2 ~-  n 
(2.19) 
as = 2sin 2 s_~u 
2n 
Therefore, using the very small, sparse system of the 
AIM equations (2.16 7 with a=as, we can obtain the s-th 
eigenvalue of  our problem (2.17 and (2.2) exactly, where 
the other eigenvalues are approximate. 
For a=l  (2.16) leads to the SGFEM with linear elements 
(k=l),  and for a=O it leads to the finite difference qua- 
tions. In other words, our method links the finite 
difference method and the SGFEM by means of  a linear 
interpolant. The righthand side of  (2.16) gives rise to 
the lumped mass matrix and the consistent mass matrix 
for a=O and i respectively, and our method also links 
these two matrices via interpolation. Therefore, our 
method could be considered as a partial mass lumping 
process, but the partial mass lumping has only been 
used in the time-dependent problem [5] in order to 
obtain a stable explicit scheme. Also the serious loss of 
accuracy, which was mentioned by Strang and Fix [2], 
does not arise using our method with a6  [0,1] as can be 
seen in (2.18). Moreover our method links two different 
spaces, by using linear combinations of their elements. 
3. NUMERICAL EXAMPLES 
First, we examine the case of the one-dimensional eigen- 
value problem (2.1) and (2.2). Practically speaking, it is 
most desirable that the optimum interpolation parameter 
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Fig. 2. Error of AIM and FEM solutions. 
m order of global AIM or FEM system, 
e s = IXa,s-ks e s = p.a,s-ksll~, s or Ixh-Xsl/Xs . 
a s does not depend on the index s, and that Xa,s=X s
for a single value a=a 0. For small s, a s converges to the 
single value ¢0 as n is increasing. "/'his behaviour is shown 
in fig. 1. Indeed, for ~n ~_1, 
1 Thus we choose - as the single value a 0. Using this 
2 
value a 0 in (2.16), we have for a positive constant c'% 
IXa0,s - Xsl ~ c "" h4X3's (3.2) 
Thus the AIM with interpolation parameter a 0 corres- 
ponds to the SGFEM with quadratic dements (k=2). 
The AIM with a 0 gives the good approximation shown 
in Fig. 2. Numerically the AIM solution is as accurate as 
the SGFEM solution with cubic elements (k=37. In 
order to obtain more excellent results, we choose the 
practical value a=0.51. The resuks are shown in ~g. 3: 
Next, in order to show the usefullness of  our method, 
we examine the case of the two-dimensional eigenvalue 
problem 
V2u = ku uE f~ = (0,1)X(0,1), (3.3) 
t~ a~2 = 0. (3.4) 
Here the domain ~ is divided into the triangular elements 
~i '  shown in fig. 4. The test function is a linear combina- 
tion of functions belon~ng to different spaces (inter- 
polation). Note that Ishihara [7] recently proposed the 
GMM scheme, but that the interpolation parameter a 
was not discussed. For the case s=t=l  where s,t are the 
indices of the (s,t)-th eigenvalue Xs,t' the single value a 0 
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Fig. 4. Domain of the two-dimensional eigenvalue problem 
converges to 1 as n is increasing. This behaviour is shown 
4 
in fig. 5. We choose the practical value a=0.26,  slightly 
larger than a0, just as we did for the one-dimensional 
eigenvalue problem. Using this value, we obtain the good 
results shown in fig. 6. Here, the results obtained by the 
SGFEM with linear (k=l)  and quadratic (k -2)  elements 
are compared with those of the AIM. 
4. REMARKS 
The matrix of  the AIM for the two-dimensional eigen- 
value problem is given by interpolation of  the lumped 
mass matrix and the consistent mass matrix, when the 
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m order of global AIM or FEM system, 
e t: Ika t-k tl/k or I?~sh, t-ks,tl/ks,t , S, ,S, S, S,t 
ks,t=(s2+t2)~ 2. 
domain is divided into arbitrary type dements. There- 
fore, the explicit form of the test function is not re- 
quired numerically. The AIM approximations to the 
Laphcian V 2 coincide with the finite difference 
approximations, if the domain is divided into Friedrichs- 
Keller type elements as shown in fig. 4. However, the 
mass matrix for the AIM does not coincide with that of 
the finite difference method in this simple case. 
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5. CONCLUSION 
In this paper, we gave an example of  the test function of  
the AIM. This function was expressed as a linear com- 
bination of  functions belonging to different spaces. In 
fact, the matrix of  the AIM system is given by interpola- 
tion of  the lumped mass matrix and the consistent mass 
matrix, and the explicit form of  the test function is not 
required numerically. Our test space contains the test 
and trial spaces for the SGFEM. In this sense the AIM is 
an extension of  the SGFEM. 
We solved eigenvalue problems whose eigenvalues and 
eigenfunctions are known theoretically, and showed that 
an optimum interpolation parameter exists, so that we 
obtain the exact solution. In the future, we will try to 
solve eigenvalue problems whose eigenvalues and eigen- 
functions are not known theoretically, such as nonlinear 
problems. 
6. ADDITIONAL COMMENTS 
In the one-dimensional eigenvalue problem (2.1) and 
(2.2), our AIM equations (2.16) can also be written as 
82 vi+Xa,sh2 (1+~o.~2) v i = O, 
where 8 2 is the finite difference operator corresponding 
d 2 
to • The AIM using the single value 170 = 1 corres- 
dx 2 2 
ponds to the well-known Nttmerov method, which has a 
fourth order accuracy. But for multi-dimensional eigen- 
value problems the AIM never coincides with the 
Numerov method and other finite difference methods. 
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