Regarding nite state machines as Markov chains facilitates the application of probabilistic methods to very large logic synthesis and formal verication problems. Recently, we have shown how symbolic algorithms based o n A lgebraic Decision Diagrams may be used t o c alculate the steadystate probabilities of nite state machines with more than 10 8 states. These algorithms treated machines with state graphs composed of a single terminal strongly connected component. In this paper we consider the most general case of systems which can be m o deled as state machines with arbitrary transition structures. The proposed approach exploits structural information to decompose and simplify the state graph of the machine.
Introduction
Finite state machines (FSMs), or their extensions, are often employed to model real digital systems for formal verication. As the complexity of those systems increases, probabilistic approaches to design and implementation verication become of interest; for example, verication of timing properties is usually based on such kind of techniques. Beside formal hardware verication, other successful applications of probabilistic methods to nite state models can be found in the eld of logic synthesis: FSM re-encoding for sequential low-power synthesis, gate-level timing analysis and verication, ATPG, and so on. The probabilistic behavior of a FSM can be analyzed by regarding its transition structure as a Markov c hain [1, 2] ; in fact, it is sucient to attach to the out-going edges of each state a label which represents the probability for the FSM to make that particular transition to obtain a nite state model that matches the denition of discrete-parameter Markov c hain. Studying the behavior of a Markov c hain is then related to performing the reachability analysis of a FSM. Algorithms to analyze structurally complex Markov c hains based on very sophisticated theory [3] and accurate numerical methods [4] have been used for systems with transition structures of limited size. On the other hand, FSM traversal procedures based on symbolic execution are currently available to handle very large nite state systems [5] . In [6] , we h a v e shown how, using Algebraic Decision Diagrams (ADDs) [7] , the two w orlds can be merged; in fact, we h a v e proposed symbolic procedures to compute steadystate probabilities for very large FSMs. That work mainly focused on algorithms for the solution of systems of linear equations extracted from large, but structurally simple, state transition graphs; in particular, we considered Markov c hains with a single terminal strongly connected component. This class of chains contains most of the examples normally encountered. However, as it will be shown later in the paper, techniques capable of dealing with arbitrary state graphs can be used to make large, structured problems tractable by decomposition.
Enrico Macii is also with Politecnico di Torino, Dipartimento di Automatica e Informatica, Torino, ITALY 10129. Therefore, in this paper, we propose an algorithm which faces the problem of computing state occupation probabilities of a FSM in its generality. Our approach relies on BDD-based structural analysis of the state graph for two important aspects: The identication of the terminal components, and the study of their periodicity. The knowledge of the structure of the sequential system being analyzed allows us to decompose and simplify it in such a w a y that the solution methods we h a v e presented in [6] can be applied successfully. P(Xn = injX0 = i0; X 1= i 1 ; : : : ; X n 1= i n 1 ) = P ( X n = i n j X n 1 = i n 1 ) :
FSMs and Markov Chains
Denition 2.1 The Discrete Density F unction of a random variable Xn is the probability pj(n) = P ( X n = j ) of the system to be in state j at time n.
Denition 2.2 The Conditional Discrete Density F unction of a random variable Xn is the probability pjk(m; n) = P ( X n = k j X m = j ) , 0 m n of the system to be in state k at time n given that it is in state j at time m.
In this paper we consider Homogeneous Markov Chains, that is, Markov c hains for which pij(m;n) depends only on the dierence n m; this implies that the system's behavior is independent from n; in this case, the Markov chain is said to have Stationary Transition Probabilities.
The notation pij(n) = P ( X m + n = j j X m = i ) is used to indicate the n-Step Transition Probabilities, while the Ini- Thus, given the transition relation TM(y;w;x), the transition probability matrix P1 can be obtained as follows:
P1(x;y) = 2 k X w T M ( x; w;y):
If the input values are not equiprobable, the matrix is still obtained from the transition relation, but its derivation is slightly dierent, as will be shown in Section 4. Also the initial probability v ector can be determined from the information we h a v e about the FSM; in fact, given the set of initial states of a FSM, X0 = p(0) is obtained by assigning an initial probability v alue to every state in the set.
Given P1 and p(0), the n-step probabilities are given by:
As a direct consequence, the n-step probability matrix can be obtained by taking powers of P1, that is, Pi = P i 1 . I n general, the probability distribution of the variable Xi is completely determined by the 1-step transition probability matrix P1 and the initial probability v ector p 0 .
We conclude this section by showing how w e use ADDs to symbolically represent Markov c hains. Given the STG of the Markov c hain of Figure 1 -a, whose probability matrix is presented in Figure 1 -b, the corresponding ADD is the one depicted in Figure 1 -c. x and y variables are used to encode present and next states respectively; therefore, each e n try in the matrix is associated with a path in the ADD leading to a leaf whose value represents the transition probability b e t w een the two states. 
Depending on the topology of the STG, the limit of Equation 3 may o r m a y not exist, and if it exists its value may or may not depend on the initial probability v ector p(0). GSCC is an acyclic graph, otherwise the nodes involved in a cycle would be in the same equivalence class. We will denote as terminal strongly connected c omponents (TSCCs) the sinks of the graph GSCC. Clearly, once the system reaches a TSCC, it will never leave it. Lemma 3.1 Every TSCC of the STG is an ergodic set, and every non-terminal SCC is a transient set. Decomposable: Systems having more than one TSCC; a preliminary analysis is done on the graph where every TSCC is collapsed into a single node. The limiting probabilities of the modied system reect the probability o f the system to be in each TSCC. These probabilities are used to normalize the solution obtained when computing the limiting probabilities of every single TSCC, which i s now non-decomposable.
Computing the Limit Probabilities
In Section 3 we h a v e seen that for non-decomposable, aperiodic systems, the vj's are guaranteed to exist and they can be obtained by means of Equation 3. In [6] we h a v e proposed ecient ADD-based algorithms to perform the computation of those probabilities in this particular case. Here, we extend our approach to deal with the most general case of systems having state graphs of arbitrary structure; therefore, we h a v e to analyze non-decomposable, periodic systems, as well as decomposable systems (which m a y contain both aperiodic and periodic components). Though most of the systems one encounters in practice are non-decomposable [8] , there is an important reason, beyond generality, to address decomposable systems. As will be discussed in Section 4.6, the analysis of large decomposable systems can be protably reduced to the analysis of several non-decomposable systems. To do this, we need to use reachability analysis, i.e., FSM traversal, to determine both the structure of the system under examination and the period of each single structural component. We start this section by formally stating our problem. Then we consider systems for which the primary inputs are not equiprobable; this is a key issue when the techniques we are developing have to be applied to model real hardware devices. Then we briey show h o w w e handle the conceptually simple, but computationally dicult, case of non-decomposable, aperiodic systems; for a more detailed treatment the reader can refer to [6] . Then we m o v e to the case of non-decomposable, periodic systems; in this case, we rst determine the period, d, of the Markov c hain by implicitly traversing its STG, and then we use the information on the periodicity of the system to check whether the iterative calculation of the limit probabilities has converged or not by comparing two probability v ectors, pi(n) and pi(n + d), whose temporal distance is d. Finally, w e consider the case of decomposable systems, and we show h o w w e can decompose them into simpler non-decomposable systems which can be analyzed using the techniques mentioned above.
Problem Formulation
As mentioned in Section 2, by assigning dierent w eights to the edges, the STG of a FSM can be translated into a Markov c hain. Every node in the STG has 2 m out-going edges, where m is the number of primary inputs of the machine. The 1-step probability matrix can be obtained from the transition relation, in the case where all the primary inputs are considered equiprobable, in the following way:
P1(x; y) = 2 m n + w T ( x; w; y) (4) where the operator n 
Case of Non-Equiprobable Inputs
Considering systems for which the primary inputs are not equiprobable is a key issue when the techniques we are developing have to be applied to model real hardware devices. For signals like reset or load, for instance, usually P(inputi = 0 ) 6 = P ( inputi = 1).
In the case that not all the primary inputs of a FSM are equiprobable, the 1-step transition probability is obtained by the algorithm in Figure 2 . The function accepts three parameters, the transition relation T, a cube in the primary inputs C, and an array , where [i] is the probability o f input i to be one. The procedure is similar to abstraction, with the exception that when a variable in C is missing from F, the result is added to itself. When a variable has to be abstracted, a convex combination of the two subfunctions T1 and T0 is taken instead. The algorithm uses a table (not shown in Figure 2 
Non-Decomposable Aperiodic Systems
There are several numerical methods to calculate the limit probabilities, but not all of them are suitable for ADDbased computation. The limit probabilities can be calculated by solving the system of the so-called ChapmanKolmogorov equations. One way to solve this system of linear equations would be to use Gaussian elimination; although the matrix of the coecients may be regular, this regularity m a y disappear when Gaussian elimination is performed. Therefore, as we h a v e shown in [6] , direct methods cannot be applied to very large systems, and iterative methods need to be used.
Structural Analysis of FSMs
In order to be able to treat arbitrary systems, some structural information needs to be extracted from the STG. The rst calculation we do is the set of reachable states. Since the FSM has a set of initial states, only those reachable from any initial state will be considered. The traversal procedure is entirely based on BDDs. The fact that only the edges between reachable states are meaningful is used to reduce the size of the representation of the transition relation. Then the TSCCs are determined by applying the procedure presented by Matsunaga et al. in [9] which calculates the transitive closure of a transition relation. In general, each TSCC may h a v e a dierent period; therefore the computation of the period of each TSCC, necessary to check the convergence when solving each sub-system of equations, is done by traversing every single TSCC separately. The reset state of the TSCC being traversed is picked as one arbitrary state inside the TSCC.
Non-Decomposable Periodic Systems
In general, the limit probabilities are not independent o f the initial probabilities (see Section 2). This is the case for periodic FSMs. Figure 3 shows a FSM with period d = 6. Depending on the initial probabilities p(0), the series of vectors obtained by solving the system of linear equations oscillates with a dierent period. If the system shown in Figure 3 is solved with the initial probability vector: p1( 0 ) = 1 ; p 2 (0) = = p 9 (0) = 0, then the series oscillates with period 6. On the other hand, if an equiprobable initial probability v ector is used, the solution obtained has period equal to 2. In general, if the period of a circuit is d, it is possible to nd an initial assignment of probabilities such that the computation oscillates with any period that is a divisor of d. In this case, for a non-converging sequence s0; s 1 ; : : : , a sequence of averages can be formed, and taken as the new sequence. The original sequence is said to be summable by means of the averaging process. We will consider only the following averaging method:
This expression is an average of terms of the sequence with non-negative coecients whose sum is 1. If the sequence t0; t 1 ; : : :converges to a limit t, then we s a y that the original sequence is Cesauro-summable to t [1] .
Theorem 4.1 If P is an ergodic transition matrix, then the sequence P n is Cesauro-summable to a limit matrix.
The theorem above s a ys that, in the case of periodic systems, the sequence P n has a limit; this implies that, even though P v i oscillates with period d, the limit of the averaged series is constant. Hence, once the series is detected to oscillate, the limit probability for every state is given by:
The discussion above motivates the selection of a proper initial guess for the solution of the system of linear equations. Two dierent strategies have been considered. If the vector is chosen to have only one state with probability 1 and the remaining states with probability 0, the convergence will be achieved after a large number of iterations if the depth of the machine is large. On the other hand, considering an equiprobable initial guess may produce also large number of iterations if the solution is far from being equiprobable. Let us recall that a non-decomposable system, either aperiodic or periodic, has a unique SCC; hence, this SCC is terminal. For systems of this type, the limit probability vector does not have a n y zero entry, except those due to numerical errors. Figure 4 shows the pseudo-code of the algorithm to analyze non-decomposable, periodic systems. It should be noticed, however, that the same algorithm works also for aperiodic systems, being an aperiodic system a periodic system with period of length 1; the reason why w e use ad-hoc solution methods for aperiodic systems (see [6] ) has to do with eciency in the computation. 
Quasi-Decomposability
The notion of decomposability gives a way to analyze complex systems in terms of smaller sub-systems. However, in practice, it is not very common to nd systems having STGs with several TSCCs. Rather, it happens very often that real systems have only one, large TSCC; this sometimes makes the computation of the limit probabilities numerically unstable and, therefore, convergence becomes dicult to achieve. One technique to reduce the complexity of a system, is to x some primary inputs to specic boolean values. In terms of probabilities, this turns into xing the probability v alue of some inputs to either 1 or 0. This simplication is not far from the real behavior of signals with very low probability of being in one of two states.
Setting a given input, wi, to a xed boolean value induces a pruning on the edges of the STG associated to the system under investigation; in fact, the predicates on some edges may be no longer satisable, implying that those edges of the graph will never be traversed, and therefore, they can be pruned. The system obtained in this way m a y be decomposable. In this case, we s a y that the system is Quasi-Decomposable, reecting the fact that some inputs are responsible for making this system non-decomposable, but when set to a specic value, the new system is decomposable. Since the analysis of the new system is reduced to its TSCCs, a considerable reduction on the state space might b e a c hieved as well. Clearly, limit probabilities of the system in which some of the primary input signals have been set to either 1 or 0 dier from the ones of the system for which all the primary inputs have non-xed values; this is because the sets of reachable states of the two systems are now dierent.
Let W = ( w 0 ; ; w k ) be the set of primary inputs of the system, and let PI= ( pi0; : : : ; p i k ) the input probability vector, that is, each pii is the probability of input i to be one. Let S the set of primary inputs which assume the xed value one, T the set of primary inputs which assume the xed value zero, and Q the set of primary inputs with nonxed value (clearly, S \ T = ;). Let orig be the original system (i.e., the system for which S = ; and T = ;), and By choosing a suciently small , the solution of 0 new is close to the solution of new [3] . Once the solution of 0 new is determined, a new system can be built by c hoosing a larger . The process may be repeated until the probabilities of all the primary inputs match the ones given by PI , that is, when the system solved is exactly orig .
Decomposable Systems
Figure 5-a represents a simple system which is decomposable, that is, it has more than one TSCC. In general, the behaviors of the original and the lumped system may dier. However, the following theorem gives a necessary and sucient condition to lump several states while preserving the statistical behavior of the system. A TSCC can be considered a special case for the above theorem because there is no outgoing edge. Hence, by lumping the states in a TSCC into a representative, an absorbing node is created and the necessary condition of Theorem 4.3 holds. As a conclusion, every TSCC can be collapsed into a single node without outgoing edges, and the new system can be analyzed following the same technique. Further reduction could be achieved by detecting SCCs whose fanout goes entirely to another SCC. By Theorem 4.3, both can be collapsed. Figure 5 -c depicts this special case. Notice that the collapsed graph has as many ergodic sets as there are TSCCs in the original system, and that the limit probabilities will be dierent from zero only for the absorbing states. Let us assume that the system can be decomposed into l dierent TSCCs, T0; : : : ; T l 1 , and let us denote the limit probabilities of the absorbing states as v T 0 ; : : : ; v T l 1 .
Given that every Ti is collapsed, v T i denotes the probability of the system being in any state inside Ti.
Thus, once the solution of the collapsed system has been obtained, the limit probability for every state in every TSCC still needs to be calculated. However, T0; ; T l 1 now can be analyzed as l independent non-decomposable systems. If we denote by ini the limit probability for state i obtained by analyzing the TSCC as an independent subsystem, the limit probabilities for the global system are obtained by the equation:
8 state i 2 Tj; vi = ini=v T j ; 0 j < l :
The collapsing procedure is shown in Figure 6 . The cycle time of the circuit will typically be determined by the time taken by the subtractor. Suppose we are interested in estimating the increase in speed that would derive from doubling the clock frequency and allowing the subtractor two cycles to complete. Such an estimate can be obtained by computing the probability for the circuit to be in a state where the LSBs of A and B are both one. This in turn can be obtained from the state probabilities by rst cofactoring the limit probability v ector with respect to the LSBs and then summing over all the other state variables. Since the GCD algorithm only considers the LSB of each operand, a simplied model could be built considering only these two bits (see Figure 7-b) . The limit probabilities of the simplied system are v00 = 0 , v 01 = v10 = 0 : 25, v11 = 0 : 5. The interpretation of this result is that a subtraction is performed every two cycles, thus if the clock frequency is doubled, the average speed would increase by 25%. However, in reducing the system, the implicit assumption that the two n umbers have an innite number of digits has been made. Therefore, the analysis of the simplied system may lead to an erroneous solution. In Section 6 we report results for two GCD circuits with 14 and 26 state variables. In the case of gcd4, experimental data show that the probability of being in a state where no subtraction is performed is 0.81. If the frequency of the clock is doubled, only the transitions that do not involve a subtraction will contribute to increase the average speed. Therefore, a 40% increase on the average speed will be achieved. On the other hand, when the number of bits of the operands is doubled the circuit is expected to execute more subtractions and this probability m a y c hange. In fact, for gcd8 (which has operands with length double than gcd4), the experiments show that with double frequency the system would increase its speed by 36%. 
Experimental Results
The experimental results obtained by applying the techniques described in this paper are reported in Table 1 . For every circuit, the total number of states, the number of states whose limit probability is dierent from zero, the number of iterations and the execution time needed to calculate the limit probabilities are shown. [10] are non-decomposable, aperiodic systems. In this case no simplication is done, and the circuit is solved as a whole. The minmax circuits [5] (mm9nr and mm30nr) are examples of quasi-decomposable systems. In this case the reset signal was set to probability zero, and both circuits turned into decomposable systems with a unique TSCC. This is a special case of decomposability, because when applying the collapsing technique, only a sink node is produced; thus, the solution of the simplied system is trivial, with probability equal to 1 in the state representing the unique TSCC. The greatest common divisor circuits (gcd4 and gcd8) w ere discussed in more detail in Section 5. Circuit mltpl is an example of decomposable system. It has several TSCCs, some of them aperiodic and others with dierent periods. The number of iterations reported are those to solve the collapsed system and the set of TSCCs. The fact that a TSCC is periodic forces the number of iterations to solve the circuit to be at least as large as the period. The case of the circuit mult16a is a circuit with 64435 states in a unique TSCC, and every state has a dierent probability. For that reason the ADDs barely have a n y recombination and therefore, execution time is large.
Conclusions and Future Work
Probabilistic analysis of the behavior of nite state machines can be very useful in the verication and synthesis of sequential circuits. Markov c hains have been used extensively in the quantitative study of sequential systems. Their application to large systems has been made possible by sophisticated numerical techniques and skillful modeling. Until today, h o w ever, the direct analysis of systems with very many states (10 8 or more) has remained problematic at best. In [6] , we h a v e proposed symbolic procedures to compute the limit probabilities for very large FSMs having nondecomposable, aperiodic transition structures, that is, machines with state graphs composed of a single terminal strongly connected component. In this paper we h a v e generalized our approach b y making it able to handle systems having state graphs of arbitrary structure; therefore, we h a v e considered the case of non-decomposable, periodic systems, as well as decomposable systems (that may be contain both aperiodic and periodic components). We h a v e used symbolic reachability analysis techniques to perform both decomposability and periodicity i n v estigation, and we h a v e exploited the information calculated during this step to increase the eciency of the iterative methods of solution of large systems of linear equations. Experimental results are very promising; in fact, by applying our techniques we h a v e been able to calculate the limit probabilities for systems whose corresponding nite state models have more than 10 27 states. As future work, the simplication technique based on collapsing states in the same TSCC, although eective, can be exploited in more depth by considering sets of states not necessarily in the same TSCC. In that sense, there is Markov c hain theory to support this approach, namely aggregation and decomposition and a closer look at it is being considered. Additional improvements are also needed in the numerical algorithms. In that direction, a new data structure derived from ADDs is being studied. The method presented here has a constant matrix P1 a n d a v ariable vector of states. This situation is suitable for a more specialized code to perform matrix multiplication.
