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Abstract
In this paper, we study cliques and chromatic number of inhomoge-
nous random graphs where the individual edge probabilities could be
arbitrarily low. We use a recursive method to obtain estimates on
the maximum clique size under a mild positive average edge density
assumption. As a Corollary, we also obtain uniform bounds on the
maximum clique size and chromatic number for homogenous random
graphs for all ranges of the edge probability pn satisfying
1
nα1 ≤ pn ≤
1− 1nα2 for some positive constants α1 and α2.
Key words: Random graphs, inhomogenous edge probabilities, cliques,
chromatic number.
1 Introduction
Let Kn be the labelled complete graph on n vertices with vertex set
{1, 2, . . . , n} and edge set {e1, e2, . . . , em}, where m =
(
n
2
)
. Let Gn = G(n, pn)
be the random graph obtain when every edge is independently open with
probability pn ∈ (0, 1) and closed otherwise. Let X(i, j) be a Bernoulli
∗E-Mail: gganesan82@gmail.com
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random variable defined on the probability space
({0, 1},B({0, 1}),Pi,j) with
Pi,j(X(i, j) = 1) = p(i, j) = 1− Pi,j(X(i, j) = 0).
Here B({0, 1}) is the set of all subsets of {0, 1}.We say that edge e(i, j) is open
if X(i, j) = 1 and closed otherwise. The random variables {X(i, j)} are inde-
pendent and the resulting random graph G is an inhomogenous Erdo˝s-Re´nyi
(ER) random graph, defined on the probability space (Ω,F ,P). Here Ω =
{0, 1}(
n
2), the sigma algebra F is the set of subsets of Ω and P =
∏
i,j Pi,j.
Clique Number
Let G = (V,E) be a graph with vertex set V = V (G) and edge set E = E(G).
Suppose that #V = n so that G is a graph on n vertices. We say that G is
a complete graph if #E =
(
n
2
)
. For a subset U ⊂ V containing #U = r ≤ n
vertices, we define G|U = (U,EU) to be the induced subgraph of G with vertex
set U, defined as follows. For any two vertices a, b ∈ U, the edge eab with
endvertices a and b belongs to EU if and only if eab ∈ E(G). We say that G|U
is a clique if G|U is a complete graph. We denote ω(G) to be the size of the
largest clique in G. Throughout, the size of a graph will always refer to the
number of vertices in the graph.
Let p = {p(i, j)}i,j be a vector of probabilities as defined in the previous
subsection and let G(n,p) be the resulting random graph. The following
obtains an upper bound for the clique number ω(G(n,p)).
Proposition 1. For any sequence Un > 0 define
log
(
1
tn
)
:= inf
S:#S=Un
((
#S
2
))−1 ∑
i,j∈S
log
(
1
p(i, j)
)
. (1.1)
We have
Pp (ω(G(n,p)) ≤ Un) ≥ 1− exp (−fnUn) (1.2)
where
fn :=
(Un − 1)
2
log
(
1
tn
)
− logn (1.3)
for all n ≥ 2.
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To obtain a lower bound on the clique number, we have a few definitions
first. As before, let p be the vector formed by the probabilities {p(i, j)}i,j.
For pn > 0 and constant 0 ≤ a < 1, let N (a, n, pn) be the set of all vectors p
satisfying the following condition: There is a constant N = N(a) ≥ 1 such
that for all n ≥ N, we have
inf
1≤i≤n
inf
S
1
#S
∑
j∈S
p(i, j) ≥ pn. (1.4)
Here N = N(a) ≥ 1 is a constant not depending on n. For a fixed 1 ≤ i ≤ n,
the infimum above is taken over all sets S such that #S ≥ na and i /∈ S. The
condition implies that the average edge density taken over sets of cardinality
at least na, is at least pn. All constants mentioned throughout are independent
of n.
Let pn be as in (1.4) and define
α1 = lim sup
n
log
(
1
pn
)
log n
(1.5)
and
α2 = lim sup
n
log
(
1
1−pn
)
logn
. (1.6)
We consider three cases separately depending on whether α1 > 0 or α2 > 0
or both α1 = α2 = 0.
Theorem 1. Suppose p ∈ N (a, n, pn) for some constant 0 ≤ a < 1.
(i) Suppose 0 < α1 < 2 and let η, γ > 0 be such that
max
(α1
2
, a
)
+ γ < η < 1. (1.7)
We have that α2 = 0 and there is a positive integer N1 = N1(η, γ, α1, a) ≥ 1
so that
Pp

ω(G(n,p)) ≥ (1− η) log n
log
(
1
pn
)

 ≥ 1− 3 exp (−n2η−2γ−α1) (1.8)
for all n ≥ N1.
(ii) Suppose α1 = α2 = 0. Let η, γ > 0 be such that
a < γ < η < 1. (1.9)
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There is a positive integer N2 = N2(η, γ) ≥ 1 so that
Pp

ω(G(n,p) ≥ (1− η) log n
log
(
1
pn
)

 ≥ 1− 3 exp (−n2η−2γ) (1.10)
for all n ≥ N2.
(iii) Suppose 0 < α2 < 1 and let η, γ > 0 be such that
max
(
γ −
α2
2
, a
)
< η < 1− α2. (1.11)
We have that α1 = 0 and there is a positive integer N3 = N3(η, γ) ≥ 1 so
that
Pp

ω(G(n,p)) ≥ (1− α2 − η) log n
log
(
1
pn
)

 ≥ 1− 3 exp (−n2η−2γ+α2) (1.12)
for all n ≥ N3.
The usual method for studying the lower bound for clique numbers of
homogenous random graphs uses a combination of second moment method
and martingale inequalities (see for e.g., Alon and Spencer (2003), Bol-
lobas (2001)). For inhomogenous graphs where the edge probabilities could
be arbitrarily low, the above method is not directly applicable. We use a re-
cursive method to obtain lower bounds on the clique numbers (see Lemma 5,
Section 2).
As a consequence of our main Theorem above, we also obtain results
for homogenous random graphs where the edge probabilities p(i, j) = pn
for 1 ≤ i 6= j ≤ n.
Proposition 2. If α1 > 2, then fix ǫ > 0 small so that α1 − ǫ > 2. We then
have
P (ω(G(n, pn)) = 1) ≥ 1−
1
nα1−ǫ−2
(1.13)
for all n large. Similarly, if α2 > 2, then fix ǫ > 0 small so that α2 − ǫ > 2.
We then have
P (ω(G(n, pn)) = n) ≥ 1−
1
nα2−ǫ−2
(1.14)
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for all n large. If 1 < α2 < 2, then fix ǫ > 0 small so that 0 < 2− α2 − 2ǫ <
2− α2 + 2ǫ < 1. We then have
P
(
ω(G(n, pn) ≥ n− n
2−α2+2ǫ
)
≥ 1− exp
(
−n2−α2−2ǫ
)
(1.15)
for all n large.
Let fn →∞ be any sequence and let
Un =
2 logn+ 2fn
log
(
1
pn
) + 1 ≥ 1. (1.16)
We have
P (ω(G(n, pn)) ≤ Un) ≥ 1− exp (−fnUn) (1.17)
for all n ≥ 2.
We have the following result regarding the clique number for the cases
where α1 < 1 and α2 < 1.
Corollary 2. (i) Suppose pn =
1
nθ1
for some 0 < θ1 < 1. Fix η, γ > 0 such
that θ1
2
+γ < η < 1 and ξ > 0. There is a positive integer N1 = N1(η, γ, ξ) ≥ 1
so that
Pp
(
1− η
θ1
≤ ω(G(n, pn)) ≤
(2 + ξ)
θ1
+ 1
)
≥ 1−3 exp
(
−n2η−2γ−θ1
)
−n
−
ξ(2+ξ)
θ1
(1.18)
for all n ≥ N1.
(ii) Suppose pn = p ∈ (0, 1) for all n. Fix 0 < γ < η < 1 and ξ > 0. There is
a positive integer N2 = N2(η, γ, ξ) ≥ 1 so that
P

(1− η) logn
log
(
1
p
) ≤ ω(G(n, pn)) ≤ (2 + ξ) logn
log
(
1
p
)


≥ 1− 3 exp
(
−n2η−2γ
)
− exp

−ξ(1 + ξ)
log
(
1
p
) (logn)2

 (1.19)
for all N ≥ N2.
(iii) Suppose pn = 1−
1
nθ2
for some 0 < θ2 < 1. Fix η, γ > 0 so that γ−
θ2
2
<
5
η < 1 − θ2 and fix ξ > 0. There is a positive integer N3 = N3(η, γ, ξ) ≥ 1 so
that
P
(
(1− θ2 − η)n
θ2 log n ≤ ω(G(n, pn)) ≤ (2 + ξ)n
θ2 log n
)
≥ 1− 3 exp
(
−n2η−2γ+θ2
)
− exp
(
−ξ(1 + ξ)nθ2(logn)2
)
(1.20)
for all n ≥ N3.
Chromatic Number
We have the following result regarding the chromatic number for homogenous
random graphs where each edge is independently open with probability rn.
We discuss separate cases depending on the asymptotic behaviour of rn.
Theorem 3. (i) Suppose rn =
1
nθ2
for some 0 < θ2 <
1
2
. Fix ξ, ζ > 0. There
is a constant N1 = N1(ξ, θ2) ≥ 1 so that
P
(
(1− ξ)
n1−θ2
2 logn
≤ χ(G(n, rn)) ≤
2(1 + ξ)
1− 2θ2
n1−θ2
log n
)
≥ 1− 3 exp
(
−n1−θ2−ζ
)
− exp
(
−ξ(1 + ξ)nθ2(log n)2
)
(1.21)
for all n ≥ N1.
(ii) Suppose rn = p for some 0 < p < 1 and for all n. Fix ξ, ζ > 0. There is
a constant N2 = N2(ξ, ζ) ≥ 1 so that
P

(1− ξ)n log
(
1
1−p
)
2 logn
≤ χ(G(n, rn)) ≤ 2(1 + ξ)
n log
(
1
1−p
)
log n


≥ 1− 3 exp
(
−n1−ζ
)
− exp

− ξ(1 + ξ)
log
(
1
1−p
)(logn)2

 (1.22)
for all n ≥ N2.
(iii) Suppose rn = 1 −
1
nθ1
for some 0 < θ1 < 1. Fix ξ, ζ > 0. There is a
constant N3 = N3(ξ, ζ) ≥ 1 so that
P
(
(1− ξ)
θ1n
2 + θ1
≤ χ(G(n, rn)) ≤ (1 + ξ)
2θ1n
1− θ1
)
≥ 1− 3 exp
(
−n2η−2γ−θ1
)
− n−
ξ(1+ξ)
θ1 (1.23)
for all n ≥ N3.
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The paper is organized as follows. In Section 2, we prove Proposition 1
and obtain preliminary estimates for proving the main Theorem 1. In Sec-
tion 3, we prove Theorem 1 regarding the lower bound for clique numbers of
inhomogenous graphs. In Section 4, we prove Proposition 2 and Theorem 2
for clique numbers of homogenous graphs. Finally in Section 5, we prove
Theorem 3 regarding the chromatic number for homogenous graphs.
2 Preliminary estimates
For integer q ≥ 1, let G(q,p) be the random graph with vertex set Sq =
{1, 2, . . . , q}. For integer L ≥ 2, let BL(Sq) denote the event that the random
graph G(q,p) contains an open L−clique; i.e., there are vertices {vi}1≤i≤L
such that the edge between vi and vj is open for any 1 ≤ i 6= j ≤ L.
Proof of Proposition 1: We have
Pp(BL(Sn)) ≤
∑
S:#S=L
∏
i,j∈S
p(i, j) =
∑
S:#S=L
exp
(
−
∑
i,j∈S
log
(
1
p(i, j)
))
.
(2.1)
Setting L = Un and using the definition of tn in (1.16), we have
Pp(BL(Sq)) ≤
∑
S:#S=Un
exp
(
−
(
Un
2
)
log
(
1
tn
))
≤
(
n
Un
)
exp
(
−
(
Un
2
)
log
(
1
tn
))
≤ nUn exp
(
−
(
Un
2
)
log
(
1
tn
))
= e−fnUn ,
where fn is as defined in (1.3). This proves the upper bound (1.17) in Propo-
sition 1.
In what follows, we estimate the probability P(BcL(Sq)) to obtain the lower
bounds in Theorem 1. We use the following Binomial estimate. Let {Xi}1≤i≤m
be independent Bernoulli random variables with
P(Xi = 1) = pi = 1− P(Xi = 0).
We have the following Lemma.
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Lemma 4. Fix 0 < ǫ < 1
6
. If
Tm =
m∑
i=1
Xi,
then
P (|Tm − ETm| ≥ ǫETm) ≤ exp
(
−
ǫ2ETm
4
)
(2.2)
for all m ≥ 1.
For proof we refer to the Wikipedia link:
https : //en.wikipedia.org/wiki/Chernoff bound.
Small cliques estimate
For integer q ≥ 1, we recall that G(q, p) is the random graph with vertex
set Sq = {1, 2, . . . , q}. For integer L ≥ 2, let BL(Sq) denote the event that
the random graph G(q,p) contains an open L−clique; i.e., there are ver-
tices {vi}1≤i≤L such that the edge between vi and vj is open for any 1 ≤ i 6=
j ≤ L. For L ≥ 2, we define
tL(q) = sup
p∈N (a,q,pq)
Pp(B
c
L(Sq)). (2.3)
We first obtain a recursive relation involving tL(q).
Lemma 5. Fix 0 < ǫ < 1
6
and integer L ≥ 1. For integer q ≥ 1, suppose
that p ∈ N (a, q, pq) (see (1.4)) and let
q1 = [(pq − δ)(q − 1)] (2.4)
be the largest integer less than or equal to (pq − δ)(q − 1). Let δ ∈ {pqǫ, (1−
pq)ǫ}. For all integers q such that q1 ≥ na, we have that
tL(q) ≤ qtL−1(q1) + exp
(
−
ǫδ
10
q2
)
. (2.5)
Proof of Lemma 5: For simplicity, we write p = pq. We first prove
that (2.5) is satisfied with δ = pǫ. Let Ne be the number of open edges
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in the random graph G(q,p). Using (1.4), we have that ENe ≥ p
(
q
2
)
. Fix-
ing 0 < ǫ < 1
6
and applying the binomial estimate (2.2) with Tm = Ne, we
have that
Pp
(
Ne ≥ p(1− ǫ)
(
q
2
))
≥ 1− exp
(
−
ǫ2p
4
(
q
2
))
= 1− exp
(
−
ǫδ
4
(
q
2
))
(2.6)
for all q ≥ 2. The final term is obtained using δ = pǫ. Using 1
4
(
q
2
)
≥ q
2
10
for
all q ≥ 5 for the final term above we have
Pp
(
Ne ≥ (p− δ)
(
q
2
))
≥ 1− exp
(
−
ǫδ
10
q2
)
. (2.7)
Using (2.7), we therefore have
Pp(B
c
L(Sq)) = I1 + I2, (2.8)
where
I1 := Pp
(
BcL(Sq)
⋂{
Ne ≥ (p− δ)
(
q
2
)})
(2.9)
and
I2 = Pp
(
BcL(Sq)
⋂{
Ne < (p− δ)
(
q
2
)})
≤ Pp
(
Ne < (p− δ)
(
q
2
))
≤ exp
(
−
ǫδ
10
q2
)
. (2.10)
We estimate I1 as follows. Suppose that the event Ne ≥ (p − δ)
(
q
2
)
occurs. If d(v) denotes the degree of vertex v ∈ {1, 2, . . . , q} in the random
graph G(q,p), we then have∑
1≤v≤q
d(v) = 2Ne ≥ (p− δ)q(q − 1).
In particular, there exists a vertex w such that
d(w) ≥ (p− δ)(q − 1) ≥ q1. (2.11)
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Here q1 = [(p− δ)(q− 1)] is as defined in the statement of the Lemma. This
implies that
Pp
(
BcL(Sq)
⋂{
Ne ≥ (p− δ)
(
q
2
)})
≤ Pp
(
BcL(Sq)
⋂( ⋃
1≤z≤q
{d(z) ≥ q1}
))
≤
∑
1≤z≤q
Pp
(
BcL(Sq)
⋂
{d(z) ≥ q1}
)
. (2.12)
Fixing 1 ≤ z ≤ q, we evaluate each term in (2.12) separately. Let-
ting N(z) = N(z, G(q,p)) be the set of neighbours of z in the random
graph G(q, p), we have
Pp
(
BcL(Sq)
⋂
{d(z) ≥ q1}
)
=
∑
S:#S≥q1, z /∈S
Pp
(
BcL(Sq)
⋂
{N(z) = S}
)
. (2.13)
Suppose now that the event BcL(Sq)
⋂
{N(z) = S} occurs for some fixed set S
with #S ≥ q1. We recall that since BcL(Sq) occurs, there is no L−clique in
the random graph G(q,p) with vertex set Sq = {1, 2, . . . , q}. This means that
there is no (L−1)−clique in the random induced subgraph of G(q,p) formed
by the vertices of S; i.e., the event BcL−1(S) occurs. Therefore we have
Pp
(
BcL(Sq)
⋂
{N(z) = S}
)
≤ Pp
(
{N(z) = S} ∩BcL−1(S)
)
= Pp (N(z) = S)Pp
(
BcL−1(S)
)
. (2.14)
The equality (2.14) true as follows. The event that {N(z) = S} depends
only on the state of edges containing z as an endvertex. On the other hand,
the event BcL−1(S) depends only on the state of edges having both their
endvertices in S. Since the set S does not contain the vertex z (see (2.13)),
we have that the events {N(z) = S} and BcL−1(S) are independent. This
proves (2.14).
We obtain the desired recursion using (2.14) as follows. We recall that
the set S contains at least q1 vertices (see (2.13)). Therefore, setting T
to be the set of the q1 least indices in S, we have that if B
c
L−1(S) occurs,
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then BcL−1(T ) occurs; i.e., there is no (L− 1)−clique in the random induced
subgraph formed by the vertices of T. From (2.14), we therefore have that
Pp
(
BcL(Sq)
⋂
{N(z) = S}
)
≤ Pp (N(z) = S)Pp
(
BcL−1(T )
)
≤ Pp (N(z) = S) tL−1(q1). (2.15)
The final inequality is true as follows. Let pT be the vector formed by the
probabilities {p(i, j)}i,j∈T . From (1.4), we then have
inf
i∈T
inf
S
1
#S
∑
j∈S
p(i, j) ≥ p (2.16)
for all n ≥ N. As in (1.4), the infimum is taken over all sets S ⊂ T such
that #S ≥ na and i /∈ S. This proves that pT ∈ N (a, q1, p) and so (2.15) is
true.
Substituting (2.15) into (2.13), we have
Pp
(
BcL(Sq)
⋂
{d(z) ≥ q1}
)
≤
∑
S:#S≥q1, z /∈S
Pp (N(z) = S) tL−1(q1)
= Pp ({d(z) ≥ q1}) tL−1(q1) (2.17)
≤ tL−1(q1). (2.18)
The equality (2.17) is true since the events {N(z) = S} are disjoint for
distinct S. Substituting (2.18) into (2.12), we have
Pp
(
BcL(Sq)
⋂{
Ne ≥ (p− δ)
(
q
2
)})
≤
∑
1≤z≤q
tL−1(q1) = qtL−1(q1). (2.19)
Using estimates (2.19) and (2.10) in (2.8) gives
Pp(B
c
L(Sq)) ≤ qtL−1(q1) + exp
(
−
ǫδ
10
q2
)
, (2.20)
for all q such that q1 ≥ na. Taking supremum over all p ∈ N (a, q, p)
proves (2.5) with δ = pǫ.
It remains to see that (2.5) is satisfied with δ = ǫ(1 − p). We recall
that Ne denotes the number of open edges in the random graph G(n, p) (see
11
the first paragraph of this proof). Let We =
(
n
2
)
− Ne denote the number
of closed edges. Fixing 0 < ǫ < 1
6
and applying the binomial estimate (2.2)
with Tm = We, we have that
Pp
(
We ≤ (1− p)(1 + ǫ)
(
q
2
))
≥ 1− exp
(
−
ǫ2(1− p)
4
(
q
2
))
= 1− exp
(
−
ǫδ
4
(
q
2
))
for all q ≥ 2. The final estimate follows using δ = ǫ(1− p). Since{
We ≤ (1− p)(1 + ǫ)
(
q
2
)}
=
{
Ne ≥ (p− δ)
(
q
2
)}
,
we again obtain (2.6). The rest of the proof is as above.
We use the recursion in the above Lemma iteratively to estimate the
probability tL(q) of the event that there is no open L−clique in the random
graph G(q,p).
Lemma 6. For integer i ≥ 1, define
vi = vi(q) = (p− δ)
iq −
1
1− p + δ
. (2.21)
For all q ≥ 1 such that vL(q) ≥ na, we have
tL(q) ≤ e
−A1 + 2e−A2 (2.22)
where
A1 = −L log q + log
(
1
1− p
)
v2L
4
. (2.23)
and
A2 =
ǫδ
10
v2L − L log q. (2.24)
To prove the above Lemma, we have a couple of preliminary estimates.
Let {qi}0≤i≤L be integers defined recursively as follows. The term q0 = q and
for i ≥ 1, let
qi = [(p− δ)(qi−1 − 1)].
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For a fixed 1 ≤ i ≤ L, we have the following estimates.
(a1) We have
(p− δ)(qi−1 − 1)− 1 ≤ qi ≤ (p− δ)qi−1 ≤ qi−1 ≤ q. (2.25)
(a2) For δ > 0, we have
vi = (p− δ)
iq −
1
1− p+ δ
≤ qi ≤ (p− δ)
iq. (2.26)
Proof of (a1)−(a2): The property (a1) is obtained using the property x−1 ≤
[x] ≤ x for any x > 0. Applying the upper bound in (2.25) recursively, we
get
qi ≤ (p− δ)
iq0 = (p− δ)
iq.
This proves the upper bound in (2.26). For the lower bound we again proceed
iteratively and obtain for i ≥ 2 that
qi ≥ (p− δ)(qi−1 − 1)− 1
= (p− δ)qi−1 − ((p− δ) + 1)
≥ (p− δ)2qi−2 − ((p− δ)
2 + (p− δ) + 1)
. . .
≥ (p− δ)iq0 −
i∑
j=0
(p− δ)j. (2.27)
Since δ > 0, we have
i∑
j=0
(p− δ)j ≤
1
1− p+ δ
and so
qi ≥ (p− δ)
iq0 −
1
1− p+ δ
= (p− δ)iq −
1
1− p+ δ
.
This proves (a2).
Using the properties (a1)− (a2), we prove Lemma 6.
Proof of Lemma 6: Letting
r(q) = exp
(
−
ǫδ
10
q2
)
, (2.28)
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we apply the recursion (2.5) successively to get
tL(q) ≤ qtL−1(q1) + r(q)
≤ q(q1tL−2(q2) + r(q1)) + r(q)
= qq1tL−2(q2) + qr(q1) + r(q)
≤ q2tL−2(q2) + qr(q1) + r(q)
for all q such that q2 = q2(q) ≥ na. The final estimate follows since q1 ≤ q
(see (2.25) of property (a1)). Proceeding iteratively, we obtain the following
estimate for all q such that qL−2(q) ≥ n
a :
tL(q) ≤ J1 + J2, (2.29)
where
J1 := q
L−2t2(qL−2) (2.30)
and
J2 :=
L−3∑
j=0
qjr(qj). (2.31)
Let vL = vL(q) be as defined in (2.21). For all q such that vL(q) ≥ n
a, we
have the following bounds for the terms J1 and J2.
J1 ≤ e
−A1 (2.32)
and
J2 ≤ 2e
−A2, (2.33)
where A1 and A2 are as given in (2.23) and (2.24), respectively. This proves
the Lemma.
Proof of (2.32) and (2.33): Since
qj ≥ qL ≥ vL (2.34)
for all 1 ≤ j ≤ L− 1 (property (a2)), the estimate (2.29) holds for all q such
that vL = vL(q) ≥ na.
We first evaluate J1. We have
J1 ≤ q
L−2t2(qL−2) ≤ q
Lt2(qL−2) (2.35)
and
t2(qL−2) = (1− p)(
qL−2
2 ) ≤ (1− p)(
qL
2 ) ≤ (1− p)(
vL
2 ). (2.36)
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The first equality in (2.36) is true since there is no open 2−clique among a
set of vertices if and only if all the edges between the vertices are closed. The
second and third inequality follow from (2.34) and the fact that 1 − p < 1.
Substituting (2.36) into (2.35) we get the estimate (2.32) for the term J1.
For the second term J2, we argue as follows. The term r(q) = exp
(
− ǫδ
10
q2
)
defined in (2.28) is decreasing in q. For 1 ≤ j ≤ L − 1, we have from (2.34)
that qj ≥ vL and so r(qj) ≤ r(vL). Using this in (2.31), we then have
J2 ≤
(
L−3∑
j=0
qj
)
r(vL) =
qL−2 − 1
q − 1
r(vL) ≤ 2q
L−3r(vL) ≤ 2q
Lr(vL). (2.37)
The first inequality follows from the fact that q
L−2−1
q−1
≤ 2qL−3 for all q ≥ 3.
Using the expression for r(q) in (2.37), we obtain (2.33).
3 Proof of Theorem 1
The following two estimates are used in what follows. For 0 < x < 1, we
have
− log(1− x) =
∑
k≥1
xk
k
<
∑
k≥1
xk <
x
1− x
, (3.1)
and
− log(1− x) =
∑
k≥1
xk
k
> x. (3.2)
Proof of (i)
Here α1 > 0 and we use the estimates (2.23) and (2.24) of Lemma 6 to prove
the Theorem 1. We first obtain a couple of additional estimates. Fix η and γ
as in the statement of the Theorem. Also fix ǫ > 0 small to be determined
later and set qn = n,
Ln = (1− η)
logn
log
(
1
pn
) (3.3)
and
δn = ǫpn. (3.4)
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For a fixed ǫ > 0, we have the following estimates regarding Ln and δn.
(b1) We have that
n−α1−ǫ ≤ pn ≤ n
−α1+ǫ and
1
1− pn
≤
1
1− n−α1+ǫ
≤ 2 (3.5)
and so
α2 = lim sup
n
log
(
1
1−pn
)
logn
= 0. (3.6)
(b2) We have
Ln ≤
1− η
α1 − ǫ
≤
1
α1 − ǫ
(3.7)
for all n large.
(b3) There is a constant N0 = N0(η, ǫ) ≥ 1 such that
vLn ≥ n
η−2ǫ (3.8)
for all n large.
Proof of (b1)− (b3): We prove (b1) first. We use the definition of α1 > 0 to
get that
1
α1 + ǫ
≤
log n
log
(
1
pn
) ≤ 1
α1 − ǫ
(3.9)
for all n large. This proves (3.5) and (3.6) in property (b1).
The inequality in (3.7) follows from the final estimate of (3.9) and the
definition of Ln in (3.3). This proves (b2). To prove property (b3), we argue
as follows. Setting q = qn = n and L = Ln in the definition of vi in (2.21),
we then have
vLn = exp (Ln log(pn − δn) + log n)−
1
1− pn + δn
≥ exp (Ln log(pn − δn) + log n)−
1
1− pn
≥ eA3 − 2 (3.10)
where
A3 = Ln log(pn − δn) + log n
= Ln log (pn(1− ǫ)) + logn (3.11)
= Ln log pn + Ln log(1− ǫ) + logn
= η logn + Ln log(1− ǫ) (3.12)
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The final estimate in (3.10) follows from the final estimate in (3.5). The
equality (3.11) above is obtained using δn = ǫpn and the final equality (3.12)
follows from the definition of Ln in (3.3).
Using − log(1− x) < x
1−x
(see (3.1)) with x = ǫ, we have
Ln log(1− ǫ) ≥
−ǫ
1− ǫ
Ln ≥
−ǫ
1− ǫ
1
α1 − ǫ
where the final estimate follows using (3.7) in property (b2) above. Substi-
tuting the above into (3.12), we have
A3 ≥ η logn−
ǫ
1− ǫ
1
α1 − ǫ
≥ (η − ǫ) logn (3.13)
for all n large. Using (3.13) in (3.10), we have
vLn ≥ n
η−ǫ − 2 ≥ nη−2ǫ (3.14)
for all n large.
We use properties (b1)− (b3) to prove (i) in Theorem 1.
Proof of (i): From property (b3) and the choices of η and γ > 0 as in
the statement of the Thoerem, we have that vLn ≥ n
a for all n ≥ N1 large.
Here N1 = N1(η, γ, a) does not depend on the choice of p. Thus the estimates
for A1 and A2 in Lemma 6 are applicable.
Setting q = qn = n and L = Ln and δ = δn as in (3.3) and (3.4),
respectively, in the expressions for A1 and A2 in (2.23) and (2.24), we have
A1 = A1(n) = −Ln log n+ log
(
1
1− pn
)
v2Ln
4
, (3.15)
and
A2 = A2(n) =
ǫδn
10
v2Ln − Ln log n. (3.16)
The following estimates for A1 and A2 imply the lower bound (1.8) for case (i)
in Theorem 1. Fix γ, η > 0 as in the statement of the Theorem.
(c1) There are positive constants ǫ = ǫ(η, γ) > 0 and M1 = M1(η, γ, α1) ≥ 1
so that
A1 ≥ n
2η−2γ−α1 (3.17)
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for all n ≥M1.
(c2) There are positive constants ǫ = ǫ(η, γ) > 0 and M2 = M2(η, γ, α1) ≥ 1
so that
A2 ≥ n
2η−2γ−α1 (3.18)
for all n ≥M2.
Proof of (c1) − (c2): We first prove (c1). Using the estimate (3.7) of prop-
erty (b2), we have that the first term in (3.15) is
− Ln logn ≥ −
logn
α1 − ǫ
(3.19)
and using estimate (3.8) of property (b3), we have that the second term is
log
(
1
1− pn
)
v2Ln
4
≥ log
(
1
1− pn
)
n2η−4ǫ
4
≥ pn
n2η−4ǫ
4
(3.20)
≥
n2η−5ǫ−α1
4
(3.21)
for all n large. The inequality (3.20) follows by setting x = pn in the esti-
mate − log(1− x) > x (see (3.2)). The final estimate (3.21) follows from the
first estimate (3.5) of property (b1).
Using estimates (3.21) and (3.19) in the expression for A1 in (3.15), we
have
A1 ≥
1
1− pn
(
n2η−5ǫ−α1
4
−
logn
α1 − ǫ
)
≥
1
1− pn
(
n2η−5ǫ−α1
5
)
≥
1
5
n2η−5ǫ−α1
for all n large. The final estimate follows using 1− pn < 1. We now fix γ as
in the statement of the Theorem and choose ǫ = ǫ(γ, η) > 0 small so that
1
5
n2η−5ǫ−α1 ≥ n2η−2γ−α1
for all n large. This proves (c1).
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We prove (c2) as follows. Using the upper bound for Ln logn in (3.19)
and the lower bound for vLn in property (b3), we have
A2 ≥
ǫδn
10
n2η−4ǫ
4
−
logn
α1 − ǫ
≥
ǫ2
40
n2η−5ǫ−α1 −
log n
α1 − ǫ
(3.22)
where the final estimate (3.22) follows from the fact that δn = ǫpn and the
lower bound for pn in (3.5) (see property (b1)). As before, we choose ǫ =
ǫ(η, γ) > 0 small so that the final term in (3.22) is at least n2η−2γ−α1 for all n
large. This proves (3.16).
Proof of (ii)
Fix η and γ as in the statement of the Theorem. Fix ǫ > 0 small to be
determined later and let M =M(ǫ) ≥ 2 be large so that
1 + ǫ
1− 1+ǫ
M
< 1 + 2ǫ. (3.23)
Set qn = n,
Ln = (1− η)
logn
log
(
1
pn
) (3.24)
and
δn =
(
ǫ1pn1
(
pn < 1−
1
M
)
+ ǫ(1− pn)1
(
pn ≥ 1−
1
M
))
. (3.25)
Here ǫ1 = ǫ1(ǫ) > 0 is to be determined later. For a fixed ǫ > 0, we have the
following estimates regarding Ln and δn.
(b1) We have that
n−ǫ ≤ pn ≤ 1 and
1
1− pn
≤ nǫ. (3.26)
and
δn ≥ n
−2ǫ. (3.27)
19
for all n large.
(b2) We have
Ln ≤ (1− η)
log n
1− pn
≤
log n
1− pn
≤ nǫ log n (3.28)
for all n large. If ǫ1 > 0 is sufficiently small, then
Rn :=
log
(
1
pn−δn
)
log
(
1
pn
) < 1 + 2ǫ (3.29)
for all n large.
(b3) There is a constant N0 = N0(η, ǫ) ≥ 1 such that
vLn ≥ n
η−4ǫ (3.30)
for all n large.
Proof of (b1) − (b3): The property (b1) is true as follows. Since α1 = 0,
we have from (1.5) that log
(
1
pn
)
≤ ǫ logn = log (nǫ) for all n large. This
proves the first inequality in (3.26). Since α2 = 0, we have from (1.6)
that log
(
1
1−pn
)
≤ ǫ log n = log (nǫ) for all n large. This proves the sec-
ond inequality of (3.26).
To prove (3.27), we proceed as follows. If δn = ǫ1pn, then we have from
the first inequality in (3.26) that δn ≥ ǫ1n−ǫ ≥ n−2ǫ for all n large. If δn =
ǫ(1−pn), then using the second inequality in (3.26), we have δn ≥ ǫn−ǫ ≥ n−2ǫ
for all n large.
The first estimate (3.28) follows by using the lower bound − log(1−x) > x
with x = 1 − pn in the definition of Ln in (3.24). The second estimate
in (3.28) follows using η < 1. The final estimate follows from (3.26). To
prove (3.29), we consider two cases separately depending on whether δn = ǫpn
or δn = (1− ǫ)pn. If δn = ǫ1pn, then pn < 1−
1
M
and so we have
Rn = 1 +
log
(
1
1−ǫ1
)
log
(
1
pn
) ≤ 1 + log
(
1
1−ǫ1
)
log
(
M
M−1
) ≤ 1 + ǫ
if ǫ1 = ǫ1(ǫ) > 0 is small.
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If δn = ǫ(1−pn), then pn ≥ 1−
1
M
and (1+ǫ)(1−pn) ≤
1+ǫ
M
< 1 sinceM ≥ 2
and 0 < ǫ < 1. Therefore using the upper bound estimate − log(1−x) < x
1−x
from (3.1) with x = (1 + ǫ)(1− pn), we have
− log(pn − δn) = − log (1− (1 + ǫ)(1− pn)) ≤
(1 + ǫ)(1− pn)
1− (1 + ǫ)(1− pn)
.
Similarly using the lower bound estimate − log(1 − x) > x from (3.2), we
have
− log pn = − log(1− (1− pn)) > 1− pn.
Using the above two estimates, we have
Rn ≤
1 + ǫ
1− (1 + ǫ)(1− pn)
≤
1 + ǫ
1− 1+ǫ
M
≤ 1 + 2ǫ
by our choice of M from (3.23). This proves (b2).
To prove property (b3), we argue as follows. Setting qn = n, L = Ln (as
in (3.24)) in the definition of vi in (2.21) we have
vLn = exp (Ln log(pn − δn) + log n)−
1
1− pn + δn
≥ exp (Ln log(pn − δn) + log n)−
1
1− pn
=
1
1− pn
(eA3 − 1) (3.31)
where
A3 = Ln log(pn − δn)− log
(
1
1− pn
)
+ log n
≥ Ln log(pn − δn) + (1− ǫ) log n (3.32)
≥ (−(1− η)(1 + 2ǫ) + (1− ǫ)) logn (3.33)
= (η(1 + 2ǫ)− 3ǫ) logn (3.34)
≥ (η − 3ǫ) logn (3.35)
for all n large. The estimate in (3.32) follows since α2 defined in (1.5) is zero
and so log
(
1
1−pn
)
< ǫ logn for all n large. The estimate in (3.33) follows
from (3.29) and the definition of Ln in (3.24).
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Substituting (3.35) into (3.31), we get
vLn ≥
1
1− pn
(
nη−3ǫ − 1
)
≥ nη−3ǫ − 1 ≥ nη−4ǫ (3.36)
for all n large. The second inequality follows using 1−pn < 1. This proves (b3).
We use properties (b1)− (b3) to prove (ii) in Theorem 1.
Proof of (ii): We set q = qn = n and L = Ln and δ = δn as in (3.24)
and (3.25), respectively, in the expressions for A1 and A2 in (2.23) and (2.24).
We then have
A1 = A1(n) = −Ln log n+ log
(
1
1− pn
)
v2Ln
4
, (3.37)
and
A2 = A2(n) =
ǫδn
10
v2Ln − Ln log n. (3.38)
The following estimates for A1 and A2 imply the lower bound (1.10) for
case (ii) in Theorem 1. Fix γ, η > 0 as in the statement of the Theorem.
(c1) There are positive constants ǫ = ǫ(γ, η) > 0 andM1 = M1(γ, η, α1, ǫ) ≥ 1
so that
A1 ≥ n
2η−2γ (3.39)
for all n ≥M1.
(c2) There are positive constants ǫ = ǫ(γ, η) > 0 andM2 = M2(γ, η, α1, ǫ) ≥ 1
so that
A2 ≥ n
2η−2γ (3.40)
for all n ≥M2.
Proof of (c1)− (c2): We first prove (c1). Using the estimate (3.28) of prop-
erty (b2), we have that the first term in (3.37) is
− Ln log n ≥ −n
ǫ(logn)2 (3.41)
and using estimate (3.30) of property (b3), we have that the second term
in (3.37) is
log
(
1
1− pn
)
v2Ln
4
≥ log
(
1
1− pn
)
n2η−8ǫ
4
≥ pn
n2η−8ǫ
4
(3.42)
≥
n2η−9ǫ
4
(3.43)
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for all n large. The inequality (3.42) follows using− log(1−x) > x for 0 < x <
1 (see (3.2)). The final estimate in (3.43) follows from the first estimate (3.26)
of property (b1).
Using estimates (3.43) and (3.41) in (3.37), we have
A1 ≥
n2η−9ǫ
4
− nǫ(log n)2
≥ n2η−2γ (3.44)
for all n large provided ǫ = ǫ(η, γ) > 0 is small. This proves (c1).
We prove (c2) as follows. Using the upper bound for Ln in property (b2)
and the lower bound for vLn in property (b3), we have
A2 ≥
ǫδn
10
n2η−8ǫ
4
− nǫ(logn)2
=
ǫ
40
n2η−10ǫ − nǫ(log n)2 (3.45)
≥ n2η−2γ
for all n large, provided ǫ = ǫ(η, γ) > 0 is small. The estimate (3.45) follows
from the estimate for δn in (3.27). This gives the estimate (c2) for the
term A2.
Proof of (iii)
Fix η and γ as in the statement of the Theorem. Fix ǫ > 0 small to be
determined later and let α2 = α2 > 0 be as defined in (1.6). Set qn = n,
Ln = (1− η)
logn
log
(
1
pn
) (3.46)
and
δn = ǫ(1− pn). (3.47)
For a fixed ǫ > 0, we have the following estimates regarding Ln and δn.
(b1) We have that α1 = 0 and
n−α2−ǫ ≤ 1− pn ≤ n
−α2+ǫ and
1
pn
≤ 2 (3.48)
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and
δn ≥ n
−α2−2ǫ (3.49)
for all n large.
(b2) We have
Ln ≤ (1− η − α2)
log n
1− pn
≤
logn
1− pn
≤ nα2+ǫ log n (3.50)
and
Rn :=
log
(
1
pn−δn
)
log
(
1
pn
) < 1 + 2ǫ (3.51)
for all n large.
(b3) We have that
vLn ≥ n
η+α2−5ǫ (3.52)
for all n large.
Proof of (b1) − (b3): The property (b1) is true as follows. From the defi-
nition of α2 > 0 in (1.6) we have that
α2 − ǫ ≤
log
(
1
1−pn
)
log n
≤ α2 + ǫ (3.53)
for all n large. This proves the first inequality in (3.48). The second inequal-
ity follows from the first inequality since
1
pn
≤
1
1− n−α2+ǫ
≤ 2
for all n large. This also proves that α1 defined in (1.5) is zero. This proves
the estimate (3.48) of property (b1). To prove (3.49), we use (3.48) and obtain
δn = ǫ(1− pn) ≥ ǫn
−α2−ǫ ≥ n−α2−2ǫ
for all n large. This proves (b1).
The first estimate (3.50) follows by using the lower bound − log(1−x) > x
with x = 1−pn in the definition of Ln in (3.24). The second estimate in (3.28)
follows using 1 − η − α2 < 1. The final estimate follows from (3.48). The
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proof of (3.51) is analogous as the proof of (3.29) for the case δn = ǫ(1− pn).
This proves (b2).
To prove property (b3), we argue as follows. Setting qn = n, L = Ln (as
in (3.46)) in the definition of vi in (2.21) we have
vLn = exp (Ln log(pn − δn) + logn)−
1
1− pn + δn
=
1
1− pn + δn
(eA3 − 1) (3.54)
where
A3 = Ln log(pn − δn)− log
(
1
1− pn + δn
)
+ log n
= Ln log(pn − δn) + log ((1 + ǫ)(1− pn)) + log n. (3.55)
The final equality is true using δn = ǫ(1 − pn). For the middle term, we use
the lower bound for 1− pn from (3.48) to get
log ((1 + ǫ)(1− pn)) ≥ log(1− pn) ≥ −(α2 + ǫ) log n. (3.56)
We evaluate the first term in (3.55) as follows. Since α2 < 1, we have
using (3.51) and the definition of Ln in (3.46) that
Ln log(pn − δn) ≥ −(1 − η)(1 + 2ǫ) logn. (3.57)
Substituting (3.57) and (3.56) into (3.55), we have
A3 ≥ −(1− η − α2)(1 + 2ǫ) log n− (α2 + ǫ) log n+ log n
= (η(1 + 2ǫ)− 3ǫ+ 2ǫα2) logn
≥ (η − 3ǫ) logn (3.58)
for all n large. Substituting (3.58) into (3.54), we get
vLn ≥
1
1− pn + δn
(
nη−3ǫ − 1
)
≥
nη−4ǫ
1− pn + δn
≥
nη−4ǫ
1− pn
≥ nη+α2−5ǫ (3.59)
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for all n large. The final inequality follows from the estimate (3.48) in prop-
erty (b1). This proves (b3) for the case α2 < 1.
We use properties (b1)− (b3) to prove (iii) in Theorem 1.
Proof of (iii): We set q = qn = n and L = Ln and δ = δn as in (3.46)
and (3.47), respectively, in the expressions for A1 and A2 in (2.23) and (2.24).
We then have
A1 = A1(n) = −Ln log n+ log
(
1
1− pn
)
v2Ln
4
, (3.60)
and
A2 = A2(n) =
ǫδn
10
v2Ln − Ln log n. (3.61)
The following estimates for A1 and A2 imply the lower bound (1.12) in
case (iii) of Theorem 1. Fix γ, η > 0 as in the statement of the Theo-
rem.
(c1) There are positive constants ǫ = ǫ(γ, η) > 0 andM1 = M1(γ, η, α1, ǫ) ≥ 1
so that
A1 ≥ n
2η−2γ+2α2 (3.62)
for all n ≥M1.
(c2) There are positive constants ǫ = ǫ(γ, η) > 0 andM2 = M2(γ, η, α1, ǫ) ≥ 1
so that
A2 ≥ n
2η−2γ+α2 (3.63)
for all n ≥M2.
Proof of (c1)− (c2): We first prove (c1). Using the estimate (3.50) of prop-
erty (b2), we have that the first term in (3.60) is
− Ln log n ≥ −n
α2+ǫ(logn)2 (3.64)
and using estimate (3.52) of property (b3), we have that the second term
in (3.60) is
log
(
1
1− pn
)
v2Ln
4
≥ log
(
1
1− pn
)
n2η+2α2−10ǫ
4
≥ pn
n2η+2α2−10ǫ
4
(3.65)
≥
n2η+2α2−10ǫ
8
(3.66)
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for all n large. The inequality (3.65) follows using− log(1−x) > x for 0 < x <
1 (see (3.2)). The final estimate in (3.66) follows from the final estimate (3.48)
of property (b1).
Using estimates (3.66) and (3.64) in (3.60), we have
A1 ≥
n2η+2α2−10ǫ
8
− nα2+ǫ(log n)2
≥ n2η−2γ+2α2 (3.67)
for all n large, provided ǫ = ǫ(η, γ) > 0 is small. This proves (c1).
We prove (c2) as follows. Using the upper bound for Ln in property (b2)
and the lower bound for vLn in property (b3), we have
A2 ≥
ǫδn
10
n2η+2α2−10ǫ
4
− nα2+ǫ(logn)2
=
ǫ
40
n2η+α2−12ǫ − nα2+ǫ(logn)2 (3.68)
≥ n2η−2γ+α2
for all n large, provided ǫ = ǫ(η, γ) > 0 is small. The estimate (3.68) follows
from the estimate for δn in (3.49). This gives the estimate (c2) for the
term A2.
4 Proof of Proposition 2 and Theorem 2
Proof of Proposition 2: By definition of α2 in (1.6), we have
(α2 − ǫ) log n ≤ log
(
1
1− pn
)
≤ (α2 + ǫ) logn
so that
1
nα2+ǫ
≤ 1− pn ≤
1
nα2−ǫ
(4.1)
for all n large. Since α2 > 2, we fix ǫ > 0 small so that α2 − ǫ > 2. If Ne
denote the number of open edges in the random graph G(n, pn), we then have
P (Ne ≥ 1) ≤ ENe = pn
(
n
2
)
≤
n2
nα2−ǫ
−→ 0 (4.2)
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as n→∞. But {Ne = 0} = {ω(G(n, pn)) = 1} and so we obtain (1.13).
An analogous proof holds for the other case α2 > 2 by considering closed
edges.
If 1 < α2 < 2, we argue as follows. If We denotes the number of closed
edges, then using the Binomial estimate (2.2), we have
P (|We − EWe| ≥ ǫEWe) ≤ exp
(
−
ǫ2(1− pn)
4
(
n
2
))
. (4.3)
Using (4.1), we have
EWe = (1− pn)
(
n
2
)
≤
1
nα2−ǫ
n2
2
≤
1
2
n2−α2+ǫ (4.4)
and
EWe = (1− pn)
(
n
2
)
≥
1
nα2+ǫ
n2
4
≥
1
4
n2−α2−ǫ (4.5)
for all n large. The first inequality in (4.5) is obtained using (4.1) and
(
n
2
)
≥
n2
4
for all n large. We choose ǫ > 0 small so that
0 < 2− α2 − 2ǫ < 2− α2 + 2ǫ < 1.
We then have from (4.3), (4.5) and (4.4) that
P
(
We ≥ (1 + ǫ)
1
2
n2−α2+ǫ
)
≤ P (We ≥ (1 + ǫ)EWe)
≤ exp
(
−
ǫ2
4
1
4
n2−α2−ǫ
)
≤ exp
(
−n2−α2−2ǫ
)
for all n large. Suppose now that the event We ≤ (1+ ǫ)
1
2
n2−α2+ǫ occurs and
let Se be the set of all vertices belonging to the closed edges in the random
graph G(n, pn). The induced subgraph GS with vertex set {1, 2, . . . , n} \ Se
contains at least n− (1+ ǫ)n2−α2+ǫ vertices and every edge in GS is open. In
other words, the graph GS is an open clique containing at least
n− (1 + ǫ)n2−α2+ǫ ≥ n− n2−α2+2ǫ
vertices, for all n large.
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We now prove the upper bound (1.17). For integer q ≥ 1, let G(q, p) be the
random graph with vertex set Sq = {1, 2, . . . , q}. For integer L ≥ 2, letBL(Sq)
denote the event that the random graph G(q, p) contains an open L−clique;
i.e., there are vertices {vi}1≤i≤L such that the edge between vi and vj is open
for any 1 ≤ i 6= j ≤ L. We have
P(BL(Sq)) ≤
(
q
L
)
p(
L
2) ≤ qLp(
L
2) = e−LA0 (4.6)
where
A0 = A0(q, p, L) =
(
L− 1
2
)
log
(
1
p
)
− log q. (4.7)
We now set q = n, p = pn and let fn → ∞ be any sequence as in the
statement of the Theorem. Setting L = Un as defined in (1.16), we then have
A0 = A0(n) = fn. This proves the upper bound (1.17) in Lemma 2.
Proof of (i): Here α1 defined in (1.5) equals θ1 and α2 as defined in (1.6)
equals zero. The lower bound follows from (1.8), case (i) of Theorem 1. For
the upper bound, we fix ξ > 0 and set fn = ξ log n so that Un as defined
in (1.16) equals 2+ξ
θ1
+ 1. The upper bound then follows from (1.17).
Proof of (ii): Here α1 and α2 defined in (1.5) and (1.6), respectively, both
equal zero. Fixing η, γ as in the statement of (ii), the lower bound follows
from (1.10), case (ii) of Theorem 1.
For the upper bound, we fix 0 < ξ1 < ξ < 1 and set fn = ξ1 logn. The
term Un defined in (1.16) equals
Un =
(2 + ξ1) logn
log
(
1
p
) + 1 ≤ (2 + ξ) logn
log
(
1
p
)
for all n ≥ N1. Here N1 = N1(ξ, ξ1, p) ≥ 1 is a constant. Using (1.17) of
Theorem 1, we have
P

ω(G(n, p)) ≤ (2 + ξ) logn
log
(
1
p
)

 ≥ 1− exp

−ξ1(2 + ξ1)
log
(
1
p
) (log n)2

 (4.8)
for all n ≥ N1. Choosing ξ1 sufficiently close to ξ so that ξ1(2+ξ1) > ξ(1+ξ),
we obtain the upper bound in (ii).
29
Proof of (iii): Here α1 defined in (1.5) equals zero and α2 as defined
in (1.6) equals θ2. Let η, γ > 0 be as in the statement of the Theorem and
fix γ0, η0 > 0 such that γ0−
θ2
2
< γ− θ2
2
< η0 < η < 1−θ2 and η0−γ0 > η−γ.
Let ǫ > 0 be small to be determined later. Applying the lower bound (1.12),
case (iii) in Theorem 1 with η1 and γ1 we have
P

ω(G(n, pn)) ≥ (1− θ2 − η0) log n
log
(
1
pn
)


≥ 1− 3 exp
(
−n2η0−2γ0+θ2
)
≥ 1− 3 exp
(
−n2η−2γ+θ2
)
, (4.9)
where the final estimate follows from the choices of η0 and γ0. We have
log
(
1
pn
)
= − log(1− (1− pn)) <
1− pn
1− (1− pn)
≤
1− pn
1− ǫ
=
1
nθ2(1− ǫ)
(4.10)
for all n ≥ N1. Here N1 = N1(ǫ) ≥ 1 is a constant. The first inequality
in (4.10) follows from (3.1) and the second inequality follows from the fact
that 1− pn < ǫ for all n ≥ N1 large. From (4.10), we therefore have
(1− θ2 − η0)
log n
log
(
1
pn
) ≥ (1− θ2 − η0)(1− ǫ)nθ2 logn
≥ (1− θ2 − η)n
θ2 log n, (4.11)
provided ǫ = ǫ(η1, η, θ2) > 0 is small. Fixing such an ǫ and substituting the
estimate (4.11) into (4.9), we obtain the lower bound in (1.20).
For the upper bound, we fix ξ > 0 and set fn = ξ log n. The term Un
defined in (1.16) is then
Un =
(2 + ξ) logn
log
(
1
pn
) (4.12)
and using (3.2), we have
log
(
1
pn
)
= − log(1− (1− pn)) > 1− pn =
1
nθ2
. (4.13)
Using the bounds (4.10) and (4.13) in (4.12), we have
(2 + ξ)(1− ǫ)nθ2 log n ≤ Un ≤ (2 + ξ)n
θ2 logn (4.14)
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for all n ≥ N1. Here N1 = N1(ǫ) ≥ 1 is the constant in (4.10).
Using the above bounds in the upper bound (1.17) of Theorem 1, we have
P
(
ω(G(n, pn)) ≤ (2 + ξ)n
θ2 logn
)
≥ 1− exp
(
−ξ(2 + ξ)(1− ǫ)nθ2(logn)2
)
(4.15)
for all n ≥ N1. Choosing ǫ > 0 small so that (2+ ξ)(1− ǫ) > 1+ ξ, we obtain
the upper bound in (1.20).
5 Proof of Theorem 3
For a graphG = (V,E) on n vertices, let α(G) be the independence number of
the graph G defined as as follows. For integer 0 ≤ h ≤ n, we say that α(G) =
h if and only if the following two conditions are satisfied:
(a) There is a set of h vertices, none of which have an edge between them.
(b) If h+1 ≤ n, then every set of h+1 vertices have an edge between them.
As in Section 1, let ω(G) denote the clique number of G. Let G = (V ,E)
denote the compliment of the graph G defined as follows. The vertex set V =
V and an edge e ∈ E if and only if e /∈ E. The following three properties are
used to prove Theorem 3.
(d1) We have
α(G) = ω(G). (5.1)
(d2) We have
χ(G) ≥
n
α(G)
=
n
ω(G)
. (5.2)
(d3) Suppose for some integer 1 ≤ m ≤ n, every set of m vertices in the
complement graph G contains a clique of size L. We then have
χ(G) ≤
n−m
L
+m+ 1 ≤
n
L
+ 2m. (5.3)
The lower bounds in Theorem 3, follow from the respective upper
bounds (1.18), (1.19) and (1.20) on the clique number ω(G(n, 1−rn)) of The-
orem 2 and property (d2) above. This is because, the random graph G(n, rn)
has the same distribution as the random graph G(n, 1− rn).
For the upper bounds, we consider each case separately.
Proof of (i): Here rn =
1
nθ2
for some θ2 > 0. To estimate the chromatic
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number using property (d3), we identify cliques in subsets of the random
graph G(n, 1− rn). Fix β > 0 to be determined later and set m = n1−β and
apply Theorem 2, case (iii) for the random graph G(m, pm), where
pm = 1−
1
mθ22
= 1− rn, (5.4)
where θ22 =
θ2
1−β
. We then have α1 = 0 and α2 = θ22, where α1 and α2 are as
defined in (1.5) and (1.6), respectively. Let η, γ > 0 be such that
1− θ22
2
+ γ < η < 1− θ22 (5.5)
From the proof of lower bound of (1.20), there is a positive integer N3 =
N3(η, γ, ξ) ≥ 1 so that
P (ω(G(m, pm)) ≤ L) ≤ 3 exp
(
−m2η−2γ+θ22
)
(5.6)
for all m large, where
L = (1− η − θ22)m
θ22 logm = (1− η − θ22)(1− β)n
θ2 logn. (5.7)
The final estimate above follows using m = n1−β .
Let Sm be the set of subsets of sizem in {1, 2, . . . , n} and for a set S ∈ Sm,
let Fn(S) denote the event that the random induced subgraph of G(n, 1−rn)
with vertex set S contains an open L−clique. From (5.6) we have that
P(F cn(S)) ≤ 3 exp
(
−m2η−2γ−θ22
)
for all n large. Let Fn =
⋂
S∈Sm
Fn(S) denote the event that every set of m
vertices in the random graph G(n, 1− rn) contains an L−clique. Since there
are
(
n
m
)
sets in Sm, we have
P(F cn) ≤
(
n
m
)
3 exp
(
−m2η−2γ+θ22
)
≤ nm3 exp
(
−m2η−2γ+θ22
)
= 3e−B, (5.8)
where
B = m2η−2γ−θ22 −m logn = m2η−2γ−θ22 −
m
1− β
logm. (5.9)
The final estimate follows since m = n1−β. From the choices of η and γ
in (5.5), we have that 2η − 2γ + θ22 > 1 and so
B ≥
1
2
m2η−2γ+θ22 =
1
2
n(1−β)(2η−2γ)+θ2 (5.10)
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for all n ≥ N2. Here N2 = N2(η, γ, β) ≥ 1 is a constant and the final equality
follows from the definition of m = n1−β and θ22 =
θ2
1−β
above.
If the event Fn occurs, then using property (d3), we have that
χ(G(n, rn)) ≤
n
L
+ 2m =
1
(1− η − θ22)(1− β)
n1−θ2
logn
+ 2n1−β (5.11)
Fixing β > θ2 and ξ > 0, we have that the final expression in (5.11) is at
most (
1 + 0.5ξ
(1− η − θ22)(1− β)
)
n1−θ2
log n
for all n large. Summarizing, we have from (5.9), (5.10) and (5.8) that
P
(
χ(G(n, rn)) ≤
(
1 + 0.5ξ
(1− η − θ22)(1− β)
)
n1−θ2
logn
)
≥ 1− 3 exp
(
−
1
2
n(1−β)(2η−2γ)+θ2
)
. (5.12)
We have the following property.
(f1) Let
T = {(η, γ, β) : β > θ2 and (5.5) is satisfied}.
Let ξ, ζ > 0 be as in the statement of the Theorem. There exists (η, γ, β) ∈ T
such that
1 + 0.5ξ
(1− η − θ22)(1− β)
≤
2(1 + ξ)
1− 2θ2
(5.13)
and
(1− β)(2η − 2γ) + θ2 ≥ 1− θ2 − ζ. (5.14)
This proves the upper bound in (1.21) in Theorem 3.
Proof of (f1): We recall that θ22 =
θ2
1−β
and we have the constraint that β >
θ2 and γ > 0. Since
inf
β>θ2,γ>0
(
γ +
1− θ22
2
)
=
1
2
(
1−
θ2
1− θ2
)
=
1− 2θ2
2(1− θ2)
(5.15)
we have from (5.5) that the least possible value for η is 1−2θ2
2(1−θ2)
; i.e., if (η, γ, β) ∈
T , then η ≥ 1−2θ2
2(1−θ2)
and β > θ2.
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Fix δ > 0 small and fix θ2 < β < θ2 + δ and
1−2θ2
2(1−θ2)
< η < 1−2θ2
2(1−θ2)
+ δ.
From (5.15), we have that if δ, γ > 0 are sufficiently small, then (η, γ, β) ∈ T .
Also, we have that (1− η − θ22)(1− β) ≥ f(θ2, δ), where
f(θ2, δ) =
(
1−
1− 2θ2
2(1− θ2)
− δ −
θ2
1− θ2 − δ
)
(1− θ2 − δ) .
Since f(θ2, 0) =
1−2θ2
2
, we fix ξ > 0 and choose δ = δ(ξ) > 0 smaller if
necessary so that
(1− θ22 − η)(1− β) ≥
1− 2θ2
2
1 + 0.5ξ
1 + ξ
.
This proves (5.13).
For (5.14), we proceed analogously and use the fact that η ≥ 1−2θ2
2(1−θ2)
to
obtain
(1− β)(2η − 2γ) + θ2 ≥ (1− θ2 − δ)
(
1− 2θ2
1− θ2
− 2γ
)
+ θ2 ≥ 1− θ2 − ζ,
provided δ, γ > 0 are small.
Proof of (ii): Here rn = p for some p ∈ (0, 1) and for all n ≥ 2. As in the
proof of (i) above, we identify cliques in subsets of the random graph G(n, 1−
rn). Fix β > 0 to be determined later and set m = n
1−β , pm = 1−p and apply
Theorem 2, case (ii) for the random graph G(m, 1− p). We then have α1 =
α2 = 0, where α1 and α2 are as defined in (1.5) and (1.6), respectively. Fixing
1 + γ
2
< η < 1, (5.16)
we have from the proof of lower bound of (1.19), that there is a positive
integer N = N(η, γ) ≥ 1 so that
P (ω(G(m, 1− p)) ≤ L) ≤ 3 exp
(
−m2η−2γ
)
(5.17)
for all m ≥ N3, where
L = (1− η)
logm
log
(
1
1−p
) = (1− η)(1− β) log n
log
(
1
1−p
) . (5.18)
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The final estimate above follows using m = n1−β .
As in case (i), let Fn denote the event that every set of m vertices in the
random graph G(n, 1 − rn) contains an L−clique. Analogous to (5.8), we
then have
P(F cn) ≤
(
n
m
)
3 exp
(
−m2η−2γ
)
≤ nm3 exp
(
−m2η−2γ
)
= 3e−B, (5.19)
where
B = m2η−2γ −m logn = m2η−2γ −
m
1− β
logm. (5.20)
The final estimate follows since m = n1−β. From the choices of η and γ
in (5.16), we have that 2η − 2γ > 1 and so
B ≥
1
2
m2η−2γ =
1
2
n(1−β)(2η−2γ) (5.21)
for all n ≥ N2. Here N2 = N2(η, γ, β) ≥ 1 is a constant and the final equality
follows from the definition of m = n1−β.
If the event Fn occurs, then using property (d3), we have that
χ(G(n, rn)) ≤
n−m
L
+m ≤
n
L
+m =
log
(
1
1−p
)
(1− η)(1− β)
n
log n
+ n1−β (5.22)
Fixing β > 0 and ξ > 0, we have that the final term in (5.11) is at most
(
1 + 0.5ξ
(1− η)(1− β)
) n log( 1
1−p
)
log n
for all n ≥ N3. Here N3 = N3(η, β, ξ) ≥ 1 is a constant. Summarizing, we
have from (5.20), (5.21) and (5.19) that
P

χ(G(n, rn)) ≤
(
1 + 0.5ξ
(1− η)(1− β)
) n log ( 1
1−p
)
logn


≥ 1− 3 exp
(
−
1
2
n(1−β)(2η−2γ)
)
(5.23)
Analogous to property (f1) above, we have the following property.
(f2) Let
T = {(η, γ, β) : β > 0 and (5.16) is satisfied}
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and fix ζ > 0. There exists (η, γ, β) ∈ T so that
1 + 0.5ξ
(1− η)(1− β)
≤ 2(1 + ξ) (5.24)
and
(1− β)(2η − 2γ) ≥ 1− ζ. (5.25)
Substituting the above into (5.23), we obtain the upper bound in (1.22) in
Theorem 3.
Proof of (f2): From (5.16), we have that the minimum possible value for η
is 1
2
. Choosing η > 1
2
sufficiently close to 1
2
and β > 0 small, both (5.24)
and (5.25) are satisfied.
Proof of (iii): Here rn = 1 −
1
nθ1
for some θ1 > 0. As before, we identify
cliques in subsets of the random graph G(n, 1 − rn). Fix β > 0 to be deter-
mined later and set m = βn and apply Theorem 2, case (iii) for the random
graph G(m, pm), where
pm = 1−
βθ1
mθ1
= 1− rn. (5.26)
We then have α1 = θ1 and α2 = 0, where α1 and α2 are as defined in (1.5)
and (1.6), respectively. Let η, γ > 0 be such that
1 + θ1
2
+ γ < η < 1. (5.27)
From the proof of lower bound of (1.18), we have that
P (ω(G(m, pm)) ≤ L) ≤ 3 exp
(
−m2η−2γ−θ1
)
(5.28)
for all m large, where
L =
2(1− η)
θ1
. (5.29)
As in cases (i)− (ii), let Fn denote the event that every set of m vertices
in the random graph G(n, 1− rn) contains an L−clique. Using
(
n
k
)
≤
(
ne
k
)k
for integers 1 ≤ k ≤ n, we have
P(F cn) ≤
(
n
m
)
3 exp
(
−m2η−2γ−θ1
)
≤
(ne
m
)m
3 exp
(
−m2η−2γ−θ1
)
= 3e−B,
(5.30)
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where
B = m2η−2γ−θ1 −m log
(
e
β
)
. (5.31)
The final estimate in (5.30) follows since m = βn. From the choices of η
and γ in (5.27), we have that 2η − 2γ − θ1 > 1 and so
B ≥
1
2
m2η−2γ−θ1 =
1
2
(βn)2η−2γ−θ1 (5.32)
for all n ≥ N2. Here N2 = N2(η, γ, β) ≥ 1 is a constant and the final equality
follows from the definition of m = βn.
If the event Fn occurs, then using property (d3), we have that
χ(G(n, rn)) ≤
n
L
+ 2m ≤
θ1
2(1− η)
n+ βn+ 1. (5.33)
Summarizing, we have from (5.32) and (5.30) that
P
(
χ(G(n, rn)) ≤
θ1
2(1− η)
n+ βn+ 1
)
≥ 1− exp
(
−
1
2
(βn)2η−2γ−θ1
)
(5.34)
for all n large. We have the following property.
(f3) Fix ξ, ζ > 0 and let
T = {(η, γ, β) : The condition (5.27) is satisfied}.
There exists (η, γ, β) ∈ T such that
θ1
2(1− η)
+ β ≤
θ1
1− θ1
(1 + ξ) (5.35)
and
1
2
(βn)2η−2γ−θ1 ≥ n1−θ1−ζ (5.36)
for all n large. Using the above estimates in (5.33), we obtain the upper
bound in (1.23) in Theorem 3.
Proof of (f3): From (5.27), we have that the least possible value for η is 1+θ1
2
.
Fix ζ, ξ > 0. Choosing γ, β > 0 sufficiently small and η > 1+θ1
2
sufficiently
close of 1+θ1
2
, we get that
θ1
2(1− η)
+ β ≤
θ1
1− θ1
(1 + ξ)
and 2η − 2γ − θ1 > 1− ζ. This proves (5.35) and (5.36).
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