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According to the Green-Kubo theory of linear response, the conductivity of an electronically
gapped liquid can be expressed in terms of the time correlations of the adiabatic charge flux, which
is determined by the atomic velocities and Born effective charges. We show that topological quan-
tisation of adiabatic charge transport and gauge invariance of transport coefficients allow one to
rigorously express the electrical conductivity of an insulating fluid in terms of integer-valued, scalar,
and time-independent atomic oxidation numbers, instead of real-valued, tensor, and time-dependent
Born charges.
Electronically insulating liquids can carry an electric
current in response to an applied electric field, as their
atomic or molecular constituents may carry a charge.
Common examples are ionic solutions, molten salts, and
ionic liquids. Within the Green-Kubo (GK) theory of
linear response [1, 2], the electrical conductivity of a clas-
sical fluid is given by the celebrated GK formula:
σ =
Ω
3kBT
∫ ∞
0
〈J(t) · J(0)〉 dt, (1)
where Ω and T are the system volume and temperature,
kB is the Boltzmann constant, 〈·〉 indicates an equilib-
rium ensemble average, and J(t) = 1Ω
∑
i qivi(t) is the
electric charge flux, vi and qi being the velocity and clas-
sical charge of the i-th atom, and the sum extends over
the N atoms of the system.
The situation is not nearly as clear when a quantum
mechanical picture of the interatomic forces is adopted,
because atomic charges are ill defined in this case. It
seems therefore that the adoption of any of the many
available and inevitably arbitrary definitions of atomic
charge would lead to a different expression for the elec-
tric charge flux and value for the conductivity. This am-
biguity is lifted by considering that the charge flux is
the time derivative of the macroscopic polarisation, P:
J = P˙. In the adiabatic approximation, P depends on
time only through the nuclear coordinates, so that its
time derivative reads:
J(t) =
1
Ω
∑
i
Z∗i (t) · vi(t), (2)
where the Born effective charge, Z∗i , is a tensor whose
components are derivatives of the system’s dipole, µ =
ΩP, with respect to atomic displacements: Z∗iαβ =
∂µα
∂riβ
,
ri being the position of the i-th atom. The implementa-
tion of the Kubo formula, Eq. (1), from first principles
thus requires the numerical evaluation of the Born effec-
tive charges along a molecular trajectory, using either a
linear-response [3] or a Berry-phase [4, 5] approach.
This procedure was implemented, e.g., in Ref. 6 in the
case of partially ionic water, a state occurring at the high-
PT conditions to be found in the icy giants’ interior. In
that paper an outstanding conundrum was identified, in
that interestingly, the use of predefined constant charges
can yield the same conductivity as is found with the fully
time-dependent charge tensors (verbatim). Even more
interestingly, those predefined constant charges coincide
with what chemical intuition would suggest for the oxi-
dation numbers of O (qO = −2) and H (qH = +1). We
note that a similar poser occurs in the electrical prop-
erties of atomically neutral fluids: how is it that a van-
ishing conductivity can result through the GK formula,
Eq. (1), from the time series of a non-vanishing charge
flux, Eq. (2)? The question, then, naturally arises: are
these numerical coincidences, or the consequence of a
deep, hitherto unrecognised, invariance principle? In the
latter case, does this principle stem from a fundamen-
tal theory or from just an approximation of some sort?
Nearly at the same time, another paper [7] appeared
where, based on the modern theory of polarisation [4, 5],
it was shown that oxidation states can be rigorously asso-
ciated with individual atoms in insulating crystals, such
that the total charge transported by the displacement
of an atomic sublattice by a lattice vector is an integer.
While this finding certainly bears some relevance to the
solution of our conundrum, the extent to which it can
be generalised to liquids and the impact it can have on
transport properties is not evident at all.
In this work we demonstrate that the above coinci-
dences are by no means such, but they rather stem from
the topological properties of the electronic structure of
insulating materials. To this end, we first derive a rigor-
ous definition of atomic oxidation numbers in liquid insu-
lators, based on purely topological arguments, and dis-
cuss their general properties, such as quantisation and
additivity. We then show that these two concepts can
be combined with a recently discovered gauge invari-
ance of transport coefficients [8–10] in such a way that
ar
X
iv
:1
90
2.
07
25
6v
3 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 8 
M
ay
 20
19
2F
I
I’
F
I
FIG. 1. Paths in the periodic nuclear configuration space. A
molecular trajectory, CIF , originating at point I of the 3N -
dimensional unit cell of a periodic lattice and ending at point
F of a different cell (left) is topologically equivalent to an
open path path on a torus (right). CIF can be seen as the
concatenation of a path joining I with its periodic image, I ′,
lying in the same cell as F , with a path joining I ′ with F :
CIF = CII′ ◦ CI′F . The image of CII′ on the torus is a loop
(right). In this case, the winding numbers of the loop are
n = (1, 1), whereas the distance between I ′ and F , RI′F =
|RF −RI′ | is bounded by the size of the unit cell.
defining the charge flux, Eq. (2), in terms of these inte-
ger, constant, and scalar numbers, instead of real, time-
dependent, and tensor Born effective charges, results in
the same conductivity, as computed from Eq. (1), thus
solving the conundrum highlighted in Ref. 6. Our theo-
retical results are demonstrated numerically on a model
of molten potassium chloride (KCl). We computed the
charge transported along a number of representative pe-
riodic paths involving the net displacement of one or
two atoms, and compared the electric conductivities ex-
tracted from ab initio (AI) molecular dynamics (MD)
and the GK formula, employing alternatively the Born
effective charges and the newly defined atomic oxidation
numbers.
THEORY
For the purposes of our work, it is expedient to ex-
press the conductivity through the Einstein-Helfand re-
lation [11], in terms of the slope of the mean square dipole
displacement, ∆µ(t), as a function of time [10]:
σ =
1
3ΩkBT
lim
t→∞
〈|∆µ(t)|2〉
2t
, (3)
∆µ = Ω
∫ t
0
J(t′)dt′. (4)
It is easily seen that any two expressions of the dipole
displacement that differ by a bounded vector result in
the same value of the electric conductivity, according to
Eq. (3). This important property lies at the heart of
the recently discovered gauge invariance of transport co-
efficients [9, 12]. In a nutshell, by gauge invariance we
mean that transport coefficients are largely independent
of the detailed form of the local representation of the
conserved quantity (mass, energy, charge) being trans-
ported. This may apply to both continuous representa-
tions (densities) or to discrete ones in terms of atomic
partitions. In the present case, we show that the total
electronic charge of a system can be partitioned into suit-
ably defined constant integer atomic oxidation numbers,
{qi}, such that the dipole displacement computed from
them, ∆µ′(t) =
∑
i qi
∫ t
0
vi(t
′)dt′, differs from ∆µ(t) by
a bounded vector, thus resulting in the same electric con-
ductivity, according to Eq. (3).
When simulating dynamical phenomena in liquids, the
system size has to be larger not only than the relevant
correlation lengths, but also than the various diffusion
lengths, i.e. the distances travelled by each atom before
it looses memory of its own velocity. When these require-
ments are met, equilibrium properties are independent of
the boundary conditions adopted for the numerical simu-
lation, and periodic boundary conditions (PBC) are nor-
mally chosen, because they minimise finite-size effects.
When evaluating Eq. (3) from MD simulations, the use
of PBC is not only a matter of practical convenience,
but also one of principle. In fact, when using reflecting
or open boundary conditions, the t→∞ limit in Eq. (3)
vanishes for any finite system size, and it obviously does
not commute with the thermodynamic limit. Using PBC
and the definition (4) for the dipole displacement, in-
stead, the former limit is finite for any sample size and
it commutes with the latter; PBC are thus the only ones
able to sustain a steady-state charge flux [13]. Our aim
is to demonstrate that Eq. (3) is unaffected if we replace
the Born effective charges in the definition of the charge
flux, Eq. (2), with suitably defined atomic oxidation num-
bers. To achieve this goal, our reasoning will proceed
using PBC, for which the long-time and large-size limits
commute. Our conclusions, as well as the definition of
oxidation numbers on which they stand, do not depend
on the system size. We argue therefore that they hold in
the thermodynamic limit as well.
A molecular trajectory with end points I
.
= R(0) and
F
.
= R(τ) is an open path, CIF , in the atomic configu-
ration space (ACS), parametrised by time. While using
PBC we will refer to CIF as the path generated by the
unwrapped trajectory, R(t) = R(0) +
∫ t
0
V(t′)dt′ ∈ R3N ,
where V = (v1, . . .vN ). The total dipole displaced along
a trajectory, ∆µ(τ) = Ω
∫ τ
0
J(t)dt =
∫ F
I
dµ does not
hinge on the time dependence of the trajectory, but only
on the path and will be indicated with the shorthand
∆µIF . Because of this, if a trajectory is split into two
paths, CIF = CIX ◦ CXF , the corresponding dipole re-
sults to be the sum of the dipoles associated to the two
segments. In order to obtain the needed topological in-
variant, given a path corresponding to a physical tra-
jectory, CIF , we first define a second path, CFI′ , join-
ing the final point of the molecular trajectory, F , with
the periodic image of the initial point, I ′, and lying en-
3tirely in the same unit cell, as illustrated in the left panel
of Figure 1. Because of the above, evidently, one has:
∆µIF = ∆µII′ +∆µI′F ; furthermore, ∆µI′F is bounded.
Therefore, in the long-time limit, the dipole displaced
along CIF and CII′ asymptotically coincide, and all we
have to do is demonstrate that the latter can be expressed
in terms of suitable integer topological invariants.
In order to achieve this goal, we consider the electronic
Hamiltonian of the system, Hˆ(λ), as a function of a pa-
rameter λ, say ∈ [0, 1], labelling the atomic configuration
along CII′ . Evidently, Hˆ(λ) is periodic because the end
points of the path are one a periodic image of the other:
Hˆ(1) = Hˆ(0). By making the assumption that the sys-
tem’s ground state stays gapped and non-degenerate all
along CII′ , Thouless’ theorem on adiabatic charge trans-
port [14, 15] ensures that the α-th component of the to-
tal dipole displaced along CII′ is a multiple integer of the
size, `, of the unit cell, which we assume to be cubic:
Qα
.
=
1
`
∫
CII′
dµα ∈ Z. (5)
We stress that, strictly speaking, the quantisation condi-
tion expressed by Eq. (5) only holds in the large-` limit,
when PBC are imposed to the electronic orbitals (Γ-
point sampling) [16]. In practice, a system size of a few
dozen atoms is large enough to guarantee that quanti-
sation holds to two decimal digits. The Qα charges are
continuous functionals of the path that, being integer-
valued, can only coincide for any two paths that can
be continuously deformed into one another. We remark
that in order for this to be possible, these deformations
must be performed without ever closing the electronic
gap. We now show that, under general assumptions, the
Q charges can be expressed as linear combinations of in-
teger numbers—which will be identified with the atomic
oxidation numbers—with integer coefficients.
A key element to accomplish the desired result is
to consider the ACS from a topological point of view,
whereby periodic boundary conditions make it topologi-
cally equivalent to the 3N -dimensional torus T3N . It is
thus convenient to map the path CII′ onto T3N , where the
images of the end points I and I ′ coincide, so that its own
image, CI , is a closed path (loop). Here and in the follow-
ing we denote the images on T3N of the unwrapped points
and trajectories in R3N by an overline, as in R and C.
Loops are a standard tool to classify a topological space:
this can be in fact characterised by its fundamental group,
defined as the set of homotopy classes of loops containing
R(0) as base point, and equipped with: i) an associative
composition law defined as the concatenation of paths
at the base point; ii) an identity, defined as the class
of (trivial) paths homotopic the base point; and iii) an
inverse, defined for each class by its paths travelled back-
wards. The fundamental group of T3N is a free Abelian
group of rank 3N and it is thus isomorphic to Z3N [17].
Therefore, given a base point R(0) ∈ T3N , topologically
equivalent loops can be uniquely identified by the 3N - in-
teger tuple n = {niα}, where niα is the winding number
of the i-th atom along the α-th spatial direction. This is
illustrated in Figure 1 (right) in the toy case where the
ACS has dimension 2 and the loop CI is represented by
n = (1, 1). Notice that with a such representation the
concatenation of two loops Cn ◦ Cm is simply expressed
as the sum of two integer vectors: n+m = {niα +miα}.
Likewise, trivial loops are characterised by n = 0. In the
following we assume that all trivial loops can be shrunk
to a point without ever closing the electronic gap; this
condition will be referred to in the following as strong
adiabaticity. As a generic loop CI is the concatenation of
elementary loops involving individual atoms along spe-
cific directions, Ciα, and the dipole displaced along each
of them is likewise additive, we conclude that:
Qα[CI ] =
∑
iβ
qiαβ niβ , (6)
where qiαβ = Qα[Ciβ ] is the integer charge associated
with the α-th component of the dipole displaced by a
loop of the i-th atom along the β-th direction, accord-
ing to Eq. (5). Whenever the positions of two identical
atoms can be interchanged without closing the electronic
gap and strong adiabaticity holds, the dipole displaced
along two trajectories that differ by such an atomic in-
terchange coincide, and the topological charges qiαβ can
only depend on i through the species of the i-th atom,
S(i): qiαβ = qS(i),αβ . Also, the requirement that the
dipole displaced along the sum of any two lattice vec-
tors equals the sum of the dipoles displaced along each
of them implies that the qS charges are (integer) scalars:
qSαβ = qSδαβ [7]. We conclude that the dipole displaced
along the CII′ loop can be cast into the form:
∆µII′ = `
∑
i
qS(i)ni, (7)
where ni =
(
nix, niy, niz
)
is the set of three winding num-
bers of the i-th atom in the CII′ loop. The topological
charges defined by Eq. (7) have all the properties that
chemical common sense requires from oxidation numbers,
and provide therefore a rigorous topological definition of
them. Among the necessary but non-trivial consequences
of this definition, we point out the additivity of the charge
transported by several atoms that are being displaced si-
multaneously. This definition puts on a firm ground sim-
ilar conclusions that could be drawn using the concept of
Wannier centres [7].
We now consider the dipole displacement computed
from the qS topological charges:
∆µ′(t) = Ω
∫ t
0
J′(t′)dt′, (8)
J′(t) =
1
Ω
∑
i
qS(i)vi(t). (9)
4Evidently, one has: ∆µ′(t) = ∆µII′ +
∑
i qS(i)
∫ F
I′ dri.
The second term on the right-hand side of this expression
is bounded, and we conclude that:
lim
t→∞
1
t
〈|∆µ(t)|2〉 = lim
t→∞
1
t
〈|∆µ′(t)|2〉, (10)
and therefore:∫ ∞
0
〈J(t) · J(0)〉 dt =
∫ ∞
0
〈J′(t) · J′(0)〉 dt. (11)
Eqs. (10-11) are the main conclusion of our work: The
adiabatic electrical conductivity of a liquid can be exactly
obtained by replacing in Eq. (2) the time-dependent, real-
valued, Born charge tensor of each atom with an integer,
time-independent, scalar topological charge, which only
depends on the atomic species, qS(i). The topological
arguments in which this conclusion is rooted, while global
and based on PBC by their very nature, naturally lead
to the definition of such quantities as atomic oxidation
numbers, which are both local and independent of the
system size. This makes us believe that our conclusions
hold in the thermodynamic limit and are independent of
the boundary conditions being adopted.
The extent to which the above theory applies to molec-
ular fluids, such as, e.g., ionic liquids, depends on the
occurrence of one of the following two circumstances: i)
when a molecular species is stable in solution, i.e. it does
not coexist with any of its constituent moieties, our con-
siderations show that the charge transported by it across
a closed loop is quantised, and our conclusions hold under
the same assumptions that are necessary in the atomic
case; when a molecular species coexists with two or more
of its constituent moieties, as it is the case, e.g., in par-
tially ionic water [6], our considerations still hold under
the hypothesis, which we may call adiabatic dissociation,
that the dissociation of a molecule into its constituent
moieties occurs without closing the electronic gap.
NUMERICAL EXPERIMENTS
In order to demonstrate our results we have performed
extensive numerical experiments on a 64-atom sample of
molten KCl at a density of 1.42 g/cm3 [18], correspond-
ing to a cubic simulation cell whose edge is ` = 14.07 A˚.
All simulations were performed using computer codes
from the Quantum Espresso package v.6.1 [19]. We
employed the PBE energy functional [20] with ONCV
pseudopotentials [21] and a plane-wave kinetic-energy
cutoff of 55 Ry. AIMD simulations were performed
within the Car-Parrinello method with a time step of
15 time a.u. and a fictitious electronic mass of 400 elec-
tron masses. We first ran a 90-ps AIMD simulation in the
NVE ensemble, following an NVT thermalisation at 1200
K of a few ps, performed using a Nose´-Hoover-thermostat
[22]. The charge flux in Eq. (2) was sampled every 600
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FIG. 2. Time series of the Born effective-charge tensor.
Shown are its three diagonal components for one K atom (top)
and one Cl atom (bottom). The average values on the diago-
nal are: Z
∗
K = 1.10 ± 0.01 and Z∗Cl = −1.10 ± 0.01, reported
on the right.
time a.u. (≈ 14.5 fs) using Born effective-charge tensors,
Z∗i , computed from density-functional perturbation the-
ory [3]. In Figure 2 we report a sample from the time
series of the (diagonal elements of the) Born effective-
charge tensors for a pair of K (top) and Cl (bottom)
atoms. Notice the amplitude of the fluctuations around
the average values that are reported on the right. The av-
erage effective charges are scalars because of overall rota-
tional invariance and sum up to zero because of the acous-
tic sum rule. Note that, at variance with the topological
charges / oxidation numbers defined above, the average
effective charges are not integers (|Z∗| = 1.10± 0.01).
We then calculated the topological charges, qS , by
evaluating the integral of Eq. (5) along different paths
whose end points are the same snapshot selected from our
AIMD trajectory and such that only one or two atoms
are transported by one unit cell. These paths were de-
termined to be minimum energy paths (MEP) and gener-
ated using the nudged elastic band method [23]. All the
atoms were let free to rearrange their positions along the
MEP, as it is revealed by a close inspection of the figures,
which show small but visible fluctuations in the positions
of the atoms not participating in mass transport. Born
effective-charge tensors were computed for every atom at
each discrete image of the MEP. The topological charges
were finally evaluated from the definition of displaced
dipole: ∆µα = `
∑
i qS(i)niα =
∫
dµα =
∑
iβ
∫
Z∗iαβdriβ ,
where niα is the winding number of the i-th atom in the
α-th Cartesian direction (cfr. Eq. 7). This is illustrated
in Figure 3, where we display three such MEPs (top) and
the corresponding charge transported along each of them
(bottom). The (a) panels refer to the transport of a sin-
gle K atom along the z direction. Below we see that the
charge transported along z is qK = 1, whereas that trans-
ported along x or y vanishes. In panels (b) one cation and
one anion are transported. The anion moves from the cell
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FIG. 3. Closed paths and charge-transport quantisation. Up-
per panels: sample minimum-energy paths in a model of liquid
KCl corresponding to the transport of a K ion by one unit cell
along the (001) direction (a); of a cation as before and an an-
ion along the (011) direction (b); and two cations along (001)
with an interchange between the two (c), see text. Lower
panels: charge transported along the paths depicted above.
conventionally labelled as at the origin, τ ◦ = `(0, 0, 0),
and the one located at τ ′ = `(0, 1, 1)
(
winding numbers
nCl = (0, 1, 1)
)
, whereas the cation moves from τ ◦ to
τ ′′ = `(0, 0, 1): the total charges transported along z
by the cation and the anion cancel exactly, whereas a
net negative charge qCl = −1 is transported by the anion
along y. Finally, in panels (c) two cations are transported
along z and interchanged. Topologically, this is not a
loop, so that it seems that no conclusions about the total
transported charge can be drawn. However, the concate-
nation of two such paths is indeed a loop with winding
numbers (0, 0, 2) for each transported cation, correspond-
ing to a total transported charge Qz = 4. As the two
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FIG. 4. Dipole mean-square displacements vs time. The re-
ported plots are computed using the charge flux defined in
terms of the Born effective charges (J, Eqs. 2 and 4, violet),
in terms of topological charges (J′, Eqs. 9 and 8, light green),
and using their difference (light blue). The width of the con-
tinuous lines indicates the estimated statistical error, while
the dashed lines indicate a linear fit of the data at large time,
indicating the diffusive behaviour.
open paths being concatenated are evidently equivalent,
the charge transported along each of them is Qz = 2, as
demonstrated in the (c) panel below. Panels (b) and (c)
clearly show the additivity of topological charges.
In order to validate our final conclusions, Eqs. (10,11),
in Figure 4 we display the mean square dipole displaced
by the charge fluxes J and J′, Eqs. (2,4) and (8,9), along
with that displaced by their difference, J−J′, as functions
of time. The two functions slightly, but markedly, differ,
and their large-time slopes, which are proportional to
the electrical conductivity, visibly coincide. Even more
conspicuously, the dipole displaced by their difference,∫ t
0
(
J(t′) − J′(t′))dt′ is bounded at large times, thus not
contributing to the conductivity. A more refined anal-
ysis based on the cepstral analysis of the time series of
the charge fluxes [10, 24] gives the same value within
the same statistical uncertainty (σ = 3.2 ± 0.2 [S/cm])
when computed from Born effective charges or topolog-
ical charges, whereas using the average Born effective
charges would result in an overestimate by ≈ 20%. Al-
though our simulation settings were thought for valida-
tion purposes and the system size is certainly too small
for ultimate accuracy, this value compares fairly with the
experimental datum (σ = 2.6 [S/cm]) at an estimated av-
erage simulation temperature of 1230± 90 K [25]. When
comparing theory with experiment, an additional incerti-
tude of ±0.15 [S/cm] on the theoretical datum should be
considered, on account of the large temperature fluctua-
tions due to the small system size. Additional systematic
finite-size errors come from the use of PBC and are diffi-
cult to estimate without a size-scaling analysis, but they
are irrelevant to the conclusions of the present paper.
6CONCLUSIONS
We conclude by expressing our confidence that the
results presented in this paper will have a strong im-
pact on both computer simulations and fundamental re-
search. On the more practical side, our findings will allow
a considerable simplification of the quantum numerical
modelling of ionic conduction in complex systems and
materials such as, e.g., ionic liquids [26] or solid-state
electrolytes [27], avoiding, in many cases, the cumber-
some and time-consuming computation of Born effective
charges. On a more fundamental side, our work pro-
vides a solid topological foundation and generalisation
to liquids of the definition of ionic oxidation states al-
ready available for solids [7]. This foundation will hope-
fully allow one to explore the limits of this definition and
generalisation and their impact on ionic transport. For
instance, in many systems the same ion is present in dif-
ferent oxidation states. As an important example, iron
appears in both its ferrous and ferric ionic forms in wa-
ter solution and in many oxides. Our analysis shows that
the coexistence of different oxidation states for the same
element in the same system may be due to the existence
of zero-gap domains in the atomic configuration space
that would be crossed by any atomic paths interchanging
the positions of two identical ions in different oxidation
states. While this scenario is likely the most common to
occur, a different, more exotic, one cannot be excluded
on purely topological grounds and its existence is worth
exploring. In fact, when strong adiabaticity breaks, it is
possible that two loops with the same winding numbers
could not be distorted into one another without closing
the electronic gap, and they may thus transport different,
yet integer, charges. While in the first scenario closing
the electronic gap while swapping two like atoms would
simply determine the chemically acceptable inequivalence
of the oxidation numbers of two identical atoms in differ-
ent local environments, the second scenario would imply
the chemically wicked situation where two different ox-
idation states can be attached to the same atom in the
same local environment. As a consequence, one could ob-
serve a non-vanishing adiabatic charge transport without
a net mass transport [28].
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