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Abstract
Wireless networked systems are becoming increasingly popular, with a growing number
of deployments and diverse applications. This leads to increasing complexity of these
systems, as due to the shared nature of the wireless medium the amount of network
resources available is constantly decreasing. These networks have to operate in challen-
ging and dynamic conditions, and accommodate diverse and often contradictory object-
ives stated by multiple stakeholders. Often wireless networks are integral parts of larger
systems, like the Internet, and need to utilize existing imperfect software and hardware
components, which results in additional heterogeneity and implementation challenges.
All this makes design, planning, and run-time management of wireless networked sys-
tems a demanding task.
In this thesis we address some of these challenges through a model-driven optimiza-
tion methodology, which is formalized using category theory. We state a meta-optimization
problem based on requirements of network players, operational context, applicable mod-
els that consider for both parameter- and component-based solutions. In order to simplify
the problem we propose applying the mapping functions of abstraction, transformation,
and decomposition, while considering the aspects of information loss or disruption in the
problem formulation. We show on selected case studies how the proposed methodology
can be employed at both static (design, planning) and dynamic (run-time management)
stages of a network’s life-cycle. In particular, we demonstrate that this methodology is
effective for a detailed design and implementation of a self-optimizing system for wireless
home networks, and optimization of protocol stacks for wireless sensor systems with an
ontology-driven framework.
Since modeling is a crucial aspect of network optimization, we also propose and in-
vestigate several types of models in this work. Directed labeled graphs and their network
motifs are used for identification of the networking context in the CSMA/CA based net-
works. We show how spatial network structure affects characteristics of these graphs,
such as node degree distributions and occurrence patterns of small network motifs. We
also propose a novel graph edge labeling based on clustered correlation coefficients that
capture network dynamics imposed by tunable network parameters. We argue that this
robust metric can lead to faster network optimization in a variety of operational condi-
tions. We also consider modeling of the temporal context. In particular, based on power
spectrum measurements we obtain online hidden semi-Markov models of network activ-
ity patterns and apply them as part of a dynamic spectrum access scheme. Additionally,
we exploit metaheuristic mechanisms for cross-layer optimization and network planning
that aim at robustness, performance maximization and optimizability of the system. We
investigate how the size and the structure of the state space, the availability of valid mod-
els and utility functions influence the convergence of these methods. Our results show
that for network problems it is often better to invest in careful problem formulation and
long execution of simple metaheuristics rather than going for their custom modifications
besides the simplest ones.
The proposed approaches have being extensively prototyped or proven through simu-
lation based experimentation. In particular we have focused on small-scale wireless net-
worked systems that utilize IEEE 802.11 radio interfaces and wireless sensor networks.
We have also experimented with the WARP software defined radio platforms.
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Kurzfassung
Drahtlose vernetzte Systemen gewinnen zunehmend an Bedeutung, belegt durch eine
zunehmende Zahl von Installationen und ihre diversen Einsatzgebiete. Einhergehend mit
diesem Bedeutungsgewinn nimmt die Komplexität dieser Systeme immer weiter zu, da
durch eine gemeinsame Nutzung des drahtlosen Mediums die Zahl freier Netzwerkres-
sourcen immer weiter abnimmt. Heutige Netzwerke operieren häufig unter schwieri-
gen und hochgradig dynamischen Bedingungen, und müssen vielfältigen und teils wider-
sprüchlichen Anforderungen gerecht werden. Oft sind Drahtlosnetzwerke ein integraler
Bestandteil größerer Systeme, wie zum Beispiel dem Internet, und müssen ungeeignete
Software- und Hardwarekomponenten einsetzen, was zu zusätzlicher Heterogenität und
Implementationsherausforderungen führt. Zusammengenommen macht dies den Entwurf,
die Planung, und die Laufzeitverwaltung von drahtlosen Netzwerken zu einer heraus-
fordernden Aufgabe.
In dieser Arbeit adressieren wir einige dieser Herausforderungen durch eine mod-
elbasierte, auf dem Formalismus der Kategorientheorie aufbauende, Optimierungsmeth-
ode. Wir formulieren Meta-Optimierungsprobleme gemäß den Anforderungen der Net-
zwerkspieler, dem operationellen Kontext, und anwendbaren Modellen die sowohl para-
meter- als auch komponentenbasierte Lösungen berücksichtigen. Um das Problem zu
vereinfachen, schlagen wir die Anwendung von Abbildungsfunktionen wie Abstraktion,
Transformation, und Dekomposition vor, und berücksichtigen die Aspekte des Informa-
tionsverlusts und der Unterbrechnung in der Problemformulierung. Wir zeigen anhand
ausgewählter Fallbeispiele wie die vorgeschlagene Methodik sowohl in statischen (En-
twurf, Planung) als auch dynamischen (Laufzeitverwaltung) Stadien eines Netzwerkes
genutzt werden kann. Insbesondere demonstrieren wir, dass unser Ansatz für einen de-
taillierten Entwurf und Implementierung von selbstoptimierenden Systemen für Heimnet-
zwerke geeignet ist, und für die Optimierung von Protokollstacks für drahtlose Sensor-
netzwerke mit einem ontologiebasierten Framework.
Da die Modellierung ein zentraler Aspekt der Netzwerkoptimierung ist, schlagen wir
in dieser Arbeit verschiedene Modelltypen vor und untersuchen sie. Gerichtete bes-
chriftete Graphen und ihre Netzwerkentsprechungen werden für die Identifikation des
Netzwerkkontextes in diesen CSMA/CA-Netzwerken eingesetzt. Wir zeigen, wie die räum-
lichen Netzwerkstrukturen die Charakteristiken dieser Graphen beeinflussen, wie zum
Beispiel die Verteilung des Verbindungsgrades und das Auftreten kleinerer Netzwerkent-
sprechungen. Wie schlagen darüberhinaus einen neuartigen Algorithmus zur Graphen-
beschriftung vor, der die durch vielfältigen Parameter eines Netzwerks ausgelöste Dy-
namik erfassen kann. Wir argumentieren, dass diese robuste Metrik zu einer schnelleren
Netzwerkoptimierung in einer Vielzahl von Einsatzszenarien führen kann. Wir berück-
sichtigen auch den temporalen Kontext der Modellierung. Insbesondere leiten wir on-
line Hidden Semi-Markov Modelle der Netzwerkaktivitätsmuster mittels Leistungsspek-
trumsmessungen her, und wenden diese als Teil dynamischer Spektrumszugriffsschemata
an. Außerdem nutzen wir metaheuristische Modelle zur schichtenübergreifenden Opti-
mierung und Netzwerkplanung mit dem Ziel der Robustheit, Leistungsmaximierung und
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Optimalität des Systems. Wir untersuchen wie die Größe und Struktur des Zustand-
sraums, sowie die Verfügbarkeit valider Modelle und Nutzenfunktionen die Konvergenz
dieser Methoden beeinflussen. Unsere Ergebnisse zeigen, dass es häufig sinnvoller ist,
in eine vorsichtige Problemformulierung und eine lange Ausführungszeit einfacher Meta-
heuristiken zu investieren statt auf nicht-triviale Anpassungen zu setzen.
Die vorgeschlagenen Ansätze wurden mittels Prototypen oder in Simulationen unter-
sucht. Insbesondere haben wir uns auf kleinere drahtlose Netzwerke mit IEEE 802.11-
Funkschnittstellen und auf Sensornetzwerke konzentriert. Wir haben auch Untersuchun-
gen mittels der WARP Software-Defined-Radio Plattform vorgenommen.
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1Introduction
This thesis contributes towards bringing together insights and techniques from network-
ing and software engineering for efficient design and run-time optimization of networked
systems. We suggest, partially formalize through category theory, and apply to selec-
ted case studies recursive model-driven optimization as a methodology for development
of networked systems and its elements. In particular, we employ this methodology to
design a self-optimizing wireless home network and perform pre-deployment optimization
of wireless sensor networks using an ontology-based framework. As part of the related
research on scalable network modeling, we study and propose the extension for labeled
network motifs as graph-based approximations for wireless spacial models and network
dynamics. We also experiment with Hidden Semi-Markov Models for temporal network
activity modeling based on power spectrum measurements. Additionally, we investigate
metaheuristic search techniques, primarily genetic algorithms and simulated annealing,
in application to network planning and cross-layer optimization. In particular, we consider
behavior of these methods with respect to changes in optimization objectives, structure
and sizes of the search state spaces, availability of network models.
1.1 Motivation and General Approach
Much of the classical networking research has focused on problems characterized by pre-
cise requirements, tight constraints and fixed sets of inputs. Examples are transceiver
design for higher spectral efficiency, development of particular protocols, e.g., a routing
protocol with robust convergence properties, or a CSMA/CA MAC mechanism that optim-
izes medium access for specific Quality-of-Service (QoS) metrics. Such types of problems
used to be the most relevant to engineering, as complexity of networked systems was
quite low, and networks were rather homogeneous both in term of hardware and soft-
ware components, as well as user demands and provided services. However, much of the
earlier research has not specifically considered the system-level aspects of network de-
velopment and run-time management. These become increasingly important as systems
grow both in size and complexity, and become more dynamic and heterogeneous, thus
increasing costs of maintenance, as well as an amount of investments required to further
boost their performance [1–4]. The typical approach, over-provisioning of resources, can
provide only a limited and temporary solution to the growth in performance and robust-
ness demands especially in the area of wireless communications [5]. However, it cannot
be efficient against critical system failures, resulting, for example, from emergent beha-
viors or human factors [6–8]. Additionally, flexibility and evolvability as two of the main
requirements to a networked system are receiving increasing attention, and these re-
quirements should a priori be accomplished through design and managements decisions,
not over-provisioning [9,10].
Because of these considerations, we believe that it is promising to take a coherent and
systematic approach on all system life-time aspects [11, 12], requirements, design, de-
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ployment, evaluation, and maintenance (run-time management). This allows to simultan-
eously consider limitations and opportunities provided by different development stages,
thus reducing the overall solution complexity, minimizing hidden risks, and increasing
performance. In order not to further increase development costs and system complexity
while solving a problem of this scale a certain generic methodology should be followed. It
ought to be applicable at different stages of network lifetime and scalable to address both
the system as a whole, as well as its arbitrarily small elements (e.g., fulfilling the tasks
of development of a simple protocol or a particular feedback loop control mechanism).
Of course, our proposal relies on research in several fields and extensive prior work. In
our work we do not claim for excessive novelty, as many aspects concerning the proposed
methodology have been considered in detail in different research areas. However, in most
cases this was done in isolation from the other approaches and/or in application to a dif-
ferent problem domain. In this section we provide only the key references that enable our
approach, with more details being given in other chapters of the thesis.
Furthermore, compared to the traditional networking research we should also con-
sider socio-economical aspects of a network life-cycle that dictate additional incentives
for system development. These are, first, the design reuse, i.e., re-employment of already
developed components and designs. Second, the fractal or recursive development that
allows for design at multiple abstraction layers with preliminary analysis and verification
until all components are implemented at their final form. The third, the semi-automatic
traversal of the development life-cycle from specification to implementation enables both
overview of the project as a whole, and its specific modifications [13]. Compared to tradi-
tional software systems, networks are characterized by a heavy influence of operational
environment and changing stakeholder goals. They also have much more complex main-
tenance or run-time management phase than typical software.
In short the considered problem can be stated as defining and applying a generic
design and run-time management methodology that leads to better networked systems
taking into account interests of all the players, including both network stakeholders and
developers. This system-wide task can be formulated as an optimization problem. Dif-
ferent aspects of system-level design based on optimization has been researched and
advocated in networking by, e.g., Doyle et al. and Chiang et al. [14–16], and software en-
gineering community [17,18], including its embedded domain [13,19,20], where it serves
as a central part of the system-level design.
The optimization problem involved can be stated in terms of goals, a system model
that defines state space of alternative solutions in a given operational context, and ap-
plied reasoning tools or optimizers (see Figure 1.1). There exist multiple metrics for
satisfaction of network players, i.e., their goals, that can be formalized through, e.g.,
utility functions [21, 22]. Different actions can be carried out on a system ranging from
parameter settings to deployment of new components. These form the optimization space
of the problem. Finally, various constraints can be introduced that limit the space of avail-
able solutions, such as regulatory requirements, a necessity to use a legacy technology, or
a presence of already deployed system parts that can only be adjusted to a limited extent.
The optimization problem in its full form can be very complex. For example, a cellu-
lar network of a single operator can contain tens of thousands of base stations serving
millions of users, with a single large city usually containing some 500 GSM and UMTS
base stations shared between several operators [23,24]. Typically satisfaction of a user is
measured with at least three to five Key Performance Indicators (KPIs) [25], combination
of which forms the utility function of a user. The utility can be maximized through, e.g.,
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Figure 1.1: The schematic representation of some of the aspects of an optimization task,
which on the high level of abstraction can be seen as a product space of a system model
that defines a solution state space, a utility functional stating optimization goals and con-
straints, and an applied optimizer under computational and timing constraints.
tuning a number of predefined parameters on base stations and cellular terminals. This
is a classical parameter-based optimization with all the design choices being made, and
tunable parameters being well defined and very limited in number. However, this prob-
lem being approached straightforwardly in a joint manner already poses multiple complex
goals as functions of the above KPIs, and has a dimensionality of hundreds of thousands of
possible optimization actions (if only base stations and their parameters are considered).
It explodes exponentially to hundreds of millions if user terminal settings are considered
as well. The problem will become even more challenging if additional design choices are
considered, such as options for deployment of new components, e.g., base stations or
radio resource management software.
As we have seen in the above simple example, joint optimization problems can be of
extreme complexity. Mapping functions can be used to make them more manageable.
First, we can abstract the problem throwing away unnecessary optimization variables,
considering various functionals of the original goals, as well as applying different models
to capture relevant behaviors of the environment and the system. For example, instead of
considering a complex functional of individual KPIs of users, e.g., the Mean Opinion Score
(MOS) [26], we can utilize simplified aggregates of those, such as the call drop metric.
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Representation and solution of the frequency assignment problem as the graph coloring
problem is another instance of abstraction, with wireless nodes and their connections be-
ing approximated as graphs [27, 28]. Second, we can decompose the joint optimization
problem into subproblems. For instance, the example on joint cellular system optimization
can be effectively decomposed and abstracted into a number of distributed power control
problems especially for networks operating using W-CDMA (Wideband Code Division Mul-
tiple Access) technology [29]. Here, the replacement of centralized collection of statistics
with distributed deployment of simple control loops in practice achieves very good per-
formance, low implementation complexity and reduced resource consumption. Third, for
simple problems we can consider the transformation of the optimization problem into a
close or equivalent representation that allows application of alternative reasoning meth-
ods thus, hopefully, resulting in better solutions. An example is the usage of complex (I
and Q) numbers to represent the amplitude and phase modulation of a signal1.
In majority of cases optimization tasks can be solved by applying various reasoning
approaches, efficiency of which heavily depends on the nature of the problem. Therefore,
in order to choose the most appropriate reasoning method, we need to obtain a better
understanding on the optimization problem and its structure. For some limited scenarios
we can use the “white box” approach, as we can obtain detailed and precise informa-
tion on variables involved into the optimization task. In particular, for the physical layer
(PHY) related problems physics and information theory form the foundation for under-
standing communication processes and provide tools to find effective abstractions, such
as the Signal-to-Interference-and-Noise Ratio (SINR) metric. However, when problems
span across multiple traditional protocol layers and involve third parties, “gray” or “black
box” approaches have to be applied. These rely on no or limited amount of known inform-
ation on the structure of the optimization task. The lack of data can be compensated by
gathering measurements at the deployment sites or making educated guesses that often
take the form of statistical models, which can be further applied either for immediate
problem solution or its effective decomposition/abstraction. The main objective in the
latter case is to find the minimum set of mapping functions that carry the largest amount
of information on the original task, while reducing its complexity, so that the optimal-
ity gap is minimal. One of the key trade-offs that we can formulate based on the above
discussion strives for balance between the amount of useful information on constituents
of an optimization task and its complexity that effect the applicability and efficiency of
available optimization methods. Less demanding the problem, simpler and faster are the
means it can be solved with, but possibly with a cost on accuracy. In the extreme case
the resulting gap might lead not only to sub-optimal performance of the system, but even
to its critical failure. In other words, we face the trade-off on amount of information and
efficiency of its utilization. This trade-off applies not only to the mappings of the optimiz-
ation task, but also on the initial formulation of the problem, including the choice of tools
and components that can be used for its solution, i.e. choice of variables and set of values
these can take. Overall, an optimization task can be seen as a product, and, therefore, a
space of trade-offs, of the goals and constraints, considered system models, and applied
1More formally the abstraction can be considered and many-to-one surjective relation. The de-
composition is a function into a product space of other optimization tasks, which is not injective in
general, but can be made so by introducing a component in the target space for keeping track of
the potential information loss. These functions are non-invertible, but have their opposites, zoom-
ing (injective) and composition (surjective), respectively. The transformation is a bijection between
different optimization problems. We further discuss on these mapping functions in Chapter 2.
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optimizers. One should additionally take into account the costs imposed by exploration
of these optimization possibilities incurred throughout development life-cycle, as these
contribute to multi-dimensional constraints (or additional goals) of the optimization task.
For example, the use of third-party components or other forms of design re-use principle
can significantly low developments costs.
Optimization tasks in the networking domain are typically characterized by the pres-
ence of uncertain or false information of its objects and instances. Information loss or
disruption can occur due to application of mapping functions, and initially inaccurate or
poorly defined inputs. This influences the magnitude of the optimality gap for a particu-
lar optimization task, and might result in sub-optimal solutions, including critical system
failures, e.g., as the result of an emergent behavior. There exist a number of mitigat-
ing techniques that were developed to combat such problems as the classical noisy in-
puts to the system [30] to malicious faults and Byzantine failure scenarios [31]. Further,
an optimization task allows injection of new information into the system, e.g., develop-
ment of new components, inputs, or derivation of more precise models. Generally, the
information-centric aspect of decision-making is gaining popularity in networking and
has been considered in, for example [32–35], while in part originating from economics
and decision theory [36–38], where such important concepts as “Value of Information”
(VoI) were formulated.
The optimization task and its mappings basically form a meta-optimization problem,
which is characterized by a large and variable state space, applicable models and reason-
ing frameworks. The structure of such meta-optimization problems is very poorly under-
stood and has been only studied in a limited fashion as, for example, part of the research
on control of controls, or optimization of control loops for a plant [39]. Therefore, it is
viable to first address the meta-optimization problem by generalizing and finding suitable
variables, abstractions and models for this task utilizing existing pool of knowledge from
networking and software fields in terms of, e.g., interfaces, components, technologies,
and architectures. Next, when having insights from the field, it is important to study the
benefits that relaxation of the above categories would bring in terms added flexibility,
complexity and gains. The obvious example of this process is the traditional TCP/IP lay-
ering structure that is getting actively relaxed for the wireless environment as part of the
research on cross-layer optimization [40]. As part of the incentive on improvement of un-
derstanding of the overall problem space, one can also study on a limited scale different
joint optimization problems that were traditionally decomposed in a particular way (such
as a classical PHY/MAC division). This can be done in a laboratory environment, e.g.,
applying exhaustive search, or metaheuristic methods [41] (see Chapters 4 and 5).
Clearly, application of mapping functions is an iterative process, as alternative ab-
stractions of the optimization task have to be explored in case a desired solution cannot
be achieved. During this process we should additionally consider alternative objective
functions and constraints, as well as tools and models, which leads to multiple formu-
lations of the optimization task and its subtasks, creating numerous abstractions of its
variables. This inevitably leads to recursion, as it is likely that the exploration of only one
alternative reasoning branch will not produce the desired optimization result. Recursion
can also be viewed as one of the approaches to the formulated meta-optimization problem.
Summarizing, the focus of this thesis is the system-level design and run-time manage-
ment of networked systems and their constituents. We believe that as networks become
more complex and more demands are placed on them, more attention should be paid to
this research direction in order to obtain coherent well-performing systems. We propose a
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a model-driven optimization-centric methodology for these systems. The main aspects of
this methodology are its formulation in terms of a meta-optimization task, and provision of
general approaches to its solution. These approaches are based on utilization of mapping
functions and models for the abstraction and the decomposition of the task, which are
evaluated through the optimality gaps metrics. Consideration for those through category
theory is our distinct contribution to the stated problem.
1.2 Major Contributions
Central themes in this dissertation are the tasks of system design and run-time manage-
ment using optimization-driven reasoning, briefly outlined in the previous section. In the
rest of the thesis we further specify, explore theoretically and in practice different aspects
of the suggested approach. More specifically, we make the following main contributions.
Model-driven optimization for wireless networked systems. Based on the related
work and our experience we propose a recursive model-driven optimization as a meth-
odology for development and maintenance of networked systems. First, we formulate an
optimization task and its constituents. Then we state that generally an optimization task
should be treated from the meta-optimization perspective, i.e., it should be decomposed
and abstracted to simple model-based representation. As these operations are generally
bound to information loss compared to the original formulation, we also consider some
of the involved risks. We argue that it is desirable to explicitly consider models util-
ized in a formulation of an optimization tasks as they, among other factors, bound the
achievable performance, i.e., define the optimality gaps. Finally, we argue that category
theory forms a natural framework for formalizing the relationships between the different
optimization problems and their alternative formulations that arise in networking. Such
essentially graph-based formalization extends the optimization decomposition research
that has become popular for formally deriving protocols and deployment solutions from
network-wide optimization problems. We discuss the suggested methodology on selec-
ted examples from wireless and fixed networking, including such popular architectural
abstractions as layering, network planning tasks, and utility-based queuing [42].
Ontology-based optimization for Wireless Sensor Networks (WSNs) and home ap-
pliances. We apply the proposed methodology to realize an ontology-driven framework
that aims at parameter- and component-based composition and configuration of protocol
stacks for user-defined WSN scenarios [43–45]. The framework automatically invokes
several modeling and decision-making modules to reason on parts of the task in the most
appropriate form. For example, ontology-based reasoning is used to decide on alternat-
ive compositions of behavioral models and their mappings to the actual components. At
the same time, performance results from multiple experiments are compared through the
relevant database and utility-based results processing. In the case multiple experiments
need to be done, e.g., to find an efficient parameter setting combination, an exhaustive
search can be avoided by applying heuristics-based search that is based on probabilistic
graph models [46]. The same ontological framework, although simplified, is employed for
service composition for white good home appliances [47, 48]. Additional relevant works
by the author include [49–51].
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State-space Exploration and Optimization with Metaheuristics. We study the ap-
plication of metaheuristics techniques for wireless network planning and optimization,
and compare several popular “out-of-the-box” methods commonly applied to such prob-
lems in an isolated manner. Metaheuristics are widely applied for solution of networking
problems, such as network planning planning, where the structure of the optimization
state space is irregular and fit poorly to application of standard optimization techniques.
We raise and answer the question of how exploitation of the knowledge on the structure of
the problem and its search space can enhance quality of the search. We also incorporate
selected probabilistic models, some of them being trained online, to enhance the selected
metaheuristics, namely simulated annealing [46,52–55]. The resulting methods enable to
create utility-parameter causality estimates that enable effective cross-layer in Wi-Fi and
wireless sensor networks.
Modeling of wireless networks with labeled network motifs and hidden semi-
Markov models. We develop and study models based on graph approximations that
can considerably reduce the dimensionality of the optimization task. These models al-
low capturing selected aspects of the operational context and represent the respective
performance-parameter relations. We propose to use directed labeled networks motifs
to capture principal components influencing network behavior taking into account both
network dynamics [56] and its spatial structure [57]. We carry out the study on the ex-
ample of ad-hoc networks. Our results show that only a limited number of subgraphs
occur frequently in realistic spatial network deployment models. Moreover, network dy-
namics with respect to adjustable protocol parameters can also be captured using only a
small number of edge labels. Our findings indicate that the proposed graph-based mod-
els are robust, and can be successfully employed for autonomous context identification,
improvement of online optimization algorithms, and advanced network planning. We also
investigate the applicability of Hidden Semi-Markov Models (HSMMs) for characteriza-
tion of temporal context using empirical power spectrum samples gathered in the indoor
environment [58,59]. Based on our study we suggest and implement on WARP boards a
MAC protocol that learns and utilizes these models online for efficient spectrum utiliza-
tion.
Design of a self-optimizing system for wireless home networks. Finally, we ap-
ply the proposed recursive model-driven optimization methodology for development of
the Home Cognitive Resource Manager (HCRM) [52]. The system aims to be maximally
user-independent, account for multiple shakeholder goals, and provide cross-layer and
radio-resource self-optimization functionalities. At the same time it should be evolvable
and enable further experimentation in the field of self-optimization for wireless home net-
works. We specify the detailed requirements for such a system, choose an appropriate
architecture, derive its detailed design, and, finally, implement the prototype. We opt
for the agent-based design and the cognitive resource management architecture [60].
The resulting system features such functionalities as meta-optimization, multiple specific
optimization algorithms including machine learning based approaches, control channel
handling, a centralized policy server, interface virtualization, and utility-based reason-
ing [61–63]. We show that the HCRM is performing well in dynamic wireless environ-
ments. It can operate both on COTS Wi-Fi hardware, as well as software-defined radios.
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1.3 Dissertation Structure
This thesis is organized in seven chapters. In this introduction we gave the general motiv-
ation for our work, sketched the proposed methodology and summarized the main contri-
butions of the thesis. In Chapter 2 we describe in detail and partially formalize our meth-
odology based on recursive model-driven optimization. In Chapter 3 we apply the pro-
posed approach to create an ontology-based framework that partially automates design of
wireless sensor networked solutions. In Chapter 4 we study several metaheuristic search
techniques in application to the problems of network planning and run-time cross-layer
optimization. We investigate the influence of the search state space, the stated optimiza-
tion goals and the available network models on the performance and applicability of these
methods. In Chapter 5 we study graph approximations, namely directed labeled network
motifs, as models for capturing not only geometrical and spatial network structure, but
also its dynamics. We also use HSMMs to estimate temporal ON/OFF activity patterns of
wireless nodes based on observed power spectrum (RSSI) samples. In Chapter 6 we use
the proposed methodology to design and implement the self-optimization system for wire-
less home networks. Finally, Chapter 7 concludes the thesis and makes recommendations
for the future work.
In Chapters 3 and 6 we concentrate on system design aspects, whereas in Chapters 4
and 5 we mostly focus on network modeling. There exist prototype implementations of the
most of systems and approaches described in this thesis, in particular of those discussed
in Chapters 3, 4, and 6.
2Model-driven Optimization for
Wireless Networked Systems
The goal of this chapter is to describe and discuss in detail the proposed recursive model-
aware and optimization-driven methodology suitable for both development and run-time
management of networked systems. We start with a recap on the motivation of the work,
which, in short, is the growing network complexity in answer to demands for higher di-
versity and quality of provided services. Then we outline and formalize the methodology
that is based on the view of a network life-cycle and its constituents as an optimization
task that needs to be formulated and solved by modeling the relevant aspects of the real-
ity. We propose stating the formal grammar for the methodology using category theory,
and describe key points from the extensive related research that led to definition of the
methodology as it is. We use insights from the literature, as well as simple networking
examples to illustrate our case. The high-level overview of the proposed methodology is
given in Figure 2.1.
2.1 Our Focus
Most network optimization problems are too complex and/or poorly understood to be
solved directly. Therefore, typically, splitting the solution process into two phases is bene-
ficial. First, the original task has to be systematically mapped into a set of interconnected
and simplified problems, which can be solved separately and contribute to the solution
of the overall problem. That is the meta-level optimization phase. Second, each of these
subproblems has to be addressed separately. This is not always straightforward. Often
there exist a number of alternative formulations of the task that influence accuracy of the
obtained solution and the imposed overhead. For example, the system model, the pursuit
goals and constraints dictate applicability of the optimization methods.
The main challenge of the meta-level phase is to formulate and represent an original
problem into a form that results in sufficiently good solution at a cost of available re-
sources (computational, economical, and, even, political, if we consider for example In-
ternet and cellular policy regulations). For this we propose to recursively apply models as
a logic behind applications of the mapping functions, such as decomposition and abstrac-
tion. The recursiveness is dictated by the fact that we cannot fully predict solutions that
would be obtained to each individual problem. For example, if a subproblem cannot be
solved in its original formulation and has to be enhanced with additional inputs and as-
sumptions, then the reformulation of the whole meta-optimization chain may be required.
In this sense the meta-optimization essentially facilitates a top-down approach to the op-
timization task, and solutions of individual subproblems give the bottom-up feedbacks.
In order to practically apply the optimization-driven methodology there should be cri-
teria to decide on viability of alternative mapping actions as part of the meta-optimization
process, individual problem formulation, and their solution assessment. Unfortunately,
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Figure 2.1: The general flow of the optimization-drive methodology.
currently there exist only very limited amount of work in this direction. In this chapter
we provide the initial discussion on the topic, try to formulate and apply in practice the
criteria that seems to be appropriate. This criteria is based on the notion of the optimality
gap between different solutions and underlying problem formulations that can be seen as
a function of the utility, the cost and the risk incurred by abstracting the problem. The
latter factor is closely related to information contained by a problem statement and its
loss during further reformulations.
In this thesis, and especially in this chapter, we attempt at defining and applying an
appropriate generic design and run-time management methodology for networked system
design. We do not claim for excessive novelty of our work, as in many research domain
there exist approaches that aim at effectively formulating and solving similar intergraded
problems (or their significant parts). Among them are operations research, different types
mathematical optimizations, machine learning, control and decision theory, and many
more. We merely want to combine, and, if needed, adjust, existing concepts, approaches,
metrics and variables that, from our point of view, are useful for wireless system design
and run-time management.
As an overall idea, we consider the network lifecycle as a huge joint optimization task
that cannot be directly solved, and needs to be decomposed, approximated and further
modeled at various levels of granularity in the coherent manner. The combination of solu-
tions of the resulting optimization subproblems creates the desired well-performing net-
working system. We believe that such integrated approach to network development would
avoid statement of irrelevant design and management problems, and, at the same time,
allow identifying promising tasks, where the spent efforts are likely to bring the highest
gains. The incentive for optimization task decomposition has been also highlighted in
regard to both software and network systems [4, 15, 64–70]. The dangers of improper
decompositions, such as the emergent behaviors and the long-term state dependencies
that can result to poor system predictability, were discussed, e.g., in [6–8].
Clearly, the consideration of only technical aspects of networked system construction
is not viable, though in this thesis we mostly consider only these criteria for evaluation of
the proposed solutions. Many of the promising technical solutions cannot get implemen-
ted due to economical, political, and social considerations. Prompt examples are spectrum
management policies that cause suboptimum spectrum utilization, but are economically
or politically feasible for most of the stakeholders. Introduction of the secondary spec-
trum usage, facilitated by the cognitive radio research, is to a large extend delayed due
to non-technical considerations of the major players [71]. The long-existing instability
problem of BGP routing is also present due to operator privacy constraints rather than
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absence of the technical proposals [72]. Similarly, the success stories of Wi-Fi and GSM,
but fading of the WiMax were not purely based on the technological characteristics of
these technologies, but also their ability to satisfy economical and social demands of
users and operators [73,74]. For example, WiMax could not directly support comfortable
billing system for the operators. However, in this thesis we mostly consider the technical
criteria for evaluation of the proposed solutions. Networked systems are typically also
imposed heavy evolvability and adaptivity requirements.
Wireless networked systems1 are focus of this thesis. These networks still pose a lot of
research challenges, and are already economically successful. Their popularity results in
denser deployments and leads to competition for constrained wireless network capacities,
which reduces possibilities for over-provisioning, and increases a value of careful and
scalable network design [1–5].
2.2 Methodology Description
We propose to treat a whole development lifecycle of a networked system, including its
requirements specification, design, implementation, evaluation and maintenance (run-
time managements) stages, as a joint optimization task. Ideally this approach allows
exploiting the widest range of opportunities for development of a better system [75]. This
methodology, relying on principles of optimization, mapping, modeling, and component
based organization, is very generic and can be specialized, e.g., applying particular meta-
models, to fit such well know principles as recursive development of software systems
[76–78], model-driven engineering [19, 79–81] and goal-based software design [82–85],
platform-based software design for embedded systems [67], and network optimization
decomposition with horizonal and vertical layering [15].
We enrich the original approach with explicit considerations for applied modeling
techniques and mapping operations, considering information-centric decision criteria,
which in practice we capture as a utility- and cost-based optimality gaps with the consid-
eration of the risk of the wrong estimation of these values. We propose applying category
theory to formalize our approach, as well as general optimization-driven network problem
solving. For this purpose, we give below a short introduction on the necessary theoret-
ical foundations of category theory, as well as outline a research program for developing
categorical definitions of the key concepts discussed here.
2.2.1 Ingredients of the Optimization Task
In this section we summarize the key ingredients of optimization tasks arising from the
consideration of networked systems. We formalize this discussion using techniques from
category theory, defining an optimization task as a “product” of the major individual in-
gredients, namely system models and their respective constituents, optimizers, utility
functionals expressing the goals, and additional metrics consisting of, e.g., the cost and
the optimality gap. This decomposition is not, of course, the only possible. We also do
1In relevance to our work we believe the term “networked systems” is more accurate than just
“networks”, as it highlights that we consider networks as a collection of interconnected elements.
Our aim in this work to create approaches that are scalable and can be applied not only to whole
networks, but also its elements. Further we will use the terms “networked systems” and “networks”
interchangeably as synonyms.
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not include some of the minor aspects of the optimization problems into our selected de-
composition. Nevertheless, we strongly believe that the collection of ingredients outlined
here is very natural for a majority of optimization problems encountered in networking.
Compared to traditional software systems, network are heavily prone to influence
of the outside world, in other words their operational conditions. This influence can
be divided into two main categories, the inputs, including goals and constraints from
network players, especially the stakeholders, and the environmental effects that distort
the information flow in the system. The gray zone is alteration in signaling between the
system and the players under influence of the environment. This knowledge can be highly
useful in analysis and performance prediction of a system, provided that exist enough
inputs and models to reliably capture this knowledge. Other networks that share the
same operational space can both act as network players, e.g., require relay services from
our system, and cause changes in the environment, for instance, by introducing wireless
interference.
Careful modeling of the outside world is one of the keys to the optimized system be-
havior, which however, comes at a cost of additional complexity. In our work we consider
that the world cannot be directly influenced by a system, it can only passively observed.
However, definition of the world might change during system life-time or even as a result
of mapping actions, e.g., decomposition of the optimization task. For example, if at the
requirements stage we ask the user to redefine her requirements/goals to the system,
this can be treated as an actuator input to the “component” user, which might give as
an output a different task that will lead to the simpler system development. However,
at the later stage these goals cannot be changed, therefore the user becomes part of
the “world”. Similarly, during the decomposition process certain parts of the system can
be viewed as stakeholders to relation to other components. For example, classically the
application layer protocols are treats as “customers” to the transport layer.
Execution of the system model that incorporates the aspects of interest on both the
operational environment and the system itself (i.e., the whole “world”) results in the state
space of alternatives for the optimization process. The state space can be viewed as a
set of solutions that carry specific characteristics, which change depending on the state
of the environment and the system. Depending on the task these alternatives can be
perceived as black, gray or white boxes, with each of these views allowing for different
number of further optimization opportunities. For example, commercial, contrary to open-
source or self-developed, elements often cannot be decomposed and their performance
can be predicted only on the basic of direct measurements or high-level analytical models.
However, the developments costs of these elements are low, while reliability is typically
high.
We take a generic component-oriented view on networked systems [64, 65, 86]. In
this context, we treat a system as a dynamic collection of components and their con-
figurations linked in a specific way, i.e., via a process for which internal and external
information flows are prone to influence of the external operational environment. An-
other important part of a component, besides its configuration, is the interfaces that both
on logical/behavioral and structural levels dictate compatibility between the component.
Combination of components and processes create a solution or upper-layer component.
As discussed later depending of the level of abstraction a component might be modeled to
represent only its behavioral or structural properties [87]. As stated by [21] an alternative
to configurable component-based definition of the system model and the resulting search
state space is the parameter-based optimization. We further discuss on component- and
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parameter-based design in Chapters 3 and 6.
The optimization process itself can be performed using a number of alternative meth-
ods, which we name optimizers. Optimizers perform the search functionality on a system
model or over the state space of possible solutions it provides. They can be also ex-
ecuted to create new solutions, e.g., by combining components in a new way following a
particular model, i.e., create a new system model. As we demonstrate in Chapter 3 op-
timizers can indicate the necessity for new components or modification of existing ones.
Recently search methods, mostly metaheuristics-based, have gained attention in applica-
tion to software development [18]. They can be regarded as optimizers as well. Protocols
perform optimization to maximize such metrics as, e.g., throughput [22], i.e., they execute
specifically designed optimizers for these purposes.
Summarizing, both, for the original optimization task, as well as for some of its ab-
stractions we a likely to encounter one of the following situations. (a) Existing variables
cannot provide a satisfactory solution to the problem [large amount of information that
cannot be effectively utilized]. (b) We do not possess enough information to reason on
particular object, e.g., we do not know how a component behaves in particular opera-
tional conditions in conjunction with other components [lack of information or uncertain
information]. (c) The information provided about the object is not correct or conflicting,
e.g., its characteristics are obtained applying an erroneous mathematical model, or res-
ults of testbed trials and mathematical modeling are highly diverse [false information]. It
is a crucial task to identify these various types of information-centric critical points and
the take appropriate actions to mitigate these problems. This problems to a large extend
are dealt with as part of the meta-optimization process.
2.2.2 Optimization Goals and Performance Metrics
Recapping, we want to find such a system solution that would optimize for goals stated
by multiple network stakeholders for a given range of operations conditions under im-
posed constraints (see Figure 2.2). Goals fulfillment metric is measured through utility
functions. The variables of this top-level formulation can be perceived as classes that
encapsulate other simpler entities. It is often useful to reason on components of such a
composite metric increasing dimensionality of the problem rather than using a joint func-
tional. Obviously, there also exist constraints in terms of, e.g. regulations, hardware and
software capabilities levels, as well as maximal costs, on levels of achievable performance,
which get accounted for either as part of the goal statement, a system model, or even an
optimizer (e.g., timing and computational boundaries on solving the task). Additionally,
as a priori in most cases the solved optimization tasks are built on the representation of
the world, not the world itself, there exist risks that deployed/executed solutions in reality
would behave differently to expected, e.g. we will encounter emergency (mis)behaviors.
We believe that it is also useful to explicitly acknowledge this risk, and do not incorporate
it inside into other metrics. The risk metric is helpful to account not only for deployment
uncertainties, but also for uncertainties connected with reusing of solutions for other op-
timization problem inside of the already formulated task as part of the meta-optimization
approach, e.g., combining results of disjoint optimizations into one solution. One should
not forget to also consider the costs of development and management (e.g., informa-
tion gathering) while considering alternative approaches. For example, use of third-party
components or other form of design re-use may significantly lower the developments cost.
Variables of the task can take a limited set values that define the optimization state
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Figure 2.2: Illustration of the influence of the main variables of the optimization task.
space. There is an obvious tradeoff between network performance, its overall complexity,
and the range of supported operational conditions, see Figure 2.2, which can be captured
through the robustness and the fragility metrics [14, 88–90]. As the optimization task
is generally dynamic, i.e., prone to run-time changes, the fulfillment of the robustness
requirements has to be often addressed either through over-provisioning, or by enabling
evolvability of a system. System complexity buys a certain increase in the utility as well as
in the range of operational conditions, however this dependency is not linear and tends to
saturate, or even degrade until overcome by upgrades and deployment of additional com-
ponents that result in higher complexity and increase performance [7,8,88,89]. Basically
we observe the variant of the robustness/complexity spiral [88], which can be reformu-
lated in terms of desired utility, range of supported operational conditions and complexity.
The fragility region, see Figure 2.2, denote the range of operational conditions and the
virtue for which the system was not designed and where it cannot operate well. Here
the chances of unpredictable, mostly poor behavior, rapidly increase, which might com-
pletely paralyze the system [14]. One of the key approaches to increase robustness is
to implement a particular functionality multiple time at different system levels. For ex-
ample, network reliability can be improved through implementation of ARQ techniques
across different layers of the protocol stack. In biology and other related fields, this phe-
nomenon is called degeneracy of the respective architectures.
Doyle et al. [14] linked in their Robust-Yet-Fragile (RYF) principle the complexity, ro-
bustness and fragility aspects of a system. The RYF principle states that only a certain
amount of complexity is required to keep the system robust under a given range of op-
erational conditions, with the fragility risks increasing hopefully only outside of these
operational boundaries. However, if we consider evolvability of a networked system, its
constant development in order to meet increasing user needs, it becomes impossible to
stay at the portrayed maximum, even if it is reachable (which, in most cases, is not the
case). The tradeoff between the complexity and robustness becomes a spiral, where the
deployment of new services or scale expansion increases the complexity and/or decreases
the robustness of a system resulting in further development changes [88]. There exist a
number of theoretical works [14, 15, 88, 91, 92] that utilize the RYF principle for better
understanding the mathematical mechanisms underlying Internet and their exploitation
for the more robust design of the network elements.
Generally, the more demanding is the stated goal the more costly typically would be
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the corresponding solution. On the other side easy-to-achieve goals would result in to
suboptimal systems that do not exploit many of the performance improvement possibilit-
ies. Additional danger lies in fuzzy goal statement, which might result in wrong design
decisions. The same danger is imposed by distorted formalizations of the goal, as a res-
ult of reformulation of the optimization task. Yet another complication lies in dynamics
of user definition/perception of the utility, where user levels of satisfaction can vary for
the same Key Performance Indicator (KPI) values based on his prior experience from a
system or services offered by the competitors [93]. For example, users tend to perceive
much more strongly drops in the experience levels of services compared to the similar
levels of quality increase. They also tend to quickly get used to good performance, even
it is more than they pay for, and compare performance drops to these recent utility levels
rather than absolute ones [94]. In networking these aspects are partially studied in the
domain of Quality-of-Experience (QoE) and Quality-of-Service (QoS) research [95–97].
Though in practice utilities are governing almost any network functionality, there exist
several reasons why they have not been yet widely adopted explicitly in network manage-
ment. Utilities are difficult to design to accurately reflect interests of both users and
providers. Their particular forms, e.g., multi-objective, non-convex, are not suitable for
all optimizers. The tradeoffs between the complexity introduced by utilities and addi-
tional gains compared to conventional simple metrics, like QoS classes, have not been
totally proven. Rather there exist strong indications that utilities are the right high-level
goal formalization, which can benefit from the hierarchical mapping, e.g., in same QoS
classes [42]. Generally any stakeholder cares only for a limited number of metrics. For
instance, for a user, after Odylzko [98], the three primary metrics are cost, time-to-wait,
and quality-of-content. The latter metric includes considerations for both the content and
its quality. Other metrics, such as power consumption that is particularly valuable for
wireless users, do not have a decisive value until the primary objectives are sufficiently
fulfilled. A provider might adjust user utilities by influencing the functions of the above
metrics, for example, by defining the shape of the cost function or normalizing the time-
to-wait expectations to ensure fairness.
2.2.3 Mappings and Meta-optimization
The joint original formulation of the optimization task might be unsuitable for obtaining a
satisfactory solution. It can be too complex to be directly solved, lack, or have false inputs.
The optimization task should be reformulated, e.g., enriched with details or abstracted,
until it can be solved either autonomously or by a human. Solution of the original task
through reformulations can be regarded as a meta-optimization process, which operates
on five basic mapping functions: abstraction/zooming, decomposition/composition, and
transformation (see Figure 2.3).
Mapping functions alter the range of values variables of an optimization task can
take, and change the list of considered variables (this also includes also the models that
variables store and similar information). Decomposition enables representation of the
task as a set of subtasks that can be solved separately to be utilized later as part of the
original formulation. The composition function is opposite and aims at combining several
tasks and their solutions towards a joint optimization. Abstraction actions allow omitting
certain variables or their selected values during the reformulation process. Relaxation
of the SINR maximization task that allows for application of convex optimization is one
of the examples of the abstraction process (see Figure 2.4). Zooming is the opposite
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Figure 2.3: Flowchart of the methodology with the meta-optimization component.
function. Decomposition and abstraction are typically used as a part of the top-down
design approaches, whereas composition and zooming are often needed for the down-top
development strategy. Transformation can be seen as a combination of abstraction and
zooming, where variables and their values are not omitted or added, but transformed to
a different representation.
Clearly, blind application of the mapping functions to the optimization task creates
an NP hard problem. Therefore, first, there should be metrics to quantify the usability
of the current abstraction of the optimization task. We propose to utilize the approach
based on set of metrics from economics and decision making theory, such as “Value of
Information” (VoI), “expected value of perfect information”, “expected value of sample
information”, “expected cost of information”, etc., [36,37,99], part of which are utilized
in networking [32–34]. Each abstraction can be characterized using three basic metric
discussed above, utility, cost and risk. Generally, one may define optimality gap as a meas-
ure of difference in the utility or the cost achievable between two abstraction. Similarly,
the information gap identifies the amount of information lost/gained due to application
of certain mapping functions on the optimization task that might lead to change of, risks,
e.g. evaluation/deployment, for a particular task. Based on the gap one may decide on
application of particular mapping functions on the optimization task and its variables.
One should mention that to the cost function one might attribute not only the re-
sources need to solving a particular abstraction, but also savings in costs that other rel-
evant abstractions might gain in the solution process, i.e., the cost might be a joint metric
to other optimization tasks. This correlates well with the known statement [100] that
“information is costly to produce but cheap to reproduce” or even classical division into
capital and operational expenses. For example, a particular task is formulated to require
to development of reusable components with well defined interfaces. If these components
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are not utilized to solution of other problems their costs are high. However, if they will be
widely reused the overall development costs decrease.
2.2.4 Models and Meta-optimization
Everybody is implicitly aware that we operate not on the actual system and the target
operation environment, but their representations that is closely related to the notion of
modeling. For us model is a very broad term that includes not only abstract represent-
ation of, e.g., a particular protocol or problem, but also the inputs and outputs used to
interact with the model or build models-of-models (meta-models) [79]. Principles from
Model-Driven Engineering (MDE) [83, 101, 102] can be applied for design and manage-
ment of networked systems by recursively modeling their different aspects (also from
different research perspectives) and reasoning on these models.
Models can be perceived as established meta-entities that guide the optimization pro-
cess, stopping it from becoming an exhaustive search (as an extreme of the combinatorial
optimization problem) with a vast amount of states. They guide, i.e., give constraints and
devise logic, behind application of the mapping functions. Examples of high-level models
are different decompositions of development lifecycles, architectural principles, such as
layering, and distinct architectures. For instance, development of the architecture of the
system, design of its components, their implementation and evaluation can be viewed as
decomposition of the original problem following the model that corresponds to the sim-
plified waterfall development life-cycle [11]. One may state that various forms of network
development life-cycles is nothing, but a particular form of decomposition of the optimiz-
ation task that proved to be useful. We can also apply horizontal and vertical layering as
models to perform decomposition the optimization problem [15].
Models also denote application of various reasoning methods and connected repres-
entation of information of the optimization task, such as statistical and Bayesian mod-
els [103] for casual and world modeling, information gap decision making [104], convex
optimization, etc. Views on a networked system as an interconnected set of configurable
components or an element with a number of adjustable parameters are also models.
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We continue the our discussion by providing an example on how inadequate mod-
eling can lead to a network failure and/or suboptimal performance. Taking a view on a
networked system from only perspective of one research (sub)field without careful consid-
erations might lead to wrong conclusions on its organization and behavior. For example,
traceroute [105] observations on the Internet topology lead to the erroneous conclusions
on the scale-free structure of core of this network, and the beliefs that there are few key
failure points in this system [106]. Later it was shown by Willinger and others that this
conclusion does not hold [107]. Based on the hardware engineering considerations and
additional measurements and these authors in [108] suggested their own more precise
metric capturing the self-similarity in the behavior of the core.
The danger lies not only in lack of interdisciplinary view, but also in wrong scale
or type of modeling applied to the particular problem. For example, the research on
cross-layer optimization [109] aims to mitigate limitations of the TCP/IP layering model
in application, for instance, to wireless networking. The last, but not least, is the fam-
ous example on BGP oscillatory behavior [110]. Due to lack of information exchange
the Autonomous Systems are allowed to independently define such BGP policies so that
no convergence to stable routing occurs. BGP policies also allow for contradictory state-
ments in their configuration files due to the limited support for consistency checking [111].
These problems can be represented and resolved through the modeling-driven approach,
as suggested by [112,113].
Summarizing, on the meta-level our basic objects are optimization tasks. These ob-
jects are characterized by the utility, cost and risk metrics and their estimates. They are
acted upon using mapping functions, which application patterns are encoded by models.
We end up with an recursive process, where solution of joint optimization task is treated
as a meta-optimization process which aims at mapping of the original problem into, gen-
erally, a set of effectively solvable subproblems. Their solutions then need to be evaluated
and, if viable, incorporated into prior abstractions, in the end achieving the desired over-
all solution of the stated problem. As mentioned, the optimization task can be formulated
to a network as a whole, as well as for its arbitrary constituents and subproblems arising
during the development life-cycle. Now we work towards formalization of the proposed
viewpoint using category theory.
2.3 Towards Grammar of Meta-optimization with Category Theory
In this section we work towards formalization of the concepts introduced above. This is
required to enable application of mathematical reasoning methods and exploit specific
optimization possibilities arising through partial automation of the development life-cycle
of a system [66,67,114]. Otherwise application of the suggested meta-optimization meth-
odology would be limited only to informal human reasoning.
We suggest applying category theory [115–117] as a grammar for describing the prob-
lems of network system design and maintenance that can be considered as optimization
tasks. Our work is inline with the recent rapid expansion in applications of category
theory outside of the purely mathematical domain, for example, to system biology and
human cognition [118–120], physics and its connection to topology, logic and computa-
tion [121], and, most interestingly to us, software engineering [122–124]. Additionally
the recent work by Kozen et al. carries a promise for automation of reasoning on cat-
egorical constructs [125]. Further in this section we first shortly introduce the basics of
category theory. Then, based on the relevant prior work [124, 126–134], we outline the
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categorical approach to meta-optimization in the context of network system optimization.
Finally, we discuss the different categorical constructs arising from the meta-optimization
formalization in more detail.
2.3.1 Introduction to Category Theory
Category theory is a branch of mathematics that aims to find commonalities and analo-
gies between many of its areas, provide abstract constructs and definitions that will be
applicable to many of the mathematical fields2. It is often regarded as the “mathematics
of mathematics”, as it builds a systematic framework that allows relating different areas
of mathematics. Category theory can be seen as a tool for deriving a language to describe
and unite in a single framework similar phenomena even though those might require dif-
ferent algorithmic approaches and mathematical apparatus to be described and reasoned
upon. It provides the means to re-formulate problems from one area of mathematics to
another, which might simplify the solution process. Additionally, category theory offers
convenient graph-based representation of its operations, which makes it comfortable to
construct and track complex dependencies between objects of interest.
2.3.1.1 Constituents of a Category
Category theory relies on the key abstraction appropriately called categories. A vast
majority of mathematical structures can be seen as categories or their constituents. A
category consists of two classes, objects and morphisms that define various relationships
between objects. A set of all possible morphisms between objects A and B is denoted as
Mor(A,B). There exist several notations used in category theory. The one reminding small
diagrams we find especially comfortable. For example, the expression A α−→B or α : A→B
denotes the morphism α from the object A (called as a source or a domain) to the object
B (named as a target or a codomain).
Morphisms must satisfy two axioms. First, morphisms should support the composition
operation that is required to be associative. For instance, the morphisms from objects A
to B, B to C, and C to D are denoted as α, β and ν, respectively. The associative relations
between A to D in terms of morphisms can be written as
(α◦β)◦ν=α◦ (β◦ν) (2.1)
Second, for each object A there must exist a special morphism called identity that is
typically denoted as idA. The identity on A idA being applied on the morphism α results
in the same morphism α.
α◦ idA =α (2.2)
The order of operations in the category theory is important. For example, if θ is the
morphism from C to A then in order not to affect the original mapping θ the identify iA
should be applied as follows,
iA ◦θ = θ (2.3)
There exist a number of special types of morphisms, such as monomorphisms, epimorph-
isms, bimorphisms, etc. For us the most relevant is the isomorphism that is a mapping
α : A→ B so that there exists β : B→ A with α◦β = idA and β◦α = idB. The operation β is
the inverse morphism of α. An arbitrary morphism has only one inverse, if any.
2For the introduction of category theory we heavily rely on the material provided by R. Ge-
roch [115] and less extensively on the works of M. Fokkinga [116] and J. Adamek et al. [117].
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Figure 2.5: Sample diagrams in category theory (adapted from [115]).
To graphically represent how morphisms are applied on objects the diagrams were
introduced. A diagram is said to commute, i.e., to be valid, if any two objects in the
diagram, and any two morphisms between those objects are equal. The example diagram
in Figure 2.5a commutes if α= α′, ν◦λ= α◦δ, and η◦δ= µ. Many statements in category
theory can be formulated and illustrated using diagrams that commute.
Further we give two other definitions relevant for our discussion. Figure 2.5b illus-
trates the notion of a product of objects A and B that is the object C together with the
morphism θ from C to A, and the morphism µ from C to B. For a definition of product to
hold there should exist any object C′ with the morphisms θ′ (C′ θ
′
−→ A) and µ′ (C′ µ
′
−→ B), so
that there would be a unique morphism γ so that the respective diagram in Figure 2.5b
commutes. The definition of a coproduct or a direct sum is somewhat opposite. Fig-
ure 2.5c shows the respective diagram. Here the direct sum of the objects A and B is an
object C with the morphisms θ (A θ−→C) and β (B β−→C) holding if the following property is
fulfilled. There exists any object C′ with morphisms θ′ (A θ
′
−→C′) and β′ (B β
′
−→C′) so that a
unique morphism γ could be defined as shown in the commutative diagram in Figure 2.5c.
A product, similarly to the direct sum, consists not only of the objects, but the morphisms
as well. Clearly, the definitions of the product and the direct sum can be applied not
only to two, but arbitrary many objects. Generally a category is not required to satisfy a
property that any of its two objects have both a direct sum or a direct product. However,
most of the common categories do fulfill this property. Product and coproduct belong to
the more general class of limit and colimit constructs in category theory (see Figure 2.6).
Different types of these diagrams are very useful in application to our proposal as they
allow to categorically define all the mapping operations, including decomposition, com-
position, and abstraction of a problem with the application of a particular model.
2.3.1.2 Category of Sets as an Example
In order to define a category one should specify its objects and morphisms. If we consider
objects to be ordinary sets and the morphisms to be their mappings, we would obtain
the category of sets provided that the associative composition and the identity morphism
conditions are satisfied. We again consider the example of three objects, now sets, A, B
and C. We define composition of morphisms as the composition of mappings, i.e., the rules
that assign elements between sets, e.g., from set A to set B. In this case the mapping from
A to B that is α composed with the mapping from B to C that is β, i.e., β◦α in the category
theory terms, is equivalent to the mapping of any element a from the set A to the element
of C that is β(α(a)). The mapping of compositions is associative for the sets, i.e., the first
condition to be a valid category is fulfilled. The identify condition is satisfied as well, as
the identity mapping iA is the mapping of any element of the arbitrary set A onto itself.
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Figure 2.6: Sample diagrams of limits and colimits. Figures (a,b) illustrate one of the
basic limit and colimit diagrams showing only the commuting objects, but not morphisms.
Figure (c) shows a categorical definition of the concept of an episode as a colimit of
four objects that have structured relations. The two basic objects/concepts (“object” and
“time”) map to the event objects, with morphisms from all of them required to formulate
a notion of an episode (adapted from [134]).
In the category of sets the notion of the direct product is equivalent to the Cartesian
product. The Cartesian product allows to build new sets from the existing ones by defining
members of the new set as a combinations of elements of old sets, with only a single
element taken from each and every original set. The example of a cartesian product is the
two-dimensional coordinate plane that is constituted from the set of x-axis points and the
set of y-axis points. The two sets A and B have a cartesian product A×B that consists of
all pairs of their elements (a,b), when there is the mapping α from the cartesian product
A×B to the set A, as well as the mapping β from A×B to B (A×B,α,β), see Figure 2.5d.
Similarly, the direct sum in the category of sets is equivalent to the disjoint union, i.e.,
(C∪dD,θ,δ), where C and D are the original sets, C∪dD is the disjoint union, and θ, δ are
the respective mappings. The mapping θ is from the set C to C∪d D, where the element
c is mapped to the element (c,1). The mapping δ is done similarly to θ. The category of
sets, while somewhat simple, serves as typical example of a category. Often objects in a
category theory can be though of as sets with some additional structure on top, and the
morphisms can be considered as structure preserving mappings.
2.3.1.3 Operations on Categories and Construction of New Categories
Considering the meta-optimization aspect, not only definitions of categories and operation
on its objects are important, but also the operations on categories, and construction of
new categories from the existing ones. The central concepts for operation on categories
are functors (see Figure 2.7a). These are the mappings from one category to another that
preserves the categorical structure, i.e., the objects and the morphisms of one category
are respectively mapped to the objects and the morphisms of the another. The common
notations of the functor F applied on the category A to the category B is F : A→ B or
A→ FB. This essentially means that, first, each object in category A gets mapped to the
category B as F(A). Second, each morphism in A A α−→ A′ is mapped to a morphism in
B, F(A) F(α)−−−→ F(A′), so that the valid definitions of the composition A α−→ A′ β−→ A′′ and the
identities are preserved, i.e.,
F(β◦α)=F(β)◦F(α) for morphisms α and β in A
F(iA)= iF(A) for each object A in A (2.4)
22 2. Model-driven Optimization for Wireless Networked Systems
A
B
Cθ
α β
FA
FB
FCFθ
Fα Fβ
FCategory D Category E
     a) Functor, structure preseving mapping              b) Natural transformation, putting two functors together
A
B
F
Category D Category E
FA
FB
GA
GBG
β : F    G
β’
β’’
α F(α) G(α)
Figure 2.7: Sample diagrams illustrating the notion of a functor and natural transforma-
tions (adapted from [135]).
The functors suiting the above definition are called covariant functors. Contravariant
functors are in a sense opposite to the covariant functors. They have the same identity
definition, but a different composition rule for A α−→ A′ β−→ A′′, that is
F(α◦β)=F(α)◦F(β). (2.5)
For the contravariant functor the morphism A α−→ A′ gets mapped to the category B as
F(A′) F(α)−−−→ F(A) instead of F(A) F(α)−−−→ F(A′) as for the covariant functor. Covariant and
contravariant functors, as well as the direct product and the direct sum, are key examples
of duality typical to category theory. In category theory virtually any definition has its
“opposite”, which allows to inverse any action performed on a category. This applies
even if information loss occurs due to the application of forgetful functors. (Additionally,
bifunctors and multifunctors are also defines in category theory that are functors of two
or more arguments, respectively.)
Forgetful functors can “loose” some structure or properties defining a category. For
example, a group can be turned into a set if a forgetful functor that drops all the opera-
tions performed on the group is applied. Similarly, the mapping of the category of vector
spaces into the category of the Abelian groups is performed by a covariant forgetful func-
tor that “forgets” how to multiply vectors by numbers, but does not forget how to add
vectors. In Chapter 3 we implicitly apply forgetful functors to map the detailed descrip-
tion of software modules or the deployment scenarios, which can be considered as two
categories, into their ontological representations that reside in the other category.
The original categories can be restored by the introduction of the “free” constructs
that are left adjoints of the forgetful functors. (Adjoints are functors that have an inverse
relation to the given functor.) Consider an example from the programming, where an
example of the forgetful functor application would be a mapping of an integer to a boolean
value. The functor would basically perform an if statement checkup, assessing if the
integer variable is not equal to 0 in that case assigning it the “TRUE” value (1 in the
internal representation). Otherwise the boolean variable would be assigned “FALSE” (0
in the internal representation). To typecast a boolean variable back to an integer requires
definition a free integer variable that has a value of 0, i.e., a mapping back to the category
of integers. Then the memory, one byte, where the boolean variable is stored will be
copied to the respective lowest bit of the newly created integer variable, which concludes
the mapping process.
Besides applying functors explicitly a new category can also be formed as a “subset”
of an existing one. A subcategory A’ is constructed from the selected morphisms and
objects of the parent category A. The full subcategory preserves all the morphisms of the
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Figure 2.8: Commutative diagrams from approximation of an NP-hard optimization task
by application of different models (adapted from [126]).
chosen objects from the parent category.
Category theory can be considered to have layered hierarchical organization. A cat-
egory with its object and morphism classes can be seen as a basic level of the hierarchy.
Higher level categories include other categories and the respectively involved functors
as their objects and morphisms, respectively. Natural transformations can be considered
as morphisms in a category of functors (see Figure 2.7b). They allow operations on func-
tors and between functors. The same basic categorical operations, such as products and
coproducts, apply for both the basic and the higher order categorical constructs.
2.3.2 Reviewing and Applying Relevant Categorical Constructs
Category theory relies on small number of basic concepts with few required properties.
It is elegant, dual, scalable as the theory has a clear hierarchical organization. Based on
particular specifications, often expressed in the form of commutative diagrams, a system
of particular categories and the respective functors can be defined. Coherent grammars
that can be formulated using category theory have become popular in non-mathematical
fields as an attempt for finding a unified upper layer of abstraction of the diverse con-
cepts, methodologies, and techniques used in those areas. These grammars can formalize
and define the correct ways of translation between different (often alternative) constructs
without losing their structural organization. In application to relational databases this, for
example, allows for changes in specification a database schema that automatically leads
to a coherent reorganization of the respective data stored in the database [129]. There
also exist proposals on the categorical specification of functional and object-oriented pro-
gramming concepts [136,137], component-based design [138,139], and model-based en-
gineering [123]. Most of these works are motivated by the similar scenarios for modifica-
tion of the structure of a system, translation between different layers of abstractions (e.g.,
an architectural specification and a concrete realization), migration between the applied
models. Typically, the authors, first, define categories and functors, and prove their basic
properties. Then they construct the appropriate diagrams, often employing the specific
types of limits and colimits, and prove that those commute for the defined functors, cat-
egories, their objects and morphisms. Often the suiting derivatives of the basic category
theory, such the shape or the comma category theory, are applied, as those already define
many useful properties and diagrams that can be applied for the particular problem.
The commutative diagrams based on specific limits and colimits are also applied
for formalization of processes in other areas of research, such as ontology engineer-
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ing [130,135], multi-agent modeling [140], or information fusion [133]. Figures 2.8–2.10
display some of the commutative diagrams suggested as part of the categorical formaliz-
ation for different fields. Figure 2.8 shows the basic of model-based approximation of an
NP-hard optimization task [126]. In their work [126] authors suggest that the categorical
formalisms can be used to define a hierarchy of approximations to the original optim-
ization tasks based on applied models. Such a hierarchy allows to evaluate alternative
approximations/models so that the most appropriate one can be chosen considering the
computational constraints and the required accuracy of the solution. It also clearly signals
for applicability of different models for particular optimization tasks. In the diagram 2.8b
B is the category of objects of interest, A is the category of archetypes or models used for
approximation, and K is a category of functors for comparison of the original objects with
the modeled/approximated objects. Therefore, an approximation of a particular object B
in B is the pair (α,A), where A is a model in A and α is a morphism α :B→KA. The approx-
imations (α,A) and (β,A) can be compared though the morphism λ, so that K(λ)◦α=β and
the respective diagram on the top part of the figure commutes. Figure 2.8c shows a more
complex development of the same idea, where the object B in B is approximated though
a number of morphisms α,θ,β and models A,A′,A′′ in A. The objects KA to KA′, KA′
to KA′′, and KA to KA′′ are compared by functors Ki, K j, and K j ◦Ki respectively. The
authors of this work rely heavily on categorical shape theory [141]. Its basic idea is the
provision of the categorical constructs that formalize and relate the parts of the process
of studying an original collection of objects in category using their approximations. These
are obtained through application of the set of modeling/approximation methods. From our
point of view the approach in [126] is very useful to our model-based meta-optimization
task described in the beginning of the chapter. It suggests a categorical construct for
the abstraction function, where the one network optimization task is approximated by the
other as a result of application of some model. For example, using such a categorical con-
struct we can substitute a throughput maximization task in a wireless CSMA/CA network
that directly employs throughput feedback from spatially distributed nodes with one us-
ing graph-based network motifs, which reduces the amount of feedback required to make
optimization decisions (see Chapter 5).
There also exist a recent suggestion on applying the categorical constructs for model-
driven engineering [123]. The authors show how the selected categorical patterns, such
as monads, are directly applicable for modeling of everyday routines encountered in
model-driven design, e.g., model comparison, transformation and synchronization, up to
the very concrete example of the update operation. The authors generalize their approach
by introducing the category theory based concept of meta-modeling, which defines the
theory of description and operation on models that are, in turn, applied as design patterns
for software development. This work is one of the many that uses specific forms of limits
for merging of structured objects. One other example application of the category the-
ory along with multi-agent modeling defines a formalism for spacial communication with
maps [142]. The authors showed that if a combination of homomorphisms, i.e., structure
preserving morphisms, holds then there is an equivalence, with respect to reaching of the
desired goal, between a navigation done by the agent using a map, and a path taken by
the agent with the perfect knowledge of the environment (see Figure 2.9a). The authors
also showcased that with a complex homomorphism one can define the process of map
construction and its further exploitation so that the desired goal would be reached (see
Figure 2.9b). These examples can be clearly related to the comparison of the solutions
provided by the original optimization problem and its approximations. If the quality of
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Figure 2.9: Commutative diagrams with homomorphisms that correspond to the situation
when both the map-induced navigation and navigation with perfect prior knowledge of
the real environment lead to the same goal. Also a combination of homomorphisms that
include the step of creation of the map are shown (adapted from [142]).
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Figure 2.10: Commutative diagrams (a limit and a colimit) corresponding to the decom-
position and composition operations. Also the commutative diagram of the complex multi-
layer component structure is displayed with both structural (c) and functional ( f ) morph-
ism between subcomponents (adapted from [139]).
the solution provided by an approximation satisfies the requirements to a solution of the
original problem then the task formulations can be declared equivalent. For example, if
required minimal per-user throughput can be achieved based on the solution of the SINR
maximization task conducted in a simulator then the online search for the optimal con-
figuration in a real network does not have to be performed even if, in principle, it can
provide better results at the price of the increasing network complexity. Figure 2.9b can
be also related to the problem of model formation and exploitation. The corresponding
diagram commutes only if the trained model actually corresponds to the environment in
terms of structure, as well as contributes to the solution of the problem under study.
Besides abstraction, other operations as part of the meta-optimization that are the
zooming as the inverse of the abstraction, decomposition and its inverse composition, and
transformation are also defined using limits and colimits. The examples of relevant opera-
tions in relation to the architecture-centric modeling [139] are shown in Figure 2.10. The
displayed diagrams correspond to the general cases of composition and decomposition,
as well as multi-layered component-based design with both structural and functional re-
lations between the components. Depending on the types of morphisms or functors used,
26 2. Model-driven Optimization for Wireless Networked Systems
U
U’
O
O’
M S
S’
P’’
S’’
M’
(a) An optimization task and its approximation
as a product space of utilities, optimizers, sys-
tem models and the approximation of those.
Any point in this product space maps to a
particular optimization problem formulation,
which is then mapped (solved) to a particular
solution.
P
P’
S(accept)
S’
U
U’
P
P’
Approxi-
mate
Approxi-
mate
Compare 
(superset?)
Solve’ 
Solve
Approxi-
mate’
Formulate
Formulate’
 
(b) A commutative diagram of an approx-
imation of an optimization task that leads
to an approximate, but still acceptable solu-
tion. The same categorical diagram, being
re-labeled, can apply to multiple network-
ing problems, e.g., convex relaxation of SINR
maximization problem.
Figure 2.11: Commutative diagrams of approximations in application to an optimization
task and a meta-optimization problem.
different mapping between the optimization task formulations are possible, as discussed,
e.g., in [143]. For instance, application of forgetful functors immediately leads to the ab-
straction operation which cannot be inverted, i.e., lead to zooming only with addition of a
free construct. If categories are isomorphic, i.e., their functors are fully invertible we are
dealing with the transformation operation.
2.3.3 Categorical Structure of Meta-optimization
In this section we give a categorical definition of a network optimization task, and the
process of meta-optimization. We provide several basic commutative diagrams showing
main stages of solution of an optimization task, and show how exactly the same diagrams,
just with different morphisms (functors) apply to diverse network problems.
A fundamental component in all of the considered examples of networking problems
is the category of optimization problems. In the most basic form this arises as a product
category of three individual categories. These are the system model (typically subsets of
Euclidean spaces, products of discrete sets, manifolds, or similar), the utility functional,
including the constraints and the cost factors (with the utility and the cost residing in
the category of maps from state space to real numbers, and constraints being Boolean
functions on the state space), and the specified optimizer (typically iterated functional
program on the above). Several variations of these concepts are, of course, possible.
For example, we can incorporate exploration history into the optimization problem by
considering not only the present state of the system model but an entire path (making the
utility a functional instead of a function), or consider the state space an estimated part of
the problem instead of being fixed.
Figure 2.11a illustrates the optimization task as an element of the product category
that is mapped to the particular solution, which is in turn is the approximation of the
ideally obtainable result. The diagram underlines the major trade-offs between the utility
functionals, the choice of optimizers, the system models, and their approximations, by
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Figure 2.12: A commuting diagram, showing two alternative approximations of an op-
timization task including associated ROG, and utility metrics, as well as their VoI related
estimates that effect the mapping decisions.
mapping the various formulations of the problem in thus arising three-dimensional space
to the line of solutions ranging from the idealistic one to the most approximate. It is im-
portant to note that any approximation, including the non-optimal solution process (e.g.,
time-bounded), potentially leads to an optimality gap in terms of the utility and the cost.
Additionally the optimality gap carries the risk of being re-evaluated once considered as
part of the solution to the original problem. This cumulative metric is referred to as ROG
further. Estimates of these values have a direct connection to the VoI considerations.
We shall now move from the plain optimization tasks to the overall meta-optimization
problems. Figure 2.11b illustrates the latter, with approximations of different kinds rep-
resented as morphisms in the category. This is a very general diagram that arises from
many key wireless and fixed networking problems problems. For example, in several
cases one can try to obtain similar results by either approximating the optimization prob-
lem (say, using convex relaxation of a non-convex optimization problem, such as SINR
maximization), or by changing the underlying utility function of the user. If this is pos-
sible to within an approximation factor encoded into the definition of the morphisms, this
diagram would exist as a commutative diagram in the category. Otherwise the given re-
laxation does not have simple interpretation as a changed user utility. Having a clear
utility-based description of the approximation involved would be very valuable, since that
enables the network operator or vendor immediately assess the perceived impact of the
approximation on the satisfaction of the users. However, the possibility of such an ap-
proximation is not clear yet and remain an active research question.
Figure 2.12 shows categorical construction for the evaluation of an approximation of
a problem in two different ways, and the comparison between the related VoI, utility, and
ROG estimates. The diagram commutes if and only if both solutions provided by approx-
imations are acceptable. Additionally, the estimates of ROG and utility are to be accurate
enough for the decision on the viability of the problem approximation to be taken, oth-
erwise the left- and the right-most parts of the diagrams would never exist. The wrong
VoI estimates clearly lead to inaccurate meta-optimization decomposition decisions and,
therefore, most probably, suboptimal solution of the optimization task both in terms of
achieved utility and incurred costs. Generally, two way approximation is common in net-
working, and is applied for comparison of two models (as we also discuss in the later parts
of the thesis). For example, in wireless networking context the choices are often whether
to use full spatial model of node locations for solving a given problem, or to approximate
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Figure 2.13: Mapping of the real environment and the networked system (the world) into
the system model with two functors. These correspond to the observation operations
(basically defining the sensory process), and the application of models to represent the
reality. If both functors are valid then the diagram commutes, where the order of applica-
tion of morphisms is irrelevant to the obtained system model (i.e., first the sensory inputs
are defined and then a valid model capturing these is found, or first the model is chosen
and then the sensory inputs that suit to train its parameters are established).
the network structure with a graph model. In the time domain similar questions can be
posed related to the use of full ON/OFF models as alternating renewal processes, or just
focus on simpler statistics of such models, for example the duty cycle of the transmitters.
Figure 2.13 illustrates how the construction of the system model of the real world is
related through the choice of observation parameters and applied modeling techniques.
The original world and the system model are represented as separate categories, with
two functors carrying out the mappings shown in the diagram. If this diagram commutes
in the relevant functor category, it is possible to construct successive approximations of
the underlying system model from observations and vise versa. An example of this will be
encountered later in the thesis when we study the construction of time-domain ON/OFF
models of transmitter activity patterns (see Chapter 5). There within a fixed modeling
framework statistics of the subsampled and noisy observations are used to construct like-
wise approximate models, but which become successively more accurate as more obser-
vations are made. The model approximation side of the figure corresponds then to coarse-
graining the ON/OFF model to estimate just the duty cycle of the transmitter instead of
more complex spectrum use behaviors.
Figure 2.14 is less abstract as the above ones, and sets an example of a commutative
diagram that represents simplified data flow of the classical TCP/IP network stack. Clas-
sically data is exchanged only between adjacent layers though carefully defined interfaces
with limited amount of variables. Protocols on the same layers are typically aware of only
of the state of the same protocol on the other nodes. Such rather restricted scheme is
fine tuned to work well in fixed TCP/IP networks. However, the respective categorical
diagram, in our case for simplicity constructed only for the transports and the link/MAC
layers (see Figure 2.14), indicates that additional information exchange is possible, and
even required for the diagram to commute. These additional morphisms are dropped
to the fixed networks as the performance enhancements and additional robustness they
offer lead to minimal utility gains at the price of significantly higher complexity and, there-
fore, cost. However, in the case of wireless networks such an exchange enabled by the
cross-layer design schemes and additional middleware, might become justifiable. (The
particular schemes are still a subject of active research with respect to different network
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Figure 2.14: A categorical diagram corresponding to a simplified representation of in-
formation exchange between transport (T), network (N) and link/MAC (M) layers.
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Figure 2.15: An example of composite decomposition and approximation of an optim-
ization task, where the communicating diagram would indicate equivalence of different
approximate solutions to the acceptable one obtained as a solution of an original problem.
types and deployment scenarios. One classical example, which demonstrates that indeed
additional information exchange needs to be considered is the TCP over wireless prob-
lem. Here the TCP algorithm reduces its window size in reaction to packet losses over
wireless link, as it assumes congestion on the network layer. The problem is mitigated,
if the protocol’s system model and its inputs are altered, e.g., the nature of the under-
lying link or, better, the cause of the delay/packet loss is indicated [144, 145]. From the
diagram we can see two architectural ways for sharing information between layers. First
of these consist of adding additional state variables to each of the layers (composition),
whereas the second alternative consists of definition of explicit interfaces for cross-layer
information sharing. Both of these have, of course, been proposed in the literature on
an ad hoc basis.) Stating more formally, if the original decomposition into MAC, network
and transport layers no longer results in a product in the optimization problem category,
the additional information represented through the extra morphisms is needed to bridge
the optimality gap, which becomes significant. In such context the “degree of forgetful-
ness” (the VoI criteria) for the relevant functors carrying out the original decomposition
becomes the key metric to consider and study.
Finally, Figure 2.15 shows a general version of the decomposition that includes the
perfect decomposition and the subsequent composition of the solutions to the subprob-
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lems to form a solution to the original task. These arise as the categorical definitions
of products and direct sums. Key example for decomposition in the context of the clas-
sical TCP/IP stack is the division of the network resource management into routing and
end-to-end rate control. Under suitable assumptions on flow durations and the utilities
involved, this forms a decomposition of the more general resource assignment into two
distinct parts, each with their own solutions, which can be composed on the system level
to yield a solution to the original problem. More similar examples can be found from [15].
Additionally, the diagram shows an alternative possibility of using the partial solution S1
to reformulate the original optimization problem (P into P ′′) and subsequently solve it.
This diagram would commute only if the resulting solutions S′′ and S′ (from the perfect
decomposition) are in the set of acceptable solutions S.
2.4 Conclusion
In this chapter we considered the optimization-centric view to networked system design
and run-time management. We suggested, also based of extensive related work, that many
of real network optimization problem would benefit from the meta-optimization approach,
which includes the problem decomposition, abstraction, and relation between models that
is central to our methodology. We then provided a concise overview of the different as-
pects of system design arising from this viewpoint, including the various desirable fea-
tures any meta-optimization based approach should have. We defined and discussed in
detail the key constituents of optimization tasks, including utilities of the different stake-
holders, policies as constraints, system models, optimizers, and various relations between
these especially with respect to obtaining approximate solutions.
In the second part of this chapter we proposed the use of category theory as a highly
promising approach to formalizing the meta-optimization task. The key concepts from cat-
egory theory needed for formalizing network optimization tasks are the graphs associated
with the objects and morphisms in the optimization problem categories, with their limits,
colimits, initial and terminal objects. Each morphism typically has a concrete meaning
that can be mapped into a real world concepts, such as information exchange between
layers. If a particular categorical diagram does not commute, this usually becomes an
indication to study the related decomposition/composition problem further. Morphisms
can be thrown away applying, e.g., probabilistic reasoning or otherwise knowing that
arising of the particular functionality/problem is very unlikely (which might create prob-
lems with further evolution of the system, as with TCP over wireless). Same diagrams
apply to many problems of different nature, for instance, interface definition vs. model
application, though both can be mapped to the information exchange/transformation as a
general umbrella. The categorical framework is natural for alternative representation of
the constituents of the optimization task and meta-optimization process.
The key topic for future work will be to further elaborate and detail the category-
theoretic approach, especially from the automated reasoning point of view. In the rest
of this thesis we contribute to the different major areas of the meta-optimization task,
including study of different optimization techniques, use of ontologies as precursor to
category-theoretic reasoning in networks, as well as forming and approximation of system
models for wireless communication systems. These different lines of work are brought
in part together in the end when we describe the design and implementation of an ex-
tensive home networking self-optimization prototype using some of the key parts of the
optimization-centric design approach.
3Ontological Reasoning for
Wireless Sensor Network Stacks
In this chapter we apply elements of the proposed optimization-driven methodology to en-
able semi-autonomous design of protocol stacks for Wireless Sensor Network (WSN) scen-
arios. Wireless sensor networks are characterized by a large number of non-standardized
protocols, varying application requirements and stringent resource constraints. There-
fore, these types of networks will particularly benefit from a semi-autonomous framework
for designing and managing a network stack targeting at optimal performance. To the
best of our knowledge, no such framework currently exists. We suggest and describe the
design of an ontology-driven software system, called CONFab, for protocol stack compos-
ition and configuration according to user-specified scenarios and requirements [44]. For
us an additional reason to experiment with ontologies is their consideration as a prom-
ising candidate for practical implementation of a special case of categorical reasoning
discussed in the previous chapter.
We derive, the extensible ontology that sets and relates main concepts required to de-
scribe a WSN and, in particular, a protocol stack of its nodes. The same ontology defines
the structure of a knowledge base and serves as the backbone for the process of deriv-
ation of the optimal protocol stack. We take a service-oriented approach to the stack
design, where a particular network is treated as an interconnected collection of con-
figurable components that provide certain services and functionalities. The framework
automatically chooses, “wires”, and configures components from a pool of alternatives, to
form a stack that maximally fulfills user requirements. It learns using the feedback from
deployed systems, as well as expert and user inputs to predict performance of a network.
For decision making the knowledge base is primarily based on Description Logic (DL). The
additional reasoning is also enhanced with a number of plug-ins that enable, among oth-
ers, utility-based optimization, metaheuristic search and autonomous component-based
protocol stack combination. After the network deployment its performance can be fur-
ther fine-tuned using a run-time adaptation components, which configuration can be also
devised based on data gathered as part of the CONFab operation.
We use a set of commonly known MAC and routing protocols to validate the frame-
work on the Indriya testbed in different user-specified application and deployment condi-
tions [146]. The results indicate that CONFab with its component-based approach is able
to construct optimized protocol stacks and thereby yields increased quality of service and
network lifetimes. As the core of the suggested system is an ontology-driven knowledge
base, in Appendix B we further explain ontology-enabled reasoning. As an example we
use a problem of composition of a functional set of services for a given home environment,
concentrating on services accommodated by white home appliances.
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3.1 Introduction
The task of automation of network design and management, the vision of cognitive wire-
less networking [147] or autonomous computing [148] cannot be realized without setting
a shareable common “vocabulary” for the involved systems. Ontology [149] is a natural
candidate for this purpose. Ontologies are used in several domains of computer engineer-
ing, including the Semantic Web, to specify a conceptualization in the context of know-
ledge sharing, thus enabling semantic search and information retrieval [150–152]. There
also exist recent promising efforts on standardization of an ontology conceptualizing low-
layer aspects of cognitive radios [153]. By conceptualization we understand an abstract,
simplified view of the environment we want to represent, i.e., a model. Various qualit-
ative logical operations can be carried out on a item of ontology. A correctly formulated
ontology allows for checking and guaranteeing consistency, but not completeness of the
stored information with respect to queries and assertions formulated using the vocabulary
defined in the ontology. An ontology along with a database and a reasoning engine con-
stitutes a Knowledge Base (KB) that employs description logic [154] to make deductions
on consistency of knowledge and filling in the missing gaps in logical constructs.
In the context of networked system design and optimization an ontology can serve as
a basis for qualitative modeling of the system and its environment. In this chapter we em-
ploy an ontology to represent knowledge on network stack organization [14,15,155,156]
that we consider from component/service-oriented point of view [64,157]. The proposed
ontology also captures in a structured manner a pool of available components and scen-
ario descriptions that include user goal statements. Based on this ontology we create a
knowledge base that serves as a backbone for the tool called CONFab (Component based
Optimization for Networks with deployment Feedback). This extensible software system
is capable of semi-autonomous pre-deployment composition and configuration of a pro-
tocol stack for a particular deployment and application scenario according to quantifiable
performance metrics. The goal of the system is to choose from the pool of existing soft-
ware components the best ones and form a valid scenario-specific protocol stack so that
the user requirements are maximally satisfied. The developed tool follows the optimiza-
tion methodology described in Chapter 2, with the ontology also defining the backbone
of the meta-optimization. The decisions on protocol stack composition and configuration
depend on user scenario specifications, expert inputs, and processed feedbacks from ex-
isting network deployments. The overall system architecture is shown in Figure 3.1.
In order to map the performance data to the KB, enable finer grained solutions and
advanced reasoning, we introduce a number of plug-ins that, for example, facilitate quant-
itative analysis on data, utility-based decision-making, and comparison of component
graphs that map to protocol stacks. For the same reasons we perform partial inference
on the KB through dedicated queries. Such a modular approach maps to the concept of
meta-optimization and allows capturing and operating on descriptions at various levels
of granularity, provides mapping and defines relations between different categories and
sets of objects. This allows, for instance, non-experts to define high-level goals that
are then mapped to protocol performance metrics by the framework. Similarly, mech-
anisms accommodated through such an architecture enable stack performance predic-
tions for scenarios on which no prior experience is available, also through active protocol
stack optimization state space exploration via scheduling and deployment of new experi-
ments [43,46,51]. CONFab learns from past experiences and also utilizes expert inputs
for decision making. It operates on already existing protocol stacks, provides recom-
3.1. Introduction 33
CONFab
WSN environment
Other 
plug-ins
Core plug-ins
External 
performance  
database
Pre/post 
processing
User scenario specifications, inputs
of experts and developers
Knowledge base 
Ontology
Internal 
database
UtilitiesReasoning 
engine
. . .
Figure 3.1: The overall architecture of the CONFab framework, showing inputs to the
system, its main blocks, and sample plug-ins [44].
mendations on possible wirings of components and their configurations. It can also find
commonalities between different stacks to facilitate the creation of new ones. CONFab
has a modular design and can be enriched with additional functionalities realized either
as plug-ins to the system, or through additions to the structure of the knowledge base via
extension of its ontology.
We validate CONFab on component-based and monolithic implementations of well-
known MAC and routing protocols on the Indriya testbed [146], with some plug-ins being
evaluated separately. We show that CONFab with its component based approach is able
to predict, propose, and construct efficient protocol stacks, improving performance and
network lifetime. Therefore, it eases and partially automates a suitable network stack
development process. For example, by employing component-based design and CON-
Fab processing we derived a new protocol stack that provides up to 37% improvement
in energy efficiency in medium sized networks (30–70 nodes) as compared to the best
monolithic stacks without compromising packet delivery rates.
The rest of the chapter is structured as follows. In this section we review main con-
cepts and related work for wireless sensors networks and ontological reasoning. We also
describe the tools used for CONFab implementation. In Section 3.2 we formalize service-
and component-based design principles to WSN protocol stacks and elaborate on the
choice of component granularity for our task. We then describe the structure of the on-
tology as part of the discussion on CONFab design in Section 3.3. We also describe some
of the selected plug-ins. The validation experiments for the framework are described in
Section 3.4. Finally the chapter is concluded in Section 3.5.
3.1.1 On Wireless Sensor Networks
A wireless sensor network is an ad-hoc, typically multihop, networked system that primar-
ily gathers information on phenomena of interest in a particular deployment environment.
WSNs are utilized in applications serving, for example, military, medical, environmental,
home, security, and emergency management purposes [158]. These networks are, there-
fore, required to operate efficiently in a wide range of deployment conditions, under di-
verse application loads, and meet highly varying QoS/QoE requirements. The resource-
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constrained nature of WSNs also often dictates an additional optimization goal that is the
longer network lifetime, i.e., minimization of power consumption. These networks fall in
the domain of rapid prototyping [50]. There exist multiple alternative protocols without
any standardized protocol stacks, like TCP/IP. All these factors indicate that the likelihood
of having uniform protocol stack with default parameter settings for these networks is
low. Thus, like in the case of embedded systems in general, we require deployment- and
scenario-specific solutions [159]. At least parameter-based protocol stack adaptation is
to be performed. It is likely that component-based optimization will also be required to
construct a dedicated protocol stack either from existing protocols or smaller compon-
ents. Protocol stack composition therefore emerges as one of the core design tasks for
wireless sensor networks. Even partial automation of this process reduces economical
and personnel expenses needed for this task. Thus, WSNs can be considered as a perfect
“playground” for autonomous service/component-oriented network design and manage-
ment research1. If these techniques are successful for WSNs they can be applied to other
suitable network types such as cognitive wireless networks.
For CONFab evaluation, we choose to experiment with TelosB motes [162] that run
TinyOS operating system [163]. This operating system follows the component-oriented
philosophy, thus being a natural tool for our research. We view a protocol stack as a col-
lection interconnected components of various granularity, ranging from simple modules,
such as timers, to complete protocols or even whole stacks. These components carry gen-
eral and scenario-specific characteristics. They can be interconnected to provide desired
services. The design space for WSN protocol stacks can be viewed as a multitude of al-
ternative components, their configurations, and interconnections (or “wirings”). Thus, we
may have to operate on a large and complex optimization state space with vast numbers
of design possibilities.
The natural drawback of components-based design in its immature stage is the lack of
interface standardization, which leads to emergence of many of alternative suggestions
that are poorly compatible with each other. In this work we do not address this problem.
We implement our components or create wrappers for the protocols based on our prior
experience [49,50,164] and other related research [165–168]. Our point is not to suggest
new interfaces or middleware, but to create a framework that matches meta-data of those
as the part of protocol stack composition process. Further, we shortly review related work
in WSN community.
A large number of independent protocols have been proposed for WSNs, including
MAC [169], routing [170], and other layers [164, 171, 172]. While there exist multiple
performance evaluations of individual protocols, understanding on the overall behavior
of the whole protocol stacks under diverse application loads and environmental condi-
tions is lacking. There are, of course, proposals for configurable solutions imposing a
fixed system architecture, like TinyDB [173], or requiring common middleware or an isol-
ation/harmonization layers [174,175], or support for specific meta-language and code mo-
bility [176]. Research on the cross-layer design also targets at the same objective [109].
However, there again exists no framework that compares these approaches, and navig-
ates a user to the one that is most appropriate for the given deployment scenario. If we
1We use the terms “service” and “component” next to each other. In our understanding, as
explained later, services are high-level abstraction of component interfaces. For one, service can be
realized by several alternative components which, in turn, map to concrete realizations in software
modules. For example, routing services are mapped to such WSN components as S4 [160] and
CTP [161] protocols.
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take a heavy assumption that there are common meta-data characteristics imposed on
existing WSN components, protocols, overall stacks and frameworks, it will be possible
to deduce only a small subset of suitable solutions that are viable for a particular deploy-
ment. This will allow increasing the reuse factor of existing components and decrease
economic overhead of WSN design. The more specific and structured the component
meta-data is, the more feedback can be gathered on the deployment scenarios. The more
common interfaces are shared between WSN software modules, the better solutions such
a framework can provide.
There exist proposals that aim at easing the development and run-time configuration
of network stacks, limitedly utilizing information on application/user requirements and
employing component-based principles [166, 167]. Programming models [177, 178] are
another alternative for comfortable WSN development. However, these works often lack
testbed implementations. Compared to CONFab they also do not learn from the exper-
iences of actual deployments. Furthermore, besides harmonization of interfaces, these
lack a methodology and tools that allow to capture high level network description, and
relate protocol stack formations, code synthetics and performance evaluation. Our frame-
work allows all these through integration with our prior works [43,51].
At the current state we address only the very small, but crucial, part of the stated prob-
lem. Using ontology we structure and semi-autonomously reason on component meta-
data, as well as gathered network statistics. We only address the task of protocol stack
design that is shared by all relevant WSN nodes. Alternative protocol stacks are built
either from existing routing and MAC protocols, or their alternative component-based im-
plementations. An additional motivation for our work is the related research, which shows
that careful construction of protocols and their interfaces can significantly improve the
overall network efficiency [64, 69, 157, 179], also due to extended run-time adaptability.
There also exist an open question of efficient protocol stack decomposition [70] and cross-
layer design even for classical TCP/IP networks [15,180]. There are several examples of
practical component-based realizations for media access control and routing protocols
for wireless sensor networks [165, 168, 181–183]. These approaches though aiming at
modular design and run-time adaptivity, still do not address the problem of autonomous
(pre-deployment) protocol stack composition.
3.1.2 On Ontological Reasoning
As mentioned in the beginning of the chapter ontologies are widely used in software en-
gineering. Computer scientists use the term ontology to specify a conceptualization [149]
in the context of knowledge sharing. By conceptualization we understand an abstract,
simplified view of the system and its operational environment. Every knowledge base ex-
plicitly or implicitly uses some sort of conceptualization. An ontology can be used to set up
a taxonomy of a certain domain, describing its main concepts and relations between them.
Various logical operations can be carried out on items of an ontology. Ontologies are rel-
atively easy to extend and maintain. Well-known meta-modeling frameworks such as UML
and SDL [184, 185] can provide alternatives to description of network services and cor-
responding modules, but do not naturally support extensions for autonomous reasoning
and construction of component stacks based on a complex set of characteristics. The con-
ventional data programming models like tuple spaces [186] and publish/subscribe [187],
on the contrary, do not address the main challenge of automatic service oriented network
composition. They simply provide models of network organization and can be treated as
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separate components that require special wiring models.
Initially we approached the problem of semi-autonomous protocol stack composition
directly utilizing feedback from prior deployments stored in a relational database [43].
However, we have quickly discovered that such an approach is not scalable. It leads to
complex stored procedures that need to be continuously adapted as new network charac-
teristics are added or a new structure of component wiring is considered. This process
was lengthy and error-prone. We migrated to ontology-enabled knowledge base, where
these relations and characteristics got encoded using the description logic, and stored in
OWL [188]. This made the system much more maintainable and adaptable as we have
observed during the further development process that required refinement of the original
version of the ontology. Migration to the ontology-enabled KB has forced us to concen-
trate on qualitative as opposed to quantitative reasoning. However, as we explain further,
application of hierarchical reasoning mitigates this drawback. On the contrary, such an
approach improves maintainability and modularity of the framework.
There are a few proposals for using ontology-based reasoning for WSNs. Most of
them, e.g., [189], aim at providing a sharable semantic to integrate WSNs with other
networks, their client applications and enable more efficient gathering of sensory inform-
ation. In particular, [190] is closer to our goals and provides a high-level description of a
network and its performance parameters. Unfortunately, this proposal lacks implement-
ation and evaluation results. Furthermore, it does not explicitly foresee the possibility to
use feedback information and learn from previous deployment experiences.
3.1.3 Tools
The OWL Web Ontology Language [188] is used to define ontologies. It is an outcome of
a collaborative research effort led by W3C. OWL is based on XML. The language, among
others, allows to carry out such logical operations as definition of relations between
classes (e.g., disjointness or inclusion), statement of equivalence of classes, provision
of different characteristics of properties, like symmetry or transience.
We have chosen to use OWL DL, a sublanguage of OWL, that possesses the max-
imal expressiveness while retaining computational completeness as compared to other
ontology description languages, like RDFS [191] or other OWL flavors. The alternative
ontology languages, such as CoRaL [192] or RDF [193], are either more limited, difficult
to use as part of a knowledge base, have less support and available extensions, or they
are very domain specific. Ontologies specified in OWL DL are reusable and interoper-
able, i.e., a specific ontology context can be reused in multiple domains and understood
by different systems, which, in turn, enables automated reasoning. Finally, OWL is one
of the most popular and standardized ontology languages, and most likely will become
de facto standard for the semantic research in the near future. In our work, the OWL-
based knowledge base stores objects (individual) that reflect meta-data on components
(for protocols and stacks), services that they provide, and scenarios that also carry the
user requirements. The support ontology classes contain individuals defining values that
characterize (through properties relations) the above entities. As the knowledge base op-
erates on description logic, i.e., it performs qualitative reasoning, these values have to be
quantized/discretized in a finite number of categories. Also additional plug-ins have to be
invoked to perform this discretization, as well as advanced quantitative reasoning.
Currently we use several tools in our work. Most of them are realized on Java or have
Java-compatible interfaces. For realization of the knowledge base we employ Protégé [194],
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FaCT++ [195] reasoner and Jena library [196]. Protégé is a visual environment for cre-
ating and visualizing ontologies developed at Cambridge University. It features a reas-
oning API that is used to access an external DIG description logic interface compliant
reasoner [197], thus, allowing inference about classes and individuals in the ontology-
enabled knowledge base. The inferencing services include, among others, estimation of
consistency of ontology classes, and derivations of objects that belong to a particular
class. We have chosen FaCT++ [195] for the inference engine as from our experience it
provides the best performance among most well known open-source reasoners.
The standard reasoners like FaCT++ or Pellet [198] are very comfortable to use for
test developments. However, they do have their disadvantages. First of all they still have
a limited functionality, i.e., some rules cannot be evaluated with the existing open-source
reasoners. Another problem is that they are not always as fast as needed. Therefore,
extra functionality was realized using either Jena library or existing Protégé plug-ins like
SWRL [199] which relies on proprietary programming language Jess [200] designed for
development of expert systems. In our work we have decided for Jena as it is an open
source library, though it requires a lower-level programming compared to Jess. We used
this interface to connect to our plug-ins realized in Java, C#, Matlab and R that are fur-
ther described in Section 3.3. As said, in the wireless sensor network domain we exper-
iment with TelosB motes [162], which use Texas Instrument’s CC2420 packet radio, run
TinyOS [163] and are programmable using nesC.
3.2 Describing a Protocol Stack
In this section we first state the parameter- and component-based optimization problem
for network protocol stack composition. Then we discuss on component granularity and
service-based abstractions for effective autonomous reasoning.
3.2.1 Optimization-centric Problem Statement
Adapting the optimization task formulation from the previous chapter to the CONFab task
we state the following. We consider networks as complex dynamic systems consisting of
interdependent software and hardware elements, each possibly effected by the external
environments, serving to satisfy a combination of goals directly or indirectly stated by net-
work stakeholders. Network performance is a measure of satisfaction of these goals. A
scenario comprises all aspects of the operational environment, stakeholder goals, applic-
ations behavior, network and system characteristics. Thus, the aim of network develop-
ment can be formulated as building of a system that shows the best network performance
for a given scenario.
Development of a networked system, especially a WSN, involves assessment of altern-
ative design and configuration solutions, clearly resulting in an optimization problem.
This optimization problem is constrained by the presence of limited resource including
technological and economical aspects. For example, there is a limit on the software and
hardware components, human efforts and time that can be used for the given task. More
formally, we seek a solution
Ssc. = argmax
s∈S
N(s |O), (3.1)
where Ssc. is the optimal solution for a networked system for a given scenario, selected
from the collection of allowable constraint satisfying systems S, and measured in terms
38 3. Ontological Reasoning for Wireless Sensor Network Stacks
of network performance N in an environment O.
Our system currently operates only with the software elements and decides on a com-
mon protocol stack for all nodes in a WSN. Therefore, in the context of our work a solu-
tion s is a network protocol stack, consisting of components c and their wiring w. The
collection of components c might be fixed, or form as a part of the optimization process
considered. Finally, each component might have a collection of configurable parameter
settings p. Systems can therefore be depicted as
s ∈
{(
{ci}, {p j | ci},w({ci})
) |w is valid wiring}, (3.2)
where the validity of the wiring w in terms of the interfaces of the components. We assume
that there exists a pool of components, alternatives for their combinations and parameter
configurations. There are also possibilities for both alteration of already existing modules
or development of new ones.
We decompose the network performance metric into the application performance P(s),
and degree of satisfaction of additional constraints C(s), e.g., with respect to consumed
hardware resources in our implementation. Currently we assume that the hardware used
for WSN network is specified as a part of the scenario description that is not the subject
to further development and change during the design process. The performance metrics
can be perceived as functions of protocol-level Key Performance Indicators (KPIs), such as
goodput, latency, or power consumption. We also split the description of the operational
environment in the scenario into environmental and application related parts, denoted by
OE and OA, respectively. Therefore, the optimization task from (3.1) becomes
Ssc. ≈ argmax
s∈S
N
((
P(s),C(s)
) |OE ,OA), (3.3)
where the approximation is due to the limitation of the considered goals, as well as the
operational and system characteristics as compared to the more general original formu-
lation. The problem (3.3) is the approximation of the original optimization task (3.1).
Clearly the problem (3.3) cannot be solved directly, and we have to operate within the
meta-optimization procedure. In CONFab the solution to the optimization task is gained
by employing multi-stage and partial reasoning, thus enabling abstraction and decompos-
ition operations (Chapter 2). For example, we separately invoke behavioral and structural
reasoning, and execute multiple plug-ins that operate on objects of different complexity
and accuracy of representation. The framework also naturally supports scalable computa-
tion, where relevant methods can be applied for both batch data processing, as well as on
a limited scale for fast result acquisition. Support for reasoning on different component
granularity allows for stack construction from monolith solutions, separate protocols, and
smaller software modules. The number of tunable parameters may also vary.
3.2.2 Components and Protocols for Network Stack Design
Solution of the optimization problem leads to a particular network stack that provides
optimal (in the sense of maximizing N) performance in a given scenario. Through (3.2),
this stack can be decomposed into a set of components, their interfaces and the configur-
ation settings that need to be realized. This decomposition task is challenging in practice
and only a few works exist that aim at solving this problem, however, while making heavy
mathematical modeling assumptions [15].
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We suggest merging top-down (decomposition task) and bottom-up approaches to de-
rive components for a network stack design. Using decomposition of a stack, we seek to
create generic and re-useable components, conditioned on the available development re-
sources. (Obviously, we also can employ existing components, such as protocols, though
their interfaces might need harmonization either through direct editing or additional
wrappers.) We then apply forward engineering as part of CONFab for employing these
generic components to solve a scenario-specific optimization task. If desired results can-
not be achieved through a permissible combination of already existing components, new
ones need to be developed and added to the pool of existing components.
We take the classical software engineering approach and decompose a network stack
into components derived on behavioral and structural basis. The goal of the decompos-
ition process is to create highly re-usable components with inter-connectable interfaces.
The granularity of these components is selected so as to facilitate the composition of pro-
tocol stacks suitable to diverse applications and deployment scenarios. Additionally, it is
desirable to strike a balance on component description so that, form one side, minimal
expert knowledge into logic of a stack is required from a user. From the other side, the
component meta-data description is to be useful for the optimization task formulation.
The protocol stack from the behavioral perspective can be viewed as a flow of ser-
vices hosted by logical units (functionalities). We consider the following core high level
services: data communication, forwarding, addressing, (sub)network value assessment,
media access, radio transreceiving, and adaptability. These services are hosted by func-
tionalities such as stack unit, routing, MAC, decision-making, and radio unit. Compon-
ents and interfaces are structural reflections of these elements. Our experience indicates
that designing services and realizing components at a very coarse granularity restricts
their reusability, maintainability and performance due to increased inner complexity. One
simple example is a monolithic realization of a protocol, which offers multiple services.
Such an approach can result in redundancy, duplication, of provided services, as well as
limit their sharing, i.e., decrease reusability. For example, both MAC and routing pro-
tocols might benefit from link quality estimates. For strictly layered protocol stack this
functionality needs to be either implemented on both layers or an additional cross-layer
module is needed. Additionally, current protocol implementations often do not use unified
interfaces, which can result in loss of crucial information between layers [201].
Obviously the absence of unified interfaces also limits the opportunities for autonom-
ous stack composition. Generally the larger is the component size the more complex and,
therefore, less reliable it is. However, it can host more services and implement them more
effectively. Additional adaptivity of large component can be achieved either through ex-
posing a large number of configurable parameters or using complex adaptive algorithms.
Both of the options require very careful initial design, increase component complexity,
decrease its maintainability and ease-of-use. On the contrary, very fine grained stack
decomposition may lead to complex component interdependencies that results in high
wiring and reasoning overheads.
3.2.3 Protocols and Attributes Chosen for Design Validation
In order to validate our approach, we have selected well-known and widely used WSN
MAC and routing protocols. The three chosen MAC protocols, BoXMAC-2 [202], X-MAC [203]
and TrawMAC [204]), are based on the preamble sampling principle. The routing proto-
cols, CTP [161] and S4 [160], use the ETX (Expected Transmission Index) metric for
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Figure 3.2: Sample total energy consumed by each node in a network during the 5 minute
experiment. The panel on the left shows the result for the 20-node network with low
packet application rate (0.01pkt/s). The panel on the right shows the results for the 40-
node network with high packet application rate (0.2pkt/s). Packets are generated in a
bursty manner by all nodes in a network besides the gateway. Both experiments execute
monolithic implementations of CTP routing protocol and BoXMAC-2 MAC protocol.
link estimation. Though the behavior of the selected protocols vary significantly depend-
ing upon the network and traffic conditions, most of them share common functionalit-
ies. We use two realizations of these protocols as inputs for CONFab reasoning. One
is based on their monolithic implementation based on openly available code, another is
the component-based realization that we describe further. Our components have certain
configuration parameters, which include duty cycle (or sleep interval), beaconing rate,
and routing decision metric. Platform specific features can also be supported such as
hardware ACK or address recognition on the CC2420 radio chip. In this work we actively
experiment with the duty cycle parameter, as it is known to have a crucial effect on one
of the most important WSN KPIs that is the lifetime of a network. Besides, this parameter
is known to have non-linear behavior [205], see Figure 3.2, which makes it even more
interesting for experimentation2.
As part of the scenario description a user has to specify the optimization goals, cap-
abilities of a system, and scenario characteristics. Currently we employ a limited set of
scenario specification parameters. We mainly specify the expected deployment size of a
network, application datarate and its behavior (e.g., bursty or constant application packet
rate, single- or multiple-destination traffic, etc.), as well as the type of power supply to
derive expected network lifetime. There are also other scenario parameters, such as ex-
pected mobility rate and hardware platforms, but for those we use default values and they
were reasoned upon using only artificial examples, while testing the KB and its ontology.
There exist multiple KPIs that influence network performance as perceived by a user.
For wireless sensor networks the key ones include the lifetime of a network, application
throughput and delivery ratio, and resilience to node failures. Other metrics supported
by CONFab include RAM/ROM usage, which is we employ as a constraint on the available
TelosB node memory. However, the results presented in Section 3.4 focus on Packet
Receive Ratio (PRR) and power consumption metrics, which are one of the most important
KPIs influencing the network performance and lifetime.
2The boxplot representation summarizes numerical data through few statistics. The horizontal
lines of the box represent the median, the first and the third quartile of the data. The whiskers define
the data points at the 1.5 times of the interquartile range from the box edges. The boxplot may also
show outliers of the portrayed numerical data.
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3.2.4 Protocol Decomposition
Next, we describe our take on protocol decomposition that is based on our and our col-
leagues’ earlier research [50, 165]. This is not the only decomposition approach that
can be accommodated by CONFab. With appropriate ontology adjustments (in terms
of valid interrelations between different components and services, and additional meta-
data), many of the related works reviewed above can also be incorporated while keeping
the core ontology and CONFab structure the same.
We found it useful to reason not only on the behavioral and structural abstractions
of a protocol stack, but also consider two levels of component granularity. The primitive
level components in the case of MAC protocols typically include the low-level hardware
dependent functionalities that provide platform independent interfaces such as timers,
random number generators, carrier sensing, send-/receive frames, etc. Primitive compon-
ents enhance protocol development due to their reusability and shared interfaces [165].
However, due to low granularity, it is not viable to directly use them for semi-autonomous
protocol stack design based on user inputs and deployment feedbacks. Typically more
than ten of such components are used to realize a MAC protocol [165]. These components
display complex interdependencies, and it is highly challenging to autonomously access
their individual contribution to the high-level performance. However, these elements may
be combined to form a complex component that offers higher level service(s) on which
semi-autonomous reasoning in CONFab is viable. As an example, medium access service
provided by MAC protocols can benefit from distinction of a preamble sampling and/or
neighborhood sleep schedule functionalities which are common to many of WSN proto-
cols [169]. Similarly, CONFab can reason on different routing services such as the tree- or
the cluster-based routing. Our high-level decomposition of routing protocols includes 1) a
beaconing component, which broadcasts protocol specific knowledge set; 2) forwarding
engine that calculates efficient routes based on indicated routing metrics; and 3) routing
daemon storing the routing information. These components have compatible interfaces,
and different solutions can be realized using these three basic building blocks. For in-
stance, the link estimator module, which provides the expected transmission index (ETX),
or the node energy detector component enable alternative routing metrics.
The results from Section 3.4.2 indicate that our approach to decomposition allows
realizing different protocol behaviors without loosing performance as compared to most
of the monolithic implementations. In fact, the component-based realization allowed us to
easily change the functionality of one of the protocols used in our case studies (S4 [160]),
which lead to the improvement in energy efficiency by approximately 50%. At the same
time granularity of the established services, developed components and the complexity
of their interconnection logic remained simple enough to be easily accommodated for
automatic reasoning such as enabled by in CONFab.
3.3 CONFab Design and Architecture
CONFab may be seen as a knowledge base with a number of support modules. The know-
ledge base structure is defined by the ontology, which also dictates how inference will be
done on the KB entities. The inference process allows determining alternative protocol
stack compositions using information on possible wirings of behavioral (functionalities +
services) and then structural (components + interfaces) modules. During this process the
meta-data of these entities is qualitatively checked against user scenario specification.
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(a) Sample CONFab screenshots that include the GUI, the
Protégé development environment, the FaCT++ server, and
some of the Java background processing.
 <owl:Class rdf:ID="StackComposition">
    <rdfs:subClassOf>
        <owl:Restriction>
            <owl:onProperty rdf:resource="#hasStack"/>
            <owl:someValuesFrom rdf:resource="#Stack"/>
        </owl:Restriction>
    </rdfs:subClassOf>
    <rdfs:subClassOf>
        <owl:Restriction>
            <owl:onProperty rdf:resource="#hasServices"/>
            <owl:someValuesFrom rdf:resource=
     "#SendReceive"/>
        </owl:Restriction>
    </rdfs:subClassOf>
    ...
</owl:Class>
<Scenario rdf:ID="HabitatMonitoring">
    <Scenario_hasBatteryCount rdf:resource="#SBC_4"/>
    <Scenario_hasFaultTolerance rdf:resource="#SFT_Low"/>
    <Scenario_hasLifeTime rdf:resource="#SLT_4-Months"/>
    <Scenario_hasNodes rdf:resource="#SN_31-70"/>
    <Scenario_hasTopologyDynamics rdf:resource=
      "#STD_None"/>
    ...
</Scenario>
<owl:ObjectProperty rdf:ID="Scenario_hasNodes">
    <rdfs:domain rdf:resource="#Scenario"/>
    <rdfs:range rdf:resource="#Scenario_Nodes"/>
    <rdfs:subPropertyOf rdf:resource=
    "#Scenario_Object_Param"/>
    ...
</owl:ObjectProperty>
<Scenario_Nodes rdf:ID="SN_31-70"/>
<Scenario_Nodes rdf:ID="SN_GreaterThen70"/>
<Scenario_Nodes rdf:ID="SN_LessThen30"/>
<Scenario_Nodes rdf:ID="SN_NA"/>
(b) Sample OWL entities. Only
few illustrative parts of the defin-
itions are given.
Figure 3.3: Sample CONFab screenshots and a short example of the OWL code [44].
The main CONFab support modules provide two functionalities. The first is the GUI used
to enter scenario specification and display framework recommendations on protocol stack
composition. The second module aims at post-processing of data from network deploy-
ment sites, and its automatic addition to the KB, thus enabling feedback for CONFab.
This functionality allows the framework to enhance the quality of its recommendations as
more relevant inputs become available for the system. CONFab is an extendible system.
It can be enriched by additional functionalities realized as specialized plug-ins, which
can be implemented in any framework and connected via a Java-interface. The ontology
can be also altered, which leads to changes in the structure of the KB and enables addi-
tional integrated reasoning capabilities. Currently implemented plug-ins are described in
Section 3.3.2. The overall CONFab architecture is shown in Figure 3.1.
3.3.1 Ontology, Knowledge Base and Reasoning
The core element of CONFab is the knowledge base (KB), the structure of which is defined
by the ontology, and reasoning is done using an inference engine (see Figure 3.3). The
KB employs the description logic. It captures in a structured manner information on the
WSN environment and the task of protocol stack design. This includes data on pools of
available functionalities, services, components with specifications of their interfaces and
configurable parameters, description of the logic of their valid wirings, and the meta-
data. The latter includes estimates on the performance of whole stacks conditioned on
particular operational conditions. These inputs to the KB can be provided by experts
(e.g., component definitions and their characteristics), users (e.g, scenario descriptions),
or they can be obtained through post-processing of feedback from the deployment sites,
which is stored separately.
As said, it is the ontology that gives structure to the above information and enables
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Figure 3.4: Sample relations between classes and reasoning statements that lead to dif-
ferent stack compositions [44]. The displayed stacks are among the ones used during the
evaluation process. Stack C is the combination of stacks A and B. The stack combination
functionality is enabled through sub-scenario definitions and labeled graph comparisons.
inference on it3. Recapping, an ontology has three main types of entities: classes, proper-
ties, and individuals. Classes and properties have a hierarchical organization. Individuals
are instantiations of classes. Classes are basically defined by their properties, the values
of which are result of logical qualitative operations on other classes and individuals4 For
example, in Figure 3.3b we show some of the property values that define the habitat mon-
itoring scenario. The inference process ensures the consistency of data in the KB, by, e.g.,
classifying individuals, finding equivalent class definitions, and adding missing property
statements into subclass definitions of a class. In case a conflict arises on the ontology
structure that cannot be resolved by the inference engine it is reported to a user. There
also exist possibilities for partial inference on selected subset of classes. For example, we
can invoke a form of the service-oriented design by executing inference only on the level
of functionalities and services, i.e., perform behavioral reasoning. From the other side
we can perform structural reasoning tracking inter-component dependencies and check-
ing for interface compatibility. Combined inference on behavioral and structural ontology
classes and their objects (individuals in OWL terminology) leads to derivation or identi-
fication of the protocol stack that is likely to perform well for a given scenario. Once the
whole inference process is done on the KB and it is found to be consistent, the queries to
the KB can be formulated using the Jena [196] or SPARQL [206].
The inference engine of the KB operates on sets of values, without making distinctions
between those falling into one particular range. In other words, a qualitative reasoning
on network performance is performed on a range of values (see Figure 3.3). For example,
currently, our scenario definition has two basic characteristics that define expected ap-
plication rate {“low” (< 0.01pkt/s), and “high” (> 0.01pkt/s)} and number of nodes in a
network {“low” (<30 nodes), “medium” (30-70 nodes), and “high” (>70 nodes)}. We also
discretize performance values, e.g., power consumption, in a similar manner. Generally,
hierarchical discretization, partial inference and querying allows splitting the reasoning
process into several stages. This provides possibility to offload computation as a back-
3The ontology we propose is a more complex version of the ontology for software configuration
management presented in Appendix B.
4OWL ontologies support not only objects, but also data and annotation types of properties. But
these require less explanations and do not define the core of the CONFab ontology.
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Figure 3.5: A snapshot of the ontology, where rectangles correspond to ontology classes
(most of which are automatically generated as result of post-processing of experiment
results), and arrows denote property relations.
ground batch processing, and reuse results of prior inference for other scenarios.
Hierarchical organization of ontology is employed to organize such relations as “a
protocol is a subclass of component, MAC is a subclass of protocol, and routing function-
ality has subclasses of tree-based and cluster-based routing” (see Figure 3.4). It is also
used to reason on particular individuals. For example, for each scenario we create the re-
spective component, service and functionality subclasses, in which individuals suitable to
this scenario are classified (in OWL one individual can belong to several classes simultan-
eously). Such structure, also enabled through transitive and inverse property relations,
allows us to perform scenario-specific queries.
Figures 3.4, 3.5 and 3.6 illustrate major entities of the ontology and show selected
intermediate results of the reasoning process. Though Figure 3.5 shows a large number
on ontology classes, it is not difficult to maintain and evolve this structure, as most of the
entities are automatically created in response to either a creation of a new scenario or
feedback data from a deployment site. Ontology classes and subclasses capturing func-
tionalities and components loosely follow the OSI layer structure, with each layer being
further subdivided according to its functional specifics (see Figures 3.4 and 3.6). CONFab
starts from the upper-level behavioral reasoning on required services, followed by deduc-
tion of functionalities that provide those services. They are then mapped to components
and interfaces, respectively, which leads to a valid protocol stack definition, which can be
finally mapped to relevant TinyOS/nesC components. These stack components can then
be automatically combined through appropriate interfaces and deployed using the system
and the corresponding XML-based meta-language as is in [51,165].
The overall process is shown in more detail in Figure 3.7. The displayed flowchart also
shows how some of the plug-ins being invoked during the CONFab decision process. As
we discussed earlier, it is difficult to model in detail the influence of a separate component
on a network stack without consideration for its interdependencies with other elements
of a stack. Therefore, on the first stage of reasoning we operate on functionalities and
components using only expert inputs, that state if a certain elements is at all suitable for,
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Figure 3.6: Sample classes with their chosen properties and their interrelations [44].
The figure displays sample behavioral classes (services and functionalities) and structural
classes (interfaces and component) with with their chosen properties and their interre-
lations. The composition of a stack is guided by specifications captured as part of the
scenario description.
e.g., large-scale deployment or high mobility conditions. For our implementation, we, for
instance, decide against the CTP routing protocol if we have to deliver packets to mul-
tiple nodes, as this protocol typically serves only one destination (a gateway). We also
consider the compatibility of interfaces. The result of this stage of reasoning is a valid list
of protocol stacks with their components and parameter configurations. These provide
services required by a user and fulfill basic scenario requirements. On the second level of
reasoning we are doing performance-specific filtering. We also bring additional scenario
details into the picture, such as considering protocol stacks with memory footprint fitting
the deployment hardware (TelosB motes). Here we still employ qualitative assessments.
After the set-based performance evaluation is performed, if enabled, we execute qualit-
ative utility-based reasoning on the remaining stacks. Currently we are processing the
average performance metrics that are stored in the KB. Later we may consider enquiring
a database with raw data for more sophisticated post-process. We tried to decompose
reasoning into stages significantly different by amount of utilized scenario information.
Using the suggested scheme we can, as a background process, generate all possible pro-
tocol stack combinations that are compatible on service- and interface levels. Later we
can consider for reasoning only these configuration, and consecutively filter them based
on particular scenario requirements.
When providing recommendations to the user, CONFab lists not only stacks that dif-
fer in components, but also in their parameter settings. Consideration for parameters
are important, as they, first, severely impact protocol stack performance. Second, beha-
vior of typical monolithically implemented protocols can only be adjusted only through
their parameter configuration settings. A typical list of protocol stack configurations for
a particular scenario can be very large, until there are strict constraints either on al-
lowable range expected performance values, or number of configurable parameters and
granularity of their values. Recommendations to the user are listed in decreasing order
of expected performance and can be reordered on the basis of specific KPI metrics (see
Figure 3.3a). In one of our plug-ins we introduce mechanisms for autonomous probing of
suggested recommendations in the target deployment environment. This plug-in is based
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Figure 3.7: The decision/reasoning logic followed by CONFab.
on metaheuristics and avoids exhaustive search. Currently in order not to explode the op-
timization search space we severely limit the number of parameters considered. For our
main evaluation we explore only the duty cycle parameter. For the plug-in experiments
we consider seven protocol parameters at multiple layers. The stack configurations are
also limitedly checked for compatibility in run-time distributed behavior. For example,
typically we cannot have different duty cycle settings on network nodes as this will likely
prevent them from communicating. However, we can set the maximum MAC-layer re-
transmission count on each node individually. The run-time distributed adaptivity of a
parameter is indicated through a dedicated property.
We conclude the discussion on CONFab design with a short description of how per-
formance results from existing deployment are recorded in the knowledge based and how
they are utilized to provide recommendations on protocol stack composition. Currently
the feedback data that is gathered from deployment sites is stored in the KB as a new
object in case if such stack-scenario combination was not encountered before. If a differ-
ent deployment trial is added for the same scenario and the protocol stack combination
(including its parameter configuration) then the database storing the raw results is quer-
ied to obtain average values for all existing trials. This average result, after classification
into one of the qualitative performance metric classes, updates the ontology individual,
which stores data on the corresponding stack/scenario deployment. The non-discretized
average values are also recorded by the same individual in the dedicated data properties.
The same procedure applies when choosing stack recommendations for the user. All the
stacks fulfilling user requirements for the same or more conservative range of scenario
characteristics are shown. Later they can be either sorted according to their performance
metric in the GUI (see Figure 3.3), or additionally filtered based on scenario-specific util-
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Figure 3.8: The screenshots of a variant of the GUI with utility function setup.
ity functional and recorded averages. These are the basic mechanisms of how CONFab
employs experience from prior deployments or expert feedback. We acknowledge that
such data processing is rather rudimentary. However, the current implementation allows
demonstrating the applicability of the CONFab approach. In future we plan to enhance
this side of the proposed framework. Next, we discuss some of the additional modules
developed for CONFab.
3.3.2 Selected Plug-ins
Based on our prior research we implemented several plug-ins for the CONFab. These
are 1) the utility-based ranking and additional quantitative processing of KB data, 2) the
graph-based comparison of existing stacks and their merging, 3) the autonomous schedul-
ing of new experiments with varying protocol stack configurations that is based on a
genetic algorithm and aims to find an optimally performing stack, and 4) the automatic
WSN stack deployment onto our customary testbed and performance feedback collec-
tion [43,51]. Below we describe in detail the plug-ins #2 and #4.
3.3.2.1 Active Machine Learning based State Space Exploration
The core of CONFab recommends a set of protocol stacks (components and their para-
meter values) based on the information contained in the KB. However, the framework
cannot directly compile and deploy these stacks. Neither it can devise a sequence of ex-
periments, through which these stacks would be probed to find the best performing for
the particular deployment scenario. In other words the core of CONFab does not sup-
port the autonomous active exploration of the optimization state space. It can only be
performed through the user involvement that is needed to choose from the list of sugges-
tions the desired stack, find appropriate software code, and schedule its deployment into
a WSN. Later, the deployment feedback would also have to be imported in CONFab.
We have developed three plug-ins based on our prior work [43,51] that enable auto-
mation of these processes. First, we have enabled utility-based estimation of network
performance based on combination of functions of observed KPIs. The right panel of Fig-
ure 3.8 shows a screenshot of the GUI, where a user can define functions that interpret
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values of a particular KPI, such as power consumption, delay, goodput, and reliability, and
then combine them in a single functional. The left panel of the figure shows a part of
the GUI that depicts a sample performance of the system, and provides the possibility for
active autonomous exploration of the WSN protocol stack optimization state space [43].
Second, we developed a testbed, which also includes a database back-end and a script-
ing language [51]. Compared to other analogues, this testbed enables rapid autonomous
early in-house evaluation of new WSN development over a range of scenario and protocol
stack parameter settings5. This is enabled by simultaneous scheduling of multiple exper-
iments to run on WSN nodes that operate on no-overlapping wireless channels. Below we
provide some details on the testbed system operation.
A testbed experiment description includes a graph that defines the network topology,
and a compilable nesC code that implements the desired stack. Each stack can be re-
configured using tunable parameter settings. These settings are exposed through the
Makefile and in the end adjust variable values in the corresponding nesC code. An ex-
periment description is first recorded in a database, then it gets translated to the testbed
configuration, and, later, to a nesC Makefile as the scheduled experiments are getting
deployment onto the testbed. Currently, we impose a MAC level filtering to generate to-
pology, which clearly imposes a bias in evaluation, but allows for more experiments to be
run it parallel. Later we plan to extend the testbed with mechanisms for estimation of
real network connectivity and then schedule experiments based on this information.
The core component of the testbed system is a database that records, among others,
paths to the compiled protocol stacks, a range of the configurable parameters values,
deployment feedback data, state of motes in the testbed including their operational fre-
quencies, and schedules of experiments to be run on these motes. For instance, if for
any reason a scheduled experiment cannot be executed, e.g., due to temporary failure of
nodes, it is re-scheduled for a later repetition, which is reflected in a database. Feedback
information is gathered through TelosB USB connections at run-time. It does not have a
strict format. Rather the order of sent fields, their types and sizes have to be specified
through the database, so that this data can be parsed and recorded in the database on-
the-fly. Basically any middleware or interface abstraction can be used for reporting of the
data. For example, we have used the UDAE data access engine [207]. We also employed
UDAE to demonstrate the possibility for run-time control over network configuration, as
well as for early studies on run-time adaptability [43]. This testbed was important to us,
as it allowed to realize active autonomous exploration of the optimization state space,
which is difficult on such public entities as the Indriya WSN testbed due to their busy
schedule. The testbed gave us an option of performing an exhaustive search among all
suggested protocol stacks and their parameters on a number of topologies for a given
scenario specification.
Third, we adopted a genetic algorithm, that belongs to the class of metaheuristic
search methods, for exploration of the optimization state space of a WSN scenario. Some-
times CONFab does not have enough inputs to recommend the appropriate protocol stack
for the user. This can happen, for example, if the given scenario is very different from
the results of others recorded in the KB, or there is no evaluation data for a new WSN
component. In such cases one can do active exploration of the optimization state space
through multiple deployments of different protocol stacks that are scheduled to find a
5For a fixed set of components, any component-oriented optimization problem is clearly iso-
morphic with a parameter-based one, with the parameter space enumerating the different possible
wirings of the components together with their respective individual parameter settings.
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near-optimum configuration while avoiding exhaustive search. The core of CONFab is
queued to provide a list of protocol stacks and their configurations that are deployable
for a given WSN scenario. This set constitutes the optimization search space. Using
the testbed described above we schedule for execution members of this search space,
and then feedback the evaluation results to the KB. For the exploration strategy we have
chosen to use a Generic Algorithm (GA) [21, 208]. The incentives behind choosing this
metaheuristic were 1) high efficiency of this algorithm for practical tasks, 2) the ability to
operate in non-linear optimization state space that is likely to occur due to non-linearity
such parameters as the duty cycle, or possible emergent behavior of a protocol stack,
3) the ability (though not a requirement) to directly benefit from multiple simultaneous
deployments as facilitated by our testbed, and 4) the offline nature of the task, where
additional possible trials imposed by the population size do not have such a strong impact
on users as in the case of the online optimization.
In Chapter 4 we also discuss, compare, and apply a genetic algorithm as one of the
alternative optimizers for searching the optimization state space for the task of network
planning. However, there we primarily use numerical simulations to generate the eval-
uation data. In this chapter we rely on the empirical results. First, we shortly recap
on the algorithm and explain how it is adapted for the CONFab purposes. The genetic
algorithm is a probabilistic metaheuristic search method that repeatedly alters a set of
mathematical objects so that the derived objects earn improved performance as compared
to their parents. In the terminology of the algorithm the objects are individuals that are
typically defined through an array of variables — chromosomes. A set of objects is called
population. Each new population can be also denoted as a generation. Individuals for
a new generation are derived from individuals (their chromosomes) of a prior popula-
tion, using such evolutionary-inspired operations as crossover and mutation. Goodness of
each individual is evaluated according to its fitness value. Better performing individuals
have higher probability to be considered for derivation of the next generation. Genetic
algorithms can be seen as a combination of greedy (crossover, inheritance/selection) and
adventurous (mutation) exploration strategies.
As said for our task the optimization state space is defined by a set of protocol stacks
and their configurations selected by CONFab. We convert this set, first, in the tree-based
representation in its canonical form [209], and then represent this tree as an array of
integers, i.e., move to the parameter-based representation. For the genetic algorithm
these parameters, the members of the array, become the chromosomes of the individuals.
We perform the optimization using the GA realization in the MATLAB Optimization Tool-
box [208], just in our implementation chromosomes can take only integer values to which
the respective parameters values are mapped. We use the default MATLAB settings for
most of the GA parameters, experimenting only with the population sizes, number of elite
members, as well as the percentage of crossovers and mutations. The GA fitness function
is the network utility functional. The initial population is defined randomly.
We have evaluated the application of the genetic algorithm on a small WSN scenario
of network size of eight nodes and random connected network topology. In this evaluation
we did not try investigate stacks that have alternative protocols or components, as they
are discussed in other parts of the chapter. We used a single stack that includes BoXMAC-
2 [202] MAC and MultiHopLQI [210] routing protocols, and a custom application that
sends temperature sensory data at a regular intervals. There are in total seven tunable
parameters in this stack. They affect the number of sensory readings that can be con-
catenated in one packet, which influence the frequency of generation of application-layer
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packets, the duty cycle, the beaconing interval and the timeout for the routing protocol,
MAC’s unicast acknowledgment, the maximum retry limit, and the backoff interval. Each
parameter can take two or three values, resulting in 432 different permutations. This
dataset is a subset of data studied in Chapter 4, Section 4.4. The utility functional that we
consider is based on a normalized combination of power consumption and goodput. The
network utility U is defined as U =min{1,(|1−P/P0|+ ·G)/Umax}, where P network power
consumption, P0 is maximum considered power consumption below which the utility is
non-zero, G denotes goodput and Umax is maximum desirable network utility. Figure 3.9a
displays the cumulative distribution function (CDF) of this utility. The overall results from
running the state space exploration using different setting of the genetic algorithms are
shown in Figure 3.9. As we see, all modifications of the genetic algorithm, even the one
with the population size of two and no-crossover function (see Figure 3.9b), are able to
stably find the best 3% of the solutions (0.5 normalized utility) in less than 108 samples,
that is, 25% of all permutations. The best results are achieved for the larger population
size of 12 individuals with both mutation and crossover operations present. Here the best
3% of the solutions were on average obtained with 48 deployments, that is, about 11%
of the total number of permutations (see Figure 3.9d). These results show that larger
population sizes allow improving the achieved results. However, the drawback of such an
approach is the requirement for a quite significant for our task number of trials/samples
that need to be done before a further exploration decision can be made. This makes
the genetic algorithm less appropriate for cases of online network optimization, as there
users might get annoyed with long sequences of state space trials that are likely to de-
grade momentary network performance. Thus, in Chapter 4 we investigate and modify
another metaheuristic algorithm, simulated annealing, that requires only one sample to
make next optimization decision using empirical data gathered in heterogeneous wireless
networks. However, still, genetic algorithms are likely to be efficient for the online op-
timizations where a relatively long exploration phase is viable. For example, as a future
extension, the proposed GA-based mechanism can be used for centralized run-time WSN
management, where CONFab would be applied to suggest network settings and protocol
stack configurations as part of the run-time performance optimization process. This is a
viable application scenario as WSNs often can tolerate performance degradations caused
by reconfigurations in the periods when the phenomena of interest are unlikely to occur.
Additionally, these networks are typically cooperative, and the delay-tolerance for many
applications is high. Thus, there exist no obstacles to network-wide deployment of a new
configuration, and, if it is not performing well, reversion to the old setup with the re-
sending of the data accumulated during the trial period. The network might also easily
generate test data, and forbid new explorations in case if the likelihood of obtaining of
crucial sensory date increases.
3.3.2.2 Composite Scenarios and New Stacks
CONFab allows for two types of scenario definitions. In the basic case, we do not capture
dynamics in the system behavior, and only state a range of values a certain scenario para-
meter can take. For example, we can define that the application rate changes between
low and high, i.e., AppRate ∈ {low,high}. Such a definition does not provide details on the
expected network behavior. It only allows predicting performance results for a certain
stack based on other deployments. However, CONFab is also capable, albeit in a limited
fashion, of addressing dynamics in scenario behavior, including simple variations in goal
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(b) Results from running the genetic algorithm
with population size of two (one elite member,
no crossover, and one population member under-
goes mutation).
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(c) Results from running the genetic algorithm
with population size of eight (two elite mem-
bers, from the rest 70% of crossovers and 30%
of mutations).
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(d) Results from running the genetic algorithm
with population size of twelve (two elite mem-
ber, from the rest 80% of crossovers and 20% of
mutations).
Figure 3.9: Results of active optimization state space exploration on empirical data with
different settings of the genetic algorithm. Each version of the genetic algorithm was
executed 200 times to obtain average performance results.
statements or monitored changes in the wireless environment (caused, for example, by
the diurnal cycle). This is enabled through sub-scenario definitions that are processed
by the graph-comparison plug-in. This plug-in allows users not only to define a range of
appropriate scenario settings, such as expected application rates or number of deployed
nodes, but also to explicitly state that, e.g., the current scenario comprises 30% of beha-
vior of the scenario A and 70% of the scenario B as illustrated in Figure 3.4.
Such scenario definitions can be exploited for derivation of composite stacks, which
aim at optimizing performance in different scenario conditions and switching between
those, thus facilitating an adaptive behavior. For example, we evaluate in Section 3.4 a
scenario where an application switches between two, high and low, transmission rates.
A user defines this scenario as a combination of the two sub-scenarios that differ in ap-
plication rates. CONFab starts the reasoning process, and first deduces the list of re-
commended stacks for each of the sub-scenarios, duly sorted according to the predicted
performance. The next step is to determine which stacks from these can be combined
together through the introduction of a separate Decision-Making (DM) component. The
decision-making component acts as a decision tree node (basically a collection of if state-
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ments), determining according to the observed operational conditions when each branch
of the component graph should be executed. The stacks are combined based on their
labeled direct graph representations, where vertexes and edges correspond to compon-
ents and their wirings, respectively. The two graphs are compared, and where their
directed paths diverge in the merged version an empty vertex is added, which corres-
ponds to a DM component. To realize this processing we added a plug-in implemented
in R that uses the “graphcomp” package [211]. The output of the plug-in is a new pro-
tocol stack with additional decision-making components. These are either selected from
a pool of interface-compatible alternatives already present in the KB, or in absence of the
appropriate DM component, its desirable characteristics are indicated to the user. In the
latter case a new appropriate DM component has to be implemented, and its description
added to the knowledge base. Clearly the obtained stacks later undergo the same validity
checks in the KB as described above.
In this work we considered two relevant scenarios. For the first scenario with the two
iteratively changing high and low datarates CONFab has suggested to combine the energy
efficient TrawMAC and the reliable BoXMAC-2 MAC functionalities using an additional
decision module (see right part of the Figure 3.4). We could easily realize this sugges-
tion using component-based implementation of these protocols. We found that switching
between the respective MAC functionalities can be triggered by a combination of the re-
transmission count metric and the unicast/broadcast packet indications. Therefore, we
obtained the CompositeMAC protocol. The CTP/CompositeMAC stack turned out to be
the most efficient for our experiments. For the second scenario we considered the setup
where 50% of the traffic is sent to the gateway, and the rest being forwarded to the other
random nodes in the network. For this application the stack with the composite (CTP/S4)
routing and the BoXMAC-2 was considered. For the given network network size and ap-
plication rate the stack did not perform significantly better than the simpler alternatives,
providing a counter example, which shows that the composite behaviors do not always
lead to the improved results. Further these scenarios are discussed in Section 3.4.3.
3.4 Validation and Performance Evaluation
We validated CONFab using the empirical data gathered on the Indriya [146] TelosB [162]
testbed at the National University of Singapore during 700+ hours of experiments (see
Figure 3.10). As stated in Section 3.2.3 we studied three MAC and two routing proto-
cols, considering both their monolithic and component-based implementations. Using the
component-based design we also rapidly prototyped three new protocols employing the
developed MAC and routing components. One of them is the improved version of the S4
routing protocol [160], which displayed significantly better performance then its prede-
cessor. Another is a new effective MAC protocol called CompositeMAC that combines
functionalities of the TrawMAC [212] and the BoXMAC-2, see Section 3.4.3. The third is
an experimental routing protocol that combines functionalities of the S4 and the CTP.
We evaluated the CONFab and the related WSN modules using the settings summar-
ized in Table 3.1a. We altered the duty cycle parameter to all of the protocol stack com-
binations, as well as the option for hardware acknowledgement for the TrawMAC [212] to
show that CONFab can operate on both parameters and components. The available duty
cycles range from 2.2% to 9.9% with a channel sensing time of 11ms. We considered the
scenarios with four different application behaviors and four different network sizes. All
nodes besides a gateway generate traffic with the packet sizes 16 bytes. They are im-
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Figure 3.10: An overview of the Indriya TelosB testbed at the National University of
Singapore [146]. The 127 node testbed is deployed over multiple floors. Experiments are
mostly done on nodes of the floors shown at the left and center parts of the figure.
posed a small random delay to avoid simultaneous generation of application packets. All
the experiments were conducted for a duration of 15–30 minutes, and split into the three
phases. The first third of experiments was dedicated for node bootstrapping and routing
topology setup. Application data was sent during the second part of the experiments.
Finally, in the third part applications no data was generated, and the network traffic was
constituted from unsent packets on nodes’ caches or control messages. The data of the
state of the node and its performance was logged every two seconds, with the reporting of
the send and received packet at different protocol layers was done. Each protocol stack
combination was deployed in a specific scenario for three times. Performance results
were gathered using additional nesC software modules that monitor energy consumption
similarly to the approach suggested in [213]. These results were later in part fed into the
CONFab to build its knowledge base, and in part were used to evaluate framework’s reas-
oning. In the next sections we first present the results on overall CONFab functioning.
Then we show the performance of the specific components and stacks developed as part
of the work on CONFab.
3.4.1 Protocol Stack Composition Using Performance Prediction
We evaluate the protocol stack composition suggested by CONFab for a scenario that is
not already present in the KB. We model it after the habitat monitoring testcase [214] with
the network size of 50 nodes and application datarate of 0.02pkt/s, see Table 3.1b. The
scenario goal is set to provide the high PRR of at least 90%, and maximize the network
lifetime. In order to recommend protocol stack for a particular scenario CONFab, first,
maps the scenario characteristics and requirements into the ontology classes that reflect
protocol-, not user-KPIs. For example, the desirable network lifetime with specification of
the number and the type batter sources is mapped to energy consumption over a specific
time period (for instance 5 minutes). If these inputs are numerical they are discretized
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Evaluated scenario 
variables
Values as specified
by the user and (actually deployed)
{Bursty} U {Low, High, Low-High}   
(0.01 and 0.1 pkt/s)
<30, 30-70, >70
(20, 40, 80)
No pre-defined topology changes
PRR, Power
S4, CTP, S4-CTP Composite
BoxMAC-2, TrawMAC with/without
hardware ACK, CompositeMAC
Link Estimator, Decision Making 
9.9, 4.2, 2.2, 1.1, 0.6
Application data rate 
Number of nodes
Scalability
Optimization goals
Routing protocols
MAC protocols
Components of interest
Duty cycle [%] 
(a) Main scenario characteristics and protocols used
in the evaluation section.
Scenario Parameter Selected (Deployed) 
Values
Bursty–Low 
(0.02 pkt/s)
Lifetime, Reliability
(PRR, Power)
High (translates to PRR)
Low (No changes)
30-70 (50)
80%
C-battery
4
4 Months
None
Application data rate 
 
Optimization goals
Robustness
Scalability
Number of nodes
Application PRR, >
Power source type
Number of power sources
Network lifetime, >
Mobility
(b) Main characteristics of the habitat
monitoring scenario.
Table 3.1: Summary of the main scenario characteristics for Section 3.4. For some para-
meters the tables show both the values as entered by the user, as well as (in brackets)
either their translation to the protocol/scenario settings, or the actual values used during
the evaluation. For example, the desired network lifetime attribute, the number and the
capacity of the battery is translated to the energy consumption metric.
in to the respective qualitative classes to enable CONFab reasoning. Otherwise, if the
inputs are already given as class values (e.g., medium network size with low application
rate) this step is omitted. Then, the framework queries the KB for performance results
in similar deployments, i.e., scenarios with characteristics falling into the same or nearby
classes. In our case, there are records for 40 and 80 node deployments with low and
high application rates of 0.01 and 0.2pkt/s. Combinations of these values relate CONFab
to four different scenarios, which results are queued. Their union are considered to be
solution to the problem. Otherwise, if utility based reasoning is enabled, it combines
and orders the performance results for these scenarios in a weighted manner in order to
obtain more accurate the prediction estimates. Further, the possible solutions are filtered
to fit the scenario constraints, and the respective ordered list of recommendations is
shown to the user. We have introduced the weighted approach, since solely using the
quantitative ontology-based reasoning makes the framework vulnerable to definition of
the quantization class boundaries. However, if these are wisely defined or adjusted on the
scenario specific basis, this modification can be omitted, or used to further improve the
robustness of the solutions.
Figure 3.11a shows the table of protocol stack configurations recommended to the
user that reflects both the expected and the actually obtained performance for these
stacks. The table displays not only the sample protocol stack configurations that are ex-
pected to provide the PRR above 90%, but also some of the stacks, which PRR exceeds
80%. This is done to more fully illustrate the performance of the framework. The table
shows the predicted power consumption and the application level PRR at the suggested
duty cycle values for different protocol stacks during the stable operating regime (after
the network topology and the routing paths have been established). These values are
shown under Stack, DC and Expected PRR and P columns, respectively. The results ob-
tained from actual deployments of the recommended stacks for the given scenario are
shown in the last column in the table. It is worth noting that besides the monolithic com-
bination of protocols, CONFab also suggests the component-based protocol stack, that is,
the CompositeMAC together with CTP. As we see the actual (“real” in the table heading)
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performance metrics for the selected stacks.
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(c) Application packet success ratio of the selected protocol stacks at different duty cycles.
Figure 3.11: Performance estimations by CONFab and the actual deployment results in
the habitat monitoring scenario for selected protocol stack configurations [44].
and the expected performance results differ. However, they follow the same tendency as
predicted by the CONFab, i.e., CTP/CompositeMAC protocol stack with the DC of 4.2%
still outperforms all other alternatives, and out of the monolithic implementations the
CTP/BoxMAC-2 with DC of 4.2% or 9.9% also perform the best as expected. The overall
results obtained from deployments of the recommended stacks, as well as other available
protocol stack combinations for the scenario of interest are summarized in Figures 3.11b
and 3.11c that show the average network power consumption and the application packet
reception ratio. These data confirm that CONFab is able to predict relative the protocol
stack performance with high accuracy. These results also show that the protocol stack
with the highest expected performance has a component-based realization, and includes
the newly suggested CompositeMAC protocol (see Section 3.4.3). At a duty cycle of 4.2%
it outperforms the best monolithic protocols based stack (CTP/BoXMAC-2) by showing
27% improvement in energy efficiency at the same PRR rates of above 90%.
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Figure 3.12: Results showing the behavior of the CTP/BoXMAC-2 stack, considering its
monolithic and component-based implementations [44]. Performance is obtained over
the whole operational period, which includes the stages of the network setup, stable
operation, and when no applications are running, rather packets left in buffers are sent.
3.4.2 Component-based Protocol Implementations
Above we demonstrated that CONFab can successfully operate on protocol stack config-
urations that include both monolithic and component-based protocol stack realizations.
In this section we extend this discussion further by providing selected evaluations of our
component-based protocol implementations. First, we aim to show that the respective
designs lead to performance comparable to monolithic implementations. Second, we dis-
cuss on how component reuse can enhance protocol’s behavior at minimal implementation
overhead.
Figure 3.12 illustrates the first statement, where performance of the monolithic and
component-based protocol stacks CTP/BoXMAC-2 are compared for scenarios with vary-
ing traffic and network sizes. For both stacks the duty cycle parameter is set to 2.2%. As
we see the PRR displayed by these stacks does not vary by more than 4%. The variations
in the per node power consumptions are higher, but in the worst case their averages do
not differ by more than 14%, with the mean difference being less than 10%. The memory
footprints for the monolithic and the component-based implementations are comparable,
and the performance variations are within the expected limits for different implementa-
tions. We have also evaluated the other protocols that were re-implemented using com-
ponents, and the respective results also do not show high deviation from the standard
implementations. Therefore, as was shown by other researchers [165–168] as well, the
price of decomposition can be paid for WSNs.
The next aspect of the discussion is component re-usability. As discussed earlier
for CONFab we need relatively large components that are viable for the service- and
functional-based abstractions, so that autonomous reasoning which aims at protocol stack
composition can effectively utilize these entities. In Section 3.2.4 we have already named
the abstractions and the main components that we consider in the current CONFab onto-
logy. Here we demonstrate a vivid example of benefits of re-usability of our components
for the S4 routing protocol [160]. The standard realization of the S4 uses periodic beacon-
ing, i.e., each node periodically broadcasts ETX metrics of its neighbors to establish bid-
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Figure 3.13: Results showing the behavior of the S4/BoXMAC-2, considering the standard
S4 implementation with the periodic beaconing and its modification with the adaptive Link
Estimator component [44]. Performance is obtained over the whole network operation
period, which includes the stages when the network is setup, operating stably, and when
no applications are running, rather packets left in buffers are sent.
irectional link qualities. Obviously significant bandwidth can be saved if the rate of these
control messages can be adapted based on observed network conditions. The CTP routing
protocol [161] piggybacks the respective metrics to each broadcast transmissions, thus
tying the link quality exchange to the other traffic in a network. This approach, though
possibly causing additional routing delays in cases of highly unstable links, works well
on practice in typical indoor WSN deployments. Therefore, we have substituted the Link
Estimator component of S4 with the one for the CTP. Figure 3.13a shows that for the new
version of the S4 the average power savings of about 50% are achieved for a range of
scenarios with network sizes varying between 20 and 80 nodes and the applications rates
of 0.01 and 0.2pkt/s. The packet reception ratio remains comparable for both variation
of the protocol as evident from Table 3.13b. This table also shows that as the network
size grows the PRR values severely decrease. This is caused, in part, by the absence
of queues in S4, which leads to packets drops under a heavy network load as was also
indicated in [160]. The S4 example clearly indicates that careful interface design en-
forced by the component-based design approach increases re-usability in the system even
for large modules, which may lead, as demonstrated above on the example of the S4, to
considerable performance improvements at a minimal additional implementation costs.
3.4.3 On Composite Functionalities and Component Granularity
In this section we further evaluate the performance enhancement possibilities provided
by the component/service-based design as facilitated by CONFab. We illustrate how the
CONFab plug-in for the graph-based protocol stack comparison can be utilized. We also,
based on discussions in [215] and in Section 3.2, evaluate usability of components of
various granularity for autonomous CONFab reasoning. We consider two case studies. In
the first one we study possible incentives, abstractions and decompositions for combining
the BoxMAC-2 and the TrawMAC protocols into a new CompositeMAC protocol. In the
second case study we define a scenario for CONFab that leads to combination of the S4
and the CTP routing functionalities.
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Figure 3.14: Comparison of BoXMAC-2, TrawMAC and CompositeMAC. Application rate
of 0.2pkt/s is used for a network consisting of 20, 40 and 80 nodes. CTP is used as the
underlying routing protocol. The duty cycle is 2.2% [44].
3.4.3.1 CompositeMAC
The design of TrawMAC [212] suggests its high energy efficiency as compared to such
state-of-the-art protocol as BoxMAC-2 [202]. Our experiments have only partially proved
this statement. Figure 3.14 illustrates that for low application rates, as well as during
the network setup phases TrawMAC is indeed more energy efficient than BoxMAC-2.
Moreover, when network load is small their PRRs are comparable. However, when ap-
plications generate heavier traffic TrawMAC performance drops both with regard to PRR
and power spending, see Figures 3.14c and 3.14d. After studying the protocols in detail
we discovered that, indeed, TrawMAC [212] considerably reduces idle listening and over-
hearing performed by network nodes. However, it also causes deafness of potential re-
ceivers in situations that can be explained by the classical hidden terminal problem. The
TrawMAC sender notifies all overhearing nodes of duration of its transmission forcing
them into sleep. Therefore, in cases of hidden terminals, packets from other senders will
be simply lost as their receivers would be sleeping, and retransmission will be triggered.
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Figure 3.15: Energy consumption per node per successful packet for a network with vari-
able traffic rate [44]. After the topology setup, the application traffic rate is 0.01pkt/s for
a duration of 300s. Later on, the application traffic rate is changed to 0.2pkt/s for 200s.
CTP is used as the routing protocol. The duty cycle used is 2.2%. For low application
rates the PRRs are similar for these protocol stack combinations, so they are not shown.
In reality such behavior is not optimal as receivers can still successfully decode packets
even in the classical hidden terminal cases if the SINR of the relevant signals are high
enough, which is obviously not allowed by the TrawMAC. Therefore, this MAC protocol
is the most useful in very dense close-to-mesh network deployment scenarios with most
nodes hearing each other, or in scenarios when the traffic rates are low enough so that
the deafness situation is overall avoided.
Ideally CONFab should be able to identify situations when protocols, such as Traw-
MAC, performs suboptimally and suggest alternative stack configurations for such opera-
tional contexts. For this three basic questions are to be answered within the system:
• What are the right contexts (subscenarios, observations, their metrics and fre-
quency) to detect possibilities for protocol stack improvement?
• What is the right component granularity to enable efficient stack reconfiguration?
• What are the right scenario models that allow to comprehensively study protocol
stack components and their configurations?
Clearly, each of these questions requires a comprehensive research study by itself, and
CONFab, being only an enabling platform that aims demonstrating feasibility of the semi-
autonomous protocol stack optimization, cannot address them in detail. However, our
system does provide interfaces and structure in order to enable complex solutions tar-
geting these questions. In the current implementation we attend these questions in a
simple manner to demonstrate that appropriate mechanisms can be incorporated into the
framework.
We illustrate these on example of the TrawMAC and BoxMAC-2 MAC protocols. Based
the assumption that we know the behavior of the two MAC protocols, as well as on the
above analysis of TrawMAC, we can opt at development of a new improved MAC protocol
either by going deeply into development or redesign, or by recombining basic function-
alities of existing protocols, which following the component-based design would create
some code/memory footprint overhead, but save development efforts. For the first case
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we cannot use CONFab. For the second we can ask CONFab to combine the a subset of
protocol stacks that use these protocols and obtain a component-graph of a new stack, as
described in Section 3.3.2.2. The resulting component graph consists of a chosen routing
protocol (e.g., CTP), and a dummy decision unit that switches between the TrawMAC and
the BoxMAC-2 behaviors, see Figures 3.4 and 3.16a. The combination of the decision unit
and two MACs can be defined as a new CompositeMAC functionality.
A similar stack recommendation from CONFab would be also obtained in case if we
define a composite scenario, where all application traffic is directed to a single gateway,
and the traffic patterns periodically change between low and high application datarates.
For such a combined scenario will force the system to compare performances in the two
subscenarios with low and high application traffic (see Figure 3.15), which would result in
CONFab trying to combine the respective MAC protocols. Unfortunately, currently CON-
Fab does not consider the problem of scenario decomposition into aspects that might
highlight the difference between protocol behavior conditioned on the set of protocol
considered. Therefore, until a scenario is formulated as a collection of appropriate sub-
scenarios it misses the arising optimization opportunities. For example, current CONFab
does not distinguish between network bootstrapping and stable operation phases, as well
as broadcast and unicast traffic, and, thus, can neither obtain nor analyze data presen-
ted in Figures 3.14b and 3.14c, which provided us hints on decision criteria for switching
between the MAC behaviors. It is an interesting future work to extend CONFab so that the
framework can perform such an analysis. The required modeling could be, for example,
based on the structure and dynamics of network connectivity, sensory events, and the res-
ulting traffic. Care should be taken that such subscenarios (contexts) are not too small (to
avoid combinatorial explosion), and the transition phases and mixtures between the sub-
scenarios provide predictive, not harmfully emergent, behaviors. This task is also closely
related to another future work on more accurate scenario characterization through active
network probing.
The CompositeMAC protocol require efficient merger of the TrawMAC and BoxMAC-2
implementations, and the creation of a functional decision making unit. We found it effi-
cient to switch to the TrawMAC behavior if there is a broadcast message to be transmitted
or a unicast message is sent for the first time. In case of retransmissions the BoxMAC-
2 protocol is used (see Figure 3.16a). Additionally, the decision making unit includes a
wrapper over the two MAC protocols. It defines the shared data fields and structures that
contain sleep schedules of neighboring nodes, and identify which MAC scheme should
be used for a certain packet. The problem of the functionality merger is tightly coupled
with the task of finding right component granularity, which was discussed in Section 3.2
and for which possible quantifiable metrics are provided in [215]. Figure 3.16 shows three
different decompositions and abstractions of CompositeMAC. Figure 3.16c represents the
close-to-implementation level of abstraction, with individual modules having a direct map-
ping to nesC software modules of high granularity. It is typically unproductive for such
system as CONFab to operate on this level of abstraction. The analysis on a large number
of components and their interfaces that have complex, but mostly pre-defined wirings,
“pollutes” and complicates the reasoning rather than opens new valuable configuration
possibilities. Services provided by these components are valuable when reasoning on the
MAC implementations, but there are very few of them (like Neighbor Info) that can be
used for cross-layer protocol stack optimization. Mostly with such an abstraction only a
combined set of components provides meaningful service from the point of view of the
protocol stack composition, which clearly indicates wrong level of granularity for CON-
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Fab’s purposes [215].
From the other side the abstraction in Figure 3.16a that shows the decision logic of
switching between TrawMAC and BOXMAC-2 is appropriate for behavioral (functional)
abstraction, but cannot be used for components representation, as it is simply not de-
tailed enough, and does not reflect on inner organization of the software module. In
Figure 3.16b we show the intermediate abstraction of the CompositeMAC protocol that
we consider to be appropriate for CONFab (with the Neighbor Info module being shown
as an example of an exposed component useful for the cross-layer reuse). This abstraction
has small number of components that possess a limited number of clearly defined inter-
faces, which also maps well to the behavioral representation important for the first stage
of the semi-automated protocol stack design. We used this representation granularity on
define MAC components in the ontology.
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Figure 3.17: Performance of the protocol stack that includes composite routing and Com-
positeMAC as compared to the S4/BoxMAC-2 protocol stack for the scenario, where 50%
of the traffic is directed to the gateway with the rest being addressed to random nodes.
The evaluation results for the CTP/CompositeMAC stack are provided in Figures 3.14
and 3.15. The stack performs very well both in the scenarios with homogeneous and
periodically changing traffic. For these scenarios we see that the performance gains over
the best of the MAC protocols are up to 15% for high traffic rates, see Figure 3.15b. For
many of the evaluation cases considered here, the PRRs rates of the protocol stacks with
three different MAC solutions are very similar, and, therefore, we do not separately show
them. We only display in Figure 3.14d the situation of a heavy traffic load, which results
in different PRRs for the three protocol stacks, with the CTP/CompositeMAC combination
performing better than the CTP/TrawMAC, but slightly worse than the CTP/BoxMAC-2.
Similar reasoning was applied for defining granularity of components for routing. The
resulting choices allowed us to easily consider a modified Link Estimator component for
S4 that led to 50% of performance gains as explained in Section 3.4.2, and combined
routing behaviors of S4 and CTP so that their implementation along with CompositeMAC a
one protocol stack would fit a memory footprint of a TelosB node (see Section 3.4.3.2). We
stress one more time that though the current ontology structure of CONFab is efficient it
reflects only one possible decomposition and representation of a protocol stack. Generally
this ontology-enabled knowledge base can be extended or modified to reflect and reason
on almost any of the existing WSN alternative solutions.
3.4.3.2 Composite Routing
As part of the evaluation of component-based design and CONFab semi-autonomous reas-
oning we considered another scenario that leads to combining of the protocol functional-
ities, namely composite routing. In this scenario 50% of application packets are targeted
to a gateway with the rest sent to other random WSN nodes. This scenario is inspired by
the consideration for a network setup, where nodes besides providing sensory feedback,
and also actively collaborate with each other, e.g., perform data aggregation or share a
sensing schedule. As we saw from Figure 3.13b the performance of the S4 routing pro-
tocol due to lack of a packet buffer quickly degrades as network size grows. From the
other side the CTP routing protocol cannot send packets to multiple hosts. Therefore, the
indicated scenario forces CONFab to recommend a protocol stack that has the joint rout-
ing functionalities. The packets sent to the gateway are forwarded by CTP, otherwise S4
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is used. The corresponding decision tree is shown in Figure 3.17a and the merge of the
routing functionalities is done without re-design and re-implementation of the respective
protocols. The performance of the resulting stack is shown in Figure 3.17 for a scenario
with network size of 20 nodes and variable application rates. We see that for both low
and high application rates the observed performance gains are not significant for such
a small network, as the decreased power consumption is also combined with longer net-
work setup times and lower packet delivery ratio, which is caused by the design flaw
of S4 (absence of buffers). These results indicate that though certain opportunities for
autonomous optimization arise through component recombination by CONFab, provided
performance gains do not always justify increase in the complexity and the additional
implementation efforts. Further, inefficient protocol stack configurations obtained due
component reconfiguration can also significantly increase the optimization state space.
This factor cannot be resolved by such systems as CONFab, but can be mitigated through
aggressive shaping, exploration and reasoning on the respective state spaces. Addition-
ally, one foresees extension of CONFab with functionalities allowing for the framework to
derive statistics of components and stacks performance over a range of operation condi-
tions that would enable a user to make informed decisions which components should be
considered by the framework further on.
3.5 Conclusions
In this chapter, we have presented a framework, called CONFab, that employs ontology-
enabled knowledge base for semi-automatic scenario-specific composition and configura-
tion of network protocol stacks for wireless sensor networks. This optimization problem
is solved based on user-defined goals, prior deployment experiences and expert inputs,
which are conceptualized and related using the ontology. The ontology also captures the
major behavioral and structural aspects of the protocol stack design, thus enabling high-
level reasoning on the corresponding entities recorded in the knowledge base. CONFab
operates both on already predefined protocol stacks, as well as their components such
as protocols or smaller modules. The framework suggests viable “wirings” and config-
uration settings chosen from a pool of alternatives to generate a protocol stack that is
expected to maximally fulfill the user requirements for a given deployment scenario. The
core of CONFab operates using description logic and performs qualitative reasoning. The
framework also allows for modifications of its knowledge base, and supports additional
software plug-ins, which enables extensibility of the system. Our plug-ins allow the frame-
work to learn from its experience, actively explore the optimization state space, employ
utility-based reasoning, utilize composite scenario definitions, and compare and merge
graph-based protocol stack representations.
As part of this work we have also considered the problem of effective decomposition of
protocol stacks into components that provide clearly defined services, manageable inter-
faces, and are suitable to autonomous reasoning. We have identified common high-level
MAC and routing abstractions that, we believe, allow for effective decomposition of pro-
tocol stack functionalities. These were used to eliminate redundancies in protocol stacks,
leading to improved performance and reduced development overhead. We experimented
with the corresponding software implementations of these abstractions, which indeed
confirmed the efficiency of the proposed approach.
The CONFab framework has been extensively evaluated. Besides separate testing
of the suggested plug-ins, extensive performance evaluation studies of 700+hours have
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been conducted on Indriya TelosB testbed for the core of the framework. First, we thor-
oughly studied the performance characteristics of the well-known MAC and routing proto-
cols and their component-based realizations. Then we fedback part of this data to CONFab
to get its recommendation for a range of scenarios, which have proven to be successful.
Our results demonstrate that CONFab is capable of autonomous reasoning on functional
protocol stack composition, and with appropriate plug-in it can automate the whole pro-
cess of searching for a well performing stack in a given deployment scenario. We have
achieved over 37% increases in network lifetimes using a composite component-based
protocol stack obtained with CONFab as compared to the classical layered implementa-
tions without degrading the packet delivery ratio.
In future, we plan to explore and formalize the hierarchical decomposition of a net-
worked system to determine several levels of component granularity and network node
clustering that would improve interfacing and meta-data specification of these compon-
ents. This work would further advance the research on network lifecycle automation, to
which the CONFab framework contributes. For the same purpose we plan to extend our
ontology to capture a networked system in more detail, preferably incorporating several
alternative approaches to network conceptualization. This would truly enable application
of the meta-optimization and lead to such grand visions as Knowledge Plane and Cognitive
Wireless Networking.
4State-space Exploration and
Optimization with Metaheuristics
In this chapter we show that metaheuristics are a powerful tool for solving network op-
timization problems with unknown or irregular search state spaces1. We discuss on ad-
vanced metaheuristics, where information on the network is incorporated into the search
to increase its effectiveness. We demonstrate that they can be especially useful for the
overhead-constraint applications such as the online optimization. However, our results
also indicate that for the traditional offline scenarios the investment of efforts in devel-
opment of advanced versions of metaheuristics, though leading to the improved results,
might be less efficient as compared to the efforts directed at more careful formulation of
the problem (e.g., its modeling, decomposition, and simplification of the state space).
We consider network planning and cross-layer optimization problems, and experiment
with the following metaheuristic techniques: a genetic algorithm, simulated annealing,
particle swarm optimization, and a memetic algorithm. We show that these methods
already provide acceptable results when directly applied “out-of-the-box”, i.e., they can
be used “as is” by the wireless researchers that have no prior experience in metaheur-
istics. We demonstrate that they are robust towards poorly defined search state spaces,
especially regarding their size. Additionally, we comment on performance of the par-
ticular search methods with respect to the considered network topologies and utilities,
explaining how the inner organization of metaheuristics influences the obtained results.
We study in detail how the simulated annealing (SA) mechanism can be used for both
offline and online the cross-layer parameter-based optimization in small and medium-
sized wireless sensor and Wi-Fi networks in absence of the relevant context informa-
tion [43, 46, 53–55]. We enhance this method with simple probabilistic models that re-
late the observed performance and the expected impact of changes in protocol paramet-
ers. These models can be trained online or obtained from prior historical data. We also
suggest modifications to the exploration-exploitation strategy of the SA that in the self-
optimization scenarios allows limiting negative user experience during the mechanism’s
training. We evaluate the proposed approach in the Qualnet network simulator, as well as
in real Wi-Fi and WSN testbeds [51]. We show that in the considered scenarios the pro-
posed modifications to the simulated annealing enable faster convergence of the network
configuration to its near-optimum values. The algorithm also enables the re-use of the
trained models in similar networking scenarios. Our experiments strongly indicate that
relatively basic modifications to simulated annealing can provide a considerable boost to
the achieved quality of experience metric of the network.
1In this thesis when discussing metaheuristic search methods, we use interchangeably this
full term, as well as the alternatives “metaheuristics”, “metaheuristic methods, techniques or al-
gorithms”, and “metaheuristic searches”.
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4.1 Introduction
As discussed in Chapter 2, each optimization problem has its own state space. The struc-
ture of that state space coupled with the utility functional dictates which algorithms are
applicable and efficient for the solution of this task. Two main purposes can be persuaded
when analyzing the state space of the problem. First, we may want to methodologically
study (sample) the state space in order to reduce dimensionality of the problem, and ob-
tain valid models of its key features that would lead to considerable simplification the
optimization task, solutions of which would still display acceptable utilities [217, 218].
Second, we might aim at finding the near-optimal solution over this state space without
any, or only secondary, interest in its structure. In this chapter we are primarily con-
cerned with this second task, and apply metaheuristics as one of the most general and
unrestrictive state space search methods.
Metaheuristic techniques are perceived as useful tools for resolving the network op-
timization tasks, which are characterized by the either irregular search spaces with mul-
tiple local extrema, and/or have an unknown, poorly modelable structure. The latter can
be perceived as the black- or gray-box types of problems, which cannot be modeled so
as to result in a reliable solution by the standard optimization approaches. We found
metaheuristics to be a valuable tool for obtaining the first understanding of the prob-
lem and its search state space, which is viable for future modeling. For example, in this
chapter the probabilistic models trained as part of work of the SA indicated strong linear
parameter-KPI dependencies. These were later found to be efficiently captured in form of
the correlation coefficients, which led to the construction of robust models of influence of
dynamics of parameter changes on KPIs [56] (see Chapter 5, Section 5.3). Metaheuristics
are suitable for efficient exploration of large optimization state spaces, which cannot be
efficiently decomposed and approximated (abstracted) using existing information on the
system and its operational environment. These methods are applied to the tasks, where
greedy or exhaustive exploration is not viable.
There exist a significant number of wireless networking problems, where metaheur-
istic techniques could be applied. The examples of such tasks are cellular network plan-
ning problems [219], run-time cross-layer wireless network optimization, especially its
distributed variation [220], scenario- and application- specific network protocol stack
design (see Chapter 3), and joint PHY/MAC online optimizations especially for OFDMA
systems [221]. Large state space of wireless networking problems are especially chal-
lenging in their practical or empirical domain, as there many of the typical modeling
assumptions do not hold [222,223]. Further, in Section 4.2 we shortly survey the related
work on applications of metaheuristic methods to the wireless network problems.
The metaheuristic techniques are not ideal. Though in practice they perform very well
for a wide range of problems, these methods do not provide finite, as opposed to asymp-
totic, convergence boundaries. Therefore, in some cases, metaheuristics can both deliver
poor solutions, and take a long time to converge. Multiple works [21,224] point out that
these methods might need careful tuning to perform the best for a given optimization
problem. In our experience the tuning of the methods’ parameters improved the obtained
results, but also the unmodified versions of the studied metaheuristics mostly performed
well. However, we support and provide the indicative results for the other common opin-
ion, which states that these techniques are invaluable to the initial assessment of the
problem state space.
4.2. Survey of Applications of Metaheuristics in Wireless Networking 67
The classical exploration strategies can be also enhanced with feature detection and
dimensionality reduction mechanisms to improve their convergence rates and/or quality
of achieved results. Often the corresponding dependencies can be successfully stored and
exploited in form of probabilistic models. Probabilistic models are often thought to be par-
ticular suitable for wireless environments due to their stochastic nature. These models
can be either adapted from the similar already solved problems or learned online during
the exploration process. We study the potential of such an approach for online and offline
parameter-based cross-layer optimization. We show that advanced metaheuristics, in our
case the modified versions of simulated annealing, that actively employ network models
and prior data are indeed useful tools for improving efficiency of the search. However,
these methods pay a price of losing the generality typical for the classical search tech-
niques. We consider such fast converging metaheuristics to be viable candidates for the
online applications, i.e., these methods can be applied as part of self-optimization espe-
cially if the context information required for utilization of the classical resource manage-
ment optimization techniques is not available.
In our opinion, a combination of the network planning and cross-layer optimization
problems provides an interesting case study on the applicability of both the basic and
the advanced versions of metaheuristics for network optimization. These problems al-
low demonstrating the behavior of metaheuristics in a number of important situations
encountered when designing and managing networks. The network planning problem,
discussed in Section 4.3, allows investigating the scalability and the robustness of these
methods. The case for online cross-layer optimization, studied un Section 4.4, allows in-
vestigating the convergence rate of the method is more important that the optimality of
the result. Moreover the online and offline considerations of this scenario allows study-
ing how easy it is to modify the search to be problem specific, and how efficient such a
solution can be. Before proceeding further to exploration of metaheuristics in application
to these two optimization problems we provide a short overview of the studied search
methods and their application to wireless networking.
4.2 Survey of Applications of Metaheuristics in Wireless Networking
Heuristics and metaheuristics play an important role in the field of Artificial Intelligence
(AI) [21, 225]. These methods have also found a wide application in wireless network-
ing. For example, they are discussed in the numerous surveys of application of the AI
and machine learning methods for wireless networks [226–231]. In this section we briefly
introduce and further survey applications of these families of techniques, obviously con-
centrating on the metaheuristic methods.
Heuristics can be seen as theoretically unverified/unproven metrics or methods, ba-
sically “rules of thumb”, that in most cases can, but do not guarantee to, rapidly find
a near-optimal solution to a problem. There exist a large range of heuristic searches
for exploration, or finding of a near-optimal solution in state spaces, where application
of classical, e.g., convex optimization techniques is not possible, and utilization of the
exhaustive search is not desirable or feasible [21,225,229]. Compared to classical optim-
ization algorithms, heuristic methods do not impose specific requirements of the relief of
the search, e.g., ask for its convexity. They can be applied on problems that are charac-
terized by both continuous and discrete search space structures. Many of the heuristic
methods, especially the ones of the iterative nature, can avoid local minima and, thus,
search in highly irregular reliefs. Generally well-formulated heuristics yield useful ap-
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proximate solutions to NP-complete problems, such as graph coloring with the DSATUR
heuristic [232]. Properly formulated, they may display hard boundaries on the conver-
gence time, though still they do not guarantee optimality of the result until the problem
follows well-defined structural conditions. In cognitive radio networking and generally
wireless networking different search mechanisms based on heuristics, e.g., variants of
greedy searches [233], have been widely applied [231, 234]. Often machine-learning al-
gorithms are utilized to find good heuristics for the search algorithms [235–237].
In general metaheuristics (as opposed to plain heuristics) can be defined as iterat-
ive high-level processes that guide subordinate heuristics to efficiently converge to high-
quality solutions. Whereas heuristics are typically closely tied to a particular problem at
hand, and cannot readily be generalized beyond their domain of applicability, metaheur-
istics provide general computational prescriptions that can be applied to a wide variety
of optimization problems. Similar to heuristics, metaheuristics are approximate and usu-
ally non-deterministic methods that provide little or no guarantee of convergence to the
optimal solution, or even a good enough local optima. However, as said, metaheuristic
search methods usually yield in practice excellent results and have accordingly become
popular in solving hard optimization problems that cannot be solved otherwise. Well-
known examples of successful application of metaheuristics to non-networking problems
are the embedded system design [13,20], and the printer circuit board automatic compo-
nent allocation [238].
As with many other AI methods heuristics and metaheuristics may evolve online to
improve results of the search [239–241]. Often such approaches are named as advanced
or hybrid methods. The same terminology is used to define other modifications of the
classical search techniques. For example, advanced metaheuristics can also make use of
domain-specific knowledge in the form of previous search experiences (embodied in some
form of memory) to guide the search. Advanced methods may also include components
of other metaheuristics, or exchange information with each other. They are often used as
parts of hybrid solutions to improve the search in the particular area of interest [242]. For
example, a combination of particle swarm optimization and simulated annealing is used
improve network coverage as part of the dynamic network planning problem in [243]. The
term “hybrid” is also employed when metaheuristics and machine-learning methods are
combined together. Metaheuristics and machine learning share a lot in common [244].
Machine-learning models incorporated inside a metaheuristic search can sometimes be
extracted and re-used to direct another optimization search. Similarly, good heuristics
can significantly improve the convergence rate and quality of models produced by ma-
chine learning [245, 246]. For example, Pendharkar used genetic algorithms to train
neural networks that can predict customer churn in cellular systems [247]. Similarly,
hybrid metaheuristics to train neural networks for channel prediction in application to
the MIMO scenarios have been proposed as well [248]. A large part of work presented in
this chapter deals with advanced or hybrid metaheuristics. Further, we briefly describe
several popular metaheuristic methods, majority of which are used as part of the com-
parative “out-of-box” evaluation in Section 4.3. In Table 4.1 some applications of these
methods in wireless networking, including sensor, cognitive and ad-hoc domains, with
sample references are given.
Genetic algorithms (GA) [275] are, probably, the most well known representatives
of the family of the evolutionary methods, which mimic the process of natural evolu-
tion. A genetic algorithm typically operates on parameter-based representation of the
optimization state space with imposed additional constraints. It relies on strings of chro-
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Table 4.1: Popular metaheuristic methods and their applications.
Metaheuristics Applications and references
Network
planning
Routing and
localization
Cross-
layer op-
timization
PHY, online
multicarrier
transceiver
configura-
tion
DSA and
spectrum
manage-
ment
Evolutionary
methods
[249–253] [249,250] [254,255] [256,257] [258]
Swarm intelligence [259–262] [262–267] [268] [269] [258]
Local neighborhood
search
[270–272] [259,273] [46] [273] [274]
mosomes with each of them encoding one candidate solution to the problem, so called
individual. Individuals form a population on which operations inspired by biological pro-
cesses are conducted. These are inheritance, selection, crossover, and mutation. Each
individual is assessed according to its fitness function, i.e., a utility functional. Bases
this assessment the individual as a whole (elite individual) or its chromosomes participate
into formation of a new population (generation). This process of evaluation of individu-
als and their evolutionary-inspired adaptation for a new population is repeated multiple
times, which typically leads to gradual improvement of the solution quality. One of the
popular criteria for algorithm termination is the absence of significant performance im-
provement of new solutions as compared to the one already found for a preset number
of generations. Another common criterion is a maximum number of generations reached.
Genetic algorithms are very flexible. They have a number of tunable parameters, as well
as possibilities for adaptation of its basic mechanisms, e.g., providing possibilities for
incorporation of machine learning models. Wide applicability and good performance of
genetic algorithms led to the development of genetic programming, where tree-like rep-
resentations of the state-space are explored, which gives possibility of the search space
structuring in more program-like (if-then) manner. Graph form state representations are
used in evolutionary programming. A mixture of both linear chromosomes and trees is
explored in gene expression programming.
Genetic algorithms and other evolutionary computing methods have been widely ap-
plied in the domain of cognitive wireless networking and generally wireless networking.
The survey by Kampstra et al. provides a review on applications of evolutionary tech-
niques to the field of telecommunications in general, structuring it after the application
problems, which range from network planning to dimensioning, routing, and dynamic
spectrum access/frequency assignment [249]. Memetic methods are a family of hybrid
metaheuristics that use genetic or other evolutionary methods for the global search and
another technique for the local utility improvement [276]. The stages of global and local
searches alternate. Memetic algorithms have seen applications to wireless sensor net-
working [252, 253], as well as cognitive radios [257]. Additional sample applications of
genetic and memetic algorithms can be found in Table 4.1.
Particle swarm optimization (PSO) is a popular metaheuristic search technique that
belongs to the class of swarm intelligence methods [277]. The algorithm mimics social
behavior of large gatherings of animals or birds, where behavior of an individual (a po-
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tential solution, a particle) is influenced by other individuals already residing at better
positions. The PSO, similarly to genetic algorithms, relies on multiple copies of potential
solutions, i.e., it forms a population to avoid being stuck in local minima. However, in-
stead of relying on the crossover or the mutation operations, the PSO particles (individual
potential solutions) operate on their own best known positions in the search space, as well
as on the the entire swarm’s best known position in order to probabilistically decide on
the “speed” and “direction” of their further “movement” in the state space. This iterative
search method has been a successfully applied to many research problems. However, as
for many metaheuristics, its performance is dependent of the initial choice of parameters.
Like for the other techniques discussed in this section, there also exist multiple variations
of this basic metaheuristic.
Ant colony optimization is another metaheuristic belonging to the class of swarm in-
telligence methods [278]. It is inspired by the behavior of ants in finding their paths from
the colony to the food sources. The algorithm avoids getting stuck in local minima by
using multiple ants (or agents) to traverse the solution space and find locally productive
areas. Ant colony optimization is particularly useful in solving tasks where no global or
up-to-date perspective can be obtained, and therefore the other, in general more effective
methods cannot be applied. It outperforms simulated annealing, tabu search and genetic
algorithms in dynamic environments, as it can adapt continuously to the changes in real
time. The swarm intelligence methods have been especially popular in application to
wireless sensor networking [262] and ad-hoc routing [264–266].
Simulated annealing (SA) [279] is one of the oldest probabilistic metaheuristics that
can be loosely described as a process of heating and controlled cooling process of a metal,
i.e. annealing, which aims to improve its quality by affecting its microstructure. This
mechanism belongs to the class of local neighborhood searches [280]. Simulated anneal-
ing can be viewed as a subset of genetic algorithms with only one generation present,
which undergoes continuous mutations. However, in contrary to the genetic algorithm
the simulated annealing introduces the concepts of temperature and reheating. The tem-
perature controls the processes of adaptation of configuration parameters (“genes”, “elec-
trons in an atom”) that define the optimization state space of a problem. The higher is
the temperature the more actively gene values are changing, and the “further” in terms
of considered distance metrics from each other they can get. When the temperature
drops, as a result of the cooling process, very few of the parameters can change, and
these changes would not be any more so significant. Therefore, when temperature is high
the optimization state space is searched aggressively, and when it drops primarily the
local neighborhood of the best solution obtained so far is searched. If the temperature
decreases below a certain threshold the search stops. The mechanism probabilistically
accepts newly found solutions, which allows the system to move consistently toward lower
energy states, yet still jump out of local minima. The probability of acceptance in the clas-
sical version of the simulated annealing depends on both the current temperature value,
as well as the degree of change between the old and new utility values. The algorithm also
foresees the mechanisms of reheating, where the temperature can be raised again, which
also allows escaping local minima. Simulated annealing allows the flexible definition of
the function of temperature cooling that is typically dependent on the number of search
iterations or the performance improvement. Another specific of simulated annealing is
that this mechanism makes decisions based only on a single sample of the explored state
space, which can be especially useful for situations when long exploration phases may
have significant negative performance impacts, e.g., in cases of run-time optimization
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with active users. As in the rest of the chapter we extensively experiment with this me-
taheuristic, we provide the outline of this algorithm in Appendix C, which also illustrates
the simplicity of this technique.
Tabu search [281] is another example of the local search metaheuristics. This al-
gorithm uses memory structures, tabu-lists, forbidding the use of certain values in the
search. Typically formation of the tabu-lists is based on the search history. One example
of a prohibitive rule is a tabu imposed on visiting the parts of the state spaces that were
traversed very recently. Tabu lists containing the prohibited values are very effective,
though a very good solution that just happens to be forbidden might be missed. To over-
come this problem aspiration criteria are often introduced. They allow to override the
tabu state of a certain solution and include it in the allowed set. Tabu search algorithms
vary primarily by the way in which the tabu and the aspiration criteria are defined.
Simulated annealing has been successfully applied to similar problems as other meta-
heuristics. These include parameter-based cross-layer optimization [46], power control
[282], localization [273], and network/radio resource planning [271,272]. Tabu search
was used, for example, to perform clustering in wireless sensor networks [283], or solve
WSN network planning tasks [260, 270]. For all these problem domains repeatedly the
questions are raised concerning the randomness of the solution, i.e., how similar would
be the delivered results after running the metaheuristic multiple times, what is the desir-
able number of search iterations, and if there are other less heuristic alternatives exist.
The family of metaheuristic searches is a very powerful tool that can be applied to a
very wide range of problems. They are especially popular for all forms of the network
planning problems and the corresponding parameter optimizations (e.g., location, power,
frequency, association). The strength of these methods is that they are likely to find a
good result in sufficiently high number of iterations even when nothing about the prob-
lem, and the corresponding utility behavior on its search space is known. However, when
the structure of the problem gets better understood these become not the most optimal
tools. The discovery of the structure of the problem often allows to alter the optimization
process, e.g., to effectively decompose it or shrink the search state space. This leads to
the increase in the convergence rate without significant degradation of the quality of the
solution provided. Modeling of the problem also allows for simpler heuristics to be ap-
plied. Furthermore, with sufficient approximations the classical optimization techniques
can be used [284], which leads to provably optimal optimization decisions (subject to the
accuracy of the approximations employed, of course) that can be obtained very fast. Al-
ternatively, machine-learning methods can be applied to derive robust reflex optimization
algorithms, which are especially useful for the online optimization.
4.3 Exploring Metaheuristics on Example of Network Planning
In this section we aim to demonstrate that out-of-the-box applications of metaheuristic
techniques indeed result in close-to-optimum solutions, sometimes, at a price of long con-
vergence times. For our study we consider a simplified network planning problem. We
experiment with the genetic algorithm (GA), the participle swarm optimization (PSO),
the memetic algorithm (MEM), and the simulated annealing (SA). For the first three
methods we use existing realizations in R packages rgenoud [285], hydroPSO [286] and
Rmalchains [287], respectively. Simulated annealing is realized as described in Ap-
pendix C. Our comparison aims at providing additional evidences for applicability of
these search methods for solution of network optimization tasks. We also comment of
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the likely cause of the difference in the performance of these methods depending on the
particular optimization task formulation. Further we shortly introduce the formulation
the network planning optimization task, describe the considered scenarios, and provide
the basic settings of the metaheuristic techniques. After that we present and discuss the
results of our work.
4.3.1 Scenario and Metaheuristcs Settings
In the network planning scenario we distribute a population of users over a certain area
that continuously download data utilizing all available throughput, i.e., they saturate their
links. The goal of the optimization task is to determine the number, the location, and the
power settings of femto base stations (or access points) that would maximize the utility
of a network. All nodes are sharing the same operational frequency range. We employ
the Xia-Bertoni propagation model [288], and consider a number of alternative utility
functions, user node distributions, and two network performance metrics to demonstrate
how metaheuristics perform on quite different optimization state spaces.
Network performance is established using either Shannon capacity limit, or LTE-like
mapping of SINR values to MAC throughput using the coding and datarate as described
in [289]. Throughput of users is combined according one of the three utility functions.
In the first we obtain the mean network performance. The second utility considerers
performance received by the 5% of the users that experience the worst quality of service.
This utility is similar to the max-min fairness, but in our case we consider not the worst
user rather the worst N users to avoid the situation, when one poorly placed node severely
effects the optimization of the whole network. The third utility is a weighted sum of the
first two utilities with 99% of the contribution being from the poorly performing nodes.
For assessment of performance results we use utility values normalized over the maximum
obtained during all the evaluations runs in a given scenario.
We consider three different user location distributions after the Poisson and the SSI
(Simple Sequential Inhibition) point processes. There are approximately 50–450 users
allocated on the areas ranging from 50×50m2 to 1000×1000m2. Each metaheuristic runs
for 1,000,000 evaluations. The population size for the genetic, the particle swarm optim-
ization, and the memetic algorithms are 300 genes/particles. The simulated annealing
experiences reheating every 50000 iterations. By default all the algorithms operate on
real numbers. For the genetic algorithm we also experiment with the version defined on
integers. For the PSO, the GA and the MEM algorithms we use the default parameter
setting provided by the R packages. For the SA the significant parameter of the explora-
tion rate of the search dimension at the maximum temperature is set to follow the normal
distribution with zero mean and the standard deviation being 8% from the maximum co-
ordinate setting and 15% from the maximum power setting.
The array of optimized variables that define the dimensionality of the optimization
state space, also called as a gene or a particle for specific metaheuristics, is organized
as follows. First, we choose the maximum number of femtocell (alternatively refereed to
as access points (APs)) to be placed. This number N can vary between 5 to 40. Each
access point is defined by three variables, which are its X and Y coordinates, and the
power settings. Therefore, the size of the array, the number of state space dimensions,
is 3 ·N. The gene sequence is orders by as follows. First, we place X coordinates for all
the stations, followed by all the Y coordinated, and N power variables defining transmit
power of each of the station. The transmit power can vary from -120dBm to 23dBm,
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where the number of the transmission power levels a femtocell can choose from is limited
to 2, 7, 10, or 48. The lowest power level of -120dBm indicates that the femto station
is off, it does not have clients, and, therefore, does not need to be included in the final
solution. The other transmission powers vary from 0dBm to 23dBm.
By altering of the number of stations N, and the granularity of the power settings,
we adjust the size of the state space to be searched. In the smallest case when we are
considering only 5 APs with two, on or off, transmission power levels deployed over the
area of 2500m2 with one meter placement granularity, we are already facing the state
space of size 3.125 · 1010. Clearly, the size of the state space influences the quality of
the solution found and the convergence time of metaheuristics. A metaheuristic search
would converge fast on a small state space, but this state space just might not include
the optimal solution. On the other hand on a very large state space the optimal or near-
optimal solution might not be found. In the next subsection, along with other results, we
illustrate this tradeoff between the size and granularity of the state space.
4.3.2 Evaluation Results
We continue with the comparison of results obtained when running alternative out-of-the-
box implementations of metaheuristic searches. Figure 4.1 shows the graphical notation
as well as lists the different scenario settings for which the simulations have been conduc-
ted. Figure 4.2 gives a representative example of the evaluation results for the different
metaheuristic optimizers and for the different state space sizes. Due to the large number
and complexity of the scenarios it is naturally difficult to draw conclusions that would
hold for all of the planning problems considered. Nevertheless, several important trends
can be identified, and a number of individual observations made on how the different
metaheuristics, state space choices, and utility function selections interact. As a general
conclusions, the genetic algorithm with both integer or floating point based operations
provide the most stability. Over all scenario permutations it shows on average the best
performance. The memetic algorithm performs typically well on small state spaces with
the uniform distribution of clients, especially if the Shannon mean capacity utility is used.
This is clearly because the problem structure for these scenarios is more smooth locally,
which can be exploited by the local search component of the memetic algorithm. The
particle swarm optimization performs stably on the smaller state spaces, and tends to
degrade with the increase of dimensionality. We believe that this is due the suboptimal
version of this algorithm for the given problem (called SPSO [290]) and the utilized rate
of the mixture of the local and the global particle information. The same figures, as well
as the overall results, show that the simulated annealing on average shows good perform-
ance, especially on the state spaces with small number of power levels. It often converges
very fast and performs similar to the other more complex metaheuristics. We believe that
though this algorithm is less sophisticated then the others and cannot benefit from joint
particle/gene intelligence, it gains an advantage from its simplicity. Its rather transparent
structure allowed us to quickly implement it, and tune its few parameters (number of it-
erations per reheating and the state space exploration rate) to suit the given optimization
problem. It is also the most memory efficient method.
We also see that the convergence rates are significantly impacted by the choice of
the utility function involved, as well as the performance metrics/models used (see Fig-
ures 4.2). The mean Shannon capacity metric results typically in slower convergence
except in the case of the memetic algorithm due to the reasons discussed above. This is
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Figure 4.2: One of the extreme examples, showing a small Poisson population deployment.
The network planning is carried out using the Shannon capacity based utility metrics.
probably due to more irregular relief of the Shannon based search state space as com-
pared to the one induced by the MAC performance metric. The latter, due to the introduc-
tion of modulation and coding effects on the SINR values, discretizes the utility function
values, and also makes the marginal utilities non-concave. This leads to less variability in
the search relief, thus leading to increased convergence rates of all studied metaheurist-
ics. This effect is especially prominent for the mean utility function.
The differences in arising problem structure between the cases of mean capacity,
the 5th percentile, and the combined utility are illustrated in Figure 4.3. Figures 4.3a-e
show the utilities for the evaluations performed by the genetic algorithm on the three
different utilities using the Shannon and the MAC performance models for the heavily
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Figure 4.3: Sample influence of the utility, the performance model (metric), and the node
deployment on the optimization process. Utilities are normalized to a comparable range.
clustered node deployment. We observe a strong difference between the mean and the
5th percentile utilities for the MAC model. In the first case the evaluation results are
spread over the whole landscape with only very limited amount of structure being present
(additional two lines besides the maximum). For the latter utility all evaluation results
are located in several very narrow regions, which on the Figure almost look like lines.
The combined utility results in the search with evaluations appear as diffused lines, due
to the heavy component of the 5th percentile. Figures 4.3a-b illustrating the impact of
utilities on the Shannon model indicate that in this case the contribution of the state
space structure from the model is stronger than from the utilities. Figures 4.3e,f also
illustrate how the node deployment model, as well as the size of the state space affect
the evaluation process. If we compare the number of “lines” (clusters) between those two
figures we observe that in the case of uniform node deployment there are fewer clusters
with the one corresponding to the best performance being at larger distance from the rest,
indicating that this problem is more difficult to search and additional adjustment of the
algorithms is required. We made a conclusion on the influence of the number of clusters
on the results obtained by the metaheuristics based on other observations made for the
tasks with the same utility/performance model assumptions. The above conclusions also
hold for other simulated scenarios for which illustrations are not given. As Figure 4.3f
shows with increasing of the state space, i.e. increasing complexity of the problem, the
number of clusters decreases. The discovery of the structure of the state space of an
optimization problem can be utilized to adjust the behavior of metaheuristics in terms of
exploratory jumps, i.e., parameters of the local and global searches.
In Figure 4.4 a comparison of the performance of particle swarm optimization and
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Figure 4.4: Performance of particle swarm optimization and simulated annealing al-
gorithms over the logarithmic form of utilities over the uniform and the clustered user
node deployments for the modulation/coding performance metric. The 5th percentile
and the combined utilities are compared at 1,000,000 evaluations. The maximal abso-
lute utility values that are guaranteed for each user for the combinations presented in the
table are {14.2, 7, 19,14} Mbps for {combined/uniform, 5th/uniform, combined/clustered,
5th/clustered} utility/deployment scenarios. Results from two sample runs of the al-
gorithms are shown to illustrate the possible diversity of the performance.
simulated annealing algorithms over the logarithmic form of utilities over the uniform
and the clustered user node deployments for the modulation/coding performance metric
is shown. From the results it is clear that just having the 5th percentile as the utility is
very challenging for all the optimizers. The combined utility function enables the search
to converge to significantly higher levels of the utility more often especially at smaller
state space dimensionality. Moreover, the absolute performance results if we consider
the five percent of users obtaining the worst service are mostly higher, sometimes as
much as twice, for the combined utility as opposed to the 5th percentile metric. This dif-
ference is again induced by the relief of the search state space. The 5th percentile utility
flattens the relief making it difficult for the metaheuristics to advance. The combined util-
ity while having a strong 5th percentile component does not flatten the search state space
by incorporating a contribution from the mean utility. The metaheuristics can regularly
advance, which leads to ultimately better results.
Most metaheuristics converge within the prescribed maximum number of iterations
on appropriate utility function coupled with the right performance metric and the search
state space dimensionality. In the case of careful problem formulation many methods con-
verge even in time of few hundreds of thousands of iterations (see Figures 4.2 and 4.5).
However, even on the extremely suboptimal formulations (e.g., in terms of large state
spaces) metaheuristics provided the acceptable results, though at the price of multiple
re-runs. Generally we observed that that it might be often advantageous to run multiple
problem instances either sequentially or in parallel for shorter times, rather than indi-
vidual runs over very long time spans. This is clearly due to the probabilistic nature of
the metaheuristics involved.
Figure 4.5 illustrates the structure of the solutions obtained from the metaheuristics
for different optimization state spaces, employed performance metrics, and utilities. One
can observe the clear changes between the initial stages of the search and the ultimate
results obtained. Overall, for the scenario of 1km2 heavily clustered node placements,
the deployments are remarkably similar for the different variations of the utility functions
used. This indicated that the structure of the state space is heavily influenced by the
node deployment structure, which suppresses the influence of other optimization task
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Figure 4.5: Example deployment / power allocation solutions found over the range of
the optimization state spaces, employed performance metrics, and utilities. The sample
results obtained by different (PSO, SA, and float-based GA) metaheuristics are displayed.
factors, such the utility formulation. In particular, the results obtained using the simple
assumption of the Shannon capacity are quite similar to the more complex case of realistic
modulation and coding effects being included. We also see that results for the very large
state space (with large number of power levels available combined with large AP counts)
are similar to the ones with smaller state spaces. Therefore, if a certain scenario is
known to have a strongly featured search relief then both simpler utility functions, as
well as underlying system models (that influence the performance metrics used) can be
employed. Overall such scenarios tolerate more “sloppy” optimization task formulation.
Observing the results of Figure 4.5 in more details, we do notice subtle differences. If
we consider the secondary goal of minimization of the number of deployed APs to lower
the fixed costs then the deployment on the low-right panel with only 3 APs used is the
best. However, this requires transmission power adjustment. This functionality may also
incur additional costs. Otherwise with the default power level four nodes need to be
deployed. Thus Figure 4.5 illustrates a typical question of the justification of additional
technology investment (flexible power settings) considering the potential savings. The
obtained results also return us to the discussion in Chapter 2 on appropriate optimization
task formulation, which, e.g., takes into the account the goals of economical feasibility,
which might get translated in the restriction on the available solution techniques. In gen-
eral we have found that it is highly beneficial to use small amount of initial exploration of
the state space for basic metaheuristics parameter tuning, as well as to sometime refor-
mulate the original task (e.g., introduce the combined utility in our case) to improve the
convergence. These results highlight further the interrelationship discussed in Chapter 2
between the problem formulation in terms of utilities, models, and the optimizer used.
78 4. State-space Exploration and Optimization with Metaheuristics
4.4 Parameter-based Cross-layer Optimization and
Hybrid Simulated Annealing with Probabilistic Models
In this section we discuss the problem of deriving an efficient advanced metaheuristic
method for a specific networking problem [43, 46, 54, 55]. We consider the parameter-
based cross-layer optimization task that can be solved both offline and at runtime. The
online cross-layer optimization contributes the network self-optimization process. For
metaheuristics we study simulated annealing as it is quite a simple method and, there-
fore, its modifications are easy to follow. We aim to realize such a hybrid version of the
chosen metaheuristic search that converges to the sufficiently good solution significantly
faster than the classical version of this algorithm. We explore how the exploitation of
probabilistic models as part of the metaheuristic can help achieving the stated goal. For
models we consider probabilistic relations between the utility values, which are a func-
tion of observed KPIs and the parameter configuration of multiple protocols across the
stack. We explore models of various complexity ranging from considerations for empir-
ical probabilities of increasing the utility, to parameter-utility correlation coefficients, and
Bayesian graphical models. We also consider the influence of more generic and simple
modifications to the simulated annealing, such as the dynamic adjustment of the reheat-
ing behavior, or the consideration for the ideally desirable utility values as part of the
cooling schedule.
We test the variants of the considered metaheuristics in small ad-hoc, and multi-access
scenarios setup in Qualnet network simulator [291]. We also deploy and compare these
algorithms in the real Wi-Fi and WSN testbeds, and study the behavior of the versions of
the algorithm on the empirical data both during the offline and the online optimization.
Further in this section we shortly describe the system model and the assumption taken,
as well as the considered scenarios. We recap on the simulated annealing algorithm
and point out the places of its possible modification. We then discuss the considered
probability models. Finally, we evaluate the resulting versions of advanced simulated
annealing on the specific scenarios, considering both the effects of introduction of the
probabilistic models, as well as simple adjustments to the basic algorithm.
4.4.1 Properties of the Considered Cross-layer Optimization Task
The cross-layer optimization task can be seen as a autonomic feedback control loop [148],
with a metaheuristic optimizer acting as an intelligent agent [21,46]. The general case of
the cross-layer optimization is illustrated in Figure 4.6. The sensory inputs to the system
are measured KPIs, or attributes, that serve as variables of a utility function that is used to
estimate performance of a network. The actuators are parameters of protocols composing
a network stack. Therefore, we deal with the utility maximization task, with the search
state space of this optimization problem being a multi-dimensional landscape where each
dimension corresponds to one adjustable protocol parameter. Each parameter may take
a fixed number of predefined states or values.
We assume that there is no prior knowledge on the influence of parameter settings to
attribute values. In other words network context information, such as topology or inter-
ference conditions, are unknown. Therefore, the model of utility-KPI-parameter relations
has to be learned as part of the execution of the simulated annealing based optimization.
In this work we do not learn the structure of the model, but rather the probabilistic re-
lations between the variables of the model. We also explore the impact of exploitation of
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Figure 4.6: Overview of the general cross-layer optimization scenario for TCP/IP based
wireless networks.
the pre-trained models in the hybrid simulated annealing methods, but this is a comple-
mentary, not the major, part of the work.
Furthermore, for simplicity we take a centralized view on the problem and concen-
trate only on “vertical” cross-layer optimization [40]. In other words, all inputs to the
nodes are known to the decision making entity, and there is a centralized control over all
nodes in a network. All the nodes share a single utility function, which all the participants
contribute to and strive to maximize. Moreover, unless stated otherwise, we assume that
all relevant nodes use the same parameter values. In future our work can be easily ex-
tended to include “horizontal” or inter-node optimization as well, but then obtaining of
the exhaustive state space evaluation as the ultimate solution comparison point would
be unrealistic. We also simplify the optimization problem by considering only simultan-
eous changes to protocol parameters, though, obviously, in reality these adjustments can
be done at different rates. For example, switching between different access points or
networks is likely to take longer than the change of a single MAC parameter. Such con-
siderations will lead to more effective run-time optimization than the results shown below,
and can be employed for the future extension of this work. We believe that in spite of the
heavy simplifying assumptions discussed above our formulation of the cross-layer optim-
ization problem is still relevant, and can serve as a viable case study for experimentation
with metaheuristics.
The task of network optimization from a protocol stack configuration perspective car-
ries the following specifics. First, there typically exists a definite starting point of search
– the default settings of the parameters of the protocols that form the stack. This state
in the search space usually already provides the above average utility in standard op-
erational conditions. However, the default settings can lead to low utilities in cases of
abnormal network behavior, which could be caused by a change in network topology,
drastic increases in network load, or interference. The activation of the metaheuristic
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search can lead to learning of such protocol parameter settings that result in significant
performance increase. However, this process also carries a danger of decreasing system
performance during the exploration phase without providing any guarantees that the util-
ity gets improved in a reasonable time frame. This discussion is especially relevant if such
an optimization is executed online with active users being present in a network.
Second, a self-optimization process to which the cross-layer optimization belongs has
two search phases: static and runtime. The static configuration stage can be regarded as
a result of long-term learning, i.e., the optimizer has a long history of network perform-
ance, it can observe and experiment with network settings for a long time without the
need to keep high average utility during the training period. This stage can take place
at times of low network load, e.g., during night times or at the stages of pre-deployment
network testing. The static optimization allows obtaining the best network settings for a
selected range of operational conditions at a cost of the system not being fully available
for the exploitation. Such an approach may miss studying some traffic patterns and/or
operational conditions that would occur when the system gets exploited for real, which
might also lead to suboptimal network configuration.
The runtime optimization has more constraints. Here the average utility values must
be kept high for user satisfaction. This requirement, basically, results in short exploration
phases for the optimizer. For the same reason the system must react fast to changing
network conditions (utility drops), which again leads to short periods of learning (explor-
ation, reheating). Additionally, a network might encounter better operational conditions,
for which a certain change in protocol settings would lead to significant utility increase.
Such opportunities should be recognized by the optimization algorithm.
Ideally, a network optimization process incorporates both of the offline and online
search phases. First a static training is conducted, for example, to limit the number of
possible parameter set permutations and determine the default settings. Then the online
optimization process is continuously running as a background process on the working
system adjusting network settings if required. In our work we consider these two search
phases as separate scenarios, with the offline explorations being primarily conducted for
the WSN case study.
4.4.2 Versions of Hybrid Simulated Annealing
As said, the simulated annealing algorithm is a popular metaheuristic method that is
known to be effective for “black box” type of problems [279]. We have chosen this tech-
nique as a case study, first, for its simplicity. It is quite easy to introduce a modification
and track the effect of changes on this method. If proven to be successful the correspond-
ing adjustments can be introduced to other metaheuristics, while already having an un-
derstanding of possible impact of the changes. Second, the SA potentially allows the use
of a smaller number of evaluations, compared to, for example, genetic algorithms [292]
that employ parallel searches to fill in the candidate population. This can be important for
the online application. Simulated annealing has also been shown to have good asymptotic
convergence properties. The pseudocode of this method is given in Appendix C.
4.4.2.1 Problem-specific Modifications
During our test runs we have been observing that the faster a stable near-optimum solu-
tion is achieved, the more likely the SA tries for other, significantly worse parameter com-
binations. This is due to the impact of the temperature factor that opts for highly varying
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parameter sets at early stages. Therefore, in addition to considerations for the actual
temperature and the dynamics of utility changes, we introduced an option of specifying
a desired, ideal, utility value. The knowledge of the ideal utility allows to the optimality
gap, and, based on this value alter both the probability of jumping to a newly discovered
state, and the dynamics of the temperature decrease. The latter is especially useful in the
online scenarios, where it is often feasible to stop the search as soon as a near-optimum
solution is found in order not to disturb the user with further re-configurations. Surpris-
ingly enough we observed that often it is the knowledge of the ideal utility and its heavy
exploitation in the metaheuristic that brings higher gains than usage of sophisticated
probabilistic models.
In order to overcome short-time variations in utility, introduced by fluctuations of the
operational environment, we apply a system of two sliding windows to pre-process or
smooth the measured data points. The sliding windows track if the variance of the utility
values has stabilized. The first window smoothes a small number of data points, in order
mitigate the short term performance fluctuations. Its output serves as an input for the
second sliding window., which estimates when the network behavior becomes stable after
re-configuration. For the online application the utility is continuously monitored. If the
system notices a sudden drop in utility that cannot be contributed to short-time variances,
but indicates a change in the network context, the SA is probabilistically restarted with
a reheating temperature proportional to the utility drop. A static memory of the best
parameter values discovered over time is used to boost up the algorithms performance
by letting it first try those combinations. However, if these parameter settings perform
far from the expectations, the used probabilistic model is nulled. The learning starts
anew, as we suppose that the operational context has considerably changed, and the
earlier model is not applicable anymore. Additional temperature thresholds are defined
for the regular reheating phases, which are aimed at a limited additional exploration of
the search space and detection of improved networking conditions. The reheatings are
scheduled in periodicity and duration to minimally disrupt the users. Obviously, such
rather conservative exploration strategy for the online scenarios delays finding of the
optimal solution, but, as we observe, it limits the negative experience of the user caused
by poorly performing network settings. Additionally, the default protocol settings that are
always pre-defined in any OS introduce the baseline and the starting point for the search.
We can always revert to these settings in the case if the search is unsuccessful.
4.4.3 Considered Probabilistic Models
Classical metaheuristic search methods, including simulated annealing, do not include
learning. For example, SA can store the states with best utilities, but cannot deduce from
them the most promising directions of search using long-term knowledge. Introduction of
the learning mechanisms capable of such an analysis as part of the metaheuristic search
has been widely researched and resulted in development of such hybrid techniques as
linkage learning genetic algorithms [293, 294], application of racing algorithms for me-
taheuristics tuning [295], Bayesian optimization algorithm [296] that utilizes Bayesian
modeling to estimate distributions of promising solutions to improve the process of gen-
erating new search states as part of the evolutionary computation. However, such tech-
niques have not been widely applied in the wireless communications research.
We contribute to this line of research by developing and assessing the performance of
hybrid versions of the simulated annealing method that incorporate different probabilistic
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models. We investigate how more aggressive usage of the problem specific knowledge in-
fluences the optimization. From one side, we expect better results and faster convergence
of the search. From the other side, the probabilistic models might have only limited ap-
plicability with respect to changing operational conditions and application scenarios. This
can lead to suboptimal investigation of the search state space, which may in turn lead to
the poor algorithm convergence, due to the increased risk of being stuck in the local
maxima, as well as introduction of additional unjustified complexity.
We have chosen probabilistic models for representation of the sensor-actuator de-
pendencies that are induced by the feedback loop running the metaheuristic-based optim-
izer. The choice for the probabilistic modeling is determined by the stochastic nature of
many of the wireless networking components observed cumulatively, e.g., user behavior,
interference and propagation conditions. Somewhat similar to the approach introduced
in [296], we use these models to give a “direction” of the SA search. Basically, we assign
probabilities to parameters to be chosen for the alteration, as well as probabilistically
determine which value should the chosen parameter take. In the algorithm provided in
Appendix C the function neighbor incorporates these models. It also outputs the set-
tings of the adjusted parameters. We have examined three classes of models, namely, the
simple ones that consider only basic marginal probabilities, the correlation coefficients
based, and the basic Bayesian networks [297]. These three models consecutively grow
in complexity, and pose increasing requirements to the training duration in order to pro-
duce useful estimates, but the quality and the accuracy of the corresponding predictions
increases as well. These probabilistic models combined with the classical random search
strategy, and the variants of the annealing mechanism result in a number of hybrid vari-
ants of this metaheuristic.
4.4.3.1 Random Search
In the basic version of the simulated annealing, the random function, as well as the tem-
perature and the utility dynamics, i.e., the annealing/cooling process, determine the num-
ber of parameters to be altered, as well as the magnitude of changes of the particular
parameter configuration. The classical simulated annealing is very robust against being
stuck in the local maxima. (In all of the discussed search strategies we always use a
random function to introduce uncertainty in the search process in order to avoid local
maxima. The random factor influences the choice of the new state to be explored, as well
as its acceptance as a new starting point for a new iteration of the search. We would not
explicitly mention this component further.)
4.4.3.2 Marginal Probabilistic Search
This simple probabilistic model reflects marginal probabilities of increasing the utility if
a certain parameter setting is getting altered. For each parameter we keep statistics
indicating if its increase or decrease has positively or negatively influenced the utility.
The ratio of these numbers determines the likelihood of the parameter value to be either
increased or decreased. This statistic is then applied to indicate the promising direction
in the parameter value change. The rest of the simulated annealing algorithm stays the
same. The proposed metric is applicable only in cases where parameter values can be
put into a sorted order. For example, the retry limit parameter can be accommodated
into this scheme, but the TCP variants/flavors cannot. (Our experiments with variants of
this statistics being applied for choosing the set parameters to be tuned did not lead to
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sufficient performance increase in the studied scenarios, and therefore the corresponding
version of the SA would not be studied further.)
4.4.3.3 Correlation-based Search
The second model we consider is based on the correlation coefficients between parameter
settings and utility values. High correlation values indicate a strong linear dependency
of the parameter values and the utility. Again, such a metric can be applied only to para-
meters with sortable/quantifiable setting. To incorporate this model the SA is modified
to probabilistically choose a set of adjustable parameters based on their correlation coef-
ficient values, with the size of this set being determined by the cooling scheduler. For
high temperature values the parameters with higher correlation values are more likely
be chosen for adjustment, as we typically want to get to the promising search neighbor-
hood as fast as possible. As the temperature decreases the local search starts to matter,
and the parameters with weaker correlation values have higher chances to be chosen
for exploration. (The additional variant of the simulated annealing we considered also
included consideration of the correlation coefficients to determine the direction and the
magnitude of change in a single parameter reconfiguration. However, it did not perform
significantly better then the version with the correlation-based choice of parameters and
the marginal probability based their value selection. This is, probably, due to the small
range of per-parameter settings specified as part of the optimization task statement).
In our experiments the application of the correlation-based model has led to signific-
ant performance improvement only if there were sufficient amount of samples available
to perform training and establish the correlation coefficients. Otherwise, no notable dif-
ference as compared to the previous search strategy was observed. This is explainable as
the use of correlation coefficients heavily alters the parameter search landscape, speeding
the convergence of the search. Obviously, use of wrong correlation coefficient estimates
would both slow the convergence, and overall worsen the quality of obtained results. We
obtained the largest performance gains from utilizing the trained correlation coefficients
to set the upper boundaries on the probability of a certain parameter to be considered
for the SA optimization. This modification was effective in combination with both the
standard and most of the advanced SA versions.
The correlation trends of parameters and application-specific utilities tend to stay the
same for a considerable range of operational conditions (including different topologies
and application traffic patterns, see Chapter 5, Section 5.3). However, if the networking
environment experiences a drastic change, it is likely that the influence of parameters
via attributes to the final utility changes as well. Therefore the established correlation
coefficients would be invalid. For example, if a system was trained on a wireless topology
that does experience hidden terminal problems, then the RTS/CTS mechanism would have
only negative impact. However, if there is a topology change that leads to the hidden
terminal problem, and the UDP traffic is run on the relevant nodes, then the RTS/CTS
mechanism becomes useful and the corresponding correlation coefficient values would
change completely [298]. Similarly, high wireless traffic might require both advanced
QoS-aware queue management, as well as the increase of the MAC retry limit parameter
or the maximum backoff to improve network reliability. Low network loads do not typically
benefit from adjustment of these parameters.
Inspired by our experiments with parameter-utility correlation coefficients conduc-
ted as part of the work on experimentation with the simulated annealing, we continue
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investigating this topic in Chapter 5, Section 5.3. There we establish that the mod-
els based on the parameter-KPI correlation coefficients are, indeed, very promising for
wireless CSMA/CA networks. They allow efficient and robust capturing of the influences
protocol parameters have on observed performance values. Considerations for protocol
parameter dynamics allows for robust clustering of the operational contexts on the basis
of their sensitivity towards protocol parameter changes. The promising extension of the
work taking into the account the results from this chapter, as well as Chapter 5 would be
the derivation of the sampling approaches that lead to obtaining reliable context-aware
correlation coefficient models, while avoiding exhaustive probing.
4.4.3.4 Bayesian Graphical and Composite Models
We also consider models based on Bayesian networks [297,299,300]. Surprisingly, these
models do not perform notably better than the simple probabilistic search. As a repres-
entative example we have chosen the trivial Bayesian graphical model without hidden
nodes with the connection from parameters to the KPIs and then to the utility. The values
of the KPIs and the utility are quantized into several (five) classes to enable conditional
probability reasoning of the form: “Up to X parameters can be changed. What X para-
meters do I need to change and to what values, provided that I want to obtain the best
possible utility with probability Y , and the values of (N − X ) parameters are fixed to the
values (x1, . . . ,xN−X )?”. The higher the probability Y , the more probable it is that the taken
actions lead to the expected results. The value X , that is the number of parameters to ad-
just, is determined by the annealing mechanism as a function of the current temperature,
the utility and the random component.
Unfortunately, if not sufficiently trained, the Bayesian model being incorporated in the
SA can result into the search getting stuck in local maxima. Our experiments have con-
firmed this expectation, as we observed the slow convergence and poor performance of
this variant of hybrid SA. Basically, both the Bayesian and the correlation models, though
the latter to the less extent, face the same dangers. These problems cannot be effectively
solved by simple introduction of higher randomness in accepting proposals from these
models, as the convergence is still affected by the application of untrained models. After
some experimentation, we found that the best way to utilize these models is to use their
estimates only, if those have high certainty. Therefore we developed the composite mod-
els. First, to obtain a sufficient amount of samples we run only the SA with the simple
marginal probabilistic model. After each parameter was altered on average three times,
we start to use for 50% of the actions either the correlation or the Bayesian network
model. The probability of using the simple marginal probabilistic model goes down to
10%, as more samples are gathered using the other models. The answers provided by the
Bayesian network are utilized only if their certainty is significant (e.g., above 30%). We
note that the number of different Bayesian models is very large, and our conclusions apply
for the particular model studied here. Future work is definitely needed to extend these
conclusions towards different ways the Bayesian models can be applied in such scenarios.
The composite mechanism is applied as follows. In the beginning, the algorithm asks
for possible re-configurations and probabilistically chooses the ones from their ranked
list, where the sum of probabilities for improving the utility class (e.g., from “normal” to
“good” or “very good”) is higher than the threshold. If the required number of parameter
value alterations is not reached, then the algorithm requires for a list of parameters and
their values with negative performance expectations, which certainty is also above the
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threshold. It then subtracts these from the rest search state space, and run the SA with
the simple marginal probabilistic model on the remaining parameter permutations.
For the correlation model we basically do the same. We choose the parameters to
adapt if only their correlation coefficients values are indicative (above 0.2 or below -0.5).
If there are more parameters to change as provided by the correlation model, then the rest
are chosen randomly using the simple marginal probabilistic variant of the SA. Obviously,
as said earlier, any action proposed by these search strategies would be accepted only on
a probabilistic basis, and otherwise substituted by the random exploration.
4.4.4 Scenarios and Evaluation Results
We evaluate the performance of the SA and its hybrid variants in several scenarios. As a
motivation, we demonstrate convergence of the search technique in the online scenario
with a complex non-linear utility function, where a YouTube video is downloaded by the
multi-access node in changing operational conditions. This scenario is run in the Qualnet
simulator. We also study the online performance of the SA optimizer in a Wi-Fi testbed.
We consider two testbed setups, a three hop wireless network, and a six node access
network with one access point.
Next, we compare different versions of hybrid simulated annealing in the online and
the offline scenarios. In the online scenario the cross-layer optimization is executed for
a multi-access node running a VoIP application. The network load for the respective net-
works varies over time. This scenario utilizes the Qualnet simulator. The offline scenario
is based on wireless sensor network testbed [51], which was already shortly described in
Chapter 3. There, the effectiveness of the optimization conducted with several variants of
hybrid simulated annealing is compared across several topology setups. On this scenario
we also study the feasibility of pre-training of probabilistic models.
All the variants of the metaheuristics are realized in MATLAB with the additional
interfaces developed to fetch results from the Wi-Fi and WSN testbeds [51], as well as
the Qualnet simulator [291]. The optimization relies on the feedback loop that queries
the systems every N milliseconds and gets information on node performance. Using the
same interface, parameters of the nodes are adjusted as a result of the decision process.
All the experiments that are described below were conducted at least 20 times to ensure
the consistency of obtained results.
4.4.4.1 Motivational Examples: SA-based optimization in the Wi-Fi Testbed, and
YouTube Traffic Simulations with Complex Utility
Before exploring further the gains provided by possible enhancements to the simulated
annealing, we demonstrate the application of the basic version of this algorithm to online
cross-layer optimization. First, we consider a simulation scenario, and then apply this
metaheuristics on a Wi-Fi testbed.
Bulk video traffic download (YouTube). This scenario demonstrates that the meta-
heuristic algorithm can find good solutions in very short times also when it operates on
complex, irregular shaped, utility functions. We consider a setup with an individual con-
nection over which the YouTube video is downloaded. The download traffic is shaped as
observed in [301], with the reported typical video file size of 10MB and a video dura-
tion of about 4.15 minutes. Contrary to the original study we increase the average size
of the downloaded files to 105MB, which is representative for high quality movie trail-
ers. The user can access two broadband wireless networks with the maximum datarates
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Figure 4.7: The summary of the YouTube scenario [54]. The figure includes, first, the
illustration of the YouTube and the VoIP multi-access scenarios, where protocol settings
of an individual connection are optimized. Second, it reflects the possible protocol para-
meter settings for the YouTube scenario, which result in 2048 permutations. Third, the
utility of the YouTube application as a function of throughput and cost is provided.
of 11Mbps and 54Mbps. The adjustable protocol stack parameters and their possible
settings are summarized in Figure 4.7. This scenario is realized in the Qualnet simulator.
The considered utility metric aims to produce predictable and low-varying bandwidth
usage to avoid high peak loads on the operator (see Figure 4.7). The utility function de-
pends on goodput and cost. However, both of them change non-linearly. The goodput’s
influence on the final utility depends on the expected time required to download the file.
The time is calculated with assumption that the goodput stays constant through the down-
load. The longer the download time the less the user is satisfied. In our case we assume
the file of 105MB has to be downloaded in less then 4.15 minutes for high user satisfac-
tion. Therefore, we assume that if the expected goodput is less than 1.5 Mbps the user
leaves the network as she experiences too high delays, so the utility is zero. At the other
side fast downloads with goodput of more than 7 Mbps result in the highest satisfaction.
For the cost component we consider the per-data-rate price plan. It can be advantageous
to network providers as the flexible charging motivates more efficient utilization of net-
work capacity and, therefore, leads to higher returns on investment. The cost function
we assume models a goodput-dependent price plan for network usage. The higher the
utilized datarates, the more the user has to pay.
In Figure 4.82 the simulation results obtained when running the YouTube scenario
are provided. We compare the two node behaviors. In the first one the user node can
only switch between the wireless interfaces, which is done in the ideal manner, i.e., at
2Most of the graphs plotted in this section are a smoothed and averaged version of the results
received, post-processed for visualization clarity.
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Figure 4.8: The performance of the network optimizer based on the simulated annealing
for the YouTube scenario [54]. The performance is accessed in terms of the utility and
the goodput. Figure shows smoothed averages from the large number of simulation en-
sembles, some of the raw measurements points are depicted on the background to show
variance range of data. The lowest part of the figure demonstrates the default perform-
ance achievable is the node stays constantly connected to each of the wireless interfaces.
any point of time the better performing interface is chosen (the black line in the figure).
Other protocol parameter settings stay at the default levels. In such setup the interface
has to be switched only once, at the time of 600 seconds, when the performance of the
802.11a network severely degrades. The second behavior is determined by the simulated
annealing algorithm that operates on the extended set of the TCP/IP parameters. As
we see from Figure 4.8 after each of the learning periods (0-180 seconds, and 310-480
seconds) the optimizer manages to find the parameter settings that significantly improve
of the default performance (the orange vs. the black line). Also after the networking
conditions change one time at 600 seconds, the simulated annealing does not only switch
between the wireless interfaces, but also finds additional protocol parameters settings
that further improve the performance.
We also see that the proposed utility function indeed allows to limit the network load.
This is especially notable in the periods from 180 to 310 seconds and around 550 seconds.
These results confirm our earlier claims that the complex utility metrics, if carefully de-
signed, can be beneficial for both providers and users. In our example the user receives
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Table 4.2: The protocol stack parameters and their values for the Wi-Fi testbed scenario, 2520
permutations per application type. (Boldface indicates the default settings.)
Protocol Parameter Values
Download Datarate 256, 512, 1000, 2000, 4000 kbps
Streaming Datarate 276, 660, 1000, 2200, 3000 kbps
TCP Congestion control Reno, Scalable, BIC, HTCP,
mechanism Hybla, Vegas, Westwood
MAC RTS/CTS thres. ON, OFF
Fragmentation 1 (none), 2, 3
(if > 500 bytes per fragment)
MTU and correspondingly adjusted packet/segment
size settings at the upper layers; (MAC fragmentation
is applied to these MTUs)
500, 1000, 1500, 2000
ISM 2.4GHz Wi-Fi channel (shared by all the nodes) 1, 5, 9
a satisfactory quality of service, and her node does not opt for more bandwidth, which al-
lows the provider to allocate the spare network resources to the other clients. Potentially
such a strategy allows the provider not to loose her customers due to congestion, and the
users can have their primary interests satisfied with the decreasing number of handovers.
Overall, in our scenario, the use of the advanced utility and the protocol stack cross-layer
optimization leads to the average performance increase of 24%. The gains in the stable
operation phases vary between 65% and 80%.
Wireless Testbed Scenario. Having shown that simulated annealing is effective in
the simulator, we further demonstrate that this metaheuristic can be successfully applied
online in the real networking environments. We consider two Wi-Fi network setups. First,
we set up the multihop scenario where data is sent over three hops. Second, after [54],
we shortly consider the variants of the access point scenario with several client nodes
interacting with the access point. There is an interference from the another Wi-Fi AP on
the channel 6. We experiment with two types of traffic, both emulated using the iperf
application [302]. The first is the videostreaming traffic that is characterized by a step-
wise utility and hard constraints on the allowable packet losses, see Figure 4.9a, and the
other is the YouTube traffic that has a utility approximating a log function, see Figure 4.9b.
The overall network utility is defined as a sum of the utilities of the individual nodes.
The adjustable parameters for this scenario are summarized in Table 4.2, including the
standard TCP/IP stack operating on a set of parameters exposed by the Linux operating
system. As with the parameter-based cross-layer optimization as a whole, only few para-
meter changes in this scenario can lead to significant improvement in the performance.
Some of these influences are context dependent, for example, the channel switching is
only effective if there is an interference present on some of the frequency ranges. It is the
job of metaheuristic to identify and adapt those protocol stack parameters that lead to sig-
nificant performance improvement in the studied scenarios. In our scenarios we alter the
application layer datarate to emulate different Quality-of-Experience (QoE) provided by
the invoked application. We specifically set the datarate parameter for the videostream-
ing application to take less values then the number of steps defined by the corresponding
utility function Figure 4.9a, as often the control of the application cannot be performed
at the desired level of granularity. We can also adjust the MTU size, the TCP congestion
control flavors, the MAC configurations, and the transmission channel settings. The MAC
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layer configurations include the activation of the RTS/CTS mechanism, and the packet
fragmentation. In order to enable cross-layer optimization on the per node basis we have
provided an individual virtual application server to each client, as Linux does not support
parallel protocol stacks with different settings. In other words, each client has it own
server that runs its own protocol stack that shares the same configurations as the client
protocol stack.
In order to establish a baseline for our evaluation we conducted an exhaustive search
of parameter value permutations with all the nodes sharing the same configuration. The
sample CDF distributions for the UDP- and TCP-based traffic in the multihop ad-hoc scen-
ario are shown in Figure 4.9c. The sample runs of the metaheuristics algorithm are shown
in Figure 4.9e, and the summary of the results for the multihop scenario are displayed
in Table 4.9f. All utility values are plotted in normalized form to facilitate comparisons,
with 100% (1.0) utility values corresponding to the best settings discovered through the
exhaustive search with the protocol settings being common for the whole network. The
initial settings used to start the SA search correspond to the default configuration of the
TCP/IP stack. The application datarates are setup to provide the maximum utility for the
default underlying stack settings (see Table 4.2). By comparing the per-node and the
per-network optimization results, we can observe how a mixture of the size of the search
space space, and the strength of the influence of a particular parameter, determines the
gains in the utility as compared to the default protocol values. Generally, the option of
the cross-layer optimization with the protocol settings being common for the whole net-
work is interesting for the client-side configuration in a homogeneous user environment,
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e.g., when all nodes in the wireless network support the same range of settings, and ex-
perience similar operational conditions. The cross-layer optimization conducted on the
per-node basis can be promising in highly non-homogenous network setups.
For the multihop UDP scenario the default TCP/IP configuration with the best values
of the application-layer settings obtain a good utility of 84.2% from the maximum. Intro-
duction of the cross-layer optimization performed either on the per-node or per-network
granularity does not lead to further utility improvement. This is due to the fact that
influence of additional protocol stack parameters, such as the MTU size, is not prom-
inent. During rather short exploration phase (on average 15 to 40 probing steps) the
increase in the search state space and the correspondingly obtained utility gains balance
out the losses incurred due to the poorer application rate settings. Moreover, the per-
node adaptation, though operating among others on such an effective parameter as the
per-hop channel assignment, requires about as twice as long initial exploration phase to
achieve the comparable performance, as the state space of this optimization is much lar-
ger. Though, of course, potentially, the channel assignment, the rate control, the retry
and contention settings, adjusted on the per-node basis can further improve the obtained
network performance [303].
In the multihop TCP scenario the situation is different. The cross-layer optimization
leads to much better results as compared to the default settings (77% vs. 97.8%), which is
not surprising considering the well known suboptimal performance of the TCP Reno con-
gestion control in the wireless environment [145], see Figure 4.9d. At the price of slower
convergence rate and higher variance of the achieved results, the per-node optimization
leads to further utility improvement that exceeds our best exhaustive search estimate ob-
tained with the common settings shared all the nodes (102.6%). This is explainable as for
each wireless hop individual settings that increase link reliability might be required due
to the variations in the interference conditions, which leads to a different datarate/coding
scheme used (in our experiments we let this setting to be auto-configurable). The biggest
performance boost comes from the per-node channel allocation and reaches up to 25%
compensating suboptimal settings of the TCP flavor. However, these gains are not as high
as one may expect due to the elastic nature of the utility functions, and the suboptimal
channel allocation, which simply could not be sufficiently better on the very large state
space to be explored only in a limited number of exploration steps (less than 100).
The results obtained for the wireless AP scenario with the six client nodes running
either the TCP- or the UDP-based traffic are inline with the previously obtained res-
ults [54]. The cross-layer optimization allowed to increase the network throughput by at
least 13% while maintaining a high level of fairness. In this scenario the application-layer
traffic shaping played a significant role as the dynamic adjustment of the UDP traffic was
required to improve the network fairness in the cases of varying external interference. Ba-
sically, the application-layer parameter tuning led to similar effects that can be achieved
by QoS mechanisms invoked on the network or the MAC (IEEE 802.11e) protocol layers.
This, again, is inline with the discussion in Chapter 2, indicating degeneracy of TCP/IP,
which leads to both the flexibility and the robustness of this architecture.
Obviously, a reasonable shaping and decomposition of the cross-layer optimization
state space, which, for example, includes disjoint per node channel allocation, followed
by the per network TCP and MAC parameter settings, and application rate adjustment,
would result in much better optimization results than brute force application of simulated
annealing demonstrated above. Still, to our surprise, the direct online application of
this metaheuristic and the analysis of its search progress allowed to both improve the
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performance of studied networks, as well as to find and obtain an initial understanding
of the structure of the promising regions of the optimization state space. (Though much
of the latter, such as importance of the non-overlapping channel assignment, transport
protocol aware traffic shaping, or suboptimality of some of the TCP flavors for the wireless
conditions, is, of course, obvious to any networking expert. However, as we partially
demonstrate in the other parts of the chapter, the results obtained with metaheuristic
mechanisms can also be useful for the scenarios that are less straightforward for the
expert opinion.)
4.4.4.2 Evaluation of Hybrid SA on the VoIP Simulations and Wireless Sensor Testbed
In this section we evaluate how different hybrid versions of simulated annealing perform
when applied to the task of parameter-based cross-layer optimization. For the online ver-
sion of the problem we consider the scenario when a single node runs a voice-over-IP call,
and has an option of accessing several wireless networks, with stacks that can be addi-
tionally optimized. For the static offline optimization we take the scenario where wireless
sensor networks are configured to provide the most energy efficient performance, while
satisfying the basic constraints on other KPIs, such the delay and the packet losses. The
WSN scenario is interesting as there the influence of individual parameter settings is
not so widely studied as for the Wi-Fi networks. Besides some of the parameters, such
as the duty cycle, are known for their non-linear influence on the network power con-
sumption [205]. The WSN scenario also allows us to experiment with the application of
pre-trained models as part of metaheuristics. For this we consider the models obtained
when optimizing different WSN topologies.
VoIP Multi-Access Scenario. The first scenario deals with runtime optimization, where
a user initiates Voice-over-IP (VoIP) calls that can be served by a number of wireless net-
works, IEEE 802.11a WLAN, IEEE 802.11g WLAN, and WiMAX, see Figure 4.7. This
setup is quite similar to the YouTube scenario from the previous subsection. Again we
consider an optimization of an individual connection under the varying interference con-
ditions conducted in the Qualnet simulator. The optimized parameters are the same as for
the YouTube scenario, with the exception of the TCP settings, which is irrelevant as the
VoIP does not rely on this transport protocol. However, the set of values for each para-
meter to take was altered, so that the total number of permutations was around 2000.
The most notable change is the option of using even bigger packet size of 3000 bytes.
Second, instead of having the RTS/CTS mechanism to be simply switched on or off, we
used after the Qualnet realization, the threshold based on the packet size to activate this
mechanism automatically. The incentive is as follows. In the case of the hidden terminal it
may be suboptimal to use the RTS/CTS for small control packets, but this mechanism can
be useful for big data packets. The values we use are (50, 600, 1600, and 10000), where
the first value basically corresponds to the constant use of the RTS/CTS, and the last one
to the OFF state. In the third part of our simulation the performance degradation in IEEE
802.11g network is exactly caused by newly added node that is situated so to create the
hidden terminal problem for the optimized VoIP node.
The utility for the VoIP scenario is a function of the obtained Mean Opinion Score
(MOS) and the cost of the network access (see Figure 4.10a) with maximum achievable
value of 3.3. The WLAN access points are free of charge, but their performance varies
over time, and towards the end of the scenario they become saturated. The user has
to pay for WiMAX usage, but the capacity of this network satisfies all her requirements.
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Figure 4.10: Performance of the basic simulated annealing in the VoIP scenario [46].
The mean opinion score specification is taken directly from the Qualnet simulator, as a
function of delay, packet loss and datarate. For simplicity we assume seamless vertical
handover [304]. Figure 4.10b shows the cumulative distribution function of the utility of
all parameter permutations for the operational context for the second part of the scenario
(approximately 250–600 seconds).
Under normal circumstances the user will always stay connected to the free access
points and switch to WiMAX only when the MOS drops very low. Utility values provided
throughout the scenario by different wireless networks with default parameter setting
is shown in the down part of Figure 4.10c. The upper part of Figure 4.10c shows the
ideal device behavior in terms of interface switching provided the parameter setting are
kept as the default level, as well as the results obtained by executing both the basic and
the hybrid versions of the simulated annealing. The hybrid variant uses the composite
probabilistic model, which employed Bayesian graphs. We show these two versions of the
SA to underline the possible variations in the behavior of the optimizer caused by different
strategies in exploration of the optimization search state space. Overall, the obtained data
indicates that the SA-based cross-layer optimization results in better performance than
can be obtained through pure interface switching, even if the latter is always performed
optimally. With the simulated annealing we achieve the average utility values of 2.72 and
3.02 for the basic and the hybrid versions as compared to 2.5 with the interface switching,
which corresponds to 14% and 21% of improvement, respectively.
Wireless Sensor Network Scenario. As we want to study the applicability of metaheur-
istics to a wide range of wireless networks, we have constructed a second scenario featur-
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Protocol Parameter Value
Application Packet frequency (s)
(one reading per 0.2s)
0.2, 0.8, 1.4
Routing Beaconing interval (s) 5, 20
Timeout (s) 0.8, 1.5
MAC Max. retry limit. 1, 4, 7
Duty cycle (%) 5, 10, 100
Backoff length 5, 35
Acknowledgments ON, OFF
(a) The optimized parameters and their values.
(Boldface indicates the default settings.)
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the eight node random WSN topology.
Figure 4.11: Wireless sensor network scenario. The considered parameter settings, and
the sample utility CDF [46].
ing low-power radios. For prototyping we have chosen wireless sensor networks (WSNs).
The performance characteristics of these networks are highly different from broadband
wireless networks of the previous scenarios. As signals of low-power radios are easily
disrupted, these networks are known to be extremely sensitive to the deployment envir-
onment, and therefore, it is of interest to conduct extensive static, pre-deployment tests
of these networks. Most of these networks are foreseen to have miniature nodes, operate
on batteries, and work autonomously with low traffic loads for a long periods of time.
Therefore, the extension of network lifetime, i.e., reductions of power consumption and
energy efficiency becomes one of the primary performance goals for WSNs. Additionally,
as these networks are foreseen to serve for a wide range of very diverse applications,
there exist no widely accepted a well-performing protocol stack for them, and multiple
protocols might be considered for deployments. For this case a testing tool for evaluation
of combinations of these protocols, which scales well needs to be developed. In Chapter 3
we proposed the CONFab framework for this purpose. There we have already shortly con-
sidered application of metaheuristics, in particular the genetic algorithm, for the purpose
of autonomous reconfiguration of the protocol stack for specific deployment conditions
(see Section 3.3.2.1). Here, we continue this work on an extended set of scenarios focus-
ing on how this optimization can be conducted more efficiently if another metaheuristic
search, namely simulated annealing, is modified.
We have evaluated the performance of the SA-based optimization algorithm in a WSN
testbed over a wide range of scenarios using different utility functions and network to-
pologies. Network sizes varied from four to twelve nodes with linear, mesh and random
topologies. Utilities were functions of power, reliability, goodput and delay. As a repres-
entative example we use averaged results of these tests with the utility as a function of
power consumption with a constraint on the reliability (maximum number of packets lost).
The adjustable protocol stack parameters and their values are summarized in Table 4.11a.
As in the previous scenarios functionalities of some of the parameter settings overlap. For
example, switching off of the MAC unicast acknowledgement makes the maximum retry
limit configuration meaningless. We limited total number of parameter value permuta-
tions to 432, since we wanted to evaluate performance of the algorithm on scenarios
where the exhaustive search is possible. The cumulative distribution function (CDF) of
this utility is shown in Figure 4.11b. Our experiments show that the sigmoid shape of
the CDFs as depicted in Figure 4.11b can be considered representative for many network
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Figure 4.12: Performance of the variants of the simulated annealing during the offline
cross-layer optimization for the wireless sensor network scenarios [46]. The eight node
random topology is considered.
stack optimization problems. As can be seen, high utility values can only be obtained in
3-5% of the cases.
The static optimization of the WSN scenario provides even better results as compared
to the online VoIP scenario (see Figure 4.12). The basic SA converges to 90% from the
maximum after approximately 60 iterations. We reach 80% of the maximum within 30
iterations. The well performing hybrid variants of the simulated annealing reach those
values even faster especially if the appropriate pre-trained probabilistic models are avail-
able. Further, we provide a detailed evaluation of a hybrid versions of simulated annealing
on both of the considered scenarios.
4.4.4.3 Performance of the Simple Marginal Probabilistic Model
The simple marginal probabilistic model is computationally effective and usually performs
better than the basic SA (see Figures 4.12a and 4.13a). The average convergence rate
improvement in the static scenarios is around 7% with the local convergence gains reach-
ing up to 20% (for the utility of 90% from the maximum). This variant of the SA also leads
to a slight increase in the overall utility values achieved. For the runtime scenarios the
utilization of this model leads to an average improvement of only 7%, however the local
performance gains are higher and reach up to 30%. The gains over the basic simulated
annealing are not surprising as a “direction” of adjustment of parameter values is given.
As the same time this search strategy is still quite robust against local maxima, due to
the fact that the disjoint influence of the considered parameters on the utility functions is
typically monotonic. One may draw a parallel of this version of the search to the PSO with
one particle, with the marginal probabilities dictating not the velocity of the particle, but
the direction of its movement.
4.4.4.4 Performance of the Correlation Model
Additional insights into the parameter-utility correlations were gained during the prelim-
inary trials. We experimentally confirmed that indeed different optimization actions on
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Figure 4.13: Performance of the variants of the simulated annealing during the online
cross-layer optimization for the VoIP multi-access scenario [46].
parameter configurations are required depending on the utility. As shown in Table 4.14a)
correlation coefficients calculated for one utility can rarely be applied to a different one,
if weights of the contributing KPIs significantly change. For example, the maximum re-
transmit limit setting has much less effect on power consumption of nodes than on their
message delivery reliability (see Table 4.14a). However, there also exist key parameters,
such the duty cycle that always heavily contribute the stack performance irrespective of
the stated utility. Other parameters, e.g., the beaconing interval, have a significant influ-
ence only with respect to changes in operational conditions, otherwise they do not have a
strong utility-specific contribution.
The direct application of the untrained correlation-based model typically did not lead
to the performance improvement as compared to the basic version of SA. However, the
trained models were useful, especially when they were applied to proportionally restrict
the maximum probability for a parameter to be chosen in the search space. In our
experiments, we calculated correlation coefficients on the data of several optimization
runs. Though correlation coefficients obtained are not gathered over the whole para-
meter space, i.e., no exhaustive search was done, we still obtain notably better results
than in case when all the parameters are treated equally (see Figures 4.12b and 4.13b).
In the wireless sensor network scenario we improve the convergence rate for more than
30% if we consider the solution that provides 94% of the maximum utility. If we consider
the results obtained only after few iterations then improvement is around 25%. In the
VoIP scenario the improvement is significant only in the first two thirds of the scenario.
In the last part, when the operational conditions drastically change, so that the new cor-
relation coefficient model is required (which is unavailable), the performance becomes
comparable to the basic version of SA. This again, indicates the robust, but still context
and utility specific nature of this model. The correlation coefficient based model is also
computationally efficient.
4.4.4.5 Performance of the Bayesian Graphical and Composite Models
We confirmed that the complex models, such as the one based on Bayesian graphs, start
to work well only if they are trained on a rather large set of samples, i.e., these models are
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Parameter Correlation coefficient (scaled to the
most influential parameter)
U(Power,
Reliability)
U(Goodput,
Reliability)
U
(Reliability)
Packet frequency 0.56 1.0 0.61
Beaconing interval 0.02 0.16 0.3
Max. retry limit 0.09 0.02 1.0
(a) A limited set of correlation coefficients of parameters to
several utility function in a WSN scenario.
Temperature VoIP WSN
Utility Iterations to
90% of Umax
Boltzmann 2.78 72.0
Exponential 2.71 67.0
Linear 2.79 55.0
(b) Performance of different cooling
schedulers in SA.
Figure 4.14: Further comparison of the effects of the modifications to the basic SA on the
example of the VoIP multi-access and the WSN scenarios [46].
either pre-trained or work as part of the simulated annealing for a large number of search
iterations, see Figure 4.10. Otherwise, as shown in Figures 4.12a and 4.13a, such models
could perform even worse than the basic SA version, due to their tendency to get stuck in
the local maxima. These results hold especially when very detailed data is extracted from
the model. The situation improves by mixing the simple and the complex probabilistic
models. For example, in the VoIP scenario the average performance increases from 2.72
to 2.92. Unfortunately, based on our experiments, we could not derive a composite model
that would have be reliably applicable for a wide range of scenarios. Additionally, the
computational costs for such complex graphical models are also quite high and these
methods can be used only restrictively in resource-constrained environments. In future
work we plan to study this problem further to hopefully find effective combinations of
simple and complex graphical models to balance the local neighborhood and the global
exploratory searches.
4.4.4.6 Effect of the Different Cooling Functions, and Utility-based Cooling
For the VoIP and the WSN scenarios we experimented with different cooling scheduler
utilizing the Boltzmann, exponential and linear functions. Results summarized in Table
4.14b indicate that the linear temperature decrease leads to the best performance. Fur-
thermore, we investigated the gains achievable if the information of the desired maximum
utility is available to the simulated annealing. First, we used the maximum utility value
to modify the probability of taking a new state space position as a starting point for a
new simulated annealing jump. The closer is the utility value of the particular position to
the maximum (desired) utility the more chances there are that this position is accepted
for further exploration. Therefore, with this modification the probability of acceptance
depends not of only on the temperature and utility change dynamics, but also the max-
imum utility. Second, the maximum utility value influences the dynamics of the search.
The closer is the current utility to it the faster is the cooling process. This is especially
useful for the online version of the algorithm. Similarly, the reheating period is set to be
inversely proportional to the difference between the current and the maximum utilities, as
if the utility is already high enough then the more likely it is the further re-configurations
would harm, rather then improve the network performance.
Figure 4.15a shows the effect of exploitation of the utility-enabled version of the sim-
ulated annealing on the twelve node wireless sensor network scenario. One can observe
the significant improvement to both to the convergence rate (by 32% to reach the 90%
of the maximum utility), as well as the total utility achieved by the algorithm (7% higher
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Figure 4.15: Influence of additional information on performance of SA [55].
utility after the 40th iteration). We explain such significant gains by the more aggressive
state space exploration that such version of the metaheuristic produces. The fast cooling
provoked by the knowledge of the maximum/desired utility leads to more aggressive prob-
ing of the state space, i.e., more reheating cycles are initiated during the same amount
of state space probings. Furthermore, the knowledge of the maximum utility allows more
accurately determining the promising SA neighborhoods for further exploration, which is
realized, as described above, though the modification of the mechanism of the acceptance
of a new SA state. The results reported here are typical in our experiments. However,
there are naturally situations arising (and observed in the simulations as well) where the
additional aggressiveness does not always pay off.
4.4.4.7 Effect of Pre-training of Models
We conclude this section by discussing performance gains that can be achieved if the basic
version of the simulated annealing is enriched with long-term historical insights provided
by different probabilistic models. Care should be taken when applying trained models as
part of metaheuristics. Our experiments confirm the intuitive assumption that the more
specific is the trained model or the hypothesis, the fewer network conditions it is suitable
for. We have trained hypotheses on three different WSN topologies (the eight node linear
network, the six node and the eight node meshes). We used these hypotheses to optimize
of the network exhibiting one of these topologies (see Figure 4.15b). As expected, the
version of the simulated annealing with the models trained on the most different topology
(the mesh vs. the linear network) performs even worse than the version of the system
with no training at all, especially for the small number of iterations. However, results
obtained using the hypothesis from a similar network (another mesh) are notably better
leading to higher utility gains in the beginning of the optimization.
The simpler the probabilistic models used for learning the smaller the difference in the
results obtained are after a large number of search iterations, as the simple hypotheses
are capable of faster re-learning on new data. More sophisticated models converge faster
by approximately 15 iterations provided that that sufficient amount of appropriate train-
ing data is available. Otherwise, they achieve worse results than the simple models. We
observed similar behavior in the VoIP scenario as well. By varying the network load, in-
stead of the topology, we determined that the advanced simulated annealing performs
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better with untrained models rather than the trained ones in cases of drastic and fre-
quent changes in network conditions. This, again, underlines the importance of the task
of context identification and its further clustering.
4.5 Conclusions
This chapter concentrated on metaheuristic search methods. First, several popular me-
taheuristics were introduced, as well as a short review of their applications in wireless
networking was provided. Then we considered a simplified network planning problem
to demonstrate that even out-of-box metaheuristics implementations can be successfully
applied to solve wireless optimization problems.
In the second part of this chapter we considered scenarios for both run-time and off-
line parameter-based cross-layer optimization. We explored several versions of hybrid
simulated annealing that make use of probabilistic models. We observed that, indeed,
probabilistic models through exploitation of the long-term history are capable of signi-
ficantly improving the quality of the search. For example, utilization of the correlation
coefficients between parameters and a particular utility function boosted the convergence
rate of the system up to 30% for the static optimization, also increasing the utmost utility
value reached for the run-time scenario as well. Even the simple probabilistic graphical
model almost always increases the convergence rate by 5%-10%. However, due to the
fact that the usage of complex probabilistic models heavily alters the search, poor or in-
appropriate training of these models can lead to the search being stuck into local minima.
We observed this effect, for example, on the Bayesian graphical model. Further, we dis-
covered that if we employ a desired, ideal, utility value as an additional input, and utilize
it to tune the cooling schedule, as well as to decide on the “length of the exploration
jump” then the SA can converge more than 30% faster also improving the overall quality
of the solution. Therefore, simple modification to the metaheuristic search may provide
improvements comparable to the sophisticated methods.
The modification to the basic versions of the metaheuristics can certainly lead to con-
siderable convergence gains and overall better utilities. However, it is not clear if the
received gains would always pay off, as the compared to the benefits obtained by careful
problem formulation. The results obtained in this chapter, as well as in Appendix A and
Chapter 5, Section 5.3 indicate that the proper problem statement, the abstraction and
decomposition of the resulting task, might indeed provide better results. From our point
of view it makes sense to do simple adjustments to the basic metaheuristic search tech-
niques and use automatic tuning mechanisms. It might be suboptimal to spend time on
developing complex hybrid metaheuristics unless they can benefit from the pre-trained
models or they are applied to a very specific scenario such as the online optimization in
the absence of context identification and context-aware models/optimizers. Metaheurist-
ics in general are viable for providing a better understanding of the problem. In some
cases, e.g., very likely in a joint network planning task, they are the best optimizer can-
didates. These techniques may be also useful for the initial training of the models.
5Simplifying Optimization Problems with
Graphs and Hidden Semi-Markov Models
In this chapter we focus on simplification of the optimization task through derivation
and application of appropriate networking models. In particular, we derive models that
are based on graph abstractions or network motifs for capturing spatial and dynamic
principal components of the operational context [56, 57]. We also propose methods for
obtaining temporal models based on Hidden Semi-Markov Models that are used for online
estimation and modeling of ON/OFF network activity patterns and their duty cycles based
on observed power spectrum (RSSI) samples [59].
Graph-based models are popular in wireless, especially Wi-Fi, networks, as in a large
number of cases they allow quantizing distance-dependent interactions between wireless
nodes into a small number of classes. This quantization immediately reduces the dimen-
sionality of the optimization task. We propose to use labeled network motifs as a general
class of graph-based models for a wireless environment that consider only a neighborhood
of limited size. For example, the popular connectivity, contention, and conflict graphs be-
long to this class of models [305]. We approximate spatial wireless network models as
graphs with multiple edge types, and study the structure of their network motifs. We also
use graphs to capture network dynamics imposed by tunable network parameters.
The rest of the chapter can then be attributed to the area the cognitive radio network
research. We consider the problem of temporal online modeling of ON/OFF network activ-
ity patterns based on power spectrum samples. The resulting models can be utilized as
part of the dynamic spectrum access or PHY/MAC protocol optimization. We propose and
compare two methods of various complexity that estimate distributions of the spectrum
power levels on a channel, in the simplest case distinguishing the “OFF” and “ON” states
that correspond to the empty and the busy channels, respectively. The first method is
based on Hidden Semi-Markov Models. The other directly operates on marginal power
distribution of received signals.
5.1 Introduction
As we have discussed in Chapter 2 modeling crucially influences the formulation and the
solution of an optimization task. In this chapter we present our work on the two types of
models, namely the graph-based abstractions and hidden Semi-Markov models, that were
successfully adapted to compactly represent several principal components of the wireless
operational context. Application of the corresponding models is particularly promising in
the Wi-Fi networking environment.
In Sections 5.2 and 5.3 we consider directed labeled (multi-dimensional [306]) graphs.
In particular, we study the spatial aspect of contention graphs, arguing that neighbor-
hoods of a node in wireless, especially Wi-Fi, networks can be modeled as network motifs
without losing the accuracy of spatial models. Our numerical experiments show that in
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reality there exist only small number of network motifs, small subgraphs, that reoccur fre-
quently [57]. Therefore, when developing distributed optimization algorithms, e.g., MAC
protocols, that require only localized information one can mostly consider just a limited
subset of graphs, which considerably simplifies development of the respective solutions.
In addition to geometric network structure we also use labeled graphs to approx-
imate network dynamics imposed by tuning of network parameters [56]. We show that
a simple linearization of network performance functionals results in natural correlation
metrics for influence of parameter changes on performance. Based on extensive simu-
lations we demonstrate that these correlation metrics have a high degree of robustness
against perturbations in node locations, leading to simple graph structures. We also dis-
cuss the relationships between the arising graph approximations of network dynamics
and the commonly applied connectivity and conflict graphs. Our results indicate that
the labeled network motifs formed by approximating dynamics combined with the con-
nectivity structures are promising candidates for autonomous context identification, thus
enabling faster and robust wireless network optimization.
In Section 5.4 we aim at online estimation and modeling of ON/OFF network activity
patterns and their duty cycles based on observed power spectrum (RSSI) samples [59].
These models are used to improve dynamic spectrum access strategies, i.e., they allow to
identify and predict transmission opportunities at different frequencies in the scenarios
of network co-existence and primary-secondary spectrum usage. This information can
be also used to optimize configuration PHY/MAC protocol layers, e.g., to adjust sensit-
ivity thresholds or transmission powers. The study is done on empirical data gathered
indoors using WARP SDR boards [307] or TelosB wireless sensor nodes [58]. We consider
two mechanisms for online modeling and further signal classification. One employs Hid-
den Semi-Markov Models (HSMM) and the Viterbi algorithm. The other is based on the
empirical marginal distribution of the received readings. Our results show the high ac-
curacy and relatively fast training of the HSMMs at the price of considerable complexity
of these models, especially if multiple power levels, with some being close to the noise
floor, are to be identified. The density-based models are simpler, but they have applicab-
ility limitations, and tend to be inaccurate for complex scenarios, and more vulnerable to
inappropriate initialization. In Chapter 6 we further apply online the HSMM/Viterbi ap-
proach for improvement of a spectrum-agile MAC protocol as part of the self-optimization
system for home wireless networks.
5.2 Connectivity Graphs and Spatial Wireless Network Models
Graph-based models are utilized for a number of networking problems, ranging from rout-
ing and load balancing in fixed networks to channel allocation and scheduling problems in
wireless systems. While for fixed networks graph models are, in a sense, exact, for wire-
less networks they should be considered as an approximation. The connectivity structure
of wireless networks is of the spatial nature [57,222,308,309], and performance of these
networks fundamentally depends on dynamically changing distance and fading environ-
ment. However, spatial models can become quite complex, and typically require compu-
tationally demanding processing to extract information from them. It is desirable to find
simpler computationally efficient analogs that both reflect network connectivity aspects,
as well as portray other metrics of interests at multiple protocols layers. As an alternat-
ive, computationally effective graph approximations of wireless network structures have
been developed, as it has been observed that often actual performance characteristics
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depend only loosely on node locations.
Graphs are popular models for capturing structure and dynamics of wireless networks
at different protocols layers. There is an extensive prior work on application of graph-
based models in the wireless domain. Much of the work in the literature has a limitation
of mostly being based on models that utilize random graphs, or graphs constructed as
solution to specific performance optimization problems [14,310–314]. Small network mo-
tifs representing localized connectivity information and their use for network optimization
have been discussed in [298,315–318]. The multi-dimensional aspect of graph approxim-
ations for wireless networks is being only limitedly studied, e.g., in [306, 319], mostly
again as solutions to very specific types of problems. More practically, passive estimation
of conflict graphs was explored in [320]. Other works, e.g., [321–324], discuss on power
and rate adaptation in order to practically address hidden/exposed terminal problems, as
well as to avoid “gray zones”. Thus, these works limitedly concern the network dynamics.
However, only low-level key-performance indications and raw SINR values are used for
parameter adaptations. The latter two references also provide example usage of conflict
graphs with multiple channels or directional antennas. However, they only exploit con-
flict graphs, and do not generalize nor embed the knowledge on optimization into them.
Summarizing, the referenced research on graph-based modeling of wireless networks is
related to either a) connectivity and contention representation, b) consideration of local
neighborhoods, and/or c) capturing of network dynamics imposed by tunable network
parameters1. We propose to unite all these types of graph approximations as directed
labeled network motifs. Having a common class for these models allows us to generalize
on the wireless graph approximation research and employ the achieved results in a sys-
tematic manner. Directed labeled network motifs with low number of states belong to the
class of simplest models. If constructed appropriately they can be directly applied instead
of full spatial models for similar applications, but with significantly reduced complexity.
The price to be paid is some loss in accuracy of a model, and therefore, sometimes, sub-
optimality of an optimization decision.
The directed labeled network motifs can benefit from two characteristics. First, the
vertices and edges of these graphs should have a limited, relatively small, number of
states. Second, only small subgraphs of the full graph reflecting the spatial and, possibly,
dynamic structure of a wireless network should be considered. Therefore, the network
motifs do not have a large number of vertexes and edges. These models aim to capture
just primary, most influential, network properties [298, 315–317], which makes them ro-
bust with respect to measurement and modeling errors. Similar observations, arguing
on the role such small subgraphs in arising dynamics, were also made in other research
fields [325]. Of course, nothing stops us from increasing granularity and complexity of
graph states, as well as their size. However, this might lead not only to higher computa-
tional overhead and rapidly increasing complexity, but also to modeling inaccuracies can
result in sub-optimal optimization decisions and even emergent behavior. In the next two
sections we study and argue on usefulness of the labeled network motifs. Our results
strongly indicate feasibility of such an abstraction at least for the CSMA/CA networks.
Models based on graphs, though appealing, have a deficiency of abstracting away the
broadcast property of networks. It is easier to forget that we operate in wireless envir-
onment if we use graphs (which might not be bad in itself, and can lead to generality
1To the best of our knowledge the capturing of network dynamic aspect in wireless graph-
based modeling is not widely studied, and we can claim for novelty in introducing this consideration
through parameter correlation metrics [56].
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of solutions developed for both wired and wireless networks). It is also somewhat less
natural to consider on graphs the solutions that exploit the broadcast property of the
medium, such as network coding, multicasting, etc. There exist several alternatives to
graph-based abstractions, for examples, hypergraphs and Voronoi diagrams [326–329].
However, it is more difficult to operate on these abstractions, and they are more com-
putationally demanding. Overall, further research on applicability of these models for
particular wireless network problems is desired.
Overall, one may consider that spatial objects and simple graphs are are two ex-
tremes of multi-dimensional network connectivity and dynamics modeling. As discussed
in Chapter 2 the particular choice of the appropriate model is dictated by the optimiza-
tion problem itself, i.e., the trade-off between accuracy of a model, its usability, and the
imposed overhead.
Further in this section, after the focus of this chapter on simplification on an op-
timization task, we consider simplification of spatial network models with graph-based
representation. In particular, we focus on the structure of the connectivity graphs arising
after deployments of wireless network nodes, which positions are determined by particu-
lar spatial wireless network models. We study neighborhood graph structures with three
edge types that typically arise as outcomes of different spatial network models, especially
the Geyer model fitted to the real outdoor Wi-Fi deployment [330]. This differs our work
to the classical research in the areas of random geometric graphs [331] (some of which
are referred to as unit disk graphs), which is quite limited in our context beyond the
unrealistic assumption on uniformly random distribution of nodes with binary labeling of
their edges. For graph characterization we utilize two metrics. The degree distribution
metric often provides good first-order approximation of the performance characteristics
of a wireless network, e.g., with respect to the likelihood of encountering contention. We
also consider the small network motifs [325] for a typical node of interest.
5.2.1 Considered Models of Spatial Network Structure
Spatial wireless network models are based on stochastic geometry of point processes [332,
333], and, typically, deal with distribution of node locations in some region (see Table 5.1).
The simplest and the most popular of these models are based on the homogeneous Pois-
son point process. Though these models are easy to use for analytical calculations, the
distribution of nodes generated after this type of process is unrealistic with respect to
real wireless deployments, as the latter differ significantly from the uniformly random
nature of the Poisson model, see [24,334,335]. Network nodes tend to have either more
clustered or regular positioning. Clustering is dictated by natural human groupings or
technical constraints, such transmission range of an AP. Infrastructure planning, e.g.,
in cellular systems, makes the nodes to be positioned more regularly. Riihijärvi and
Mähönen in [222] have suggested to employ Geyer saturation process that is a type of
Gibbs point process to accommodate for both clustering and regular aspects of node po-
sitioning, which led to the good fits to the empirical data. The Geyer spatial wireless
network model was successfully shown to fit well different empirical datasets of wire-
less node positioning. Adjustment of its parameters can also approximate this model to
the poisson, the clustered (e.g., based on Thomas point process), and the regular (e.g.,
based on Simple Sequential Inhibition (SSI) process) spatial models. The overview of the
point processes relevant to the current study is given in Table 5.1. Figure 5.1 also shows
sample deployment locations of network nodes resulting from application of the Poisson
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Table 5.1: Definition of selected point processes.
Point process Explanation
General informal
definition
A point process N can be informally defined as a random collec-
tion of n locations {xi}ni=1 ∈Dn, where both the individual locations
xi ∈D and their total number n ∈N can be random.
Homogeneous
Poisson
For this model the number of nodes N(A) in a region A ⊆D follows
a Poisson distribution with parameter ν|A|, where |A| denotes the
area of A, and ν > 0 is called the density of the process. The
point counts N(A1) and N(A2) are independent random variables,
in case regions A1 and A2 are disjoint.
Simple Sequen-
tial Inhibition
(SSI)
The SSI depends on two parameters, the total number of points
n = ν|D|, and a hard core radius r which defines a minimum al-
lowed separation between the points. The locations are gener-
ated by throwing points one at a time uniformly on D, while en-
forcing the condition that no two points can be closer than dis-
tance r apart. The process is stopped either when all n points
have been placed, or their density exceeds the one allowed by r.
Gibbs A Gibbs point process is defined by prescribing a density func-
tion f (x), which assigns to each point configuration {xi}ni=1 ∈Dn a
likelihood of that configuration to arise compared to the case of a
homogeneous Poisson point process. In particular, if f (x) = 0 the
corresponding point configuration can never occur. If 0< f (x)< 1
the given configuration can occur but is less likely to do so than
in the Poisson case. Finally, if f (x) > 1 the given configuration is
more likely to occur than for the Poisson process.
Geyer Geyer saturation process is a type of the Gibbs point process.
Its each point xi of the pattern {xi}ni=1 contributes a factor of
βγmin{ζ,sr(xi ,x)} to the density. Here β > 0 controls the density of
the points, γ> 0 the type of interaction (whether clustered or reg-
ular), sr(xi,x) denotes the number of points in x that are closer
to xi than distance r, and ζ is the saturation threshold bounding
the contribution of the individual points and ensuring that the
arising density is integrable. The Geyer model is a special type
of the general Gibbs models that suits well for our purposes, as it
provides both a fair amount of flexibility, and accurate fits to the
empirical data. It is also analytically tractable.
and the Greyer point processes. In the rest of the section we base our work primarily
on fitted Geyer models as a representative example of a realistic spatial wireless network
model. We also analyze node deployments after the Poisson and the SSI models as they
are classical in the community, and allow to get an insight on the influence of regularity
on network performance.
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(a) Poisson spatial wireless network model (b) Geyer spatial wireless network model 
Figure 5.1: Sample network node positioning as result of application of Poisson and Geyer
processes. The spatial models are approximated as graphs. Nodes that can communicate
are linked by black edges, if they can sense each other the edge color is orange.
5.2.2 Network Motifs as Approximation of Spatial Models
In this section we consider connectivity graph models. The connectivity models and their
derivatives, contention, conflict or interference graphs model various aspects the con-
nectivity and the awareness structure of the wireless nodes. Often the edges of the re-
spective graphs are labeled to encode if two nodes can communicate, perform well on
application layer2, or only sense each others’ transmissions (the latter for IEEE 802.11
networks corresponds to carrier sensing). These graphs have been widely employed as
relatively low-overhead easy-to-use models for wireless network optimizations, which em-
ploy such methods as scheduling, network coding, frequency allocation, congestion and
contention control [92, 298, 305, 315–317, 320, 322, 336, 337]. The connectivity graphs
constructed after such a labeling determine to a large extent the behavior of a network
provided that the relevant protocol parameter settings stay the same and external envir-
onmental conditions do not drastically change. For our study we consider such a case,
with connectivity graphs determined only by particular underlying spatial network struc-
tures. Therefore, in the context of this work graph approximation are used to construct
connectivity graphs based on point processes introduced above.
We formalize graph approximation as a function that maps the point process N to the
connectivity graph GN as follows3. The vertex set of GN corresponds the points in the
spatial network model N. There are |dk| edge label values, which encode connectivity,
sensing and, if needed, other types of interactions between nodes. In this work an edge
can be assigned two values, either “connectivity” or “sensing”. These values are set to be
2There exist a certain ambiguity on the definition of this range as the respective quantization
threshold is often set not on the node’s ability to exchange signals reliably on the PHY level, but
it denotes acceptable levels of performance on the MAC or even the application layers. This makes
connectivity graphs similar to the ones built based on the application performance in the line-of-sight
propagation conditions.
3The same formalization applies to the next Section, where we consider connectivity graphs as a
possible explanation to boundaries, context, of observed variations in parameter-KPI relations.
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Figure 5.2: Throughput of a UDP connection over a IEEE 802.11b Wi-Fi link as a func-
tion of distance between the transmitter and the receiver for two different frame sizes
(empirical results, adapted from [57,338]). The figure displays three operational zones.
threshold-dependent on distances between the nodes. Therefore, the edge between two
vertices xi and x j is then assigned a label of the integer type (n+1)−∑nk=11(∥∥xi− x j∥∥≤ dk),
where 1(·) is the indicator function, ∥∥xi− x j∥∥ denotes the distance between xi and x j. The
label value of n+1 indicates that xi and x j are not adjacent in the arising graph and no
edge is drawn between them, i.e., the respective nodes do not interact in any way. This
formalization is a generalization of the definition of a random geometric graph [331],
which typically assumes the underlying Poisson point process and one edge type4.
Our graph approximation relies on the assumption that there are no significant per-
formance and connectivity dependencies between relative positions of the nodes as far
as the distance between them stays the same. In most cases especially where channel
conditions have a strong line-of-sight components this assumption holds (see Figure 5.2).
In selected scenarios [321] it is more appropriate not to abstract away, but separately
label the so-called “gray zone” that denotes unstable, rapidly decreasing performance as
an additional edge type of the graph. In this section we do not take into the consideration
that nodes may be equipped with directional antennas, or propagation conditions might
significantly differ depending on where nodes are place and what separates them. For
scenarios, where these assumptions do not hold with sufficient accuracy, other statistics
has to be used additionally, for example the SNR/SINR metric [339,340], which is further
explored in the Appendixes D and E.
5.2.3 Scenario Setup
Next we analyze the structure of network motifs of connectivity graphs as an approx-
imation for the spatial wireless network models discussed above. We focus on graph
characteristics that are known to have a heavy impact on the performance of the modeled
networks [298]. We also show that the graph-based models depict the differences in net-
work structures created after different point processes.
In this work we consider networks mimicking the indoor and outdoor Wi-Fi access
point deployments. We consider three, Poisson, SSI and Geyer point processes. Table 5.2
4In wireless networking literature random geometric graphs are also sometimes called unit disk
graphs and quasi unit disk graphs, in case there is probability assigned to the edge existence.
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Scenario Model Parameters
Outdoor Wi-Fi Poisson ν= 1.35×10−5
SSI ν= 1.35×10−5, r = 100
Geyer β= 3.3×10−5, γ= 0.4, ζ= 2, r = 150
Indoor Wi-Fi Poisson ν= 2.7×10−4
SSI ν= 2.7×10−4, r = 30
Geyer β= 6.8×10−4, γ= 0.65, ζ= 2, r = 80
Table 5.2: The considered scenarios and corresponding models and parameter values.
shows parameters of the respective spacial wireless models for each of the scenarios. For
us the Geyer model for the outdoor scenario is of key interest, as it fits accurately to the
empirical data of the Google Mountain View Wi-Fi network deployment [222]. Paramet-
ers of other models are correspondingly adjusted after the Geyer model to yield the same
overall network density and otherwise similar spatial structure. The indoor scenario dif-
fers from the outdoor one by denser node deployment. As said in this section we consider
the network motifs that corresponds to the connectivity graphs and have only two types
of edges, which correspond to distances of (d1,d2)= (200m,400m) for the Outdoor Wi-Fi
scenario, and (d1,d2)= (50m,100m) for the Indoor Wi-Fi scenario. The results discussed
below are obtained for 104 Monte Carlo simulation runs, with generated networks hav-
ing a node in the center of the simulated area to avoid edge effects. We mostly consider
this central, “typical”, node that formally corresponds to the estimates of the functionals
of the Palm distribution of the underlying point process [332, 333]. Further we analyze
the degree distributions of this typical node, and also study the occurrence of different
three- and four-node network motifs, where this node participates. We use the nauty
toolkit [209, 341] to classify these motifs into their respective isomorphism classes (i.e.,
compare these graphs with respect to their connectivity and edge types), since only those
have impact on the network dynamics. We used R as a tool for generation of network
spatial models, graph-based approximation and their processing [342].
5.2.4 Results
First we analyze the degree distributions of the obtained graph approximations shown
in Figure 5.35. As we observe, the differences between the degree distributions of the
graphs constructed after the studied spatial models is significant. The degree distribu-
tions after the Geyer model for the Outdoor Wi-Fi scenario differs considerably from the
distributions derived from both the SSI and the Poisson models. The Geyer-based graphs
in this scenario have the highest edge concentration, whereas the Poisson-based models
have the most edge variability (see Figures 5.3a,c,d). For the individual degree type dis-
tributions the SSI models becomes closer to the Geyer models. This could be explained by
the fact that outdoor deployments tend to have quite regular, planned, structure. In the
5The degree distribution is defined on the integers. However, we show here smoothed kernel
density estimates so that it is easier to observe the differences between the degree distributions
arising for the considered models.
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(a) The overall degree distribution for the Out-
door Wi-Fi scenario.
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grees for the Outdoor Wi-Fi scenario.
0 2 4 6 8 10 12 14
0.
00
0.
05
0.
10
0.
15
Type 2 “sensing” degree
D
en
si
ty
Poisson
SSI
Geyer
(d) Distribution of type two “sensing” degrees
for the Outdoor Wi-Fi scenario.
Figure 5.3: Sample degree distributions of connectivity graphs based on various spatial
wireless network models [57].
indoor scenario, on the contrary, the degree distribution of the graphs based on Geyer and
Poisson models are similar, as for these networks, the planning component is, typically,
smaller and the concentrations of network nodes is higher (see Figure 5.3b).
The degree distribution of a connectivity graph forms an important metric. For ex-
ample, it indicates how likely it is for wireless nodes to experience contention and gain
access to a channel. However, this metric is not sufficient to deduce, for instance, the
probability of a hidden terminal problem to arise in a network, i.e., it does not contain
information on interactions between individual nodes. These kinds of results could be ob-
tained from analysis of network motifs, essentially small subgraphs, that efficiently cap-
ture information on the neighborhood of a “typical” node (a node of interest). Therefore,
we further study the occurrence of three- and four-network motifs for these nodes. We
concentrate on such a small motif sizes, because, as was discussed in the beginning of the
chapter, analysis of small subgraphs is already likely to cover most of the conflict cases
108 5. Simplifying Optimization Problems: Two Case Studies
0.0
0.1
0.2
0.3
0.4
0.5
0.6
1 2 3 4 5 6 
Geyer model
Poisson model
P
ro
ba
bl
ity
 fo
r a
 m
ot
if 
to
 o
cc
ur
Motif
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node network motifs for the Outdoor Wi-Fi scenario. The illustration of the motifs is given
as well. Black solid lines denote “connectivity” edges, and dashed red line correspond to
“sensing” edges [57].
that can arise in a network, which require unique mitigation actions. Normally, there is
an exponentially diminishing probability that with larger subgraphs we will encounter a
situation that cannot be perceived as a combination of smaller motifs, and efficiently dealt
with based on the analysis of those.
Here we analyze motifs arising from Poisson and Geyer spatial network models for
the outdoor Wi-Fi scenario (see Figures 5.4 and 5.5). We consider this to be a repres-
entative example, as, first, for this scenario we operate on models that fit well to the
empirical data. Second, these two spatial wireless models display the most diverse beha-
vior with regard to the degree distribution metric. Thus, they can be considered as two
extremes between which network motifs patterns after spacial models will reside. As a
metric characterizing network motifs we consider the probability of occurrence of differ-
ent type of the subgraphs that are summarized in the form of the rank-frequency plots.
Figure 5.4 shows the probability of occurrence of the three-node network motifs. Out of
seven possible network motifs six are actually encountered. The seventh subgraph that
corresponds to the hidden terminal case is never generated due to the specific choice
of distance thresholds that define the values of the edge labels (“connectivity” or “(only)
sensing”). In the future we plan to experiment with these thresholds to see how distri-
bution of motifs gets affected due to changes in labeling. Currently, we do not expect
that changes in these thresholds, if they are reasonable, will significantly affect the major
results that are the highly diverse frequency of appearance of the network motifs, and a
noticeable dissimilarity of these patterns between the Poisson and the Geyer models.
Figure 5.5 that displays the results for the four-node motifs confirms these conclu-
sions. For the four-node subgraphs only 35 motifs are encountered, which is slightly over
half of all the possible ones [317]. Only nine of these occur with more than 3% prob-
ability. We also observe that some of the motifs, e.g., #9 and #12, have significantly
different occurrence probability with respect to the underlying spatial models. Overall,
these results support the assumption that in practice many of the wireless network de-
ployments and solutions can to be built primarily considering behavior of a small subset
of the theoretically possible network configurations.
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Figure 5.5: Histograms for the Geyer and Poisson models for the occurrence of four-
node network motifs for the Outdoor Wi-Fi scenario. The numbers on the X-axis denote
different non-isomorphic graphs (motifs).
5.2.5 Short Summary
In this section we considered the problem of dimensionality reduction of models used
as part the optimization task that concern PHY/MAC-level connectivity and interference
of wireless nodes. We used connectivity graphs as an approximation of different spacial
wireless network models, including a realistic Geyer model for Wi-Fi APs distribution.
We discovered that of all the possible localized network motifs that encode interaction
patterns, only a small portion of subgraphs arise frequently. We also observed that the
underlying spatial models influence the occurrence of different motifs, and their probab-
ility distributions change significantly for different spacial node structures. Our results
confirm the earlier claims that the graph-based approximations are efficient models that
allow decoupling the performance evaluation of a protocol design for a wireless network
from the underlying spatial model. Moreover, they indicate that, in principle, only a small
portions of these have to be studied for a given node neighborhood to develop and/or
evaluate with high degree of trustworthiness a certain network solution, thus, further
significantly reducing the complexity of such a task. Though our study was made based
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only on the connectivity graphs, we believe that the similar conclusions would apply to all
localized network motifs based on distance-dependent KPIs.
5.3 Capturing Protocol Parameter-based Dynamics with Graphs
In this section we explore how graph approximations can be used to capture network
dynamics induced by changes in tunable network parameters. We argue that parameter-
performance correlation metrics obtained through simple linearization of network per-
formance are appropriate for this goal. We support our arguments by providing results of
extensive simulations that indicate the validity of our approach. They also show that con-
nectivity graphs combined with the parameter correlation metrics are valuable to context
identification, and can lead to effective and robust autonomous network optimization.
As discussed above, the currently applied graph approximations are almost universally
based on the concepts of connectivity and conflict graphs [305]. These can be thought
of as encoding constraints how resources can be used in the network. For example,
for CSMA-based networks contention relations expressed through a conflict graph dic-
tate which configurations of transmitters can be active at the same time. The accuracy of
such models relies on the observation that radio propagation in typical Wi-Fi deployments
often feature strong large line-of-sight components, and the “gray” area, where perform-
ance is unstable and rapidly decreases with distance, is very narrow and can often be neg-
lected. In this sense the contention relations are robust with regards to small changes in
distances between the nodes. It is precisely the robustness property that enables graph-
based approximation of the relationships between wireless nodes. This feature is further
illustrated in Figure 5.6 that displays the performance of a point-to-point link as a func-
tion of the distance between the nodes for different wireless channel types. As mentioned
above, we see that in the absence of fading, or when the line-of-sight (LOS) component is
strong, the dependency of performance on the distance is weak, and it can be quantized
only in three states. However, in non-line-of-sight conditions this no longer completely
holds, and the graph approximation with small number of edge types might become inac-
curate. One should note that such situations can be prevalent for many present non Wi-Fi
systems. Even in the case of MIMO enabled Wi-Fi we expect that small-scale fading will
play more dominant role that needs to be accounted for in graph-based approaches.
In this section we suggest a different approach to graph-based wireless network ap-
proximation that, among other features, enables robust quantization with smaller number
of states for more complex operational conditions. We focus on network dynamics as op-
posed to simple structural relations between the nodes. Classical contention and conflict
graphs are typically used in the literature to study the expected performance of a par-
ticular protocol or a protocol stack with fixed parameter settings. We focus instead on
the impact different tunable parameters of the protocol stack for a given context, which
might be defined by a number of variables such as node positions, propagation environ-
ment, application behavior, network optimization goals, etc. We aim to describe these in
a similarly robust manner as has been done for contention relations in the literature. We
argue based on classical dynamical systems theory that various linearizations of network
dynamics should naturally yield robust metrics related to statistical correlations between
performance and parameter values. Based on extensive simulations we show that this is
indeed the case. We believe that such approximations of network dynamics have a num-
ber of interesting applications. As an example, they enable fast and robust context-aware
network optimization based on observed properties of connectivity graphs. Next, we
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Figure 5.6: Possible labeling of the graph edge depending on observed performance [56].
The left and the central panels consider the example of the three distinct performance be-
haviors being observed as in the case for channels with the strong line-of-sight propaga-
tion component. The panel on the right shows dependency of performance on distance
between two wireless nodes also for other channel conditions.
discuss on the connection of the network optimization problem with dynamical systems
techniques. We also describe our simulation setup, and present the obtained results.
5.3.1 Network Optimization and Models of Dynamics
We consider a classical utility-based optimization framework for network performance [15].
We denote by U the overall network utility, in practice defining the global optimization
target as a statistical average from which random environmental contributions such as
fading have been averaged out. In most scenarios U would be expressed as a sum of
individual utility functions for different data flows or users, but this level of detail is not
needed here. Now, in a given environment, and for a given set of node locations, U
is a function of a collection of configurable parameters p, i.e., U =U(p1, . . . , pn). These
parameters include, for example, transmit power, use of RTS/CTS mechanism, transport
protocol settings, and so on. Then around any given operating point p0, the dynamics
of U under changes in the parameter values can be expanded as Taylor series following
standard arguments used in control theory and theory of dynamical systems. Formally
this is done as follows. Let α= (α1, . . . ,αn) ∈ Zn be a multi-index with standard definitions
|α| ≡∑iαi, α!≡α1! · · ·αn!, pα ≡ pα11 · · · pαnn and
Dα f (x)≡ ∂
|α| f
∂xα11 · · ·∂xαnn
. (5.1)
Then the Taylor series reads
U(p)=
∞∑
|α|=0
DαU(p0)
α!
(p− p0)α. (5.2)
Usually the highest degree of robustness in optimization and control is achieved by using
the linear terms as a basis for optimization decisions (i.e., |α| = 1). As the result (after
normalization and appropriate choice in the range of parameter values considered) we
obtain terms closely related to statistical correlation coefficients between U and pi.
The application of the correlation coefficients can be understood as follows. Suppose
the network is observed to perform poorly, measured as a low overall network utility. In
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(e.g., with respect to the current connectivity graph) and how it can be optimized (e.g.,
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order to improve this performance, complete optimization problem could be solved at
network configuration, looking for the global optimum of U(p). This can, however, be
very costly due to the large number of parameter combinations and the typically complex
global structure of the optimization problem. An intermediate choice is to respond to per-
formance degradation by tuning only few parameters, perhaps even one at a time, based
on the above-shown linear approximation and conflict/contention graphs identified for the
given operational point. This process is illustrated in Figure 5.7. We determine the cur-
rent operational context either through direct observation of selected Key Performance
Indicators (KPIs) or by obtaining a connectivity graph [320]. For this context, as result
of prior training or modeling, we have the estimates of the correlation coefficients. Para-
meters with large correlation coefficients would be the ones to be adjusted first as they
are likely to lead to the fastest performance improvement. Others may be tuned later if
desired. The parameter adjustments are likely either to change the underlying connectiv-
ity graph, e.g., avoid the hidden terminal problem by lowering transmit power, or alter
the packet dynamics by, for instance, enabling the RTS/CTS mechanism. The suggested
models or rules are useful if the correlation coefficients are robust against small changes
in network configuration, and the optimality gap between such a simplified optimization
scheme and the global optimum is small enough. This turns out to often be the case, as
we show below based on our simulations.
5.3.2 Simulation Setup and Results
Our simulation scenario together with a more detailed graph-based view of the perform-
ance evaluation problem is illustrated in Figure 5.8. We consider two pairs of nodes,
and the distance between the transmitters increases throughout the simulation time. The
nodes communicate using IEEE 802.11a Wi-Fi. We systematically study the perform-
ance of the network by employing the QualNet commercial packet level network simu-
lator [291]. The overall goodput as a function of all combinations of parameter and simu-
lation settings is used as the main performance metric. We derive the correlation coeffi-
cients between parameter values and throughput as discussed above. We also record the
performance gains that can be obtained by tuning different combinations of parameters
from their default values. We consider the following changes in the simulation scenario,
line-of-sight (LOS) propagation conditions and channels with the Rayleigh fading model,
TCP and UDP traffic (FTP and CBR (Constant Bit Rate) applications, respectively), in-
ternode distances between transmitters (between 2m and 202m), with receivers being
separated by 50m. The tunable parameters are transmit power {10, 15, 20 dBm}, datar-
ate {36, 54 Mbps}, MAC maximum retry limit {1, 4, 7}, use of the RTS/CTS mechan-
ism, maximum contention window {511, 1023, 2047, 4080}, and maximum fragment size
{500, 1000, 1500 bytes}.
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Figure 5.8: Scenario overview. Two transmitting nodes are horizontally moving away
from each other. The connectivity graph evolution, which is typical for such movement
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graph transformation if parameter setting can be limitedly tuned. Here the parameter
adjustments allow avoiding hidden terminal (HT) problem and selected gray zones, for
which poor performance is observed. (The R labels denote distinct operational regions
that display distinct performance dynamics as shown in Figure 5.9.)
Let us first look at the overall performance numbers. Figure 5.9 illustrates the impact
of changes in parameter values on the range of considered scenarios that include UDP
and TCP traffic in line-of-sight and Rayleigh fading channel conditions. From the results
we, first, see that for all the scenarios the default settings that maximize the total perform-
ance over the whole range of distances are different. The contributions to the achieved
performance from tuning the parameters also vary, both with the regard to increase in the
performance, and feasibility of adjustment of a certain parameter. However, we can also
clearly see that the network performance is maximized with very few parameters. In vast
majority of cases changes it is the transmit power that has the largest impact on achieved
performance. The datarate change is another important aspect. The large impact of
these parameters is explainable as they influence the network connectivity structure. For
example in the operational region R2 decrease in transmit power changes the network
connectivity structure so that the node pairs do not interfere each other. When distance
between the transmitter and the receiver grows (R3) this connectivity configuration can
be preserved by reducing the datarate parameters, which subsequently lowers the sens-
itivity threshold. For Figure 5.9d the large effect of the retry limit parameter as opposite
to the datarate can be explained by the utility metric we are using for UDP traffic, that
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fading model applied.
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Figure 5.9: Performance of UDP and TCP traffic in scenarios with LOS channel and Raigh-
leigh fading [56]. Figures show the overall achieved performance with fixed parameters
that were chosen to maximize performance over the whole considered range of distances.
They also show performance is increases if these parameters become tunable.
is goodput maximization without any consideration for packet losses. Due to Rayleigh
fading, as opposed to the LOS conditions, the small retry limit is effective only at small
distances between the transmitter and the receiver, at larger distances even for UDP the
number of packet losses becomes too high. Clearly, the TCP traffic is organized differently,
and there any packet losses are harmful, which leads to the retry limit being set high. The
analysis of Figure 5.9 shows that though we have considerable diversity in effect of para-
meter settings on different scenarios and operational conditions, the performance of the
concrete operational point could be significantly increased with very small number of
actions. From these figures it is also clear that the results that can be achieved by para-
meter adjustment depend only loosely on the actual distances between the nodes, making
graph approximation of these relationships feasible. Finally, in order to emphasize the
distinctness of the regions R1–R4 given in Figure 5.9, Figure 5.10 shows the cumulative
distribution functions for the throughput in the UDP and the TCP cases for the different
operational regions. One can observe different behavior of the curves both with respect
to scenarios and the operational regions within them. This indicates that identification of
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Figure 5.10: Cumulative distribution functions (CDF) for parameter permutations ob-
tained for UDP and TCP traffic for different abstractions regions of the performance
graph [56] (R labels in Fig. 5.9).
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Figure 5.11: Correlation coefficient value for all parameter permutations [56].
operational context is needed to enable effective performance optimization.
Given the strong dependency between performance and just few of the possible para-
meter values, the simple linear approximation procedure discussed above should work
well unless there are significant non-linearities present in the dynamics of the network.
Figure 5.11 shows the correlation coefficients for the influence of different parameters
on throughput for all parameter permutations. We see that the strongest correlations
(either positive or negative) are with respect to either the rate or the power. Further, the
correlation coefficients are seen to be quite robust against small changes in the distances
between the nodes. Significant behavioral changes are rather observed for the regions
that loosely correspond to a certain type of connectivity graphs and their possible trans-
formation (R1 – R4). Therefore, very simple greedy optimization scheme would be able
to keep the network performance at a high level, provided the correlation information is
available.
Of course, the situation is not totally so straightforward with respect to parameter
influence. First, there exist parameters that have a non-linear performance effect, such
as the duty cycle in the WSN networking [205] (also see Chapter 3). Second, there are al-
ways constrains on tunability of a certain parameter. Let us consider the hidden terminal
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Figure 5.12: Network performance and fairness achieved by tuning the datarate and the
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problem that arises for all four scenarios. It is in very few cases that we see that switch-
ing of the RTS/CTS handshake or maximization of the retry limit does have a greater
effect than adjustment of other parameters. The only exception is the region R4 of the
scenario of UDP traffic with Rayleigh fading, see Figure 5.9d. However, if, for example,
we consider a subset of the UDP scenario with LOS channel, Figure 5.12, we see that
changes in the datarate allow to mitigate the hidden terminal by increasing the number
of send packets and reducing the sensitivity threshold without employing the RTS/CTS
mechanism. Yet, if for some reason the datarate parameter cannot be adjusted then the
RTS/CTS mechanism is beneficial. This simple case illustrates one should consider effect
of parameters on network dynamics not only with regard to environmental conditions and
application patterns, but also the optimization state space defined, in our case, by the set
of adjustable parameters.
More comprehensive results, showing the effect in changes of a certain parameters,
conditioned on other parameter settings (and their tunability) are given in Figures 5.13
and 5.14. This is done using correlation coefficients between the goodput and various
parameters. The same figures also illustrate the robustness of particular parameters with
respect to changes in channel conditions, inter-node distances, traffic/utility patterns and
behavior of other parameters (optimization state space). They figures display correlation
coefficients obtained for all individual parameter permutations color-coded on the basis
of their behavioral similarity. They also show the correlation coefficients clustered into
five classes. These values correspond to each of the colored groups, and can serve as
additional labels for connectivity graphs to indicate the likely network dynamics with
respect to parameter changes. Figure 5.13 gives detailed results for the case of transmit
power being altered. We see that for all of the parameter permutations the results are
naturally divided into few different robustly defined zones, and strong correlations can
be observer for majority of the cases. This indicates that for many cases even if we are
not in full control of the network, e.g., there is an autonomous datarate control, based
on correlation coefficients we can choose the behavioral strategy that would maximize
the performance. Figure 5.14 on the other hand shows sample results, where parameters
were found not to have a strong and/or similar performance impact. Figure 5.14c shows
that the maximum contention window size parameter does not have significant effect on
performance in exception of 4 out of 576 permutation cases (the exceptions are drawn in
red color in the figure). Figure 5.14b displays that for the TCP scenario, again with few
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Figure 5.13: Correlation coefficient of the transmit power and obtained performance for
all parameter permutations [56].
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Figure 5.14: Correlation coefficient of the retry limit and cwMax MAC parameters and ob-
tained performance over all range of simulated inter-node distances and parameter per-
mutations [56]. Similar behaviors are color-clustered. Bolder lines denote the respective
clustered correlation coefficients that later can be used for labeling the corresponding
operational conditions (e.g., graph connectivity approximations).
exceptions, the retry limit parameter should always be set to the maximum value of seven,
as this increases the reliability of the link. This influence is particularly strong for smaller
inter-node distances. Figure 5.14a shows a higher diversity of parameter correlation
coefficients behavior with respect to other network settings, with two noticeable trends.
For the first group of the parameter permutations the tuning of the retry limit either
does not have a significant effect, or its setting to the maximum is required, i.e., overall,
maximization of this parameter is the right optimization choice for the given connectivity
graphs. For the second group the influences of the retry limit parameter fluctuates, i.e.,
it should be considered as an optimization knob. The other notable trend is that for the
less influential parameters the correlation coefficient behavior may differ between traffic
profiles and channel conditions (see Figure 5.14a,b), i.e., they do not display such a robust
dynamics as in the case of highly influential settings (see Figure 5.13).
Based on the observed results, we hypothesize that if one chooses to conduct network
optimization solely based on the connectivity graphs the following algorithm is beneficial.
One should perform network optimization such as to achieve minimally connected labeled
network graph, however, avoiding motifs that contain the hidden terminal problem. If we
consider more complex utility metrics, such as fairness, then one should also avoid con-
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Figure 5.15: The asymmetric setup of wireless nodes. The position of nodes a, A and
B are fixed. The receiver b moves away from the transmitter B so that first the hidden
terminal problem occurs, which then is worsened by the gray zone connectivity for the bB
connection. Before the bB link breaks the node b stops sensing the a node as well. One
can observe that performance of such asymmetric network graph can be only limitedly
improved by tuning the RTS/CTS parameter, even if it is adjusted on the per flow basic.
nectivity graphs that lead to asymmetric behavior, which were extensively analyzed by
Garetto et al. [298]. (In Figure 5.15 we show that performance of the asymmetric network
can in part be mitigated through parameter adjustment, however it does not completely
solve the problem, and it is desirable to seek alternative solutions that would change the
underlying connectivity graph). In other words, well-connected graphs are better than
hidden terminal or asymptotic graphs, but worse than the loosely connected constructs.
Additionally, zones of unstable low performance, so-called gray zones, should be gener-
ally avoided even if this results a less favorable connectivity graph. These zones rarely
significantly outperform the other alternatives, but they often lead to highly varying, non-
robust, performance. After the desired labeled connectivity graph is obtained further
parameter adjustments are to be applied to enhance utility-specific link properties. Our
study indicates that in many cases (e.g., operational regions R1 – R4) such decomposition
of the reasoning process works. However, in the region border cases, such as the far-off
part of the region R4, and generally complex environmental conditions, the optimization
problem has to be solved in a joint manner.
The performance-parameter correlation coefficient metric that we proposed captures
network dynamics, i.e., it can be directly related to the obtainable transformations of net-
work connectivity motifs, as well as further link improvements. Being linear this metric
avoids being tightly linked to small changes in utility functional, which makes it robust.
Therefore, for efficient optimization it is beneficial to, first, identify operational spatial
context by obtaining a connectivity/conflict graph. Then the dynamical context is to be
obtained, i.e., parameter correlation values for the given utility functional and the state
space of available parameter changes. After that parameters are to be adjusted following
the order of correlation coefficients. If the optimization state space is large the proposed
parameter correlation coefficient metric can be utilized as part of a metaheuristic mech-
anism to obtain faster a near-optimal solution to the given problem (see Chapter 4).
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5.3.3 Short Summary
In this section we proposed the novel modeling approach that captures dependencies
between obtained performance and optimizable entities with respect to a range of oper-
ational conditions. Graph approximations studied before concentrated only on the con-
nectivity and the contention relations, and do not portray the dynamics from changes
in configurable network parameters. We have suggested using parameter-performance
correlation coefficients to capture this dynamics. Our experiments have confirmed that
this is, indeed, an efficient and robust metric, which can, combined with graph-based
approximations, lead to effective autonomous wireless network optimization.
5.4 Temporal Modeling with HSMMs for
Spectrum Activity Patterns Estimation
In this section we experiment with Hidden Semi-Markov Models (HSMM) for online estim-
ation and modeling of spectrum usage patterns of wireless networks and their respective
duty cycles. We also consider a simpler mechanism as an alternative to complex HSMM-
based modeling. Both of the proposed algorithms analyze power spectrum samples in
time domain as sensed by WARP SDR boards [307] or TelosB wireless sensor nodes placed
at different distances from the transmitters [58]. The first, simpler, algorithm utilizes the
estimated density function of the marginal distribution of the received readings to per-
form clustering of the power samples into the classes that correspond to the ON/OFF
activity states. The second algorithm uses hidden Semi-Markov processes and the Viterbi
algorithm [343] to model and estimate the radio activity patterns of signal sources. The
algorithm learns statistical models for each activity state, along with the probability dis-
tribution of the holding times, i.e., how long the sensor is likely to sense a corresponding
power level. Application of these models results in better signal classification. Unlike
the first algorithm the HSMM-based method can be used for both signal classification,
and estimation of the state duration that corresponds to a certain power level. It also
performs significantly better when sensor nodes operate in complex propagation environ-
ment receiving low RSSI values. However, the first simple algorithm suffices in standard
operational conditions for modeling medium and strong signal sources.
We study signals obtained from one or two transmitters, with activity patterns follow-
ing the gamma distribution. We analyze both strong and weak power spectrum samples.
We also consider for a mobile signal source. Additionally, we show possible benefits of
cooperative sensing for correctly estimating the ON/OFF activity patterns with the hid-
den Semi-Markov processes using data obtained at different sampling rates from another
node. In the rest of the section we discuss the incentives for ON/OFF modeling and the
chosen estimation algorithms. Then we describe the experimental setup, and analyze the
performance of the chosen algorithms on the empirical data.
5.4.1 Motivation
Our work is belongs to the research areas of Dynamic Spectrum Access (DSA) and Cog-
nitive Wireless Networking (CWN). One of the primary problems in this domain is the
efficient utilization of available spectrum. For this efficient models addressing spatial and
temporal aspects of spectrum usage are need, so that they can be applied in specific pro-
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tocols, e.g., at the MAC layer, or as part of Radio Environment Maps (REMs) [344] and
Radio Resource Management (RRM) tools [345–347].
The spectrum information may be both relatively static, e.g., for the TV white space
reuse scenarios, or much more dynamic and less predictable, such as in the scenarios
with DSA enabled networks [348] and femtocells [349]. These are especially challenging
in indoor environments due to the complex propagation characteristics and interference
patterns. Therefore, for capturing of the operational context probabilistic models based
on real measurements are the promising candidate models for these type of scenarios.
Using these models different nodes in a network can act independently or collaborate
in order to create spatio-temporal maps of the environment that are valid for specific
time period and propagation conditions. In our work we address the temporal aspect of
spectrum usage, using power spectrum (RSSI) measurements as inputs for our models
and algorithms.
Energy detector based sensing or power spectrum sensing, also known as radiometry,
is the most common popular type of spectrum sensing method used for interference
and primary user detection in the wireless and, in particular, DSA and CWN communit-
ies [350–354]. The method is characterized by low implementation and computational
complexity, and has low power consumption. It is also generic and requires no knowledge
on the signal type of the interfere or the primary user. The received power signal, often
provided in the form of RSSI (Received Signal Strength Indication) samples, is used to
detect the amount of energy received in a certain frequency band for conventional wire-
less networks. This metric allows to predict the amount of interference that is likely to
be encountered in a particular band. In DSA applications this information is often used
to estimate the presence of primary users in the frequency band. It can be also used for
dynamic channel assignment or link performance optimization actions.
When the level of energy in the band is measured, there are several ways to interpret
the results. One way is to compare the output of the energy detector with a threshold,
which depends on the noise floor [355]. However, this approach is difficult to apply in
setting of the threshold levels in the cases of low-power noisy signal, i.e., under low
signal-to-noise ratio (SNR). This is especially challenging if the observed low-power sig-
nals change their power levels over short periods of time as in the case of mobility. In
such situation it is difficult to differentiate noise from the primary users [350], which is
required in the most of the DSA scenarios. The other alternative is to dynamically de-
termine the thresholds for detecting a useful signal, which is one of the application of the
models and the algorithms discussed in this section.
Summarizing, one can distinguish between two basic application scenarios for tem-
poral power spectrum sensing data:
• estimation of active (ON states) or inactive (OFF states) of different transmitters,
including estimation of several ON power levels, i.e. power-level clustering,
• modeling and prediction of the occupancy time for a particular frequency band.
The first scenario basically corresponds to detecting instantaneous channel occupancy.
The information on the power levels and their average duty cycles can be used to perform
run-time optimization of PHY- and MAC-layer parameters depending on the encountered
amount of interference [321]. Solutions for the second scenario allow to optimize Dynamic
Spectrum Access (DSA) by utilizing temporal power spectrum data including historical
information. Earlier work on the so-called MAC-layer sensing [345,347] has shown that
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knowledge of either the duty cycle or the complete distribution of ON and OFF periods
can be used to considerably enhance the efficiency of DSA algorithms depending on the
detailed time-domain structure of spectrum use. Ideally, the second application scenario
would allow to identify multiple signal sources in a network, predict their activity pat-
terns and, therefore, effectively schedule transmissions of secondary users. Depending
on the application scenario, mechanisms of different complexity are to be applied for data
processing. Further, we propose two algorithms, with each of them being appropriate for
different environmental/spectral conditions and target different application scenarios.
5.4.2 Algorithms for Temporal Estimation of Power Spectrum Usage
Next, we describe each of the proposed algorithms and their spectrum occupancy mod-
els. Our aim is to show that simple models and algorithm are often sufficient for good
environmental conditions. However, when the environment becomes more challenging to
estimate and more information on it is required, the sophisticated models and algorithms,
e.g. probabilistic graphical models, become justifiable.
5.4.2.1 Density-based Threshold Detection Algorithm
The density-based threshold detection algorithm is simple, computationally efficient, and
is applicable to fulfill the goals of the first application scenario described above. The
density function of the marginal distribution of the collected data is used to determine
thresholds to distinguish between several power levels, i.e., network activity states, that
are later used for online classification of power samples. The algorithm determines num-
ber of power levels in which the samples are clustered. It requires the user to set the
minimal signal duration of a transmitter, and the minimal expected difference between
observed power levels. Using these, the input parameters settings for a moving aver-
age algorithm are determined in order to smooth the obtained samples. After the data
is processed with this simple filter, the algorithm estimates the number of local maxima
of the density function that are above a certain level to determine the initial number of
the activity states. At the second stage the algorithm finds the thresholds between these
states, which later will be used for classification of the samples. This is done by finding
of the local minima of the density function obtained on the unprocessed raw data. Also
the ON/OFF thresholds should yield a clear separation between the power levels. Addi-
tionally, the number of these minima should be one less than the number of the clusters.
If the above criteria on local minima are not satisfied the algorithm gradually increases
the number of samples over which the data is averaged until the density function of the
processed samples does not yield the required result. Typically noisy or weak power
spectrum samples require such iterative filtering. However, it decreases data granularity,
and, in the extreme case, might prevent detecting short ON activity bursts. Additional
drawback of this algorithm is its dependency on initial and cut-off thresholds mentioned
above. In case of a different environment with sufficiently different levels of noise in
samples, these might need to be adjusted for the efficient functioning of the algorithm.
5.4.2.2 HSMM- and Viterbi-based Algorithm
The ON/OFF pattern estimation algorithm that utilizes hidden Semi-Markov models is
more complex. It is applicable in cases of severe propagation conditions, heavily sub-
sampled data, and multiple transmitters (if we want to distinguish between multiple “ON”
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power levels). The derived mechanism can also be utilized to enable the second applic-
ation scenario described above. The algorithm we propose (a) clusters received samples
in the power levels corresponding to, in general case, the OFF and several ON network
activity states, (b) learns and captures their statistical characteristics as HSMMs, includ-
ing the temporal aspects, and (c) uses these models for online classification of the incom-
ing readings. For example, in the case of a single transmitter this mechanism estimates
the distributions of power samples that correspond to the ON and OFF states. It also
characterizes the lengths of these activity periods. The model is used to estimate online
if incoming samples belong to the ON or OFF activity states using the Viterbi classifier.
The proposed algorithm models the activity patterns of transmitters utilizing the al-
ternating renewal process or the Semi-Markov ON/OFF process. It uses the following
transmission model. Each transmitter at any given time is either active (ON state) or
inactive (OFF state). While being active the transmitter is assumed to send signals con-
tinuously with a constant power. The durations of active and inactive periods for each
transmitter are assumed to be independent of each other. The earlier measurements in
outdoor conditions have indicated that often for several different transmitter technolo-
gies the lengths of successive ON and OFF periods are independent [345,346,356]. The
durations of ON/OFF periods are presumed to follow general distributions fon(t) and foff(t)
with mean values µon and µoff, respectively.
If the states of the different transmitters were directly observable, the estimation
of the ON and OFF distributions would easily be solved using usual parametric or non-
parametric statistical techniques. In practice this only occurs if there is a single transmit-
ter of high enough power that it can be reliably distinguished from ambient interference
and noise [346]. However, especially in indoors, fast fading and hostile propagation envir-
onment often cause the measured received powers from an active transmitter to fluctuate
heavily. The signal can often disappear into the noise and interference for short periods
of time. We overcome these difficulties by considering a Hidden Semi-Markov Model
(HSMM) [357]. The true state of the system is still assumed to follow a Semi-Markov
ON/OFF process (or in the case of multiple transmitters, a product of such processes,
resulting in one OFF and several ON states). But instead of making observations on that
process directly, we assume that we observe at given times a received power that is ran-
dom with the distribution depending on the actual state. In networking HSMMs were
successfully applied to estimate confidence intervals of packet loss measurements in In-
ternet [358]. In the field of dynamic spectrum access these types of graphical models were
applied on empirical data for offline power spectrum activity estimation by Geirhofer et
al. in [346]. However, in their work only one transmitter was considered, the observed
differences between the spectrum power samples corresponding to ON/OFF levels were
high, the training of the models was done offline (i.e. there were a lot of spectrum samples
available) and, therefore, the challenge for state estimation was minimal. In our work we
apply HSMMs for much harder problems.
The general structure of the employed HSMM is shown in Figure 5.16. The model
requires specification of a) number of the states in the HSMM graph, b) initial probabil-
ities of the states, c) transition probabilities between the states, d) sojourn times spent
in each of the states (corresponding to fon(t) and foff(t) for a single transmitter case),
and e) the emission distributions of the received power conditional on the state of the
system [343]. For the initial classification of the power levels, estimation of their em-
pirical averages and standard deviations, we use the density-based threshold detection
algorithm described above. The number of states of the HSMM is set to be equal to the
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Figure 5.16: Generalized hidden Semi-Markov model used [59]. The figure shows three
states of the HSMM corresponding to the OFF activity state of the network and two ON
states that are characterized by different power levels.
number of resulting power classes. The statistical characteristics of these power classes
are used to set initial values the emission distributions of the HSMM. We use equal initial
state probabilities for the HSMM. The transition probabilities between all HSMM states
are initially set to be even as well. However, during the model training, which we de-
scribe later, they get automatically adjusted. We applied normal emission distributions
throughout, but these can easily be replaced by more general distributions to cover the
effects of, for example, non-Gaussian interference or complex fading environment. The
first zero of the autocorrelation function of the received power was used to determine
initial values for the parameters of the sojourn distributions whenever parametric model
was considered. We chose the gamma distribution as a parametric model for the sojourn
time distributions due to its flexibility. The scale parameter θ was chosen to have initial
value ranging from 1 to 5, while the shape parameter was set as k = µθ, where µ is the
time scale obtained from the analysis of the autocorrelation function as discussed above.
In order to avoid problems of the previously described threshold-based algorithms,
there needs to be a mechanism for adjustment of initial values preset before based on
the training samples. To refine the initial values of emission and sojourn distributions
and adjust state transition probabilities, the method of finding the maximum likelihood
iteratively using the Expectation Maximization (EM) algorithm [357] is typically applied.
In particular, we used the specific R package, described in [359], for estimating hidden
Semi-Markov models.
Next we train HSMMs to classify the incoming RSSI readings, and then utilize these
models online by employing the Viterbi algorithm, as proposed in [343], to estimate the
most likely sequence of hidden states from measurements. This information is used to
classify the incoming power readings in one of the states of the system (in general case
the OFF or one of the ON power levels). We chose to employ the Viterbi method as this is
maybe the most well known and powerful decoding algorithm that relies on maximum of
the available historical data. Therefore, application of this algorithms is likely to provide
the best classification results possible, which is important as one of the main goals of
this work is to explore feasibility of hidden Semi-Markov modeling for temporal spectrum
modeling. In the future simpler classification techniques can also be explored, e.g., the
ones based on maximum likelihood, to make the algorithm less computationally intensive.
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5.4.3 Results
In this section we evaluate the proposed algorithms. First, we shortly describe the experi-
ment setup from which we obtained the data samples. Then we invoke the two algorithms
on this empirical data emulating their online application, and analyze the obtained results.
5.4.3.1 Experimental Setup
To evaluate the proposed algorithms we utilized our large spectrum measurement test-
bed installed in the indoor office environment as described in Appendix D [58]. For our
experiments we used two types of sensing devices, namely WARP SDR boards [307] ori-
ginally developed by Rice University (which are commercially available from Mango DSP)
and Crossbow Inc. TelosB platforms [162]. Sensors were located in five different rooms
covering over 240m2, with one supporting wall dividing the space. The testbed operated
in the 2.4GHz frequency range. We have used in total 60 TelosB nodes and 9 WARP
boards. However, for this work we analyzed the data from only a small portion of those.
After the measurement traces were collected we have chosen for the analysis the two
traces for each type of sensors that correspond to the boards receiving the highest and
the lowest power readings from the transmitters. To estimate the performance of the pro-
posed methods we fed the traces as incoming online samples to our algorithms realized
in R [360]. Before proceeding to the presentation of the obtained results, we provide a
short description of sensor boards and transmitters used to generate the measurements.
Our spectrum sensor choice clearly falls into two distinct classes with WARP board
being a high end SDR platform providing extremely fast spectral data samples, while
the TelosB represents a low-end device for spectrum sensing. We have programmed the
WARP boards to provide high rate spectrum measurements with a bandwidth of 22MHz
with frequency of 740µs. The MAX2829 [361] radio transceiver provides a 10-bit (Re-
ceived Signal Strength Indicator) RSSI, which is converted into dBm power levels. There
are three RF gains supported on the chip and since the RSSI is measured after the RF
gain, we selected the most sensitive range showing a linear behavior in the sensitivity
range from -100 to -20dBm. TelosB nodes are equipped with CC2420 radio transceiver
from Texas Instruments [362], which has a built-in energy detection (RSSI) feature. The
RSSI values can be read as an 8-bit wide register averaged over a duration of 128µs. The
sensed channel bandwidth is 5MHz. These values can be stably reported to the PC with
frequency of at least one reading per 3.5ms.
We have employed TelosB nodes and a D-Link 2.4GHz DWL-G700AP Wi-Fi access
point as signal sources. The TelosB nodes were used to generate complex signal pattern
distributions, produce a mobile signal source, and serve as multiple signal sources. We
used the transmitter test mode of CC2420 on TelosB node to generate modulated carrier
signals [362]. The chip provides a continuous 5MHz wide signal with most of the power
concentrated in a bandwidth of 2MHz [58]. The transmit power was set to 0dBm. A Wi-Fi
access point is packet frame based and cause gaps in the transmission, we use it in a
beaconing mode.
5.4.3.2 Applying Proposed Algorithms on Measurement Results
We apply the two proposed algorithms for the estimation of the ON/OFF activity patterns
produced by one or several TelosB nodes, as well as a Wi-Fi access point. In this work,
we consider three different scenarios for estimating ON/OFF activity patterns. First,
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states with the threshold-based algorithm.
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(b) Received power levels and the estimated
states with the HSMM/Viterbi algorithm.
Figure 5.17: Single transmitter scenario [59]. The WARP board receives a strong signal.
The receiver is located at the distance of 0.5 meters from the transmitter. Both algorithms
for training use sample gathered over 16 periods.
we study the scenarios for single transmission source with a TelosB node generating a
narrow-band signal. Then we study a mobile signal source from a TelosB node placed on
an electric toy train using a fixed duty cycle, see Appendix D. Finally, we consider two
signal sources: 1) two stationary TelosB node, and 2) a combination of a mobile TelosB
node and a beaconing access point. For the single transmitter scenario we analyze the
readings for two WARP boards that received the strongest and the weakest signals. For
other scenarios we process the measurement traces only from the weakest receiver. We
annotate the obtained results in terms of the number of periods observed by the receivers
rather than in seconds. One period is defined as a sum of the average ON and OFF
durations and corresponds to one duty cycle in the mean. In this work one period is equal
on average to 5seconds.
5.4.3.3 Single Static Transmitter
First we study the estimation and modeling of ON/OFF activity patterns obtained from
a single transmitter. A TelosB node generated a 5MHz signal with gamma ON/OFF dis-
tribution, with a duty cycle of 25%, an ON period with mean duration of 1.25s, and
variance of 0.16 s2. First we apply the proposed algorithms to process the RSSI readings
of a WARP board receiving strong signals. The results are shown in Figure 5.17. The
density-based threshold detection algorithm correctly identifies two classes for the power
readings corresponding to the ON and OFF states, and uses the threshold level set to
-69.95dBm to correctly classify the incoming samples (see Figure 5.17a). The algorithm
does not require any data smoothing. As shown in Figure 5.17b the HSMM/Viterbi al-
gorithm also correctly estimates the ON/OFF states of the incoming samples based on
the learned Semi-Markov model. Moreover, this algorithm is capable to correctly process
erroneous/noisy samples, such as the one received around the second period, and classify
them the OFF state (see Figure 5.17), as it takes the temporal structure of the activity
states into the account. The first algorithm operates only on the thresholds, which leads
to the signal misclassification. Both algorithms successfully classify the samples, when
the difference between the noise level and the power received from an active transmitter
is high.
The threshold-based algorithm requires additional processing when the data from the
node sensing a weak signal is analyzed. In our study this is the case, when on average
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Figure 5.18: Probability density functions obtained for the power spectrum samples re-
ceived by the WARP board in the two considered scenarios [59].
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Figure 5.19: Single transmitter scenario [59]. The board receives a weak signal. It is
located at the distance of 11 meters from the transmitter across the semi-concrete wall.
Both algorithms for training use sample gathered over 16 periods.
the difference between the ON/OFF samples becomes less than 2dB. If no data filtering
is applied then samples are misclassified as the two power levels are very close to each
other. The algorithm could achieve correct classification of the samples with the applic-
ation of the moving average filter with the window size of 12 samples, and setting the
threshold to -89.64dBm. High window size means that the heavy smoothing of the data is
required, which can potentially lead to signal losses. The initial and the resulting density
functions along are shown in Figure 5.18. The results of the threshold-based classification
are displayed in Figure 5.19a.
The results show that in this scenario the HSMM/Viterbi algorithm performs well
without application of additional filtering. It achieves accurate state estimation based
on the learned Semi-Markov model, as shown in Figure 5.19b. The sojourn distribution
for both of the nodes sensing the strong and the weak signal are the almost identical.
This additionally indicates that the HSMMs can successfully applied for the receivers
observing only weak signals. There exist certain performance degradation in terms of the
required training samples exists for the weaker signal, but it does not lead to significant
error in the ON/OFF period estimates (see Figure 5.20b-d). The figure also shows the
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fast convergence of the parameters of the Semi-Markov models to the almost true values
of the original signal distribution. Overall, the deviation in the estimated ON and OFF
periods and duty cycles from the true values in the worst case does not exceed 3.5%.
(The true original values are 0.25 and 0.75 of a period for the ON and the OFF duration,
and, respectively, 25% for the duty cycle.)
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Figure 5.20: The summarizing plots on the parameter estimates of the HSMM for the
single transmitter scenario following the gamma signal distribution [59].
5.4.3.4 Two Static Transmitters
We have considered two scenarios with dual transmitters. In the first scenario the signal
sources are two TelosB nodes. One node generates a 50% fixed duty cycle with an ON and
OFF durations of 2.5s. The other node follows a gamma distributed 25% duty cycle, with
an average ON period of 1.25s and variance rate of 10%. For the two transmitter scenario
we have chosen to analyze data from the WARP board that receives strong signals from
one TelosB node and very weak signals from another TelosB transmitter, as shown in
Figure 5.21. The weak signal can be easily misclassified into the OFF state, as on average
its difference to the noise floor does not exceed 1.5dB.
To obtain acceptable classification results for this scenario the density-based threshold
detection algorithm has to apply a moving average filter with the window size of 10
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(c) Received power levels and the estimated
states with the HSMM/Viterbi algorithm that
uses the two-state hidden Semi-Markov model.
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Figure 5.21: Two static transmitters scenario [59]. The WARP board is receiving a weak
signal, and is located at the distances of 9 and 11.5 meters from the two transmitters
across the semi-concrete wall, respectively. The training samples are gathered over 16
periods.
samples. The algorithm correctly determines that the samples have to be classified into
three power levels (OFF, 1-ON and 2-ON states) and deduces the classification thresholds
of -89.3dBm and -78.4dBm. The results of the online state estimation with these thresholds
are shown in Figures 5.21a. The HSMM/Viterbi algorithm also correctly determines that
the Semi-Markov model requires three states. Further training of the model is success-
ful and the Viterbi algorithm performs correct clustering of the incoming samples without
the need for data pre-processing, see Fig 5.21b. For comparison, we trained the two-state
HSMM on the same set of data. With the two-state model the Viterbi algorithm completely
misclassifies 1-ON state into OFF state for the weak power spectrum samples, as shown
in Fig 5.21c. This indicates that the HSMM/Viterbi approach is useful for modeling and
estimating the state of complex power spectrum time series, if the number of states for
the Semi-Markov models increases correspondingly. However, this of course leads to an
increase in processing time and computational overhead.
We also used the two transmitter scenario to demonstrate the possible benefits from
cooperative nodes behavior. Two nearby WARP nodes performed the sensing at different
rates, one 50 times slower than the other. If we estimate the three-state HSMM directly
from the slower sensing device then we may arrive to the wrong estimations, as shown
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Figure 5.22: Illustration of benefits of model sharing between the two receives for the
two TelosB nodes transmitting scenario, sub-sampling case [59].
in Figure 5.22a6. Here the OFF estimate includes the low-power level of the ON signal.
However, if we import the trained three-state model from the faster sampling sensor node
to the slower sampling device then the states estimations made by this device become
much more accurate, as shown in Figure 5.22b.
5.4.3.5 Mobile Signal Source
The results described above indicate that in a stationary environment the variation of the
received power at individual nodes is relatively small for wideband 20MHz receivers. We
shall now illustrate the case of a mobile transmitter. These experiments were carried out
using a TelosB node as a signal source placed on top of a model train that goes in ellipsoids
around a part of a wall. The node transmits with 25% duty cycle. As a representative
receiver, we have chosen the TelosB node that senses a bandwidth of 5MHz. As clearly
visible from Figure 5.23, while fast fading clearly severely distorts the results, we were
able to obtain valid HSMM models, which application resulted in quite accurate state
estimations. (In this and the following scenarios we do not anymore describe results
obtained with the threshold-based algorithm. Due to large variations in received power
readings and complex required analysis, we could not obtain feasible classification results
with this algorithm without significant additional manual tuning, which basically makes
it inapplicable for autonomous online application. However, we still use this algorithm to
initialize the HSMM modeling.)
In the second mobility scenario we again use a mobile TelosB node with the same
25% duty cycle, but this time we have added a beaconing Wi-Fi access point. This time
we employ the WARP board as a receiver. Our purpose is to study if it possible to cor-
rectly identify the signals form the Wi-Fi AP as belonging to the ON state. The additional
difficulty is that the WARP board skips some of the beacons, which results in some ir-
regularity in observed signals from the AP. As is evident from Figure 5.24a the two-state
gamma model misinterprets the Wi-Fi signals as the OFF state. However, the three-state
6Some of the figures in this section displaying sample observations of power signals and their
classification, e.g., Figures 5.22 and 5.24, show signals taken either from different sensor boards or
observed at different point of time. Therefore, the displayed data points might slightly differ in their
subfigures, especially with respect to the x-axis. Such misalignment resulted that we took different
subsets of the data samples for display of the classification result after application of the studied
models. This choice was rather random, and neither results or conclusion are affected.
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Figure 5.23: The mobile transmitter example. The receiver is located at approximately
7m across the concrete wall from the transmitter.
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Figure 5.24: The two transmitter scenario with the moving train and the beaconing Wi-
Fi access point. Measurements are shown for a WARP board located at the distances of
7m across the concrete wall from the mobile transmitter. The access point is operating
approximately 20m away from the testbed area.
gamma model suits very well for this scenario, both the TelosB and the Wi-Fi signals are
identified to belong to one of the two ON states.
As we previously have observed it is crucial to define the correct number of states for
the model. We decided to further experiment with a different type of the HSMMs, namely
a k-smooth non-parametric model. This model does not require the specification of the
sojourn distribution and might converge to almost arbitrary estimates [359]. Therefore, it
might be applied initially to decide to the type of a parametric distribution. It could also be
utilized to decide if new states have to be added to the HSMM. The drawback of this model
is slow convergence and, sometimes, wrong classification due to overfitting. We applied
the two-state the k-smoothed non-parametric model for estimation of the network activity
states to the two transmitter scenario with a mobile source described above. Figure 5.25
displays the results obtained with this HSMM and the respective sojourn distribution.
The state classification results in better outcome than for the two-state gamma model
(see Figure 5.24a), as the Wi-Fi source is identified with an ON state. If we consider
the sojourn distributions of the k-smoothed non-parametric HSMM, Figure 5.25b, we see
that the distribution corresponding to the ON state of the model has two local maxima.
The first maximum is close to duration of a single AP power sample, where is the other
is at about 0.26 of a duration of one observed period, which roughly corresponds to the
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Figure 5.25: Illustration of application of the two state k-smooth non-parametric model
for the two transmitter scenario with one mobile source and an AP.
time a moving TelosB transmits. Therefore, in principle, several local maxima in a sojourn
distribution, might serve as an indication that number of vertices of the HSMM should be
increased to obtain better classification with parametric models. We plan to explore this
hypothesis as part of the future work of automatic identification of vertexes for the HSMM
in complex scenarios, where direct analysis of marginal signal density distributions does
not produce satisfactory results.
5.4.4 Short Summary
In this section, we have applied hidden Semi-Markov models for modeling power spec-
trum activity patterns in the indoor environment. These models were then utilized as a
part of the proposed algorithm for online classification of incoming samples. This mech-
anism was compared with the simpler approach, namely a density-based threshold de-
tection algorithm. This algorithm can be successfully applied online to classify power
samples and determine the threshold to distinguish between the ON and OFF states for
both strong and weak signals. However, for the weak signals it requires strong smoothing
of the data which might prevent it from detecting short transmission sequences. On the
contrary it has been shown that the ON/OFF activity patterns can be successfully modeled
using the hidden Semi-Markov models without significant loss in data granularity. These
models can be further used to accurately classify online the incoming power samples with
the Viterbi algorithm, even if there are occasional erroneous samples present. We have
also shown possible benefits from intra-node model/information sharing for more accurate
spectrum activity estimation on the example of the sub-sampled data. Furthermore, we
have successfully applied the HSMM-based algorithm to classify signals incoming from
a moving transmitter, as well as of multiple transmitters. In Chapter 6 the autonomous
RRM framework for home wireless networks, called Home Cognitive Resource Manager,
successfully applies the hidden semi-Markov models for estimation of activity patterns
of different 2.4 ISM channels, and utilizes this information to guide the sensing process
performed by a MAC protocol [363].
We plan on investigating the applicability of HSMMs to the cases where the assump-
tion of independent durations of ON and OFF periods is strongly violated. We also want
to consider alternative ways to construct the models, e.g., utilizing prior information on
the number of primary sources, and then training a separate model for each of them.
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5.5 Conclusions
In this chapter we suggested new graph-based models for effective approximation of wire-
less network optimization problems, with particular focus on Wi-Fi based systems. We
showed how small labeled network motifs can be constructed to capture both spatial and
dynamic network properties. These models reflect the principal components of network
behavior, and may, therefore, indeed serve as efficient and robust means to derive oper-
ational contexts, and provide valuable inputs for network optimization. First, we studied
occurrence patterns of conflict graphs, more precisely their three and four-vertex motifs,
that arise from different underlying network topologies. These topologies are built after
selected spatial wireless network models, with one of them, the model based on Geyer
point process, accurately reflecting real deployment of access points in the Google Moun-
tain View Wi-Fi network. We observed that only a small number of network motifs occur
frequently in these topologies. Moreover, though the underlying spatial models result in
different rank-frequency distributions of the occurancy of the motifs, the set of frequently
encountered subgraphs is the same for all of the studied spatial models. This fact indic-
ates that the number of the operational scenarios required to be evaluated as part of an
optimization task can be often limited to graphs which occur frequently. Thus, the op-
timization task can be significantly simplified with respect to the number of operational
conditions that have to be considered.
In the second part of the chapter we proposed to use labeled network motifs to cap-
ture, through quantization of parameter-performance correlation coefficients, the influ-
ence of protocol parameters on observed network performance in changing operational
conditions. Our experiments on small ad-hoc networks have demonstrated that such mod-
els are very useful for simplification and dimensionality reduction of an optimization task.
Furthermore, based on our results we could also establish relations between models cap-
turing network dynamics and connectivity graphs. We plan to extend this work by consid-
ering larger networks with varying topologies and more complex utilities.
In the third part of this chapter we applied hidden Semi-Markov models, as well as a
simpler and more computationally lightweight techniques that directly utilize the estim-
ated density function of the marginal distribution of the received readings for temporal
online characterization of ON/OFF power spectrum activity patterns. Here we observed
the classical trade-off between complexity of a method and its efficiency/applicability. The
HSMMs were performing very well in all the considered scenarios. The models were ac-
curate even when obtained for poor wireless conditions with ambiguous sensing results,
and in situations where complex temporal deductions were to be made (e.g., several “ON"
power states had to be distinguished). However, the simpler method, though somewhat
vulnerable to incorrect initial settings, was performing equally well in less complex scen-
arios with clearer incoming power signals. Our study has demonstrated that both of these
newly proposed methods have their own exploitation scenarios. However, only the more
complex HSMMs can be made robust towards significant variations in the operational
conditions.
6Designing a Self-Optimization System for
Wireless Home Networks
In this chapter we discuss and develop a self-optimizing system for Wireless Home Net-
works (WHNs), testing and applying some key aspects of the methodology suggested
in Chapter 2. The system is named Home Cognitive Resource Manager (HCRM)1. We
concentrate on the design and implementation stages of the development life-cycle. We
derive the specific goals for the system based on careful analysis of user requirement
to WHNs, which lead to adoption of the agent-based perspective on system design [85].
We believe this approach to be very useful for most self-management concepts, including
Cognitive Wireless Networks (CWN) [365, 366]. We take the Cognitive Resource Man-
ager (CRM) [60, 367, 368] as an architecture of individual agents. This architectures
serves as a “constraint that de-constrains”, i.e., it allows to achieve high system flexibility,
while providing structural constraints to ensure desirable levels of robustness [14]. After
designing the HCRM using the above architectural guidelines with detailed architecture
being discussed in the latter part of Section 6.2, we discuss system implementation and
evaluate its performance.
The resulting prototype supports, in an integral manner, dynamic pursuit of goals
and policy regulations formulated by network stakeholders using multiple control loops
and optimization techniques that employ utility- and policy-based reasoning. The system
operates on an extensible parameter configuration state space. It acts on multiple pro-
tocol layers including dynamic channel assignment, which is enabled through interface
virtualization. The integrity of the system is maintained through conflict resolution and
prioritization functionalities. Our prototype operates on wireless nodes supporting both
COTS Wi-Fi transceivers and WARP SDR platforms [307]. For optimization we use either
predefined decision trees or experimental implementations of two Machine-Learning (ML)
techniques, namely Multi-armed Bandit (MAB) algorithm and Hidden Semi-Markov Mod-
els (HSMMs). The system has been successfully evaluated on multiple wireless nodes
where several multimedia streams and data flows are competing against each other and
external interferes. We conclude this chapter with lessons learned from prototyping of
this self-optimizing Radio Resource Management (RRM) system for WHNs.
6.1 Introduction
As previously discussed in Chapters 1 and 2, the increasing complexity of future wireless
networks leads to the requirement for self-organization. This is true especially in home
networking where users are typically not networking professionals and cannot be expec-
ted to perform complex optimization and management tasks. Additionally, Wi-Fi networks,
1The papers relevant to the HCRM design that the author has been contributing to are [52,61–
63]. The prototype to large extent is one of the results of the joint work on the European ARAGORN
project [364] that involved contributions of several academic and industry partners.
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in contrast to cellular systems, are typically constructed from heterogeneous vendor
equipment and software, which raises the issues of middleware and interfaces compat-
ibility, as well as possible emergent behavior from combinations of these units. In this
chapter we describe the design and prototype implementation of the self-optimizing sys-
tem for these networks. It is built to fulfill two main tasks. First, we want to demonstrate
that using the discussed architectural principles one can create a viable self-optimizing
system for wireless home networks2. Second, we aim at creating a framework that would
be general and flexible enough to address complexity and evolvability issues in these net-
works, especially during the run-time management phase. Therefore, we decided that
the framework should 1) allow experimenting with a number of optimization algorithms,
2) act on multiple protocol stack layers utilizing various degrees of cooperation between
nodes, 3) be extendible to support different types of wireless hardware.
We shall now further motivate our work by describing the likely development of wire-
less home networks in the near future. The popularity of wireless communication sys-
tems for home networking is rapidly growing along with the user demand for diverse high
quality telecommunications services. This results in a dense wireless environment with
fast channel variations and uncontrolled interference, which significantly complicates the
design of wireless systems. In particular, a notable trend in Consumer Electronics (CE)
is the increasing number of Wi-Fi enabled devices, like such as cameras, TVs, and other
digital media appliances. In 2014, the shipments of CE devices for home usage equipped
with WLAN interfaces excluding computers and mobiles devices is forecast to exceed
one billion units [3]. The increasing adoption of Wi-Fi creates new usage models, like
wireless content sharing and streaming between home media appliances. However, cur-
rent network management solutions do not sufficiently assist non-professional users to
efficiently setup and maintain IEEE 802.11 networks. For example, networks are often
configured to operate on a single fixed channel, usually selected at system startup or at
periodic intervals, and route traffic through an Access Point (AP), which might be subop-
timal especially for dense and dynamic wireless environments. Additionally, there is an
increasing number of radio technologies that operate on the same frequency range, such
as the family of IEEE 802.11 radios, IEEE 802.15.4 low power devices, and Bluetooth,
creating co-existence challenges [373,374]. The such technologies as IEEE 802.11n and
IEEE 802.11ac increases delivered throughput at a price of expansion of the bandwidths
used. A survey of Cisco Systems, Inc. indicates that 54% of wireless deployments are
already affected by wireless interference [375]. As another illustration, it was shown
2To avoid the ambiguity in the terminology we clarify our understanding of the terms self-
optimization and autonomous (radio) resource management. Self-optimization is part of self-
management that belongs to the concept of autonomic computing [369,370]. Self-optimization seeks
to autonomously perform mostly parameter-based optimization in order to improve system (network)
performance. Radio-resource management [371] done autonomously pursues similar goals, but with
explicit respect to wireless and cellular networks. Modern notion of autonomous RRM could be
considered as a part of self-organizing network paradigm [372]. Radio-resource management typ-
ically applies to PHY, MAC and partially network layers of the protocol stack and aims at achieving
of the optimal use of the involved resources. Radio-resource management is part of network re-
source management, which is a very wide concept (e.g. includes context management), and if done
autonomously would involve not only self-optimization, but also other properties of self-management.
With respect to the HCRM we utilize the terms of self-optimization, resource management and radio-
resource management interchangeably to improve the flow of the text. We consider that WHNs are
edge one or two hop networks where resource management decisions heavily involve cross-layer
optimization, especially on the lower protocol layers. Additionally, the HCRM also performs some of
the self-configuration functionalities, as it follows imposed policy constraints.
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in [376] that in large cities the average density of Wi-Fi networks was 140−1800 APs per
km2 already in 2007. Clearly, the local concentration of APs can be much higher [334],
and is expected to increase in the future.
Because of these issues, there is a need for a system that autonomously manages
wireless home networks fulfilling changing stakeholders’ needs in dynamic operational
conditions. This system should be minimally complex and provide high levels of flexibility
and evolvability to incorporate the likely short- and long-term changes in user demands,
operational environment, and list of desired services or applications. These goals can be
addressed to different extent both at design and the run-time stages of network opera-
tion. In this chapter we describe a framework called Home Cognitive Resource Manager
(HCRM) that aims to fulfill the above goals. It primarily focuses on radio-resource man-
agement aspects of the control of wireless home networks.
The HCRM is closely related to the fields of home and cognitive wireless network-
ing [365]. The general concept of cognitive radio is considered in a number of works [32,
60, 147, 377], with an overview of the recent prototyping efforts given in [378]. Altern-
ative self-optimization/self-management approaches for wireless environments [379–381]
and, specifically, for wireless home networks [382–384], either have a different focus,
do not consider the DSA aspects, or just present a certain resource allocation scheme,
e.g., [385,386], without addressing the system level aspects of the problem. The work on
virtualization of wireless interfaces, e.g., presented in [387,388], has not been incorpor-
ated as part of a complex self-management system until recently within the same context
as our present work [175,364].
Further in this chapter we discuss how complexity can be addressed during the life-
cycle of a networked system, demonstrate on the developed prototype solution the feas-
ibility of such an approach, at the same time pointing out encountered challenges. In
particular, in Section 6.2 we describe the design of the HCRM. We discuss the high level
requirements for the system, and their mapping to the lower-level system-specific object-
ives. We build the HCRM based on agent-based design and cognitive resource manager
architectural principles [60]. Section 6.3 provides further details on the system design.
In Section 6.4 we present selected evaluation results. Finally, Sections 6.5 and 6.6 draw
conclusions with explicit summary of the lessons learned during the work.
6.2 Deriving Design
Typically, WHNs are deployed in individual apartments, and consist of a home gateway (an
access point) and multiple wireless clients that, depending on the executed applications,
might require either Internet and/or mutual ad-hoc connectivity (see Figure 6.1). Users
have diverse requirements and access rights to services provided by a network. The
deployment conditions might result in a situation where the same spectrum is shared not
only between multiple users of one network, but also between different WHNs.
6.2.1 Challenges and Constraints
Some of the key challenges WHNs face are the diversity of hosted services and strin-
gent requirements on their quality, the competition for constrained network capacity, the
ample dynamics (environmental, user, and inter-component), and the resulting poor per-
formance predictability. Suboptimality of the strictly layered TCP/IP stack without cross-
layer optimization capabilities, imperfectness of software and hardware, and, finally, non-
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Figure 6.1: A wireless home network scenario (adapted from [62]).
professional users with the lack of expert support personnel contribute to the encountered
challenges. Most of these challenges can be mitigated, at least partially, through the de-
velopment of effective self-optimization techniques of various levels of complexity.
The design work on the HCRM can be decomposed into two major phases. The first
is the derivation of functional requirements for the autonomous Resource Management
(RM) phase, success of which is measured through stakeholder satisfaction. The second
is the system design that constrains the achievable efficiency of self-optimization. In other
words, the HCRM system design aims to serve as “constraint that de-constrains” the self-
optimization process [89,389,390].
We proceed by stating the main requirements and constraints imposed on a system
such as the HCRM, whereas the description on how these objectives are met by the sys-
tem are given further in the chapter. (In this work we focus only on their technical goals,
without explicit consideration for socio-economical aspects.) The requirements and the
constraints are summarized in Table 6.1. Typical stakeholders of a home network are
users, network and service providers. Objectives of a network provider can be approx-
imated as a tradeoff between efficient usage of wireless resources, e.g., spectrum, and
provision of high quality of service to users. Individual users aim to maximize perform-
ance provided by a network that can be perceived through Quality-of-Experience (QoE)
metrics, while complying to external (operator) constraints. Implicit consideration for
socio-economical aspects leads to the definition of constraints such as a limit on the avail-
able spectrum pool, as well as the prioritization of some users and applications. Users,
and to a lesser extent providers, have dynamically changing objectives. They should
be conveyed to the system accurately in order to achieve the best optimization results
provided that the correspondingly imposed overhead and complexity are tolerable [42].
As discussed earlier, there exists a tradeoff between expected advantages provided by
the information input to the system, the ability to accommodate and efficiently utilize this
data, and the imposed costs, e.g., in terms of signaling overhead and processing complex-
ity. One should consider not only absolute gains in performance, but also robustness of
the system both with regard to variability of inputs and optimization actions, as well as
emergency/fragility risks that can increase due to growing networked system complexity.
As part of the framework design we define a range of its possible inputs. One category
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Table 6.1: Summary of the high-level system requirements.
By operators
• Efficient use of network resources
• User satisfaction
• Compliancy to imposed constraints
and policies
The HCRM must be able to operate in a wide range of
indoor environments ranging from stand alone houses
to dense neighborhoods with multiple close-by apart-
ments with interfering wireless devices. The possibilit-
ies for network pre-planning are very limited. Network
resources, e.g., spectrum, should be used efficiently in
order to accommodate for the largest amount of users,
while still satisfying their demands. The support for
policy constraints and preferences imposed by various
network stakeholders, e.g., operators, is also required
as this allows imposing restrictions on resource usage,
user behavior, and enforcing prioritization.
By users
• Maximization of QoE and robustness
in a foreseen range of operational con-
ditions
• Predictability and stability of perform-
ance
• Indications of changing goals and con-
straints
• Minimal involvement, i.e., maximal
automation
Provision of high and stable Quality-of-Experience
(QoE) to users is a must. The system should provide
stable, satisfactory and predictable/explainable per-
formance results for the user in changing conditions,
taking into the account dynamics in application and
even data flow requirements [42, 391],. Users should
be able to indicate their changing goals or preferences,
as well as to impose local policies (provided there is not
conflict with operator policies). The system has to aim
for minimal user involvement.
Additional system requirements
• Minimal complexity
• Evolvability and flexibility
• Operation of COTS (Commercial off-
the-shelf) hardware and Windows OS
• Experimentation platform for self-
optimization in WHNs
• Policy conflict handler
Robustness-complexity tradeoff [14] dictates for min-
imization of system complexity, while satisfying other
system requirements. Evolvability and flexility re-
quirements to the HCRM lead to the demand for ad-
aptivity of the corresponding optimization task, es-
pecially its goals and solution state space. The
state space can adapt with respect to (a) avail-
able parameters (actuators) and sensors, (b) stated
goals/constraints/policies, and (c) supported radio
hardware platforms. The HCRM aims to demon-
strate the applicability of self-optimization in context
of resource-management on already existing low cost
COTS hardware and widely spread Operating Systems
(OS), as well as its extensibility to other hardware, e.g.,
software-defined radio boards.
of the inputs to the HCRM can be generalized as operational conditions. They include
characteristics of the wireless environment, e.g., spectrum use, observed Key Perform-
ance Indicators (KPIs), and the inner state of the node, such as its protocol parameter
settings. The latter can get adjusted both due to actions of the HCRM as well as other en-
tities. For example, the inner state can be altered due to hardware and software updates,
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autonomic IEEE 802.11 MAC rate adaptation mechanism, etc. Additionally, information
on operation of external networks can be signaled to the system.
Goals and constraints is another category of HCRM inputs. We chose to lower the
HCRM complexity by decomposing its objectives into two classes: global, slow varying,
goals expressed using policies, and local, faster evolving, aims captured by utility func-
tions. It should be noted that global goals affect local objectives. The explicit prioritization
between goals decreases network complexity, and therefore increases its robustness. The
system must meet constraints imposed by, e.g., equipment capabilities, timing require-
ments, and regulatory bodies.
The overall system utility can be seen as a result of a tradeoff between its efficiency,
i.e., absolute displayed performance for a given set of resources, and robustness. Ro-
bustness can be viewed as a measure of performance variability as a result of changes in
inputs caused, for example, by environmental instability, variations in traffic patterns or
goal statements, or re-configuration actions [390]. Additionally, the notion of robustness
includes explicit protection from critical system failures and drastic performance degrad-
ation for a wide range of operational conditions. Robustness can often be improved by
duplication of important functionalities at different parts of the system, like duplication
of the reliable traffic delivery functionality at the link (e.g., IEEE 802.11 MAC protocol)
and the transport (e.g., TCP protocol) layers. However, such mechanisms while improv-
ing stability of the system add to its overhead. Moreover, networks that directly provide
services to users, as opposed to machine-to-machine networks, need to be consistent in
displayed performance trends over long periods of time.
Some of the constraints we impose on the developed system aim to demonstrate that
efficient self-optimizing system for wireless home networks can be built without extensive
re-design of excising software and hardware components. Therefore, the HCRM must util-
ize existing re-configuration possibilities provided by the TCP/IP stack to effectively man-
age data flows and wireless links. It is required to operate on Windows OS, and transmit
on popular overcrowded ISM bands using both COTS hardware, such as IEEE 802.11a/g
radio interfaces, and experimental Software Defined Radio (SDR) boards. The latter
hardware, for instance, commercially available Wireless Open-Access Research Platforms
(WARPs) [307], allow exploring additional adaptation possibilities provided by newly de-
veloped protocols and dynamic spectrum access methods. For example, we report results
of experimentation with one the MAC protocols [363] implemented for WARPs, where op-
timization decisions are empowered by Hidden Semi-Markov Models (HSMMs) [59]. In
this work we also experiment with application layer re-configurations, where selected ap-
plications allow for the HCRM to take control over their parameters, thus increasing the
state space of promising optimization actions. We also modify the driver of the standard
IEEE 802.11a/b/g card to explore the effect of the adjustable channel bandwidth, as this
might increase the efficiency of spectrum utilization.
The earlier discussion on the constraints and the evolvability allows defining the type
of the optimization state space for the HCRM. It is feasible to have the parameter-based
actuation state space for run-time adaptation as it is simpler than component-based op-
timization [21] . Most of the foreseen actions on management of wireless links and data
flows, including TCP/IP protocol stack reconfiguration, can be easily parameterized. The
requirement of the flexibility of the parameter-based optimization leads to the definition
of generic interfaces. For example, a common interface to various wireless technologies,
like WLAN or UMTS, enables low-layer plug-and-play reconfigurability of a system [392].
The HCRM is expected to vary its optimization logic (decision and modeling algorithms),
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including accommodation for both non-cooperative and cooperative behavior of wireless
nodes. For this the component-based optimization must be also enabled, where appropri-
ate methods are activated (both through off-line loading and on-line switching) to reach
effective RRM decisions in varying operational conditions. Thus, HCRM solves the meta-
optimization task, where the same resource management problem can resolved using dif-
ferent optimizers or a combination of those. The HCRM operates on hybrid solution state
space, with actions on networks being primarily parameter-based, and the composition of
the optimization logic being component-based. Almost any network management system
that foresees large flexibility of its operational logic typically operate on a hybrid solution
state space. The first analysis for the need of a hybrid solution state space for wireless
TCP/IP networks, though not explicitly formulated in these terms, to our knowledge was
suggested by Mähönen et al. in [60].
6.2.2 Finding an Appropriate Architecture
The requirements and constraints formulated above require an architectural approach
that evolves beyond traditional radio resource management [371], as high complexity
and centralized architecture of the latter is excessive for the smaller and less cooperative
home networks. From the other side the level of self-organization typically present in
current Wi-Fi home deployments is not sufficient either. Therefore, instead of directly
relying on either of these popular designs, we decided to derive the HCRM architecture
based on the basic agent-based design principle [85], while still taking the best practices
from the existing small-scale wireless resource management architectures. We used the
CRM architecture [60] from the area of cognitive networking [147] to map of the derived
agents’ functionalities into software modules that form a coherent self-optimizing system.
6.2.2.1 Agent-based Approach for Self-optimization in Wireless Home Networks
A feedback loop in its general meaning, not in the strict sense of control theory [39],
lies at the core of many proposals for self-management, such as knowledge plane [393],
cognitive wireless networking [147], autonomic networking [148], and self-organized net-
working [372], see Figure 6.2c-d. The concept of agents that basically implements feed-
back loops was independently introduced in multiple research fields, e.g., artificial intel-
ligence [21] (Figure 6.2a-b), software engineering [394], and game theory [395]. A set
of multiple agents that are not strictly incorporated as part of a single system and are
able to interact and reason independently, are studied as multi-agent systems [396]. Due
to the fact that agents are common to many research areas, and their basic characterist-
ics have significant commonalities, it is relatively easy to combine and adopt their specific
functionalities. In our case we consider mapping of the selected features of the intelligent
agents [21] for realization as part of the software agents [394].
In cognitive networking the role of learning is widely discussed and compared to tra-
ditional decision-making techniques that rely on pre-determined (trained) models. This
discussion maps to the field of artificial intelligence, which, as said, also has the notion of
agents, referred to as “intelligent agents”. According to Russel and Norwig in [21], there
exist learning agents that, as the name implies, adapt and learn the optimum behavioral
strategy, and reflex agents that act according to pre-defined models, see Figure 6.2a-b.
The general consensus in the field is that learning agents are typically more complex and
provide increased fragility/robustness risks, as compared to traditional reflex agents. Re-
flex agents can be built upon the results, i.e., models, obtained by the learning agents
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ive Radio Cycle, adapted from [147], (d) an autonomic element, after [148]. An agent as
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adapt its behavior. The figure aims to demonstrate that different control loops share a lot
in common, and therefore common design practices, such as agent-based architectures,
may often be shared between them.
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after their training is completed. We consider this viewpoint to be very much applicable
to networking. Learning agents should be directly applied to the systems with active
users only in cases when they are absolutely needed, e.g., when these systems operate in
very diverse and unpredictable conditions to re-utilize results of prior training, or where
no prior training is possible. Otherwise, they can be used for building network models,
which are later exploited by other optimization modules, i.e., reflex agents.
The concept of an intelligent agent maps well to the notion of agents as understood in
software engineering. Generally, a software agent is a module or a program that acts on
behalf of a user or another agent. Software agents are reactive, autonomous, persistent,
i.e., can self-execute if a set of pre-defined conditions is reached, and capable of coordina-
tion and communication with other agents. These characteristics distinguish agents from
other software constructs, such as services, components, and objects [396]. In our work
we realize modeling, utility, decision making and learning parts of intelligent agents [21]
as software agents [394] in the context of wireless home networking. Depending on the
interdependencies, timing and communication requirements posed by functionalities of
an intelligent agent, they are realized either in a single software agent, or distributed
into a system of those.
We argue that agent-based design is highly suitable for the HCRM, as it allows for a
system to be flexible, evolvable, and address multiple tradeoffs faced during the self-
management process. We advocate that it is beneficial to take an agent-based goal-
oriented view [85] when designing self-optimization systems. This approach allows map-
ping of initial requirements to desired system behaviors, understanding their interfacing,
and deciding which of those functionalities can be enclosed as agents, thus enabling
autonomous system behavior. It is important to note that agents may both decrease
and contributed to a system’s complexity. From one side they enforce modular design,
which reduces the complexity. From the other side, as agents enable the system to react
on external events in distributed manner, which may lead the fragility through hidden
(mis)behaviors, such as deadlocks or oscillations. The distributed architectures are typic-
ally more complex as the centralized ones.
We emphasize that we employ a multi-scale modular agent design, where simple
agents can be parts of more complex ones, performing for them specified functionalit-
ies. We consider, on a high level of abstraction, that a whole home network solves the
optimization problem of dynamically maximizing stakeholders satisfaction, while fulfilling
the necessary constraints. Depending on active decision strategy, this problem is solved
taking semi-distributed or centralized solutions. The main element of our framework is
the HCRM agent that runs on each node of a network (see Figure 6.3), which is discussed
in detail in Section 6.2.3. But first we shortly discuss the CRM architecture which strongly
influenced the HCRM agent design.
6.2.2.2 The CRM Architecture for Self-optimization in Wireless Home Networks
Self-management and especially self-optimization on lower protocol layers for wireless
network is often studied as part of cognitive radio or cognitive wireless networks re-
search. Therefore, we can consider the related architectures in application to our goals.
Cognitive Resource Manager (CRM) [60, 367, 368] is one of the alternatives [256, 397–
400] that have been suggested as a flexible architecture for implementation of the self-
optimization in networking systems. The CRM architecture implements the Mitola’s cog-
nitive cycle [147] for wireless networking. It achieves a good balance between being
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Figure 6.3: Conceptual agent-based design of the HCRM [52].
generic in component structure and accommodating for wireless field specifics, such as
explicitly prodiving for interactions with layered protocol stacks or external policy entit-
ies. Figure 6.4 shows a slightly adapted version of the CRM architecture, and illustrates
the relations between major parameters of the HCRM design task (operational conditions,
constraints, solution state space, goals) and the CRM. As we see, the characteristics of the
design task straightforwardly map to the items in the CRM architecture, which indicates
appropriateness of this architecture to our task. Additionally, the CRM is already struc-
tured as an autonomous entity, it is split into a number of interacting components, and it
communicates with its operational environment using a limited set of unified interfaces. It
is straightforward to do an agent-based decomposition of the CRM. The description below
clearly indicates that the CRM can be viewed as a set of coordinating agents, interface-
providing agents, agents that answer for cooperation between nodes, and, finally, learning
agents that employ particular toolbox algorithms. This maps well to the classification of
software agents suggested by Nwana [394].
The CRM architecture distinguishes three interfaces, CAPRI, ULLA and GENI [175],
to interact with the protocol stack. It also foresees the existence of external policy entities
that contain regulatory constraints to the system. Policies represent a set of rules, con-
straints and preferences imposed by different network stakeholders, including regulatory
bodies. The CRM also defines a module for cooperation with the external network nodes,
and the sensory component to get spectrum information on the environment. Internally,
the architecture is split into three blocks. The core coordinates all the activities, gets
sensory data, and decides on actions to be taken. The knowledge base stores data re-
quired for decision making. The toolbox and libraries block contains algorithms required
for the perception and the modeling of the outside world, and establishing the causal
relations between the actuation state space and the sensory inputs. It can also accom-
modate for optimization/decision making algorithms. Therefore, the CRM is designed to
have a hybrid actuation state space which fits to one of our main architectural require-
ments. We conclude that the CRM can be adopted as the functional architecture for the
HCRM agent. Its structure and interface definition may serve as an architectural con-
straint that defines the backbone for autonomous radio resource management in WHN
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Figure 6.4: The overview of Cognitive Radio Manager (adapted from [60]) and mapping
of this architecture to the main variable constituting the task of HCRM design.
environment, thus, in the end de-constraining and opening possibilities for efficient and
flexible self-optimization.
6.2.3 Defining HCRM Functionalities and Architectural Decomposition
We continue designing the HCRM framework by further defining its major functionalit-
ies, and mapping those to agents and other supporting components, as summarized in
Figure 6.5. There exist multiple architectural approaches for decomposing a system into
a set of interconnected modules or even agents. One could apply, for example, the RCS
(Real-time Control System) architectural approach [401] or goal-oriented requirements
engineering [84]. To design our system we utilize the general principles common to
these approaches such as minimal interdependency of modules, clear statement of goals,
straightforward information flow, simplest possible interfaces, etc. We address the goal
of performance maximization by expressing concretely the objectives of network stake-
holders. As said, one of the major performance criteria, Quality-of-Experience (QoE), is
stated using utility functions that depend on Key Performance Indicators (KPIs) of the
protocols, such as throughput or delay. We also foresee to directly use selected KPIs to
improve the response time of the system and avoid critical system failures. For example,
in our implementation if sudden strong interference is detected on a channel, its traffic is
immediately moved to an interference-free channel if possible. Simultaneous use of both
utilities and selected KPIs adds redundancy into the functionality of the HCRM improving
its robustness, while not increasing the overhead as all these inputs have to be reported
to the system anyway. We use policies to express rules and constraints imposed on the
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Figure 6.5: The figure shows how major requirements, challenges and constraints for the
WHN self-optimizing system are used to derive the list of functionalities to be supported
by the HCRM as part of the the design process. The functionalities that are viable to
realization as particular types of agents are pattern-coded. The general intuition for de-
veloping separate control loops for these functionalities are their ability to independently
interact with the environment and other modules providing gains to the overall system.
system by various stakeholders. Network policies, especially in the cognitive wireless
domain, tend to have a hierarchical structure that depends on relations between network
stakeholders. For example, FCC regulations apply to all wireless networks operating in
the USA, while operator policies apply to only their networks and users. In our system
policies can be defined either centrally or locally by regulators and users respectively.
A policy framework is a logically centralized entity, which is efficient for propagating of
slow varying optimization goals if they are to be considered throughout the network. Ap-
plications and user priorities are examples of coarse expressions of goals that could be
used locally to adjust utility functions.
The support for multiple radio-access technologies, cross-layer optimization and addi-
tional spectrum sensing enables the reconfigurability of the network, thus contributing to
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the goals of performance improvement and efficient resource usage. This flexibility can be
utilized through the definition of unified protocol interfaces and virtualization of network
adapters. These functionalities are also required to ensure minimal user involvement
and enable evolvability of the HCRM for further experimentation with self-optimization
in WHNs. For instance, to support new wireless technologies, we might require both a
common interface enabling low-layer plug-and-play system reconfigurability, as well as
an extension to the operational logic for better performance. The meta-optimizer func-
tionality, which incorporates multiple performance optimization algorithms with varying
requirement on sensing and actuation, also contributes to the above goals. It also further
extends opportunities for experimentation on self-optimization.
The core manager addresses the robustness of the system by incorporating the key
functionalities of the HCRM that realize fail-safe system performance. For instance, it
bootstraps and maintains data flows and links, ensures temporary movement of the flows
to the control channel during reconfiguration actions, and does basic post-processing of
events and data. We decided to introduce a control channel on which an access point
operates as part of our solution, as that is a viable way to ensure the basic robustness of
CSMA/CA-based wireless networks. The control channel also serves as a backup chan-
nel for the traffic and ensures continuous, though generally not quality-wise optimal,
user connectivity. The assumption of a control channel availability is valid as mostly at
homes nodes have, first, full time AP connectivity, and, second, are equipped with multiple
wireless interfaces which allows simultaneous maintenance of both AP-infrastructure and
ad-hoc point-to-point links.
The robustness of the HCRM can be further improved through conflict resolution.
Conflicts can occur due to, e.g., statement of competing goals or race conditions arising
due to contradictory decisions reached within the network. Currently our system handles
conflicts rather rudimentarily and improvement of the corresponding functionality is def-
initely possible. Still, even at this level, the corresponding functionality requires imple-
mentation at the three HCRM agents, the policy reasoner, the core manager, and the
meta-optimizer (see Table 6.2). Conflicts in the HCRM are solved by either fixing the
operation logic, or prioritizing events and alternative optimization mechanisms.
The tradeoff between efficiency, flexibility and robustness offered by the HCRM is
addressed by allowing its developers and users to decide on the size of the state space,
the complexity of the optimization algorithms, and the alignment of objectives, and in-
formation sharing between nodes. The latter decision defines the amount of cooperation
required between nodes and how centralized their control should be. For our system we
realized cooperation between nodes using a AP-centric common control channel. How-
ever, for data transfer we primarily use point-to-point links. They typically provide higher
performance until the nodes are so far apart or encountered interference is so high that
it better to use the AP as a relay node. The HCRM establishes ad-hoc links and redirects
traffic between ad-hoc and AP links as part of the optimization process.
We have defined the HCRM functionalities in a loosely hierarchical manner so that
they can be directly mapped to the hierarchy of interrelated components as depicted in
Figure 6.5. The major functionalities (i.e., core management, interfacing, optimization,
conflict resolution, and policy reasoning), are realized as agents, as they all encapsulate
well-defined functions, act asynchronously at different time-scales, and can benefit from
independent operation. Software-wise it is clear that each of these elements requires one
or more threads. Moreover, the first two functionalities directly correspond to the core
and interfacing blocks of the CRM architecture, and others jointly map to the toolbox
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Table 6.2: Summary on conflict resolution in the HCRM.
Module Incoming events with priorities Behavior
Policy
Reasoner
Policy changes High Resolve conflicts within local policy configur-
ations (typically using the local and server on-
tology reasoners, and related data exchange).
Forward the actions that the HCRM is re-
quired to perform to the core manager.
Core
Manager
1. Policy changes
propagated from
the policy reasoner
High If there is a policy-related conflict or critical
system events, such as detection of link fail-
ures or new flows, all the related traffic is
moved to the control channel. Further actions
on this traffic are performed after the meta-
optimizer decisions.
2. Critical events
(e.g., link failure)
Normal
3. Data and utilities
estimates
Low
4. Actions for the
meta-optimizer
Same as
the driving
events
Meta-
optimizer
Same as for the
core manager
Same as
for the core
manager
The meta-optimizer reacts on the incoming
events according to their priorities. If a
higher priority event appears while the other
events are being handled either by the meta-
optimizer or actuated by the core manager,
the latter is canceled. Events of the same pri-
ority cannot be serviced before execution of
the previous event is acknowledged. Only the
latest events of the same type (caused by the
same sensory data) are considered. The LIFO
servicing principle applies.
and knowledge base blocks. The core managers, the meta-optimizer and the interfacing
blocks are complex agents that perform multiple functionalities and incorporate other
agents, as they require processing of events and actuation at multiple time scales.
6.3 Implementation Architecture
In this section we give an overview of the HCRM design and implementation. Based on
the prior analysis, we derived the component-wise design of the HCRM, which is depicted
in Figure 6.6. As said, the interfaces abstract away differences between protocols of the
same families enabling homogeneous interaction format with other protocols, external
devices and nodes [175]. Their sensory inputs are the KPIs. The actuators are protocol
settings, overall management actions on data flows and ad-hoc wireless links. Monitoring
of both low and high layer KPIs allows for adequate and rapid reaction by the HCRM to
performance changes. For example, low-layer KPIs, like the link load, allow quick detec-
tion of unfavorable channel conditions. However, if the high-layer utility-based metrics
indicate user satisfaction with current performance then no actions will be taken, espe-
cially if their costs are high. For example in our implementation the channel switching
action can take up to few seconds, and, therefore, should be avoided until required with
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agents and their interactions with the communication stack via specially developed in-
terfaces [52].
certainty.
Two of the HCRM interfaces are of particular interest. The virtual driver wrap-
per, called OneIP, minimizes user involvement in network interface configuration. It ab-
stracts the interfaces through a single IP address and enables automatic adjustment of
the corresponding MAC/PHY parameters. The Common Application Requirement Inter-
face (CAPRI) [61,402] allows expressing the Quality-of-Experience requirements provided
by applications and their data flows, using dynamically updatable utility functions that are
expressed as combinations of KPIs. CAPRI is logically placed on the session layer. The ses-
sion layer can be perceived as another hourglass waist besides the IP layer of the TCP/IP
stack. We believe that this is the right layer for applications to register utilities for their
data flows, which can be conveyed to the control plane mechanisms using either a frame-
work like the HCRM or designated QoS protocols, such as IntServ [403] or DiffServ [404].
The CAPRI interface is also used to adjust the settings of individual applications, if the
latter support this option. In our implementation we can, for example, adjust maximum
datarates of the iperf application [302]. The spectrum sensing functionality is accessed
through another interface that provides data in a unified format from a number of ex-
ternal spectrum sensing devices, such as commercially available from MetaGeek low-cost
Wi-Spy spectrum analyzers [405] or SDR platforms, such as the USRP2 boards from Ettus
Research [406]. Combination of the spectrum sensing interface and the virtual driver
wrapper perform the role of the ULLA interface of the original CRM architecture [175].
Policy-based reasoning is introduced on examples of the preference and spectrum
policies. The first ones allow setting user and application priorities. Policy preferences
are used together with utility functions to express objectives of the stakeholders more
fully and weight them according user/application priorities. The spectrum policies reg-
ulate usage of frequency bands up to the per-device, user, application and time-of-the-
day granularity [407]. Generally policies are employed, either, to impose restrictions on
optimization states, e.g., that involve channels forbidden for transmission, or set prior-
ities. The policy reasoning utilized CoRaL language [192], and it is realized using three
main building blocks shown in Figure 6.7. These are (a) the centralized server that is
the repository of all policies updatable by both local and external stakeholders, (b) the
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Figure 6.7: The HCRM policy framework includes the central policy server, the policy
engine and the policy toolbox residing locally on the client nodes [52].
ontology-based policy reasoner acts as an agent that analyzes incoming policy updates
for integrity, and (c) the related module that forwards policy updates to the core manager
of the HCRM. For example, it can move the traffic from the forbidden bands to the control
channel. Communication with the policy server is done through the control channel.
The core manager is one of the main agents of the HCRM. It ensures the robustness of
HCRM against critical failures and provides its skeleton functionalities. The agent detects
new application flows, establishes and manages ad-hoc point-to-point links. It handles
both periodic and asynchronous commands between the protocol stack, other HCRM
nodes, spectrum analyzers, the policy framework and the meta-optimizer. For example,
it detects new applications and initializes the configuration of their data flows, monitors
status of available wireless interfaces, and performs seamless channel handovers. This
is done by either moving data flows directly between ad-hoc links, or through the control
channel if a new point-to-point link is to be built, which requires time. The ad-hoc links
are handled using a sub-module, the link manager that performs intra-node handshakes
and probes for stability of links. The core manager also filters the control traffic on which
the optimization actions are not viable. It can detect critical events related to ad-hoc
links and data, e.g., breaking of a link (no data received) or data flow cancelation, react
on them and signal to other agents. Actions and events triggered by this agent are as-
signed the next highest priority after the policy-based decisions, as they influence not the
optimization quality, but the connectivity of the network. The core manager additionally
monitors the actuation commands from the meta-optimizer to avoid configuration con-
flicts (see Table 6.2). The core manager realizes its coordinating functionalities relying
on interrupts and buffers.
The HCRM supports both cooperative and non-cooperative node behavior, e.g., to
reach a centralized decision on channel usage. In the case of semi-cooperative opera-
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Figure 6.8: Overview of the meta-optimizer agent, showing its main components.
tion only the nodes that share the same point-to-point link exchange link information3.
Otherwise all nodes share information enabling centralized decisions. Though informa-
tion exchange is natural in our WHN scenarios as all nodes are sharing the same control
channel, it might be suboptimal to pursue centralized optimization due to considerable
overhead and considerable delays in large deployments. The decomposition, where nodes
jointly decide on transmission frequencies, and determine how to share this capacity loc-
ally between the involved nodes, is viable. The HCRM can also opt for both utility- and
solely KPI-based reasoning.
The meta-optimizer module is another complex agent. It is an event-driven component
that enables a hybrid optimization of radio resource usage for wireless home networks.
It is modular in design and is capable of dynamically invoking different algorithms to
change its functionality. The meta-optimizer stores historical data, can host a number of
data post-processing algorithms, maintains queues and corresponding support modules
to address conflicts that might arise while deriving optimization decisions. The overview
of this agent is given in Figure 6.8. As previously discussed, we choose only to adapt
protocol parameters as actions for optimization algorithms. The configuration options for
our parameters can be dynamically adjusted depending on, for example, executed optim-
izers and operational conditions. Optimization modules may rely on Machine Learning
(ML) techniques or be of deterministic nature (reflex agents). For the latter modeling
and decision making functionalities are typically united in one decision tree. Next, we de-
scribe this module more concretely, also providing some of the software implementation
details in Appendix E, as this agent serves as a very simplified example of implementation
of the meta-optimization concept introduced as part of the proposed optimization-driven
methodology.
The meta-optimizer agent went through multiple re-design cycles during the develop-
ment of the HCRM. It started from the state of being a simple large decision tree with
multiple flags to switch between different control options (e.g., wether to enable inter-
3We do not discuss here in more detail the bootstrapping of the HCRM, in particular how the
different nodes discover information on each other at startup. This can be accomplished using
service discovery techniques, with more details given in [408].
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node collaboration, or the decision-making partially based on machine learning). This
implementation allowed to test and partially enhance the rest of the HCRM modules. In
parallel we developed an advanced version of this agent. It complies to the main principles
of the CRM architecture, enable flexibility and evolvability of the platform with respect
to hosting multiple optimization mechanisms and supporting (e.g., post-processing) tech-
niques. We believe that the current design is sufficiently good, and satisfies our original
requirements. However, it lacks the support of reacting to incoming events at very high
rates. This is due to the fact that the module is realized as a normal application software,
basically in user space, without having special links to the kernel space and the ability to
invoke some of its decision-making algorithms directly on the hardware. Therefore the
maximum rate of decision making is limited, and no hard real-time guarantees can be
given. The recent developments in the SDR domain, e.g., the TRUMP framework [409],
circumvent these limitations, by allowing invocation of different simple optimization al-
gorithms directly on the SDR board itself. In the current realization we utilize only some
possibilities offered by the TRUMP when experimenting with WARPs. We use a machine
learning algorithm to model the spectrum occupancy of multiple channels, and based on
these models provide relatively slow, on the order of seconds, additional sensing guidance
to the utilized MAC protocol [363].
The meta-optimizer is notified with three classes of events: new data, policy adjust-
ments, and critical system changes. New data is forwarded to selected optimization al-
gorithms, which, depending on the required resources and execution time, might be real-
ized as separate agents or be just normal components within the meta-optimizer. These
modules then either suggests some re-configuration actions, or updates (causal/world)
models, or does nothing. The incoming data also holds information on the current net-
work state, e.g., configuration of the parameters of the TCP/IP protocols and links. If
this new state is different, due to some external adjustments, as assumed by the meta-
optimizer then the information on state of the system is updated and optimization actions
are invoked. Policy changes also affect the actuation state space, e.g., restrict use of
certain transmission channels, or otherwise forbid some parameter configuration values.
Policy and critical changes, such as a detection of a new data flow, an update on spectrum
availability, or a link failure, force the meta-optimizer to invoke the fastest and the most
robust algorithms, such as simple decision trees, to arrive at the optimization solutions
as fast as possible.
The optimization-related functionality is split into two parts: modeling/classification
and decision-making. The classification or modeling modules establish the “model of
the world” that the decision making algorithm utilizes to determine optimization actions.
The results of modeling and classification of sensory inputs can also be used to invoke
optimization algorithms. For example, if the HCRM observes that utility values are high
and the link conditions are moderately good then there is no need to run a re-configuration
algorithm, until it is a modeling or learning component. Worsening of the utility values
would, however, directly lead to execution of an optimization algorithm.
From our experience we noticed that the logical division of an optimizer into modeling
and decision making should not always be followed too literally. Many algorithms integ-
rate modeling, classification and decision-making functionalities as they are designed to
work with only certain models or information representations. Therefore, we also support
a possibility for designing dedicated optimization algorithms that integrate of the above
functionalities, and directly operate on a selected set of raw data inputs.
Each of the optimization algorithms is realized as a separate component using a com-
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mon parent class, which provides interfaces for execution of these separate modules,
access to their data storage, and an interface to the meta-optimizer. This allows the meta-
optimizer to invoke these algorithms in a unified manner, and for them in turn to access
(but not modify) the meta-optimizer data. Such approach ensures minimal duplication of
information, while data management conflicts are avoided. Individual optimizers and the
meta-optimizer interact in the event-driven manner.
As said, the optimization and data processing modules can be encapsulated in the
meta-optimizer as simple objects and invoked by its own reasoning thread. They can also
serve as separate agents that are initialized using a thread pool of the meta-optimizer. A
thread pool is used to limit the number of simultaneously run algorithms. Each agent has
its own containers, i.e., queues, that store incoming events and proposed optimization
actions. The optimizers communicate by sharing access to their methods through the
meta-optimizer. Such a software construct also enables component re-use.
We have also introduced, though we are not currently using, an effectiveness field
that characterizes the goodness of an optimizer. This score can influence the choice of
the algorithm the meta-optimizer will execute. This parameter is to be estimated based on
the long-time history of exploitation of these modules. We also have timers which can halt
the optimization algorithm basically forcing it to immediately stop the processing and, if
meaningful, declare results.
To allow more flexibility in the parameter state space manipulation, we have also de-
veloped a number of classes to store and dynamically modify the value ranges of allowed
parameter settings. Based on the layered protocol architecture we have introduced a
number of wrappers to ease the manipulation on these objects. Our class hierarchy al-
lows not only to restrict a certain parameter state from being used, e.g., due to changes in
a spectrum policy, but also to update at run-time the number of states that a certain para-
meter can take. As an illustration of the low-level HCRM design, further implementation
details on realization of the flexible state space organization, are provided in Appendix E.
6.4 Performance Evaluation
In this section we describe sample results obtained from part of the HCRM demonstrated
at the DySPAN 2011 conference [63] (see Figure 6.9), as well as its further extensions. We
provide results on three scenarios that 1) run reflex agents based on the pre-determine
decision tree algorithms on the COTS hardware, 2) execute a Multi-Arm Bandit (MAB)
based learning agent on the COTS hardware, and 3) exploit the HSMM based agent using
the WARP SDR boards.
As discussed above, we implemented the HCRM on a Windows platform using low cost
COTS hardware such as WLAN IEEE 802.11a/g cards with Atheros chipset and Metageek
Wi-Spy spectrum analyzers [405]. In order to perform MAC parameter settings and chan-
nel width adaptation on COTS hardware, we use NETGEAR WAG511 32-bit PCMCIA NICs
(Atheros chipsets 5211 and 5212) [410] and a customized device driver. Each node is
equipped on two radios and, typically, an external spectrum sensor. However, in future
by using, e.g., VirtualWiFi [411] the node may rely on one radio. To show the flexibility of
the platform we also extended the prototype to support WARP SDR platform [307], which
runs a distributed MAC protocol similar to the one described in [363].
The parameters adapted during the autonomous resource management process are
the central channel frequency and the channel width (realized as suggested in [412]),
the traffic redirection and the traffic shaping using Class-Based Queueing (CBQ), and the
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Figure 6.9: The demonstration of the HCRM running at the IEEE DySPAN 2011.
datarate adaptation for selected applications. In the third scenario when WARP platforms
are used as secondary interfaces the machine learning based optimizer additionally ad-
justs the scheme of sensing channels for transmission based on prior observations, as
explained in Section 6.4.2. The channel width adaptation option is not supported for the
WARP platforms. The influential KPIs are throughput, link load, packet error rate, power
spectral density for a certain frequency range (RSSI samples), and, of course, the result-
ing utilities. Additionally, the nodes exchange their configuration data in a limited manner
for more efficient decision making, e.g., to find a common ad-hoc transmission channel.
6.4.1 Scenario with Reflex Agents on the COTS hardware
In order to evaluate the overall HCRM system we set up a test network consisting of four
nodes organized into pairs that transmit variable multimedia and download data in the
same radio range, see Figure 6.10. The network is prone to external interference. The
nodes are equipped with IEEE 802.11g cards and commercial Wi-Spy spectrum analyzers.
The scenario aims to show that the HCRM can indeed perform the declared functionalit-
ies of ad-hoc point-to-point link setups, seamless handovers, inter-node communication,
effective interference avoidance, and cross-layer protocol stack optimization.
First we tested the HCRM acting on the set of configuration parameters that by de-
fault is supported by the Windows OS, the COTS Wi-Fi interface cards, even without the
presence of sensing devices. The HCRM performed correctly, according to the expecta-
tions. The system gained performance advantage over the standard home Wi-Fi deploy-
ments due to ad-hoc links setup functionality and flexibility in channel allocation. We skip
reporting of these results as this scenario has a lot in common with the more interest-
ing setup discussed below, which allows the HCRM to additionally benefit from spectrum
sensing, flexible channel bandwidth assignment, reconfigurability of applications, and
utility-based reasoning.
The HCRM executes two decision tree algorithms as agents that run in parallel at
the meta-optimizer. These algorithms utilize pre-defined thresholds that were obtained
as results of extensive measurements and verified applying the multi-arm bandit ML-
based training algorithm. They perform optimization based on either the utility metric
or the low-level KPIs. The utility-based optimizer operates on the moving averages of
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Figure 6.10: The scenario setup with the COTS hardware (Wi-Fi and WiSpy spectrum
sensors) running the reflex agents.
the utilities of separate data flows and combines them in a weighted way according to
user preferences as indicated through policies. Performance changes are identified by
detecting significant drops in the observed utility values, or timeouts. The latter are
used to probe if operational conditions have improved and, for example, higher datarates
are allowed for an application [61]. (In [61] an alternative utility-based reflex agent is
presented.) The purpose of the second agent is to react fast to critical levels of observed
KPIs, primarily the link load. This algorithm aims to take actions based on few momentary
readings. It can, for example, avoid data losses by moving traffic to the control channel
from the point-to-point link in the cases of very high sudden interference. This action
cannot be determined so fast using the utility readings, as, first, they come from the
upper layer, and, second, the corresponding decisions are taken on the basis of several
samples. The KPI-based algorithm operates on very conservative thresholds in order
not to overreact and cause too many reconfigurations, or interfere with the utility-based
decisions.
Figure 6.10 the HCRM’s actions in changing operational conditions using the annot-
ated graphs of goodput and the waterfall spectrogram of energy distribution over 2.4GHz
band. The normalized utility, due to the policy-based application priorities, is
Unetw =Upair1+Upair2 =
(
(UHD+6UD+3UUDP) /10+UUDP
)
/2, (6.1)
where UHD is the utility of High Definition (HD) video over TCP in the form of the step
function, UUDP is the utility of the streaming video over UDP with maximum datarate
of 2 Mbps, and UD is the logarithmic utility function of the download application (see
Figure 6.12). Channel 1 is used as the control channel and it is therefore forbidden
(through policies) to establish ad-hoc links on the involved frequencies. We use VLC
video streaming application running over UDP as the video service [413]. Other traffic is
generated using iperf [302].
On the right side of spectral diagram of Figure 6.11 we observe that the first pair
of nodes starts the video transmission, which is moved after intermediate probing from
the control channel to the Channel 11, as it has the least amount of interference. The
channel width is assigned to be 5MHz, as this bandwidth is enough to accommodate for
the 2Mbps datarate required by the video. Later the second pair of nodes also starts a
low quality video transmission. According to the other goal pursued by the network on
efficient utilization of network resources, the second pair of nodes is co-located with the
first pair on Channel 11. In the time period #2 the second pair of nodes introduces two
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Figure 6.11: Performance of four node network in the dynamic environment with chan-
ging number of applications [52]. The figure displays (from top) the goodput achieved by
the data flows, the overall network utility and the individual utility functions of the nodes,
and the waterfall spectrogram of power distribution in the 2.4GHz band1,2.
additional TCP transmissions, one with the higher priority than the other. The HCRM of
the transmitting node detects that more bandwidth is required due to degradation in util-
ity, and thus decides to move the transmission to non-overlapping Channel 6 and allocate
it a wider bandwidth. First the bandwidth of 10MHz instead of 5MHz is probed, and then
it is increased further to 20MHz. This HCRM agent also adapts the application datarate
of the low priority TCP-based traffic via the CAPRI interface. In the time period #3 we in-
troduce interference created by a noise generator [414] on the Channel 9. All the HCRM
agents detect the interference by evaluating the link load and the packet error rate. As
a result the first pair of nodes decides to move, after some unsuccessful probing, to the
control channel. The second pair of nodes switches to Channel 5, shrinking the band-
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Figure 6.12: Utilities as functions of throughput for applications executed in the reflex
agents scenario [52] (see Figure 6.12)
width due to the policy regulations (not to overlap with the control channel). It further
reduces the maximum datarate for low priority TCP traffic this time executing CBQ option
as no further datarate reduction option are supported by the application. (In our scenario
in order to demonstrate both application and network-layer traffic control possibilities,
and not to increase the number of active data flows so that the example can be easily
followed, we configured the application to support smaller number of available datarates
as compared to the network layer. This is a reasonable assumption as often the network
layer is more flexible in managing the traffic as compared to many applications.) As we
observe in the end of the scenario the network reaches the stable state with sufficiently
high overall utility.
It should be noted that both channel expansion/shrinking and channel switching are
made automatically by the HCRM without user intervention. These actions are kept trans-
parent for upper layer applications as well. The optimization performed by HCRM does
not break any connection at the application level. Short-term reductions in utility for the
first pair of nodes are the result of wireless channel variations, and these interruptions are
too short to invoke optimization actions, e.g., channel switching. The slow performance
of the system is explained not by the additional delay introduced during HCRM decisions,
but by hardware constraints of the utilized wireless cards on establishing the ad-hoc con-
nections especially in poor environmental conditions. To our knowledge newer wireless
cards can switch channels with much higher speeds, and more careful implementation
of the ad-hoc mode on those cards generally overcomes this deficiency. There also exist
suggestions on further optimization of these functionalities [415].
The conducted experiments show that the HCRM and its agents are successful in
seamlessly and autonomously handling dynamic variations in external interference pat-
terns and changes in the mixture of applications executed by the nodes, while maintaining
high levels of the overall network utility.
6.4.2 Experimenting with Machine Learning and the WARP Boards
After demonstrating that the proposed self-optimizing system correctly operates accord-
ing to the initial requirements to the framework using the COTS hardware and simple
optimization algorithms, we experiment with some of the ML-based techniques. As we
have discussed machine learning methods can be applied to train models for reflex agent,
especially when relations between network performance, observed, KPIs, and the state
space of possible actions are difficult to estimate and reflect using standard mathematical
models. Reinforcement learning methods are also promising for dynamic and unpredict-
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able operational environment. Previously, we have considered control mechanisms that
were based on fixed decision trees. They typically provide very good performance in
standard scenarios using predefined sequences of actions. However, they are not pro-
grammed to take “atypical“ actions that might be optimal only in specific environmental
contexts. We have explored machine learning based control mechanisms to operate in
non-standard network environments. Additionally, we used these scenarios to demon-
strate that the HCRM can easily and effectively accommodate different types of optimizers
on example of these methods, as machine learning is often named as potential enablers
for self-optimization in wireless networks.
The considered scenarios involve only two nodes and external interference. For clarity
we chose to experiment only on channel settings. The ML algorithms we use are realized
in MATLAB and R in contrary to the main HCRM code implemented in C++. Therefore,
we developed additional TCP socket-based interfaces between the HCRM meta-optimizer
and the ML components, with the HCRM acting as the server to those modules. Addition-
ally, the second machine learning algorithm uses WARP boards for build ad-hoc links. In
order to use WARPs we have extended the core manager and the virtual driver to support
Ethernet as a secondary interface for point-to-point link establishment. This improvement
allows the HCRM to interact with any SDR platform that can communicate to the host PC
via Ethernet, ensuring high datarate, low delay communication.
6.4.2.1 Multi-arm Bandit for Online Learning
First, we applied a version of the Multi-Armed Bandit (MAB) to determine the best para-
meter settings and the observed utility in different operational contexts. In the con-
sidered MAB algorithm dependencies between the arms are modeled using a Gaussian
process [416]. This is a reinforcement learning algorithm, where each action, i.e., para-
meter re-configuration, has a stochastic reward. With multiple tries the rewards for dif-
ferent actions changes proportionally to the achieved performance, leading to the conver-
gence of the algorithm to the stable near-optimum solutions after a number of iterations.
Our scenario operates on a spectrum-aware utility that is a function of goodput and
utilized channel bandwidth, with motivation coming from the efficient use of network re-
sources (see Appendix E, Section E.3). The operational context is primarily defined by the
positions of the sender and the receiver that are in different rooms of an office building.
Challenge of this scenario is that the observed performance does not only depend on the
distance between nodes, but also on the encountered external interference, number of
separating obstacles (walls), the features of the Wi-Fi interfaces. Not all of these environ-
mental parameters are easy to estimate with commonly available KPIs, and we, therefore,
face a scenario with hidden factors. Moreover, relations between these factors and the
observed performance are likely to be highly non-linear, and machine learning methods
suit well here.
As actuators we considered the channel switching, and the channel width adjustment.
The assumption by Chandra et al. [412], which is partially confirmed by our experiments,
states that for high distances between nodes in Wi-Fi networks it is beneficial to use nar-
rower channels, e.g., 5MHz. Such configuration leads to higher received powers, and,
thus, improves throughput between nodes in the “gray transmission zone” as compared
to employed standard 20MHz bandwidth. We indeed observed gains if not in the through-
put, then in the spectrum-aware utility, for the narrower channel of 5MHz at the longer
distances (e.g., more than two offices apart with one of the separating walls being a
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(a) Performance prediction for (from the left to the right) short, far and very far distances, respectively. 
(b Prediction uncertainty for (from the left to the right) short, far and very far distances, respectively.
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Figure 6.13: Predictions of the multi-arm bandit algorithm after 50 probing samples.
Utility is a combination of achieved goodput and utilized channel width.
supporting wall). However, this result applies only for very specific set of propagation
conditions and distances. The problem is that with the increasing distance the chances of
beacon losses used for the ad-hoc links setup are also increasing. This leads to the higher
link setup times, and, in severe cases, might prevent the network from establishing a
connection at all. We believe that the part of the encountered problem also lies in the par-
ticular design of the Wi-Fi card used and the respective driver realization. The narrower
channel width, which in fact implies a higher per hertz transmission power, only partially
mitigates this problem.
This “bubble” of the emergency risk was spotted when we ran the MAP algorithm for
the first times, and obtained seemingly unexplainable results in which the algorithm got
stuck trying the same combinations, and did not converge even after many tries. After, as
described above, a feasible explanation was found, we had to adjust the MAB algorithm,
basically recursing the development of this module. We added to the reward metric of
the MAB algorithm a penalty for the long setup time and inability to establish an ad-hoc
link. We then trained the algorithm on several scenarios with nodes situated at different
distances from each other. This time the algorithm behaved as expected, and final trends
shown in Figure 6.13 were observed in less than 50 iterations. These numbers exceed the
state space of 21 combinations, as the same states were re-visited multiple time to ensure
the stability of observed conditions. The obtained results in Figure 6.13 match closely
our expectations. As the distance between the nodes increases the algorithm switches
from favoring the channels with 20MHz bandwidth to the ones with 5MHz bandwidth. In
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addition, the algorithm detects a weak interference on Channel 8 thus reducing the prob-
ability for these nodes to operate on the nearby channels. As the distance between nodes
increases even further to five offices between the nodes and having an additional weak
interference on Channel 11 (due to beacons from another AP), the MAB algorithm starts
to converge slower though still providing the expected result of narrowband transmission
on Channel 5.
On example of the chosen MAB algorithm we show that the reinforcement learning
techniques can indeed be applied in practice for the discovery and the adaptation to an
operational environment. However, this algorithm converges quite slowly and, therefore,
should be used with care at run-time. As mentioned before, the exploration phase of the
reinforcement techniques will lead to momentary performance degradations, thus making
them less favorable to a well-design reflex agent that operates on a good “hand-chosen”
threshold-based decision tree algorithm. Therefore, the methods such as the MAB al-
gorithm are the most applicable for the initial discovery of the operational environment,
and its outputs can be utilized to set the thresholds for the reflex algorithms. This con-
firms the statement by Russel and Norwig in [21] on the desirability of utilization of the
reflex agents for run-time system adaptivity, and employment of sophisticated learning
agents for training of those.
6.4.3 Hidden Semi-Markov Models for Estimating Network Activity Patterns
Next, we consider the optimization agent that implements the algorithm for estimations
channel occupancy models, i.e., distribution of its network activity patterns, with corres-
ponding power levels clustered as either the OFF or several ON states. Our algorithm is
based on Hidden Semi-Markov Models (HSMM) and utilizes history of RSSI samples [59],
see Chapter 5, Section 5.4. We use this algorithm to provide long-term guidance for the
decentralized spectrum-agile MAC protocol [363], which runs on WARP SDR boards [307]
that serve as alternative secondary wireless interface in our implementation. In this scen-
ario we do not use additional sensing devices. All estimations of spectrum conditions are
done by the WARP boards.
The original spectrum agile MAC protocol [363] already shows efficient run-time self-
optimization behavior based on short-term temporal dynamics of the spectrum. Its per-
formance can be further improved by providing the information on the likely behavior of
the channels. One way to provide such a guidance is to find distributions of power levels,
i.e., ON/OFF network activity patterns, at different channels. These distributions indicate
how long a particular node or a group of those are likely to occupy a certain channel, and
how long a media is likely to be idle. They are then converted into dynamically changing
weight functions that influence channel access probabilities for the MAC protocol.
We are able to identify the distribution of ON/OFF transmission periods by train-
ing at run-time Hidden Semi-Markov Models (HSMM) based on measured power (RSSI)
samples. The obtained models of the ON/OFF transmission periods or the extracted duty
cycle information is then forwarded to the MAC protocol. Based on this data and the
current power spectrum values the MAC protocol adjusts its sensing and transmission
patterns. If the distributions of OFF and ON periods have low variance (see Figure 6.14a
for the extreme case of such behavior), i.e., the duration of the ON/OFF periods can
be determined with high probability, we utilize this data to dynamically adjust channels
weights. Otherwise, duty cycle estimates are more suitable as they still allow to reason on
typical channel availabilities, while avoiding uncertainties connected with direct exploit-
6.5. Discussion 159
0.
00
0.
68
1.
37
2.
05
P
D
F
OFF
ON
0 0.35 0.7 1.05 1.4 1.75 2.1
Duration in observed duty cycles 
(b) Duration of ON and OFF 
periods strongly overlap
(a) Fixed duration of ON and OFF periods 
P
D
F
0.
00
34
.2
68
.4
13
6.
8
0.8250.550.2750.0
Duration in observed duty cycles 
OFF
ON
Figure 6.14: The estimated PDFs of the sojourn distributions of the ON and the OFF
periods normalized to the average length of a duty cycle as estimated by the proposed
HSMM algorithm. The illustrations for the the fixed and the variable duty cycles are
given (see Chapter 5, Section 5.4, for more details).
ation of the ON/OFF distributions if the ON and the OFF density functions significantly
overlap (see Figure 6.14b). Such utilization of the ON/OFF modeling information is inline
with the work of Wellens et al. [356]. In both cases training of the HSMMs is useful. As
HSMMs are capable to take the historical information into the account, the clustering of
incoming signals into the ON/OFF states can be done more reliably as compared to sim-
pler threshold-based methods, see Chapter 5, Section 5.4. (This is especially valuable if
the interference temperature or noise threshold is not available.)
Overall, as demonstrated at [63], and shown in Figure 6.15 the HSMM-based ML al-
gorithm can be successfully employed online to enhance the MAC performance. The fig-
ure displays a sample performance of the scenario, where a pair of the HCRM nodes tries
to transmit on either of the three heavily interfered channels. This interference is caused
by the primary nodes, i.e., the HCRM transmissions cannot disturb them. (The primary
traffic is generated by the TelosB nodes as described in Section 5.4 and Appendix D). As
we see even when the primary nodes transmit almost simultaneously on Channels 1 and
11, still, the HCRM nodes utilize both channels to minimize the control channel occu-
pancy. (In this scenario the control channel is configured to operate on the 5GHz ISM
band). One can observe that the algorithm takes advantage of the small differences in the
transmission schedules of the primaries. For example, the top of the figure shows that
the transmission from Channel 1 is preemptively moved to Channel 11 before the primary
interfere becomes active. Channel 6 is almost never used due to high duty cycle of the
encountered interference there.
6.5 Discussion
Before concluding this chapter we summarize our experience on the development of self-
optimization system for wireless home networks.
Software development aspects. Our experience with the HCRM framework confirmed
the main principles of software design. We encountered recursiveness in the HCRM de-
velopment lifecycle regarding both the whole system and its individual modules. Clear
interface abstraction and careful class hierarchy design fully payed off. For instance, in
the early development stage we had to urgently adjust a module and its interfaces. As a
result later we spent considerable time developing additional function wrappers. On the
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Figure 6.15: Illustrating the performance of the MAC protocol running on WARP boards
that utilizes the ON/OFF network activity estimates based on HSMMs provided by the
HCRM ML optimizer. Figure (a) displays the sample temporal behavior of the primary
interfering nodes, and the secondary HCRM nodes. Figure (b) shows sample sensing
results for Channels 1, 6, and 11, as well as the resulting weighing of these channels that
affect their access probability.
contrary, extension of the HCRM to support the WARP SDR platform empowered by the
OneIP interface happened rapidly and almost without any implementation problems due
to the careful design of this component.
The application of the optimization-based agent-centric view on the HCRM design
helped to uncover and explain some hidden design risks (e.g., robustness considerations,
conflict resolution mechanisms) that were not considered at the initial stage of the frame-
work development. Our prototype fulfills the design goals state in the beginning of the
chapter. It provides both the seamless autonomous radio-resource management for home
networks, allows for easy extension with new optimization algorithms and support for
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new SDR boards. Still, we are not completely satisfied with the built system, as it is
somewhat bulky and, to a certain extent, its implementation is quite complex. During the
implementation of the HCRM we also encountered that the problem of conflict resolu-
tion concerning, e.g., event handling, actuation and prioritization between optimizers is
much more complex and interesting than we expected and calls for additional research.
We plan to revisit the design of the system in the future in the context of developing
efficient self-optimized femtocell solutions following the same design and architectural
principles as presented in this chapter, as well as in the thesis overall. Specifically, using
the approach proposed in Chapter 2 we want to address at the design phase the issues of
maintainability and extensibility keeping in mind the clear tradeoff in system complexity
and robustness.
External hardware and software impact. Both the core of the system, as well as op-
timization algorithms required changes due to limitations or unexpected behavior of the
COTS hardware (unstable ad-hoc link setup process) and features of Windows XP OS
(e.g., there are no packet drops in low layer protocol buffers, and from the traffic shaping
mechanisms only CBQ is easily available). Clearly Windows, being a non real-time OS,
in combination with COST hardware cannot provide time guarantees on reaction of the
system on incoming events. Therefore, we faced a risk of temporally inconsistent network
configuration. Those could be accommodated in optimization mechanisms either through
thorough testing in case of reflex solutions, or by introducing hidden influence factors in
the structure of learning agents. Additionally, it is also possible to extend the HCRM to
invoke some optimization algorithms on SDR platforms, thus providing tighter and faster
control over MAC/PHY mechanisms.
Reflex and learning agents, RRM and CRM. Our experience when developing the
HCRM confirms that reflex agents are more efficient than learning agents in cases when a
network operates in a small range of predictable operational conditions. However, learn-
ing components are important when they can be used as training mechanisms to shape
the reflex algorithms. In these terms the CRM architecture as opposed to traditional RRM
architectures shows its strength, especially if it is extended with appropriate update and
module loading mechanisms. However, the tradeoff between efficiency of simple resource
management solutions, which have careful modular design and can be easily upgraded,
and complex cognitive approaches that are more flexible at runtime, and provide better
control over a network at the price of greater complexity, has to be studied further still.
6.6 Conclusions
In this chapter we have applied the proposed optimization-driven development method-
ology for the design and implementation of the self-optimization resource management
system for wireless home networks, called Home Cognitive Resource Manager (HCRM).
Fulfilling the requirements of multiple stakeholders in a dynamical environment it deliv-
ers high and robust performance. At the same time the framework design allows for easy
extension and experimentation with new SDR platforms and optimization algorithms, in-
cluding machine-learning approaches. The HCRM prototype and its evaluation confirms
that the combination of an agent-based approach and CRM architecture is highly suitable
for the development of evolvable self-optimized systems, especially the ones falling in the
domain of cognitive wireless research.

7Conclusions and Future Work
In this chapter we provide concise conclusions for the thesis and outline possible dir-
ections for future work. We comment only shortly the key contributions without actual
detailed summaries, since those we already given in the ends of each preceding chapters.
7.1 Summary of Contributions
Contributions of this thesis are related to the problem of optimization of wireless net-
worked systems either at the design or run-time management phases. First, we proposed
a novel approach on model-driven optimization-centric methodology and its formalization
using category theory. Secondly, we applied elements of this methodology to create a
framework for semi-autonomous pre-deployment protocol stack optimization for wireless
sensor network scenarios. In particular, we were first to apply ontology-driven know-
ledge base to capture the optimization problem definition and context, and solve it using
feedback from prior network deployments while incorporating knowledge from theoret-
ical models of protocol performance. As part of this work we were also the first to con-
ceptualize in detail the task of software configuration and composition for white home
appliances and wireless sensor networks using ontologies. The derived ontologies separ-
ately consider behavioral and structural elements of network design, account for specifics
of operation environments, and accommodate for high-level characteristics of both hard-
ware and software entities.
Third, we enriched popular graph-based network models, such as connectivity and
conflict graphs, with aspects of network dynamics. For example, we showed that correl-
ation coefficients between protocol parameters values and obtained performance charac-
teristics are a robust and effective metric for context identification. This metric enables
efficient application of graph-based models for network optimization in case of varying
channel conditions, traffic types, and optimization state space, which has not been stud-
ied in the literature before. The parameter correlation coefficient metric is also closely
related to the dynamic range of network motifs that can be encountered at a given op-
erational point. We have studied this aspect as well, and discovered that for a given op-
erational context the set of encountered network motifs is rather limited, which is again
important for consideration of these models for the optimization process. We also ap-
plied hidden semi-Markov models to estimate ON-OFF network activity patterns based
of spectrum power measurements received by heterogenous sensing nodes. We took the
state-of-the-art in this field further by studying applicability of these models for online
use on realistic empirical data. We have also realized a MAC protocol for WARP software
defined radio boards that uses these models.
Fourth, we studied in detail how additional information on structure of a network,
as well as size of the solution state space influences efficiency of metaheuristic meth-
ods, especially simulated annealing, when applied to the problems of network planning
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and parameter-based cross-layer optimization. Our experiments indicate that for the off-
line tasks careful formulation of the optimization problems, including utility statements,
combined with naive or minimally adapted metaheuristic optimizers can often be more
efficient then efforts spent on the heavily problem-specific customization of a metaheur-
istic search, which is executed on a poorly defined state space. For the online optimiza-
tion metaheuristic modification are more viable, and can bring considerable performance
gains, while causing very limited momentary user disturbance. As part of considered
modifications to the basic simulated annealing, we explored both utilization of correlation
coefficient metrics and Bayesian graphs to capture causal parameter-KPI relations.
Finally, we were the first to demonstrate in practice the applicability of cognitive
radio principles for home networking. We designed and implemented a system that integ-
rates utility-based network self-optimization, and cross-layer radio resource management,
including dynamic channel access. Its software structure imposes “constraints that de-
constrain”, providing support for multiple radio-ends and optimization algorithms in such
structured manner that it makes the system valuable for both robust user servicing and
flexible and extendible experimentation.
This thesis has a system design and modeling focus, topics which are not easy to
subject to quantitative analysis. However, throughout the thesis parts of the newly pro-
posed models or insights were implemented as alternatives or improvements to existing
mechanisms. Such works typically resulted in achieved more than 30% performance im-
provements, which supports strongly the validity of the ideas that formed the core of
the thesis. Additionally, most of the proposed systems were prototyped, and, therefore,
validated not only using simulations, but also empirically.
7.2 Future Work
We have contributed to several research directions in wireless networks, and undoubtedly
further marginal improvement are possible for all of the proposed approaches. However,
the largest impact can result from the work in three areas. First, the idea of joint consid-
eration for network design and run-time management should be promising especially for
the industry, where the question of clean slate design vs. hardware updates and gradual
improvements through software updates is particularly important. To answer it correctly
the decomposition and optimization approaches to network development lifecycle have
to be revisited to account for specifics of network system design as compared to more
established traditional software design. We believe that category theory can be very
promising for formalization of this problem. Additionally, the research on evaluation met-
rics beyond performance maximization, such as robustness and evolvability, is required
in directions of formulation, evaluation and explicit incorporation into the reasoning pro-
cess. Second, application of ontology-enabled knowledge base for network design and
management remains heavily under-explored area, with limited contributions concerning
such specific areas as policy and low-level protocol layer management. We believe that
conceptualization of the networking through ontologies can really enable such power vis-
ions as knowledge plane and cognitive networking. Third, simple probabilistic network
models, especially graph-based approximation, that take into account network dynamics
should be explored further in the context of different wireless networks, including both
Wi-Fi and LTE.
AIllustrating Utility – Optimizer Tradeoff
Following the discussion in Chapter 2, in this appendix on the examples two utility-based
network management mechanisms we illustrate the utility – optimizer tradeoff of the op-
timization task statement. We aim to show that the balanced design of utilities that take
into the consideration the incurred computational and communication overheads, as well
as the capabilities of an optimizer can lead to significant performance gains as compared
to the traditional approaches. We consider the case studies based on the numerical simu-
lations of the class-based advanced queue management, and the workload/cost balancing
between datacenters. Our experiments show that the proposed approaches are robust
and can lead up to 30% performance gain.
A.1 Introduction
As discussed, complexity of network management is constantly growing along with better
understanding that overprovisioning cannot solve all problems of the broadband Inter-
net especially with regard to delay-sensitive traffic, not to mention the last hop wireless
networking [417–419]. The discussion on viability of utility-based Quality-of-Experience
(QoE) provisioning and pricing (with strong economical considerations) gains momentum,
with the main arguments being the revenue model, as well as the cost of implementa-
tion and deployment of new techniques. The latter argument is likely to become less
relevant with the development of software-define networking that is expected to consid-
erably reduce the update costs [420]. In this appendix we support the argument for the
utility-enabled network service differentiation. We advocate that correctly formulated
and simple utility-based models can bring significant additional capacity gains (in terms
of QoE), without posing excessive computational and networking overhead. Clearly, the
consideration for utility and policy definitions allow businesses to define more unambigu-
ously what are the goals of the company to the network management and the operational
levels. They also let users to state their time-varying goals more precisely. Additionally,
this allows for more dynamic change of these rules of the game. Moreover, reformulation
of utilities on the session-level basis is likely to further boost QoE of network stakehold-
ers, as this approach allows to consider continuously varying objectives induced by the
changes in the mixture of data flows executed by the users and their varying relative
importance. As part of this discussion, we next suggest possible forms of utilities for
different caching-based and downloading applications. We use these utilities and their
approximations to show that achieved performance gains are high, and are likely to over-
weight the additional overhead imposed on a network [47]1.
1We shall not focus here on the problem of efficient transporting and encoding of utility ab-
stractions. However, there exist a number of approaches that can be used to address this issue as
discussed, for example, in [421,422].
165
166 A. Illustrating Utility – Optimizer Tradeoff
A.2 On Utilities and Optimizers
Network Utility Maximization (NUM) [15, 22, 423] is one of the most popular general
formulations of a network optimization task, see Chapter 2. Utility-based maximization,
though potentially very beneficial, can impose high overhead being performed online. For
example, a router has to potentially handle tens of thousands of data flows with continu-
ously changing utilities of both convex and non-convex shapes. The NUM problem state-
ment has to be simplified and appropriately adjusted for a particular optimization task. In
this appendix we jointly consider on two ways to abstract an optimization problem that is
approximation of the utility functions, and utilization of more primitive optimizers. One
way to gradually approximate utilities is to use the hierarchical approach. The current
Internet is a key example, though not formalized, of the hierarchical approach. There we
have a clear distinction between the ISP policy-based goal statements, user performance
metrics, and the KPIs-based optimization at distinct protocols layers. The hierarchical
approach is enabled through meta-optimization as discussed in Chapter 2. Many of the
network entities (protocols performing congestion control, queue management, load bal-
ancers, etc.) can be viewed as optimizers that operate on mostly predefined and fixed
utility functions. The logic of these can be changed if needed.
The effectiveness of the optimization solution can be quantified by the optimization
gap that in relevance to our task can be defined as the difference between the maximal
utility achieved between the ideal optimizer on the ideal utility set and the practical op-
timizer for simplified utility functionals
²= |U(ui(ai))
Θ
−U ′(u′i(a′i))
Θ′
|, (A.1)
where ² is the obtained difference in utility, the first part of the function denotes the ideal
solution, and the second part reflects the optimization solution under study. The utility
functional U depends on the set of utility functions ui, which, in turn, are functions of
attributes/KPIs ai. The optimizer used is denoted with Θ. In practice the “ideal” variables
in this equation are often substitute by the best known ones.
We are clearly facing a joint optimization problem, where each of the above constitu-
ents influences on the choice of others. For example, in order for the classical techniques,
like convex optimization, to be applied the utility functions typically need to be convex,
monotonic and twice continuously differentiable. Their functional is often assumed to
be a weighted aggregation. Such hard constraints allow for fast convergence of the al-
gorithm in the case of a centralized solution, and guarantee convergence in the distrib-
uted case [15]. If we allow for a arbitrary utility functions we would require, for example,
metaheuristics based optimizers, which do not guarantee convergence to the optimum,
but in practice typically perform well [46,424]. The choice of the utility functional affects
both on the type of optimization solution we want to achieve (e.g. maximization of utility
vs. fairness), and the stability of the obtained results [425]. Therefore, depending on
the problem, the choice of both utility abstractions and optimization techniques has to be
addressed carefully. Further in this appendix, we use numerical simulations to show how
the basic performance metrics, resembling the ones used today, can result in large op-
timality gaps that can be significantly reduced using the alternative simple utility-based
approaches we propose. They do not cause large additional network overhead.
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A.3 Evaluation
There have been several attempts to incorporate utilities into existing network infrastruc-
ture reusing existing network mechanisms. Well-known examples that implement Net-
work Utility Maximization (NUM) principle are the TCP flow control mechanisms such
as FAST or re-ECN [426, 427]. We show that two classical network management tasks,
namely the queue management and the power-aware load balancing, can also benefit
from utility abstractions.
A.3.1 Class-Based Queuing
For this scenario we, first, derive the model how application-layer utility can be expressed
through TCP metrics. Then we utilize this model to generate utilities for data flows which
need to be services using class-based queuing approach.
A.3.1.1 Application Utility Functional through TCP metrics
As discussed in Chapter 2 the major components defining the application layer utility are
cost, time-to-wait, and quality-of-content. The mapping of requirements of an individual
application to the transport layer depends heavily on the underlaying transport mechan-
ism2. The TCP-based traffic is influenced by two KPIs, throughput that varies over time
and the time that is required to establish a TCP connection, i.e., the utility of the data
flow over this transport protocol can be expressed as
UDF = f (Ds,Q,G,S), (A.2)
where UDF is the utility of the data flow, Ds is the connection setup time, Q is the ser-
vice quality indication, S is the size of the data to be transferred, and G is the achieved
goodput. Kelly et. al in [22] showed that TCP optimizes for elastic traffic. However, de-
pending on the application importance the logarithmic functions can be scaled differently.
In Figure A.1 the utility for a web page is more steep than of a file download reflecting
user priorities. The requirements for the connection establishment delay are similar as
the user tolerates much longer setup delay for a large file than for a news page. Within
the same application the utility forms can change on the per-flow basis. For example,
due to the different value of the content, on a single web-page a value of the text might
be sufficiently higher than of the picture (as we typically see today). However, the pro-
vider of the content, based on the price the user pays, might adjust this utility to fetch
the advertisement banner first. The trade-off in the value of the content between users
and providers is another aspect that the utility-based approach allows to formalize. One
example of the specific utility definition of the TCP data flow is
UDF =
[
γ1 · log(−Ds+γ2)
]++[ Q ·S
φ1 · log(G+φ2)
]+
, (A.3)
where Ds is the maximum allowable setup time, and the γ1, γ2, φ1, φ2 are scaling coeffi-
cients that allow to express user preferences. Other terms are as defined in (A.2). The
equation (A.3) also allows to impose the throughput based constraints on the utility func-
tion. For example, IPTV functions only if a certain level of throughput is provided. Such
2One possible interface to indicate application requirements to the transport layer in terms of
utility functions was proposed Riihijärvi et. al in [61].
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Figure A.1: Possible shapes of the utilities for download-based traffic [47].
applications do not gradually benefit from the increase in throughput, but rather behave
in a step-like manner typical for streaming applications. There can also exist mixed applic-
ation types where the classical logarithmic form is not followed for the whole bandwidth
range. For example, a delay in the middle of download of an on-demand video might re-
quire a higher bandwidth for a part of the download so that the user does not have to wait
in the middle of watching of a video stream, see Figure A.1 “YouTube (Delayed)”.
Other popular application types like voice or videoconferencing rely on UDP trans-
port protocol that is mapped in the throughput domain as a step function due to the
codec rates [428]. In terms of the utilities the UDP traffic is generally more difficult to
manage than TCP as it has more strict requirements on other transport-level attribute
dimensions, such as delay, reliability and goodput. For example, for gaming applications,
that often rely on UDP, the propagation delay for the server is particular important [429].
For wireless networking utility-mapping to the link and physical layers is useful, as here
significant packet losses can be minimized using low-layer network management.
A.3.1.2 Results
In the queue management scenario we assign data flows to the queues of an interface
and allocate these queues a certain bandwidth, as it is done in class-based queuing, e.g.,
CBWFQ [430]. The overall optimization task is to maximize the overall user performance.
After (A.3) the NUM problem can be formulated as
UCBQ =max
Nu∑
i=1
[
φ1,i log(Bi+φ2,i)
]+ , (A.4)
where Nu is the total number of users to be served by the router, Bi is the bandwidth
assigned to a queue (an individual flow or a group of data flows), and others as in (A.2).
The φ1,2 coefficients are related to the executed application type.
Class-based queuing techniques typically allow for a very large number of queues
defined per interface, e.g. a CBWQF-enabled router supports up to 64 queues per policy.
In principle, there is no technical limit on the number of queues that can be defined.
Therefore, for the reference solution of the NUM problem we allow for each data flow to
have a separate queue in order to obtain the optimal results. However, in practice, such
an approach is not feasible because of the computational overhead. Clustering of the data
flows together leads to smaller number of queues, which reduces the processing burden.
The clustering can be regarded as abstraction of individual flows into groups.
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Table A.1: Simulation parameters for the CBQ scenario.
Parameter IPTV YouTube Updates HTTP
Traffic mix 10% 20% 20% 50%
µφ1 1 0.75 0.5 0.25
σ2φ1 0.25 0.25 0.25 0.25
µφ2 (kbps) 600 400 200 0
σ2φ2 (kbps) 800 400 400 200
We compare three utility abstractions that define data flow clusters, that are the fair
queuing approach, the application-based clustering, and the utility-based clustering. The
fair queuing algorithm treats equally all the flows assigning then the same bandwidth,
i.e., it requires only one queue. Being extremely simple, it does not support QoS metrics,
which might lead to severe degradation of user experience, e.g., in the case of streaming
applications. The application-based queuing assigns flows to the queues based on their
application type. This approach is widely used today. However, it cannot accommodate
for the varying importance of the data flows. We propose to directly utilize utility func-
tions to sort data flows in queues. In this example we group the functions coefficients
into four clusters using a fast fuzzy c-mean clustering method [431]. In our approach we
cluster to group together the most similar data flows, which leads to the efficient queue
management. The performance of these three utility abstractions along the optimal res-
ults are shown in Figure A.2. The utility form-based method enables up to obtain 30%
performance improvement compared with the conventional methods under study. This
abstraction allows achieving on average 85% performance from the maximum, whereas
the alternatives lead to about 60% of the optimum performance.
The job of the optimizers is to allocate bandwidth to the queues. As we cannot guaran-
tee the convexity of the resulting utility functionals, we employ the constrained nonlinear
optimizer that also used the genetic algorithm to overcome local maxima [208,275]. Pre-
viously we used the ideal optimizer that is not constrained in time to find the optimal
solution. Figure A.2c demonstrates the performance degradation experienced when the
timing constraint of 500msec is imposed on the optimizer. The largest decrease is experi-
enced if we try to do per-flow bandwidth assignment, as the algorithm simply cannot find
the good local maxima in a given time. Other approaches perform better, suffering on
average only 10% performance decrease as compared to the use of the ideal solution.
We simulated the router interface that has 100Mbps of bandwidth in MATLAB. There
are up to 1000 data flows to be serviced simultaneously. We consider the mixture of
four application types, high-demanding IPTV applications, semi-delay tolerant YouTube
traffic, HTTP data with high regard to low traffic rates, and low priority downloads, as
summarized in Table A.1. As discussed we assume that utility of a data flow depends
on both shakeholders momentary priorities and the application type, which is reflected
through the normal distributions of coefficients φ1 and φ2 in (A.4).
A.3.2 Power-Aware Load Balancing
We now show the viability of utility abstractions for the power-aware load balancing us-
ing a simplified network model. The utility functional takes into account interests of both
users and datacenter providers. Recent studies [432,433] have highlighted the significant
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Figure A.2: Performance of optimizers with related utility abstractions for the class-based queue
management problem [47]. (Each simulation setup was executed 50 times; the error bars indicate
standard deviation of the values.)
impact of energy consumption on the Total Cost of Ownership (TCO) of datacenters. The
figures show that energy cost may outrun the fixed cost of initial investment in the data-
center infrastructure. This shift in the perception of energy cost has driven new research
in the area of energy-aware load balancing among datacenters with heterogeneous cost
drivers. We propose to further extend this view by taking into account the fixed cost of
datacenters and the performance implications of different user load scenarios.
Classic economic models optimize by means of minimizing the marginal unit cost.
We can model the total cost of a datacenter (DC) as being composed of fixed cost, e.g.
the price of servers and maintenance costs, and variable costs such as the energy costs
imposed by serving a number of users3. The cost per unit can be defined as a utility
function with
UDC(NDC)=−
FDC+PDC(NDC)× cDC
NDC
, (A.5)
where FDC accounts for the fixed cost, cDC is the cost per unit of power consumption and
NDC are the number of users served by the particular datacenter. As depicted in Figure
A.3a, increasing the load on the datacenter will increase its efficiency due to the positive
economies of scale, but the subadditivity may be reversed if the additional energy costs
per user exceed the marginal fixed costs. In [434], a typical scenario for webservers is
shown where the load largely increases if the number of users served exceeds a threshold.
To model these effects we assume an exponential energy consumption function
PDC(NDC)= eγDC×NDC −1, (A.6)
where γDC is the inverse energy efficiency factor.
In the global perspective, we additionally take into account user satisfaction for a
particular service. For the sake of simplicity, we model the users to be only sensitive to
the delay D imposed for data transfer4 from the datacenter to the user without correlation
to the number of other users served by the datacenter. The user utility function, after
(A.3), is defined as
Uuser(D)=
[
γu1 · log(−D+γu2)
]+ , (A.7)
3We assume that all service requests impose the same load on a datacenter.
4For example, such a utility can be feasible for the mice traffic.
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Table A.2: Main values for the load balancing scenario.
Parameter Value
Number of users 13000
Number of data servers 3
Number of regions 3
Latency requirements differences up to 20 times
Energy price difference up to 10 times
with delay-tolerance coefficients of γu1 and γu2. Clustering users coming from the same
region, we define the optimization problem as an assignment problem
UNUM =max
S
(
w1 ·
NDC∑
i=1
Nuser,DC∑
j=1
si, jUuser(D i, j)+w2 ·
NDC∑
i=1
UDC,i
(
Nuser,DC∑
j=1
si, jNtotal
))
, (A.8)
where w are the weight coefficients, S is the assignment matrix assigning a fraction of
si, j of the total system users to datacenter j, with i being the user cluster. Generally we
assume the total number of users Ntotal to be unknown to the assignment mechanism.
Load-balancing strategies among datacenters often found in practice are based on
adjusting the replies of DNS servers to the request of a particular service [435]. We
evaluate several strategies that are often deployed in practice, and compare them to the
three proposed utility-based schemes. Table A.2 depicts main parameter values we use.
In the split-horizon method, a reply to a service request is based on the estimated
replay delay. However, due to the lack of feedback from a DC, the basic version of this
algorithm may result in the request drops if a datacenter is overloaded. The standard
round-robin strategy, where requests are equally balanced among the servers, also per-
forms suboptimally and loses requests if the DC load is high. If the feedback from the
datacenters is available to the DNS then more sophisticated assignment strategies are
possible based on different abstractions of the utilities, and the data on a number of cur-
rent requests served by a DC. Datacenters can send thresholds to the DNS specifying the
maximal load levels. We show results obtained when we assign users requests to the data-
centers that are the nearest, but only until a threshold is reached (100% and 90% from
the maximum load). The strategy based on flexible min-max thresholds that are derived
from the analysis of the form of the DC utility function performs very well. It is simple,
computationally effective, and requires no utility function knowledge from the assignee.
We also studied performance of two algorithms where utility functionals are known
to the DNS. In the provider-centric strategy a user is assigned to the datacenter which
lowers the most its marginal unit cost. The more holistic approach operates on the overall
utility functional for each incoming request. This strategy provides small performance
gains as compared to other approaches, but requires an estimate of the total number
of requests Ntotal , which imposes additional communication overhead. Generally these
two methods, although more powerful and computationally demanding, do not provide
considerably better performance as compared to the min-max threshold strategy, which
we consider as the most preferable for our scenarios.
The results in Figure A.3 show that the utility-based approaches typically outperform
other strategies. They can also adjust to the changing network objectives, flexibly switch-
ing between user- or provider-centric strategies and provide more balance solutions.
Other strategies perform better only in the scenarios that they were designed for. For
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Figure A.3: Performance of the optimization strategies for the power-aware load-
balancing scenario [47].
example, the split-horizon strategy performs well on the user-oriented scenario, but fails
everywhere else, and the data-center oriented optimizers cannot accommodate for the
latency optimization.
A.4 Conclusions
In this appendix we considered the possible trade-off between granularity of stated goals
(utility functions) and the complexity of required optimizers in presence of limited net-
working and computational resources and services. We placed our discussion in the con-
text of the on-going debate on network neutrality vs. economy- and QoS-driven pricing
of Internet. Our results support the popular claim that at least minimal differentiation
of services can provide significant performance gains. Moreover, they showed that these
gains could be further increased if the crude utility-based differentiation is applied in a
dynamic manner.
BComposing and Maintaining Services for White
Appliances in a Home Environment using Ontology
In this appendix we show how an ontology and a related database can drive the compos-
ition of a functional set of services for devices in a given home environment, i.e. serve
as a basis for Software Configuration Management (SCM) [47]. Our main purpose is to
explain the main principles of ontological modeling and reasoning, as well as to argue on
usability of this technology. We hope that using this example it will be more comfortable
for the reader to assess the system for semi-autonomous WSN protocol stack design that
is the main focus of Chapter 3.
The concept of an intelligent home, foreseeing co-existence of multiple devices, faces
many challenges. Edwards and Grinter [436] have pointed among others the following
issues: the partial, non-instantaneous, introduction of new technology at home, the inter-
operability issues, the high reliability demands, and the need for self-configuration. The
solution of the above issues is impossible without a solid model describing the operational
context of a home environment, its systems and their related interdependencies. Such a
model, for example, ensures that services provided by devices installed at home answer
user needs, the underlying software is secure, consistent, and does not cause conflicts or
malfunctioning neither of other home services or the hardware itself.
We propose to use ontology as a core for such a model, as it enables fulfillment of
the above tasks by setting a common vocabulary and relating concepts that are required
to describe the relevant aspects a home system. This ontology is a core of a Knowledge
Base (KB) that captures and reasons on a home environment in an autonomous manner,
requiring human intervention only in the exceptional cases. For example, the system we
developed automatically performs the following actions before installation a new service
onto a device. It maps the service to the appropriate hardware-specific software, and es-
timates if any supporting modules and services are to be additionally installed. It further
ensures integrity and conflict-free functioning of new and old software within the home
network based on known interdependency issues, checks user rights to download the soft-
ware, schedules download times, and assigns a priority to the download that would not
to overburden the network. The KB is developed as part of the COMANCHE system [48],
which aims to provide a software configuration management infrastructure that can be
used in the home automation domain. To the best of our knowledge, the ontology-enabled
KB system, when proposed [47], was the first to capture and reason upon services, re-
lated devices and software in a home environment, especially with respect to white home
appliances. In the following we explain the structure of the proposed ontology, describe
a sample use case, and provide the result of the reasoning performed on this scenario.
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B.1 On Software Configuration Management
In order to enable Software Configuration Management (SCM) in the home environment,
there needs to be a model that reflects devices installed at home, their provided services,
and the corresponding software. Examples of devices constituting a home environment
are computers, TV sets, white home appliances, various sensors and actuators, basically
everything that can have a running software and be a part of a network. Additionally,
the information on user profiles, accessible services, and the software components that
implement them should be stored as well. The constructed model should reflect and
ensure correct reasoning on interdependencies of all entities within a home environment,
and resolve arising conflicts.
B.1.1 COMANCHE Framework
One of the possible approaches to the software configuration management is provision of
a remote utility for massive servicing of home environment. This utility would keep track
of the state of devices and networks installed at homes, provides remote maintenance and
update, including secure access and installation of new software services. Subscription
to such a utility can improve the overall level of user satisfaction from using “smart”
appliances, and reduce the need to physical maintenance of devices installed at homes,
thus, lowering the cost either for the housekeeping companies, or the users themselves.
The COMANCHE [48] framework is one example of such an approach. The system
aims to effectively organize, discover, and exploit the tremendous amounts of attribute
information needed for software configuration management in the home environment.
The main development is a close collaboration and includes industry partners such as
Alcatel-Lucent, Indesit and Gorenje. The framework follows service-oriented architec-
ture, and, therefore, conceptualizes through the ontology the surrounding environment
primary considering services that different objects (users, devices, software, other ser-
vices) provide or utilize. COMANCHE is a centralized system, where knowledge concern-
ing each individual home environment are stored centrally, which ensures the high level
of data integrity and security. COMANCHE provides autonomous management of a home
environment, and sends requests for platform managers for manual assistance in problem
resolution only when it cannot resolve configuration conflicts. The latter functionality is
enabled through reporting of unresolved conflicts by the reasoning engine of the KB. In
order to balance the computational load, reduce the delay reaction time of the system,
as well as to enable limited operation without Internet connectivity, some of the local
activities of the system can be performed by a home gateway.
The COMANCHE system can be portrayed as a classical feedback loop with inputs
being the status of a home environment, user commands, (software and service) up-
dates provided by companies manufacturing or servicing the devices. These inputs can
be obtained through both push and pull actions depending on technical convenience.
The outputs of the system include the direct actions toward devices (e.g., installation of
the new software update), enquiries send to service and device providers, and mainten-
ance/conflict alerts to users, or local housekeeping/repair firms.
B.1.2 Evaluation Scenario
Before proceeding further with description of the ontology and related knowledge base,
we describe a set of typical tasks to be carried out by the software configuration system.
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In this appendix it serves as an evaluation scenario for our system. We consider the task
of installation and, later, update of a new device that is a washing machine. First, once
installed, the device registers itself with a home gateway. The gateway, that is the central
management unit for the home, checks if it has the management software for this device,
and if necessary installs it, maintaining the consistency of this software to the agents of
other devices deployed at home. Once the home gateway updates itself with information
concerning the new washing machine, for example, its hardware capabilities and default
software installed, it propagates the changes on this home environment to the central
management system. Later, when a user wants to change something in the installed
devices, e.g., install a new power management function or advanced washing program
onto the washing machine, the central KB will be queried to estimate interdependencies
for the desired services, and establish a secure site from which the needed software
components can be fetched. For instance, as part of this process, it needs to be ensured
that the power management service is compatible with all other devices at the home
network, so that a common power management can be enabled. The system also verifies
that a new washing program can be supported by the particular washing machine, i.e., its
hardware capabilities are sufficient, and it has been installed with all underlying services
that the new program requires. Finally, the SCM software issues a command to the home
gateway on scheduling of the installation and verification procedures for the respective
required software modules.
B.2 Design of Home Ontology and its Knowledge Base
In this section we describe the design of the home environment and context ontology,
which is one of the core components of COMANCHE framework (see Figure B.1). This
ontology models a particular home environment, establishes interdependencies between
potential or already installed services, related software modules, and hosting devices.
Additionally its classes describe, for example, events encountered by devices or contain
user profiles. But first, before proceeding with the detailed description we shortly discuss
on inner organization of an ontology and the related work.
B.2.1 On Ontologies and Related Work
An ontology define the structure of a knowledge base that enables reasoning on specific
objects related to the environment. It builds a model by defining and relating classes that
conceptualize the world. It is also possible to relate individuals that populate a class.
The relations between classes and individuals are established using object properties.
Data properties are mostly used to encode quantifiable meta-data, or the data that is not
represented are individuals of other classes. Both classes and properties can have hier-
archies. Multiple complex relations can be established between these three basic entities.
For example, properties may be marked as inverse of other properties, be transitive, etc.
The inference is done based on these encoded relations, which basically results in clas-
sification of the entities, and leads to derivation of additional property relations. The
inference can be done on the ontology as a whole, or a specific specific set of its classes
or individuals. The latter is useful when, for example, a new individual, e.g., a washing
machine, is added onto the existing ontology, and one wants to deduce to which classes
it belongs to without spending resources on computing the whole ontology anew. If in-
ference cannot be correctly performed, i.e., there a mistake in logic, the system reports
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Figure B.1: Home Environment and Context Ontology [47].
on possible conflicts. The knowledge base consists of a populated ontology with the in-
ference engine, which has not only classes and properties, but also contains individuals
stored either in the database or as an XML (OWL) file.
Prior to this work [47] there existed several ontologies that describe smart home en-
vironments [437–440]. However, often these ontologies were not shown to serve as the
basis for a knowledge base, i.e., did not operate on individuals, or they did not allow to
model complex relations between services, the software that realizes them, users, hard-
ware and the providers. Our ontology models these relations, and it even incorporates
some elements of the actual home network modeling like the bandwidth requirement for
different software services. Additionally, the suggested ontology is developed according
to the requirements received from the leading home appliance producers such as Indesit
and Gorenje. It is interesting to note that in spite of the complexity of the described envir-
onment our ontology is still manageable due to the heavy hierarchical structuring of both
classes and properties. The proposal by Merabti et al. [441] has a prototype implement-
ation and is closer to our ontology, but focuses on virtual services and home multimedia
applications. The research by Bonito et al. [442], published in parallel with our work, is
very promising and can complement our development. It concentrates on monitoring and
controlling state of smart home using a designed ontology DogOnt.
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Figure B.2: Sample screenshot of the home ontology developed in Protege. Yellow boxes
on the left highlight inferred classes and entities (individuals). The figure also displays
inferred services that are installed onto a particular washing machine.
B.2.2 Design and Evaluation
As in Chapter 3 we realized the ontology in OWL [443]. The knowledge base is developed
using the Protégé [444], and the reasoning is done using the FaCT++ [195]. Dynamic
creation of ontology subclasses is done using Java and Jena. The overview of the onto-
logy is given in Figure B.1 and its sample screenshot in Protégé is given in Figure B.2.
There also exist multiple subclasses that are not shown in the basic ontology diagram.
They are derived based on the rules imposed onto the ontology. For example, subclasses
of the device function and software service classes record all the functions and the
corresponding services that an appliance of a certain type might perform. The lowest
level subclasses are created to link individuals, such as devices or services, to facilitate
comfortable querying. For example, in our ontology there exist classes for a particular
Gorenje washing machine that lists the supported and the installed services. The infer-
ence of this data requires the property relations to the class of describing the washing of
the relevant type, from which the list of the supported services is extracted which then
undergoes the constraint validations specific for this particular home environment. Over-
all, our ontology is realized following the OWL-S ontology [445] that allows for a flexible
and rich set of object interdependencies. Further, in order to simplify the ontology main-
tenance we have used a hierarchical property structure with a number of parent, so-to-say
abstract, properties. Next we shortly describe each of the main classes of the proposed
ontology, as well as relations between them.
One of the main entities of the proposed ontology is the home environment class,
which lists the home users and the installed devices, including the home gateway. The
device class represents a specific appliance placed in the home environment, such as a
washing machine. The profile of the device includes its model/type, the link to the event
repositary, the list of functionalities and the respective software services, as well as the
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Figure B.3: Inferred list of functionalities that can be hosted by a washing machine
D_WM_GRAWA9999_01.
link to the specific SCM gateway software that handles the appliance. The device type
class describes the model of the device, such as Gorenje washing machine GRAWA9999.
The class contains the list of functionalities a device can support, the producer’s name,
the description of the hardware and software platforms that run on the device, as well
as the list of supported network interfaces. Those entities are created as instances of
separate classes. Such a construct allows, for example, to automatically derive which
services could potentially be hosted by a certain device type. They also allow deriving
the list of functions that can performed by the device, which are later mapped to the list
of installable services (see Figure B.3). Home gateway is one of the child classes of the
device class. It handles all the incoming and outgoing network traffic, therefore it has to
support extended security functionality, and handle heavy traffic loads. It also has to have
special secure registration procedure with the SCM software gateway as compared to the
ordinary home appliance, provided that the SCM gateway is hosted by the other device.
It also has to register with the central SCM entity.
In this work, as compared to CONFab, we concentrate on the high level of software
abstraction, thus dealing only with services and functionalities/functions. Services are
getting installed onto the devices and they provide the desired functions. One function-
ality can be provided by the services of different vendors. Both functions and services
have inner dependencies. For example, in order to install a delicate washing program one
needs to install the basic, the cold water and the short programs. The ontology we created
allows to encode such relations. The simple example of the inference performed on the
KB is given in Figure B.4. In order for a device to perform any service, the software imple-
menting this service is to be installed. In order to determine if a service can be installed
on the certain type of device, besides mapping of the service to a certain device function,
also the hardware and the software profiles of the device model have to be stored, which
is enabled through device software and hardware platform classes. They capture such
parameters as RAM, ROM, processing capabilities, peripherals, UI capabilities, etc. The
network interface class is used to specify the network capabilities of a certain device
type. This information is used to schedule servicing of different nodes/devices in a net-
work. Additionally, through the software provider class the list of companies that host
trusted software modules can be obtained. Device producers can be enquired to the list
of trusted provider entities. The event class keeps tracks of events occurring in the home
environment, proposed maintainable actions and their outcome. This information is used
to schedule further actions and to resolve arising conflicts.
B.2. Design of Home Ontology and its Knowledge Base 179
Result intallation of two software modules : 
Short+Cold and Delicate.
Given:
- Query: Determine the software need to be installed prior to installation of a new washing 
service called „Delicate“ by the user Alice.
- Washing Machine Type: WM 0001
- Devcie functionality / Abstract service: Delicate 
Intermediate outcome:
- Delicate service requires Short and Cold programs which in turn require Basic program.
- All these programs can be installed onto mashing machine WM001
- The current device at the user’s home does not have Delicate, Short and Cold programs installed
Device functionality / Abstract services 
On the device
Installed
DelicateBasic
Short
Cold
Not
Installed
Applicability to
 the device type
   WM 
0002
WM 
0003
WM 
0001
Service 
interdependency
Delicate
ColdShort
Basic
Power
Cold
Basic
Short
Delicate
Software Services 
On the device
Installed
DelicateBasic
Not-
Installed
Applicability to
 the device type
   WM 
0002
WM 
0003
WM 
0001
Software 
interdependency
Delicate
Basic
Power
Basic
DelicateShort+ Cold
Short
+ Cold
Short
+ Cold
Figure B.4: Inference example: determination of the software modules need to be in-
stalled to enable the desired functionality [47].
Overall, as we see the task of conceptualizing the home environment from the view-
point of software configuration management results in relatively complex home environ-
ment and context ontology that includes, besides the upper level classes described above,
also numerous automatically generated subclasses and rules that dictate classification
of individuals into these classes. Our experience and results indicate the suggested on-
tology and the related KB can effectively facilitate installation and management of both
functionalities and the respective software services on the home devices ensuring secure
and conflict free functioning of the home environment. The KB also responds to changes
in the home environment by updating old or installing new services, resulting in the seam-
less configuration of the home network. Additionally, the system allows keeping track of
the events happening in the home network in order, for example, to assist the providers
in the remote maintenance of the home. The ontology can be also easily extended to in-
corporate new rules and new types of data. The described work indicates that ontology is
one of the promising approaches for establishing of a common vocabulary and a basic for
conceptualization for modeling, reasoning on, and optimization of a networked system.

CThe Outline of the Simulated Annealing Method
In this appendix we provide a pseudocode of the simulated annealing metaheuristic that
we used for the experimentation in Chapter 4. Depending on the application of this
method its functions initTemp, decreaseTemp, neighbor(), P and timeout are redefined
throughout the chapter. Obviously, the inputs corresponding to the problems space search
S spaces and the utility function U differ as well. The metaheuristic aims at maximizing
the given utility function. It is presented on the next page.
Note that for the online exploration this search is exploited iteratively, with the pauses,
corresponding to the exploitation phase of the algorithms. These, as well as the duration
of the search itself are influenced by the currently monitored network utility values, as
well as other possible indicators that might signal changes in the operational context.
Therefore, if utility values are high simulated annealing is likely to be executed rarely,
just to check if better parameter settings can be found, or to detect an improvement in
the operational conditions, for which a new search might lead to sufficiently improved
performance. However, if a drastic drop in the utility is detected then it is likely that the
operational conditions have worsened, and the metaheuristic should be executed imme-
diately to find a configuration that minimizes bad user experience.
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Algorithm 1: Pseudocode of the simulated annealing search method.
Data: S, U, uideal , nsMax, nr0, nrb0, t0, tmin
Result: s f inal , u f inal
begin
s←− random(S); u←−U(s); // Initialize the state as a random point in the state space,
calculate the corresponding utility.
sb←− s; ub←− u; // Initial “best” solution per re-heating period and its utility.
s f ←− s; u f ←− u; // Initialize the overall, final, “best” solution and its utility value.
nr←− nr0; // Number of reheats to be executed.
ns←− 0; // Initial number of state evaluations is 0. If the maximal utility observed is not
improved for nsMax evaluations the algorithm is halted.
irb←−TRUE; // If current reheating cycle takes the best available solution as the start.
while (nr > 0 and f (u,uideal )==FALSE and ns < nsMax) do
// Till the max. number of reheats expires, or desired utility would be reached that is a
functions of the current u and ideal uideal utility values, or no improvement in the
utility would be seen for nsMax evaluations. If the ideal, desired, utility value is not
known, the algorithm can still operate, but would converge slower.
t←− initTemp(t0,u f ,ui ,nr ,ns); // Set the initial temperature. This could be just a
constant t0, or additionally be dependent on on the current utility values and the
reheating count.
if irb ==TRUE then
// Is the solution found in this reheating period is better than the prior results?
s←− s f ;u←− u f
else
s←− random(S); u←−U(s);
irb←− ! irb;
while (t> tmin and f (u,uideal)==FALSE and ns < nsMax) do
// While temperature is above threshold tmin, and utility is not good enough, and
there are less then nsMax evaluations without utility improvement.
sn←− neighbor(S, s, t,u,ui); // Pick some neighbor. This is a model specific
function. In the basic variant of SA the direction of the jump is random, and its
length is directly proportional to the temperature, the current utility value (or
dynamics in its improvement). We also consider utilizing the difference between the
current and the ideal utilities if the latter is known.
un←−U(sn); // Evaluate its utility.
if un > ub then
// Is the new set better?
sb←− sn;ub←− un
if P(u,un, t)> random() then
// Should we move to it?
s←− sn;u←− un // Yes, change state.
t←− decreaseTemp(t) // One more iteration done and temperature is to descrease.
if ub > u f inal then
// Is the solution found in this reheating period is better than the prior results?
s f inal←− sb; u f inal←− ub; ns←− 0
else
ns←− ns+1 // Increase the state evaluation count
nr←− nr −1 // Decrease the counter of reheats.
return s f inal , u f inal ; // Return the best solution found.
DExperimental Spectrum Sensor Testbed for
Estimating Indoor Radio Environment
This appendix describes the testbed used to gather the empirical data on temporal as-
pects of spectrum use for the work presented in Chapter 5, Section 5.4. This testbed was
constructed to empirically investigate and model the temporal and spacial characteristics
of the radio environment for indoor scenarios that later could be used as inputs to Ra-
dio Environment Maps (REMs) [446]. The system is a network of over 80 heterogeneous
wireless spectrum sensors with significantly different measurement capabilities that are
deployed in an office building consisting of multiple rooms. Power spectrum activities
of the transmitting nodes are monitored by the sensing devices that report RSSI (Re-
ceived Signal Strength Indication) samples observed on a certain frequency (spectrum)
range. Besides estimation of the temporal activity patterns we used the testbed to study
indoor propagation conditions. The observed phenomena strongly indicate that the de-
velopment of both spacial and temporal models of indoor environment, and the related
optimization algorithms, which employ on empirical power spectrum data, is challenging,
as both heterogeneity and specific characteristics of spectrum sensors and non-linearity
of propagation conditions are to be taken into the account.
D.1 Testbed Design and Deployment
In the area of cognitive wireless networking the optimization problems that aim at dy-
namic characterization and management of the indoor radio environment [354, 447] us-
ing Radio Resource Management (RRM) solutions become increasingly important. In this
context, Radio Environment Maps (REM) paradigm has been suggested as a support for
RRM tools by providing a set of models that characterizes the radio environment as ac-
curately as possible [447]. Construction of static optimization algorithm and models of
the indoor environment are difficult due to, in part, complex dynamic characteristics of
this media in terms of propagation and interference [448–450]. Dynamic environmental
characteristics based on real time measurements are possible candidates to facilitate the
efficient functioning of RRMs and REMs [451, 452]. Therefore, we decided to construct
a testbed, where heterogenous sensing devices deployed over a large area, in order to
facilitate the research on dynamic modeling on the indoor wireless conditions.
We carried out the testbed deployment in a typical office space to study the implic-
ations of device sensitivity, sampling rates, and the spatial dependencies on REMs in a
representative indoor environment [58]. The testbed spans over the area of 240m2 and
occupies several rooms with both non load-bearing (paper) and bearing (semi-concrete)
walls. It allows to realistically study the indoor propagation conditions as perceived by
three types of sensor devices. These device types, namely USRP2 [406], WARP [307]
and TelosB [162] nodes, display a wide range of sensing and processing capabilities, and
to some extent reflect the characteristics that can be expected from a realistic hetero-
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Figure D.1: The deployment setup of different devices in an area of 12m × 20m [58].
geneous network deployment. The testbed allows investigating the effect from both con-
trolled and real user mobility as (a) some of the signal sources can be deployed on top of
an electric toy train, and (b) a part of the testbed operates in a laboratory that is regularly
used by a varying number of people. Therefore, the testbed fulfills the major require-
ments for enabling the experimental research of indoor radio environment, which are,
the diversity of the environment (e.g. different structures of the walls, diverse furniture
placements in the rooms) and the space covered by the testbed; heterogeneity of spec-
trum sensors; support for different user activity and mobility patterns; and operation over
multiple frequencies, enough to accommodate the several independent channels [453].
In our deployment setup, we have used 60 TelosB nodes, 20 USRP2 boards and 8
WARP boards. Figure D.1a shows the testbed deployment map in the office building con-
sisting of five rooms. We have also deployed embedded PCs interfaced to these devices.
The embedded PCs are part of the office LAN infrastructure so that the measurements
can be controlled centrally through a remote machine. Furthermore, being part of the
backbone, all the machines are synchronized using the Network Time synchronization
Protocol (NTP) [454]. Figures D.2 and D.3 show a typical deployment setup on an office
table and an electric toy train that carries a sensing or transmitting device. We have
developed the sensing applications [455, 456] with flexible controlling APIs for all types
of spectrum sensors, and the corresponding software scripts to enable efficient remote
testbed control that includes conducting multiple repetitive experiments and gathering of
data in a systematic manner.
All the considered spectrum sensors operate on 2.4GHz ISM band. Rice University’s
WARP SDR boards [307] and USRP2 boards from Ettus Research [406] have a sensing
bandwidth of 22MHz and 20MHz respectively. Crossbow Inc. TelosB platforms [162]
clocked at 4MHz are transceivers with sensing bandwidth of 5MHz. It should be noted
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Figure D.2: Snapshot of a typical setup on an office table with a WARP board, a USRP2
board and three TelosB nodes attached to a PC, which is accessible remotely via LAN [58].
Figure D.3: Snapshot of a TelosB node used as a signal source with 0dBm transmit power,
placed on a toy train. This setup was used to study the effects of mobility in a controlled
manner. The train track allows repeating the movement over and over again exactly at
the same path. Furthermore, the train track is set so that it goes behind the wall to study
the effects of walls on the indoor signal propagation characteristics.
Figure D.4: The setup used to profile sensing devices with the signal fed directly over
the coaxial cable. We considered different power levels and the whole range of operat-
ing frequencies. We used five devices of each type to study the variations in displayed
performance between the devices.
that WARP and TelosB boards report the spectrum readings directly in terms of RSSI val-
ues, whereas USRP2 boards use two input channels for I and Q samples, which are then
converted on the host PC into the power readings. Our choice of the sensor types clearly
falls into three distinct classes with different sensitivity levels and hardware capabilit-
ies. The WARP boards are high end SDR platform providing extremely fast spectral data
samples. The USRP2 boards are medium grade SDR platforms. The TelosB platforms rep-
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Table D.1: Measured sensitivity ranges and execution timings for different sensors.
Spectrum Calibrated linear Onboard execution timings
sensors measurement range (without PC communication)
Min Max Spectrum sampling Channel switching
WARP -90dBm -20dBm 1.4µs (RSSI) 22µs
USRP2 -75dBm -25dBm 50ns (IQ) 200µs
TelosB -90dBm -10dBm 70µs (RSSI) 740µs
Spectrum Timings for spectrum sensing with communication delay
sensors to the PC for different frequency bandwidths
Interface 5MHz 20-25MHz 2.402-2.482GHz
WARP Ethernet – 30µs (22MHz) 132µs
USRP2 Ethernet 2.02ms 0.53ms (20MHz) 5.23ms
TelosB UART 3.5ms 9.1ms (25MHz) 25.9ms
resent low-end devices for spectrum sensing. Table D.11 summarizes the limits of sensing
capabilities of all device types, which are dictated by their hardware capabilities and the
software applications that were developed for this testbed.
We have carefully profiled (see Figure D.4) and then calibrated to the linear operating
range the considered types of spectrum sensors by feeding a referenced signal from an
Agilent E4438C signal generator directly over a coaxial cable (see Table D.1). We have
observed that the inconsistencies and biases among the devices of the same type are
acceptably low. We also observed that USRP2 devices show strong non-linear behavior
for low received powers, especially for levels below -75 dBm. Compared to the external
monopole antennas for USRP2 and WARP boards, TelosB nodes have obviously slightly
higher attenuation due to the inverted F microstrip antenna.
As signal sources we used a programmable Agilent E4438C signal generator and Te-
losB nodes. In this work for the continuous transmissions the E4438C generator was
configured to produce QPSK modulated signal with 20Msps and transmission power of
20dBm (see Figure D.5a). TelosB nodes were used to generate multi-source and mov-
ing signals, as well as different ON-OFF patterns following non-uniform distributions.
These signals were produced using the test mode of CC2420 radio transceiver chip of
TelosB [362], which provides a continuous 5MHz wide signal with most of the power con-
centrated in a bandwidth of 2MHz (Figure D.5b). The transmit power was set to 0dBm.
D.2 Examples of Obtained Results
In this section we provide examples of results that can be obtained using this testbed.
We have considered two fundamental scenarios for this work. First we have studied the
spatial aspects with a single transmitter sending a constant signal from the largest room
(see Figure D.1). Then we have considered the implications of a moving transmitter.
1As most of the processing for USRP2 boards are happening to the host PC, its configuration
influences the performance of the spectrum sensor. In our tests we used Core i7 based PC with
Ubuntu x64 10.04 OS. The timing values for USRP2 are averaged over 10000 samples.
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(a) QPSK Modulated signal at 20Msps (b) Modulated signal output of a TelosB
node
Figure D.5: Spectrum analyzer screenshots of the signals used during the measurements.
The figure shows the maximum hold, instantaneous signal and the minimum hold for a
duration of 5 minutes.
Finally, we generated different ON-OFF signal patterns illustrating the temporal spectral
aspects as observed by heterogeneous spectrum sensors, which are primarily reported in
Chapter 5, Section 5.42.
D.2.1 Influence of Propagation Environment
Indoor propagation characteristics play one of the central roles in a number of application
scenarios for REMs [457]. On the example of the constant signal transmitted by the
E4438C signal generator we illustrate the overall distribution of received power readings
as observed by different devices in the experimental indoor environment. The received
power levels indicate a high variance in the measurement values obtained by closely
located sensors of the same, as well as of the different, types (see Figures D.6–D.7). This
is due to the effect of multipath propagation, as one can observe non-linear and even non-
monotonically decreasing function of the distance (see Figure D.8). As an illustration we
fit the data to the linear equation
Pi(dBm)=K −α log10(di)−βCi, (D.1)
where Pi(dBm) is the power received by node i, di is the distance between the sender
and the node i, and Ci is any further covariate value for node i to be used in the model.
We have experimented with linear fitting (a) using only information on the distances di
to the transmitter, and (b) adding Ci as the number of walls between the sender and the
node i. All walls are assumed to be homogenous with β corresponding to the drop in
the received power per wall. We obtained the estimates Kˆ , αˆ and βˆ for the propagation
model parameters by simple least squares regression. For each fit we also studied the
distribution of the residual estimation errors
Pi(dBm)− Pˆi(dBm)= Pi(dB)− Kˆ + αˆ log10(di)+ βˆCi (D.2)
2We also studied the marginal densities of the results considering each type of sensors and the
overall distribution of the received noise levels. We observed close-to-normal distributions of the
received power for the noise, as sensed by different types of devices.
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Figure D.6: Mean received power at different devices in dBm. The filled square represents
the position of the transmitter.
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Figure D.7: Distribution of the received power levels [dBm] in rooms for various
devices [58].
as well as their dependency on the distances di and the chosen covariates. The obtained
results are displayed in Figure D.9. They show that the linear fitting with information only
on the locations of the receivers resulted in average estimation errors of 5.68dB, 5.71dB
and 7.19dB for WARPs, USRP2s and TelosB nodes, respectively. The additional data on
the number of walls between the transmitter and the receivers reduced the respective
errors to 3.78dB, 5.3dB and 6.8dB. These results indicate that, as expected, the classical
propagation models do not fit well the indoor environment and more complex, maybe even
non-linear models, have to be dynamically constructed or tuned to be applicable to the
particular indoor conditions [450,452].
D.2.2 Transmitter Mobility
The experiments with the mobile transmitter were carried out using a TelosB node as a
signal source, which was placed on top of a model train moving with a constant speed
of 5m/s located as shown in Figure D.1. This resulted in repetitive transmitter mobility
patterns with short term variations caused in part by fast fading (see Figure D.10). While
fast fading clearly severely affects the results, it is still possible to detect the underlying
periodicity, at least given a short correlation time for the channel.
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Figure D.8: Illustration of multi-path effects on adjacent channels for TelosB nodes.
2 4 6 8 10 12 14
−8
0
−7
0
−6
0
−5
0
−4
0
Distance between the WARP transmitter and the receiver [ m ]
R
ec
ei
ve
d 
po
w
er
 [ 
dB
m
 ]
Received power
Predicted power based on distnace to Tx
Predicted power based 
on distnace to Tx and walls count
2 4 6 8 10 12 14
−8
0
−7
5
−7
0
−6
5
−6
0
−5
5
−5
0
Distance between the USRP2 transmitter and the receiver [ m ]
R
ec
ei
ve
d 
po
w
er
 [ 
dB
m
 ]
Received power
Predicted power based on distance to Tx
Predicted power based on distnace to Tx and wall count
2 4 6 8 10 12 14
−9
0
−8
0
−7
0
−6
0
Distance between the TelosB transmitter and the receiver [ m ]
R
ec
ei
ve
d 
po
w
er
 [ 
dB
m
 ]
Received power
Predicted power based on distance to Tx
Predicted power based 
on distance to Tx and walls count
Figure D.9: Boxplots of the received power levels for the spectrum sensors at different
distances to the transmitter, and results of linear fitting using the information on dis-
tances to the Tx and the walls. The figures show the data for WARP, USRP2 and TelosB
devices [58].
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Figure D.10: Observed signals by the devices located near the moving transmitter. The
figures (a,c) show the time series spectral data, whereas the figures (b,d) potray the auto-
correlation function (ACF) of the spectral data [58].
D.2.3 ON-OFF Transmitter Patterns
As discussed in detail in Chapter 5, Section 5.4, we also have used the testbed to monitor
the temporal structure of the power levels as observed by spectrum sensors. The basic
characterizations of a duty cycled transmitter are the durations of the active (ON) and
inactive (OFF) periods. The accurate estimation of the duty cycles, as well as ON-OFF
activity periods can significantly enhance the channel sensing and selection processes for
DSA networks [345, 346]. The constructed testbed allows detecting signals with fairly
high temporal resolution (see Table D.1) that is appropriate to record both packet-level
and session-level behaviors of the networks, for example IEEE 802.11g wireless deploy-
ments. We have also programmed the TelosB nodes to generate energy levels with timings
accurately following various ON-OFF distributions, with the minimal duty cycle duration
of 100ms. These signals are useful to systematically study and evaluate in practice the ap-
plicability of various optimization algorithms that utilize temporal spectrum power data.
D.3 Conclusions
In this appendix we have presented the experimental testbed for studying the implications
indoor environments pose to cognitive radio technologies relying on power spectrum sens-
ing. Using the testbed that consists of a 80+ heterogenous sensing nodes we gathered a
number data traces related to both spatial and temporal aspects indoor power spectrum.
Based on this dataset, we showed how the same signals can be differently measured by
different types of sensors. We observed the effects of fast-fading and mobility that can
drastically affect the received power and lead to misinterpretation of the readings. In the
spatial domain we recorded major variations in the data gathered by the nearby nodes. All
of this strongly indicates that more measurement-driven theoretical and modeling work
is required to understand and efficiently exploit the network-wide behavior of the indoor
radio environment.
EHCRM: Sample Codes and Selected Measurements
In this appendix we provide additional materials on the HCRM design, a framework for
autonomous radio resource management (self-optimization) for wireless home networks
described in Chapter 6. Specifically, we first show the flowchart of the decision tree
algorithm to perform RRM based on fast changes in observed utility values and KPIs. We
also show the sample pseudocode executed as part of this algorithm. In the second part of
the appendix we discuss selected aspects of the flexible parameter state space realization
in the meta-optimizer, including the exempts from the corresponding class hierarchy. We
provide results from sample measurements that we conducted to test the HCRM and
study the indoor operational environment in the third part of the appendix. These results
were used to derive the thresholds for the decision tree algorithm, and to decide on the
scenarios for testing the multi-arm bandit-based machine learning optimization.
E.1 Flowchart and Samples of Preudocode for the Decision Tree Algorithm
The flowchart of the decision tree algorithm, which is one of the reflex agents for the
HCRM (see Chapter 6) is shown in Figure E.1. Sample pseudocode illustrating imple-
mentation of parts of this algorithm is given in Figures 2 and 3.
E.2 Details on Flexible Parameter State Space Realization in Meta-optimizer
In this section we discuss the key classes that enable realization of the flexible run-time
adjustable parameter state space in the meta-optimizer. These are shown in Figure E.2.
The DETopology class stores the current knowledge on the network, which includes the
current configuration of links, flows, and adapters of both the current and the other relev-
ant nodes. (The knowledge of the other nodes is needed in the case of link configuration
and cooperative network optimization.) The knowledge on the allowable state of certain
parameters is obtained through the PossibleConfigurations class. The actual settings
of the parameters are stored in the classes, with names ending with ∗ActuatorState. The
permitted, possible, states are stored in the classes with ∗PSets postfix. The configura-
tion state in an ∗ActuatorState class is a pointer to a variable of the ∗PSets, ensuring
that only allowed values from the specific ∗PSets class can be given to a parameter. Fig-
ure E.2 also shows the main parameters that affect MAC parameter settings, as defined
in the classes CSMAMacActuatorsState and CSMAMacPerInterfacePSet.
The allowable values for each parameter are inherited from the VirtualValueSet
class, which is basically a Boolean list that specifies if the particular state is allowed or
not. The inherited value classes DoubleValues, TrafficClassesPSets, and RadioModes
contain a list of double values used, for example, to store permitted central frequencies,
traffic classes, and allowed radio modes (e.g. 802.11g or 802.11a).
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Figure E.1: The overview of the decision tree algorithm.
The data hierarchy is organized as follows. Each adapter might host several links.
ChannelConfiguration describes a link configuration including radio parameters and
MAC parameters. Though not shown on the diagram, the class RadioConfiguration en-
ables the current and the permitted channel settings to be stored for each radio mode.
Each link also maintains a list of flows routed through it. The queue, transport and ap-
plications settings are maintained on per flow basis. There exist wrappers to adjust the
settings common for all flows on a certain link or node.
E.3 Measurements with the HCRM for the Indoor Environment
While developing the HCRM we have conducted a number of experiments to both study
properties of the indoor wireless environment, and to adjust reactions of the system to
it to ensure the desired performance. In particular, our aim was to devise appropriate
thresholds and dependencies that lead to robust decision tree optimization algorithms
(i.e., reflex agents or standard RRM mechanisms). For the evaluation of the HCRM we
use two utility functions. One is the cumulative network throughput as measured on the
MAC layer. Another is the spectrum-aware utility that is the function of goodput and the
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Algorithm 2: Pseudocode showing sample procedures within the decision tree al-
gorithm. Part I: deciding on centralized link scheduling. For simplicity this example
is given only for two links always scheduled to operate at maximum bandwidth,
though our implementation is done to arbitrary number of links and different chan-
nel widths. (The scheduling is done by the node with the highest IP.)
if (numLinks == 2) and (isInterfaceLoadHigh) and (isPERHigh)
(nodeIP == maxIP_network) then
links = links_in_network;
moveToPrimary(links);
spectrum = getSpectrumData(); // scheduling the first link
min_power_CFreq1 = getChannelRanking(spectrum)[0];
configureLink(links[0], min_power_CFreq1, max_width);
moveToSecondary(links[0]);
// scheduling the second link;
if there is a free non-interfered channel available move the link
there, otherwise co-locate it with the first channel.
spectrum = getSpectrumData();
min_power_CFreq2 = getChannelRanking(spectrum)[0];
if spectrum[0] < -90dBm then
configureLink(links[1], min_power_CFreq2, max_width);
else
reconfigureLink(links[1], min_power_CFreq1, max_width);
bandwidth network nodes occupy, which is defined as
UN (T,B)∝
∑FN
i=1G i⋃LN
j=0B j
≈
∑LN
i=1Ti⋃LN
j=0B j
, (E.1)
where utility of the network UN is proportional to the sum of the goodputs G i achieved
across all data flows FN , and inversely propositional to the bandwidth Bi occupied by all
the links NL. The first term of the equation can be further approximated by throughput
Ti achieved by all the network links NL. Throughput T is measured in Mbps, and channel
bandwidth B is measured in MHz. In our case studies, we use a network where there are
one or two active ad-hoc links. Therefore, the equation (E.1) becomes
UL1(T,B)=
{ (T1+T2)·log10 20
log10(B)·α·20 if (T1+T2)<α ·20
1 otherwise
, where
B= ∣∣ [ f2, f1]∪ [ f4, f3] ∣∣, (E.2)
where f1, . . . , f4 are frequencies in MHz defining the bandwidth of the first and the second
ad-hoc links. Other variables are as in (E.1). If only one ad-hoc link is active then α = 1,
[ f4, f3] = 0, and T2 = 0, otherwise, for two links, α = 2. The utilized bandwidth is logarith-
mically normalized over the base of 20, which is the maximal channel bandwidth.
We have experimented with the HCRM in various indoor wireless scenarios (see Fig-
ure E.3). In particular, we were interested in how the central channel frequency and
the transmission bandwidth influence the two utility functions depending on distances
between the transmitting pairs of nodes, and the type of interference. (In the experi-
ments described below we always executed the UDP-based iperf traffic [302]. We did not
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Figure E.2: Sample classes of the meta-optimizer that allow management of the para-
meter (actuation) state space.
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Figure E.3: Layout of different measurements conducted using the HCRM in this section.
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Algorithm 3: Pseudocode showing sample procedures within the decision tree al-
gorithm. Part II: deciding on bandwidth between data flows for CBQ network layer
mechanisms. The algorithm is invoked at the stage when no further channel width
expansion for a given link is possible.
weightOfGOLD = 0.5; weightOfSILVER = 0.3; weightOfBRONZE = 0.2;
safetyLimit = 0.2;
if (onFlowChanges) or (onLinkStateChanges) or (isPERLow and
isChannelWidthMAX and isInterfaceLoadHigh) then
for flow in currentLink->flows do
switch flow→trafficClass do
case GOLD
numFlowsGoldWeighted += weightOfGOLD;
case SILVER
numFlowsSilverWeighted += weightOfSILVER;
case BRONZE
numFlowsBronzeWeighted += weightOfBRONZE;
// percent of bandwidth to be left for fast wireless fluctuations
maxBW = currentLink → throughput · (1 − safetyLimit);
totalNumOfFlowsWeighted = numDataGoldWeighted +
numDataSilverWeighted + numDataBronzeWeighted;
for flow in currentLink→Flows do
// higher traffic classes are not bandwidth limited
switch flow→trafficClass do
case SILVER
if count(currentLink→flows→trafficClass == GOLD) > 0 then
flow→BWlimit = numFlowsSilverWeighted · maxBW /
totalNumOfFlowsWeighted;
case BRONZE
if count(currentLink→flows→trafficClass != BRONZE) > 0
then
flow→BWlimit = numFlowsBronzeWeighted · maxBW /
totalNumOfFlowsWeighted;
adjust such MAC settings as the sensitivity threshold, and the retry limit. We kept the
datarate at the maximum level of 54Mbps. Though these parameters may have a crucial
effect on the performance as shown in Chapter 5, we did not vary them concentrating on
studying the effects of adjustment of channel properties.)
As already discussed in Chapter 6, Chandra et al. [412] have shown that a certain
adjustments of the WLAN hardware allows changing the Wi-Fi channel widths, and, as
expected, narrower channels, e.g. 5MHz, lead to higher received powers, thus enabling
higher throughput at greater distances between nodes than when the standard 20MHz
bandwidth is used. However, these gains hold only for very specific sets of propaga-
tion conditions, distances and interference patterns. In this appendix we provide evid-
ence of such behavior. Figure E.4 illustrates the scenario, where the throughput and the
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positioning (distance). The nodes transmit on Channel 6. No external interference is
generated on the ISM 2.4GHz band.
spectrum-aware utility is measured for a single network link for the two nodes situated
at varying distances from each other. As we observe the channel width adjustment pays
off only when nodes are situated four offices apart, and operates of the spectrum-aware
utility. In other tested scenarios, including experimentations with longer distances and
additional low levels of interference that are not shown in the figure, the narrow transmis-
sion bandwidth does not provide considerable gains even for the spectrum-aware utility.
For short and medium distances the standard 20MHz bandwidth provides much higher
throughput and overweighs gains from the efficient bandwidth usage1. For long dis-
tances, basically the “gray” transmission zone, it is difficult to establish ad-hoc links due
to loss of beacons and those established provide low throughput. Here the narrow fre-
quency band indeed pays off, but often the alternative solution of using an AP as a relay
provides better performance. Our experimentation with the multi-arm bandit algorithm
discussed in Chapter 6 confirms this conclusion. Below we show that the combination of
the information on the received RSSI levels and the nature of the encountered interfer-
ence is sufficient to distinguish between these operational contexts. But first we further
discuss on the operational contexts, this time considering the cases for node power leak-
age, and different types of interference.
On an example of a four-node network with two active transmissions, we show how
nature of interference influences the two actuation parameters that are the transmission
channel and its bandwidth. We also study the feasibility of co-locating the transmissions
on the same channel, which could be realized through cooperative decision-making, to
avoid co-channel interference. First, in Figure E.5 we show the results obtained on two
topologies. The first displays standard positioning, where the nodes are stationed in two
1This, of course, only applies for the specific utility functions were are considering. It is possible
to design other utility functions that would heavily favor narrower band transmission, but we do not
think they are currently realistic for Wi-Fi related wireless home scenarios.
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Figure E.5: Performance of a four-node network in the scenarios, where node are posi-
tioned either in the nearby offices or very close to each other (the power leakage scen-
ario). All node use IEEE 802.11g standard for transmission. The first pair of nodes trans-
mits on Channels from 6 to 11, while the second pair of nodes always uses Channel 11.
different offices. In the second topology nodes are just two meters apart. The results ob-
served for the second topology (Figures E.5d-f) considerably differ from the expected per-
formance patterns shown by the first scenario (Figures E.5a-c). The difference is induced
by the high power leakage to the nearby channels of the WiFi COTS hardware [458]. The
second topology, therefore, requires different channel configuration decisions. For the
first network setup, in the case of throughput maximization with the maximum bandwidth
used, the two links should be at least four or five channels apart. Otherwise, it is better for
the links to share the same channel. In the power leakage scenario, this distance should
be higher than six channels, which is impossible in our setup, as one of the independent
channels (Channel 1) is used as the control link and, therefore, Channels 1 to 3 are for-
bidden for the ad-hoc transmission. Therefore, for the power leakage scenario it is better
to co-locate the links on the same channel, and assign them the maximum transmission
bandwidth. In the case of the spectrum aware utility an alternative configuration is pos-
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Figure E.6: Performance of a two-node network in the scenario of external interference
on Channel 6. The respective sender and receiver are located in the adjacent offices. The
interference is in the same office as the receiver.
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Figure E.7: Performance of a two-node network in the scenario of mixed interference.
There is a non-standard CSMA interferer on Channel 6, and on Channel 11 there is a
IEEE 802.11g transmission. The respective sender and receiver are located in one office
apart across a semi-concrete wall.
sible, where one of the transmitting pairs is assigned a narrow 10MHz channel that is
five channels away from the other transmitting pair, which uses the maximum bandwidth.
The leakage can be identified based on the power spectrograms, which are obtained
when only the second pair of nodes is transmitting. In the case of the power leakage it is
much wider than in the normal case (see Figures E.5c,f). The decision thresholds, guiding
the viable channel allocation, i.e., determining minimum number of channels that should
separate the transmissions, can use the RSSI-based metric. However, these are context
specific, i.e., they differ, e.g., in the case of the power leakage and the normal operation
scenarios. They are also influenced by the MAC datarate settings that are related to the
sensitivity thresholds of the protocol, the particular COTS hardware design [459], the
nature of the interference, and even the utilized transmission bandwidths. For example,
in our measurements for the channel width of 20MHz good performance was obtainable if
a new transmission for placed on a channel with the detected power below -85dBm. How-
ever, for the channel width of 5MHz this value had be lower than -92dBm. Dependence of
these thresholds on the transmission bandwidth might indicate that the realization of the
channel width adaptation has a flaw. For example, it might be that the “sensing mask” of
the Wi-Fi is not properly adjusted according to the channel width used.
The optimal behavior for interference avoidance depends on the source of the in-
terference. In the contrast to the previous set of measurements, in the cases of non-
standard (though CSMA-based) interference source, it is suboptimal to co-locate the
802.11g WLAN transmissions (from the HCRM) and other equally strong interferes [374].
As shown in Figure E.6, if the link is operating on the same channel as the non-standard
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CSMA external interferer, in our case the WifiCopper Packet Injector [414], performance
degradation is very high. Though the power spectrum mask of this interferer is different
from the standard IEEE 802.11g the RSSI-based decision thresholds determined above
still apply (see Figure E.6c). In the case of mixed interference, shown in Figure E.7, we
observe, as expected, that it is the best to co-locate the Wi-Fi transmissions (on Channel
11). However, if that is not possible, e.g., due to the policy constraints, then it is better
to transmit on Channel 6 with a bandwidth of 10MHz. The latter option is explainable by
the fact that the co-channel interference from two sources harms the transmission more
than sharing the same band with the non-standard CSMA interferer. In the case of the
last scenario the received RSSI samples and the respective power values are not enough
to make the optimization decision and, again, the knowledge on the nature of interference
and/or its spectral masks are needed.
Our experiments that were conducted for relatively well-studied small Wi-Fi setups
already indicate the crucial need for context awareness for the effective and robust self-
optimization. For more complex networks this task becomes much more prominent, and
we consider it as one of the major enablers of the Mitola’s wireless cognitive networking
vision. We strongly believe that probabilistic reasoning and machine-learning methods
are required to perform context identification and exploitation in the semi-autonomous
manner. This statement is also supported by the results of the application of these tech-
niques obtained in Chapters 4–6. We consider context identification as part of the work on
optimization task decomposition to be one of the promising directions for future research.
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