In this paper, an artificial neural network (ANN), which estimates the power consumption of an electric vehicle (EV) during the deterioration process of power storage is described. This network provides important information for real-time battery diagnosis, such as state of charge of a Li-Ion battery for an EV or HEV. The data are retrieved from a scaled experiment, based on the JC08 test cycle. The network is presented as a practical alternative to analytical and empirical methods. It can predict the power consumption by an optimal solution and categorize the deterioration of the power storage with high estimation precision and within short time.
Introduction
The attention to develop and update the energy storage system is one of the important purposes of the researchers of Electric Vehicle (EV) as well as power system. The rechargeable batteries are considered as the most common storage devices. In the running process of EV or Hybrid Electric Vehicle (HEV), the batteries experience stress from the dynamic operational environment. The charging condition is essential for designing the storage system, while the charging quality of the battery directly affects the battery life and continual mileage. If the charging process is not controlled, it will damage the battery. The cooperative control for motor and battery is indispensable. One way to develop models of EV or HEV for individual components like the storage unit, is through rigorous analytical procedure. Due to its typically time-consuming and the simplifying assumptions required to make the analysis tractable, it impairs the value of such models. An alternative way is to employ conventional empirical methods, which are variations of the classical regression theme. These models are unwieldy and are usually only suitable for low-end nonlinearities. Solving the difficulties of non-linear models, it introduces to us, new challenges, which must be concluded with a good performance and accuracy.
One of the representative energy storage types is LithiumIon (Li-Ion) batteries. This type of battery is one of the most promising power sources for the energy storage system of the EVs, due to the advantages of high energy density, environmental protection, long cycle life (1) . As other batteries, issues like aging and fault occur in Li-Ion batteries as time goes and they're circularly used. Different State of Charge (SOC) & State of Health (SOH) estimation algorithms can be summarized in 3 groups: a) Correspondence to: Minella Bezha. E-mail: minella.bezha@ yahoo.com * Doshisha University, Graduate School of Science and Engineering, Power System Analysis Laboratory 1-3, Miyakodani, Tatara, Kyotanabe, Kyoto 610-0321, Japan
( 1 ) modeless approaches, i.e., coulomb counting method, based on measuring the energy which gets into or out from the battery; ( 2 ) model based observers, i.e., extended Kalman filter (2) ; ( 3 ) data driven nonlinear models, i.e. neural networks, and machine learning (ML). With the first 2 methods, in order to compute SOC, real time estimating diagnosis or to estimate other variables, have many drawbacks not to mention that they sometimes need an electrical equivalent circuit battery models (grey box model) (3) , which have many negative aspects. The simplified models cannot represent the behavior of the battery exactly, also the models are not universal because they may lead to wrong estimation in certain battery types. Few models have been improved with hybrid modelling design (4) . This paper adopts the third method, and propose an approach, in order to be applicable for commercial applications. The real time estimating diagnosis is a complex nonlinear system. Even now the accuracy and reliability of the SOC estimation remains to be improved. SOC or fault prediction are depending by the internal characteristics of battery which could not be measured. The artificial neural network (ANN) does not rely on the complex equivalent circuit models to present a relation between the input variables and output product for resolving the problem, because it has the ability to inference this relation by a training process based on input/output samples.
Estimation Methods

Analytical Approaches
The open circuit voltage (OCV), by definition stands for the battery voltage under the equilibrium conditions. The OCV is closely connected to equilibrium conditions. As explained in (7) there are 2 approaches to estimate the OCV, one stands for the limit of voltage curves corresponding to the decreasing sequence of currents, specifically when various currents flow into the battery during its charging. The other approach is based on a different limiting characteristic, by neglecting other physical processes as self-consume process, while assuming that the voltage value will stabilize when entering in the Depth of Charge state. This approach is experimental, and it requires a large number of dynamic processes. This method is good to be used in applications where the current is low and stable, not good during dynamic operations.
Coulomb counting method (CC), often known as the current-integration. Based on the measures of the discharging current of the battery, by integrating the value of current over the time in order to estimate the SOC. In equation (1), the SOC(k) estimation is explained:
Where, I(t) stands for discharging current, Q n -nominal capacity. This method, have some good points like: the simplicity of usage, it can be combined with other methods which can improve the result, and is low cost implementation. But, still have 2 main drawbacks as the error accumulation during integration which makes this method not accurate after few experiments. Second, in order to eliminate this error a reset mechanism it's needed.
Kalman filter (KF), also known as linear quadratic estimation (LQE), based on algorithm that used a series of measurements observed over time, containing statistical noise and other inaccuracies, which estimates of unknown variables. These output variables always are based on the step process, as first step the prediction of the current state variables including the error and uncertainties. Second step is based on next obtained measurement, when estimated values are updated by using a weight model. As a time series analysis concept, it's a wide used model in the estimation of SOC, SOH and battery characteristics behaviors. The main drawback of this method is the mathematical approach not so attractive for complex and dynamic system, the high computational cost and specially for his explicit requirements for a very accurate battery model.
Artificial Neural Network (ANN), is an electronic model based on the imitation of the neural structure of the brain. From his similarity of learning through experience, NN takes a different approach to solve problems than that of the conventional computers. The conventional method of the computers is based on the algorithmic approach i.e. the computer follows a specific path and type of instructions in order to solve a problem. The application of the ANN in the estimation of the SOC under the variable of the voltage charge, it provides a tool to deal with the above difficulties. Should mention that ANN does not rely on the explicitly expressed relationship between input variables and the SOC. Because of their characteristics based on the black box approach which do not require any knowledge about the system's internal dynamics (8) - (11) . The relationship between the input variables and the SOC is formed through training. For the learning process there are many ML methods, this approach is called indirect method. These indirect methods can be categorized as below: a) Parameter estimation (PE) b) Adaptive filter-mathematical based estimation (FME) c) Adaptive AI (AAI) Table 1 shows the mainly good and bad points for each of the model in the application of the SOC and his applicability in EVs. Each of them of good points and drawbacks. The usage of a specific method is based on the application field, problem that must be solved, on the available hardware and cost.
Methodology and Results
Time Series Estimation
When an analytical model is unknown, too complex or incomplete, a typical alternative is to try to forecast by building a model that takes into account only previous outcomes, with neglecting any exterior influence. A time series {x(t)} can be defined as a function x of an independent variable t, stemming from a process for which a mathematical description is unknown. A time series is a sequence of vectors, x(t), t = 0, 1, . . . , n, where t represents elapsed time. In practice, for any given physical system, the variable x will be sampled to give a series of discrete data points, equally spaced in time. It must be clear that not always the model with the highest resolution has the best predictive power, so that superior results can be obtained by using only every nth point in the series. Different models have been compared in the literatures in search for the best tradeoffs between performance and maintenance cost. Observers have been improved with hybrid modelling design (4) . One of the most important differences between an observer and machine learning techniques is that machine learning uses data regression methods, so they can be easily trained using real world data, since they are data-driven models. Learning machines are trained using known inputs and outputs. After this, the trained ML is used to provide estimated output for unknown inputs.
EV Specification
In this paper, the study is based on the data taken from the EV model. These data are scaled down to be adapted for the practical experiment conducted in the laboratory. Table 2 shows the official data from the EV model.
Should be mentioned that the battery is modular in format Table 3 shows, the specification of JC08 mode. The JC08 driving schedule is schematically shown in Fig. 1 . In the transitional period emissions were determined using weighted averages from different cycles, like the previous 10-15 mode. This test mode had been fully phased-in by October 2011 as below:
• 25% of JC08 cold start +75% JC08 hot start
The experimental data are conducted for the same period of time as the JC08 model, which is 1204 seconds.
NN Modelling
The model has been developed in three phases: the modelling phase, the training phase with validation set, and the testing phase. The modelling phase involves the analysis of data, the identification of the parameters, the selection of the network architecture and of the internal rules. The training phase requires the preparation of the data and the adaption of the learning process. The testing phase evaluates the prediction accuracy of the model. After completing these steps, the actual data retrieved from the estimation will be compared with the real one to calculate the error and to make the update of the network until reach a high level of estimation within a short time. As was mentioned before, the data are retrieved based on the JC08 mode cycle.
In order to make it applicable for laboratory experiment, the average power consumption of the system is 3-times less comparing to the real specifications of the EV model. It means that the retrieved data will be multiplied by 3, in order to be adapted for the real EV model. The average power Table 4 . Specifications of the Lithium-Ion battery consumption of the proposed model conducted experimentally is 1.03 kW, which comparing with the EV model is approximately 2.6 to 3 kW.
NN Training
ANNs provide different algorithms for learning, classification, and optimization. The basic property of this network is the capability to learn the characteristic of nonlinear dynamic system mappings. In the BPNN (backpropagation neural network) model, learning takes place during the propagation of input patterns from the input nodes to the output nodes. This model is based on the modified BPNN algorithms by updating and adjusting the weights values. The value of the weights is calculated in the training phase by minimizing the loss function, their values determine how the neural network will reply to a specific time series inputs, which is important in the training phase for the accuracy of the ANN. One of the most used technique for the training of the ANN is the back-propagation of error (12) . In this experiment, the collected data are different and rich in term of technical environmental processing as the speed of the car, air resistance, rolling resistance, accelerating resistance, running resistance, power consumption, voltage characteristics etc. In the beginning the proposed model was trained with 10 neurons in the hidden layer and then increased up to max 30 neurons for the best value of training. This model started with a low number of neurons in order to prove the accuracy and to verify the best value of neurons. Table 4 shows the specification of the Li-Ion battery used for this paper. Total rated capacity is 2.2 kWh. Figures 3 and 4 show the schematic diagram of DC distribution test system used for the scaled-down experiment and a typical EV system.
A dynamic characteristic of the EV is implemented into the control program of the distribution test system in order to simulate a JC08 test mode characteristics. By this proposed model, the experimental data shown in Fig. 5 can be obtained. Should be mentioned that in this study the characteristics of the inverter are neglected. The data from the charging process of Li-Ion battery, were achieved using these devices As-510-LB4 (NF Co.) as shown in Fig. 6 .
It's important to clarify that these data are not obtained by an actual run of the car on the road. But they are generated based on the original data from an original successful commercial EV model. The generated data shown in Fig. 5 where used in the beginning in order to train the ANN model. The accuracy was very good but due to the high computation time and hardware it was necessary to reduce the number of data in order to make more applicable for small embedded circuits. In the final structure of this study these data are neglected, due to the small differences of accuracy from the model with these data. The outputs are compared with the desired target values and an error is produced. Then the weights are adapted to minimize the error. The relation of output:
Equation (2) can be transformed into:
The initial values of weights are assumed to be random, and the weight between the i th neuron of the (k −1) th layer and the i th neuron of the k th layer is defined as W i j , k. The adapted equation of the weight is given by the following:
where 0 < α < 1, and E = 1/2 (y i − b i ) 2 . I = 1 . . . n, y i is i th actual output, b i is i th simulation output. But for different problem it's not always good to increase the number of layers or neurons, because the system can go unstable and will get 
During discharge:
During charge: 
where E o is the open circuit voltage, E k is the battery constant voltage, K is the polarization constant, Q is the battery capacity, i t is the actual battery charge, i * is the low frequency current dynamics, A is the exponential zone amplitude, B is the exponential zone time constant inverse (Ah) −1 , V b is the battery voltage, and i is the battery current. Equations (6)- (8) should be used in case of non ML methods which makes this approach difficult due to his high nonlinearity. In our case these equations will be used for the Simulink model.
All the collected data must be normalized for a standardized value. This process helps to create patterns to corelate the input vector with corresponding output vector. This range of the data will be from 0 to 1. Equation (9) explain the formulated normalization:
where i th is the corresponding element of the input vector, b i the original value of the input, A i the normalized value between 0 and 1, min(b i ) and max(b i ) are the minimum and the maximum value for each specific vector data. The range value of the voltage characteristic is from 3.1907 V to 4.199 V, based on a new battery sample. Figure 7 shows the voltage input, which was obtained through the data from the charging process of the ICR18650PD Li-Ion battery.
The obtained characteristics was adapted to the number of data cells equal to the process of JC08 mode and the scaled model. The first experiment was based on a new battery with 0 cycle usage.
In order to make this model more applicable, the required data, and computational power have been reduced in this paper. As shown in Fig. 8 , only the speed and battery voltage, i.e., without the current information, gives the estimated power consumption. Because the battery current has close relations between the speed and its slope, the ANN understands Table 5 . Specifications of the PC used for this study Fig. 9 . Comparison of the experimental data with the Simulated the relations.
NN Testing
As mentioned before, the data used as input data for this simulation are few, but in order to reduce the quantity of calculated data and time of processing, only 2 main input data are used for the training process, as speed of the car and voltage of the battery, which can be obtained easy through the sensors. The output will be the power consumption. If the other extra data such as the air resistance, running resistance, and/or acceleration resistance are used, the accuracy of the estimation is increased. Also, is important to mention that in this study the temperature of the battery and the humidity of the room have been neglected. The experimental data are retrieved in 20 minutes and 4 seconds based on the JC08 test mode. The quantity of the data used as main input for this model is 2 × 3 × 1204 samples, which stands 2 [input] × 3 [vectors] × 1204 [sec] in total makes 7224 samples. Each of these samples was obtained every 1 seconds. This simulation has been carried out by the PC: EPSON EN-DEAVOR Model MR4700E with the specs, as shown in Table 5 . Figure 9 shows the simulated plot of the estimated power from the Li-Ion cell of 0 cycle after few learning stages. Its accuracy is satisfactory for the prediction of the battery power consumption based on the actual EV model and the use of LabVIEW as a comparison and adaptation of the scaleddown model.
As shown in Fig. 9 , the estimation process is solid during all the simulation, with a good response in term of stability and continuity. Figures 10 and 11 shows the estimation for different cycles. More the battery gets deteriorated, more power and energy the EV will need in order to finish the test for the same conditions, so it means the power output of the battery will be reduced. By integrating the power vector, it is possible to obtain the energy characteristic, which helps to understand better the effect of the battery deterioration in the mileage autonomy of the EV. Figure 12 shows the plots of this deterioration. Through time it's possible to calculate how much is the distance covered by the car, also to understand the differences of the mileage of the EV during deterioration. In the region of the highest current peak, the maximum difference from a new battery of 0 cycle to 300 cycles is 13% and from the new battery of 0 cycle to 500 cycles is 19%. When the Li-Ion cell get deteriorated at the maximum value of 500 cycles the difference is increased in a nonlinear proportion. Also, the nonlinearity of the characteristic is included in the estimation model as it's showed during all the energy accumulation period.
Conclusion
In this paper an improved ANN model was proposed for the estimation of the power consumption of EV. The power consumption was accurately estimated with high accuracy, low computational power and within short time. The aim of this study is to simplify the difficulty of the real time diagnosis for the estimation of the battery supply by the rechargeable batteries and to excavate further for possibilities in the implementation of industrial applications. The proposed NN was processed in MATLAB and LabVIEW software. The first input data retrieved experimentally are overwritten by the data taken from the sensor in real-time from the dynamic process of EV. The estimated output was based on the single cell Li-Ion high-capacity type ICR18650PD, tested in ambient temperature of 25
• C. The final version of the NN model structure was based only on speed and voltage input, so it needs only 2 data sample every second after training. All the calculation was processed in PC-Desktop with medium specs, which makes it more practical for further implementation in small circuit. In the second part of the improvement, the further NN model was based on the same battery type model but with 20 batteries with different deterioration level. The results obtained from experimental samples, demonstrate a good and stable generalization of the model. It was possible to estimate the power and energy of the EV from batteries with different cycles which makes possible to classify and categorize the deterioration of the rechargeable batteries. This information helps to indicate the maximum mileage of the EV, as well helps for the real time diagnosis of the SOH, providing foundations for further industrial applications. The future work will be based on the SOC online estimation which is important in application as charging station of EV or in other diagnosis fields.
