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Abkürzungsverzeichnis 
AEF  akustisch evoziertes Feld 
AEP  akustisch evoziertes Potential 
ARAS  aufsteigendes retikuläres aktivierendes System 
BEM  boundary element model 
BOLD  blood oxygenation level dependent  
EEG  Elektroenzephalographie 
EKP  ereigniskorreliertes Potential 
EPSP  exzitatorisches postsynaptisches Potential 
fMRT  funktionelle Magnetresonanztomographie 
IPSP  inhibitorisches postsynaptisches Potential 
IKI  Interklick-Intervall 
ISI  Interstimulus-Intervall 
ITI  Intertrain-Intervall 
M.  Musculus 
MGFP  mean global field power 
MEG  Magnetoenzephalographie 
MRT  Magnetresonanztomographie 
PET  Positronen-Emissions-Tomographie 
PN  Processing Negativity 
REM  Rapid Eye Movement 
SE  Standardfehler (standard error) 
SNR  signal-to-noise ratio 
SPECT Single-Photonen-Emissions-Computer-Tomographie 
SQUID superconducting quantum interference device 
SPL  sound pressure level 
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Die Abnahme der kortikalen Antwort bei wiederholter Stimulation mit Reizen ist ein 
wichtiges Thema der Hirnforschung. Zur Untersuchung von sensorischen 
Filtermechanismen wird sie gezielt hervorgerufen; zur genauen Lokalisation verschiedenster 
Abläufe im Gehirn soll sie auf der anderen Seite eher vermieden werden. 
Für bestimmte akustisch evozierte Komponenten später Latenz herrscht nach wie vor 
Uneinigkeit darüber, ob es sich bei der beobachteten Antwortabnahme um 
neurophysiologisch bedingte Refraktärzeiteffekte oder um lernpsychologische 
Habituationseffekte handelt. Diese beiden Erklärungsansätze unterscheiden sich 
hinsichtlich des erwarteten Verlaufes der Reizantwort. Während  bei Refraktärzeiteffekten 
von einer einmaligen Antwortabnahme vom ersten zum zweiten Ton einer Stimuluskette 
ausgegangen wird, sollten sich Habituationseffekte durch eine kontinuierliche 
Antwortabnahme zeigen.  
Die vorliegende Dissertation hat zum Ziel, die Antwortabnahme später akustisch evozierter 
Komponenten mittels MEG- und EEG-Messung in Abhängigkeit vom 
Interstimulusintervall zu beschreiben, um diese konkurrierenden Erklärungsansätze zu 
ergründen. Als Stimuli wurden Ketten zu je fünf Tönen (1000 Hz, 50 ms Dauer, 75 dB 
SPL) dargeboten, getrennt durch eine Pause von jeweils sechs Sekunden. Achtzehn 
Probanden (neun männliche) nahmen an der Messung teil, die aus drei Bedingungen 
bestand, welche sich bezüglich des Interstimulusintervalles unterschieden (600, 1200 und 
1800 ms). Die Reihenfolge dieser Bedingungen wurde systematisch variiert. Die 
neuromagnetischen Felder wurden über den linksseitigen auditorischen Arealen, 
kontralateral zum stimulierten Ohr, gemessen. Die elektrischen Potentiale wurden über die 
EEG-Elektroden Fz, Cz und Pz erfasst. Für die Quellenlokalisation wurde von allen 
Probanden ein MRT des Kopfes angefertigt.  
Es wurden die ereigniskorrelierten Komponenten P50, N100 und P200 bzw. deren 
neuromagnetische Korrelate P50m, N100m und P200m in ihrer Stärke untersucht und 
statistisch verglichen.  
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In allen Bedingungen kam es zu einer signifikanten Abnahme der ereigniskorrelierten 
Antworten vom ersten zum zweiten Ton. Der Grad der Antwortabnahme hing dabei vom 
Interstimulusintervall ab und war bei 600 ms am größten und bei 1800 ms am kleinsten. 
Alle ereigniskorrelierten Komponenten zeigten jedoch, unabhängig vom verwendeten 
Interstimulusintervall, keine weitere Antwortabnahme nach dem zweiten Ton der 
Stimuluskette.  
Die Ergebnisse bekräftigen somit die Vermutung, dass die durch wiederholte Stimulation 
entstehende Antwortabnahme der Komponenten P50/P50m, N100/N100m und 
P200/P200m auf Refraktärzeiteffekte im Sinne des Erholungszyklus‘ polysynaptischer 
neuronaler Netzwerke zurückgeht. 
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1 Einleitung und Problemstellung 
Die Auseinandersetzung mit den Reizen aus unserer Umwelt und das angemessene 
Reagieren darauf sind grundlegende Voraussetzung zur Existenz eines jeden Lebewesens. 
Wenn mit einem Reiz eine Gefahr verbunden ist, so muss das Lebewesen schnell und 
adäquat reagieren können. Da jedoch nicht alle aus der Umwelt wahrgenommenen Reize 
permanent analysiert werden können, ist es nötig, die reizverarbeitenden Ressourcen den 
Informationen vorzubehalten, die für das jeweilige Individuum eine wichtige Bedeutung 
haben. Die Verarbeitung von Sinneseindrücken hängt also ganz entscheidend von ihrem 
Inhalt sowie ihrem Kontext ab. Ist ein Lebewesen wiederholt auftretenden, 
erfahrungsgemäß ungefährlichen Reizen ausgesetzt, so nimmt die Reaktion auf diese 
allmählich ab oder verschwindet gar völlig. Dadurch wird eine Reizüberflutung vermieden. 
Eine gängige Methode zur wissenschaftlichen Evaluierung solcher 
Antwortabnahmephänomene ist die Erfassung der bioelektrischen Hirnaktivität bei 
wiederholter Stimulation mit Reizen einer bestimmten Sinnesqualität. Durch Einsatz 
geeigneter Mittelungstechnik lassen sich die durch gezielte Stimulation entstehenden 
ereigniskorrelierten Potentiale (EKP) genau mit dem auslösenden Reiz sowie dessen 
Qualität und Quantität in Beziehung setzen. So werden Erkenntnisse über die 
grundlegenden neurophysiologischen und psychologischen Prozesse, die einer 
Antwortabnahme zugrunde liegen gewonnen. 
Neben der somatosensorischen gehört die akustische Reizverarbeitung zu den am besten 
untersuchten Sinnesqualitäten. Die erste Erwähnung akustischer Antwortabnahme stammt 
aus dem Jahre 1925, vom Berliner Kinderarzt Albrecht Peiper. Nachdem er ungeborene 
und neugeborene Kinder mit einer Kraftwagenhupe bzw. Kindertrompete beschallte, 
berichtete er: "Der erfolgreiche Reizversuch hinterlässt also beim ungeborenen wie beim 
neugeborenen Kinde eine Spur, die das Zustandekommen einer neuen Reaktion hemmt. 
Ihre Dauer ist allerdings nur beschränkt, nach einiger Zeit sind bei dem Kinde wieder 
Reaktionen auszulösen." (Peiper 1925). Wenig später entwickelte der Neurologe und 
Psychiater Hans Berger in Jena die Technik der Elektroenzephalographie (EEG) beim 
Menschen und erwähnte die Veränderung der Grundaktivität bei akustischer Reizung 
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(Berger 1929). In den 60er Jahren untersuchten Davis und Mitarbeiter erstmals den 
Einfluss verschiedener Stimulusparameter wie Tonfrequenz, Stimulusintensität und 
Interstimulusintervall (ISI) auf die Amplitude der kortikalen Hauptkomponente akustisch 
evozierter Potentiale (AEP). Sie bemerkten dabei, dass längere Intervalle zwischen den 
Tönen eine größere Reizantwort zur Folge haben (Davis et al. 1966). 
In den kommenden Jahren erschien umfangreiche Literatur über die möglichen 
Entstehungsmechanismen solcher Antwortabnahmephänomene. Ritter et al. (1968) 
führten sie vornehmlich auf neurophysiologische Vorgänge im Sinne eines 
Refraktärzeiteffektes des neuralen Erholungszyklus' zurück. Sokolov (1977) hingegen 
schrieb sie in seiner Theorie zur Orientierungsreaktion eher dem psychologischen 
Lernprozess der Habituation zu. Beide Thesen lassen ganz unterschiedliche 
Untersuchungsergebnisse hinsichtlich des Antwortabnahmeverlaufs erwarten. 
Refraktärzeiteffekte werden durch die Intervalle zwischen zwei Reizen bestimmt. Sind diese 
zu kurz, kann sich die neurale Aktivität nicht vollständig erholen – die Folgeantwort fällt 
geringer aus. Eine weitere Antwortabnahme nach der nächsten Reizgabe wird nicht 
erwartet, sofern das Intervall konstant bleibt. Die Antwortstärke befindet sich also auf 
einem Plateau. Habituation ist hingegen ein psychologischer Lernprozess. Hier wäre eine 
kontinuierliche Antwortabnahme bei wiederholter Reizung, also ein asymptotischer 
Antwortstärkeverlauf, zu erwarten. 
Zur genaueren Evaluierung der Antwortabnahme bei wiederholter akustischer Stimulation 
haben sich im Großen und Ganzen drei Untersuchungsmethoden etabliert: 
1. Der kurzfristige Verlauf der Antwortabnahme wird durch Applikation von Ketten aus 
mehreren Tönen mit definiertem ISI untersucht, zwischen denen ein freies Zeitintervall 
von einigen Sekunden liegt. Einige Autoren berichteten über einen eher asymptotischen 
Antwortabfall der N100 über die einzelnen Tonpositionen hinweg (EEG: Woods und 
Elmasian 1986, MEG: Sörös et al. 2001). Andere konnten wiederum nach dem zweiten 
Ton keinen weiteren Antwortabfall mehr verzeichnen (EEG: Barry et al. 1992, Budd et al. 
1998, MEG: Lammertmann et al. 2001). 
2. Um den Zusammenhang zwischen Tonabstand und Antwortstärke zu beschreiben, wird 
das ISI systematisch variiert. In der vorhandenen Literatur berichten alle Autoren über 
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asymptotisch ansteigende Amplituden der akustischen Hauptkomponente N100 bei 
Vergrößerung des ISI bis etwa 10 Sekunden (EEG: Davis et al. 1966, Hari et al. 1982, 
MEG : Hari et al. 1982, Lü et al. 1992, Sams et al. 1993). Das ISI wird hierbei als das 
Intervall zwischen dem Beginn eines Tones bis zum Beginn des nächsten Tones definiert. 
3. Die Antwortabnahme bei längerfristiger Stimulation wird untersucht, indem die Stimuli 
über einen längeren Zeitabschnitt hinweg appliziert werden und die anfänglichen 
Antworten mit denen am Ende des Experimentes verglichen werden. Während Woods und 
Elmasian (1986) über eine langfristige Antwortabnahme der N100 im EEG berichteten, 
konnten Sambeth et al. (2004) diese nicht bestätigen. In MEG-Studien von Rosburg et al. 
(2000, 2002) zeigte sich eine deutliche Antwortabnahme und Latenzverzögerung der N100 
im Verlaufe des Experimentes.  
Auch das Antwortabnahmeverhalten anderer akustischer Komponenten, wie z.B. der P50 
und der P200, wurde bereits näher untersucht. Die Ergebnisse für die P50 sind dabei 
ähnlich der für die N100 mit deutlich verminderter Antwort bei kleineren ISI (EEG: Erwin 
und Buchwald 1986b, MEG: Onitsuka et al. 2003). Der Antwortstärkeverlauf in Ketten 
von zwei und mehr Tönen zeigte sich plateauförmig ab der zweiten Tonposition (Rosburg 
et al. 2004). Für die P200 ließen sich spärliche und widersprüchliche Literaturangaben 
finden (EEG: Megela und Teyler 1979, Sambeth et al. 2004, MEG: Hari et al. 1982). 
Ziel der vorliegenden Arbeit ist es, die Antwortabnahme ausgewählter akustisch evozierter 
elektrischer und neuromagnetischer Komponenten bei wiederholter Stimulation nochmals 
näher zu charakterisieren. Da es nach dem derzeitigen Stand der Literatur Hinweise gibt, 
dass innerhalb der Reizketten längere ISI (2000 ms) einen eher asymptotischen, kürzere ISI 
(1000 ms) einen ab dem zweiten Ton eher plateauförmigen Antwortstärkeverlauf zeigen 
(Rosburg et al. 2004), wurden die Untersuchungen mit drei verschiedenen ISI 
durchgeführt (600, 1200, 1800 ms). Ausgewertet wurden die akustischen Komponenten 




Es wurden folgende Hypothesen aufgestellt: 
 
1.  Die kurzfristige Antwortabnahme hängt vom ISI innerhalb der Reizkette ab; im 
Gegensatz zu kleineren ISI wird bei größeren ISI eine weitere Antwortabnahme 
nach dem 2. Stimulus erwartet. 
 
2.   Die Reizantwort fällt bei kürzeren ISI geringer aus als bei längeren. 
 
3.  Mit fortgeschrittener Versuchszeit nimmt die Antwortstärke, unabhängig vom ISI, 
ab.  
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2 Theoretische Grundlagen 
2.1 Das akustische System 
Der adäquate Reiz für das akustische System des Menschen sind Schallwellen. Sie stellen 
mechanische Schwingungen dar, die sich, ausgehend von einer Schallquelle, in Gasen, 
Flüssigkeiten und auch in festen Stoffen fortpflanzen. Der Hauptschallträger ist die Luft, 
die durch erhöhten oder erniedrigten Druck an der Schallquelle abwechselnd verdichtet 
oder verdünnt wird. Nach dem Antransport der Schallwellen über das Außen- und Mittel- 
auf das Innenohr erfolgt hier die Schalltransformation in elektrische Signale, welche über 
Nervenbahnen in die Hörrinde, an den Ort ihrer Verarbeitung, fortgeleitet werden. Die 
Wahrnehmung von Schallwellen reicht beim Menschen in der Regel von 16 Hz bis 20000 
Hz; im Alter kann die obere Hörgrenze bis auf 5000 Hz sinken. 
 
2.1.1 Peripherer Anteil des akustischen Systems  
Das periphere Hörorgan besteht aus dem Außen-, dem Mittel- und dem Innenohr und ist 
im Schläfenbein (Os temporale) lokalisiert (siehe Abb. 1).  
 
Äußeres Ohr:  
Das äußere Ohr hat die Form eines Trichters, bestehend aus der knorpeligen Ohrmuschel 
(Trichtereingang) und dem äußeren Gehörgang (Trichtermündung), der peripher ebenfalls 
ein Knorpelgerüst hat, dessen zentraler Anteil jedoch bereits Bestandteil des knöchernen 
Schläfenbeines ist. Diese Trichterform verstärkt durch Resonanz den Schalldruck am 
Trommelfell, welches die Grenze zum Mittelohr bildet. 
 
Mittelohr:  
Das Mittelohr (Paukenhöhle) ist ein luftgefüllter Raum, der über die Ohrtrompete (Tuba 
auditiva) eine offene Verbindung zum Rachen hat. Hier befinden sich, von Schleimhaut 
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überzogen, die drei Gehörknöchelchen Hammer, Amboss und Steigbügel. Sie übertragen 
die Schwingungen vom Trommelfell auf das ovale Fenster, die Verbindung zum Innenohr. 
Da das flüssigkeitsgefüllte Innenohr einen viel höheren Wellenwiderstand (Impedanz) als 
die Luft hat, muss der Druck um ein Vielfaches verstärkt werden, während die 
Schwingungsamplitude verringert wird. Diese Impedanzwandlung ist möglich durch die 
Hebelkonstruktion der Knöchelchen und das Größenverhältnis zwischen 
Trommelfellfläche (~50mm²) und Fläche der Steigbügelfußplatte (3mm²). Die 
Feinregulation der Schallübertragung im Mittelohr wird durch die zwei Binnenohrmuskeln 
übernommen (M. tensor tympani und M. stapedius). Sie dämpfen die Schwingungen der 
Gehörknöchelchenkette, vor allem bei niedrigen Frequenzen. So schützen sie vor zu lautem 
Schall, reduzieren störende Geräusche und verhindern ein zu langes Nachschwingen, 
welches für die Übertragung nachteilig wäre.  
Die Wahrnehmung akustischer Reize kann auch über Körper- bzw. Knochenschall 
erfolgen. Er entsteht, wenn Schallwellen direkt auf den Schädelknochen einwirken. Die 
Abb. 1: Äußeres Ohr, Mittelohr und Innenohr (Boenninghaus und Lenarz 2005) 
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Übertragung auf die Flüssigkeit des Innenohrs erfolgt dann teils unmittelbar, teils unter 
Mitwirkung der Gehörknöchelchenkette.  
 
Innenohr:  
Das Innenohr, wegen seiner vielen knöchernen Gänge auch Labyrinth genannt, besteht aus 
der Schnecke (Hörorgan, Ductus cochlearis) sowie den Strukturen des 
Gleichgewichtsorgans (Utriculus, Sacculus und Bogengänge). Es enthält die Perilymphe 
und steht über den Ductus perilymphaticus mit dem Subarachnoidalraum in Verbindung. 
In den knöchernen Gängen befindet sich das so genannte häutige Labyrinth, ein 
membranöser Schlauch, der Endolymphe enthält und in der Schnecke die Hörsinneszellen 
(Corti-Organ) sowie in Utriculus, Sacculus und Bogengängen die 
Gleichgewichtssinneszellen beherbergt. 
Peri- und Endolymphe unterscheiden sich in ihren Ionenkonzentrationen. Während 
Perilymphe, ähnlich der Extrazellularflüssigkeit, natriumreich und kaliumarm ist, verhält es 
sich bei der Endolymphe genau entgegengesetzt, vergleichbar mit der Zellflüssigkeit. Die 
Konzentrationsunterschiede werden durch aktiven Ionentransport aufrechterhalten. 
Jede Bewegung des Steigbügels am ovalen Fenster führt zu Schwingungen der 
angrenzenden Perilymphe in der Scala vestibuli; die nicht komprimierbare Flüssigkeit 
weicht dabei über die Scala tympani zum elastischen runden Fenster aus. Die 
Abb. 2: a) Auslenkung der Basilarmembran in Form einer Wanderwelle b) tonotope 
Abbildung der Frequenzen auf der Basilarmembran (Boenninghaus und Lenarz 2005) 
16 
Volumenverschiebungen der Perilymphe übertragen sich auf den Endolymphschlauch 
(Scala media) und laufen in Form einer Wanderwelle bis zur Schneckenspitze, dem 
Helikotrema (siehe Abb. 2). Die Amplitude der Wanderwelle wächst dabei stetig an, bis sie 
nach maximaler Auslenkung rasch zusammenbricht, ähnlich der auflaufenden Wellen am 
Strand. Durch zunehmende Breite des Ductus cochlearis und abnehmenden Durchmesser 
des knöchernen Kanals ist der Ort dieses Zusammenbruches je nach Frequenz 
helikotremanah (niedrige ~) oder –fern (hohe Frequenzen). Jeder Schallfrequenz ist so eine 
bestimmte Stelle im Schneckengang zugeordnet (siehe Abb. 2).  
Die Umwandlung der Schwingungen in elektrische Nervensignale erfolgt im Corti-Organ. 
Es liegt auf der Basilarmembran der Scala media (siehe Abb. 3). Die hier eingebetteten 
Sinneszellen (Haarzellen) ragen mit ihren Fortsätzen (Zilien) in eine weitere frei 
schwingende Membran, die so genannte Deckmembran (Membrana tectoria). Beim 
Vorbeiziehen einer Wanderwelle verschiebt sich die Basilarmembran mit den Haarzellen 
gegen die Deckmembran; es kommt zur Abscherung der Zilien. Die Kaliumkanäle der 
Haarzellen öffnen sich, und die durch Kaliumeinstrom ausgelöste Membrandepolarisation 
bewirkt schließlich über mehrere Schritte das Entstehen eines Aktionspotentials an einer 
Hörnervenfaser. 
Abb. 3: Corti-Organ (Boenninghaus und Lenarz 2005) 
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2.1.2 Zentraler Anteil des akustischen Systems 
Der zentrale Anteil des akustischen Systems, die Hörbahn, umfasst sämtliche Strukturen 
des Zentralnervensystems, die sich an der Reizverarbeitung beteiligen. Am Ende dieses 
Prozesses steht die eigentliche Sinneswahrnehmung, das bewusste Hören. Ein afferenter 
Schenkel zieht vom Innenohr über den Hirnstamm zur Hörrinde, ein efferenter Schenkel 
läuft vom Hirnstamm zum Innenohr (siehe Abb. 4). 
 
 
Abb. 4: Hörbahn  (Boenninghaus und Lenarz 2005) 
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Afferentes System: 
Die Zellkörper der ca. 30.000 afferenten Hörnervenfasern befinden sich im Ganglion 
spirale der Schnecke. Ihre peripheren Ausläufer reichen von dort bis zu den Haarzellen; 
dabei entfallen 95% auf die inneren und nur 5% auf die äußeren Haarzellen. Die zentralen 
Fortsätze der Fasern treten am Kleinhirnbrückenwinkel in den Hirnstamm ein und enden 
im dorsalen und ventralen Cochleariskern. Hier werden sie auf das zweite Neuron 
verschalten. Die Fasern aus dem dorsalen Kern ziehen gekreuzt zum Colliculus inferior; die 
Fasern aus dem ventralen Kern ziehen, größenteils gekreuzt, erst zur Oberen Olive und 
dann ebenfalls zum Colliculus inferior. Das dritte Neuron verläuft von hier zum Corpus 
geniculatum mediale. Das vierte Neuron, die Hörstrahlung, zieht dann weiter in die 
primäre Hörrinde, die sich im oberen Schläfenlappen (Gyrus temporalis superior) befindet. 
Dessen in der Fissura lateralis (Fissura sylvii) gelegener Teil wird weiter unterteilt in einen 
vorderen (Gyrus temporalis transversus oder Heschl-Querwindung) und einen hinteren 
(Planum temporale oder Supratemporalebene) Abschnitt. Höhere Verarbeitung akustischer 
Information findet in den Projektionsfeldern der sekundären Hörrinde statt. Außerdem 
stehen die Hörrinden beider Seiten über Balkenfasern miteinander in Verbindung. 
 
Efferentes System: 
Um das periphere akustische System an die jeweilige Hörsituation anzupassen, steuern 
efferente Hörnervenfasern den sensorischen Input. Von der kontralateralen Olive ziehen 
gekreuzte Fasern zu den äußeren Haarzellen und regeln deren Verstärkerfunktion über 
Modulation ihrer reizsynchronen Kontraktionen. Weiterhin ziehen efferente Fasern von 
der ipsilateralen Olive ungekreuzt zu den inneren Haarzellen und wirken hemmend oder 




2.2 Habituation und Refraktärzeiteffekte 
2.2.1 Überblick 
"Habit sticketh long and fast; Second nature 'tis at last."  
- Sir Alexander Grant 
 
Prinzipiell gibt es zwei Erklärungsansätze für das Zustandekommen von 
Antwortabnahmephänomenen: Einerseits können sie neurophysiologisch durch den 
Erholungszyklus der beteiligten neuralen Strukturen entstehen (Refraktärzeiteffekte), 
andererseits kann ihnen ein verhaltensbiologischer bzw. psychologischer Prozess zugrunde 
liegen, der als Habituation bezeichnet wird.  
 
Refraktärzeiteffekte  
Jede erregbare Zelle (Nerven- oder Muskelzelle) ändert bei bestimmter Reizung die 
Ionenleitfähigkeit und damit das Potential ihrer Zellmembran. Bei ausreichend großen 
Reizen kommt es zur Auslösung eines Aktionspotentials, das im Nerven zur Weiterleitung 
und im Muskel zur Kontraktion führt. Der Zeitraum nach Auslösung dieses 
Aktionspotentials, in dem die Zelle nicht erregbar ist, wird als Refraktärperiode bezeichnet, 
da die Ionenkonzentrationen entlang der Membran noch nicht wieder dem Ruhezustand 
entsprechend hergestellt sind. Es wird diskutiert, dass polysynaptische neurale Netzwerke 
bei wiederholter Reizung ein ähnliches Phänomen zeigen können, welches sich auf die 
zeitlichen Limitationen der physiochemischen Generierungsmechanismen kortikaler 
Komponenten gründet (Callaway 1973, Wastell 1980, Budd et al. 1998). Zeitlich nah 
aneinander liegende Reize würden eine vollständige Regeneration dieser Mechanismen 
nicht erlauben und so eine Antwortabnahme bedingen (Callaway 1973, Loveless 1983, 
Näätänen und Picton 1987). 
 
Habituation 
Das als Habituation (lat. habituari - an etwas gewohnt sein) bezeichnete Phänomen ist ein 
verhaltensbiologischer Prozess, bei dem ein Organismus lernt, unbedeutende Reize zu 
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ignorieren. Habituation wird oft im Zusammenhang mit der Orientierungsreaktion 
betrachtet. Sie stellt einen komplexen Anpassungsvorgang dar, der bei Konfrontation mit 
neuen Reizen auftritt (Sokolov 1963). Um eine möglichst schnelle Antwort zu 
ermöglichen, reagiert der Körper dabei mit verlangsamter Herzfrequenz, 
Sensibilitätssteigerung der Sinnesorgane, Steigerung des Muskeltonus, Pupillendilatation, 
gesteigerter Hirnaktivität im EEG, Verringerung des Hautwiderstandes, Vertiefung und 
Verlangsamung der Atmung, peripherer Vasokonstriktion und Vasodilation der Hirngefäße 
(Lynn 1966). Der Habituationsvorgang kennzeichnet sich in diesem Zusammenhang durch 
Abnahme bis zu völligem Verschwinden der Orientierungsreaktion (Wang 1995). Der 
Effekt der Habituation ist zeitlich begrenzt; wenn der habituierte Reiz über eine längere 
Zeit nicht auftritt, nimmt die Reaktionsbereitschaft darauf wieder zu. 
Das Gegenstück zur Habituation stellt die Sensitivierung dar. Sie charakterisiert sich durch 
eine verstärkte Reaktion bei Darbietung eines neuen, sehr starken, eventuell schmerzhaften 
Reizes (Peeke und Petrinovich 1984). Im Gegensatz zur Habituation ist der Prozess nur 
von kurzer Dauer; oft lässt er sich bereits nach Pausen von einigen Sekunden nicht mehr 
nachweisen. Da Sensitivierung wenig reizspezifisch ist, gilt die Annahme, sie diene der 
Erhöhung des generellen Erregungsniveaus (engl. arousal, Blaszczyk 2003). 
Habituation gilt heute als die einfachste Form des Lernens. Weitere Lernvorgänge sind in 
aufsteigender Komplexität die klassische Konditionierung (lernen, dass ein Reiz einem 
anderen folgen wird), die operante Konditionierung (lernen, dass eine Aktion eine 
Konsequenz zur Folge hat) und das Lernen durch Einsicht und Abstraktion.  
Die wahrscheinlich erste Beschreibung von Habituation lieferten George und Elizabeth 
Peckham (1887). Sie beobachteten die Fluchtreaktion von Spinnen auf eine vibrierende 
Stimmgabel und stellten fest, dass diese bei wiederholter Reizung abnimmt. Erste 
Beobachtungen von Habituation beim Menschen machte Ruppert (1906), als er 
beobachtete, dass Tänzer der damals beliebten Drehtänze einen subnormalen 
postrotatorischen Nystagmus zeigten. Obwohl Habituation als Lernvorgang immer wieder 
Gegenstand intensiver Forschung war, blieb die Nomenklatur bis in die zweite Hälfte des 
20. Jahrhunderts unklar. Ausdrücke wie "Gewöhnung" (Abels 1907), "Übungseffekt" 
(Griffith 1920), "Auslöschung" (Pavlov 1927), "negative Adaptation" (Humphrey 1933) 
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oder "Antwortabnahmephänomen" (Hood und Pfaltz 1954) wurden benutzt. Eine bis 
heute weitgehend gültige Eingrenzung und Charakterisierung des Begriffes der Habituation 
lieferten schließlich Thompson und Spencer (1966), indem sie die neun 
Definitionskriterien der Habituation aufstellten:  
• Wiederholte Stimuli bedingen abnehmende Antworten (Kurzzeithabituation). 
• Die Antworten erholen sich danach spontan (Spontanerholungseffekt). 
• Während wiederholter Stimulusgaben, getrennt durch Pausen, stellt sich bei jeder 
neuen Stimulusgabe Habituation schneller ein (Langzeithabituation). 
• Das Ausmaß der Habituation pro Stimulus ("Habituationsrate") vergrößert sich 
mit der Stimulusfrequenz. 
• Die Habituationsrate nimmt bei steigender Stimulusstärke ab. 
• Nach Erreichen eines stabilen Habituationslevels verzögern zusätzliche Stimuli die 
Spontanerholung. 
• Habituation auf einen bestimmten Stimulustyp kann zu Habituation auf andere 
Stimuli führen. 
• Die Präsentation eines starken, zum habituierten Reiz differenten Stimulus führt zu 
Dishabituation. 
• Die Wiederholung des dishabituierenden Stimulus führt zu verminderter 
Dishabituation (Habituation der Dishabituation). 
Später wurde vorgeschlagen, den Begriff der „Habituation“ wirklich nur dann zu 
gebrauchen, wenn alle anderen möglichen Erklärungen für die Antwortabnahme wie z.B. 
Refraktärzeiteffekte, verminderte Erregbarkeit, sensorische Adaptation und 
Rezeptorermüdung ausgeschlossen wurden (Thompson et al. 1973, Siddle et al. 1983, 
Barry et al. 1993). Wie unter 2.4.3 näher ausgeführt wird, ist die Rückführung der 
Antwortabnahme im akustischen System auf Refraktärzeit- oder Habituationseffekte immer 
noch nicht vollständig geklärt (Budd et al. 1998, Rosburg 2003).  
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2.2.2 Entstehung von Habituation 
Erklärungsansätze zum zerebralen Ursprung der Kurzzeithabituation gehen von einer 
verminderten Ansprechbarkeit der zuständigen sensiblen Neurone oder einer erhöhten 
Antwortschwelle motorischer Neurone bei wiederholter Erregung aus (Wang 1995). Es 
konnte mehrfach gezeigt werden, dass hier synaptische Inhibitionsvorgänge beteiligt sind 
(Spencer et al. 1966, Wickelgren 1967). Christoffersen und Nielsen (1991) zeigten, dass 
auch verminderte axonale Exzitabilität zur verminderten postsynaptischen Aktivierung 
beiträgt.  
Die Entstehung von Langzeithabituation scheint an Hirnzentren gebunden zu sein, die 
über das Mittelhirn hinausgehen. So beobachteten Leaton et al. (1985), dass dezerebrierte 
Ratten zwar zur Kurz- aber nicht zur Langzeithabituation fähig sind. Auch zeigen 
Versuchstiere mit Frontalhirn- oder Thalamusläsionen eine verminderte 
Langzeithabituation (Griffin und Pearson 1968, Hinde 1970). Bei der Entstehung von 
Langzeithabituation scheinen also nicht nur homosynaptische, sondern auch komplexere, 




Sokolov (1960) formulierte in seiner Komparatortheorie die These, Habituation entstünde 
bei Übereinstimmung des wahrgenommenen Reizes mit dem des sogenannten echoischen 
Gedächtnisses. Daraufhin wurden die Einflüsse, die eine bereits erloschene 
Orientierungsreaktion erneut erwecken, intensiv untersucht. Dazu zählen Änderungen des 
Stimuluscharakters sowie des Stimuluskontextes (Gray 1975, O'Keefe und Nadel 1978). 
Ein Wiederauftreten wurde außerdem nach stimulusfreiem Intervall sowie beim 
zusätzlichen Auftreten neuer Stimuli beobachtet (Thompson und Spencer 1966). 
Schläfrigkeit führt ebenso zu einer verstärkten Orientierungsreaktion, Koffein dämpft diese 
im Gegenzug (Gray 1975). Diese Ergebnisse bestätigten im Großen und Ganzen Sokolovs 
Theorie. Darauf aufbauende komplexere Ansätze kommen zu der Annahme, dass 
Habituation genau dann auftritt, wenn der Stimulus aus dem Kontext der aktuellen 
Umgebung vorhergesagt werden kann (Gray 1982, Balkenius 1995).  
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Die Dual-Process-Theorie von Grooves und Thompson: 
Thompson und Spencer (1966) erkannten, dass Dishabituation nicht die einfache 
Unterbrechung des Habituationsvorganges darstellt, sondern vielmehr durch einen 
separaten fazilitierenden Prozess zustande kommt. Darauf aufbauend formulierten Grooves 
und Thompson (1970) die These, dass zwei gegensätzliche Prozesse miteinander 
konkurrieren, wenn eine Stimulusserie verabreicht wird: Depression (führt zu Habituation) 
und Fazilitation (führt zu Sensitivierung). Welcher der beiden Prozesse abläuft, wird vor 
allem durch die Stimulusstärke bestimmt.  
 
2.2.3 Habituationskinetik 
Kurzzeithabituation findet innerhalb einer Messung statt und ist relativ kurz andauernd. 
Nach einer Auszeit lässt sich eine Spontanerholung beobachten. Die Habituationskurve 
zeigt zunächst einen steilen Abfall, der ein langsamer Abfall und später ein Plateau folgt; der 
Kurvenverlauf der Erholungsphase ist ähnlich mit einem zuerst steilen und dann flacheren 
Abschnitt darstellbar (Christoffersen 1997). Untersucht wird Kurzzeithabituation meist 
durch das Verabreichen von Stimuli in Ketten (“trains“), die durch Intervalle ohne 
Stimulation unterbrochen werden. Die aufgezeichnete Antwort wird für jede 
Stimulusposition gemittelt und mit den Nachbarpositionen verglichen. So kann man z.B. 
die Veränderung vom ersten zum zweiten Stimulus beobachten. 
Langzeithabituation bedeutet, dass sich Kurzzeithabituationseffekte zunehmend schneller 
einstellen. Nach etwa 4 Sitzungen kommt es auch hier zu einem Sättigungseffekt 
(Christoffersen 1997). Der Spontanerholungseffekt ist relativ klein bzw. oft gar nicht 
vorhanden; der Erholungskurvenverlauf ist sehr viel flacher als bei der Kurzzeithabituation 
(Christoffersen 1997). Zur Untersuchung von Langzeithabituation werden die Stimuli über 
eine längere Spanne hinweg verabreicht und dann die ganzen Blöcke gemittelt. So lassen 
sich Veränderungen im Bereich von Minuten bis Tagen inspizieren. 
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2.3 Möglichkeiten zur Erfassung der Hirnaktivität 
2.3.1 Überblick 
Um die Hirnaktivitität unter bestimmten Bedingungen erfassen zu können, stehen 
verschiedene indirekte und direkte Verfahren zur Verfügung.  
Bei den indirekten Verfahren der Positronen-Emissions-Tomographie (PET) und der 
Single-Photonen-Emissions-Computer-Tomographie (SPECT) wird eine radioaktiv 
markierte Substanz, ein sogenannter Tracer, in die Blutbahn verabreicht und dessen 
Verteilung mittels geeigneter Bildgebung analysiert. Die funktionelle 
Magnetresonanztomographie (fMRT) wiederum nutzt die unterschiedlichen magnetischen 
Eigenschaften von oxygeniertem und desoxygeniertem Blut (BOLD-Effekt). Auf diese 
Weise lassen sich Parameter wie regionaler Blutfluss, Blutvolumen, Sauerstoff- und 
Glukoseverbrauch bestimmen. Allen drei Verfahren (PET, SPECT, fMRT) ist gemein, dass 
sie die Hirnaktivität indirekt darstellen; nicht die neuronalen Prozesse selbst, sondern deren 
Stoffwechselcharakteristika werden zur Abbildung gebracht. Dadurch haben sie eine 
geringe zeitliche Auflösung. 
In der Magneto- und Elektroenzephalographie (MEG und EEG) werden hingegen die 
durch Nervenzellaktivität entstehenden magnetischen Felder bzw. elektrischen Potentiale 
direkt aufgezeichnet. Sie bieten eine sehr hohe zeitliche Auflösung, die es ermöglicht, 
informationsverarbeitende Prozesse im Millisekundenbereich zu verfolgen. In der 
vorliegenden Arbeit wurden MEG und EEG als Untersuchungsmethode genutzt; sie sollen 
deshalb in den Abschnitten 2.3.3 und 2.3.4 näher erläutert werden. 
 
2.3.2 Ursprung bioelektrischer und -magnetischer Signale 
Das menschliche Nervensystem besteht aus über 1010 Nervenzellen (Neuronen). Ein 
typisches Neuron hat an seinem Zellkörper (Soma) zwei Arten von Fortsätzen. Über die 
afferenten Dendriten werden Informationen von anderen Nervenzellen aufgenommen, 
über den efferenten Neuriten (Axon) und seine Äste werden Signale an andere 
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Nervenzellen weitergegeben. Die Kontaktstelle zwischen Axon und Dendrit eines anderen 
Neurons wird Synapse genannt. Bei Erregung findet durch Ein- und Ausströme von Ionen 
eine kurzzeitige Veränderung der Membranpolarisierung statt, welche sich vom Dendriten 
über das Soma in das Axon fortpflanzt. An der dortigen präsynaptischen Membran führt 
dies zur Freisetzung eines Neurotransmitters, der durch den 10-50 nm breiten synaptischen 
Spalt zur postsynaptischen Membran diffundiert. Durch Öffnung verschiedener 
Ionenkanäle entsteht am folgenden Dendriten entweder eine neue Erregung (exzitatorisches 
postsynaptisches Potential - EPSP), oder der gegenwärtige Membranzustand wird zusätzlich 
stabilisiert (inhibitorisches postsynaptisches Potential - IPSP). Im Falle eines EPSP erfolgt 
eine Membrandepolarisation, welche sich in Form eines intrazellulären Stroms positiver 
Ionen zum Soma hin fortpflanzt (Primärstrom). Extrazelluläre Ausgleichsströme 
(Volumenstrom, Sekundärstrom) entstehen durch Volumenleitung im umgebenden 
Gewebe. Sowohl die elektrischen Potentialschwankungen auf der Körperoberfläche, 
gemessen durch EEG, als auch die außerhalb des Körpers mittels MEG erfassbaren 
magnetischen Felder haben ihren Ursprung in dieser Bewegung elektrisch geladener 
Teilchen (Williamson und Kaufman 1981); messbar werden sie jedoch erst, wenn 




Bewegte elektrische Ladungen erzeugen ein Magnetfeld (Biot-Savart-Gesetz). Da die 
biomagnetischen Felder um Größenordnungen kleiner sind als das Erdmagnetfeld oder die 
Magnetfelder durch elektrische Geräte oder vorbeifahrende Autos (siehe Abb. 5), muss die 
Messung mit höchst sensitiven Systemen in einer magnetisch abgeschirmten Umgebung 
erfolgen.  
Ein Medium zur ausgesprochen genauen Messung extrem kleiner Magnetfeldänderungen 
ist die supraleitende Quanteninterferenzeinheit, der SQUID (Superconducting Quantum 
Interference Device). Supraleiter verlieren bei Unterschreitung einer bestimmten 
Temperatur durch Bildung von Elektronenpaaren (Cooper-Paaren) ihren elektrischen 
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Widerstand, was die hohe Sensitivität des Systems erklärt (Bardeen et al. 1957). Die 
Kühlung erfolgt deshalb durch flüssiges Helium (-269°C). Weiterhin haben supraleitende 
Ringe die Eigenschaft, einen Kreisstrom zu entwickeln, wenn sie von einem magnetischen 
Feld durchdrungen werden (Meissner-Ochsenfeld-Effekt). Ein gewöhnlicher SQUID ist 
ein Ring, dessen Supraleitung an 2 Stellen so unterbrochen ist, dass Cooper-Paare gerade 
noch durchtunneln können (Josephson-Kontakte). Erhöht sich nun die Stromstärke über 
einen kritischen Wert, so brechen die Cooper-Paare teilweise auf, und widerstandsbehaftete 
Einzelelektronen tunneln - eine Spannung zwischen beiden Ringteilen ist messbar 
(Josephson 1962). Um Rauschen optimal unterdrücken zu können, muss die Induktion 
und damit der SQUID-Durchmesser möglichst klein sein. Deswegen wird zur 
Abb. 5: Größenordnungen magnetischer Felder 
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Registrierung des äußeren Magnetfeldes eine große Antennenspule eingesetzt, welche die 
Information über eine Einkoppelspule an den SQUID überträgt (Fagaly 1990, siehe Abb. 
6). 
Die Abschirmung vor äußeren magnetischen Einflüssen kann entweder passiv durch 
abschirmende Metallwände (Mager 1976) oder aktiv durch Spulen, die gemessene 
Störfelder gezielt neutralisieren, erfolgen (ter Brake 1993).  
Quellenrekonstruktion: 
Mit Hilfe physikalischer Gesetze gelingt es, das von einem elektrischen Strom erzeugte 
Magnetfeld zu berechnen. Bei bekanntem Magnetfeld Rückschlüsse auf den zugrunde 
liegenden Strom zu ziehen, ist allerdings nicht eindeutig möglich (Balish und Muratore 
1990). Beliebig viele Stromverteilungen können ein und dasselbe Magnetfeld ergeben. 
Unter der Vielzahl potentieller Lösungen soll diejenige Lösung gesucht werden, welche die 
physiologischen Vorgänge am genauesten abbildet. Dies erfordert bestimmte 
Modellannahmen, die in die Berechnung einbezogen werden. 
Quellenmodelle treffen Annahmen über den Charakter der Quelle. Als Quelle eines 
magnetischen Dipols gelten intrazelluläre Ströme (Primärströme); extrazelluläre sowie 
transmembranelle Ströme kommen als Quelle nicht in Frage, weil sie in der Regel so 
ungerichtet sind, dass sie sich gegenseitig auslöschen (Swinney und Wikswo 1980). 
Abb. 6: Aufbau eines SQUID nach Fagaly (1990) 
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Außerhalb des Kopfes werden nur die Felder registriert, deren Fluss parallel zur 
Schädeloberfläche ist. Da die Axone der meisten Nervenzellen jedoch senkrecht zur 
Hirnoberfläche liegen, wird im MEG vornehmlich Aktivität von Arealen registriert, wo die 
Großhirnrinde senkrechte Falten ausbildet. Um den Zusammenhang zwischen 
Ionenbewegung und generiertem Magnetfeld zu beschreiben, erweist sich das Strom-Dipol-
Modell als das einfachste. Der gefundene Dipol repräsentiert danach Ort, Orientierung 
und Stärke des Stromflusses. Oft sind mehrere Hirnbereiche gleichzeitig erregt, weshalb 
man je nach Ermessen Ein- oder Mehrdipolmodelle benutzt. Auf der Grundlage 
physiologischer Erkenntnisse über das jeweils untersuchte Konstrukt wird außerdem 
zwischen der Verwendung fixierter, rotierender und beweglicher Dipole gewählt. Der 
"Fixed Dipole" kann nur seine Stärke ändern, der "Rotating Dipole" zusätzlich seine 
Richtung, der "Moving Dipole" überdies seinen Ort.  
Volumenleitermodelle treffen Annahmen über das leitfähige Volumen, das die Quellen 
umgibt. Mit ihrer Hilfe werden die störenden Einflüsse der extrazellulären Ströme 
herausgerechnet. Die Anpassung des Volumenleiters an die Geometrie des Kopfes erfolgt 
unter Zuhilfenahme von einfachen Kugelmodellen oder komplexeren MRT-basierten 
"boundary element models" (BEM). Kugelmodelle erfassen nur tangentiale 
Dipolkomponenten, sind jedoch mit geringerem Rechenaufwand verbunden und erweisen 
sich als ausreichend für Messungen im Parietallappen (Ducla-Soares 1990, Forss 1995). 
BEM-Modelle sind in der Berechnung wesentlich aufwändiger, bieten jedoch einen klaren 
Vorteil in der Genauigkeit der Quellenlokalisation (Haueisen et al. 1997) und sollten vor 
allem bei Messungen im Frontal- und Temporallappen den Kugelmodellen vorgezogen 
werden (Romani 1990).  
Je näher die genannten Modelle der Wirklichkeit kommen, umso präziser wird die 
Lokalisation; sie liegt in der Regel im Bereich von weniger als 0,5 cm (Lütkenhöner et al. 
1990, 1996). Unter Zuhilfenahme magnetresonanztomographischer Aufnahmen kann der 




Das EEG entsteht durch Registrierung elektrischer Potentialschwankungen an der 
Schädeloberfläche, welche auf der Bewegung elektrisch geladener Teilchen basieren. Anders 
als beim MEG werden hier jedoch keine intrazellulären Ströme (Primärströme), sondern 
deren extrazelluläre Ausgleichsströme (Volumenströme, Sekundärströme) erfasst. 
Nach dem international standardisierten 10-20-System (siehe Abb. 7) werden Elektroden 
an definierten Positionen auf der Kopfhaut angebracht. Auftretende 
Potentialschwankungen werden entweder in Bezug zu einer Nachbarelektrode (bipolare 
Ableitung) oder zu einer Referenzelektrode (monopolare Ableitung) bestimmt. Die 
Potentiale betragen am Skalp zwischen 10 und 100 µV; meist werden sie deshalb verstärkt. 
 
 
Abb. 7: Bezeichnung der Elektroden im 10-20-System (Künkel 1988) 
 
2.4 Akustisch evozierte Potentiale und Felder 
2.4.1 Überblick 
Evozierte Potentiale sind elektrische, evozierte Felder sind magnetische Signale, die 
innerhalb des Nervensystems als Antwort auf visuelle, akustische, somatosensible, 
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olfaktorische oder gustatorische Reize entstehen. Ihre Registrierung dient in der klinischen 
Praxis vor allem zur Erkennung von Störungen der Reizleitung. Auch in der Wissenschaft 
sind sie von großem Interesse, da die gesamte Reizleitung vom peripheren Nerven bis hin 
zur Großhirnrinde exakt verfolgt werden kann und so wichtige Erkenntnisse zur 
Reizverarbeitung gewonnen werden können.  
Da die einzelne Reizantwort sehr schwach ist, erfolgt die Reizung viele Male 
hintereinander. Durch die computergestützte Mittelungstechnik bleibt nur systematische, 
auf den Reiz bezogene Aktivität bestehen; vom Reiz zeitlich unabhängige Signale löschen 
sich hierbei aus. Evozierte Potentiale bestehen aus einer Serie von Potentialänderungen, die 
im Kurvenverlauf mit positiven und negativen Scheitelpunkten sichtbar werden. Jeder 
positive bzw. negative Ausschlag entspricht der gleichzeitigen Aktivität vieler Nervenzellen 
in umschriebenen Gebieten, die an der Reizverarbeitung beteiligt sind. Analog bestehen 
evozierte Felder aus einer Serie von Änderungen der magnetischen Polarität.  
Die Einteilung der akustisch evozierten Potentiale und Felder (AEP/AEF) erfolgt 
üblicherweise nach ihrer Latenz, also der Zeit des Auftretens nach dem Stimulus-Onset. 
Eine übersichtliche Darstellung des zeitlichen Verlaufes eines akustisch evozierten 
Potentials (AEP) beim Menschen lieferten Picton et al. (1974), wie in Abb. 8 dargestellt. 
Auf einer logarithmischen Skala sind hier sowohl frühe (1-10ms), mittlere (10-50ms) als 
auch späte (50-250ms) AEP abgebildet. Die frühen AEP bestehen aus einer Welle mit sechs 
oder sieben positiven Scheitelpunkten; sie entstehen im Hirnstamm (Jewett und Williston 
1971) und werden mit den römischen Ziffern I bis VII bezeichnet. Höhmann beschreibt 
als Generatorort der Wellen I und II den VIII. Hirnnerv, der Welle III den Nucleus 
cochlearis, der Welle IV den oberen Olivenkomplex, der Welle V den Lemniscus lateralis 
und der Welle VI das Ganglion geniculi (Höhmann 1997). Die Nomenklatur der mittleren 
und späten AEP setzt sich aus der positiven oder negativen Ausrichtung (P oder N) sowie 
aus ihrer durchschnittlichen Latenz in Millisekunden zusammen. Geht es um eine 
magnetische Komponente, so wird ein "m" hinzugefügt. Ebenfalls gebräuchlich ist das 
Durchnumerieren der mittleren AEP mit Kleinbuchstaben sowie der späten AEP mit 
Zahlen. Die zwei wichtigsten AEP mittlerer Latenz sind die N19 und die P30. Beide 
werden im primären akustischen Kortex des Temporallappens erzeugt (Scherg 1991). Die 
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späten AEP haben ihre Generatoren im primären und sekundären akustischen Kortex sowie 
bei steigender Latenz auch zunehmend in höheren Hirnzentren. Da die P50, die N100 und 
die P200 in der vorliegenden Arbeit Gegenstand der Untersuchung waren, werden sie in 
den folgenden Abschnitten näher charakterisiert.  
 
 
Abb. 8: zeitlicher Verlauf eines akustisch evozierten Potentials (Picton et al. 1974) 
 
2.4.2 Die Komponente P50 
Die Zuordnung der auch als P1 bezeichneten P50 in die Gruppe der späten AEP ist 
umstritten; viele Autoren sehen die P50 noch als zu den mittellatenten AEP gehörig. In der 
Literatur wird die magnetische Komponente P50m teilweise auch unter der Bezeichnung 
„M50“ gefunden.  
Als frühe kortikale Komponente spiegelt sie die initiale, präattentive Verarbeitung im 
akustischen Sinneseingangsgebiet wieder. Sie wird als Kennzeichen für die Fähigkeit des 
Zentralnervensystems angesehen, repetitive Stimuli schnell auszublenden. Dieses 
Phänomen wird "Sensory Gating" genannt und gewöhnlich durch die Applikation von 
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Doppelklickreizen untersucht. Dabei lässt sich eine deutliche Antwortabnahme vom ersten 
(S1) zum zweiten Stimulus (S2) erkennen; das Verhältnis S1/S2 (P50-Ratio) wird zur 
Beschreibung des Ausmaßes des Sensory Gating benutzt.  
 
Generatoren und Topographie 
Invasive EEG-Untersuchungen ergaben, dass sich die Generatoren der P50 im 
Temporallappen befinden (Grunwald 2003, Rosburg 2006, Korzyukov 2007). Kurthen et 
al. (2007) berichten außerdem über frontale Generatoren. In diversen MEG-Studien wurde 
gezeigt, dass die P50m hauptsächlich im Planum temporale entsteht  (Reite el al. 1988, 
Yoshiura et al. 1995, Huotilainen et al. 1998). Zusätzlich werden cholinerge Neurone des 
aufsteigenden retikulären aktivierenden Systems (ARAS) als Generatoren der P50 
diskutiert, welche vom pedunkulopontinen Nukleus (PPN) ausgehen und das 
Erregungsniveau des ZNS steuern (Reese et al. 1995). Dies würde auch erklären, warum 
sich die P50 im Wachzustand und REM-Schlaf, nicht aber im Non-REM-Schlaf 
nachweisen lässt (Erwin und Buchwald 1986a) und warum ihre Amplitude bei 
verminderter Sensory Gating - Funktion (z.B. bei Schizophrenie, Morbus Alzheimer, 
Autismus oder Kokainabusus) kleiner wird (Freedman et al. 1987, Buchwald et al. 1989, 
1992, Fein et al. 1996).  
 
Charakteristika der Reizantwort bei wiederholter Stimulation 
Erwin und Buchwald untersuchten 1986 die P50-Amplitude bei Interstimulus-Intervallen 
(ISI) von 100, 125, 200, 1000 und 2000 ms. Sie war am kleinsten bei einem ISI von 100 
ms und vergrößerte sich dann zunehmend (Erwin und Buchwald 1986b). Die P50-Ratio 
wurde von Freedman und Kollegen sowie von Nagamoto und Kollegen bei ausgewählten 
ISI zwischen 75 bis 2000 ms untersucht. Hier war sie am kleinsten bei einem ISI von 75 
ms und vergrößerte sich zunehmend bis zu einem ISI von 1000 ms, jedoch kaum mehr 
zwischen 1000 und 2000 ms (Freedman et al. 1983, Nagamoto et al. 1989, 1991). Bei 
invasiven EEG-Messungen vom posterolateralen Gyrus temporalis superior stellten 
Rosburg et al. (2004) in einem Kurzzeithabituationsexperiment eine deutliche Reduktion 
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der P50-Amplitude vom ersten auf den zweiten Ton fest, der keine weitere Abnahme auf 
den nachfolgenden Tonpositionen folgte. 
Das MEG betreffend berichteten Onitsuka et al. (2003) über deutlich reduzierte 
Amplitude sowie deutlich verzögerte Latenz der P50m bei einem ISI von 500 ms im 
Vergleich zu 1500 ms.  
 
2.4.3 Die Komponente N100 
Die Komponente N100 wird häufig auch als N1 bezeichnet. Sie wurde über einen langen 
Zeitraum hinweg stets zusammen mit der Komponente P200, auch P2 genannt, betrachtet, 
da sie zusammen einen prominenten biphasischen Verlauf zeigen. Zusammen werden sie 
deshalb als der N100-P200-Komplex oder als langsames Vertexpotential bzw. langsames V-
Potential bezeichnet. Oft lassen sich für die beiden Komponenten auch die alternativen 
Bezeichnungen N100 und P200 finden.  
Die Funktion der N100 scheint die integrative, kognitive Verarbeitung akustischer 
Sinneseindrücke zu sein. Sams et al. (1993) vermuteten, dass die N100m eine sensorische 
Gedächtnisspur widerspiegelt, welche bis zu 10 Sekunden erhalten bleibt. Gestützt wurde 
dies durch Mismatch-Experimente, in denen ab einem ISI von mehr als 4 Sekunden keine 
Mismatchreaktionen mehr auftraten (Mantysalo und Näätänen 1987). Diese entstehen 
beim Abgleichen des aktuellen Reizes mit denen des echoischen Gedächtnisses.  
 
Generatoren und Topographie 
Näätänen und Picton (1987) eruierten drei Hauptkomponenten der N100. Die erste 
Komponente zeigt einen positiven Ausschlag von etwa 100 ms und wird bilateral von 
vertikal angeordneten Quellen der Supratemporalebene erzeugt. Vornehmlich diese N100-
Komponente wird von der MEG als „N100m“ erfasst. Die zweite, biphasische 
Komponente zeigt einen positiven Ausschlag bei etwa 100 ms sowie einen negativen bei 
etwa 150 ms und wird von radial angeordneten Quellen im lateralen Teil des Gyrus 
temporalis superior erzeugt, welcher zum sekundären akustischen Kortex gehört. Die dritte 
Komponente der N100 hat einen negativen Ausschlag bei 100 ms. Erzeugt wird sie 
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wahrscheinlich vom thalamo-retikulären System, welches in die frontalen prämotorischen 
Kortices projiziert. Hier soll es dann zur Aktivierung und Fazilitierung der Stimulusanalyse 
kommen. Deshalb wird vermutet, diese dritte Komponente spiegele einen Mechanismus 
zur Triggerung von Aufmerksamkeit im Sinne einer Orientierungsreaktion wieder 
(Näätänen und Picton 1987, Näätänen 1992). 
In der von Sams et al. 1993 veröffentlichten Studie wurden, aufgrund von Unterschieden 
in der Refraktärzeit, zudem zwei Komponenten der N100m unterschieden. Eine frühe 
posteriore Komponente mit kürzerer Refräktärzeit wurde von einer späteren anterioren 
Komponente mit langer Refraktärzeit abgegrenzt (Sams et al. 1993). 
Rogers et al. (1990) beschrieben zusätzlich den zeitlichen Verlauf der N100m, wonach sich 
der Summenschwerpunkt der neuronalen Aktivität räumlich verlagert. Sie beobachteten im 
Zeitraum von 80 bis 110 ms nach Reizgebung eine Wanderung der Quelle von posterior 
nach anterior sowie von superior nach inferior. Dies entspräche einem Verlauf entlang der 
schrägen Oberfläche des Temporallappens. Imada et al. (1993) bestätigten diesen Befund 
und gaben im Latenzbereich zwischen 70 und 90 ms eine Verschiebung der Quelle um 1,5 
cm nach anterior an. Der zeitliche Verlauf wurde später von Yoshiura et al. als Übergreifen 
der neuronalen Aktivierung vom primären auf den sekundären akustischen Kortex 
interpretiert (Yoshiura et al. 1996).  
Gerade bei Untersuchungen der N100m entstand auch immer wieder die Frage, ob die 
Anordnung der Neuronen des akustischen Kortex einer tono- und amplitopischen 
Architektur unterliege. Pantev et al. (1989) fanden heraus, dass sich die Dipole der N100m 
bei steigender Stimulusintensität zunehmend an die Oberfläche sowie nach anterior 
verlagern; später wiederholten sie ein ähnliches Experiment auch zur tonotopischen 
Organisation und beschrieben eine Dipolverlagerung in die Tiefe bei steigender 
Tonfrequenz (Pantev et al. 1991). Spätere Untersuchungen stellten die frequenzabhängige 
Dipollokalisation jedoch wieder in Frage. So konnten Verkindt et al. (1995) zwar keine 
signifikante Änderung der Dipollokalisation sondern nurmehr der Dipolorientierung 
feststellen, brachten diese jedoch in Zusammenhang mit der tiefenabhängigen 
Faltarchitektur der Heschlschen Querwindung. Lütkenhöner et al. (2003) führten 
nochmals eine umfassende Studie zu dieser Frage durch. Meist zeigte die Dipollokalisation 
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keinerlei Frequenzabhängigkeit oder die Dipole der Frequenzen befanden sich in nicht 
ordnungsgemäßer Reihenfolge und in den wenigen Fällen, wo eine ordnungsgemäße 
tonotopische Organisation festgestellt werden konnte, variierte die Hauptkoordinate zu 
stark zwischen den Probanden, so dass die Forschergruppe schlussfolgerte, dass die 
Dipollokalisation der N100 stärker von individuellen Gegebenheiten als von einer 
allgemeingültigen Architektur abhängt. 
 
Charakteristika der Reizantwort bei wiederholter Stimulation 
Die Stärke der N100-Antwort wurde zunächst meist anhand des N100-P200-Komplexes, 
also der Amplitude zwischen negativem Ausschlag der N100 und positivem Ausschlag der 
P200 (sog. peak-to-peak Amplitude), beschrieben. Schon sehr früh fiel dabei eine relativ 
stabile, umgekehrt proportionale Beziehung zwischen ISI und dieser peak-to-peak 
Amplitude auf (Davis et al. 1966). Wenig später berichteten Nelson und Lassman (1968), 
die Amplitude der N100 folge einer linearen Funktion des Logarithmus des ISI. Bei 
Versuchen mit verschiedenen ISI zwischen 0,5 und 10 Sekunden stellte sich heraus, dass 
einer Verzehnfachung des ISI eine N100-Amplitudenzunahme um 5,6 µV zugeordnet 
werden kann. 
Spätere Untersuchungen schlossen auch die N100m mit ein. Für ISI bis zu 16 Sekunden 
fielen dabei asymptotisch ansteigende Amplituden auf (Hari et al. 1982, Lü et al. 1992, 
Sams et al. 1993). Hari et al. (1982) verglichen zusätzlich die Reizantworten zwischen 
N100 und N100m und berichteten, dass sich die Antwortzunahme der N100m meist 
schon bei 8 s ISI erschöpfte, während die N100 auch zwischen 8 und 16 s ISI noch 
beachtlich an Größe gewann.   
Lammertmann et al. (2001) veröffentlichten eine Studie, bei der sie sechs 100 ms dauernde 
Töne mit einem ISI von 500 ms und einem Intervall von sechs Sekunden zwischen den 
Ketten applizierten. Dabei ließ sich ein Abfall der magnetischen Feldstärke (mean global 
field power - MGFP) registrieren, der beim zweiten Ton bereits sein Plateau erreichte. Die 
Applikation von vier 20 ms dauernden Tönen mit einem ISI von 200 ms und einem 
Kettenabstand von 4-5 Sekunden erbrachte jedoch einen eher asymptotischen Abfall der 
MGFP sowie eine Latenzverzögerung (Sörös et al. 2001).  
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Zur Langzeithabituation der N100m wurde von Rosburg et al. (2000) eine Studie 
veröffentlicht, die über den Verlauf des Versuches innerhalb weniger Minuten eine 
Abnahme der MGFP um etwa 9% sowie eine leichte Latenzverzögerung beschrieb. Dabei 
wurde außerdem eine Dipolverschiebung in inferior-superiorer Richtung beobachtet.  
Ob die Antwortabnahme der N100, vor allem bei kurzen ISI, jedoch wirklich immer auch 
als Habituation bezeichnet werden kann, ist noch umstritten. Barry et al. (1992) 
beobachteten, dass eingestreute deviante Töne nicht zur Dishabituation führen, was nach 
den Kriterien Thompson und Spencers (Thompson und Spencer 1966) aber essentielle 
Voraussetzung für die Charakterisierung der Habituation ist. Dies würde die Annahme 
Ritters et al. (1968) stützen, die besagt, dass die Antwortabnahme im N100-P200-Komplex 
durch Refraktärzeiten im auditiven System bedingt sein könnte.  
Budd et al. (1998) führten dazu eine umfangreiche Studie mit Interstimulusintervallen von 
1, 3 und 10 s durch. Sie applizierten Ketten zu je 7 Stimuli, wobei der sechste in der 
Tonhöhe abwich. Was die Antwortabnahme vom ersten auf den zweiten Ton betrifft, so 
war sie in der 1-s-Gruppe sehr stark, in der 3-s-Gruppe mittelmäßig und in der 10-s-
Gruppe überhaupt nicht vorhanden. Budd et al. postulierten, dass Habituation nur dann 
wahrscheinlich sei, wenn sie nicht durch das ISI allein, sondern auch durch andere Effekte 
wie z.B.  
- fortgesetzte Antwortabnahme vom zweiten bis zum fünften Stimulus, 
- Dishabituation vom fünften auf den sechsten und 
- Habituation von Dishabituation vom sechsten auf den siebenten Stimulus sowie 
- langfristige Antwortabnahme auch bei ISI von 10 s   
bestimmt würde. Da sich in ihren Experimenten keiner der vier genannten Punkte 
bestätigte, kamen sie schließlich zu der Auffassung, dass die Antwortabnahme der N100 in 
erster Linie auf neuronale Refraktärzeiten und Erholungszyklen zurückzuführen sei und 
nichts mit dem verhaltensbiologischen „Lernprozess“ der Habituation gemein hätten. Eine 
endgültige Klärung dieses Sachverhaltes steht noch aus. 
Was die Latenzen der Komponente bei verschiedenen ISI betrifft, so beschrieben Hari et al. 
(1982) einen deutlichen Unterschied zwischen N100 und N100m. Die Peak-Latenz der 
N100m war unabhängig vom ISI und zeigte sich bei einem Intervall von 16 s nur 2 ms 
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später als bei einem von 1 s. Die N100 hingegen wies eine deutliche ISI-Abhängigkeit auf, 
denn der Unterschied der Peak-Latenz zwischen 1 und 16 s ISI betrug 22 ms.  
Auch für andere physikalische Parameter wie z.B. Stimulusintensität oder Tonfrequenz 
konnte ein Einfluss auf die N100-Antwort gezeigt werden. Eine genauere Übersicht hierzu 
liefert die Arbeit von  Näätänen und Picton (1987). 
 
2.4.4 Die Komponente P200 
Die P200 wurde erst sehr spät als eigenständige Komponente betrachtet, davor immer im 
Zusammenhang mit der N100 (siehe Kapitel 2.4.3). Mittlerweile gibt es jedoch genügend 
Literatur, die besagt, dass die beiden Komponenten N100 und P200 experimentell und 
topographisch voneinander getrennt werden können und deswegen als eigenständig 
betrachtet werden müssen (Ford et al. 1976, Oades et al. 1997, Roth et al. 1976, Vaughan 
et al. 1980). Auch entwicklungsgeschichtliche Differenzen sind festzustellen. So lässt sich 
zum Beispiel eine ausgereifte P200 bereits bei 2- bis 3-jährigen Kindern beobachten, 
während die Reifung der N100 bis in die Pubertät hinein dauert (Ponton et al. 2000). 
 
Generatoren und Topographie 
Hari et al. (1987) vermuteten, dass die P200m ebenso wie die N100m durch kortikale 
Aktivität in der Fissura sylvii entstünden. Dabei beschrieben sie die P200m als 9-10 mm 
anterior sowie 5 mm medial der N100m-Quellen liegend. Godey et al. (2001) lokalisierten 
P200-Generatoren im Planum temporale sowie im akustischen Assoziationsgebiet der Area 
22. Zusammenfassend lässt sich sagen, dass die P200 ebenso wie die N100 multiple 
Generatoren zu haben scheint, die sich alle ungefähr in der Region der Heschl'schen 
Querwindung und der Supratemporalebene befinden. 
 
Charakteristika der Reizantwort bei wiederholter Stimulation 
Über die Habituation der Komponente P200 existieren widersprüchliche Literaturangaben. 
So gaben Megela und Teyler (1979) sowie Kenemans et al. (1989) an, es ließen sich gar 
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keine Habituationseffekte nachweisen. Deutliche Habituationseffekte gaben wiederum 
Sambeth et al. (2004) an.  
Hari et al. (1982) untersuchten die ISI-abhängige Habituation der P200 wie auch der 
P200m. Die P200 betreffend gaben sie eine deutliche Antwortzunahme für ISI zwischen 1 
und 8 s an; zwischen 8 und 16 s war diese jedoch vernachlässigbar gering. Die P200m 
zeigte sich in ihrem Versuch jedoch unabhängig vom ISI kontinuierlich klein.   
 
2.4.5 Einfluss von Aufmerksamkeit 
Subtrahiert man die N100 ignorierter von der N100 aufmerksam verfolgter Stimuli, so 
befindet sich die erhaltene Welle immer noch im negativen Bereich (Hillyard et al. 1973); 
die Amplitude nimmt also bei erhöhter Aufmerksamkeit zu. Auch die P200 zeigt eine hohe 
Sensitivität bezüglich des generellen Erregungsniveaus; bei Subtraktion der P200 ignorierter 
Stimuli von der P200 aufmerksam verfolgter Stimuli entsteht ebenfalls eine negative Welle. 
Die P200 fällt bei ignorierten Stimuli also größer aus. Näätänen et al. (1978) beobachteten 
bei längeren ISI eine zeitliche Dissoziation dieses negativierenden Effektes und schlossen 
daraus auf eine eigenständige, superimponierte Komponente, welche sie als Processing 
Negativity (PN) bezeichneten.  Näätänen und Picton (1987) stellten die These auf, die 
durch Aufmerksamkeit verstärkte PN sei eine eigenständige negative Komponente, die 
sowohl die N100 als auch die P200 überlagere - mit dem Effekt, die N100 zu vergrößern 
und die P200 zu verkleinern. Ihre Modulationsfähigkeit gebe sodann Aufschluss darüber, 
inwieweit die Fähigkeit, relevante von irrelevanter Information zu unterscheiden, 
ausgeprägt ist. Zu dieser Überlegung passen auch die Ergebnisse verschiedener 
Untersuchungen an schizophrenen Patienten, die ebenfalls eine verstärkte P200-Antwort 
beschreiben (O’Donnell et al. 1994, Roth et al. 1980, Sandman et al. 1987). 
Amplitudenmodulation durch Aufmerksamkeitseffekte konnte später auch für 
Subkomponenten der P50 gezeigt werden (Woldorff und Hillyard 1991). Bei MEG-
Messungen lokalisierten sich die aufmerksamkeitssensitiven Subkomponenten der P50 und 
N100 in der Supratemporalebene (Woldorff et al. 1993).  
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Interessant sind in diesem Zusammenhang die Ergebnisse der Schlafforschung. Im 
Einschlafstadium verringert sich die Amplitude der N100, und einigen Literaturangaben 
zufolge lässt sie sich im darauffolgenden Nicht-REM-Schlaf gar nicht mehr nachweisen; im 
REM-Schlaf erreicht sie dann in etwa Werte von 50% des Wachheitsniveaus (Crowley und 
Colrain 2004). Die P200 zeigt im Einschlaf- und Non-REM-Schlafstadium eine 
Amplitudenzunahme, während sie in der REM-Schlaf-Phase, genauso wie die N100, auf 
50% des Wachheitsniveaus abfällt (Crowley und Colrain 2004). Die Abnahme der N100 
und die Zunahme der P200 im Einschlafstadium hängen möglicherweise mit dem Fehlen 
der Processing Negativity zusammen. Dies wäre ein Indiz für eine Hemmung von 
Informationsverarbeitung.  
Dieser deutliche Einfluss des generellen Erregungsniveaus auf akustisch evozierte 
Antworten ist ein starkes Indiz für die Annahme der Frühselektionshypothese, nach welcher 
Aufmerksamkeit zur selektiven Verstärkung oder Verhinderung der Reizverarbeitung 




3 Material und Methoden 
3.1 Probanden 
Neun weibliche und neun männliche gesunde Versuchspersonen im Alter von 21 bis 27 
Jahren wurden untersucht. Das Durchschnittsalter betrug 24,8 Jahre. Alle Probanden 
waren Rechtshänder und gaben an, normal zu hören. Alkohol- oder Drogenmissbrauch, 
Entwicklungsstörungen und andere psychiatrisch oder neurologisch relevante 
Erkrankungen wurden ebenfalls verneint.  
Die Rekrutierung erfolgte über persönliche Kontakte. Alle Probanden waren Studenten 
oder Mitarbeiter der Friedrich-Schiller-Universität (FSU) Jena. Anliegen und Ablauf der 
Studie wurden ausführlich erläutert; danach gaben alle Probanden eine schriftliche 
Einverständniserklärung. Sie wurden darüber informiert, dass sie den Versuch jederzeit 
ohne Angabe von Gründen und Entstehen von Nachteilen beenden können. Alle Personen, 
die keine Mitarbeiter des Klinikums der FSU Jena waren, erhielten eine 
Aufwandsentschädigung von 15 Euro. Das traf auf 14 von 18 Probanden zu. Für die MRT 
erfolgte eine zusätzliche Aufklärung durch einen Arzt nach dem Vorbild einer 
Patientenaufklärung. 
Die Studie wurde von der Ethikkommission des Klinikums der FSU Jena begutachtet und 
bewilligt. Die Versuchspersonen waren über die allgemeine Haftpflichtversicherung des 
Klinikums versichert. 
 
3.2 Akustische Stimulation und Paradigma 
Die Stimulation erfolgte stets am rechten Ohr. Die Probanden befanden sich in 
Rechtsseiten- oder Bauchlage, fixiert auf einer Vakuummatratze, und positionierten das 
rechte Ohr über eine Öffnung im Vakuumkissen, durch welche die Töne appliziert 
wurden. Zur Generierung des Paradigmas diente das Programm Presentation, Version 9.12 
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(Neurobehavioral Systems, Inc., Albany, CA, USA). Alle Töne hatten eine Frequenz von 
1000 Hz, eine Dauer von 50 ms und eine Lautstärke von 75 dB SPL. 
Das Paradigma bestand aus Stimulusketten (“trains“) von je 5 Tönen, die durch eine Pause 
von 6 Sekunden separiert wurden (siehe Abb. 9). Innerhalb der Trains wurde das 
Interstimulus-Intervall (ISI) variiert; die Töne waren 600, 1200 oder 1800 ms separiert.  
 
 
Abb. 9: Stimulationsparadigma 
 
Insgesamt gab es drei Versuchsblöcke: 
I) 150 Trains mit einem ISI zwischen den Tönen von 600 ms (rund 21 Minuten) 
II) 90 Trains mit einem ISI von 1200 ms (rund 16 Minuten) 
III) 75 Trains mit einem ISI von 1800 ms (rund 16 Minuten) 
 
Die Reihenfolge der Blöcke wurde innerhalb der Gesamtstudie systematisch variiert. Um 
unerwünschte Effekte durch selektive Aufmerksamkeit zu unterdrücken, bekamen die 
Probanden die Anweisung, den Tönen keinerlei Aufmerksamkeit zu schenken.  
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3.3 Technischer Aufbau 
3.3.1 MEG 
Die MEG-Messungen erfolgten im Biomagnetischen Zentrum der FSU Jena in einer 
magnetisch abgeschirmten Messkammer (Vakuumschmelze, Hanau). Da ferromagnetische 
Gegenstände MEG-Messungen empfindlich stören, wurden die Probanden zunächst 
gebeten, alle Gegenstände dieser Art abzulegen. Auch die Innenausstattung der Kammer ist 
komplett frei von ferromagnetischen Materialien. Die akustisch evozierten Magnetfelder 
wurden mit einem 31-kanaligen MEG-System (Philips Medical Systems, Hamburg) 
aufgenommen. Der im Durchmesser 15 cm große Antennenkopf des Kryostaten wurde 
dabei so nah wie möglich über die linke Temporalregion (akustisches Zentrum) des 
Probanden platziert, ohne jedoch den Kopf zu berühren. Bei direktem Kontakt mit dem 
Kryostat führen bereits kleinste Bewegungen des Probanden zu Artefakten.  
Die Applikation der Töne erfolgte über einen Lautsprecher in einem Holzkasten außerhalb 
der Messkammer, der mit einem Gummischlauch (Durchmesser 1 cm) verbunden war. In 
der Kammer mündete der Schlauch in einen Trichter, dessen Öffnung sich am Loch des 
Vakuumkopfkissens des Probanden befand. Eine Veranschaulichung des Versuchsaufbaus 
liefert Abb. 10. 
 
 
Abb. 10: a) Messkammer b)Position des Kryostaten c) Vakuumkopfkissen mit Trichtermündung 
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Um auch kleinste Lageänderungen des Kopfes zu registrieren und diese später in der 
Auswertung berücksichtigen zu können, wurden 5 orthogonale Spulen von 5 mm 
Durchmesser am Kopf über der Temporalregion befestigt. Ihre Lokalisation wurde vor und 
nach jedem Messblock durch das MEG-Gerät ermittelt. Vor dem Versuch wurde zudem 
ihre Position über ein Isotrak II System (Polhemus Inc., Colchester, VT, USA) digitalisiert. 
Die anatomischen Landmarken des Nasions sowie des rechten und linken Cavum conchae 
am Eingang zum Meatus acusticus externus wurden ebenfalls digitalisiert. In einer 
dreidimensionalen MRT-Bildrekonstruktion des Schädels wurden diese anatomischen 
Landmarken dann digital bestimmt. Dadurch konnten die gemessenen Magnetfelder in der 




Parallel zur MEG-Messung wurde ein EEG aufgezeichnet. Drei Ag/AgCl-Sinterelektroden 
wurden an den Positionen Fz, Cz und Pz (internationales 10-20-System) befestigt. Um eine 
optimale Leitfähigkeit zwischen Haut und Elektrode zu erreichen, wurde das leitende Gel 
TEN20™ CONDUCTIVE verwendet (D.O. Weaver and Co., Aurora, CO, USA). Als 
Referenz diente das rechte Ohrläppchen. 
 
3.3.3 EOG 
Um durch Augenbewegungen entstehende Artefakte später eliminieren zu können, wurde 
ein Elektrookulogramm (EOG) mit vier Ag/AgCl-Sinterelektroden aufgezeichnet. Zwei 
Elektroden befanden sich außen neben dem rechten und linken Auge (Erfassung 
horizontaler Augenbewegungen, HEOG) und zwei Elektroden 1cm ober- und unterhalb 
des linken Auges (Erfassung vertikaler Augenbewegungen, VEOG). Als leitendes Gel diente 




An einem zweiten Termin erfolgten die magnetresonanztomografischen Aufnahmen in der 
Klinik für Radiologie des Klinikums der FSU Jena am 1,5-Tesla-Gerät Magnetom Vision 
(Siemens Medical Solutions, Erlangen). Resultat war eine 3-dimensionale Flash-Sequenz 
mit je 256 Schichten von jeweils 1 mm Dicke. 
 
3.4 Versuchsablauf 
Zunächst wurden alle EEG- und EOG-Elektroden sowie die 5 magnetischen 
Lokalisationsspulen am Kopf des Probanden angebracht. Dann erfolgten die Lagerung auf 
der Vakuummatratze und die Positionierung des Kryostaten über der linken 
Temporalregion. Da jede Körper- und Blickbewegung des Probanden die Messung stört 
und zu Artefakten führt, wurden die Probanden gebeten, sich nicht zu bewegen und mit 
den Augen einen Punkt an der Wand zu fixieren.  
Zu Beginn wurde eine Testmessung durchgeführt, um die korrekte Position des MEG-
Gerätes über dem Kopf zu überprüfen. Ziel war es, beide globale Maxima des akustischen 
Dipols zu erfassen, wobei die Nulllinie das Messfeld zentral durchqueren sollte. Dazu 
wurden 64 Töne abgespielt, deren Intervall zwischen 800 und 1800 ms beliebig variierte. 
Lag das Magnetfeld der N100m nicht vollständig im erfassten Areal, wurde das Gerät neu 
Abb. 11: Positionen der Sensorspulen 
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positioniert und eine erneute Testmessung durchgeführt. Die am Ende der Testmessung 
eingestellte Kryostatenposition wurde dann über den gesamten Versuch hinweg konstant 
gehalten. Abb. 11 zeigt die Position der Sensorspulen des Kryostaten über der Haut. 
Der Versuch bestand aus drei Blöcken, die jeweils durch eine Spulenlokalisation separiert 
wurden. Während der Spulenlokalisation erfolgte keine akustische Stimulation. Nach dem 
Versuch fand eine zweite Digitalisierung der Spulen und anatomischen Landmarken mit 
dem Polhemus statt.  
 
3.5 Datenerfassung und -auswertung 
Sowohl MEG, EEG als auch EOG wurden mit der Software Curry, Version 2.0 
(Neuroscan, El Paso, TX, USA) erfasst. Die Abtastrate betrug 1000 Hz. Für jeden der fünf 
Töne der Stimuluskette wurde ein spezifischer Trigger erstellt, der in einem vom PC 
generierten zusätzlichen Kanal mitgeschrieben wurde. Zwei verschiedene Fragestellungen 
wurden ausgewertet: 
 
1. Einfluss des Interstimulus-Intervalles auf die Antwortabnahme innerhalb des Trains 
Die Antwortcharakteristika jeder Tonposition wurden für jeden Block getrennt gemittelt 
und miteinander verglichen. Das ergab folgende Datenreihe:   
- 600 ms ISI (Ton 1, 2, 3, 4, 5) 
- 1200 ms ISI (Ton 1, 2, 3, 4, 5) 
- 1800 ms ISI (Ton 1, 2, 3, 4, 5).  
Zusätzlich wurden die Antwortcharakteristika im Verlaufe des Blockes miteinander 
verglichen. Dazu erfolgte für jedes Blockdrittel die Bestimmung der Antwortcharakteristika 
für den ersten Ton einzeln sowie für die Töne zwei bis fünf gemeinsam. Es entstand 
folgender Datensatz:  
- 600 ms ISI Ton 1 (erstes, zweites, drittes Drittel), Ton 2-5 (erstes, zweites, drittes 
Drittel) 
- 1200 ms ISI Ton 1 (erstes, zweites, drittes Drittel), Ton 2-5 (erstes, zweites, drittes 
Drittel) 
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- 1800 ms ISI Ton 1 (erstes, zweites, drittes Drittel), Ton 2-5 (erstes, zweites, drittes 
Drittel) 
 
2. Einfluss des Messverlaufes auf die Antwortstärke 
Analog wurden die Antwortcharakteristika der einzelnen Töne sowie der einzelnen Drittel 
für jeden Messblock getrennt gemittelt und miteinander verglichen. Abb. 12 zeigt den 
kompletten Datensatz der Auswertung. 
 
 
Abb. 12: bei der Auswertung entstandener Datensatz 
 
3.5.1 MEG-Auswertung 
Die kombinierte Auswertung der MEG- und MRT-Daten erfolgte mit dem Programm 
Curry, Version 4.6 (Neuroscan, El Paso, TX, USA). Hiermit können die Quellen sowohl 
zeitlich als auch räumlich aufgelöst und unter Zuhilfenahme des MRT individuell im 
Kortex lokalisiert werden. Abb. 13 zeigt ein lokalisiertes magnetisches Feld mit 
rekonstruiertem Dipol.  
Zuerst mussten die MRT-Daten aufbereitet werden. Durch Bestimmung der Grenzflächen 
zwischen den unterschiedlich leitenden Geweben (Kortex, Liquorraum, Schädelknochen) 
konnten die Oberflächen des Kortex und der Haut segmentiert und mit Dreiecken 
modelliert werden. Diese bildeten schließlich die Grundlage für die Segmentierung der 
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Oberfläche der Zerebrospinalflüssigkeit (CSF), welche für die Erstellung eines realistischen 
Volumenleiters nach der Boundary-Element-Methode (BEM) benötigt wurde. Ein solches 
ist in Abb. 14 dargestellt. 
 
 




Abb. 14: an den Kortex angepasstes BEM-Modell 
 
 
Im nächsten Schritt wurden die Rohdaten eingelesen und aufgrund der Triggerkodierung 
segmentiert. Jedes Segment umfasste einen Zeitbereich von 700 ms; es begann 100 ms vor 
und endete 600 ms nach dem jeweiligen Tontrigger.  
Die anschließende Artefaktunterdrückung erfolgte erstens allgemein für Ausreißer jenseits 
von ±3000 fT (z.B. durch Bewegungen oder äußere elektromagnetische Störungen) und 
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zweitens, speziell EOG-gestützt, für Augenbewegungen jenseits von ±150 µV (insbesondere 
Blinzeln). Trials mit Artefakten wurden von der Analyse ausgeschlossen. 
Verbliebene Trials wurden anhand der Triggersignale gemittelt und gefiltert. Das Rauschen 
im gesamten Frequenzbereich wurde dabei durch den Wiener-Filter (Daubechies 12) 
verringert. Um speziell die akustischen Komponenten besser darstellen zu können, wurde 
zusätzlich der Fourier-Filter (Butterworth 3.Ordnung) im Bereich von 10 bis 50 Hz (zur 
Analyse P50) oder im Bereich von 1 bis 40 Hz (zur Analyse der N100 und P200) 
eingesetzt. Um durch externe Einflüsse bedingte Trends zu beseitigen, wurde der 
Mittelwert aus allen Kanälen als Referenz festgelegt. Abschließend erfolgte die 
Basislinienkorrektur anhand des Intervalls von -100 bis 0 ms. Nach dieser Vorverarbeitung 
konnten die Antwortcharakteristika Latenz [ms], MGFP [fT], Dipolstärke [nAmm] und 
Deviation [%] für die einzelnen Komponenten bestimmt werden. Das Zeitfenster für die 
Bestimmung der P50 wurde dabei von 35 bis 80 ms festgelegt, für die N100 von 70 bis 
140 ms und für die P200 von 150 bis 240 ms. 
 
MGFP (Mean Global Field Power) 
Die MGFP als Maß der gemessenen Feldenergie über die Zeit wird nach folgender Formel 
berechnet: 
 
MGFP(t)  =  
 131 (B(t))²  
 
Bi(t) ist der Mittelwert der über allen Epochen gemessenen magnetischen Induktion zum 
Zeitpunkt t, i die Nummer des Kanals.  
 
Dipolstärke 
Um eine Verbesserung der Datengüte zu erreichen, wurde das gemessene Magnetfeld 
zunächst in Singulärwerte zerlegt. Das sind mathematisch errechnete, räumlich konstante, 
orthogonale Einzelfeldmuster. Sie haben einen zeitlichen Verlauf sowie einen auf das 
Rauschen normierten Wichtungsfaktor (im Sinne eines signal-to-noise Ratios, SNR).  In 
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die weitere Auswertung wurden nur Singulärwerte mit einem Wichtungsfaktor > 1 
einbezogen.  
Die Ermittlung der Dipolstärke und -orientierung erfolgte anhand eines realistischen 
Volumenleitermodelles („Boundary Element Model“ BEM). Unter der Annahme, dass der 
zu berechnende Dipol sowohl seinen Ort als auch seine Stärke ändern kann, kam das 
Modell der Moving Dipoles zum Einsatz. Die Dipole wurden am Maximum der MGFP 
rekonstruiert.  
Bei fehlerhafter anatomischer Lokalisation außerhalb der Hörrinde erfolgte der 
Rekonstruktionsversuch erneut unter Verwendung von Begrenzungskoordinaten. Hierzu 
wurde ein anatomisch sinnvoll lokalisierter Dipol des gleichen Probanden als Zentrum 
einer Kugel mit einem Radius von 15 mm festgesetzt, innerhalb derer Grenzen sich der zu 
rekonstruierende Dipol nun befinden musste. Da das Arbeiten mit 
Begrenzungskoordinaten meist eine höhere Deviation mit sich bringt, wurde es nicht 
grundsätzlich, sondern nur in den nötigen Fällen angewandt. 
 
Deviation 
Der Wert der Deviation stellt ein Gütemaß der Rekonstruktion dar. Er wird in % 
angegeben und steht für die Abweichung zwischen gemessenem und errechnetem Feld. 




Die Auswertung der EEG-Aufzeichnung erfolgte mit dem Programm Brain Vision 
Analyzer, Version 1.04 (Brain Products GmbH, München). Zunächst erfolgte eine 
Hochpass-Filterung mit 0,3 Hz und einem Anstieg von 12 dB/Oct. Dann wurde das EEG 
anhand der Triggersignale segmentiert. Jedes Segment war 700 ms lang, davon 100 ms vor 
und 600 ms nach einem Ton. Um blinzelbedingte EEG-Artefakte zu unterdrücken, wurde 
unter Zuhilfenahme der beiden EOG-Kanäle eine Augenartefaktkorrektur nach dem 
Algorithmus von Gratton und Coles durchgeführt (Gratton und Coles 1983). Eine 
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anschließende Basislinienkorrektur justierte die Grundlinie eines jeden Segmentes; als 
Referenz galt dabei das Intervall -100 bis 0 ms. Jedes Segment, das nun immer noch einen 
Ausschlag von über 75 µV im Positiven oder Negativen beinhaltete, wurde durch die 
folgende Artefaktunterdrückung verworfen. Eine Ausnahme bildete dabei ein Proband, bei 
dem im EEG zusätzlich die Herzaktion abgebildet wurde; hier musste die 
Artefaktunterdrückung mit 100 µV durchgeführt werden, um nicht zu viele Segmente zu 
verlieren. Schließlich erfolgte die Mittelung der Segmente. Ausgewertet wurde nur der 
Kanal Cz. Um die Komponenten „N100“ und „P200“ abzulesen, wurde abschließend mit 
1-40 Hz gefiltert. Für die Komponente „P50“ wurde ein Filter von 10-50 Hz gewählt 
(Jerger et al. 1992). Die Zeitfenster für die drei Komponenten waren dieselben wie bei der 
MEG-Auswertung. Aus den Daten wurden die Latenz [ms] und Amplitude [µV] der P50, 
N100 und P200 bestimmt und statistisch ausgewertet. 
 
3.5.3 Statistische Analyse 
Die statistische Berechnung erfolgte mit dem Programm SPSS 13.0 getrennt für die 
folgenden Parameter: 
• EEG: Latenz und Amplitude der P50, N100 und P200 
• MEG: Latenz, MGFP, Dipolstärke und Deviation der P50m, N100m und P200m 
Es wurden ein- und zweifaktorielle Varianzanalysen (ANOVA) für Messwiederholung mit 
dem fünffach gestuften Faktor „Ton“ (1., 2., 3., 4. 5. Ton im Train) und dem dreifach 
gestuften Faktor „ISI“ (600, 1200 und 1800 ms) bzw. „Block“ (erster, zweiter, dritter 
Block) durchgeführt. „Block“ bezieht sich auf die relative Position des Messblocks 
innerhalb der Studie. Zur Feststellung einer Antwortabnahmetendenz innerhalb der 
Messblöcke wurde zusätzlich das gemittelte Signal des ersten Blockdrittels mit dem zweiten 
und dritten verglichen. Dies geschah für die erste Tonposition getrennt und für die zweite 
bis fünfte Position gemeinsam. Dazu wurde nochmals eine ein- und zweifaktorielle 
Varianzanalyse mit dem dreifach gestuften Faktor „Drittel“ und dem Faktor „ISI“ bzw. 
„Block“ durchgeführt. 
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Mit dieser Auswertung wurde in erster Linie die statistische Signifikanz der 
Antwortabnahme vom ersten zum fünften Ton bzw. vom ersten zum dritten Drittel eines 
Messblockes überprüft. Weiterhin wurde untersucht, ob es statistisch signifikante 
Unterschiede der Antwortabnahme hinsichtlich der drei Bedingungen 600, 1200 und 1800 
ms bzw. erste, zweite und dritte Messung gab. Zusätzlich konnten statistisch signifikante 
Interaktionen zwischen den Faktoren Ton und ISI bzw. Block festgestellt werden. Die 
Analyse der Effekte erfolgte auf einem Signifikanzniveau von p < 0.05. 
Um Angaben zur Deviation als Gütemaß der Rekonstruktion machen zu können, wurden 
zudem die für die Tonpositionen 1-5 erhaltenen Deviationswerte aller Probanden, getrennt 
nach Komponenten, gemittelt. 
Zur Veranschaulichung der Lokalisationsgenauigkeit erfolgte überdies eine statistische 
Auswertung der anatomisch individuellen Dipolkoordinaten (x, y, z) für jeden Probanden 
einzeln. Hierzu wurden die x-, y- und z-Koordinaten sämtlicher für diesen Probanden 




Die Latenz und die Amplitude der EKP-Komponenten P50, N100 und P200 konnten für 
alle Probanden erfolgreich bestimmt werden. Die MEG-Messungen konnten für 17 von 18 
Probanden ausgewertet werden. Bei einer Probandin war die vor der Messung erfolgte 
Spulenlokalisationsdatei fehlerhaft und die Spulenlokalisation nach der Messung durch zu 
starkes Verrutschen nicht mehr möglich. Bei allen 17 ausgewerteten Probanden konnten 
die Latenz und MGFP der AEF-Komponenten P50, N100 und P200 bestimmt werden.  
Ein zuverlässiger Dipolfit mit Errechnung der Dipolstärke war für die P50 und N100 
ebenfalls bei allen Probanden möglich. Die Dipolstärke der P200 konnte jedoch nur bei 4 
Probanden in allen Blöcken sowie bei 4 weiteren in einzelnen Blöcken ermittelt werden. In 
den restlichen Fällen wies sie eine radiäre Feldstruktur auf, wodurch das für den Dipolfit 
notwendige zweite Maximum des magnetischen Feldes fehlte. Die Quellenrekonstruktion 
lokalisierte alle drei Komponenten in den oberen Schläfenlappen (Gyrus temporalis 
superior). Abb. 15 zeigt die Dipollokalisation der N100 einer Probandin unter der 
Bedingung "ISI 1800 ms".  
 
 




Die Deviation für die Tonpositionen 1-5 betrug durchschnittlich 16,93±10,82 % (P50: 
16,80±8,93 %, N100: 15,59±11,01 %, P200: 23,14±14,71 %).  
Die für jeden Probanden getrennte Mittelung seiner anatomisch individuellen x-, y- und z-
Koordinaten aller für ihn errechneten Dipole ist in Abb. 16 dargestellt. Durchschnittlich 
streuten diese probandenspezifischen x-, y- und z-Werte um ihren jeweiligen Mittelwert 
mit einer Standardabweichung von 4,2 mm. 
 
 
Abb. 16: Koordinaten (±1 SD) der Dipollokalisation der einzelnen Probanden 
 
 
Zwischen dem Ende der ersten und dem Beginn der zweiten Messung lagen im 
Durchschnitt 4:43 min (± 4:03 min); zwischen dem Ende der zweiten und dem Beginn der 
dritten Messung lagen im Durchschnitt 2:16 min (± 1:16 min).  
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4.1 Antwortabnahme bei verschiedenen Interstimulusintervallen 
Der für einen Probanden gemittelte Kurvenverlauf der MGFP eines Trains unter der 
Bedingung „ISI 600 ms“ ist in Abb. 17 dargestellt. Abb. 18 zeigt den für alle Probanden 








Abb. 18: Kurvenverlauf im EEG bei ISI 600 ms, für alle Probanden gemittelt 
 
 
Insgesamt zeigte die Varianzanalyse für alle drei Komponenten P50, N100 und P200 
signifikante Einflüsse von Tonposition und Interstimulusintervall auf die abhängigen 
Variablen MGFP, Dipolstärke und Spannung. Tab. 1 gibt einen Überblick über die 
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entsprechenden Ergebnisse einer mit allen Tonpositionen und allen ISI durchgeführten 
Varianzanalyse.  
 
Tab. 1: Varianzanalyse aller Tonpositionen und aller ISI 
    Tonposition (Ton 1-5) ISI (600, 1200, 1800 ms) 
    df F Signifikanz ε df F Signifikanz ε 
  P50 4, 64 48,493    p<0,001 0,422 2, 32 22,454    p<0,001   
MGFP N100 4, 64 132,928    p<0,001 0,467 2, 32 10,256    p<0,001   
  P200 4, 64 11,320     p<0,001 0,473 2, 32 9,957     p<0,001   
  P50 4, 64 9,936    p<0,001 0,523 2, 32 7,281    p<0,01   
Dipolstärke N100 4, 64 25,222    p<0,001 0,316 2, 32 11,494    p<0,001   
  P200 4, 12 4,460     p<0,05   2, 6 7,975     p<0,05   
  P50 4, 68 16,711    p<0,001 0,642 2, 34 22,566    p<0,001   
Spannung N100 4, 68 57,453    p<0,001 0,498 2, 34 23,447    p<0,001   
  P200 4, 68 8,426     p<0,01 0,300 2, 34 26,961     p<0,001 0,759 
 
 
Effekte des ISI auf die Latenz konnten nicht nachgewiesen werden, jedoch vereinzelt 
signifikante Einflüsse der Tonpositionen (siehe Abschnitt 4.1.4).  
 
4.1.1 Antwortstärke im MEG 
MGFP 
Für den Faktor Ton lieferten die paarweisen Vergleiche für alle Interstimulusintervalle 
einen signifikanten Abfall der MGFP vom ersten zum zweiten Ton [P50: p<0,001; N100: 
p<0,001; P200: p<0,005]. Eine weitere Antwortabnahme nach dem zweiten Ton konnte 
für keines der drei Interstimulusintervalle statistisch bestätigt werden. Abb. 19 zeigt für alle 
Komponenten und Interstimulusintervalle den Antwortverlauf über die Tonpositionen 1 




Abb. 19: Verlauf der MGFP innerhalb eines Trains 
 
 
Der durchschnittliche Wert der MGFP aller Probanden hing vom ISI ab. Je kürzer das ISI, 
desto kleiner die gemessene MGFP. Bei der getrennten Auswertung des ersten Tones sowie 
der Töne 2-5 zeigte sich, dass das ISI nur die Töne 2-5, nicht aber den ersten Ton 
signifikant bzgl. der Höhe der Reizantwort beeinflusst [P50: F(2,32) = 32,094; N100: 
F(2,32) = 13,601; P200: F(2,32) = 11,786; alle p<0,001]. Die Ergebnisse der hierzu 
durchgeführten paarweisen Vergleiche können der Tab. 2 entnommen werden. Das 
Verhalten der MGFP (± 1 SE) bei den verschiedenen ISI wird in Abb. 20 nochmals 
verdeutlicht. 
 
Tab. 2: paarweise Vergleiche der ISI für Ton 1 und Ton 2-5 (MGFP) 
Vergleich  mittlere Differenz Ton 1 [fT] mittlere Differenz Ton 2-5 [fT] 
  P50 N100 P200 P50 N100 P200 
600/1200 ms n.s. n.s. n.s. 59,207 87,028 75,718 
        p<0,001 p<0,05 p<0,005 
600/1800 ms n.s. n.s. n.s. 103,028 230,311 130,294 
        p<0,001 p<0,001 p<0,005 
1200/1800 ms n.s. n.s. n.s. 43,821 143,283 54,576 




Abb. 20: MGFP bei verschiedenen ISI 
 
 
Für die P50 sowie die P200 ergaben sich bei der gemeinsamen Auswertung der Töne 2-5 
signifikante Interaktionseffekte von ISI und Tonposition auf die MGFP (P50: F(8,128) = 
2,541, p<0,05; P200: F(8,128) = 3,116, p<0,05, ɛ = 0,548). Die hierzu durchgeführten 
paarweisen Vergleiche konnten jedoch kein Signifikanzniveau erreichen. 
 
Dipolstärke 
Analog zur MGFP ließ sich für alle Interstimulusintervalle eine signifikante Abnahme der 
Dipolstärke vom ersten zum zweiten Ton beobachten [P50: p<0,05; N100: p<0,001; P200: 
p<0,05]. Nach dem zweiten Ton wurde für kein Interstimulusintervall eine weitere 
signifikante Änderung der Dipolstärke eruiert. Abb. 4.1.2.a liefert einen Gesamtüberblick 




Abb. 21: Verlauf der Dipolstärke innerhalb eines Trains 
 
 
Die getrennte Auswertung des ersten Tones sowie der Töne 2-5 bezüglich des ISI-
Einflusses ergab für die N100 sowohl signifikante Unterschiede der Dipolstärke des ersten 
Tones allein [F(2,32) = 3,543, p<0,05] als auch der Töne 2-5 allein [F(2,32) = 12,986, 
p<0,001, ɛ = 0,732]. Für die P50 ergab die getrennte Auswertung lediglich signifikante 
Unterschiede der Töne 2-5 [F(2,32) = 4,261, p<0,05]. Die P200 zeigte in der getrennten 
Auswertung keinerlei signifikante Einflüsse des ISI mehr. Die Ergebnisse der paarweisen 
Vergleiche sind in Tab. 3 dargestellt. Abb. 22 veranschaulicht zusammenfassend für alle 
drei Komponenten den Einfluss des ISI auf die Dipolstärke (± 1 SE). Interaktionseffekte 
zwischen den Faktoren Ton und Block in der gemeinsamen Auswertung der Töne 2-5 
erreichten bei keiner Komponente Signifikanzniveau.  
 
Tab. 3: paarweise Vergleiche der ISI für Ton 1 und Ton 2-5 (Dipolstärke) 
 Vergleich mittlere Differenz Ton 1 [nAm] mittlere Differenz Ton 2-5 [nAm] 
  P50 N100 P200 P50 N100 P200 
600/1200 ms n.s. 21,176 n.s. 10,856 n.s. n.s. 
    p<0,05   p<0,05     
600/1800 ms n.s. 20,447 n.s. 12,108 19,331 n.s. 
    p<0,05   p<0,05 p<0,005   
1200/1800 ms n.s. n.s. n.s.   12,466 n.s. 




Abb. 22: Dipolstärke bei verschiedenen ISI 
 
 
4.1.2 Antwortstärke im EEG 
Bei allen drei Komponenten wurde für alle Interstimulusintervalle ein signifikanter Abfall 
der Spannung vom ersten zum zweiten Ton ohne weitere Veränderung nach dem zweiten 
Ton eruiert [P50: p<0,005; N100: p<0,001; P200: p<0,001]. Der Spannungsverlauf 




Abb. 23: Verlauf der Spannung innerhalb eines Trains 
 
 
Den ISI-Einfluss betreffend zeigte sich bei der getrennten Auswertung des ersten Tones 
sowie der Töne 2-5 - analog zur MGFP, dass das ISI nur die Töne 2-5, nicht aber den 
ersten Ton signifikant bzgl. der Höhe der Reizantwort beeinflusst [P50: F(2,34) = 24,612; 
N100: F(2,34) = 29,221; P200: F(2,34) = 43,307, ɛ = 0,681; alle p<0,001]. Die paarweisen 
Vergleiche der einzelnen ISI untereinander erreichten sämtlich ein Signifikanzniveau von 
mindestens p<0,01; die Ergebnisse sind in Tab. 4 nochmals aufgelistet. Eine grafische 
Übersicht liefert Abb. 24. Alle Block*Ton-Interaktionseffekte befanden sich in der 
gemeinsamen Auswertung der Töne 2-5 unterhalb des Signifikanzniveaus. 
 
Tab. 4: paarweise Vergleiche der ISI für Ton 1 und Ton 2-5 (Spannung) 
Vergleich  mittlere Differenz Ton 1 [µV] mittlere Differenz Ton 2-5 [µV] 
  P50 N100 P200 P50 N100 P200 
600/1200 ms n.s. n.s. n.s. 0,515 1,866 1,485 
        p<0,001 p<0,001 p<0,001 
600/1800 ms n.s. n.s. n.s. 0,919 3,092 3,083 
        p<0,001 p<0,001 p<0,001 
1200/1800 ms n.s. n.s. n.s. 0,404 1,226 1,597 




Abb. 24: Spannung bei verschiedenen ISI 
 
 
4.1.3 Antwortlatenz im MEG 
Signifikante Effekte der Tonposition auf die Latenz ergaben sich im MEG nur für die 
Komponenten P50 und P200 [P50: F(4,64) = 7,799, p<0,001; N100: F(4,64) = 2,125, 
n.s.; P200: F(4,64) = 3,575; p<0,05; ɛ = 0,595]. Die paarweisen Vergleiche lieferten eine 
signifikant kürzere Latenz der Töne 2 bzw. 3 bis 5 im Vergleich zum ersten Ton. Abb. 25 
zeigt die Verkürzung der Latenz innerhalb eines Trains für alle drei Komponenten sowie 
die in den paarweisen Vergleichen berechneten Signifikanzwerte. Ein Zusammenhang 




Abb. 25: Latenzverkürzung innerhalb eines Trains im MEG 
 
 
4.1.4 Antwortlatenz im EEG 
Die EEG-Ergebnisse lieferten für alle Komponenten signifikante Latenzverkürzungen vom 
ersten zum zweiten Ton des Trains [P50: F(4,68) = 4,926, p<0,05, ɛ = 0,431; N100: 
F(4,68) = 13,510, p<0,001; P200: F(4,68) = 14,032, p<0,001]. Der Kurvenverlauf der fünf 
Tonpositionen im EEG bei den verschiedenen Interstimulusintervallen ist in Abb. 26 
dargestellt.  
Die paarweisen Vergleiche der Tonpositionen untereinander zeigten eine signifikant 
längere Latenz des ersten Tones in Relation zu den Tonpositionen 2 bis 5 sowie eine 
weitere signifikante Verkürzung vom zweiten zum fünften Ton bei der P200. Abb. 27 
veranschaulicht nochmals die Verkürzung der Latenz innerhalb eines Trains für alle drei 
Komponenten; die jeweiligen Signifikanzwerte der paarweisen Vergleiche können hier 
ebenfalls entnommen werden. Auch hier ergab sich, analog zu den Ergebnissen im MEG, 








Abb. 27: Latenzverkürzung innerhalb eines Trains im EEG 
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4.2 Antwortabnahme im Versuchsverlauf 
4.2.1 Antwortabnahme innerhalb der Blöcke 
Eine signifikante Antwortabnahme innerhalb der Blöcke konnte nur für die Komponente 
N100 nachgewiesen werden. Der Faktor "Blockdrittel Ton 1" hatte einen Effekt auf 
MGFP [F(2,32) = 18,870, p<0,001], Dipolstärke [F(2,32) = 24,118, p<0,001, ɛ = 0,674] 
und Spannung [F(2,34) = 18,245, p<0,001]. Der Faktor "Blockdrittel Ton 2-5" hatte nur 
einen Effekt auf die Dipolstärke [F(2,32) = 10,317, p<0,001]. Die paarweisen Vergleiche 
der Blockdrittel untereinander erreichten für alle genannten Effekte Signifikanzniveau, wie 








Tab. 5: paarweise Vergleiche der Blockdrittel für Ton 1 und Ton 2-5 (N100) 
Vergleich  mittlere Differenz Ton 1 mittlere Differenz Ton 2-5 
  MGFP Dipolstärke Spannung MGFP Dipolstärke Spannung 
  [fT] [nAm] [µV] [fT] [nAm] [µV] 
1./2. Drittel 64,316 24,498 -1,030 n.s. 4,264 n.s. 
  p<0,05 p<0,001 p<0,001   p<0,05   
1./3. Drittel 149,707 36,790 -1,762 n.s. 9,607 n.s. 
  p<0,001 p<0,001 p<0,001   p<0,005   
2./3. Drittel 85,390 12,292 -0,732 n.s. 5,343 n.s. 
  p<0,005 p<0,005 p<0,05   p<0,05   
 
 
4.2.2 Antwortabnahme über den Gesamtversuch 
Über den Gesamtversuch fanden sich signifikante Antwortabnahmen der MGFP und der 
Spannung; der Faktor "Messung" hatte dabei sowohl auf Ton 1 als auch auf die Töne 2-5 
einen Effekt.  
Die MGFP des ersten Tones nahm bei allen Komponenten ab [P50: F(2,32) = 11,572, 
p<0,005, ɛ = 0,664; N100: F(2,32) = 29,232, p<0,001; P200: F(2,32) = 4,258, p<0,05]. 
Eine signifikante Abnahme der MGFP der Töne 2-5 ließ sich nur für die N100 [F(2,32) = 
7,986, p<0,005] sowie die P200 [F(2,32) = 3,527, p<0,05] finden. Alle Messung*Ton-
Interaktionseffekte befanden sich unterhalb des Signifikanzniveaus. 
Für das Antwortcharakteristikum Spannung ergab sich ebenfalls eine Antwortabnahme des 
ersten Tones für die N100 [F(2,34) = 18,738, p<0,001] und die P200 [F(2,34) = 10,861, 
p<0,001]. Bei der Auswertung der Töne 2-5 ließ sich lediglich eine signifikante 
Antwortabnahme der Komponente N100 finden [F(2,34) = 4,442, p<0,05]. Signifikante 
Messung*Ton-Interaktionseffekte zeigte die gemeinsame Auswertung der Töne 1-5 für die 
N100 [F(8,136) = 2,139, p<0,05] und P200 [F(8,136) = 3,682, p<0,01]. 
Eine Zusammenstellung der in diesem Zusammenhang gefundenen Signifikanzen der 
paarweisen Vergleiche ist Tab. 6 und Tab. 7 zu entnehmen. Abb. 29 zeigt diese Ergebnisse 












Tab. 6: paarweise Vergleiche der Messungen für Ton 1 und Ton 2-5 (MGFP) 
Vergleich mittlere Differenz Ton 1 [fT] mittlere Differenz Ton 2-5 [fT] 
  P50 N100 P200 P50 N100 P200 
1./2. Messung n.s. 162,111 n.s. n.s. 140,312 n.s. 
    p<0,001     p<0,05 
1./3. Messung 63,918 261,613 66,316 n.s. 191,131 82,050 
  p<0,001 p<0,001 p<0,01   p<0,005 p<0,05 
2./3. Messung 49,435 99,503 n.s. n.s. n.s. n.s. 
  p<0,001 p<0,005         
 
 
Tab. 7: paarweise Vergleiche der Messungen für Ton 1 und Ton 2-5 (Spannung) 
Vergleich mittlere Differenz Ton 1 [µV] mittlere Differenz Ton 2-5 [µV] 
  P50 N100 P200 P50 N100 P200 
1./2. Messung n.s. 1,171 2,555 n.s. 1,466 n.s. 
    p<0,01 p<0,005   p<0,05   
1./3. Messung n.s. 2,574 2,680 n.s. 1,611 n.s. 
    p<0,001 p<0,005   p<0,05   
2./3. Messung n.s. 1,403 n.s. n.s. n.s. n.s. 





Eine Abhängigkeit der kurzfristigen Antwortabnahme innerhalb der Reizkette vom 
Interstimulusintervall konnte in der vorliegenden Untersuchung nicht aufgezeigt werden. 
Die erste Hypothese, dass im Gegensatz zu kleineren bei größeren ISI eine weitere 
Antwortabnahme nach dem 2. Ton stattfindet, wurde somit nicht bestätigt. Alle 
ausgewerteten Parameter (MGFP, Dipolstärke, Spannung) zeigten einen signifikanten 
Abfall der Signalstärke vom ersten zum zweiten Ton, jedoch keine weitere 
Antwortabnahme zwischen zweitem und fünftem Ton. 
Dass die Reizantwortstärke akustisch evozierter Komponenten bei der Gabe von 
Stimulusketten vom Interstimulusintervall abhängt, wie in Hypothese zwei formuliert, 
wurde in der vorliegenden Untersuchung  bestätigt. Bei kürzeren ISI fällt die Reizantwort 
geringer aus als bei längeren. In Antwort auf die Töne 2-5 zeigten alle Komponenten (P50, 
N100, P200) geringere Signalstärken der MGFP, Dipolstärke und Spannung bei kleinerem 
ISI. Diese Unterschiede erreichten für MGFP und Spannung sämtlich Signifikanzniveau. 
Bei der Auswertung der Dipolstärke wurde ein Signifikanzniveau nur für einzelne 
Komponenten und Bedingungen nachgewiesen.  
Dass die Antwortstärke mit fortgeschrittener Versuchszeit auch unabhängig vom ISI 
abnimmt, wie in Hypothese 3 formuliert, konnte anhand der vorliegenden Untersuchung 
ebenfalls bestätigt werden. Die N100 wies innerhalb der Blöcke einen signifikanten Abfall 
der Antwortstärke des ersten Tones der Reizkette auf. Über den Gesamtversuch konnte 
eine signifikante Antwortabnahme einzelner Komponenten der Parameter MGFP und 
Spannung nachgewiesen werden.  
Im Folgenden sollen zunächst die Hauptbefunde und im Anschluss die Methoden der 




5.1.1 Antwortstärkeverlauf innerhalb der Trains 
In Hypothese 1 wurde angenommen, dass die Antwortabnahme akustisch evozierter 
Potentiale und Felder bei kurzen ISI eher durch Refraktärzeiteffekte, bei langen ISI eher 
durch Habituationseffekte charakterisiert wird. Es wurde daher erwartet, dass die 
Antwortstärke bei kurzen ISI nach dem zweiten Ton der Kette konstant bleibt, bei langen 
ISI weiter abnimmt. 
Der verhaltensbiologische Prozess der Habituation gilt als einfachste Form des Lernens, bei 
der sich ein Organismus an unbedeutende Reize gewöhnt, so dass diese ignoriert werden 
können. Die von Thompson und Spencer (1966) aufgestellten Definitionskriterien 
verlangen unter anderem, dass wiederholte Stimulation zu kontinuierlicher 
Antwortabnahme, also einem asymptotischen Antwortstärkeverlauf innerhalb der Trains, 
führt. Diese Bedingung war in den hier gezeigten Daten jedoch nicht  erfüllt.  
In der vorliegenden Arbeit wurde ein signifikanter Abfall der Signalstärke bei allen 
ausgewerteten Parametern (MGFP, Dipolstärke, Spannung) und allen Komponenten 
lediglich vom ersten zum zweiten Ton eines Trains beobachtet – ganz gleich, wie groß das 
Interstimulusintervall war. Damit unterstützen die vorliegenden Befunde die These Ritters 
et al. (1968), wonach es sich bei der beobachteten Antwortabnahme bei allen verwendeten 
ISI eher um Refraktärzeiteffekte als um wirkliche Habituation handele. Sind die Intervalle 
zwischen zwei Stimuli zu kurz, kann sich die neurale Aktivität nicht vollständig erholen 
und die Reizantwort auf den zweiten Stimulus fällt geringer aus. Wie stark die Antwort 
abnimmt, hängt dabei allein vom Intervall zwischen den beiden Stimuli ab; eine 
fortgesetzte Antwortabnahme durch wiederholte Stimulation findet nicht statt. Ab dem 
zweiten Ton einer Kette befindet sich die Antwortstärke also auf einem Plateau.  
Beim Studium der Literatur lässt sich eine ganze Reihe von Arbeiten finden, die bei der 
P50, der N100 oder der P200 ebenfalls keine fortgesetzte Antwortabnahme nach dem 
zweiten Ton feststellen konnten (EEG: Bourbon et al. 1987, Barry et al. 1992, Soininen et 
al. 1995, Budd et al. 1998, Rosburg et al. 2004, 2006, Määttä 2005, MEG: Lammertmann 
et al. 2001, Rosburg 2004, Kuriki et al. 2007). Eine der bisher umfassendsten Arbeiten zur 
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Antwortabnahme der N100 stammt von Budd et al. (1998). Die Autoren postulierten, dass 
Habituation nur dann wahrscheinlich sei, wenn sie nicht durch das ISI allein bestimmt 
werde, sondern auch durch andere Effekte wie z.B. fortgesetzte Antwortabnahme nach dem 
zweiten Stimulus, Langzeithabituation auch bei großen ISI (>10s), Dishabituation und 
Habituation von Dishabituation. Unter Verwendung einer Kette aus sieben Tönen, von 
denen sich der sechste in der Frequenz unterschied, konnten sie weder bei 1, noch bei 3 
oder 10 s ISI einen asymptotischen Antwortstärkeverlauf nachweisen. Eine langfristige 
Antwortabnahme bei 10s ISI konnte ebenfalls nicht festgestellt werden. Auch zeigte der 
siebte Ton der Kette keine größere Antwortstärke als der fünfte, was gegen das 
Vorhandensein von Dishabituation spricht. Dass die N100 nicht dishabituiere, berichteten 
zuvor auch schon Ritter et al. (1968) sowie Barry et al. (1993). 
Einige Autoren berichten jedoch auch über einen Antwortabfall der P50, N100 oder P200, 
der bis zum dritten oder vierten Ton der Kette anhalte (EEG: Woods und Elmasian 1986, 
Sambeth et al. 2004, MEG: Sörös et al. 2001). Allerdings sind diese Studien aufgrund 
großer methodischer Unterschiede nur begrenzt mit der vorliegenden Untersuchung sowie 
den Arbeiten der erstgenannten Autorengruppe vergleichbar. Woods und Elmasian (1986) 
sowie Sambeth et al. (2004) arbeiteten mit einer sehr langen Stimulusdauer von 300 bzw. 
1000 ms, was zum Entstehen sogenannter Sustained Potentials / Fields führt, die sich dann 
mit den anderen EKP-Komponenten überlagern können. Sörös et al. (2001) benutzten 
hingegen extrem kurze Interstimulusintervalle von nur 200 ms; auch hier muss mit starken 
Überlagerungseffekten gerechnet werden. Hinzu kommt, dass alle drei Arbeiten mit 
randomisierten, teils sehr großen ISI und/oder ITI arbeiteten. In der vorliegenden Arbeit 
sowie auch in den Arbeiten der erstgenannten Autorengruppe hingegen wurden sowohl ISI 
als auch ITI innerhalb eines Settings stets konstant gehalten. Durch diese unterschiedlichen 
Studiendesigns könnten die einzelnen Subkomponenten der P50, N100 und P200 
verschieden stark angesprochen werden, was zu abweichenden Ergebnissen führt. Näätänen 
(1990, 1992) vermutete zum Beispiel, dass der erste Ton einer Kette vor allem die 
Subkomponente 3 der N100 aktiviere, während die folgenden Töne durch deren 
Abwesenheit sowie der Refraktärzeiteffekte der Subkomponente 1 geprägt seien. Sable et al. 
(2004) diskutierten darüber hinaus das Inkrafttreten inhibitorischer Prozesse, deren 
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Etablierung einige Zeit in Anspruch nimmt, was trotz des Vorhandenseins von 
Refraktärzeiteffekten eine fortschreitende Antwortabnahme innerhalb der Kette zur Folge 
hat.  
Dass sich Kurzzeithabituationseffekte unter Verwendung kleinerer oder größerer 
Interstimulusintervalle nachweisen lassen, ist unwahrscheinlich. Die in der Studie 
verwendeten ISI von 600, 1200 und 1800ms erfassen eine relativ große Spanne der 
Antwortabnahme. Während sich bei 1800ms ISI die Antwortstärke nach dem ersten Ton 
auf einem Plateau von ca. 80% des Ausgangswertes befindet, verminderte sie sich bei 
600ms ISI auf ein Plateau von ca. 40%. Trotz dieser großen Unterschiede des 
Antwortstärkeabfalls ist es jedoch auf keinem Niveau des Plateaus gelungen, 
Habituationseffekte nachzuweisen. 
Sowohl die vorliegenden Ergebnisse als auch ein Großteil der durchgesehenen Literatur 
deuten also darauf hin, dass die durch wiederholte Stimulation beobachtbare 
Antwortabnahme im akustischen System durch Refraktärzeiteffekte zustande kommt und 
Habituation als verhaltensbiologischer Lernprozess bei dieser Art der Antwortabnahme 
keine oder nur eine untergeordnete Rolle spielt.  
Diese Erkenntnis stellt wiederum grundlegende methodische Vorgehensweisen in der 
Forschung mit akustisch evozierten Potentialen in Frage. An dieser Stelle wären z.B. 
sogenannte Sensory Gating-Experimente zu nennen, welche die neurophysiologische 
Filterung sensorischen Inputs auf elektrophysiologischer Ebene erfassen. Sie kommen vor 
allem in der psychiatrischen Forschung zur Anwendung, da für verschiedene Erkrankungen 
wie Schizophrenie, Morbus Alzheimer oder die bipolare Störung gezeigt werden konnte, 
dass entsprechende Patienten ein Defizit im Sensory Gating der Komponente P50 
aufweisen (Freedman et al. 1983, Baker et al. 1990, Jessen et al. 2001). Klassischerweise 
wird hier ein Doppelklick-Reiz wiederholt dargeboten, wobei das Interstimulusintervall in 
der Regel um die 500 ms beträgt, das Intervall zwischen den Doppelklickreizen meist 
zwischen 8 und 12 s. Der Antwortabfall der P50 vom ersten zum zweiten Ton, auch P50-
Ratio genannt, gilt dabei als Maß für die Fähigkeit des ZNS, mittels inhibitorischer 
Mechanismen wiederholte sensorische Information zu filtern. Dieses experimentelle Setting 
bringt jedoch  methodische Probleme mit sich. Aufgrund der starken Antwortabnahme von 
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S1 zu S2, weisen die Reizantworten auf den zweiten Reiz ein schlechtes Signal-Rausch-
Verhältnis (signal to noise ratio – SNR) auf. Dies trifft insbesondere auf die P50 zu. Durch 
die langen Abstände zwischen den Doppelklickreizen ist hingegen die Anzahl der Trials 
begrenzt, wenn man den Versuch in einem für Patienten zumutbaren Zeitrahmen halten 
möchte. Dies führt dazu, dass das schlechte SNR der zweiten Reizantwort nur sehr bedingt 
durch eine erhöhte Mittelungszahl verbessert werden kann. Die Dauer dieser Messungen ist 
zeitlich auch deswegen zu begrenzen, weil es durch das sehr monotone Paradigma zu einem 
deutlichen Abfall der Vigilanz kommen kann.  
Unter der Annahme, dass die hier erfassbare Antwortabnahme nicht auf 
Kurzzeithabituation sondern auf Refraktärzeiteffekten beruht, ergeben sich ganz neue 
Möglichkeiten des experimentellen Designs. Der Begriff des „Sensory Gating“ wäre 
gleichzusetzen mit dem Begriff „Sensory Refractoriness“. Lange Pausen zwischen den 
Doppelklickreizen erübrigen sich, da Refraktärzeiteffekte keine Spontanerholung zeigen, 
sondern einzig und allein durch das Intervall zum vorangegangenen Stimulus bestimmt 
sind. Man könnte also zu einem Paradigma mit fortlaufender Stimulation übergehen, die 
mit randomisiert wechselnden ISI arbeitet. So minimiert man Langzeithabituationseffekte 
und erhält für jedes ISI eine spezifische P50-Ratio, deren Wert zwischen Patienten und 
gesunden Probanden verglichen werden könnte. Die Datengüte sollte durch dieses Setting 
wesentlich besser sein, denn man könnte bei einem solchen Setting bei kürzeren ISI 
häufiger mitteln, ohne gleichzeitig auch die Mittelungszahl für längere ISI erhöhen zu 
müssen. Letzteres ist im klassischen Doppelklickexperiment zwangsläufig der Fall. Das 
Paradigma wäre zudem auch etwas abwechslungsreicher, so dass der Abfall der Vigilanz 
geringer ausfallen sollte.  
Auch die Latenz der Töne innerhalb der Trains hat sich in der vorliegenden Untersuchung 
signifikant verändert. Die EEG-Ergebnisse lieferten für die N100 und P200 signifikant 
längere Latenzen des ersten Tones gegenüber den Tönen 2 bis 5. Diese Beobachtung wird 
durch die vorhandene Literatur größtenteils bestätigt (N100: Bourbon et al. 1987, Rosburg 
et al. 2006, Määttä et al. 2005, P200: Fruhstorfer et al. 1970, Bourbon et al. 1987). 
Rosburg et al. (2004) berichten für die intrakraniell gemessene N100 konstante Latenzen 
innerhalb der Trains. Dies ist möglicherweise darauf zurückzuführen, dass bei den 
73 
intrakraniellen Ableitungen die Antwort von relativ spezifischen Neuronenpopulationen 
aufgezeichnet wird. Bei der P50 war in der vorliegenden Arbeit nur die Latenz des zweiten 
Tones signifikant kürzer als die des ersten; für die Töne 3 bis 5 wurde das 
Signifikanzniveau nicht erreicht. Alle gesichteten Studien berichten über konstante 
Latenzzeiten der P50 innerhalb der Trains (Fruhstorfer et al. 1970, Rosburg et al. 2004, 
Rosburg et al. 2006). 
Im MEG ergaben sich in vorliegender Untersuchung signifikante Änderungen der Latenz 
innerhalb der Trains nur für die Komponenten P50 und P200; sie stellten sich, ebenso wie 
im EEG, als Latenzverkürzung dar. Die vorhandene Literatur liefert allerdings nur 
Aufschluss über Latenzveränderungen der Komponente N100. Diese Ergebnisse erwecken 
den Anschein, als sei deren Auftreten ISI-abhängig. Während Sörös et al. (2001) bei ISI 
von 200ms über Latenzverlängerung berichten, gaben Lammertmann et al. (2001) bei ISI 
von 500 ms keine Latenzveränderungen an und Rosburg (2004) beschreibt bei ISI von 
1000 ms eine Latenzverkürzung. 
 
5.1.2 Reizantwort in Abhängigkeit vom ISI 
Um den Zusammenhang zwischen Tonabstand und Antwortstärke näher zu 
charakterisieren, wurde in der vorhandenen Untersuchung das ISI systematisch zwischen 
600 ms, 1200 ms und 1800 ms variiert. Alle 3 Komponenten zeigten sowohl im MEG als 
auch im EEG geringere Signalstärken bei kleinerem ISI. Einzig für die P200 konnte kein 
signifikanter Einfluss des ISI auf die Dipol-Antwortstärke eruiert werden, was 
wahrscheinlich in der geringen Zahl der auswertbaren Fälle (4) begründet liegt. Auch die 
aktuelle sowie ältere Literatur berichtet über ansteigende Amplituden der P50, N100 oder 
P200 bei Vergrößerung des ISI (EEG: Davis et al. 1966, Hari et al. 1982, Erwin und 
Buchwald 1986b, Cardenas et al. 1997, Tucker et al. 2002, Rosburg et al. 2006, Ermutlu 
et al. 2007, Sussman et al. 2008, MEG: Hari et al. 1982, Lü et al. 1992, Sams et al. 1993, 
Imada et al. 1997, Onitsuka et al. 2000, 2003). Einzig bei der P50 berichten einige 
Autoren, keinen Zusammenhang zwischen ISI und Amplitude gefunden zu haben, v.a. 
nicht bei ISI über 500 ms (EEG: Onitsuka et al. 2000, Dolu et al. 2001, MEG: Imada et 
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al. 1997). Dolu et al. (2001) schlossen daraus, dass die für das Stimulusgating 
verantwortlichen Mechanismen größtenteils bis 500 ms nach Stimulusonset aktiviert sind, 
danach andere, unklare Gatingmechanismen in Kraft treten, die weiterer Untersuchung 
bedürfen.  
Interessant ist auch, dass die Dipolstärke der N100m des ersten Tones einer Kette in der 
vorliegenden Untersuchung bei 600 ms ISI signifikant kleiner ist als bei 1200 oder 1800 
ms ISI. Dies könnte ein Hinweis darauf sein, dass das Intertrain-Intervall (ITI) von 6 
Sekunden zu kurz war und gerade bei kleinen ISI zu viele Reize pro Zeiteinheit verabreicht 
werden. Dies verhindert eine vollständige Erholung der neuronalen Aktivität, ganz gleich 
ob es sich dabei um Refraktärzeit- oder Habituationseffekte handelt. In Folge könnte sich 
beim ersten Ton der 600-ms-ISI-Trains die Quellenaktivität verändert haben, z.B. im 
Sinne einer anderen Subkomponenten-Zusammensetzung der N100m, was zu einer 
geringeren gemessenen Dipolstärke führte. Obwohl Näätänen und Picton (1987) als 
Refraktärperiode der N100 zwischen 10 und 20 Sekunden veranschlagen, wird in den 
meisten Studien ein ITI benutzt, welches in der Regel mit 2000 und 8000 ms deutlich 
darunter liegt (Woods und Elmasian 1986, Barry et al. 1992, Sörös et al. 2001, 
Lammertmann et al. 2001, Rosburg 2004, Rosburg et al. 2004). Einzig Bourbon et al. 
(1987) und Budd et al. (1998) benutzten ITI von 30 bzw. 20 Sekunden Länge. Es liegt 
jedoch nahe, bezüglich der Wahl des ITI einen Kompromiss zwischen möglichst großer 
Reizantwort und möglichst kurzer Messdauer mit möglichst vielen Trains einzugehen.  
Hinweise auf Interstimulusintervall-abhängige Veränderungen der Latenzzeit fanden sich in 
der vorliegenden Untersuchung weder für die elektrischen noch für die magnetischen 
Komponenten. Bei Durchsicht der diesbezüglichen Literatur sind die Ergebnisse heterogen. 
Die meisten Autoren berichten, hinsichtlich der P50, der N100 sowie der P200 keine 
Zusammenhänge zwischen ISI und Latenz gefunden zu haben (EEG: Tucker et al. 2002, 
Sussman et al. 2008, MEG: Hari et al. 1982, Imada et al. 1997). Für die P50 geben einige 
Autoren Latenzverkürzung bei ISI-Steigerung an (EEG: Sussman et al. 2008, MEG: 
Onitsuka et al. 2000, 2003), andere beschreiben eine Latenzverlängerung der N100 (EEG: 
Hari et al. 1982) oder der P200 (EEG: Sussman et al. 2008).  
 
75 
5.1.3 Habituation im Versuchsverlauf 
Die Ergebnisse der vorliegenden Untersuchung zeigen, dass es über den Versuchsverlauf zu 
deutlicher Antwortabnahme der akustisch evozierten Komponenten kommt. Diese zeigte 
sich teilweise sogar schon innerhalb eines einzelnen Versuchsblockes. 
Innerhalb der Blöcke wurde für den jeweils ersten Ton der Kette eine signifikante 
Reduktion der MGFP, Dipolstärke und Spannung der Komponente N100 beobachtet.  
Dies deckt sich mit den Ergebnissen Rosburgs et al. (2002), die ebenfalls über eine 
signifikante Abnahme der MGFP und der Dipolstärke der N100 innerhalb eines Blockes 
berichteten. Überraschenderweise zeigte in der vorliegenden Untersuchung auch die 
Dipolstärke der Töne 2 bis 5 eine signifikante Signalstärkeabnahme innerhalb der Blöcke. 
Diese wird im Sinne einer durch Langzeithabituation veränderten Quellenaktivität 
interpretiert.  
Langzeithabituationseffekte über den gesamten Versuchsverlauf konnten in der 
vorliegenden Untersuchung sowohl für die MGFP als auch für die Spannung gezeigt 
werden. Bei visueller Inspektion lassen alle Komponenten eine Reduktion ihrer Signalstärke 
zwischen erster und dritter Messung erkennen; dies gilt sowohl für den ersten Ton als auch 
für die Töne 2 bis 5. Allerdings erreichte die Abnahme der N100 in allen Bedingungen 
Signifikanzniveau. Diese Langzeithabituation der N100 wurde bereits von anderen Autoren 
sowohl im EEG (Woods und Elmasian 1986) als auch im MEG (Rosburg et al. 2000, 
2002) beschrieben. Sambeth et al. (2004) registrierten dagegen in ihren Versuchen keine 
Veränderungen der Amplitude zwischen dem ersten und letzten Block einer Messung. 
Allerdings waren in deren Experiment die Intervalle zwischen den Blöcken länger als die 
ohnehin schon sehr kurzen Blöcke selbst (300 s vs. ca. 210 s), so dass mit einem sehr hohen 




5.2 Methodenkritik und Limitationen der Studie 
5.2.1 Stimulation am rechten Ohr und Hemisphärenasymmetrie 
Es gibt eine Reihe von Studien, die zeigen konnten, dass sich die beiden 
Großhirnhemisphären bezüglich der Verarbeitung akustischer Reizinformation 
unterscheiden. Eine solche Hemisphärenasymmetrie bei der Sprachverarbeitung wurde 
erstmals vom französischen Chirurgen und Anthropologen Paul Broca (1861) vermutet 
und konnte später experimentell bestätigt werden ((EEG: Morrell und Salamy 1971, MEG: 
Gootjes et al. 1999). Für die Gabe tonaler Stimuli konnte in mehreren PET- sowie fMRT-
Studien gezeigt werden, dass zeitliche Variationen eher in den linken, spektrale Variationen 
eher in den rechten akustischen Kortex lateralisieren (Belin et al. 1998, Zatorre und Belin 
2001, Jamison et al. 2006).  
Trotz dieser sehr deutlichen Hemisphärenasymmetrie bei der Verarbeitung tonaler bzw. 
sprachlicher Reize ist es bisher nicht gelungen, auch eine Asymmetrie bei deren 
Antwortabnahme nachzuweisen. Sörös et al. (2000) untersuchten acht Rechtshänder im 
MEG mit einem entsprechenden Paradigma und konnten weder für die MGFP noch für 
die Dipolstärke statistisch signifikante Unterschiede der Antwortabnahme zwischen beiden 
Hemisphären feststellen. Beim Vergleich der Antwortabnahme von Tönen und Vokalen 
zeigte sich in einer späteren Studie, dass die Antwort bei wiederholter Tongabe in beiden 
Hemisphären abnimmt, bei wiederholter Gabe von Vokalen jedoch in der linken 
Hemisphäre signifikant stärker erhalten bleibt als in der rechten (Teismann et al. 2004). 
Zusammenfassend ergibt sich damit für die vorliegende Untersuchung, dass die Seite der 
Stimulation und MEG-Aufzeichnung bei Experimenten zur Antwortabnahme keine 
entscheidende Rolle zu spielen scheint. Ein signifikanter Einfluss des Stimulations- und 
Aufzeichnungsortes auf die Ergebnisse scheint daher in der vorliegenden Untersuchung 
unwahrscheinlich; alle Probanden wurden am rechten Ohr stimuliert und alle MEG-
Aufzeichnungen fanden über der linken Hemisphäre statt.  
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5.2.2 Evozierbarkeit der Komponenten im MEG und EEG 
In der vorliegenden Arbeit ist es gelungen, alle zu untersuchenden akustisch evozierten 
Komponenten sowohl im MEG als auch im EEG aufzuzeichnen. Die beste Datengüte 
erreichte dabei die N100, deren Felder und Potentiale sich bei allen Probanden ohne 
größere Schwierigkeiten bestimmen ließen. Die P50 ließ sich mittels der Peak-Picking-
Methode nicht immer eindeutig im EEG definieren, konnte jedoch nach Auswertung des 
MEG auch bei allen Probanden bestimmt werden. Probleme bereitete das Auffinden des 
Feldes der P200m. Nur bei 4 von 18 Probanden konnte ein dipolares Feld der 
Komponente in allen Versuchsbedingungen nachgewiesen werden, anhand dessen ein 
Dipolfit erfolgen konnte. Weitere 4 Probanden wiesen ein gutes, für die Durchführung 
eines Dipolfits geeignetes dipolares Feld in einem Teil der Versuchsbedingungen auf. Bei 
den restlichen 10 Probanden war das evozierte Feld entweder zu klein oder nicht dipolar, 
d.h. eines der beiden Maxima befand sich außerhalb des erfassten bzw. erfassbaren 
Bereiches. In beiden Fällen ist ein verlässlicher Dipolfit ist nicht möglich.  
Über die Zuverlässigkeit der P200m existieren widersprüchliche Literaturangaben. 
Während einige Autoren über keinerlei Schwierigkeiten berichten, die P200m in normalen 
Individuen zu beobachten (Hoke et al. 1989, Paetau et al. 1995, Siedenberg et al. 1996, 
Tiitinen et al. 1999, Hoshiyama et al. 2007), beschrieben Hari et al. (1982) kleine sowie 
Jacobson et al. (1992) häufig gar nicht vorhandene Felder. Letztere berichteten über eine 
Abwesenheit der P200m nach Stimulation am linken Ohr in 36 bis 56% der Fälle, nach 
Stimulation am rechten Ohr nur in 20% der Fälle. Interessanterweise konnten sie jedoch 
bei allen Probanden, die keine P200m aufwiesen, eine P200 nachweisen. Sie stellten damals 
3 mögliche Hypothesen auf, die die Schwierigkeiten beim Evozieren der P200m erklären 
könnten. Zum einen vermuteten sie radiale Quellen und damit zur Schädeloberfläche 
tangentiale Felder, die sich dem MEG entziehen. Des Weiteren führten sie eventuell 
vorhandene multiple, weit verteilte Quellen an, deren magnetische Felder so übereinander 
liegen, dass sie sich gegenseitig auslöschen. Zuletzt mutmaßten sie eine Auslöschung der 
P200m durch Überlagerung mit dem sogenannten "Sustained Field", dem magnetischen 
Korrelat einer im EEG negativen Komponente ("Sustained Potential"), die u.a. bei 
erhöhter Aufmerksamkeit/Wachsamkeit auftritt - sie hatten ihre Probanden instruiert, die 
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verabreichten Stimuli zu zählen, um eine aufmerksame Versuchsteilnahme zu erreichen. 
Diese dritte Hypothese erscheint als Erklärung für die schwierige Evozierbarkeit der P200m 
in der vorliegenden Arbeit ungeeignet, da die Probanden instruiert worden waren, die 
Stimuli zu ignorieren. Bezüglich der ersten beiden Hypothesen herrscht auch nach dem 
Stand der derzeitigen Literatur noch Unklarheit. Godey et al. (2001) beschrieben bei 
gleichzeitiger Verwendung von intrazerebralen Elektroden und MEG die Lokalisation der 
P200/P200m mitunter in verschiedenen Regionen, womit auch multiple Generatoren in 
Frage kämen. Shahin et al. (2007) identifizierten in den Gyri gelegene tangentiale sowie in 
den Sulci gelegene radiale Quellen als P200m-Generatoren. Unter gleichzeitiger 
Aufzeichnung eines EEG stellten sie fest, dass sich gerade die radialen Quellen der MEG-
Aufzeichnung entziehen und vorzugsweise im EEG darstellbar sind. Dies erscheint auch 
logisch, da nur tangential zur Kopfoberfläche gelegene Dipole über dieser ein dipolares Feld 
erzeugen, welches die Voraussetzung für den Dipolfit ist. Für die vorliegende 
Untersuchung ergeben sich nun zwei mögliche Erklärungen, warum ein großer Anteil von 
Probanden keine verwertbare P200m aufwies. Zum einen wäre es möglich, dass die 
Entfernung der Dipolmaxima bei manchen Probanden so hoch war, dass sie sich nicht 
beide gleichzeitig im Messfeld des Kryostaten befinden konnten. Zum anderen sollte im 
zugrundeliegenden Probandenkollektiv ein zufällig hohes Auftreten „ungeeigneter 
Probanden“ mit vorwiegend radialem P200m-Feld in Betracht gezogen werden. 
 
5.2.3 Einfluss von Aufmerksamkeit und Vigilanz 
Paradigmen zur Untersuchung der Antwortabnahme sind durch die vielen Wiederholungen 
gleichartiger Reize in der Regel sehr monoton, so dass davon ausgegangen werden muss, 
dass Aufmerksamkeit und Vigilanz im Laufe des Experimentes deutlich abnehmen. 
Für die P50 zeigten einige Arbeiten eine verminderte Antwortabnahme bei erhöhter 
Aufmerksamkeit (Woldorff und Hillyard 1991, Guterman et al. 1992), andere wiederum 
konnten keinen Zusammenhang feststellen (Waldo und Freedman 1986, Jerger et al. 1992, 
White und Yee 1997). Die Vigilanz hat Cardenas et al. (1997) zufolge keinen Einfluss auf 
die Antwortabnahme der P50. Für die N100 berichten Kisley et al. (2001) hingegen über 
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signifikant geringere Habituationsraten während des REM- und Non-REM-Schlafes im 
Vergleich zum Wachzustand. Wird die N100 ignorierter von der N100 aufmerksam 
verfolgter Stimuli subtrahiert, so befindet sich die erhaltene Welle immer noch im 
negativen Bereich. Diese Differenz wurde von Näätänen et al. (1978) Processing Negativity 
(PN) genannt. Es wird diskutiert, dass es sich hier um eine von der N100 getrennte, diese 
überlagernde Komponente handelt (Hansen und Hillyard 1980, Parasuraman 1980, 
Michie et al. 1990, García-Larrea et al. 1992, Campbell und Colrain 2002, Muller-Gass 
und Campbell 2002, Salmi et al. 2007). Ergebnisse aus der Schlafforschung lassen 
vermuten, dass das Verschwinden der PN während des Einschlafens für die hier 
beobachtete Amplitudenzunahme der P50 und der P200 sowie Amplitudenabnahme der 
N100 verantwortlich ist (de Lugt et al. 1996, Campbell und Colrain 2002, White und Yee 
2006, Salmi et al. 2007). Es kann natürlich nicht ausgeschlossen werden, dass auch in der 
vorliegenden Untersuchung sowohl die Amplituden als auch mit ihnen die 
Habituationsraten der einzelnen Komponenten durch die während des Versuches 
abnehmende Vigilanz beeinflusst wurde. Diesem könnte nur durch eine Verkürzung der 
Versuchsdauer entgegengewirkt werden, was jedoch mit einer geringeren Mittelungszahl an 
Trains einhergehen würde, die sich ebenfalls negativ auf die Datenqualität auswirkt.  
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6 Abschließende Betrachtung und Schlussfolgerungen 
Die vorliegende Arbeit hatte zum Ziel, die kurzfristige Antwortabnahme der 
Reizantwortstärke bei wiederholter akustischer Stimulation in Abhängigkeit vom 
Interstimulusintervall zu untersuchen. Es stellte sich heraus, dass ein Antwortabfall 
unabhängig vom Interstimulusintervall nur vom ersten zum zweiten Ton einer Reizkette 
stattfindet und sich die Reizantwortstärke danach nicht weiter verringert. Dies kann 
dahingehend interpretiert werden, dass es sich bei der kurzfristigen Antwortabnahme im 
akustischen System nicht um einen Prozess der Habituation, sondern um 
Refraktärzeiteffekte handelt. Bei den verwendeten Interstimulusintervallen fiel die 
Antwortstärke nach dem ersten Ton auf ein Plateau zwischen etwa 40 und 80% des 
Ausgangswertes ab, d.h. die mittlere Spanne der Antwortabnahme wurde durch das 
Experiment gut abgedeckt. Das Auftreten von Habituation bei Interstimulusintervallen 
<600 ms oder >1800 ms kann natürlich nicht völlig ausgeschlossen werden, erscheint 
angesichts der vorliegenden Daten jedoch nicht wahrscheinlich, da sich auch auf 
Trendniveau kein Hinweis auf eine asymptotische Abnahme finden ließ.  
Die magnetoenzephalographischen Messungen erforderten eine lange Vorbereitungszeit 
und Messdauer für jeden einzelnen Probanden sowie eine aufwändige Auswertung der 
Daten. Dadurch war die Probandenzahl limitiert. Dies wirkte sich vor allem auf die 
Datengüte der Dipolstärke aus, besonders bei der Komponente P200. Aussagen zum 
räumlichen Verlauf der Aktivität im auditorischen Kortex während eines Trains konnten 
nicht getroffen werden. Zur Untersuchung dieser Frage wären weitere Studien notwendig. 
Hier könnte dann auch untersucht werden, inwieweit sich die einzelnen Subkomponenten 
der P50, der N100 und der P200 bezüglich ihres Antwortabnahmeverlaufes unterscheiden. 
Um verlässlichere Daten zur P200 im MEG zu erhalten, wäre es eventuell sinnvoll, 
Probanden vor Einschluss in eine entsprechende Studie zunächst auf das Vorliegen einer 
magnetoenzephalographisch messbaren P200 zu überprüfen.  
Bei der Untersuchung reizverarbeitender Prozesse des ZNS spielt die Antwortabnahme eine 
bedeutende Rolle. Einerseits soll verstanden werden, wie es dem menschlichen Gehirn 
gelingt, aus der Fülle permanent vorhandener Umwelteindrücke mittels präattentiver 
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Filterung dem Bewusstsein nur bedeutende Informationen zugänglich zu machen. 
Andererseits ist das gezielte Stimulieren des Nervensystems mit anschließender Auswertung 
der erfolgten Reaktionen ein Basisinstrument der Hirnforschung an sich, und um statistisch 
verlässliche Aussagen zu treffen, ist eine bestimmte Anzahl an Mittlungen und somit 
wiederholte Stimulation unumgänglich. Auch in diesem Falle, wo die Antwortabnahme 
also eher als Hindernis auftritt, ist es natürlich wichtig, ihre Charakteristika zu kennen. Die 
Erforschung der Antwortabnahme hat jedoch nicht nur grundlagenwissenschaftlichen 
Charakter. Aus klinischer Sicht spielen Antwortabnahmeprozesse bei vielen psychiatrischen 
Erkrankungen eine wesentliche Rolle, so zum Beispiel bei der Schizophrenie, der bipolaren 
Störung oder dem Morbus Alzheimer. Diese werden hauptsächlich mittels Experimente 
zum sogenannten Sensory Gating untersucht, welche aufgrund der Verwendung 
monotoner Doppelklick-Paradigmen mit langen Interstimulusintervallen häufig eine durch 
Langzeithabituationseffekte sowie begrenzte Versuchszeit beeinträchtigte Datengüte haben. 
Beruht die Antwortabnahme vom ersten zum zweiten Klick jedoch nicht auf Sensory 
Gating, sondern auf Refraktärzeiteffekten, so könnte mit einem fortlaufenden Paradigma 
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Datentabelle 1: Werte der P50 für die Töne 1-5 bei verschiedenen ISI 
  MEG (N=17) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 293,18 ± 98,10 51,29 ± 9,73 37,37 ± 37,96 11,20 ± 5,70 2,06 ± 0,71 48,50 ± 12,16 
2 127,81 ± 48,72 49,06 ± 9,24 16,57 ± 13,02 18,27 ± 7,81 0,81 ± 0,64 44,50 ± 12,29 
3 109,91 ± 36,88 46,59 ± 10,81 11,78 ± 10,66 19,31 ± 10,71 0,69 ± 0,67 45,06 ± 13,22 
4 120,82 ± 37,04 48,18 ± 10,29 16,16 ± 20,87 21,10 ± 11,46 0,51 ± 0,79 45,17 ± 11,30 
5 122,07 ± 47,97 46,35 ± 9,43 10,42 ± 7,83 24,53 ± 13,46 0,65 ± 0,67 45,72 ± 13,28 
1200 ms ISI 
1 314,61 ± 109,34 52,12 ± 8,11 51,93 ± 43,88 13,73 ± 6,69 2,07 ± 0,83 50,94 ± 13,14 
2 165,42 ± 67,41 46,94 ± 9,73 35,70 ± 51,63 18,64 ± 7,70 1,25 ± 0,94 46,00 ± 13,84 
3 174,65 ± 65,67 49,06 ± 10,97 21,75 ± 25,14 15,29 ± 7,82 0,98 ± 0,89 47,39 ± 14,66 
4 177,97 ± 76,57 46,88 ± 9,70 16,07 ± 8,60 17,63 ± 9,80 1,17 ± 0,83 47,89 ± 12,56 
5 199,40 ± 72,51 46,88 ± 9,12 24,83 ± 26,68 17,43 ± 7,98 1,33 ± 0,79 46,78 ± 15,93 
1800 ms ISI 
1 306,82 ± 106,85 52,29 ± 9,30 44,52 ± 33,78 12,68 ± 3,78 2,07 ± 0,99 50,67 ± 13,21 
2 239,42 ± 84,59 48,88 ± 9,77 26,97 ± 25,39 15,65 ± 6,33 1,87 ± 0,84 45,06 ± 11,44 
3 221,65 ± 89,96 50,00 ± 8,85 26,27 ± 19,79 14,84 ± 6,67 1,69 ± 0,81 46,83 ± 12,75 
4 195,38 ± 66,44 50,29 ± 11,21 24,43 ± 24,32 17,41 ± 10,51 1,25 ± 1,13 48,89 ± 12,41 
5 236,26 ± 94,48 48,88 ± 9,20 25,68 ± 25,11 14,30 ± 6,21 1,53 ± 1,12 46,94 ± 9,84 
 
Datentabelle 2: Werte der N100 für die Töne 1-5 bei verschiedenen ISI 
  MEG (N=17) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 704,65 ± 128,35 95,41 ± 9,13 59,62 ± 33,75 11,39 ± 4,00 -7,29 ± 2,27 96,67 ± 9,10 
2 270,61 ± 105,63 95,76 ± 18,01 22,67 ± 13,69 22,12 ± 14,13 -3,65 ± 1,60 90,00 ± 12,31 
3 276,53 ± 97,04 93,65 ± 19,18 22,18 ± 12,20 15,83 ± 10,89 -3,38 ± 1,22 91,44 ± 15,00 
4 311,59 ± 90,72 93,18 ± 15,97 24,46 ± 15,07 14,27 ± 6,72 -3,43 ± 1,73 88,44 ± 10,54 
5 316,73 ± 101,31 93,53 ± 15,32 21,52 ± 10,91 14,40 ± 7,60 -3,17 ± 1,37 88,44 ± 12,18 
1200 ms ISI 
1 785,03 ± 250,48 94,24 ± 8,30 80,80 ± 55,48 12,58 ± 4,51 -8,34 ± 2,86 97,39 ± 9,81 
2 348,26 ± 168,57 91,82 ± 12,02 33,77 ± 30,64 21,63 ± 18,70 -5,33 ± 2,65 86,56 ± 9,31 
3 386,41 ± 173,46 91,53 ± 10,14 29,58 ± 19,13 17,31 ± 12,75 -5,11 ± 2,36 85,89 ± 7,87 
4 396,22 ± 163,20 90,35 ± 11,07 26,73 ± 14,29 16,75 ± 10,66 -5,38 ± 2,67 89,06 ± 8,80 
5 392,67 ± 157,75 91,00 ± 11,57 28,20 ± 15,48 15,92 ± 8,66 -5,27 ± 2,27 88,39 ± 9,55 
1800 ms ISI 
1 794,37 ± 198,82 95,00 ± 8,03 80,07 ± 46,43 10,96 ± 5,54 -8,58 ± 2,92 99,56 ± 10,64 
2 536,59 ± 211,77 93,00 ± 10,05 47,88 ± 30,18 14,75 ± 13,53 -6,44 ± 2,16 89,22 ± 7,95 
3 534,44 ± 226,14 93,24 ± 9,63 41,12 ± 21,39 16,28 ± 13,96 -6,69 ± 2,57 91,67 ± 8,05 
4 494,23 ± 209,15 92,82 ± 9,12 43,12 ± 23,31 15,84 ± 10,28 -5,91 ± 2,25 91,61 ± 8,96 
5 531,44 ± 188,31 92,88 ± 10,45 36,04 ± 17,31 13,89 ± 10,25 -6,94 ± 2,15 92,50 ± 8,05 
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Datentabelle 3: Werte der P200 für die Töne 1-5 bei verschiedenen ISI 
  MEG (N=17) MEG (N=4) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 343,52 ± 146,87 182,94 ± 38,92 19,66 ± 7,20 14,02 ± 4,28 5,17 ± 4,87 175,17 ± 19,13 
2 231,31 ± 127,25 177,88 ± 36,11 13,72 ± 1,74 32,60 ± 18,61 2,07 ± 1,01 171,61 ± 29,90 
3 163,51 ± 70,39 178,59 ± 41,47 10,52 ± 2,88 34,10 ± 17,56 1,84 ± 1,26 160,61 ± 23,00 
4 160,67 ± 75,59 173,29 ± 43,02 7,85 ± 3,19 30,35 ± 16,95 1,93 ± 1,30 156,72 ± 27,20 
5 192,45 ± 74,30 163,82 ± 35,96 8,40 ± 6,28 35,66 ± 15,91 1,86 ± 1,36 158,89 ± 25,69 
1200 ms ISI 
1 334,05 ± 141,25 179,59 ± 37,04 28,88 ± 12,37 17,38 ± 6,56 5,96 ± 3,81 186,44 ± 26,87 
2 242,08 ± 118,48 173,06 ± 35,80 15,19 ± 6,57 24,45 ± 14,57 3,31 ± 1,69 159,06 ± 24,97 
3 266,33 ± 140,90 170,76 ± 38,02 21,84 ± 14,17 24,28 ± 18,06 3,32 ± 1,28 161,89 ± 26,38 
4 288,35 ± 127,40 174,00 ± 38,34 20,58 ± 8,93 13,83 ± 9,62 3,41 ± 1,53 164,83 ± 26,29 
5 254,04 ± 104,69 173,59 ± 41,02 14,10 ± 9,17 27,53 ± 22,60 3,60 ± 1,80 160,22 ± 28,91 
1800 ms ISI 
1 347,28 ± 157,91 176,71 ± 36,40 27,75 ± 6,33 21,88 ± 9,08 6,79 ± 5,30 186,39 ± 22,74 
2 312,60 ± 167,10 173,47 ± 35,44 25,02 ± 17,84 17,54 ± 11,79 5,11 ± 2,22 174,67 ± 31,17 
3 322,39 ± 166,51 172,88 ± 35,91 26,12 ± 13,28 19,80 ± 11,87 5,09 ± 1,84 169,83 ± 25,65 
4 329,65 ± 154,98 167,94 ± 31,49 29,48 ± 19,29 19,47 ± 20,60 5,02 ± 2,16 173,28 ± 25,39 
5 304,47 ± 157,36 170,71 ± 34,09 26,19 ± 14,49 14,16 ± 5,50 4,81 ± 2,22 169,78 ± 23,53 
 
Datentabelle 4: Werte der P50 für die Blockdrittel bei verschiedenen ISI 
  MEG (N=17) EEG (N=18) 
Ton/ MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
Drittel [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 /1 298,45 ± 104,88 50,65 ± 9,29 48,69 ± 54,01 15,05 ± 6,34 2,53 ± 0,81 48,33 ± 11,96 
1 /2 268,89 ± 99,04 51,82 ± 9,67 36,79 ± 38,69 16,22 ± 9,24 1,96 ± 1,01 50,44 ± 12,37 
1 /3 247,37 ± 82,40 52,24 ± 9,20 28,00 ± 26,24 17,27 ± 7,54 2,53 ± 1,02 49,11 ± 12,81 
2-5 /1 123,53 ± 43,06 46,53 ± 9,47 24,43 ± 41,79 17,44 ± 7,44 0,79 ± 0,53 44,44 ± 11,95 
2-5 /2 122,33 ± 47,35 48,29 ± 9,83 13,14 ± 15,44 19,89 ± 12,58 0,47 ± 0,65 45,44 ± 13,15 
2-5 /3 127,59 ± 46,41 48,29 ± 10,65 10,36 ± 6,55 18,05 ± 9,52 0,72 ± 0,82 45,50 ± 11,94 
1200 ms ISI 
1 /1 312,86 ± 117,36 51,47 ± 6,72 56,92 ± 71,94 16,63 ± 7,91 2,32 ± 1,43 51,67 ± 14,83 
1 /2 302,84 ± 111,87 52,00 ± 8,05 41,41 ± 33,01 17,39 ± 6,99 2,55 ± 1,32 50,33 ± 12,86 
1 /3 245,75 ± 106,68 52,00 ± 8,08 23,77 ± 16,70 19,92 ± 14,76 2,07 ± 0,81 51,11 ± 12,95 
2-5 /1 200,79 ± 71,63 46,18 ± 9,89 49,10 ± 77,06 15,32 ± 7,75 1,17 ± 0,99 46,28 ± 13,65 
2-5 /2 175,02 ± 81,32 47,12 ± 9,68 26,03 ± 36,67 16,70 ± 9,70 1,16 ± 0,59 48,00 ± 15,07 
2-5 /3 180,94 ± 73,68 49,65 ± 10,73 18,68 ± 28,64 18,01 ± 10,33 1,08 ± 0,73 47,78 ± 16,25 
1800 ms ISI 
1 /1 319,84 ± 124,85 51,65 ± 8,37 56,30 ± 62,59 17,52 ± 6,64 2,38 ± 1,13 49,89 ± 11,63 
1 /2 271,73 ± 104,67 52,12 ± 8,66 29,76 ± 32,65 18,62 ± 7,39 2,08 ± 1,25 51,22 ± 14,69 
1 /3 263,19 ± 111,14 53,24 ± 10,90 32,77 ± 37,61 20,03 ± 10,24 2,73 ± 1,23 50,83 ± 13,61 
2-5 /1 243,22 ± 84,45 47,41 ± 8,86 35,03 ± 42,59 13,35 ± 5,26 1,65 ± 1,08 45,72 ± 12,72 
2-5 /2 235,80 ± 82,09 48,82 ± 8,99 23,48 ± 24,37 12,70 ± 5,59 1,57 ± 0,76 46,72 ± 10,93 








Datentabelle 5: Werte der N100 für die Blockdrittel bei verschiedenen ISI 
  MEG (N=17) EEG (N=18) 
Ton/ MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
Drittel [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 /1 757,48 ± 179,26 94,06 ± 8,65 71,94 ± 36,86 13,79 ± 4,94 -8,80 ± 2,81 93,44 ± 11,35 
1 /2 694,72 ± 128,54 96,24 ± 11,85 54,92 ± 24,78 13,72 ± 7,13 -6,92 ± 2,49 98,67 ± 12,50 
1 /3 600,65 ± 167,88 94,65 ± 8,54 37,77 ± 19,19 16,31 ± 7,38 -7,16 ± 1,91 94,44 ± 11,35 
2-5 /1 325,86 ± 89,21 90,65 ± 15,70 24,66 ± 11,70 12,57 ± 6,44 -3,84 ± 1,96 89,17 ± 11,79 
2-5 /2 330,28 ± 124,90 93,76 ± 17,04 24,36 ± 11,87 13,78 ± 7,05 -3,16 ± 1,52 89,33 ± 15,72 
2-5 /3 254,22 ± 89,83 92,71 ± 16,71 16,95 ± 10,43 14,41 ± 6,48 -3,08 ± 1,62 90,06 ± 10,57 
1200 ms ISI 
1 /1 809,95 ± 302,46 93,59 ± 8,88 94,13 ± 57,71 14,15 ± 7,59 -9,49 ± 3,61 96,78 ± 11,12 
1 /2 743,39 ± 280,12 95,88 ± 10,19 65,02 ± 46,55 15,33 ± 5,55 -8,73 ± 2,76 94,22 ± 10,87 
1 /3 645,17 ± 208,59 94,76 ± 8,74 51,22 ± 26,33 19,41 ± 10,66 -7,87 ± 3,37 97,11 ± 10,02 
2-5 /1 416,38 ± 187,18 90,41 ± 11,10 32,21 ± 18,78 16,48 ± 13,10 -5,86 ± 2,84 86,00 ± 9,70 
2-5 /2 394,88 ± 151,97 89,06 ± 13,66 27,03 ± 15,67 14,59 ± 8,77 -5,01 ± 2,48 87,44 ± 6,55 
2-5 /3 357,15 ± 153,63 90,24 ± 10,90 23,47 ± 13,38 21,05 ± 17,65 -4,77 ± 2,36 90,56 ± 8,99 
1800 ms ISI 
1 /1 805,68 ± 231,97 94,29 ± 7,52 86,21 ± 45,35 13,26 ± 6,08 -9,95 ± 3,35 99,39 ± 12,31 
1 /2 742,05 ± 196,76 97,53 ± 12,18 58,85 ± 30,82 15,17 ± 8,00 -9,50 ± 3,49 96,72 ± 9,61 
1 /3 678,17 ± 205,99 96,41 ± 10,17 52,92 ± 30,58 14,72 ± 8,01 -7,93 ± 3,41 101,72 ± 13,31 
2-5 /1 580,12 ± 190,80 91,00 ± 8,25 44,94 ± 26,41 13,06 ± 8,78 -6,87 ± 2,24 92,50 ± 8,50 
2-5 /2 535,70 ± 210,89 92,71 ± 9,65 37,63 ± 24,35 14,98 ± 12,57 -6,54 ± 2,75 91,06 ± 8,75 
2-5 /3 482,91 ± 244,38 94,53 ± 10,35 32,57 ± 23,92 14,57 ± 8,96 -5,80 ± 2,43 90,56 ± 7,70 
 
 
Datentabelle 6: Werte der P200 für die Blockdrittel bei verschiedenen ISI 
  MEG (N=17) MEG (N=4) EEG (N=18) 
Ton/ MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
Drittel [fT] [ms] [nAmm] [%] [µV] [ms] 
600 ms ISI 
1 /1 371,42 ± 173,16 181,24 ± 37,33 26,69 ± 14,27 20,63 ± 12,44 6,68 ± 5,86 182,06 ± 16,51 
1 /2 330,42 ± 147,22 181,71 ± 38,50 19,62 ± 10,49 17,81 ± 8,33 5,98 ± 4,52 171,94 ± 22,59 
1 /3 320,90 ± 109,99 179,53 ± 35,70 14,65 ± 4,42 16,96 ± 6,43 5,05 ± 4,55 173,50 ± 21,65 
2-5 /1 188,13 ± 88,23 168,65 ± 33,70 13,07 ± 5,50 26,40 ± 10,22 1,69 ± 1,20 167,17 ± 29,69 
2-5 /2 209,47 ± 105,77 174,76 ± 40,20 11,59 ± 5,96 26,56 ± 15,02 2,09 ± 1,16 161,06 ± 25,09 
2-5 /3 153,41 ± 73,51 171,65 ± 35,00 10,19 ± 8,16 26,54 ± 8,33 1,95 ± 1,30 161,56 ± 26,73 
1200 ms ISI 
1 /1 345,28 ± 155,34 176,82 ± 37,38 32,12 ± 6,71 16,15 ± 9,31 7,64 ± 4,85 185,78 ± 24,05 
1 /2 367,09 ± 153,99 179,47 ± 34,78 33,78 ± 8,89 14,67 ± 7,07 5,50 ± 3,46 183,06 ± 31,13 
1 /3 287,97 ± 119,24 170,18 ± 36,43 20,18 ± 5,85 23,36 ± 12,02 6,60 ± 4,30 187,22 ± 30,65 
2-5 /1 274,52 ± 126,22 170,24 ± 37,17 22,71 ± 4,09 17,74 ± 10,47 3,45 ± 1,81 166,61 ± 27,73 
2-5 /2 265,03 ± 112,13 173,41 ± 38,47 21,60 ± 8,15 25,99 ± 8,58 2,88 ± 1,71 160,11 ± 23,75 
2-5 /3 267,42 ± 137,49 176,12 ± 42,80 19,01 ± 14,12 18,84 ± 11,22 3,54 ± 1,63 158,78 ± 23,81 
1800 ms ISI 
1 /1 403,05 ± 166,58 180,53 ± 39,05 30,12 ± 10,89 23,37 ± 7,48 7,05 ± 5,27 192,50 ± 29,24 
1 /2 336,52 ± 151,21 175,41 ± 36,28 19,02 ± 10,59 33,23 ± 16,11 7,05 ± 5,82 189,83 ± 24,09 
1 /3 354,08 ± 145,27 174,18 ± 33,77 25,34 ± 6,02 23,34 ± 9,99 8,47 ± 6,47 187,72 ± 22,34 
2-5 /1 350,40 ± 169,05 173,00 ± 35,68 29,88 ± 14,25 14,30 ± 6,32 5,17 ± 2,56 173,89 ± 26,86 
2-5 /2 335,69 ± 177,47 172,06 ± 35,36 27,05 ± 15,07 14,47 ± 4,60 4,85 ± 2,04 167,17 ± 23,84 




Datentabelle 7: Werte der P50 für die Töne 1-5 im Versuchsverlauf 
  MEG (N=17) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
1. Messung 
1 331,00 ± 106,16 52,71 ± 9,39 55,98 ± 45,52 13,28 ± 5,96 2,20 ± 0,90 50,83 ± 12,21 
2 201,48 ± 89,58 49,06 ± 9,31 20,62 ± 12,64 18,10 ± 7,71 1,40 ± 1,06 45,28 ± 11,31 
3 189,26 ± 102,19 49,00 ± 11,02 17,54 ± 14,09 16,44 ± 10,69 1,37 ± 1,05 46,56 ± 12,26 
4 186,63 ± 73,85 49,24 ± 8,83 20,77 ± 20,43 18,58 ± 11,17 0,91 ± 1,22 47,39 ± 12,32 
5 206,91 ± 108,61 47,29 ± 10,17 17,94 ± 19,51 19,46 ± 13,39 1,28 ± 1,15 46,78 ± 12,18 
2. Messung 
1 316,52 ± 101,46 50,47 ± 9,17 41,60 ± 30,65 11,84 ± 5,02 2,24 ± 0,80 48,61 ± 12,99 
2 172,87 ± 93,01 49,41 ± 9,35 23,56 ± 21,29 18,44 ± 8,48 1,44 ± 0,87 45,44 ± 13,29 
3 170,13 ± 81,18 49,53 ± 11,39 18,31 ± 18,67 16,99 ± 9,56 0,99 ± 0,86 46,94 ± 13,82 
4 157,12 ± 67,31 48,00 ± 12,03 16,61 ± 12,59 18,71 ± 10,08 1,10 ± 0,70 46,94 ± 11,27 
5 176,51 ± 82,89 48,24 ± 9,26 19,75 ± 20,37 19,45 ± 11,05 1,04 ± 0,90 47,67 ± 14,42 
3. Messung 
1 267,09 ± 96,40 52,53 ± 8,47 36,24 ± 37,24 12,50 ± 5,75 1,77 ± 0,76 50,67 ± 13,34 
2 158,31 ± 56,79 46,41 ± 9,93 35,07 ± 54,21 16,02 ± 5,57 1,09 ± 0,79 44,83 ± 13,03 
3 146,83 ± 49,64 47,12 ± 8,22 23,95 ± 26,09 16,01 ± 5,20 1,00 ± 0,72 45,78 ± 14,61 
4 150,42 ± 64,11 48,12 ± 10,40 19,27 ± 23,76 18,84 ± 10,98 0,93 ± 0,98 47,61 ± 12,98 
5 174,31 ± 65,82 46,59 ± 8,35 23,24 ± 27,37 17,36 ± 6,12 1,19 ± 0,79 45,00 ± 12,95 
 
Datentabelle 8: Werte der N100 für die Töne 1-5 im Versuchsverlauf 
  MEG (N=17) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
1. Messung 
1 902,59 ± 207,59 94,82 ± 8,99 77,74 ± 44,45 10,71 ± 3,80 -9,32 ± 3,02 99,39 ± 9,91 
2 498,77 ± 226,00 94,76 ± 15,88 44,18 ± 31,27 16,25 ± 14,24 -6,21 ± 2,76 92,11 ± 6,60 
3 505,53 ± 238,00 94,59 ± 15,42 39,02 ± 19,56 16,16 ± 11,14 -6,34 ± 2,83 91,00 ± 11,92 
4 515,70 ± 213,19 93,47 ± 12,84 39,14 ± 21,07 12,26 ± 6,00 -5,85 ± 2,88 90,17 ± 8,76 
5 520,50 ± 189,97 93,06 ± 12,07 35,57 ± 15,68 12,26 ± 4,50 -5,93 ± 2,83 90,94 ± 9,46 
2. Messung 
1 740,48 ± 148,84 94,41 ± 8,12 68,69 ± 43,83 10,81 ± 4,38 -8,15 ± 2,29 97,44 ± 10,18 
2 373,55 ± 173,40 94,12 ± 10,50 32,01 ± 23,01 21,50 ± 19,23 -4,83 ± 2,33 88,56 ± 7,82 
3 390,75 ± 149,60 93,76 ± 11,55 28,82 ± 20,27 12,43 ± 5,72 -4,66 ± 2,00 90,72 ± 8,56 
4 348,95 ± 139,58 91,94 ± 10,32 24,68 ± 15,34 17,81 ± 10,28 -4,43 ± 2,43 90,39 ± 9,49 
5 366,00 ± 160,20 93,71 ± 11,15 22,98 ± 13,10 14,79 ± 8,14 -4,55 ± 2,40 89,72 ± 10,25 
3. Messung 
1 640,98 ± 147,01 95,41 ± 8,38 74,05 ± 52,34 13,41 ± 5,48 -6,74 ± 2,22 96,78 ± 9,55 
2 283,15 ± 134,58 91,71 ± 14,51 28,13 ± 26,84 20,75 ± 13,38 -4,38 ± 1,86 85,11 ± 13,32 
3 301,10 ± 157,81 90,06 ± 13,52 25,04 ± 16,17 20,83 ± 16,82 -4,18 ± 2,18 87,28 ± 12,26 
4 337,39 ± 101,37 90,94 ± 13,82 30,48 ± 20,08 16,79 ± 10,37 -4,44 ± 1,78 88,56 ± 10,29 






Datentabelle 9: Werte der P200 für die Töne 1-5 im Versuchsverlauf 
  MEG (N=17) MEG (N=4) EEG (N=18) 
Ton MGFP Latenz Dipolstärke Deviation Amplitude Latenz 
  [fT] [ms] [nAmm] [%] [µV] [ms] 
1. Messung 
1 372,58 ± 123,76 184,76 ± 35,89 24,32 ± 5,81 13,64 ± 3,84 7,72 ± 5,15 186,67 ± 19,42 
2 332,12 ± 167,85 182,29 ± 40,33 20,83 ± 17,15 24,85 ± 12,37 4,14 ± 2,29 172,00 ± 31,74 
3 265,28 ± 146,55 177,06 ± 39,53 18,72 ± 12,60 20,10 ± 11,42 3,93 ± 2,03 169,11 ± 28,62 
4 287,32 ± 142,00 182,29 ± 43,56 19,83 ± 23,24 22,48 ± 11,19 3,77 ± 2,22 174,72 ± 32,14 
5 274,69 ± 137,18 176,06 ± 39,20 13,49 ± 14,20 30,96 ± 20,07 4,02 ± 2,37 173,89 ± 27,77 
2. Messung 
1 346,00 ± 170,79 179,29 ± 38,55 29,88 ± 12,96 18,68 ± 6,37 5,17 ± 4,47 178,11 ± 19,75 
2 265,76 ± 129,43 167,12 ± 29,69 21,95 ± 7,34 18,67 ± 15,55 3,52 ± 2,30 166,72 ± 30,20 
3 280,86 ± 165,93 172,71 ± 39,35 28,87 ± 13,13 24,67 ± 18,28 3,11 ± 2,09 161,94 ± 23,21 
4 264,66 ± 159,86 166,41 ± 29,29 24,39 ± 9,89 9,05 ± 3,60 3,48 ± 2,17 159,56 ± 20,50 
5 265,96 ± 131,07 162,24 ± 30,75 21,78 ± 15,29 25,52 ± 23,38 3,29 ± 2,38 158,06 ± 19,90 
3. Messung 
1 306,26 ± 140,37 175,18 ± 37,52 22,09 ± 8,24 20,96 ± 9,62 5,04 ± 4,04 183,22 ± 29,80 
2 188,11 ± 79,55 175,00 ± 35,01 11,15 ± 4,81 31,06 ± 18,76 2,83 ± 1,51 166,61 ± 26,36 
3 206,10 ± 118,38 172,47 ± 36,94 10,89 ± 3,32 33,41 ± 18,20 3,21 ± 1,82 161,28 ± 23,19 
4 226,70 ± 121,42 166,53 ± 37,47 13,69 ± 7,91 32,12 ± 22,27 3,11 ± 1,98 160,56 ± 24,80 
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