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Abstract
The class of σ -regular matrices was defined and characterized by Schaefer [P. Schaefer, Infinite matrices
and invariant means, Proc. Amer. Math. Soc. 36 (1972) 104–110] and further studied by Mursaleen [Mur-
saleen, On some new invariant matrix methods of summability, Quart. J. Math. Oxford 34 (1983) 77–86],
Ahmad and Mursaleen [Z.U. Ahmad, Mursaleen, An application of Banach limits, Proc. Amer. Math. Soc.
103 (1988) 244–246]. In this paper we characterize four-dimensional σ -multiplicative matrices, and estab-
lish a core theorem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and background
Let l∞ and c be the Banach spaces of bounded and convergent sequences respectively with
the sup-norm. Let σ be a one-to-one mapping from the set N of natural numbers into itself.
A continuous linear functional ϕ on l∞ is said to be an invariant mean or a σ -mean if and
only if (i) ϕ(x)  0 when the sequence x = (xk) has xk  0 for all k, (ii) ϕ(e) = 1, where
e = (1,1,1, . . .), and (iii) ϕ(x) = ϕ((xσ(k))) for all x ∈ l∞.
Throughout this paper we consider the mapping σ which has no finite orbits, that is, σp(k) = k
for all integer k  0 and p  1, where σp(k) denotes the pth iterate of σ at k. Note that, a σ -mean
extends the limit functional on c in the sense that ϕ(x) = limx for all x ∈ c (see [5]). Conse-
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sequence x = (xk) is σ -convergent if and only if x ∈ Vσ .
The idea of σ -convergence for double sequences has recently been introduced in [1]. A double
sequence x = (xjk) of real numbers is said to be σ -convergent to a number l if and only if
lim
p,q→∞
1
pq
p−1∑
j=0
q−1∑
k=0
xσj (s),σ k(t) = l, uniformly in s, t;
where the limit is taken in the Preingsheim sense [11]. In [12], Schaefer defined and characterized
the σ -regular matrices, i.e. Ax ∈ Vσ for x ∈ c with σ -limAx = limx. In this paper we extend
this idea for four-dimensional matrices A = (amnjk). Let us denote by c2∞, l2∞,V 2σ the space of
bounded convergent, bounded and σ -convergent double sequences x = (xjk) respectively. For
σ(n) = n + 1, the set V 2σ is reduced to the set f2 of almost convergent double sequences [4].
A matrix A = (amnjk) is said to be σ -regular [2] if Ax ∈ V 2σ for x = (xjk) ∈ c2∞ with
σ -limAx = limx, and we denote this by A ∈ (c2∞,V 2σ )reg. Throughout this paper limit of a dou-
ble sequence means limit in the Preingsheim sense. For x ∈ l2∞, ‖x‖ = supj,k |xjk| < ∞. Note
that c2∞ ⊂ V 2σ ⊂ l2∞.
A matrix A = (amnjk) is said to be σ -multiplicative if Ax ∈ V 2σ for x = (xjk) ∈ c2∞ with
σ -limAx = α limx, and we denote this by A ∈ (c2∞,V 2σ )α , where α ∈ C. Note that if α = 1, then
σ -multiplicative matrices are reduced to σ -regular.
For matrix transformations of double sequences and related methods, we refer to Hamilton [3],
Patterson [9,10], Mursaleen [6], Mursaleen and Edely [7], and Mursaleen and Savas [8].
2. Main results
In the following theorem we characterize the σ -multiplicative matrices.
Theorem 1. A matrix A = (amnjk) is σ -multiplicative if and only if
‖A‖ = sup
m,n
∑
j,k
|amnjk| < ∞; (2.1)
lim
p,q→∞β(p,q, j, k, s, t) = 0, for each j, k (uniformly in s, t); (2.2)
lim
p,q→∞
∑
j,k
β(p, q, j, k, s, t) = α (uniformly in s, t); (2.3)
lim
p,q→∞
∑
j
∣∣β(p,q, j, k, s, t)∣∣= 0, for each k (uniformly in s, t); (2.4)
lim
p,q→∞
∑
k
∣∣β(p,q, j, k, s, t)∣∣= 0, for each j (uniformly in s, t), (2.5)
where the lim means P -lim, and
β(p,q, j, k, s, t) = 1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k.
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Then, for  > 0 there exists an integer N > 0 such that |xjk| < |L| +  for j, k N . So that by
(2.1) Ax exists. Now to show that Ax ∈ V 2σ , write∑
j,k
β(p, q, j, k, s, t)xjk
=
(
N∑
j=0
N∑
k=0
+
N∑
j=0
∞∑
k=N+1
+
∞∑
j=N+1
N∑
k=0
+
∞∑
j=N+1
∞∑
k=N+1
)
β(p,q, j, k, s, t)xjk.
Thus∣∣∣∣∑
j,k
β(p, q, j, k, s, t)xjk
∣∣∣∣
 ‖x‖
N∑
j=0
N∑
k=0
∣∣β(p,q, j, k, s, t)∣∣+ ‖x‖ N∑
j=0
∞∑
k=N+1
∣∣β(p,q, j, k, s, t)∣∣
+ ‖x‖
∞∑
j=N+1
N∑
k=0
∣∣β(p,q, j, k, s, t)∣∣+ (|L| + )
∣∣∣∣∣
∞∑
j=N+1
∞∑
k=N+1
β(p,q, j, k, s, t)
∣∣∣∣∣.
Letting p,q → ∞ and using conditions, we get
lim
p,q→∞
∣∣∣∣∑
j,k
β(p, q, j, k, s, t)xjk
∣∣∣∣ (|L| + )α, uniformly in s, t.
Since  was arbitrary, σ -limAx = αL. Hence A ∈ (c2∞,V 2σ )α , i.e. A is σ -multiplicative.
Necessity. Let A be σ -multiplicative. Therefore for x ∈ c2∞, Ax ∈ V 2σ ⊂ l2∞. Hence∑
j,k
|amnjkxjk| C < ∞, for each m,n.
Now, taking xjk = sgnamnjk for each m,n, in the above inequality; we get (2.1). Also we
have
lim
p,q→∞
∑
j
∑
k
β(p, q, j, k, s, t)xjk = α lim
j,k→∞xjk.
Therefore by taking xjk = 1 at the jkth place, we get (2.2). If we take xjk = 1 for j = k and 0
otherwise, we get (2.3). To get (2.4) (respectively (2.5)), choose xjk = 1 at kth place (respectively
j th place) and 0 elsewhere.
This completes the proof. 
Remark.
(i) If α = 1, the above theorem gives the characterization for σ -regular matrices [2].
(ii) If σ(n) = n + 1, and α = 1 in the above theorem, we get class (c2∞, f2)reg of almost regular
matrices due to Mursaleen and Savas [8].
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Let us write
Q(x) = lim sup
p,q→∞
sup
s,t0
1
pq
p−1∑
j=0
q−1∑
k=0
xσj (s),σ k(t).
Then we define the σ -core of a real valued bounded double sequence x = (xjk) to be the
closed interval [−Q(−x),Q(x)].
Since every bounded convergent double sequence is σ -convergent, we have
Q(x) P - lim supx,
and hence it follows that σ -core{x} ⊆ P - core{x} for x ∈ l2∞.
We prove the following result.
Theorem 2. For every x ∈ l2∞,
Q(Ax) αL(x)
(
or σ - core{Ax} ⊆ α(P - core{x})) (3.1)
if and only if
(i) A is σ -multiplicative;
(ii) lim supp,q→∞ sups,t
∑
j,k |β(p,q, j, k, s, t)| = α,
where L(x) denotes the P - lim supx.
Proof. Necessity. Let (3.1) hold for all x ∈ l2∞. Then
α
(−L(−x))−Q(−Ax)Q(Ax) αL(x), (3.2)
i.e.
α lim infx −Q(−Ax)Q(Ax) α lim supx.
If x ∈ c2∞, then we have
−Q(−Ax) = Q(Ax) = α limx
or
σ - limAx = α limx.
Hence A is σ -multiplicative, i.e. (i) holds.
Further by (i), we have
lim sup
p,q→∞
sup
s,t
∞,∞∑
j,k=0,0
∣∣β(p,q, j, k, s, t)∣∣ lim sup
p,q→∞
∞,∞∑
j,k=0,0
β(p,q, j, k, s, t) = α.
Hence
lim sup
p,q→∞
sup
s,t
∞,∞∑ ∣∣β(p,q, j, k, s, t)∣∣ α. (3.3)
j,k=0,0
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lim sup
p,q→∞
sup
s,t
∞,∞∑
j,k=0,0
β(p,q, j, k, s, t)yjk = lim sup
p,q→∞
sup
s,t
∞,∞∑
j,k=0,0
∣∣β(p,q, j, k, s, t)∣∣. (3.4)
Also by the hypothesis
Q(Ay) αL(y) α‖y‖ α
that is
lim sup
p,q→∞
sup
s,t
∞,∞∑
j,k=0,0
β(p,q, j, k, s, t)yjk  α.
Therefore by (3.4) we get
lim sup
p,q→∞
sup
s,t
∞,∞∑
j,k=0,0
∣∣β(p,q, j, k, s, t)∣∣ α
which together with (3.3) gives (ii).
Sufficiency. For m,n > 1, we obtain the following:∣∣∣∣∣
∞∑
j=0
∞∑
k=0
1
pq
p−1∑
m=0
q−1∑
n=0
aσm(s),σn(t),j,k xjk
∣∣∣∣∣

∞∑
j=0
∞∑
k=0
∣∣β(p,q, j, k, s, t)∣∣|xjk|
+
∞∑
j=0
∞∑
k=0
∣∣(∣∣β(p,q, j, k, s, t)∣∣− β(p,q, j, k, s, t))xjk∣∣
 ‖x‖
M∑
j=0
N∑
k=0
∣∣β(p,q, j, k, s, t)∣∣+ ‖x‖ ∞∑
j=M+1
N∑
k=0
∣∣β(p,q, j, k, s, t)∣∣
+ ‖x‖
M∑
j=0
∞∑
k=N+1
∣∣β(p,q, j, k, s, t)∣∣+ sup
j,kM,N
|xjk|
∞∑
j=M+1
∞∑
k=N+1
∣∣β(p,q, j, k, s, t)∣∣
+ ‖x‖
∞∑
j=0
∞∑
k=0
(∣∣β(p,q, j, k, s, t)∣∣− β(p,q, j, k, s, t)).
Using the conditions of σ -multiplicative and condition (ii), we get
Q(Ax) αL(x).
This completes the proof of the theorem. 
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